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Abstract
Geometric models represent the shape and structure of objects. The mathematical de-
scription of geometric models is fundamental for processing virtual objects on digital
computers. There are applications in a variety of fields such as industrial design, ar-
chitecture, geology, medicine, physical simulation, education and entertainment. Many
different representations have been created due to the varying demands in the respective
fields.
In this thesis, we focus on the rather new point-based representations, where curves
and surfaces are described by unstructured point samples which are located on or close
to the shapes they define. A point-based geometry representation can be considered
a sampling of a continuous curve or surface. A variety of advantages result from the
minimal consistency constraints, e.g. restructuring is particularly simple and efficient.
However, during shape processing, shape modelling and rendering we need to associate
a continuous curve or surface with the input points, in order to access and maintain a
consistent model.
Inspired by the MLS surface, we present an implicit definition of smooth curves and
surfaces defined by points. The implicit function is composed of the local centroid of
the input points and a tangent frame, allowing us to describe manifolds of arbitrary
dimension. The evaluation can be performed locally by only considering a small subset
of the points, when using compactly supported functions for weighting the input points.
Our implicit definition allows to gain higher order information about the surface. We
show how to compute the gradient and curvature for a location of the shape.
We present stable and easy to implement algorithms that allow to locally interrogate
the shape. Projection operators - including an orthogonal version - and ray intersection
operators efficiently compute points of the manifold.
We detail how to employ the ray-surface intersection algorithm for ray casting or
ray tracing and discuss corresponding efficiency aspects. We also discuss how to effec-
tively apply spatial data-structures in the context of point-based representations. To
further speed up rendering, we present an adaptive sampling strategy that exploits both
image- and object space coherence. Despite of the relatively time-consuming ray-surface
intersection operator, this allows to interactively investigate the point set surface.
In order to take into consideration to the varying complexity of a shape, a feature
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adaptive approach is required. We suggest to attach individual weighting functions to
each sample rather than averaging local scales directly. By using ellipsoidal weight-
ing functions, we also address local anisotropic sampling that adjusts to the principal
curvatures of the surface.
We modify the basic definition of closed surfaces, also allowing to represent bounded
surfaces. Additionally, requiring that any point on the surface is close to the local
centroid of the input points yields smooth boundaries. We compare this definition to
alternatives and discuss the details and parameter choices. We also show that surfaces
might as well be globally non-orientable.
Finally, we enhance our manifold definition, also enabling us to describe the more
general class of piecewise smooth surfaces - still in the setting of point-based representa-
tions. Inspired by cell complexes, we model surface patches, curve segments and points
and glue them together based on explicit connectivity information.
Deutsche Zusammenfassung
Geometrische Modelle repra¨sentieren die Form und Struktur von Objekten. Ihre mathe-
matische Beschreibung ist grundlegend fu¨r die Verarbeitung von virtuellen Objekten
auf digitalen Computern. Anwendungen hierfu¨r gibt es in vielen Bereichen. Hierzu
za¨hlen Industriedesign, Architektur, Geologie, Medizin, physikalisch basierte Simula-
tion, Schulung und Unterhaltung. Zur Visualisierung der Ergebnisse und um Benutzer-
Interaktionen zu ermo¨glichen, werden Computergrafik Algorithmen eingesetzt. Diese be-
treffen im wesentlichen die Erzeugung von Bildern aus dreidimensionalen geometrischen
Modellen.
In diesem Zusammenhang sind Fla¨chen von besonderem Interesse, da die Aus-
breitung des Lichts vorwiegend von den Reflexionen auf den Oberfla¨chen von Objekten
bestimmt ist. Fla¨chen eignen sich aber auch zur Darstellung von geschlossenen Ko¨rpern,
da diese vollsta¨ndig von Fla¨chen umgeben sind. Mit Hilfe von Kurven ko¨nnen kapillare
Objekte wie Haar, Fell, Blutgefa¨ße und Kabel modelliert werden. Unter Verwendung
eines zusa¨tzlichen Abstands ko¨nnen diese als generalisierte Zylinder dargestellt werden.
Kurven ko¨nnen auch herangezogen werden, um die Berandungen von Fla¨chen oder den
Schnitt mehrerer Fla¨chen zu beschreiben. Unter Beru¨cksichtigung der zeitlichen Kom-
ponente ko¨nnen Flugbahnen sich bewegender Objekte repra¨sentiert werden.
Punktbasierte Repra¨sentationen
Diese Arbeit befasst sich mit der relativ neuen punktbasierten Repra¨sentation, bei der
Kurven und Fla¨chen durch Punkte definiert werden, die auf oder nahe der beschrieb-
enen Form liegen. Eine punktbasierte Repra¨sentation kann als die Abtastung einer kon-
tinuierlichen Kurve oder Fla¨che verstanden werden. Optional ko¨nnen die Abtastpunkte
mit zusa¨tzlichen Attributen, wie Normalen bzw. Tangenten oder Materialeigenschaften,
versehen werden.
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Vorteile punktbasierter Repra¨sentationen
Eine Reihe von Vorteilen resultiert aus der Tatsache, dass die Punkte beliebig verteilt
sein ko¨nnen, ohne dass eine Struktur unter den Punkten erforderlich ist. Hierzu za¨hlen:
• 3d-Scanner liefern dichte Punktwolken; die Konnektivita¨t zwischen den Punk-
ten ist jedoch unvollsta¨ndig. Um diese vollsta¨ndig herzustellen werden Rekon-
struktionsmethoden beno¨tigt, die typischerweise auf der Delaunay Triangulierung
basieren. Diese Techniken skalieren nicht sehr gut mit der Gro¨ße der Modelle. Die
Verwendung punktbasierter Repra¨sentationen ermo¨glicht die akquirierten Punkt-
mengen direkt zu verwenden, um geometrische Modelle zu beschreiben.
• Die aktuell eingesetzte Grafikhardware ist auf die Rasterisierung von polygonalen
Netzen ausgerichtet. Dennoch ist es auch mo¨glich punktbasierte Modelle zu ren-
dern. Fu¨r den Fall, dass die Komplexita¨t der projizierten Form im Vergleich
zur Bildschirmauflo¨sung hoch ist, is es ausreichend die Punkte direkt auf den
Bildschirm zu rendern. Andernfalls ko¨nnen die sich ergebenden Lu¨cken mittels
Splatting-Techniken aufgefu¨llt werden. Alternativ dazu kann das Rendering mit-
tels Ray Casting durchgefu¨hrt werden. In diesem Fall entspricht die Anzahl der
generierten Punkte den Parametern der aktuellen Ansicht.
• Da sowohl die Akquise als auch das Rendering auf Basis von Punkten durchgefu¨hrt
werden kann, erscheint es sinnvoll wa¨hrend der gesamten Pipeline der Geometrie-
verarbeitung im punktbasierten Rahmenwerk zu bleiben. Die Modellierung kann
auf natu¨rliche Weise, durch die direkte Manipulation der Punkte, erfolgen – dies
bedarf keiner Optimierung von Kontrollpunkten.
• Auf Grund der minimalen Anforderungen in Bezug auf die Konsistenz der Modell-
Representation, ist die Restrukturierung der Formen, die das Hinzufu¨gen und
Entfernen von Punkten beinhaltet, einfach und effizient. Anwendungen, die das
sta¨ndige Resampling der Formen erfordern, ko¨nnen von punktbasierten Methoden
profitieren. Das Fehlen von Konnektivita¨t vereinfacht im besonderen die Hand-
habung sich dynamisch vera¨ndernder Objekte. Hierzu za¨hlen Partikelsysteme z.B.
zur Simulation von Flu¨ssigkeiten und das interaktive Modellieren von Formen.
Prinzipiell erlauben punktbasierte Repra¨sentationen sogar auf einfache Weise die
Topologie einer Form zu vera¨ndern.
• Die Zunahme der Modellkomplexita¨t erfordert Techniken zur Verarbeitung der
Modelle auf verschiedenen Detailstufen (Level of Detail). In diesem Kontext ver-
einfacht die Abwesenheit von Konnektivita¨t die Erzeugung und Handhabung der
erforderlichen hierarchischen Strukturen.
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Was wird noch beno¨tigt?
Die Darstellung von Fla¨chen sollte unabha¨ngig von der Bildschirmauflo¨sung – auch bei
Nahaufnahmen – Bilder liefern, die frei von Artefakten sind. Qualitativ hochwertige
Bilder gekru¨mmter Fla¨chen sollten glatte Silhouetten aufweisen. Um globale Beleuch-
tungseffekte zu berechnen, werden die exakten Positionen beno¨tigt, an denen das Licht
reflektiert wird. Fla¨cheninformationen ho¨herer Ordnung sind ebenfalls von Interesse.
Z.B. sind Fla¨chennormalen wesentlich, um die Objekte korrekt zu schattieren oder um
die Interaktion zwischen Objekten zu simulieren. Kru¨mmung ist in einer Vielzahl von
Anwendungen von Bedeutung – etwa zur Fla¨chenanalyse oder zur Extraktion von Merk-
malen.
Algorithmen zur Geometrieverarbeitung, wie das Filtern, Segmentierung, sowie der
Abgleich von Formen, erfordern Koha¨renz der Punkte untereinander. Nach Modifikation
der Form muss das Sampling an die Merkmale angepasst werden – z.B. kann up-sampling
erforderlich sein. Beim Modellieren von Formen mu¨ssen die Werkzeuge mit der Form
in Kontakt kommen, um Benutzer-Interaktion zu ermo¨glichen. Z.B. mu¨ssen die exak-
ten Beru¨hrungspunkte bekannt sein. Dasselbe gilt fu¨r das Rendering auf haptischen
Displays.
Diese Beispiele verdeutlichen, dass es nicht ausreichend ist, eine Menge von Ab-
tastpunkten zu kennen. Vielmehr wird die Information beno¨tigt, wie sich die Form
zwischen den Punkten verha¨lt. Daher muss eine kontinuierliche Fla¨che oder Kurve
mit den Punkten assoziiert werden. Einerseits kann man so von den Vorteilen punkt-
basierter Repra¨sentationen profitieren, die sie auf Grund ihrer Einfachheit bieten. An-
dererseits ermo¨glicht dies den Zugriff auf ein konsistentes Modell. Im Besonderen wird
eine Kurven- und Fla¨chendefinition gesucht, die die folgenden Eigenschaften hat:
• Glattheit: Die Kurve oder Fla¨che soll glatt und differenzierbar sein. Dies erlaubt
gekru¨mmte Formen exakt zu beschreiben und darzustellen.
• Lokale Auswertung: Die Auswertung soll lokal erfolgen, d.h. dass nur Punkte
innerhalb einer begrenzten Entfernung Einfluss auf die Auswertung eines Fla¨chen-
punktes haben. In diesem Fall beeinflusst die Modifikation der Form an einer
Stelle nur einen Teil der Form. Im Gegensatz hierzu erfordern globale Ansa¨tze
den Zugriff auf alle Daten, was bei komplexen Modellen nicht effizient realisiert
werden kann.
u¨ber diese Anforderungen hinaus ist stets die Effizienz der Berechnungen von Bedeutung,
die idealerweise die interaktive Modellierung und Darstellung der Formen ermo¨glichen
sollten.
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Beitrag
Diese Arbeit untersucht, wie Kurven und Fla¨chen effizient berechnet werden ko¨nnen, die
durch unstrukturierte Punktmengen repra¨sentiert werden. Inspiriert von Moving Least
Squares (MLS) Fla¨chen wird eine einfache implizite Definition von Kurven und Fla¨chen
entwickelt. Es wird gezeigt, wie Information ho¨herer Ordnung berechnet werden kann
und wie man Berandungen, nicht-orientierbare Fla¨chen und scharfe Kanten und Ecken
erha¨lt. im einzelnen wird folgender Beitrag geleistet:
• Implizite Definition von Kurven und Fla¨chen: Eine Definition von Kurven
und Fla¨chen wird eingefu¨hrt, die allgemein auf Mannigfaltigkeiten, eingebettet im
R
n, angewandt werden kann. Die implizite Funktion ist aus dem lokalen Schwer-
punkt der Punkte und der approximierten Tangente zusammengesetzt und sie ist
einfach auszuwerten.
– Lokale Auswertung: Die Wahl kompakter Tra¨gerfunktionen zur Gewich-
tung der Punkte wird diskutiert. Somit kann das Modell lokal ausgewertet
werden, wobei nur eine kleine Teilmenge der Eingabepunkte beru¨cksichtigt
werden mu¨ss.
– Projektions- und Strahlschnittoperatoren: Stabile und leicht zu im-
plementierende Algorithmen werden pra¨sentiert, die lokale Interaktion mit
Objekten erlauben. Projektionsoperatoren – unter anderem eine orthogonale
Version – und Strahlschnittoperatoren berechnen auf effiziente Weise Punkte
der Mannigfaltigkeit.
– Ray Tracing von Punktmengenfla¨chen: Es wird beschrieben, wie die
Strahlschnittalgorithmen fu¨r das Ray Casting bzw. Ray Tracing eingesetzt
werden ko¨nnen. Entsprechende Aspekte der Effizienz werden besprochen.
– Differentialgeometrie: Es wird gezeigt wie Information ho¨herer Ordnung
berechnet werden kann. Insbesondere betrifft dies den Gradienten sowie die
Kru¨mmung einer Form.
– Berandete Mannigfaltigkeiten: Die Definition von Mannigfaltigkeiten
wird dahingehend erweitert, dass berandete Kurven und Fla¨chen repra¨sentiert
werden ko¨nnen. Dabei werden lediglich die Werte beno¨tigt, die ohnehin
berechnet werden.
– Nichtorientierbare Fla¨chen: Es wird demonstriert, dass Fla¨chen nicht
notwendigerweise orientierbar sein mu¨ssen.
– Anisotrope Punktmengenfla¨chen: Ein Verfahren zur merkmalsangepasst-
en Repra¨sentation der Modelle wird vorgestellt, welches auch lokale Aniso-
tropie beru¨cksichtigt. Dies erlaubt Gebiete der Kurven und Fla¨chen mit
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niedriger Variation mit nur wenigen Abtastpunkten darzustellen. Es werden
auch Details zur U¨berfu¨hrung typischer Eingaben in solche repra¨sentationen
ero¨rtert.
• Adaptive Abtastung unter Ausnutzung von Bild- und Objektraum-
koha¨renz: Eine adaptive Abtaststrategie, die sowohl Bild- als auch Objektraum-
koha¨renz ausnutzt, wird vorgestellt. Trotz relativ zeitaufwa¨ndiger Strahlschnit-
tberechnungen ko¨nnen so Punktmengenfla¨chen interaktiv betrachtet werden. Die
Ansa¨tze sind nicht an punktbasierte Repra¨sentationen gebunden. Sie ko¨nnen all-
gemein zur Beschleunigung von Rendering angewandt werden, welches auf Ray
Casting basiert.
• Ra¨umliche Datenstrukturen fu¨r punktbasierte Repra¨sentationen: Um
effizient die relevanten Punkte zu bestimmen, mu¨ssen ra¨umliche Datenstrukturen
eingesetzt werden. Es wird diskutiert, wie diese im Kontext punktbasierter Re-
pra¨sentationen angewandt werden ko¨nnen. Die Fla¨chenauswertung und die Traver-
sierungsalgorithmen haben verschiedene Voraussetzungen. Es wird gezeigt, wie
beide Anforderungen in ein einziges Rahmenwerk integriert werden ko¨nnen. Dies
erfolgt sowohl fu¨r statische als auch fu¨r dynamische Modelle, die sta¨ndiger Ver-
a¨nderung unterworfen sind.
• Stu¨ckweise glatte Fla¨chen: Die Definition von Mannigfaltigkeiten wird erweit-
ert, so dass die allgemeinere Klasse von stu¨ckweise glatten Fla¨chen beschrieben
werden kann – wobei die Repra¨sentation weiterhin auf unstrukturierten Punk-
ten basiert. Inspiriert von Zellkomplexen werden Fla¨chenstu¨cke, Kurvensegmente
und Ecken modelliert, die mittels expliziter Konnektivita¨tsinformation verbunden
werden.
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Chapter 1
Introduction
Geometric models represent the shape and structure of objects. The mathematical
description of geometric models is fundamental for processing virtual objects on digi-
tal computers. There are applications in a variety of fields, such as industrial design,
architecture, geology, medicine, physical simulation, education and entertainment. In
order to visualize the results and to enable user-interaction, computer graphics (CG)
algorithms are used which basically address the generation of images from 3d geometric
models.
In this context, surfaces are of special interest, as light transportation is mostly
affected by the reflections that take place on the surfaces of the objects. Surfaces also
allow to describe solid objects, as these are surrounded by closed surfaces. Curves
are useful to model capillary objects such as hair, fur, blood vessels and cables. If an
additional offset is specified, generalized cylinders can be modeled. Curves can also be
used to describe the boundary of a surface or the intersections of multiple surfaces. If
time is considered as well, trajectories of moving objects can be represented.
Typical surface representations are parametric surfaces (e.g. non-uniform rational
B-splines – NURBS, subdivision surfaces), polygonal meshes and implicit surfaces (e.g.
radial basis functions – RBF, level sets, signed distance fields). Curves are usually
defined piecewise by polynomials, which is referred to as splines (Be´zier splines, B-
splines). Often curves are simply approximated by connected line segments, e.g. for
rendering. Solids can be represented by their boundaries (BREPS). They can also be
described implicitly by the sign of a scalar function or explicitly by regular cells such as
tetrahedrons or cubes.
This variety of representations has been created by the different application fields:
In computer-aided design (CAD) the applications for car and airplane construction are
mostly based on NURBS. Medical applications make frequent use of implicit represen-
tations such as level sets or radial basis functions, while the game and movie industry
has focused on polygonal representations such as triangle meshes.
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1.1 Point-based Representations
In this thesis, we focus on the rather new point-based geometry representations, where
curves and surfaces are described by point samples, which are located on or close to
the shapes they define. In a point-based representation no connectivity information
is maintained. It can be considered as a sampling of a continuous curve or surface.
Optionally, the samples are equipped with additional information such a normals or
material properties.
1.1.1 Advantages
There is a variety of advantages of point-based representations which results from the
fact that the points defining the shape can be distributed arbitrarily without requiring
a structure among the points. In contrast, parametric surfaces either require regular
control grids (e.g. NURBS) or semi-regular meshes (e.g. subdivision surface).
3d-scanning devices provide dense point clouds, but only partial connectivity in-
formation. In order to establish the complete connectivity, reconstruction methods –
usually based on Delaunay Triangulation – have to be applied. These techniques do
not scale very well with the model size. With point-based representations, the acquired
point-clouds can directly be used to describe geometric models.
Although current graphics hardware is optimized for the rasterisation of polygonal
models, rendering can also be done for point-based models. If the complexity of the
projected shape is high compared to the image resolution, the points can be directly
rendered to the screen. Otherwise, the resulting holes can be filled by using splatting
techniques. Alternatively, the point-based model can be rendered by ray casting. In
this case, the number of points conforms to the current viewing parameters.
Since acquisition and rendering can be done on a point basis, it seems logical to
stay within the point-based framework during the entire geometry processing pipeline.
Performing modeling tasks can be done in a natural way by directly manipulating the
points – no optimization of control points has to be performed. As point representations
have minimal consistency constraints, restructuring of the shape, which includes adding
and removing points, is simple and efficient. Hence, applications requiring frequent
geometry resampling can benefit from point-based methods. The lack of connectivity
especially simplifies the handling of dynamically changing objects such as used in particle
simulations, e.g. for simulating liquids. In principle, point-based representations even
allow to simply alter the topology of a shape.
As models become increasingly complex, techniques for processing models at differ-
ent levels of detail (LoD) become necessary. In this context, the absence of connectivity
also facilitates to build and maintain the required hierarchical representations.
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1.1.2 What else do we need?
When rendering surfaces, we want to be able to change the resolution arbitrarily, still
providing images that are free from artifacts, even in close-up views. High quality
images of curved objects should have smooth silhouettes. In order to compute global
illumination effects, we need to compute the exact locations where the light is reflected.
Higher order information about the shape is also of interest. For instance, normals are
important for properly shading the models or for simulating the interaction between
objects. Curvature information is useful in a variety of applications, such as surface
analysis or feature extraction. Other shape processing algorithms, such as filtering,
segmentation, and shape matching require coherence among the points. After altering
the shape, the sampling has to be adapted to the features of the shape, e.g. up-sampling
becomes necessary. During shape modeling, the tools need to interrogate the shape in
order to enable user-interaction. For example, for sculpting the exact locations of contact
have to be known. The same applies for rendering on a haptic display.
All these examples demonstrate that knowing the points is not sufficient. We also
need information about the shape in intermediate locations, between the samples. In
purely point-based representations it is not obvious how to determine these. Therefore,
we have to associate a continuous curve or surface with the input points. On the one
hand, this would allow you to benefit from the advantages a point-based representation
offers, due to its simplicity, and on the other hand, it enables you to access and maintain
a consistent model. Specifically, we are looking for a curve and surface definition that
has the following properties:
• Smoothness: The curve or surface should be smooth and differentiable. This
allows us to properly represent and render curved objects, e.g. with smooth sil-
houettes and accurate shading.
• Locality: The evaluation should be local, i.e. only points within a certain distance
should influence the definition of the shape at a particular location. Locality is
desirable to enable local modifications without affecting the global shape. A global
approach would require to keep all data in main memory, which is not always
feasible for complex models.
In addition, we are always concerned about the efficiency of the computations that
ideally should make possible interactive shape modeling and rendering.
1.2 Prior Work
Point-based methods have been an active research area in computer graphics over the
last two decades. Efforts have been made in investigating aspects as diverse as point-
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based rendering algorithms, using points as a primitive for modeling and simulation and
reconstructing continuous surfaces from point samples. In this section, we summarize
fundamental contributions that are most related to our work.
1.2.1 Point-based models for rendering
The concept of point-sampled surfaces has been introduced to computer graphics by
Levoy and Whitted [71] in the context of rendering. In their seminal paper, they envi-
sioned point-sampled surfaces as the universal rendering primitive that can be applied
independently of the underlying geometric representation. They define a point-based
rendering pipeline and discuss the conversion process of geometric models into a set of
point samples.
A point-based representation which also mainly targets rendering was proposed by
Grossman and Dally [45]. However, they do not process completely unorganized points.
Instead, they use a set of depth images that are orthogonally sampled from a given input
geometry. Similar to image-based approaches, this representation is also constructed
from several views of an input object, but it differs in that each pixel is a surface sample
containing geometric position and material properties.
The QSplat rendering system by Rusinkiewicz and Levoy [87] was developed in the
course of the Digital Michelangelo Project [70]. It aims at quickly visualizing the huge
point clouds that are acquired by laser range scanners. They represent the samples in a
hierarchical bounding sphere data structure.
It is interesting to note that all these approaches do not rely on a continuous surface
defined by the points, but rather treat the points as discrete entities. A point-based
approach where additional samples can be generated has been proposed by Schaufler
and Jensen [89] in the context of ray tracing. They define the intersection of a ray and
the point set as follows: In each point a disk is constructed using the point normal.
A cylinder around the ray is intersected with the disks. The intersection is computed
as a weighted average of the disks, whose centers are inside the cylinder. Because the
intersection point varies with the angle of the ray, this procedure does not define a
surface.
1.2.2 Particle-based representations
Particle-based representations are closely related to point-based representations as they
are non-uniformly distributed and no connectivity information is stored. Additional
attributes, such as mass and velocity, are maintained in order to simulate forces. Particle
based physical simulation has been used for various purposes in computer graphics, for
example to simulate natural phenomena like fire, water, electrons or the motion of stars.
There have also been various uses of particle simulation related to resampling of surfaces
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or other geometric models. The book by Hockney and Eastwood [55] gives us a good
introduction to this topic.
Szeliski and Tonnesen [96] present a model of elastic surfaces based on interacting
particle systems. They use oriented particles that have long range attraction and short
range repulsion to model the surface. The use of particles allows easy splitting and
joining of surfaces while they are manipulated and it is also possible to dynamically
extend the surface by creating new particles when necessary. Witkin and Heckbert [103]
apply particles to sample and control implicit surfaces. They can make particles follow
the surface for sampling, and they can force the surface follow the particles for modeling.
Zwicker [110] states that experiments with this method have showed that, while
suitable for surface smoothing and filling of small holes, full-scale particle simulation is
computationally too expensive for handling complex point-sampled surfaces.
1.2.3 Surface Reconstruction from points
The problem of reconstruction consists in producing a good approximation of a surface,
given a set if sample points. Most of the methods rely on constructing the connectiv-
ity structure among the points. This corresponds to converting the point set into a
polygonal model. The quality of the reconstruction depends on whether the polygons
do self-intersect, i.e. no topological singularities should occur.
A variety of methods for the reconstruction of surfaces from points exists. Hoppe et
al. [58] define a signed distance field from the points. For each point a normal direction
is estimated, and the normal is oriented. The signed distance to the surface is defined as
the normal component of the distance to the closest point. Here, globally orienting the
normals is equivalent to solving the reconstruction problem. Finding the closest point
for all locations in space, corresponds to computing the Voronoi-diagram of the input
point set. In that sense, the surface definition of Hoppe et al. is related to Voronoi-based
reconstruction techniques [24, 38, 13, 14, 17, 43]. These define the surface as a subset
of the Delaunay triangulation of the point set. Therefore, they are all global methods.
Such a global approach, where all of the data are considered at the same time, leads
to very good reconstruction results. Once the shape is reconstructed, certain operations
can be performed very efficiently. However, in a more dynamic setting, locally changing a
part of the shape, e.g. during shape modeling, requires all of the data to be considered.
Keeping all data in main memory is not always feasible for complex models, e.g. if
acquired with 3d-scanning devices. Only local algorithms have the premise to be efficient
when performing local operations on very large data sets.
1.2.4 MLS Surfaces
Alexa et al. [9, 10] presented a point-based representation and rendering technique
based on Levin’s moving least squares (MLS) surfaces [68]. The MLS surface S (also
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n
H
q
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G
ρ(x)
Figure 1.1: 1.) The reference domain is computed by locally fitting a plane H to the input
points. Note, that moving the reference q changes the weights of the points. 2.) In this
domain a bivariate polynomial G is fitted. 3.) The projection ρ(x) is given by the projection
of x onto G in direction n.
referred to as point set surface) implicitly defines an approximating surface for a given
set of input points pi ∈ R
3, i ∈ {1, . . . N}. The surface is defined as the stationary
points of a projection operator ρMLS, i.e. S = {x ∈ R
3|ρMLS(x) = x}. This projection
operator can be locally1 evaluated, which implicitly reconstructs a point on the surface.
Here, we see the fundamental difference between surface reconstruction and representing
a surface.
The projection of a point x → ρMLS(x) consists of computing a locally-tangent
reference domain, in which the points are locally approximated by a bivariate polynomial
G. Then, ρMLS(x) is the orthogonal projection of x onto G. These three steps consist
of:
1. Computing the Reference Domain: The reference domain is determined by
minimizing the weighted distance of points to a plane H = {y ∈ R3|yn − D =
0},n ∈ R3, ‖n‖ = 1, D ∈ R. Assume q is the projection of x onto H, then H is
found by locally minimizing
N∑
i=1
(pin−D)
2θ(‖pi − q‖), (1.1)
where θ is a smooth positive and monotonically decreasing weighting function.
The local reference domain is then given by an orthonormal coordinate system on
1The local evaluation presumes that compactly supported weighting functions are used.
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H so that q is the origin of this system. Let (ui, vi, fi) be the coordinates of the
point pi in this coordinate system, i.e., (ui, vi) are the parameter values in H and
fi = n(pi − q) is the height of pi over H.
2. Fitting the Bivariate Polynomial: In this reference domain, a bivariate poly-
nomial G(u, v) is fitted to the points by minimizing the weighted least squared
error
N∑
i=1
(G(ui, vi)− fi)
2θ(‖pi − q‖). (1.2)
3. Projecting onto the Polynomial: The projection is given by ρMLS = q +
G(0, 0)n.
Levin [68] proves that the surface defined as the points that project onto themselves,
is a two-dimensional manifold. Furthermore, a general analysis of moving least squares
[67] leads to the conjecture that the resulting surface S is as smooth as the weighting
function used to approximate S.
n
H
q
x
n
H
q
x
Figure 1.2: Alexa et al. [9] optimize H by alternating between rotating around x (left) and
translating in direction n (right).
Computing the local reference domain (Step 1 of the projection procedure) is a
non-linear minimization problem, as the weights θ that depend on q change when H
changes. Note, that if the weights would depend on x, the important projection property
ρMLS(ρMLS(x)) = ρMLS(x) would be violated. Alexa et al. [9] first applied a standard
iterative solver to optimize three parameters2 (n, t), which determine q = x+tn. Chang-
ing one of these parameters results in either of the following operations:
1.1 Rotation of H around x
2The normal n ∈ R3,n = ‖1‖ is determined by n0 and n1.
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1.2 Translation of H in direction of n
Figure 1.1 illustrates how the error for fitting H is minimized. Alexa et al. [10] proposed
a way to computeH more efficiently, by replacing step 1.1. Assuming only slight changes
of the normal direction n, they substitute the spherical search space by a planar one,
allowing to apply the conjugate gradient method.
1.3 Contribution
This thesis investigates how to efficiently compute surfaces and curves that are repre-
sented by unstructured point samples. Inspired by the MLS surface, we devise a simple
implicit definition of curves and surfaces. Moreover, we show how to compute higher
order information and how to obtain features such as boundaries, non-orientable sur-
faces and sharp edges and corners. In particular, our contributions can be summarized
as follows:
• Implicit Definition of Curves and Surfaces: We introduce a definition of
curves and surfaces that generalizes to manifolds of arbitrary dimension embedded
in Rn. The implicit function is composed of the local centroid of the points and a
tangent frame, and it is simple to evaluate.
– Local Evaluation: We discuss choices for compactly supported functions
for weighting the input points, where only a small subset of the point repre-
sentation has to be considered. This enables to locally evaluate the model.
– Projection and Ray Intersection Operators: We present stable and
easy to implement algorithms that allow you to locally interrogate the shape.
Projection operators – including an orthogonal version – and ray intersection
operators efficiently compute points of the manifold.
– Ray Tracing Point Set Surfaces: We detail how to employ the ray-surface
intersection algorithm for ray casting or ray tracing and discuss corresponding
efficiency aspects.
– Differential Geometry: We show how to gain higher order information,
i.e. the gradient and curvature for a location of the shape can be computed.
– Bounded Manifolds: We enhance the basic manifold definition, allowing to
represent surfaces and curves with boundaries, which only requires to consider
the quantities that are computed during the basic surface evaluation.
– Non-orientable Surfaces: We show that our surfaces do not have to be
globally orientable.
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– Anisotropic Point Set Surfaces: We present a way to represent the models
feature adaptively, also addressing local anisotropy. This allows to represent
featureless areas of the curves and surfaces with fewer samples. Details of
deriving such a representation from typical inputs are discussed.
• Adaptive Sampling Expoiting Image- and Object-space Coherence: We
present an adaptive sampling strategy that exploits both image- and object space
coherence. Despite of the relatively time-consuming ray-surface intersection oper-
ator, this allows to interactively investigate our point set surface. The approaches
are not restricted to point-based representations. They can be generally applied
to accelerate rendering which is based on ray casting.
• Spatial Data-structures for Point-based Representations: In order to effi-
ciently obtain the relevant points, spatial data-structures have to be applied. We
discuss how to apply these in the context of point-based representations. The
evaluation of the surface and traversal algorithms have different requirements. We
show how to integrate both concerns in a single framework. This is done both for
static models and for dynamic models that are subject to continuous modifications.
• Piecewise smooth surfaces: We enhance our manifold definition, enabling us to
describe the more general class of piecewise smooth surfaces – still in the setting of
point-based representations. Inspired by cell complexes, we model surface patches,
curve segments and points and glue them together based on explicit connectivity
information.
1.4 Thesis Overview
The remainder of this thesis is organized as follows:
• Chapter 2 develops our simple implicit function, which defines smooth curves and
surfaces. It is based on the local centroid of the input points and a tangent frame.
Choices, for functions weighting the points, are discussed. By means of compact
support, models can be locally evaluated. We present variants of the implicit
function, and , finally, we look at our definition in the more general context of
extremal surfaces.
• Chapter 3 presents our stable and easy to implement algorithms that efficiently
compute points of a curve or surface. Projection operators – including an orthog-
onal version – and ray intersection operators are detailed. We also discuss how to
proceed if the point to project is outside the domain defined by the model.
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• Chapter 4 gives an overview of techniques that can be applied for rendering sur-
faces. In particular, we detail how to efficiently employ the ray-surface intersection
algorithm for ray casting and ray tracing and discuss corresponding efficiency as-
pects, e.g. regarding shadow ray testing.We present an adaptive sampling strategy,
which exploits both image- and object space coherence. That makes it possible
to investigate point based models, interactively. We also describe ways to convert
the models into a triangle representation for rendering by rasterization.
• Chapter 5 discusses how to effectively apply spatial data-structures in the context
of point-based representations in order to accelerate both surface evaluation and
ray-surface intersection computation. We show how to integrate the different
requirements in a single framework. This is done both for static models and
dynamic models that are subject to continuous modifications.
• Chapter 6 enhances the basic definition, so that curves and surfaces with bound-
aries can also represented. Thereby, only the quantities that are computed during
the basic evaluation have to be taken into consideration. We also demonstrate
that our surfaces do not have to be globally orientable.
• Chapter 7 deals with differential geometry on our surface, i.e. it shows how to
compute the gradient and the curvature tensor. We demonstrate the results by
applying the gradient for properly lighting surfaces. We also visualize different
surface curvature measures by color coding.
• Chapter 8 proposes an effective way to represent models in a feature adaptive
way. Consequently, fewer samples are necessary in featureless areas of curves and
surfaces. Our approach also addresses local anisotropy. Details of deriving such a
representation from typical inputs are discussed.
• Chapter 9 extends our definition of curves and surfaces, enabling us to describe
the more general class of piecewise smooth surfaces – still in the setting of point-
based representations. Inspired by cell complexes, we model surface patches, curve
segments and points and glue them together based on explicit connectivity infor-
mation.
• Chapter 10 summarizes the thesis and concludes with some directions for future
research.
Chapter 2
Definition of Curves and Surfaces
In the previous chapter, we have reviewed the MLS surface (cf. Section 1.2.4), that
provides a definition of smooth manifold surfaces and is applicable to point-based rep-
resentations. However, the computation of points on the surface is involved, due to
the non-linear minimization for fitting the reference domain of the projection operator.
The method proposed by Alexa et al. [9, 10] for computing the projection can only be
applied for generating images off-line1. Our aim is to develop a practical and efficient
concept of surfaces which has similar properties. Furthermore, we are also interested in
a way to describe space-curves.
Following, we are going to develop our simple implicit definition that can be both
applied to curves and surfaces. We discuss choices for functions weighting the points in
space, also allowing to locally evaluate the models. We present variants of the implicit
function, and, finally, we look at our definition in the more general context of extremal
surfaces.
We assume that a set of points implicitly defines a smooth manifold embedded in
R
n. More specifically, let points P = {pi ∈ R
n}, i ∈ {1, . . . N} represent a d-manifold
Md, that can be a curve C or a surface S. The following definition of the implicit
function f is composed of two functions: the local centroid and the local tangent frame.
Both functions are evaluated with respect to a reference point in space.
2.1 Local Centroid
We define the local centroid of the input points pi at x ∈ R
n as follows:
c(x) =
∑
i θ (‖x− pi‖)pi∑
i θ (‖x− pi‖)
. (2.1)
1In our implementation we were only able to compute in the order of 100 projections per second for
a model consisting of 150k points on a P3/1GHz.
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x
c(x)
Figure 2.1: The local centroid (orange dot) results from weighting the points with respect to
their distance to the input point (black dot). The radius of the grey circles reflect the weights
computed for the input points.
The weighting function θ is a positive and smoothly decaying function. A possible choice
is the Gaussian function θG(s) = e
−s2 . c(x) is a linear combination, where all coefficients
are positive and sum up to one. Therefore, it is contained in the convex hull of P . As
the weights of the points decrease with growing distance to x, c(x) is located near the
input points, which are closest to x. For an illustration see Figure 2.1.
The local centroid is located where we expect the manifold Md. Moving x orthog-
onally towards and away from the input points has little effect on c(x)2. In contrary,
when moving x in tangential direction, c(x) follows, always close to the input points.
Our intention is to use the distance of x to c(x) to define the manifold M implicitly.
Unfortunately, this distance does not necessarily become zero, when moving towards
the input points. In the general case, c(x) is shifted towards some direction within
the tangent space of the shape to be represented. In order to detect this situation, we
establish a local tangent frame.
2.2 Local Tangent Frame
The local centroid is located near the input points that shall define the Manifold Md.
Therefore, moving x has most effect on c(x) when choosing a direction which is tangen-
tial to the input points; moving orthogonally has least effect3. In order to distinguish
tangential from orthogonal directions, we examine the gradient of c(x), i.e.
∇c(x) =
(
∂c(x)
∂e0
,
∂c(x)
∂e1
, . . . ,
∂c(x)
∂en
)
, (2.2)
2This is true, as long as not approaching the medial axis of the represented shape.
3By orthogonal, we mean a direction within the orthogonal complement of the tangent space in Rn.
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where ek, k ∈ {0, . . . n} are a basis of R
n. The quotient rule for differentiating vector
fields yields the directional derivatives of c(x) along the basis directions ek:
∂c(x)
∂ek
=
∑N−1
i=0 θi
∑N−1
i=0 θ
′
i
(x−pi)ek
‖x−pi‖
pi −
∑N−1
i=0 θ
′
i
(x−pi)ek
‖x−pi‖
∑N−1
i=0 θipi(∑N−1
i=0 θi
)2 , (2.3)
where θi = θ (||x− pi||) and θ
′
i = θ
′ (||x− pi||). Applying eigenanalysis yields the diag-
onalization
∇c(x) = TDT T = (v0, . . . ,vn)


λ0 0 0
0
. . . 0
0 0 λn

 (v0, . . . ,vn)T , (2.4)
where λi is an eigenvalue and vi is the corresponding eigenvector. We assume the
eigenvalues are ordered: λi < λi+1, i ∈ {0, . . . n− 2}.
By definition ∇c(x)vi = λivi. This means, that moving x in direction of vi results
in a movement of c(x) in the same direction, where λi indicates the speed. Direction v0
has least effect on c(x); direction vn−1 has most impact. We can distinguish tangential
directions and directions within the orthogonal complent from tangential directions:
• The eigenvectors {v0, . . . ,vn−d−1} are orthogonal, as λ0 ≈ . . . ≈ λn−d−1 ≈ 0. They
form a basis N that spans the orthogonal space Nx evaluated at x. For clarity,
we substitute nxi = vi, i = 0, . . . , n− d− 1. We also write ni(x) = nxi
• The eigenvectors {vn−d, . . . ,vn−1} are tangential, as λn−d ≈ . . . ≈ λn−1 ≈ 1.
They form a basis T, the local tangent frame, which spans the tangential space
Tx evaluated at x. We substitute txi = vn−1−i, i = 0, . . . , d − 1. We also write
ti(x) = nxi
A space curve for example is a 1-manifold embedded in R3. The orthogonal space at
a point x in space is {v0×v1} or {n0×n1}; the tangent space is {v2} or {n0}. Another
example is a surface, which is a 2-manifold embedded in R3. It only has one orthogonal
direction, while the tangent space is spanned by two directions. Figure 2.2, left shows a
plane-curve. The only orthogonal direction n0(x) is visualized by streamlines.
Now we are able to formulate the manifold definition.
2.3 Implicit Function
We define the manifold as the set of points x whose local centroid is contained in the
tangent space approximated at x. Formally, if the tangent space Tx attached to x
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Figure 2.2: Plane curve example. From left to right: the only orthogonal direction n0(x)
visualized by streamlines; implicit function f visualized by a color coding; points x that satisfy
Equations 2.5
contains c(x) this means c(x)−x is reproduced by the basis T. So the geometry of the
manifoldMd can be defined by the points x that satisfy the condition∑
i
(
tx
T
i (c(x)− x)
)
txi = (c(x)− x) . (2.5)
Alternatively, it could be defined in terms of the space Nx orthogonal to the tangent
space attached to x as
NTx (c (x)− x) = 0. (2.6)
Equations 2.5 and 2.6 both compare vectors and it is not obvious how to efficiently
compute points onMd. In applications, such as ray-tracing, it is desirable that implicit
functions reflect the distance field of a shape. The left side of Equation 2.6 yields a
vector, pointing to the closest approach of x to the approximated tangent space Tx.
Therefore, if we compute the length of this vector, we get an implicit function, which is
a good approximation of the distance field ofMd. Our implicit function is
f(x) = ‖NTx (x− c(x)) ‖. (2.7)
Figure 2.2, middle visualizes f(x) for the plane-curve example by color coding the values:
blue indicates small values and red large values. The manifoldMd is the zero set of this
function:
Md = {x|f(x) = 0}. (2.8)
Figure 2.2, right shows the zero-set of f(x) for the plane-curve example. In the
special cases of hyper-surfaces there is only one orthogonal direction n0, thus Equation
2.7 apparently reduces to the definition given in [2], i.e.
f(x) = nx
T (x− c(x)) . (2.9)
As there is only a single orthogonal direction, we have skipped the index 0 for simplicity.
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2.4 Weighting
So far, we have used the gaussian Function θ(s) = e−s
2
to weight the input points.
With Equation 2.8 this produces infinitely smooth manifolds Md. The locality of the
resulting manifold can be adjusted by introducing a global parameter h for scaling the
weighting function. We call it locality parameter:
θg(s, h) = e
−s2
h2 . (2.10)
The locality parameter can be used to scale the gaussian function along the s-axis.
When choosing an h that is large, there are many points that significantly contribute to
both the local centroid and the local tangent frame, and, thus, noise or small features
on the resulting shape are smoothed out. With a small h, a point on the shape is only
determined by few points. In this case, small features of the shape can result.
On the one hand, h can be used to determine the smoothness of shapes. On the
other hand, attention has to be paid: if too small values are used, numerical problems
arise, which result in holes on Md; if too large values are used, different patches of
Md collapse, which results in topological inconsistencies. Figure 2.3 shows the effect of
varying the feature size h in order to smooth out a surface.
Figure 2.3: Results from using different values for the feature size h.
The problem of using this weighting function is that all of the input points always
have to be taken into consideration. For large models this is very inefficient. Instead,
compactly supported weighting functions can be used, which allow to evaluate the func-
tion locally, only considering a subset of the input points. Spatial data-structures have
to be maintained in order to efficiently determine the relevant points (for details refer to
Chapter 5). Usually it is desirable to approximate the points, rather than interpolating
them, as this leads to better quality surfaces and accommodates for small numerical
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or measurement noise in the points. The standard choice for approximating weighting
functions are splines reminiscent of a Gaussian.
We advocate Wendland’s radial functions [101], which have several desirable prop-
erties. In particular, for R3 we use
θw(s, h) =
{(
1− s
h
)4 (4s
h
+ 1
)
0 ≤ s ≤ h
0 s > h
(2.11)
where h is the radius of support. It also scales the function along the s-axis and thus,
it can be used to control the locality of the resulting manifold.
The smoothness of the resulting manifold depends on the smoothness of the par-
ticipating functions. Summing up gaussian functions θg centered at different locations
results in an infinitely smooth function (C∞ continuity). When using compactly sup-
ported functions, this is not the case. Summations of θw are C
2 continuous, which results
in equally smooth manifolds. For rendering, this usually is sufficient, as higher order
discontinuities are not visible to the human eye4. Evaluating θw requires 1 addition, 1
substraction and 4 multiplications, only. An computationally even cheaper choice for
weighting the input points is the hat function. Despite the above considerations, Wald et
al. [98] state, that reasonable results can be achieved using this C0 continuous function.
With compactly supported weighting functions the implicit function f is only defined
within the union of the supports of the weighting functions. We define a neighborhood
Ω of P as the region, where at least one point pi contributes to the evaluation of f .
Ω = {x ∈ R|
∑
θ (||x− pi||) > 0} (2.12)
It is assumed that this neighborhood Ω contains the surface S.
The radius of support h has significant impact on the performance of the computa-
tion. Each evaluation requires to loop over all the contributing samples and compute
the θi, c(x) and n(x). On the one hand, h should be chosen as small as possible. On the
other hand, we have to make sure the surface becomes sufficiently smooth. For small h
the surface appears as piecewise linear patches which are blended together. In practice,
about 10 samples already yield good results.
2.5 Alternative Tangent Frame Estimations
There are alternative ways to establish the local tangent frame T or the orthogonal space
N, which produces slightly different results. In order to define a reasonable manifold,
it is necessary, that the alternative orthogonal space is not part of the tangential space
computed from ∇c(x). Otherwise, no consistent curve or surface can result.
4Usually already C2 discontinuities are not observable.
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Figure 2.4: Left: The best fitting plane with normal n passing through x. n is optimized
by minimizing the errors e. Right: The same result is achieved by building the weighted
covariance matrix from the vectors x− pi. The matrix represents the co-variance ellipsoid C.
Eigenanalysis yields the principal directions of C whereas n(x) corresponds to the smallest
eigenvalue.
Depending on the given input, there are several ways to locally estimate an alter-
native tangent frame for Equations 2.5 and 2.6, that can be computed more efficiently
than ∇c(x).
2.5.1 Using the Sample Locations
Directions of Smallest Covariance
For hyper-surfaces (as defined in Equation 2.9), only one orthogonal direction is needed.
Such a direction can be computed by fitting a hyper-plane, that minimizes the sum of
the squared errors of the distances to the input points. The least-squares fitting plane
with normal n(x) through x is
min
‖n(x)‖=1
∑
i
θ (‖x− pi‖)
(
n(x)T(x− pi)
)2
, (2.13)
where the input points are weighted with respect to the distance to x. For an illustration,
see Figure 2.4, left. The calculation is typically solved by Eigenanalysis of the matrix
C built from the weighted co-variances
C(x) =
∑
i
θ (‖x− pi‖) (x− pi)(x− pi)
T. (2.14)
The eigenvector, corresponding to the smallest eigenvalue is the direction of smallest
covariance (cf. Figure 2.4, right). We have used this Definition in [2, 4, 7].
18 CHAPTER 2. DEFINITION OF CURVES AND SURFACES
n1 H1
x
e
n2
H2
x
e
Figure 2.5: The direction of smallest covariance is only (approximately) normal to the surface,
when x is close to the input points. In both examples the points have the same weights. The
sum of the errors e is smaller in the example to the right, thus H2 is the best fitting plane.
The direction of smallest covariance is only (approximately) normal to S if x is
close to the samples, i.e. the distance is not much larger than the sampling density.
Otherwise, the orthogonal direction results, as this minimizes the squared errors for
remote locations (see Figure 2.5).
To cope with this, we either have to use tight bounding volumes, ignoring remote
locations, we calculate n (c(x)) instead of n(x). The resulting surface
{x ∈ Ω | f(x) = n (c(x))T (x− c(x)) = 0}. (2.15)
is almost identical to S and the normal calculation has shown to be as stable as averaging
the ni.
This approach generalizes for manifolds by fitting affine subspaces of dimension d
instead of hyper-planes. The points are expected to have large co-variances in the tan-
gent directions and small co-variances in all other directions. Therefore, we identify the
vectors tj, 0 ≤ j < n forming the tangent space T with the eigenvectors corresponding
to the d largest eigenvectors. The remaining n − d eigenvectors form the orthogonal
space.
2.5.2 Using Samples equipped with vectors
Normal Average
For hyper-surfaces (and for space-curves) a version of the implicit function can be com-
puted that does not require any eigenanalysis and thus is very efficient. The sample
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locations pi are additionally equipped with hyper-planes represented by normal direc-
tions ni. These are simply averaged, by taking into account the corresponding weights:
n(x) =
∑
i
niθ (‖x− pi‖)
θ (‖x− pi‖)
. (2.16)
This method has been used in [89, 2, 4, 7, 98].
Averaging Hyper-planes
A drawback from the previous method is, that the normals have to be consistently
oriented. Often, at the stage before the manifold has been reconstructed, the orientation
is not clear. In fact, orienting the normals equals to reconstructing the surface [58].
x
n
x
n
C
Figure 2.6: Left: The normal average is computed by summing up the normals, which are
scaled by the corresponding weights. Right: If the normals are not consistently oriented, we
can average the hyper planes defined by the normals. We build the covariance matrix from
the locations relative to the origin that result from scaling the normals. Eigenanalysis gives
us the best fitting line, which defines n(x).
In order to average un-oriented normals, we identify the scaled vectors with points
(cf. Figure 2.6). Then, we compute the best fitting line that passes through the origin.
This can be done by computing the direction of largest covariance from
C(x) =
∑
i
θ (‖x− pi‖)nin
T
i (2.17)
Averaging Tangent Frames
If we want to consider some given tangent frames, e.g. supplied with the points, we also
have to use eigenanalysis: the vectors tj defining the tangent frames T might not be
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aligned, e.g., they could span the same space but the bases might be rotated relative
to each other. Let the tangent frames Ti be associated with points pi. As before, we
compute the matrix
C(x) =
∑
i
θ (‖x− pi‖)TT
T (2.18)
and identify the tangent frame at x with the eigenvectors of this matrix corresponding
to the largest eigenvalues.
Note, that combining few given tangent space constraints with the tangent frame
originating from the point samples is easy, as Eqs. 2.14 and 2.18 are similar. This will
be discussed later, in Chapter 9.
2.6 Extremal Surfaces
Amenta and Kil [16, 15] focussed on a type of surface, that is very related to ours. They
interpreted the MLS surface as a product space of two smooth field functions. They
explicitly define the extremal surface as the critical points of an energy function on lines
defined by a vector field. Extremal surfaces generalize both the MLS surface and our
implicit surface.
The extremal surface of n and e is defined as:
SE = {x|x ∈ arglocalminy∈lx,n(x)e(y,n(x))}, (2.19)
where n : R3 → P2, e : R3 × P2 → R and l, the line through x in direction n(x). For
points x ∈ SE the energy function e has a local minimum in direction of n at x. In other
words, at a point x ∈ R3 we construct a line by computing n(x) and then we search on
this line for a local minimum of e (y,n(x)). Note, that n now is fixed. If x is such a
local minimum, it belongs to SE.
We obtain the extremal surface describing the MLS surface by setting n(x) =
argminaeMLS(x, a), which yields the best fitting plane through x, where the fixed weights
are evaluated with respect to x. The energy function is set to e = eMLS(y,n(x)), the
weighted least squared error of the plane passing through y with normal n(x). If y
yields a local minimum at x, then x ∈ S.
Our surface also is an extremal surface. In our case, the energy function is e =
‖x − c(x)‖ (cf. Section 2.1). We obtain a local minimum of e along lx,n(x), when
x− c(x) is orthogonal to n(x), i.e.
x− c(x) ⊥ n(x)⇔ n(x)T (x− c(x)) = 0. (2.20)
This is Equation 2.9. For our particular energy function, we can geometrically con-
struct the location, where the energy is minimized along l. It can be found at x +
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n(x) (x− c(x)). We just have to compute the scalar product without having to perform
the one-dimensional non-linear optimization.
In their example of a point set surface for surfels, they set n to be the normal
average and e to be the weighted average distance to the input points. Instead of
using the Euclidean distance to weight the points, they use the Mehalanobis distance,
which has an additional parameter, allowing to emphasize the importance of points in
tangential direction. When setting this parameter to 1 it equals the Euclidean distance.
Presumably, this point set surface is the same as ours, as the weighted average distance
PN
i ‖x−pi‖θiPN
i θi
, θi = θ (‖x− pi‖) should produce the same minimum along l as the distance
to the local centroid (or weighted average) ‖x−
PN
i piθiPN
i θi
‖.
n
x
l x, n(x)
Figure 2.7: A point x belongs to the extremal surface if it is a local minimum of e along the
line l, defined by x,n(x).
The projection procedure, to take points x ∈ R3 onto SE works by iteratively
moving x onto the local minimum of e along lx,n(x), converging towards SE. As we
will see in the following chapter, our basic projection procedure, which we [7] derived
independently does the same, for our specific energy function. Again, we can avoid
searching the minima, by applying a simply scalar product. We also present variations
of this projection method, that allow to project orthogonally or to intersect a ray with
the point set surface.
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2.7 Surface Properties
The interpretations of the surface as a product space yield a way to analyze its properties.
Amenta and Kil [16, 15] show that the set of stationary points is a smooth 2-set under
mild conditions. These conditions for the particular case of defining normals by co-
variance analysis are analyzed by Bremer and Hart [29].
Proving that the surface is manifold is more difficult because it requires an analysis
of the normals, which are not identical to n(x) on the surface (see Alexa and Adamson
[7]). However, for a related surface that uses an implicit function generated by moving
least squares (Shen et al. [92]), Kolluri [64] proves not only manifoldness but also isotopic
reconstruction, provided the surface is r-sampled (i.e. the distance among samples is
proportional to the distance of the surface to its medial axis (see Amenta et al. [13];
Dey and Kumar [36]).
Dey and coworkers show that the proof of Kolluri for r-samples carries over to the
type of surface we are using (Dey and Sun [37]). It seems that the arguments can be
extended to our setting assuming regularly sampled surfaces (Dey et al. [35]).
Chapter 3
Computing Points on Curves and
Surfaces
Following, we are going to describe two different kinds of operators for computing points
of a curve or surface:
• Projection: A point in space is mapped onto a point on a curve or surface.
• Ray-surface intersection: A ray is shot towards a surface yielding the first
point of intersection.
Projection operators can be used to generate additional sample points on the surface, e.g.
for rendering. They are also a versatile and efficient tool for geometry processing, where
resampling has to be done regularly, in order to give consideration to the complexity
of the shape. Ray-surface intersection calculation is basically performed for producing
renderings of the model. It is the core of any ray tracing or ray casting algorithm. But
the operation is also useful for certain shape modelling tasks: e.g. choosing a location
on the surface can be efficiently performed.
3.1 Projection Operators
Besides a basic projection operator we also present a projection operator which has
the property to be orthogonal. When projecting orthogonally, the closest point on
the surface is returned, which allows to define the exact distance to the surface. Such a
projection is not defined for points on the medial axis of the surface, where it by definition
is ambiguous [12, 13]. Orthogonal projections allow to define an accurate distance field
to a shape, which can be interesting for a variety of applications. For instance, it can
used to define offset shapes with constant offset 1. The presented projection operators
1As long as avoiding the medial axis.
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Figure 3.1: Projection onto the local tangent frame
can be used to project onto manifolds of arbitrary dimension.
Let Tx define a tangent frame with origin in c(x) (see Figure 3.1) and let the
projection of x onto the tangent be
Q(x) = c(x)−
∑
i
(
tTix(c(x)− x)
)
tix . (3.1)
In the case of hyper-surfaces the projection onto the tangent frame can be written in
terms of the single orthogonal direction nx, where it reduces to
Q(x) = x+ nTx
(
c(x)− x
)
nx. (3.2)
The definition of the presented projection operators is based on the following obser-
vation.
Observation: Q(x) = x⇐⇒ x ∈ S.
Proof: If x ∈ S then
∑
i
(
tTix(c(x)− x)
)
tix = (c(x)− x) and, thus, Q(x) = c(x) −
(c(x)− x) = x. On the other hand, if Q(x) = x, then x = c(x)−
∑
i
(
tTix(c(x)−x)
)
tix ⇒
c(x)− x =
∑
i
(
tTix(c(x)− x)
)
tix , thus, x ∈ S. 
3.1.1 The basic projection procedure
Consequently, the idea for a projection operation is to repeatedly apply Q(x) to a
position in space until ‖Q(x)−x‖ <  for a given . This idea is illustrated in Figure 3.2.
More specifically, for a given point x ∈ Rn the following simple procedure yields a
projected point x′ on the surface:
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Figure 3.2: The basic projection procedure. In each step the current approximation x′ is
updated by projecting onto Q(x′) until f(x′) = 0.
1. Compute Q(x) and set x = Q(x)
2. If ‖f(x)‖ >  go back to 2.
In case n(x) is defined in terms of the weighted covariance, we modify the procedure,
using the location c(x) to compute the normal direction.
1. Compute c(x) and set x = c(x).
2. Compute Q(x) and set x = Q(x)
3. If ‖f(x)‖ >  go back to 2.
This way the evaluation becomes more stable (refer to paragraph 2.5.1).
It is clear that if this iteration converges it yields a point on S. However, the
Euclidean distance between x and its final projection xi = Q(xi) is not minimized. In
other words: the projection is not orthogonal.
3.1.2 ”Almost” Orthogonal Projection
We can adapt the projection procedure to make it ’almost’ orthogonal. By almost
orthogonal we mean that the projection onto the tangent frame Tx is performed in
direction of N(x). There is only one change to the basic procedure: The projection
always considers the original point x and not the intermediate points y. We modify
Equation 3.1 to distinguish the point y responsible for computing the local tangent
frame and the point x to be projected:
Q(x,y) = c(y)−
∑
i
(
tTiy(c(y)− x)
)
tiy . (3.3)
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Figure 3.3: The first two steps of an ’almost’ orthogonal projection of a point x onto the
surface. In each step the current approximation x′ is used to build an orthogonal tangent
frame using Tx′ and c(x
′), onto which x is projected to get an new approximation.
More specifically, the following procedure computes an ”almost” orthogonal projection
of x:
1. Set y = x (or compute c(x) and set y = c(x) ).
2. Compute Q(x,y) and set y = Q(x,y).
3. If ‖f(y)‖ >  go back to 2.
The procedure is illustrated in Figure 3.3. When terminated, y is a point on the surface
because f(y) ≈ 0. Moreover, since y = Q(x,y) is the orthogonal projection of x onto
the frame defined by Ty and c(y), y − x is in direction of N(y).
3.1.3 Orthogonal Projection
The approximated orthogonal direction n slightly differs from the gradient of f , i.e.
∇f(x) 6= n(x). This is discussed later in Chapter 7, where we also describe how to
compute exact surface normals ∇f(x). Here, we use this result to compute orthogonal
projections.
Making the projection orthogonal, i.e. projecting into direction of ∇f(x), is slightly
more complex, than the ’almost’ orthogonal version. For that, we have used the fact
that any point x projected onto the frame defined by Ty and c(y) yields a point that is
part of the surface if Q(x,y) = y. Simply replacing T(y) with ∇f(y)⊥ (the orthogonal
space of the space spanned by ∇f(y)) in Equation 2.6 wouldn’t work because then the
result would satisfy ∇f(y)⊥(y − c(y)) = 0, which is not identical to f(y) = 0.
We keep the idea of projecting onto a tangent plane defined by T(y) and c(y), how-
ever, the projection has to be in direction of the gradient of f . Strictly, an intermediate
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Figure 3.4: The first two steps of an orthogonal projection. Orthogonality is achieved in the
limit because x is projected in the direction of ∇(fy). The difference of n(y) and ∇f(y) has
been exaggerated.
projection z should satisfy N(y)T(z − c(y)) = 0 (i.e. z is on the tangent plane). We
modify Equation 3.4:
Qo(x,y) = c(y)−
∑
i
(
uTyi(c(y)− x)
)
uyi , (3.4)
where uy are the vectors that span ∇f(y)
⊥. This means projecting x onto the tangent
frame defined by∇f(y)⊥ and c(y) in the direction of∇f(y). The step-by-step procedure
looks as follows:
1. Set y = x (or compute c(x) and set y = c(x) ).
2. Compute Qo(x,y), and set y = Qo(x,y)
3. If ‖f(y)‖ >  go back to 2.
The illustration in Figure 3.4 shows the concept by exaggerating the typical deviation
between n(x) and ∇f(x). If the sequence converges, i.e. for a point z = Qo(x,y),
z = y, then z ∈ S because z is part of the tangent frame Ty.
3.2 Ray-Surface Intersection
Computing ray-surface intersections amounts to finding points on the ray where the
function f evaluates to zero. For an introduction of ray tracing implicit surfaces in
general, see [48]. A ray is defined by the origin ro and direction rd
R = r(s), s ∈ R+, r(s) = ro + s ∗ rd (3.5)
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For ray tracing point based models, we propose three alternatives for finding such points
on the ray. All alternatives proceed in two steps. First, an initial guess or starting point
on the ray r0 is computed. This point r0 is supposed to be close to the surface S. Then,
starting from r0, the actual intersection of the ray with the surface is computed.
We first describe how to find the initial starting point r0, then we describe the three
different ray-surface intersection algorithms.
3.2.1 Finding an Initial Point Close to the Surface
By definition, the surface must be contained in Ω, the neighborhood of P with support.
For radially symmetric weighting functions we can construct a ball Bi of radius h cen-
tered at each pi. The union of these balls B =
⋂
iBi describes Ω. The intersection points
of the ray with the spheres Bi yield points close to the surface and can thus serve as
initial starting points r0. Usually, the ray-sphere intersections are sorted front-to-back
using the corresponding ray parameters.
Finding all r0 amounts to locating all Bi intersected by the ray. Iterating over all
balls quickly becomes infeasible, as point models often consist of thousands or even
millions of points. Therefore, the Bi should be stored in spatial data structures for
quick intersection testing. We describe different choices for spatial data-structures in
the context of point based representations in Section 5.
Allthough, the volume B effectively bounds the approximated surface S, it is often
too conservative. As a result performance of the ray-surface intersection algorithm is
decreased. In addition, it is necessary to move a bit further into B in order to avoid
numerical problems due to very small weights.
As the surface is located close to the input points and not at the boundary of B, it
is desirable to construct a different bounding volume, which more tightly encloses the
given input data. Choices for enclosing the surface are also given in Chapter 5.
Starting with an adequate r0, we propose three ways to compute the actual ray
surface intersection point. The first alternative uses an iterative planar approximation
and intersection procedure. The second alternative uses an iterative sphere tracing
approach and the last alternative uses ray marching with linear interpolation.
3.2.2 Approximating and Intersecting the Surface
Given a point r0 ∈ Ω close to the surface S, we compute the local tangent frame Tx
centered at c(x) which is a local planar approximation to S (see Figure 3.5, left):
n(r0)
T(x− c(r0)) = 0. (3.6)
Intersecting the ray with the tangent frame Tx yields a new point r1 (see Figure 3.5,
right) which, in theory, should be closer to the surface than r0. Proceeding in the same
way, i.e., constructing and intersecting the planar approximation Tr1 from r1 yields a
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Figure 3.5: Intersecting a ray with the implicit surface. First, a starting point r0 is computed
from which an average plane (c(r0),n(r0)) is constructed (left). Next, the ray is intersected
with that planar approximation yielding a new point r1. This procedure is repeated until
convergence.
new point r2 again closer to the surface. This procedure can then be iterated until
‖n(rj)
T (rj − c(rj))‖ < , which means that rj is very close to the surface S and can
thus be considered an intersection of the ray with the surface according to Equation 2.9.
Here,  is a pre-defined error tolerance. This algorithm is very similar to the orthogonal
projection operator – with the difference that the direction always is performed along
rd.
In the case where rays closely miss the surface, the sequence rj, rj+1, . . . does not
converge to a point on the surface. Instead, r starts to alternate between positions
before and after the closest approach to the surface. The iteration has to be stopped
and the procedure has to be restarted with the next initial location near a potential
ray-surface intersection (see Figure 3.6, left). In order to detect such a situation, one
can either use a maximum number of iterations or the difference f(rj)− f(rj+1) which
has to be positive.
In Section 5 we discuss how to obtain a ray segment containing a potential ray-
surface intersection. This interval is supposed to separate different intersections along
the ray. Nevertheless, at silhouettes multiple intersections can occur in arbitrary short
ray-segments (see Figure 3.6, right). In this case the starting point decides which in-
tersection is returned. If r0 is chosen to be at the front of the ray segment inside Bi,
the approximating plane fits to the front side of the silhouette region. As intersecting
this plane, again yields a point closer to the first intersection, the algorithm converges
towards the first intersection. This behavior could be verified experimentally.
Remark Note that for this intersection procedure the starting point r0 does not have
to lie on the ray, nor it has to lie in front of the actual intersection point. Therefore, one
could alternatively use the center pi of the intersected ball. This choice is motivated by
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Figure 3.6: Left: a ray missing S. Further intersections are possible. Right: a ray hitting S
close to the silhouette.
the fact that the iteration procedure converges faster if the initial guess r0 is closer to
S, which should be the case for the point pi. Moreover, c(x) and n(x) can be stored
for the first iteration, reducing the evaluation time, especially for missing rays [3]. This
corresponds to storing a splat associated with pi. However, care should be taken at
silhouettes as discussed above.
3.2.3 Sphere Tracing
If the minimal distance d(x,S) of a point x to the surface S is known, we can construct a
sphere of radius d around x, which is assured not to contain S. Then, we can move a step
of size d in all directions, including the ray direction, without penetrating S. If only an
upper bound on d is available, we can move that distance instead. Iteratively performing
such conservative steps until convergence is known as sphere tracing [49]. It can be
applied to all implicit functions satisfying the condition |f(x)| < γd(x,S),S = f−1(0),
where γ is the Lipschitz constant. Unfortunately, our implicit function does not have
this property. However, f(x) approximates d(x,S) very well, in particular when coming
close to S.
If normals are provided, i.e. n(x) is computed according to Equation 2.9, f(x)
approximates a signed distance to S. In that case, a sign change indicates a penetration.
In order to find the intersection, we simply have to move the signed distance, converging
towards S from both sides.
If no normals are provided, the fact that S is locally orientable [2] can be exploited
to still detect penetrations. We assume that the steps are small enough, not to penetrate
S more than once. Then, we simply have to orient successive normals consistently:
n(ri+1) =
{
n(ri+1) if n(ri)
Tn(ri+1) ≥ 0,
−n(ri+1) if n(ri)
Tn(ri+1) < 0.
(3.7)
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To ensure that we start to move in the direction of the ray, we flip n(r0) if f(r0) < 0.
Computing ray-surface intersections using Sphere Tracing is slightly slower than
applying the Approximating and Intersecting method. In contrast, it has the advantage
that the tracing can be continued throughout several Bi, as long as there is support for
the weight function θ.
3.2.4 Ray Marching with linear intersection interpolation
Starting from the initial point r0, one can compute f(ri) along the ray using fixed ray
segments. Again, we have to ensure the consecutive normals are consistently oriented.
A sign change in f then indicates that the surface should pass between consecutive ri
and that an intersection point should lie somewhere on the ray between these evaluation
points. Wald and Seidel [98] apply this approach in their interactive point-based ray
tracing framework. They use ray marching and compute several intersections simultan-
iously using SIMD (Single Instruction Multiple Data) optimizations. A multiple of the
data amount which can be processed in parallel should be chosen, e.g. eight positions if
four-way SIMD operations are available.
After a penetration is detected, the point of intersection should be interpolated to
enhance precision. The two implicit values fi+1 = f(ri+1) and fi = f(ri) with differing
signs indicate the approximate distance to S. The resulting intersection point from
linearly interpolating is (1− α)rj + αrj+1, with α = |fi|/(|fi|+ |fi+1|).
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Chapter 4
Rendering
Rendering is the process of generating images from geometric models. We distinguish
real-time rendering such as done in interactive applications and off-line rendering which
is relevant in scenarios that are not time-critical, e.g. scientific visualization or movies.
In this chapter, we discuss several rendering techniques for point-based surfaces. We
distinguish the following concepts:
• Point Rendering: The most straight forward way, is to simply render the points
themselves. This approach is only satisfying if the points are sufficiently dense to
fill all of the pixels in image-space, which are covered by the projected surface.
• Surfel Splatting: Instead of only rendering the points, disks or ellipses can be
rendered, assuming the necessary normal information is available. This way, hole-
free renderings can be produced, assuming there is sufficient mutual overlap.
• Ray-Tracing / Ray-Casting: High quality renderings can be produced by fol-
lowing rays that originate in the pixel locations and proceed into the scene. Uti-
lizing the ray-surface intersection algorithms presented in 3.2, the visible areas of
the objects can be computed.
• Triangulation and Rasterization: At the cost of an additional preprocess, the
surface can be converted into a polygon mesh, which approximates the smooth
surface and enables the usage of the GPU for forward rendering. Currently, there
is still no other technique that allows to obtain comparable frame-rates for models
of large complexity.
The first two approaches fall into the category of point-based rendering. We first give
a short review of these concepts. Following, we discuss ray-tracing and ray-casting in
the context of our surface. Finally, we detail two methods, for converting the point
set surface into a triangle mesh for the purpose of rendering. These are of particular
interest, as they are based on operations that are inherent to our definition.
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4.1 Point-based Rendering
Here, we give a short review of several point-based rendering techniques. A more com-
plete overview can be found in the survey of Kobbelt and Botsch [62].
4.1.1 Point Rendering
Projecting points directly into the frame-buffer can be used to produce images of point-
based models. If the samples are not sufficiently dense, holes result in the images.
Complete images can be obtained, by image-space reconstruction techniques [45, 85].
Levoy and Whitted [71] have proposed to use points as the universal rendering prim-
itive. The different geometry representations have to provide an interface for generating
the required points, which then are rendered by one specially tuned technique. This
requires to dynamically resample the models in object-space, adjusting the density of
the points to the pixel resolution. Examples are dynamic sampling of procedural geome-
tries [95], the randomized z-buffer (Wand et al. [99]) and the rendering of MLS surfaces
(Alexa et al. [9, 10]; Fleishman et al. [39]).
4.1.2 Surfel Splatting
The gaps can also be closed by using small disks or ellipses, which are attached to the
samples, each representing a small patch of the surface (cf. Fig. 4.1, left). Such surfels
[112]) (abbr. surface elements) or splats mutually overlap in object-space, and thus
guarantee hole-free renderings in object space. Without additional shading techniques,
discontinuities result in the images (cf. Fig. 4.1, center left).
Zwicker et al. [112] proposed a high quality anisotropic anti-aliasing method that
resembles the anisotropic EWA texture filtering of Heckbert [53]. Each splat is assigned
a radially symmetric Gaussian weighting function. The normal and color attributes are
averaged using the resulting weights. Additionally filtering in image-space results in
their high quality EWA splatting framework. If both the object-space and the image-
space filters are Gaussians, and if the projection is approximated by an affine mapping,
these two filters can be combined into one single Gaussian, which results in a quite
efficient software implementation that allows to render about 1M surfels per second.
GPU implementations have been addressed [72, 75] to speed up rendering.
Rusinkiewicz and Levoy [87, 70] proposed a hierarchical rendering method for visu-
alizing large scanned models. They arrange the splats in a bounding-sphere hierarchy,
allowing to trade off rendering performance against precision. This is done by rendering
averaged splats for inner nodes of the tree. Dachsbacher et al. [33] sequentialize the
LoD tree structure, which corresponds to a breadth-first reordering. Rendering of the
primitive sequence in the GPU-buffer, results in an image that is successively refined.
A change of the viewing parameters, results in restarting the rendering sequence. Up to
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Figure 4.1: Comparing different rendering techniques for a simplified model of a scanned
statue: naive splatting without filtering is comparable to flat shading (center left), Gaussian
blending corresponds to Gouraud shading (center right), Phong splatting yields the same
quality as Phong shading for triangle meshes (right). Images taken from [62].
50M surfels per second can be rendered with this method. A drawbacks is that the list
has to be transferred onto the GPU after generation, which is a problem when dealing
with dynamically changing objects.
For smooth shading, neighboring surfels falling into the same pixels have to be
blended. It is not straight forward to distinguish such surfels from those belonging to
a different part of the surface. An a-buffer [31] becomes necessary, which is currently
not available on GPUs. The same result can be achieved, by rending multiple passes
[26, 46], which yields about 10M surfels per second.
A problem with this kind of methods is that the affine approximation of the per-
spective mapping can, despite of the mutual surfel overlap, lead to holes in images.
To overcome this a (still approximative) perspective accurate splatting was introduced
[109]. Per-pixel correct projections can be obtained by performing a local ray casting in
the fragment shaders[27].
This also allows to replace the shading techniques that are based on constant per
surfel normals, which only allow to achieve results, comparable to Gouraud shading,
when blended ((cf. Fig. 4.1, center right). Shading effects, comparable to Phong
shading [112, 60, 61] for triangle meshes can be achieved, by assigning a linear normal
field to each splat individually (cf. Fig. 4.1, right).
Sharp features can be obtained by clipping splats against clipping lines [83]. This
has also been implemented in GPU fragment shaders [109, 27].
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4.2 Ray Tracing / Ray Casting
Ray tracing is a technique from geometrical optics of modelling the path taken by light
by following rays of light as they interact with surfaces. It is used to produce renderings
of models by following rays from the eye-point outward, rather than originating at the
light sources. This method is often referred to as backwards ray tracing. This way a
single ray per pixel shot is sufficient to produce an image. Global lighting effects such as
specular and transparent reflection and shadowing can be achieved. In this form of ray
tracing, no globally diffuse lighting can be simulated. When starting rays from the light
sources more complex illumination can be realized. However, many more paths have to
be followed. Techniques to avoid the calculation of rays missing the image plane have
to be applied. Despite these techniques, the time to compute an image is considerably
higher compared to backwards ray tracing.
Figure 4.2: Results of the ray tracing procedure applied to raw point data. The afarensis
(early human) model consists of 150,000 points acquired with a structured light scanner from
a physical model.
In order to calculate a color value for a pixel, the normal at the ray-surface intersec-
tion has to be available. Together with the direction vectors to the light sources and the
direction vector to the eye-point the resulting color can be computed by applying the
underlying illumination model, which models the light interaction under consideration of
the material properties. Reflected light is realized by shooting secondary rays originat-
ing at the ray-surface intersections. This is usually referred to as recursive ray tracing.
Ray casting is a simpler variant of ray tracing, where only primary rays are traced to
the first point of intersection (as seen from the eye-point). The results are similar to
using rasterization based approaches, yet enabling per pixel shadow computation.
The renderings shown in Figure 4.2 were rendered using backwards ray tracing.
The ray-surface intersections were calculated with the Approximating and Intersect-
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ing method described in Section 3.2.2. For illumination, the simple Phong-model was
applied. Figure 4.3 illustrates the smoothness of our point set surface, which can be
observed under magnification. For the quasi uniform sampling compactly supported
weighting functions of equal radii were used.
4.2.1 Minimizing Ray Surface Intersection Tests
As computing the intersection of the ray with the surface is rather time consuming, it
should be avoided as much as possible. Therefore, when implementing an acceleration
data structure such as an octree, kd-tree or bounding sphere hierarchy, it is important
to make sure that the first intersection on the ray is found as soon as possible. We have
found it most efficient to first inspect the volume bounding the surface, that is closest
to the ray origin, as it typically contains the first ray-surface intersection.
Figure 4.3: Ray tracings of the Stanford bunny data set. The lower row shows the corre-
sponding point sets. Note that even for very sparse point information the resulting image of
the surface is smooth.
When tracing shadow rays, it is not important to find the point of intersection that
is closest, any intersection will do to block the ray. This can be exploited by first testing
the bounding volumes that are penetrated most centrally. As it is cheaper to collect
several bounding volumes than to evaluate the iterative intersection test, we first collect
a number of bounding volumes along the ray and sort them by the distance to the ray.
In the case of an obstructed shadow ray, this is significantly faster than following the
ray [3].
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Figure 4.4: For intersecting shadow rays the location of a possible intersection is irrelevant.
For that reason the volumes bounding the surface are sorted by the distance to the ray so that
the most likely intersecting surface parts are tested first.
4.2.2 Speeding Up the Evaluation of f
In order to speed up the evaluation of f , an interesting optimization was proposed by
Wald and Seidel [98]. They exchange the function f(x) = n(x)T (x− c(x)) for a simpler
one. The goal here is to find a function f(x) which defines the same surface (i.e. it
has the same roots) but which is simpler to intersect (i.e. less computations are needed
for intersection testing). This can be done by multiplying f(x) with the denominators
D1(x) =
∑N
i=1 θi and D2(x) = ‖
∑N
i=1 θini‖ of the expressions in Equation 2.9:
f ′(x) = D1(x)D2(x)f(x)
= (D2(x)n(x))
T (D1(x)x−D1(x)c(x))
=
(
N∑
i=1
θini
)T (( N∑
i=1
θi
)
x−
N∑
i=1
θipi
)
, (4.1)
except for those x where D1(x) = 0 and D2(x) = 0 (for these points f(x) was undefined
anyway). It can be easily seen that f ′(x) has the same roots and signs as f(x) and
therefore it defines the same surface. The main advantage is that there are no divisions
and no normalization anymore and therefore the intersection algorithm becomes more
efficient.
On the downside, although the implicit surface remains the same, f ′ does not approx-
imate a distance field anymore because a quadratic term was introduced. Ray marching
with linear intersection interpolating is the only method of the tracing strategies de-
scribed in Section 3.2 which still can be applied. The quality of the linear interpolation
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is considerably reduced by this optimization, which requires the step size to be suffi-
ciently small. This can only be achieved by using extremely tight voxels (for details cf.
section 5).
4.2.3 Adaptive Sampling Exploiting Image- and Object Space
Coherence
As seen in the previous section, our surface definition is well suited for rendering by
ray-casting. Another interpretation of this process is that the surface is sampled (in a
view-dependent fashion) and the samples are used to reconstruct enough geometry to
generate a rendering under the current viewing conditions.
Figure 4.5: The surface of an object is sampled with rays generated based on an adaptive
grid in image space (see the magnification in the blue circle). Samples of a grid cell define
bilinear patches. Patches with low geometric error are stored and reused in new views, where
they are not aligned with the image grid anymore (see green circle). Patches from different
views may intersect in arbitrary ways, however, because they are good approximations of the
underlying geometry these intersections are invisible in the final rendering (see red circle).
Unfortunately, intersection testing (i.e. sampling) is often time-consuming. In this
section, we aim at speeding up image generation by trying to avoid intersection tests
as much as possible, that is, by sampling the object adaptively and by reusing samples
from earlier views.
The main idea of our sampling approach [5] is this: Four samples, incident on a
face in the sampling grid, define a bilinear patch in object space, which approximates
the local geometry of the shape. A bilinear patch is created from samples only if the
surface normals at the four samples conform with the patch, i.e. the patches are error
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controlled to the extent possible in a sampling approach. The creation of patches has
several advantages for fast image generation:
• Using large patches and accepting artifacts allows trading accuracy for rendering
speed.
• Bilinear patches are rendered as quads on the GPU. This makes use of the full
power of modern graphics hardware and leaves more CPU-time for the critical
intersection testing. In particular, sample interpolation, illumination computation,
texture and environment mapping, and perspective projection are off-loaded to the
GPU. The number of patches is related to the number of visible fragments and,
therefore, this rendering approach easily integrates into large GPU-based rendering
frameworks.
• Bilinear patches can be reused in new views. If a new view is closed to the old one,
existing patches cover large parts of the object, effectively reducing the number
new samples needed.
Together, these advantages lead to a framework that achieves our goal of interactively
inspecting a given point-set model using ray casting, which is important if the number of
points is very small compared to the screen-space resolution. During camera movement,
only few surface samples are used to achieve a reasonable response time. Once the view
is fixed for a moment, the image refines to a high quality rendering. If necessary, image
space could be resampled at full resolution to reduce potential aliasing artifacts resulting
from the coarse-to-fine image space sampling strategy.
Following, we explain our framework in depth, giving details on the sampling strat-
egy, error measures, data structures, and implementation.
Rendering Framework
The basic idea of our rendering framework is to generate bilinear patches from surface
samples generated by ray intersections with the surface. In each frame, rays are gener-
ated based on an adaptive grid in screen space. Patches generated in earlier views are
re-used if the viewing parameters are close. These patches are rendered into the screen
space and only the uncovered part of the image is sampled on the screen-space grid.
To ensure interactivity, grid refinement is stopped when the user requests a change of
viewing parameters, implementing a so called coarseness vs. lateness strategy [19, 105].
Adaptive Refinement
The basic idea of adaptive refinement in image space is to start sampling at a coarse
grid, and refine only where necessary. Such an approach is prone to under-sampling
artifacts. Assuming the surface is smooth, we can try to avoid such artifacts by refining
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Figure 4.6: Sampling (top) and reconstruction (bottom) using quads and silhouette polygons
on decreasing levels (left to right). Crosses indicate current hits, dots those from previous
rounds. Black crosses are simply interpolated.
the grid, where the surface variation inside a cell is expected to be large. However,
there is no guarantee to correctly reconstruct features smaller than the resolution of
the coarsest grid. In a sense, such an approach systematically takes into account that
smaller features can be missed.
Levoy [69] describes a quad-tree approach where a regular grid cell is refined if the
variation of the four samples exceeds a threshold in image space. Then, five additional
samples are taken to define subcells that are treated the same way recursively. Shu and
Liu [94] adopt this method. To reduce the risk of missing features, they additionally
use a heuristic to decide on further samples to be taken. Nevertheless, the error is only
bounded by the initial sampling density.
Our method is a modification of Levoy’s approach, motivated by the following obser-
vation: Quad-trees are well suited to work on 2D structures; in the setting of sampling
an image of a solid, we expect large areas without samples, which are bounded by the
silhouette of the object. Therefore, we distinguish between rays generating surface sam-
ples and rays missing the shape. Grid cells with surface samples for all incident grid
vertices are called surface cells; grid cells without any samples are outside. Now, instead
of subdividing all but the outside cells regularly, we grow the acquired shape from the
inside: A cell is refined only if it is adjacent to a surface cell. More importantly, it is
not refined by regular subdivision (i.e. generating new grid vertices at all mid-edges
and the center), but irregularly, only on the edges incident on surface samples, plus the
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Figure 4.7: Adaptively refining a 424×464 ray cast of the Stanford bunny, starting with an
8×8 grid.
cell center to generate grid structure. This way, we perform a binary search, converging
towards the contour, effectively reducing the number of required tests.
Figure 4.6 illustrates our method. First, samples are generated on the initial grid
(top left). For demonstration purposes quads containing samples on all four vertices (red
crosses) are not subdivided. We keep all of those vertices (framed quads on the bottom).
On the next level all locations containing a sample on one of the neighboring 8 positions
are inspected. The region already covered by patches is excluded from this procedure.
As the positions on grid edges (indicated by black crosses) are part of the patches, we
linearly interpolate between the samples from the previous level (black dots). Again,
completed patches are kept. Repeating this procedure results in moving towards the
silhouette of the shape.
We illustrate the savings compared to regular subdivision for the case of a cell with
only one sample. We only generate three additional ray-surface intersection tests, while
a regular subdivision generated five. This heuristic for reducing the number of samples
is, again, motivated by the smoothness assumption: If the surface of a solid is smooth,
so is its silhouette, which will then be close to large projected areas. Nevertheless, a
highly varying silhouette compared to the initial grid-size will lead to small features of
the object being missed. An example of this problem is given in Figure 4.6, where the
tip of the ear is not reconstructed. Note, however, that no visually disturbing artifacts
4.2. RAY TRACING / RAY CASTING 43
Figure 4.8: Renderings of the Afarensis Model at refinement thresholds 0.05, 0.03, 0.01, full
sampling.
result from these misses – only the silhouette is smoothed.
Note, that our strategy of growing the shape from the inside effectively reduces the
number of tests close to the silhouette. The intersection test for such rays is typically
very expensive because of the small directional derivatives of the distance field along
the ray (which requires many evaluations during traversal). This also applies to rays
missing the surface.
For deciding whether a quad is valid or if it has to be subdivided, we measure the
difference of local linear surface approximations to the four points defining the bilinear
surface patch. Let the vertex positions be {pi} with normals {ni}. We construct a plane
at each vertex using its position and normal. The error eQ is the maximum of the other
vertices’ squared distances to the planes:
eQ = max
i6=j
〈ni, (pi − pj)〉 , where i, j ∈ {0, 1, 2, 3}. (4.2)
This requires 12 substractions, 12 scalar producs and 11 comparisons per test. The time
consumed by these operations does not slow down the system significantly. In practice,
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a threshold  can be used to continuously tradeoff between speed and quality of the
visual appearance. For later use, we call local surface approximations for which eQ < 
valid quads.
We find it advantageous to align the initial image space grid with pixel boundaries
(rather than centers, as usually). This way each cells exclusively belongs to one pixel
and up to four pixels adjacent to a grid vertex can be shaded in different colors due to
the interpolation with other grid vertices. We use an initial grid size of 2n pixels for
easy binary subdivision. On the finest level, we switch back to sampling pixel centers.
This avoids computing four values for shading one pixel.
The algorithm is basically carried out on a bitmap, where each bit stands for the
result of a ray surface intersection. We call this data structure the test map. It has
(pixels/2 + 1) bits in each dimension (the odd size results from grid alignment, only
half of the pixels are needed because no information needs to be stored in the final
resolution). We record in the quad map where valid patches already cover the pixels of
the screen. The two bitmaps require about 2.5 bits per pixel, which is small enough
to fit into the processor cache memory. To further avoid cache misses we keep the
memory compact. We also maintain lists for temporaryQuads in case we need them for
intermediate rendering and validQuads to be reused in consecutive frames (see the next
sections for details).
Model Point Primitives Intersections Time
Rabbit 67,038 47,288 4,938ms
Afarensis 150,897 115,089 10,953ms
Table 4.1: Characteristics of various models and time to produce renderings by ray casting
each pixel (i.e. without adaptive sampling and re-using samples).
Model e Level 3 Level 2 Level 1 Level 0
Rabbit 0.1 94ms 203ms 438ms 828ms
0.05 94ms 266ms 563ms 985ms
0.01 94ms 313ms 954ms 1,969ms
Afarensis 0.05 234ms 750ms 1,609ms 3,063ms
0.03 234ms 812ms 1,828ms 3,562ms
0.01 235ms 890ms 2,375ms 5,375ms
Table 4.2: Timings for completing the levels of our adaptive refinement algorithm using
various thresholds .
Table 4.2 shows timings using different thresholds to render single image ray-casts of
the Cyberware Rabbit Model and the Standford Bunny Model (depicted in Figure 4.8).
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Silhouette patches
During user-interaction, the time budget is usually exceeded before the image is com-
pletely refined. The coarse grid becomes visible mostly on the object’s silhouette, giving
it an unpleasant jaggy look. In addition, after interaction, the refinement process makes
the object grow towards the silhouette – an effect we have found rather distracting.
Inside the object, sampling artifacts, which cannot be avoided as discussed before, are
typically much less obvious.
To compensate the problems along the silhouette at coarse approximation levels,
we determine an intermediate silhouette in partly covered grid cells, in the spirit of
Marching Cubes [74] type algorithms, i.e. surface samples are “invented” on grid edges
based on the information in the existing samples.
In particular, on each edge with exactly one incident surface sample (Fig. 4.9, left),
the intersection of the silhouette with that edge has to be computed. The normal at
that point has to be orthogonal to the ray direction. Rather than performing an exact
and expensive silhouette sampling, we generate a temporary patch with an approximate
silhouette location and normal direction (only for the current view) and note that:
• The normal at the incident surface sample is likely to be almost orthogonal to the
view.
• The effect of the distance of the intersection point to the viewer is minimal, as
long as it is roughly similar to the distance of the incident surface sample.
r
0
r
1
n
dr
0
n'
r'
v'
Figure 4.9: Grid cells, which are incident to at least one surface sample, yet are not entirely
covered by the surface, intersect the silhouette, however, do not define surface patches. The
four possible cases shown on the left show surface samples as black dots. We generate approx-
imate silhouette samples on edges with exactly one incident surface sample by extrapolation.
Temporary patches are created from these samples for rendering.
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Specifically, assume the viewer is coincident with the origin and we have generated
normalized sampling rays R0 and R1 (See Fig. 4.9, right). W.l.o.g. assume that R0
intersected the surface at v = drd0 and the surface has normal direction n at that
intersection. A temporary sample v′ is generated on a ray in direction
r′d =
(1− s)rd0 + srd1)
‖(1− s)rd0 + srd1)‖
(4.3)
i.e. on a ray that results from linearly interpolating between rd0 and rd1 . As explained
above, the sample v′ will be located at the same distance as the existing sample v′ = dr′
and the associated normal n′ is set to be the orthogonal projection of n onto the plane
with normal r′
n′ = n− (n · r′) r′. (4.4)
For setting s in Eq. 4.3 we speculate as follows: if the normal in the existing sample is
in direction of the ray (i.e. |n · r0| ≈ 1), the silhouette is far away and, therefore, closer
to the non-intersecting ray r1. If the normal is orthogonal to the ray (i.e. |n · r0| ≈ 0),
the silhouette is close to the intersecting ray r0. Consequently, we set
s = |n · r0|, (4.5)
and generate additional patches from these samples and their associated surface samples
for rendering. Comparing images (2) and (3) in Fig. 4.10, we see that this is not
equivalent to setting s = 1/2.
Figure 4.10 demonstrates the silhouette appearance for a coarse grid resolution
(16x16 pixels) using the different techniques: in contrast to only interior quads, ex-
trapolation reflects the object size of the final rendering and reduces the jaggy look.
During transformations due to user interaction, the object appears more smooth and
stable.
Object Space Coherence
In a straightforward, brute-force implementation of the previously described algorithm,
samples/patches are newly generated for the entire scene in each frame. To our benefit,
this is not always necessary, as the described error metric can easily determine areas
for which the quads are valid, i.e. they are within the error tolerance and need not
be adaptively refined. The key insight here, is that these quads can be reused for
subsequent, user-defined camera and/or object transformations. The only additional
data structure we need to maintain is a fixed size quad-queue: in each frame, we add all
newly created valid quads to the front of the queue. Note that these quads can be of all
sizes used in the image-space hierarchy. By fixing the length of the queue, we guarantee
an upper bound on the number of primitives we reuse, leading to efficient and bounded
4.2. RAY TRACING / RAY CASTING 47
Figure 4.10: Renderings of the Rabbit model (from left to right (1)-(4)): interior quads at
an extremely coarse resolution (1), adding vertices at s = 1/2 (2) or extrapolated silhouette
vertices (3) at the same level, and refining the silhouette (4).
memory consumption and, additionally, to better surface approximation as we describe
further below.
In detail, by pushing all valid quads into the quad-queue in each frame, we can ex-
ploit object-space coherence in arbitrarily transformed, successive frames by performing
the following steps before adaptively sampling the scene (see Figure 4.11)
1. Clear the color- and depth-buffer and draw all transformed front-facing valid quads
into these buffers (Figure 4.11(c)).
2. Query a grid of distant, uniform quads (the query quads), congruent with one level
in the ray sampling hierarchy, for occlusion by the previously drawn quads.
3. For query quads which are entirely occluded (i.e. the red/dark gray 8×8 quads in
Figure 4.11(d)), clear the corresponding areas in the quad map, thereby discarding
sample generation for these already rendered pixels (i.e. the non-rendered area in
Figure 4.11(e)).
Potentially slow intersection tests can be avoided by applying this strategy. Natu-
rally, this only makes sense if the query in step 2 of the above procedure is fast. For-
tunately, we can perform a substantial amount of such queries efficiently using graphics
hardware, more specifically the NV occlusion query extension [79]: we draw front-
facing valid quads as occluders and the query quads onto the far clipping plane with
glDepthFunc(GL LEQUAL). When using a screen resolution of 768×768 and a query grid
quad size of 8×8 pixels, this results in 9216 queries which be performed in less than
30 milliseconds (ms) on an ATI Radeon 9800. This resembles a good trade-off between
the number of new samples and the occlusion query overhead, i.e. using 4×4 pixel
query quads, and therefore four times the amount of occlusion queries, would slightly
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(a) (b) (c) (d) (e) (f) (g)
Figure 4.11: Object-space coherence: refined rendering before user intervention (a), trans-
formed scene (b), valid quads which can be reused from the previous frame (c), query quads
which are entirely occluded are rendered in red/dark gray (d), newly rendered quads (e),
resulting polygon soup (f), and final rendering (g).
reduce the number of new samples, yet also take 125 ms, limiting the framerate to 8
frames/second.
The adaptive refinement stage introduces T-vertices to the polygon soup. These
are correctly rastered when the adjacent quads are image-space aligned, yet can poten-
tially introduce cracks when transformed, (the small white specs within the surface in
Figures 4.11(c), 4.5). All of these cracks are detected by the occlusion query in step 2
(= the non-occluded regions within the surface in Figure 4.11(d)) and new quads are
created to cover these artifacts (see Figure 4.11(e)).
As can be seen in Figure 4.11(f), the resulting polygon-soup consists of both reused,
transformed quads which are no longer image-grid aligned, and new, image-grid aligned
quads, which share no connectivity. Still, due to the high-quality surface approximation,
shading errors are tolerable (see the final rendering in Figure 4.11(g)).
For rendering a frame, the following steps are performed in the main loop.
1. Render valid patches into the screen buffer.
2. Read back empty regions from the screen buffer.
3. Sample uncovered regions of screen space on a coarse grid. Define grid cells with
four surface samples at the incident grid vertices as surface cells. If time budget
permits:
(a) Refine non-surface cells adjacent to surface cells.
(b) Refine surface cells for which a bilinear surface approximation exceeds an
error bound.
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Figure 4.12: Unsatisfying results for applying the Marching Cubes Algorithm in straight
forward way (left). The corresponding values of f are visualized in a cutting plane (middle)
for inconsistent normal orientations.
4. Generate silhouette patches from non-surface cells containing at least one surface
sample.
5. Send all generated patches to the GPU and label patches with small normal vari-
ation as valid for the next view.
For detail explanations, however, we assume an empty screen, which has to be sampled
completely. How the nested grid is computed and which patches are refined is discussed
together with limitations and potential pitfalls in the following section. In any case,
patches can only be generated from grid cells if surface samples were generated for
all incident grid vertices. Grid cells in screen space that intersect the silhouette (i.e.
for which surface samples are missing) are treated on a per-view basis: Based on the
locations and normals of the surface samples, temporary patches are generated to avoid
blocky silhouettes at the resolution of the coarse screen-space grid. This is explained
further below, followed by the discussion of the identification of re-usable patches for
new views and how to quickly retrieve the so-covered screen space.
4.3 Tessellation
In order to achieve renderings at interactive framerates a polygonal mesh can be gen-
erated from the point set surface at the cost of a preprocess. Polygonal meshes can
be rendered at high-frame rates on standard graphics hardware. Producing polygonal
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meshes from our surface can be looked upon as either surface reconstruction or meshing.
This process is often referred to as tesselation, which means tiling.
In surface reconstruction one wants to produce a good approximation of the Surface,
given a set of samples on that surface, which in our case is P . In that sense S is a
reconstruction. For reconstructing a polygonal representation from points, the samples
pi have to be connected in a way such that the resulting polygons do not self-intersect,
i.e. no topological singularities occur. Standard approaches are based on computing the
Delaunay Triangulation of P .
In meshing the surface is already known and the goal is to compute a polygonal mesh
that suitably approximates that surface. Here, the resulting vertices are not given a
priori. Following we discuss two meshing approaches, which are interesting in particular
for our surface, as they are based on operations that are inherent to our definition.
4.3.1 Marching Cubes Algorithm
The Marching Cubes Algorithm [74] can be applied to produce a triangle mesh from the
implicit function given in Equation 2.7 or 2.9. Samples are taken on a three-dimensional
grid and classified as inside or outside. For each cube defined by 8 of the samples, trian-
gles are produced according to one of the 28 = 256 constellations. This method is only
applicable for closed surfaces, as for bounded surfaces inside can not be distinguished
from outside.
n(v1)
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v3
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n(v4)
n(v3) n(v2)
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v2
v4
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n(v3) n(v2)
-n(v1)
Figure 4.13: Left: In this example a consistent orientation of the normals n(vi) can not
be achieved by only considering the vertices vi. Right: For cells that are sufficiently small
compared to the complexity of the shape consistent orientation is possible. Here, n(v1) has
been flipped.
The evaluation of our surface involves the process of locally fitting tangent planes.
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The orientation of the normals defining these planes is irrelevant, thus we can not rely
on a consistent orientation of n(x). When moving along the surface, n(x) may flip its
orientation, which causes f(x) to change the sign. This is interpreted as zero transition
by the marching cubes algorithm. Therefore, the direct application of the algorithm
results in undesired artifacts (see Figure 4.12). Additionally, we have to take care about
locations that are outside the domain Ω where f is defined. This can be fixed, if we
simply skip all the cubes that contain such vertices.
As discussed later, in Chapter 6, it is possible to locally orient n(x) without affecting
the resulting surface. We therefore orient the normals at the vertices of each cube. This
only makes sense when considering sufficiently small cubes. For instance, in Figure
4.13, left it is not possible to orient the normals n(vi) consistently by only taking into
account the vertices vi. We have to assume that the cells are sufficiently small compared
to the complexity of the shape. Anyway, the same condition has to be assumed by the
marching cubes algorithm in order to reconstruct all features of the surface.
Figure 4.14: Results after locally correcting the sign of f . To visualize the areas with different
signs, the resulting triangles were rendered with a material that is only lit from one side.
For consistent orientation, we first compute an average reference direction nr from
the 8 normal directions n(vi). This is done by averaging the hyper planes defined by the
normals, as described in Subsection 2.5.2. Then, we orient the normal directions accord-
ing to nr. For an illustration see Figure 4.13, right. Note, that it is not important which
orientation is chosen, as the same geometry is produced for inside/ouside-transitions as
for ouside/inside-transitions.
The resulting reconstruction of the sphere is shown in Figure 4.14. If desired, the tri-
angles can be consistently oriented by propagating the orientation, in case the resulting
surface is globally orientable.
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4.3.2 Provably Good Sampling
Boissonat and Oudot [23, 25] have presented a simple algorithm that constructs provably
good surface samples and meshes. Given a C2-continuous surface S without boundary,
the algorithm generates a sparse -sample E and at the same time a triangulated surface
Del|S(E). The triangulated surface has the same topological type as S, is close to
S for the Hausdorff distance and can provide good approximations of normals, areas
and curvatures. A notable feature of the algorithm is that the surface needs only to
be known through an oracle that, given a line segment, detects whether the segment
intersects the surface and, in the affirmative, returns the intersection points. Therefore,
the algorithm can be applied to sample and triangulate our surface by utilizing the
ray-surface intersection procedure from Section 3.2.
The algorithm starts with a small initial point sample E and, at each iteration, it
inserts a new point of S into E and updates Del|S(E). Each point inserted into E is
the center of a bad surface Delaunay ball. The algorithm stops when there are no more
bad surface Delaunay balls.
Del|S(E) is stored as a subcomplex of Del(E) and computed by detecting the inter-
sections of the Voronoi edges with S, thanks to the oracle. At each step of the algorithm,
only the part of V or(E) that has changed after the point insertion is tested. As for the
bad surface Delaunay balls, they are stored in a list.
Figure 4.15: Triangle mesh resulting from applying provably good sampling as proposed by
Boissonat and Oudot [23, 25] on our surface.
Boissonat and Oudot [25] have run their algorithm with our implementation of S
[2]. Figure 4.15 shows the results of the algorithm on the aphrodite model, consisting of
a noisy point set of 42K points (first image on the left). The next image is a ray cast of
our surface defined by these points. On the right, the triangulation resulting from their
algorithm and a close-up is shown. The output has the right topology type.
