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Abstract
We define the syntax and reduction relation of a recursively typed lambda
calculus with a parallel case-function (a parallel conditional). The reduction is
shown to be confluent. We interpret the recursive types as information systems
in a restricted form, which we call prime systems. A denotational semantics is
defined with this interpretation. We define the syntactical normal form approx-
imations of a term and prove the Approximation Theorem: The semantics of
a term equals the limit of the semantics of its approximations. The proof uses
inclusive predicates (logical relations). The semantics is adequate with respect
to the observation of Boolean values. It is also fully abstract in the presence of
the parallel case-function.
Keywords: lambda calculus, recursive type, parallel conditional, parallel or,
confluence, denotational semantics, information system, approximation theorem,
limiting completeness, inclusive predicates, adequacy, full abstraction
1 Introduction
In his seminal paper [Plo77], Gordon Plotkin explores the relationship between the
operational (reduction) semantics and the denotational semantics of the functional
programming language PCF. PCF is a call-by-name typed lambda calculus with the
ground types boolean and integer, and any functional type. In order to compare
operational and denotational semantics, one defines a notion of operational observation
and a preorder on terms induced by this notion. In the case of PCF, the observation
is of integer values only, and the preorder is defined by observation of arbitrary terms
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through integer contexts. The closed terms of ground type integer are singled out as
programs. Programs are regarded as the only terms whose syntactical values (integers)
can be observed directly. If the semantics of a program M is an integer value i, then
M can be reduced to i. This result is called the adequacy of the semantics. (The
denotational semantics is simply called the semantics here and in the following.)
A more general result about terms of any type is the Approximation Theorem
or limiting completeness, as proved in [Wad78] for the untyped lambda calculus and
in [Ber79] for PCF. The approximations of a term M are defined, roughly, as the
normal form prefixes of the reducts of M . The Approximation Theorem states that
the semantics of a term equals the limit of the semantics of its approximations.
Plotkin’s programme proceeds as follows: The operational preorder on terms is
defined as M ⊑ N iff for all contexts C[ ] such that C[M ] and C[N ] are programs: if
C[M ] reduces to a value i, then also C[N ]. If S[[M ]] ⊑ S[[N ]], where S is the semantics
function, then M ⊑ N ; this follows from adequacy. The converse, if M ⊑ N then
S[[M ]] ⊑ S[[N ]], is not true for PCF with only sequential operations. This is due to the
fact that there are parallel functions in the semantic model, like the parallel or, that
cannot be defined syntactically. But when a parallel if-operation, or the parallel or, is
added to the syntax, then “if M ⊑ N then S[[M ]] ⊑ S[[N ]]” holds. This is called the
full abstraction of the semantics; the operational and denotational preorders on terms
coincide.
We elaborate the programme above for a call-by-name recursively typed lambda
calculus and establish similar results : Approximation Theorem and adequacy for the
sequential or parallel calculus and full abstraction for the parallel calculus only.
Chapter 2 defines the syntax and the reduction relation of our calculus. Types are
built up from the separated sum +, the cartesian separated product ×, the function
space →, and recursion. Every recursive type denotes a possibly infinite type tree.
Recursive types with the same type tree are regarded as equivalent. Terms are built
up from variables, λ-abstraction, application, and constants for the type constructors
+ and ×. Among the constants is a parallel case operation pcase. The operational
semantics is defined by the one-step reduction → of a redex in any context. We prove
that reduction is confluent. For the proof we use the confluence theorem of [Mu¨l92]
which says roughly: The combination of the lambda calculus with a confluent, left-
linear and not variable-applying algebraic term rewriting system is confluent.
The subsequent chapters explore the semantics. We use information systems to
give the semantics of recursive types [LW91, Win93]. Chapter 3 introduces a spe-
cialized form of information systems that we call prime systems: Here the predicates
of consistency and entailment are given by binary relations on the set of primes (=
tokens). Prime systems were first introduced for different purposes under the name
event structures in [NPW81] and shown to be equivalent to prime algebraic coherent
partial orders. We transfer the results of [LW91] to our prime systems: The class of
prime systems is a complete partial order under the substructure relation ✂. We define
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operations on prime systems corresponding to our type constructors +, ×,→ and show
that they are continuous.
This enables us, in Chapter 4, to give a semantic interpretation of type trees and
recursive types as prime systems. The interpretation of finite prefixes of a type tree
gives a ✂-chain of prime systems; the interpretation of the whole type tree is the limit
of this chain. Note that the primes at one level of the chain are directly contained in
the following levels; there is no need for embedding-projection pairs as in the inverse
limit solution of recursive domain equations. This is an advantage of the concrete
representation of domains by information systems or prime systems. Anyway, this
concrete representation of domain elements by sets of primes will be needed to prove
full abstraction. Chapter 4 also gives the semantics function S on terms and proves its
soundness: Reduction does not change the semantics of terms.
Chapter 5 proves the Approximation Theorem. We define a prefix order ≺ on terms
where the constant Ω is the least term. A normal form A is an approximation of a term
M iff there is a reduct N ofM such that A ≺ N ′ for all reducts N ′ of N . The set A(M)
of approximations of M is an ideal and can be seen as the syntactic value or Bo¨hm
tree of M . For the parallel calculus, it is not possible to define approximations by an
analogue of head normal forms. But for the sequential calculus (without pcase), we
give two analogues of head normal forms to define alternative sets of approximations.
The Approximation Theorem says that the semantics of a term equals the limit of the
semantics of its approximations. This is proved by the inclusive predicate technique, as
it was used in [MP87] to prove the analogous theorem for the untyped lambda calculus.
We adapt the technique to prime systems: We give an inductive definition of the
inclusive predicates (logical relations) on the primes of our prime system interpretation
of types.
Chapter 6 proves adequacy and full abstraction of the semantics. We have to define
a notion of observation and the corresponding operational preorder on terms. We
choose to observe the values 0 and 1 of type bool = void+ void, where void is the type
of just one bottom element. So our programs are the closed terms of type bool. For
a program M we define the operational value O[[M ]] as 0 or 1 if M reduces to 0 or 1
respectively, and as ⊥ otherwise. The Adequacy Theorem says that O[[M ]] = S[[M ]]⊥
for every program M ; it is a consequence of the Approximation Theorem.
The operational preorder on terms is defined as M ⊑ N iff for all contexts C[ ] such
that C[M ] and C[N ] are programs, O[[C[M ]]] ⊆ O[[C[N ]]] holds. Again we have: If
S[[M ]] ⊆ S[[N ]], then M ⊑ N , as a consequence of adequacy. Full abstraction, M ⊑ N
iff S[[M ]] ⊆ S[[N ]], is proved for the parallel calculus. As in [Plo77] the proof is based
on the Definability Lemma: For all finite elements d of a semantic domain there is a
term M with S[[M ]]⊥ = d. The proof uses the representation of elements as sets of
primes.
The last Chapter 7 proves that the pcase-function is definable from the parallel and
function.
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Related work
Recently, [Win93] gave two recursively typed λ-calculi with their denotational seman-
tics, by information systems, and proved the adequacy by the inclusive predicate (log-
ical relation) technique. The first calculus has an eager (call-by-value) operational
semantics. The second one has lazy (call-by-name) operational semantics like ours,
but a different notion of observation is chosen: For every type certain terms are singled
out as canonical forms. For product types these are the terms (M,N), for sum types
inl(M) and inr(M), and for function types the terms λx.M . The observation that is
made of terms is the convergence to a canonical form. The given denotational seman-
tics is adequate with respect to this notion of observation. This means that a term
converges to a canonical form iff its semantics is not bottom. Especially, the semantics
of every term λx.M is not bottom, whereas we have S[[λx.Ω]]ε = ⊥.
Finally some remarks on coalesced sums and the observation of termination for all
types. We did not include the coalesced sum in our type system, only separated sums.
The coalesced sum of two domains is the disjoint union of the domains, with the two
bottom elements identified. A coalesced sum would demand strict constructors inl:
τ → τ ⊕ ̺ and inr: ̺ → τ ⊕ ̺. These constructors have to evaluate their arguments
to a non-bottom value before they can be used by a case-operation. (In contrast our
corresponding constructors 0 and 1 are non-strict; they can be used without evaluated
argument.) But the detection of non-bottom values is a complicated task for functional
types, when we assume our denotational semantics of functions. On the other side I see
no use for coalesced sums of functional types. Therefore I think that coalesced sums
should be restricted to non-functional types, so that e.g. the recursive definition of
the flat cpo of integers becomes possible. The check for non-bottomness of functional
values, if it is desired, should be programmed using special functions incorporated in
the language, e.g. Plotkin’s “exists” operator.
[Cos89] constructs evaluators for a recursively typed lambda calculus with coalesced
sums and strict, coalesced products of any type. The notion of observation for these
evaluators is the observation of termination for terms of all types. The relation of op-
erational and denotational semantics is given by the property of “complete adequacy”:
The semantics of any term is non-bottom iff its evaluation terminates. This ensures
the detection of non-bottomness for coalesced sums. The work succeeds with a trick:
The semantic domains are lattices; top elements (that are not syntactically definable)
are added to the domains. Thus a term like λx.ifx (ifxΩ0)Ω, whose normal semantics
is ⊥, now becomes non-bottom. For the normal cpo semantics only a vague sketch of
an evaluator is given.
There has been later work proving adequacy for a lazy functional language with
recursive and polymorphic types, also using information systems [BC94].
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2 Syntax and reduction
2.1 Types
We adopt the syntax of the recursive type system of [CC90, CC91]. Especially, recursive
types are considered equivalent if they have the same unfoldings as regular trees. But
instead of type constants we have some more type constructors besides →. The type
expressions are given by the following grammar, where t stands for elements of a
denumerable set VT of type variables:
τ ::= t | τ + τ | τ × τ | τ → τ | µt.τ | void
Tµ is the set of all type expressions. T
c
µ is the set of all closed type expressions, called
types.
We give the informal meaning of types in terms of domains:
σ + τ is the separated sum of σ and τ ,
σ × τ is the cartesian separated product of σ and τ ,
σ → τ is the space of continuous functions from σ to τ ,
µt.τ is the fixed point of the mapping t 7→ τ , the solution of the recursive domain
equation t = τ ,
void is the canonical notation of the undefined type; it has the same meaning as µt.t.
In [CC90] it is called Ω. The corresponding domain has just one element ⊥.
We define the simple types by the grammar:
τ ::= void | τ + τ | τ × τ | τ → τ
T is the set of all simple types. It is T ⊆ T cµ.
Definition 2.1 The void-prefix order ≺ ⊆ T × T cµ is the least partial order satisfying:
1) void ≺ τ for all τ ∈ T cµ,
2) σ ≺ σ′, τ ≺ τ ′ ⇒ σ @ τ ≺ σ′ @ τ ′
for @ ∈ {+,×,→}, σ, τ ∈ T , and σ′, τ ′ ∈ T cµ.
≺ is a partial order on T . For every σ, τ ∈ T with an upper bound there is a least
upper bound σ ⊔ τ ∈ T . T∞ denotes the ideal completion of T , i.e. the set of ideals of
simple types, ordered by ⊆. Here ideals are sets I of simple types that are non-empty,
downward closed: τ ∈ I ∧ σ ≺ τ ⇒ σ ∈ I, and directed: for all σ, τ ∈ I there is ̺ ∈ I
with σ ≺ ̺ and τ ≺ ̺. The elements of T∞ are called type trees and are also denoted
by σ, τ, ̺.
We define void ∈ T∞ as void = {void}. For @ = +,×,→ and σ, τ ∈ T∞ we define
σ @ τ = {void} ∪ {σ′ @ τ ′ | σ′ ∈ σ ∧ τ ′ ∈ τ}
Every type tree of T∞ has one of the forms void, σ + τ , σ × τ , σ → τ with unique
σ, τ ∈ T∞.
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Definition 2.2 The unfolding ❀ ⊆ T cµ × T
c
µ is the least relation satisfying:
1) µt.τ ❀ τ [µt.τ/t]
The right term is the replacement of µt.τ for all free occurrences of t in τ ; it is also
closed. Note that µt.τ does not contain free variables that could be bound after the
replacement.
2) τ ❀ τ ′ ⇒ (τ @ σ) ❀ (τ ′ @ σ) and (σ @ τ) ❀ (σ @ τ ′) for @ ∈ {+,×,→},
τ, τ ′, σ ∈ T cµ.
❀ reduces only one outermost redex µt.τ . The outermost redexes are disjoint,
therefore ❀ fulfills the diamond property: If τ ❀ σ and τ ❀ ̺, then there is ψ with
σ ❀ ψ and ̺❀ ψ.
❀∗ is the reflexive, transitive closure of ❀. It is confluent: If τ ❀∗ σ and τ ❀∗ ̺,
then there is ψ with σ ❀∗ ψ and ̺❀∗ ψ.
If σ ≺ τ and τ ❀∗ τ ′, then also σ ≺ τ ′, for all σ ∈ T and τ, τ ′ ∈ T cµ.
For every τ ∈ T cµ we define the unfolding
τ ∗ = {σ ∈ T | ∃τ ′ ∈ T cµ. τ ❀
∗ τ ′ and σ ≺ τ ′}
Proposition 2.3 τ ∗ ∈ T∞.
Proof: We have to show that τ ∗ is an ideal. It is non-empty, void ∈ τ ∗, and downward
closed. It is also directed: Let σ, ̺ ∈ τ ∗. Then there is τ ′ with τ ❀∗ τ ′, σ ≺ τ ′ and τ ′′
with τ ❀∗ τ ′′, ̺ ≺ τ ′′. As ❀ is confluent, there is ψ with τ ′ ❀∗ ψ and τ ′′ ❀∗ ψ. It
follows σ ≺ ψ and ̺ ≺ ψ, therefore σ ⊔ ̺ ≺ ψ and σ ⊔ ̺ ∈ τ ∗.
Definition 2.4 We define an equivalence relation ≈ on types by: σ ≈ τ iff σ∗ = τ ∗.
≈ is decidable [AC90].
2.2 Terms
For every type τ ∈ T cµ there is a denumerable set V
τ of variables of type τ . The sets
V τ are mutually disjoint. Their members are denoted by xτ , yτ , . . . There is a set C of
constants with types ctype : C → T cµ.
General untyped terms are built from variables and constants by application MN
and (λ-)abstraction λx.M , without regarding the types. Λ is the set of all untyped
terms.
We give rules for the formation of typed terms; M : σ means: M has type σ, σ ∈ T cµ :
(const) c : ctype(c) for c ∈ C
(var) xσ : σ
(→ I) M : τ ⇒ λxσ.M : σ → τ
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(→ E) M : σ → τ, N : σ ⇒ MN : τ
(≈) M : σ, σ ≈ τ ⇒ M : τ
Terms are considered equal modulo α-conversion. We abbreviate λx.λy.M as λxy.M .
Often type superscripts of variables will be omitted. T is the set of all typed terms.
The type of a typed term is unique up to ≈, so the inference rules could be given for
type trees instead of types. Tσ is the set of all terms with type σ ∈ T cµ or with type
tree σ ∈ T∞. T cσ is the corresponding set of all closed terms. In the following chapters
terms will always be understood to be typed.
For every type σ we can define a fixed point combinator:
Yσ = λy
σ→σ.(λxµt.(t→σ).y(xx))(λxµt.(t→σ).y(xx)) : (σ → σ)→ σ
Remark: We have given a type system with rule (≈) instead of explicit conver-
sion operators between the types µt.σ and σ[µt.σ/t], called rep/abs, unfold/fold or
elim/intro in [Win93, Cos89, AC90, Gun92]. There are untyped terms that can be
typed in our system, but not in a system with explicit conversion, even with the intro-
duction of arbitrary rep/abs in the term. E.g. let M = Y (λfx.f) and N = Y (λfxy.f)
in (vM, vN). In this term, M and N must have the same type, which is impossible in
an abs/rep-system. In our system the types of M : µt.σ → t and N : µt.σ → σ → t
are equivalent. Moreover our type system with rule (≈) has principle type schemes.
A system with the weaker congruence ∼, as the smallest congruence (w.r.t. type con-
structors) such that µt.σ ∼ σ[µt.σ/t], lacks this property [CC90, CC91].
Our special set of constants consists of the following symbols for all types σ, τ, ̺:
0σ,τ : σ → (σ + τ), also called “inleft” in the literature
1σ,τ : τ → (σ + τ), also called “inright”
caseσ,τ,̺ : (σ + τ)→ (σ → ̺)→ (τ → ̺)→ ̺, sequential conditional
pcaseσ,τ,̺ : (σ + τ) → ̺ → ̺ → ̺, parallel conditional. Note the type different from
case’s type.
pairσ,τ : σ → τ → (σ × τ), pair x y is also written (x, y)
fstσ,τ : (σ × τ)→ σ
sndσ,τ : (σ × τ)→ τ
Ωσ : σ, the canonical undefined term of type σ. Ωσ has the same denotational
semantics as Yσ(λx
σ.x). There are no reduction rules for Ω.
We will frequently omit the type subscripts of the constants. The term rewriting
system will treat them as single symbols. Notice that we do not introduce these
operators by special term formation rules for the types σ + τ and σ × τ , as it is often
done, but as constants of higher order types that can be applied by normal application.
0, 1, pair are the constructors for building up the canonical terms of type σ + τ , σ × τ
respectively. case, pcase, fst, snd are the corresponding evaluators. We will usually
write 0 instead of 0Ω and 1 instead of 1Ω.
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We could also include in our calculus separated sum types with a different number
of components than two. A special case would be the type constructor lift with just one
type argument. It adds a new bottom element to the domain of the type. The constants
for this type constructor would be ℓσ : σ → (liftσ) and lcaseσ,τ : (liftσ)→ (σ → τ)→ τ ,
corresponding to 0 and case. We omit this type constructor as it can be treated
analogously to +.
Examples of common types and their canonical terms:
void ≈ µt.t has just one element, denoted by Ωvoid.
bool =def void+ void
Ω
0Ω 1Ω
bitstream =def µt.t+ t
Ω
0Ω 1Ω
0(0Ω) 0(1Ω) 1(0Ω) 1(1Ω)
nat =def µt.void+ t,
the lazy natural numbers:
Ω
0 ∼= 0Ω 1Ω
succ 0 ∼= 1(0Ω) 1(1Ω)
succ(succ 0) ∼= 1(1(0Ω)) 1(1(1Ω))
boollist =def µt.void+ (bool× t)
boollist is the type of lists of elements of bool,
e.g. 0void,bool×boollistΩvoid : boollist, simply written as 0 without type subscripts and un-
defined term Ω , the empty list,
e.g. 1void,bool×boollist(1void,voidΩvoid, 0void,bool×boollistΩvoid) : boollist, simply written as 1(1,0),
the list of one element 1.
Note that “infinitely branching” domains, like the flat domain of natural numbers
of PCF, cannot be defined in our type system because the type constructor of coalesced
sums is missing.
2.3 Reduction
We define a reduction relation→ on terms. It performs a one-step reduction of a single
redex in any context. It is the least relation satisfying:
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(β) the β-reduction rule:
(λx.M)N → M [x:=N ] for any terms M ,N and variable x, where M [x:=N ]
is the substitution of N for the free occurrences of x in M , with appropriate
renaming of bound variables of M ,
three context rules:
(app) M → M ′ =⇒MN →M ′N ,
N → N ′ =⇒ MN →MN ′,
(λ) M → M ′ =⇒ λx.M → λx.M ′,
and a set of applicative term rewriting rules for the constants, where the
variables x, y, z, w denote arbitrary terms:
(case0) case (0x) y z → y x
(case1) case (1x) y z → z x
(pair1) fst (pair x y) → x
(pair2) snd (pair x y) → y
(pcase0) pcase (0x) y z → y
(pcase1) pcase (1x) y z → z
(pcase00) pcaseσ,τ,̺0+̺1 x (0y) (0z) → 0 (pcaseσ,τ,̺0 x y z)
(pcase11) pcaseσ,τ,̺0+̺1 x (1y) (1z) → 1 (pcaseσ,τ,̺1 x y z)
(pcase××) pcaseσ,τ,̺1×̺2 x (y1, y2) (z1, z2) → (pcaseσ,τ,̺1 x y1 z1, pcaseσ,τ,̺2 x y2 z2)
(pcase→) (pcaseσ,τ,̺1→̺2 x y z) w → pcaseσ,τ,̺2 x (y w) (z w)
→∗ is the reflexive, transitive closure of →.
Note the order of parameters of case: y is the 0-part, z is the 1-part. The function-
ality of case permits the definition of the usual evaluators “outleft” and “outright”, so
that we need not introduce them with reduction rules:
out0σ,τ : (σ + τ)→ σ
out0 =def λx.case x (λy.y) Ω
out1σ,τ : (σ + τ)→ τ
out1 =def λx.case x Ω (λy.y)
pcase is not a sequential function, as it forces its three arguments to be reduced
in parallel. As soon as the “boolean value” of its first argument appears, a reduction
with rule (pcase0) or (pcase1) can be made. As soon as the second and the third
argument convey the same piece of information, namely a constructor 0, 1 or pair,
this piece of information can be drawn out of the pcase-expression according to rule
(pcase00), (pcase11) or (pcase××). If the second and the third argument are of func-
tional type, then the argument w of the pcase-expression can be drawn in according
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to rule (pcase→), so that (y w) and (z w) can deliver constructor information before
the evaluation of x is finished. Note that pcase appears on the right sides of its rules
(pcase00)–(pcase→). It performs a recursion on the type tree of its second and third
argument. We could think of a parallel conditional with the same type as case. But
for such a conditional it is more difficult to implement this recursion by rewrite rules;
in fact we would need conditioned rewrite rules with λ-abstractions and out0, out1 in
the right sides.
Proposition 2.5 Our reduction relation → fulfills the subject reduction property: If
M : σ and M →∗ N , then also N : σ.
Proof: The property can be checked for each reduction rule.
Theorem 2.6 (Confluence) → is confluent (Church-Rosser) on typed terms:
For any typed term M ∈ T with N ←∗ M →∗ P there is a term Q with N →∗ Q←∗ P .
(N,P,Q are also typed with equivalent types due to the subject reduction property.)
Note that the restriction of M to typed terms is essential, as can be seen with the
term pcase x (0y) (0z) w. This term is not typable, as (0y) is not of function type.
It reduces to pcase x (0y w) (0z w) by rule (pcase→), and to 0(pcase x y z) w by rule
(pcase00). This critical pair does not converge to a common reduct.
Proof: We will use the confluence theorem of [Mu¨l92]: For every left-linear, not
variable-applying ATRS (applicative term rewriting system) with reduction relation
→ and every →-closed set T of terms: If → is confluent on the applicative terms of T
then → is confluent on T . We explain the notions of this theorem in our context:
The applicative terms are the terms without any λ-abstraction, i.e. they are built
only from variables, constants and application. An ATRS is a set of pairs 〈L→R〉 of
applicative terms, where L is no variable and all variables of R appear in L, too. In
our case, the ATRS is the set of reduction rules (case0) . . . (pcase→). Together with
β-reduction and the context rules (app) and (λ) it determines the reduction relation
→ on terms of Λ. It is left-linear, i.e. every variable has at most one occurrence in each
left side of the rules. It is not variable-applying, i.e. no left side of any rule contains a
subterm of the form (xM), where x is a variable. In our case, T will be the set T of
typed terms. T is →-closed, i.e. for every M ∈ T the following hold:
1) M →M ′ ⇒M ′ ∈ T , the subject reduction property,
2) every subterm of M is in T ,
3) for every occurrence u of an abstraction in M , M/u = λ . . ., there is a variable x
not occurring in M with M [u← x] ∈ T .
We use the same notations for occurrences of subterms and replacement at an occur-
rence as [Hue80, Mu¨l92]. In condition 3 we chose a new variable of the appropriate
type.
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Now it remains to prove the confluence of → on the set A of applicative terms
of T , i.e. the confluence of the ATRS alone, without β-reduction. Our theorem, the
confluence of → on all terms of T , follows by the cited theorem.
From now on, → is the reduction relation on applicative terms of Λ. We will first
prove that → is locally confluent on A via convergence of critical pairs, then prove
that → is noetherian (terminating, strongly normalizing) and conclude the confluence
of → on A by Newman’s Lemma (Lemma 2.4 of [Hue80]). Local (or weak) confluence
of → on a set T of terms means: For any M ∈ T with N ← M → P there is a term
Q with N →∗ Q←∗ P .
Notice that the sufficient conditions for confluence in [Hue80] that check only con-
vergence of critical pairs, without termination, are not applicable here: Huet’s Lemma
3.3 is almost applicable (Corollary: Any left-linear parallel closed term rewriting sys-
tem is confluent), but it demands of the critical pair:
y w ← (pcase (0x) y z) w → pcase (0x) (y w) (z w) that there should be a parallel
reduction step: y w → pcase (0x) (y w) (z w). Note that the right term of a critical pair
is defined by a reduction at the root. The lemma demands a parallel reduction step
from the left to the right term, not an arbitrary reduction. But in our example there
is only a reduction in the opposite direction. [Toy88, Corollary 3.2] gives a sufficient
condition more general than Huet’s Lemma 3.3; it is also not applicable here by the
same reason.
For the proof of local confluence of → on A we will apply a generalized version
of Lemma 3.1 of [Hue80]: “For any term rewriting system R: The relation →R is
locally confluent iff for every critical pair (P,Q) of R we have P ↓ Q, i.e. P and Q
have a common reduct.” This lemma cannot be applied directly, as the non-typable,
non-convergent critical pair given before this proof shows us. It should state local
confluence on certain subsets of terms which resemble sets of well-typed terms, similar
to the →-closed sets of terms above. This leads us to:
Definition 2.7 A subset T of terms is called→R-complete for a term rewriting system
with reduction relation →R if for every M ∈ T the following hold:
1) M →R M
′ ⇒M ′ ∈ T ,
2) every subterm of M is in T ,
3) for every set of occurrences u1, . . . , un of the same subterm N in M , i.e. M/ui = N
for all i, there is a variable x not occurring in M with M [u1 ← x] . . . [un ← x] ∈ T .
Let us recall the definition of critical pairs of a term rewriting system.
Definition 2.8 Let 〈S→T 〉,〈L→R〉 be two rules whose variables are renamed such
that L and S have disjoint variable sets. Let u be an occurrence in L such that L/u is
no variable and L/u and S are unifiable with substitution µ as the most general unifier.
The superposition of 〈S→T 〉 on 〈L→R〉 in u determines the critical pair (P,Q) defined
by P = (µL)[u ← µT ], Q = µR. It is P ← µL → Q. We call µL an overlap of the
critical pair (P,Q).
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Our generalization of Huet’s Lemma 3.1 is now:
Lemma 2.9 For any term rewriting system R and →R-complete subset T of terms:
The reduction relation →R is locally confluent on T iff for every critical pair (P,Q) of
R with an overlap in T we have P ↓ Q.
Proof: (sketch) The proof is essentially the proof of Lemma 3.1 in [Hue80]. The “only
if” part is trivial again. For the “if” part we add the assumption M ∈ T . Case 1
(disjoint redexes) and case 2a (prefix redexes that do not overlap) are the same as
in [Hue80]. Case 2b deals with overlapping redexes: An overlap of the critical pair
is obtained from the subterm M/u1 by replacing some subterms by variables. It is
M/u1 ∈ T according to condition 2 of→R-completeness. The replacement of subterms
by variables is possible according to condition 3 of→R-completeness, so that the overlap
is in T . Thus P ↓ Q by hypothesis, and the proof proceeds as in [Hue80].
We use the lemma to show local confluence of → on A. A is →-complete. Eight
critical pairs with an overlap in A remain to be checked for convergence:
(0y)← pcase (0x) (0y) (0z) → 0(pcase (0x) y z)
(1y)← pcase (0x) (1y) (1z) → 1(pcase (0x) y z)
(0z)← pcase (1x) (0y) (0z) → 0(pcase (1x) y z)
(1z)← pcase (1x) (1y) (1z) → 1(pcase (1x) y z)
(y1, y2)← pcase (0x) (y1, y2) (z1, z2) → (pcase (0x) y1 z1, pcase (0x) y2 z2)
(z1, z2)← pcase (1x) (y1, y2) (z1, z2) → (pcase (1x) y1 z1, pcase (1x) y2 z2)
y w ← pcase (0x) y z w → pcase (0x) (y w) (z w)
z w ← pcase (1x) y z w → pcase (1x) (y w) (z w)
We prove now that→ is noetherian on applicative terms. (This will also be used in
the proof of Lemma 5.3.) We define a mapping ϕ from applicative terms to {2, 3, . . .}
inductively by the following equations:
ϕM = 2, if M is a variable or a constant
ϕ(0M) = 2 · ϕM
ϕ(1M) = 2 · ϕM
ϕ(pcaseM) = 2 · ϕM
ϕ(pcaseMN) = 2 · ϕM · ϕN
ϕ(pcaseMNP ) = 2 · ϕM · ϕN · ϕP
ϕ(pairM) = 2 + ϕM
ϕ(pairMN) = 2 + ϕM + ϕN
ϕ(MN) = (ϕM)ϕN , for all other applications MN
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By simple computations we show for every reduction rule 〈L→R〉 that ϕL > ϕR,
where variables of the rule stand for arbitrary terms. The two interesting rules are:
(pcase××) pcase x (pair y1 y2) (pair z1 z2) → pair (pcase x y1 z1) (pcase x y2 z2)
ϕL = 2 · ϕx · (2 + ϕy1 + ϕy2) · (2 + ϕz1 + ϕz2)
ϕR = 2 + 2 · ϕx · ϕy1 · ϕz1 + 2 · ϕx · ϕy2 · ϕz2
(pcase→) (pcase x y z) w → pcase x (y w) (z w)
ϕL = 2ϕw · (ϕx)ϕw · (ϕy)ϕw · (ϕz)ϕw
ϕR = 2 · ϕx · ϕ(y w) · ϕ(z w)
For the last rule (and some other) we need the fact that (ϕM)ϕN ≥ ϕ(MN) for all
terms M,N , which we prove by a case analysis over the term M .
It remains to show that a reduction at any position decreases the ϕ-value of a term.
We prove that
ϕN > ϕN ′ ⇒ ϕ(MN) > ϕ(MN ′)
and that
ϕM > ϕM ′ and M →M ′ ⇒ ϕ(MN) > ϕ(M ′N)
for all terms M,N,M ′, N ′ by a case analysis over M .
We have now proved that M → N ⇒ ϕM > ϕN . Thus there are no infinite
reduction chains. From this and the local confluence of → on A follows by Newman’s
Lemma the confluence of → on A. As explained above, the confluence of → on all
typed terms follows from the theorem of [Mu¨l92].
3 Prime systems
We introduce prime systems as concrete representations of domains, together with
operations on them corresponding to the type constructors +,×,→. The results of
this chapter are taken from [LW91] , where they were given for the more general
information systems.
Definition 3.1 A prime system A = (A, ↑,≤) consists of
a set A (the primes, denoted by a, b, c),
a reflexive and symmetric binary relation ↑ on A (the consistency),
and a partial order ≤ on A (the entailment),
such that for all a, b, c ∈ A: If a ↑ b and c ≤ b, then a ↑ c.
PSys is the class of all prime systems.
Prime systems were first introduced in [NPW81] under the name “event structures”,
where the elements of A were interpreted as events of a computation process. (Instead
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of consistency there was the dual conflict relation.) Here we chose a different name
because we do not interpret the elements of A as events, but as pieces of information,
as in information systems. A prime is an elementary, indivisible piece of information
about data elements. The relation a ≤ b means that whenever b is valid of an element,
then so is a. a ↑ b means that both primes a and b may be valid of an element.
Every prime system determines an information system in the sense of [LW91]: The
set of tokens is A. A finite subset X of A is consistent (X ∈ Con) iff for all a, b ∈ X ,
a ↑ b. For X ∈ Con and a ∈ A we define X ⊢ a iff ∃b ∈ X. a ≤ b. We use the simpler
prime systems instead of information systems as they are just suited for our data types.
Definition 3.2 The elements of a prime system A = (A, ↑,≤) are the subsets d ⊆ A
that are downward closed: a ≤ b ∧ b ∈ d ⇒ a ∈ d, and consistent: a ↑ b for all
a, b ∈ d.
|A| is the set of elements of A. We call |A|, ordered by ⊆, the domain of A. The
least element ∅ is also denoted by ⊥.
For X ⊆ A we write X↓ = {a ∈ A | ∃b ∈ X. a ≤ b}, also a↓ for {a}↓. The finite
elements of A are defined as the elements of the form X↓ for finite X ⊆ A.
We will give the characterization of the domains of prime systems from [NPW81].
First some domain theoretic definitions.
Definition 3.3 Let (D,⊑) be a partial order. A subset of D is pairwise consistent iff
any two of its elements have an upper bound in D. (D,⊑) is coherent iff every pairwise
consistent subset of D has a lub.
p ∈ D is a complete prime iff for every S ⊆ D, if the lub
⊔
S exists and p ⊑
⊔
S,
then there is d ∈ S with p ⊑ d.
(D,⊑) is prime algebraic iff for every d ∈ D the set {p ⊑ d |p is a complete prime} has
d as its lub.
Theorem 3.4 [NPW81] Let A = (A, ↑,≤) be a prime system. Then (|A|,⊆) is a
prime algebraic coherent partial order. Its complete primes are the elements a↓ for
a ∈ A.
It follows that (|A|,⊆) is also an algebraic cpo. Its isolated (or finite, compact) elements
are the finite elements defined above.
Conversely, let (D,⊑) be a prime algebraic coherent partial order. Let P be the
set of complete primes of D, and a ↑ b iff a, b ∈ P have an upper bound. Then
P = (P, ↑,⊑) is a prime system with (|P|,⊆) isomorphic to (D,⊑).
This theorem explains our name for “primes”. From this characterization we only
need the fact that the domain of a prime system is a cpo, i.e. has lubs of directed
subsets. These lubs are the set unions of the elements.
As in [LW91] we define a complete partial order on the class of prime systems and
continuous operations on prime systems.
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Definition 3.5 Let A = (A, ↑A,≤A) and B = (B, ↑B,≤B) be prime systems. We
define A✂ B iff A ⊆ B and for all a, b ∈ A: a ↑A b ⇔ a ↑B b and a ≤A b ⇔ a ≤B b.
A✂B means that A is a subsystem of B: A ⊆ B and ↑A,≤A are the restrictions of
↑B,≤B on A. If A✂ B and A = B, then A = B.
Theorem 3.6 ✂ is a partial order with ⊥ = (∅, ∅, ∅) as least element. If A0✂A1✂ . . .
is an ω-chain of prime systems Ai = (Ai, ↑i,≤i), then
⋃
i
Ai = (
⋃
i
Ai,
⋃
i
↑i,
⋃
i
≤i)
is the lub of the chain.
Proof: Clearly ✂ is a partial order, ⊥ is the least element.
Now for the chain Ai let A = (A, ↑,≤) = (
⋃
iAi,
⋃
i ↑i,
⋃
i ≤i) .
A is an upper bound of the chain: Ai ⊆ A for all i. Let a, b ∈ Ai. If a ↑i b, then
a ↑ b. Conversely, if a ↑ b, then a, b ∈ Aj and a ↑j b for some j. If j ≤ i, then
Aj ✂ Ai; if i ≤ j, then Ai ✂ Aj . In either case follows a ↑i b. Analogously we show
a ≤i b ⇔ a ≤ b.
A is the least upper bound of the chain: Let B = (B, ↑B,≤B) be an upper bound
of the chain. Then A =
⋃
iAi ⊆ B. Let a, b ∈ A. Then a, b ∈ Ai for some i. We have
a ↑ b ⇔ a ↑i b ⇔ a ↑B b and a ≤ b ⇔ a ≤i b ⇔ a ≤B b.
We extend ✂ to n-tuples of prime systems.
Definition 3.7 For n ≥ 1, PSysn are all n-tuples (A1, . . . ,An) of prime systems. We
define
(A1, . . . ,An)✂ (B1, . . . ,Bn) ⇔ A1 ✂ B1 ∧ . . . ∧ An ✂ Bn.
.
Proposition 3.8 ✂ is a partial order on PSysn with (⊥, . . . ,⊥) as least element. All
increasing ω-chains in (PSysn,✂) have a least upper bound taken coordinate-wise.
Definition 3.9 Let F : PSysn → PSys be an operation on prime systems.
F is called monotonic iff A✂ B ⇒ F (A)✂ F (B) for all A,B ∈ PSysn.
F is called continuous iff it is monotonic and for any ω-chain of prime systems A0 ✂
A1 ✂ . . . in PSys
n, F (
⋃
iAi) =
⋃
i F (Ai). (Since F is monotonic, F (Ai), i ≥ 0, is an
ascending chain and
⋃
i F (Ai) exists.)
Proposition 3.10 F : PSysn → PSys is monotonic (continuous) iff it is monotonic
(continuous) in each argument separately (i.e. considered as a function in any of its
arguments, holding the others fixed).
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Thus to show that an operation is monotonic or continuous we have to show that
some unary operations are monotonic or continuous. The following lemma will help in
these proofs.
Definition 3.11 F : PSys→ PSys is continuous on prime sets iff for any ω-chain of
prime systems A0 ✂A1 ✂ . . . each prime of F (
⋃
iAi) is a prime of
⋃
i F (Ai).
Lemma 3.12 F : PSys→ PSys is continuous iff F is monotonic and continuous on
prime sets.
Proof: The “only if” part is obvious.
“if”: Let A0 ✂A1 ✂ . . . be an ω-chain of prime systems. From Ai ✂
⋃
iAi and mono-
tonicity follows F (Ai)✂ F (
⋃
iAi). Then
⋃
i F (Ai)✂ F (
⋃
iAi). As F is continuous on
prime sets, the primes of
⋃
i F (Ai) are the same as those of F (
⋃
iAi). Therefore they
are the same prime systems.
Operations on prime systems
We give continuous operations on prime systems corresponding to our syntactic type
constructors void,+,×,→.
Corresponding to void is the prime system ⊥ = (∅, ∅, ∅). It has the only element ∅ = ⊥.
Separated sum +
Definition 3.13 Let A0 = (A0, ↑0,≤0) and A1 = (A1, ↑1,≤1) be prime systems. De-
fine A0 +A1 = (B, ↑,≤) by
B = B0 ∪B1
where B0 = {0} ∪ ({0} ×A0) and B1 = {1} ∪ ({1} × A1),
a ↑ b ⇔ (a, b ∈ B0 and if a = (0, a0), b = (0, b0), then a0 ↑0 b0)
or (a, b ∈ B1 and if a = (1, a1), b = (1, b1), then a1 ↑1 b1),
a ≤ b ⇔ a = 0, b ∈ B0
or a = 1, b ∈ B1
or a = (0, a0), b = (0, b0), a0 ≤0 b0
or a = (1, a1), b = (1, b1), a1 ≤1 b1.
Proposition 3.14 A0 +A1 is a prime system. Its domain is
|A0 +A1| = {∅} ∪ {{0} ∪ ({0} × d) | d ∈ |A0|} ∪ {{1} ∪ ({1} × d) | d ∈ |A1|}.
We abbreviate the element {0} as 0 and {1} as 1.
Theorem 3.15 + is continuous on (PSys,✂).
Proof: It is easy to show that + is continuous in its first and second argument, using
Lemma 3.12.
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Product ×
Definition 3.16 Let A0 = (A0, ↑0,≤0) and A1 = (A1, ↑1,≤1) be prime systems. De-
fine A0 ×A1 = (B, ↑,≤) by
B = ({0} ×A0) ∪ ({1} × A1),
a ↑ b ⇔ a = (0, a0), b = (0, b0), a0 ↑0 b0
or a = (1, a1), b = (1, b1), a1 ↑1 b1
or a = (0, a0), b = (1, b1)
or a = (1, a1), b = (0, b0),
a ≤ b ⇔ a = (0, a0), b = (0, b0), a0 ≤0 b0
or a = (1, a1), b = (1, b1), a1 ≤1 b1.
Proposition 3.17 A0 ×A1 is a prime system. Its domain is
|A0 ×A1| = {({0} × d) ∪ ({1} × e) | d ∈ |A0| ∧ e ∈ |A1|}
Theorem 3.18 × is continuous on (PSys,✂).
Proof: It is easy to show that × is continuous in its first and second argument, using
Lemma 3.12.
Function space →
Definition 3.19 Let A = (A, ↑A,≤A) and B = (B, ↑B,≤B) be prime systems. (We
leave out the indexes in the following.)
We define A → B = (C, ↑,≤):
C = A × B, where A is the set of all finite subsets of A that are pairwise consistent
and incomparable, A = {X ⊆ A |X finite and ∀a, b ∈ X. a ↑ b ∧ (a ≤ b ⇒ a = b)}.
Let (X, a), (Y, b) ∈ C.
(X, a) ↑ (Y, b) ⇔ (X ↑ Y ⇒ a ↑ b),
where X ↑ Y ⇔ ∀a ∈ X, b ∈ Y. a ↑ b.
(X, a) ≤ (Y, b) ⇔ Y ≤ X and a ≤ b,
where Y ≤ X ⇔ Y ⊆ X↓, i.e. ∀a ∈ Y. ∃b ∈ X. a ≤ b.
Proposition 3.20 A → B is a prime system.
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Proof:
↑ is reflexive and symmetric. ≤ is reflexive.
≤ is antisymmetric:
Let (X, a) ≤ (Y, b) and (Y, b) ≤ (X, a). We show (X, a) = (Y, b).
We have a ≤ b and b ≤ a, so a = b.
From X ≤ Y and Y ≤ X we conclude X ⊆ Y :
Let x ∈ X . There is y ∈ Y with x ≤ y, and x′ ∈ X with y ≤ x′. So x ≤ x′, and x = x′
by the condition on X . Hence x = y ∈ Y .
Similarly we conclude Y ⊆ X .
≤ is transitive:
Let (X, a) ≤ (Y, b) ≤ (Z, c). We show (X, a) ≤ (Z, c).
We have a ≤ b ≤ c, so a ≤ c. From Z ≤ Y ≤ X we conclude Z ≤ X :
Let z ∈ Z. There is y ∈ Y with z ≤ y, and x ∈ X with y ≤ x.
It remains to show: If (X, a) ↑ (Y, b) and (Z, c) ≤ (Y, b), then (X, a) ↑ (Z, c).
Suppose X ↑ Z. Then X ↑ Y : Let x ∈ X, y ∈ Y . Y ≤ Z, therefore ∃z ∈ Z. y ≤ z. It
is x ↑ z, hence x ↑ y.
We get a ↑ b and c ≤ b, therefore a ↑ c.
The elements of A → B correspond to the continuous functions from domain |A|
to |B|.
Proposition 3.21 Let r ∈ |A → B|. Then |r| : |A| → |B| given by
|r|(d) = {a | ∃X ⊆ d. (X, a) ∈ r} for d ∈ |A|
is a continuous function from the domain |A| to |B|.
Proof: We show |r|(d) ∈ |B|.
|r|(d) is consistent: Let a, b ∈ |r|(d). There is X ⊆ d with (X, a) ∈ r and Y ⊆ d with
(Y, b) ∈ r. As (X, a) ↑ (Y, b) and X ↑ Y , we conclude a ↑ b.
|r|(d) is downward closed: Let b ∈ |r|(d) and a ≤ b. There is Y ⊆ d with (Y, b) ∈ r. It
is (Y, a) ≤ (Y, b), so (Y, a) ∈ r and a ∈ |r|(d).
|r| is monotonic, obviously.
|r| is continuous: Let D be a directed subset of |A|.
⋃
d∈D
|r|(d) = {a | ∃d ∈ D. ∃X ⊆ d. (X, a) ∈ r}
= {a | ∃X ⊆
⋃
D. (X, a) ∈ r}, because the X are finite
= |r|(
⋃
D)
For cpos (D,⊆) and (E,⊆), let ([D → E],⊆) be the cpo of continuous functions
from D to E, ordered pointwise by ⊆. We will also write f : D → E for f ∈ [D → E],
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and f : D → E → F for f ∈ [D → [E → F ]]. For f : D → E and d ∈ D we will
usually write f d instead of f(d), as in the syntax of the lambda calculus. Here also
application is associated to the left, i.e. f d e = (f d) e. We will frequently write r d
instead of |r|(d). It is clear from the context that the function between domains is
meant.
Proposition 3.22 Let f : |A| → |B| be monotonic and A be the set of primes of A.
Then the prime set of f ,
Pr(f) = {(X, a) |X ∈ A ∧ a ∈ f(X↓)},
is an element of |A → B|.
Proof:
Pr(f) is consistent: Let (X, a), (Y, b) ∈ Pr(f) and assume X ↑ Y . Then (X∪Y )↓∈ |A|.
As a ∈ f(X ↓) and b ∈ f(Y ↓), we have a, b ∈ f((X ∪ Y )↓), by monotonicity of f .
Therefore a ↑ b.
Pr(f) is downward closed: Let (X, a) and (Y, b) be primes of A → B, (Y, b) ∈ Pr(f)
and (X, a) ≤ (Y, b). From Y ≤ X follows Y ↓⊆ X↓. Then b ∈ f(X↓), as b ∈ f(Y ↓) and
f is monotonic. As a ≤ b, also a ∈ f(X↓) and (X, a) ∈ Pr(f).
Theorem 3.23 For all prime systems A,B the map
|.| : (|A → B|,⊆)→ ([|A| → |B|],⊆)
is an isomorphism of cpos. The map Pr is its inverse.
Therefore the complete primes and isolated elements of [|A| → |B|] are the images
under |.| of the corresponding elements of |A → B|.
Proof: We show that for all r ∈ |A → B|, Pr(|r|) = r:
(X, a) ∈ Pr(|r|) ⇔ a ∈ |r|(X↓)
⇔ ∃Y ⊆ X↓ . (Y, a) ∈ r
⇔ (X, a) ∈ r, because (X, a) ≤ (Y, a) and r is downward closed
We show that for all f ∈ [|A| → |B|], |Pr(f)| = f :
Let A,B be the set of primes of A and B, resp. Let d ∈ |A| and a ∈ B.
a ∈ |Pr(f)|(d) ⇔ ∃X ⊆ d. X ∈ A ∧ (X, a) ∈ Pr(f)
⇔ ∃X ⊆ d. X ∈ A ∧ a ∈ f(X↓)
⇔ a ∈ f(d)
We prove the last equivalence:
⇒ : X↓⊆ d and f is monotonic.
3 PRIME SYSTEMS 20
⇐ : Let D = {Y ↓ | Y finite and Y ⊆ d}. D is a directed set in |A|.
⋃
D = d. Since f
is continuous, there is some finite Y with Y ⊆ d and a ∈ f(Y ↓). Let X be the set of
maximal primes of Y . We get X ⊆ d, X ∈ A, Y ↓= X↓ and a ∈ f(X↓).
So the map |.| is one-to-one, Pr is its inverse. It remains to show that |.| and Pr
respect the partial order ⊆:
For all r, s ∈ |A → B| : r ⊆ s ⇔ ∀d ∈ |A|. |r|(d) ⊆ |s|(d)
⇒ is obvious.
⇐ : Let (X, a) ∈ r. Then a ∈ |r|(X ↓). As a ∈ |s|(X ↓), there is Y ⊆ X ↓ with
(Y, a) ∈ s. As Y ≤ X , also (X, a) ∈ s.
Theorem 3.24 → is continuous on (PSys,✂).
Proof:
1) → is monotonic in its first argument:
Let A0 = (A0, ↑0,≤0) ✂ A
′
0 = (A
′
0, ↑
′
0,≤
′
0), A1 = (A1, ↑1,≤1) be prime systems and
A0 → A1 = (B, ↑,≤), A
′
0 → A1 = (B
′, ↑′,≤′).
We have to prove: A0 → A1 ✂A
′
0 → A1.
First we show: B = A0 × A1 ⊆ A′0 × A1 = B
′.
Let X ∈ A0. For all a, b ∈ X : a ↑′0 b and (a ≤
′
0 b ⇒ a = b). Therefore X ∈ A
′
0.
Now let (X, a), (Y, b) ∈ B.
(X, a) ↑ (Y, b) ⇔ (X ↑0 Y ⇒ a ↑1 b)
⇔ (X ↑′0 Y ⇒ a ↑1 b)
⇔ (X, a) ↑′ (Y, b)
(X, a) ≤ (Y, b) ⇔ Y ≤0 X and a ≤1 b
⇔ Y ≤′0 X and a ≤1 b
⇔ (X, a) ≤′ (Y, b)
2) → is continuous on prime sets in its first argument:
Let A0 ✂A1 ✂ . . . be an ω-chain of prime systems with Ai = (Ai, ↑i,≤i), and B be a
prime system.
Let (X, b) be a prime of (
⋃
iAi) → B. Then X ∈
⋃
iAi. Since X is finite, X ⊆ An
for some n. For all a, c ∈ X , a ↑n c and (a ≤n c ⇒ a = c), because An ✂
⋃
iAi. So
X ∈ An and (X, b) is a prime of
⋃
i(Ai → B).
3) → is monotonic in its second argument:
Let A0 = (A0, ↑0,≤0), A1 = (A1, ↑1,≤1) ✂ A
′
1 = (A
′
1, ↑
′
1,≤
′
1) be prime systems and
A0 → A1 = (B, ↑,≤), A0 → A
′
1 = (B
′, ↑′,≤′). We have to show: A0 → A1✂A0 → A
′
1.
B = A0 × A1 ⊆ A0 × A
′
1 = B
′.
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Now let (X, a), (Y, b) ∈ B.
(X, a) ↑ (Y, b) ⇔ (X ↑0 Y ⇒ a ↑1 b)
⇔ (X ↑0 Y ⇒ a ↑
′
1 b)
⇔ (X, a) ↑′ (Y, b)
(X, a) ≤ (Y, b) ⇔ Y ≤0 X and a ≤1 b
⇔ Y ≤0 X and a ≤
′
1 b
⇔ (X, a) ≤′ (Y, b)
4) → is continuous on prime sets in its second argument:
Let A0✂A1✂ . . . be an ω-chain of prime systems with Ai = (Ai, ↑i,≤i), and B = (B, ↑
,≤) be a prime system.
The set of primes of B → (
⋃
iAi) is B × (
⋃
iAi) =
⋃
i(B × Ai), the set of primes of⋃
i(B → Ai).
4 Denotational semantics
4.1 Semantics of types
We give a semantic interpretation of the type trees of T∞ as prime systems. So we do
not solve recursive domain equations directly, but define the semantics of a recursive
type τ ∈ T cµ by the semantics of its unfolding τ
∗.
Definition 4.1 The sequence of maps Pn : T∞ → PSys, n ≥ 0, is defined inductively
by:
P0(σ) = ⊥ for all σ ∈ T∞,
Pn+1(void) = ⊥,
Pn+1(σ @ τ) = Pn(σ) @ Pn(τ) for @ ∈ {+,×,→} and σ, τ ∈ T∞.
Define Pi(σ) as the prime set of Pi(σ).
Proposition 4.2 For all σ ∈ T∞, n ≥ 0: Pn(σ)✂ Pn+1(σ).
(This proposition depends only on the monotonicity of the operations +,×,→ on prime
systems.)
Proof: by induction on n. Trivial for n = 0.
Now assume that for some n ≥ 0: ∀σ ∈ T∞. Pn(σ)✂ Pn+1(σ).
We prove Pn+1(σ)✂ Pn+2(σ) for all cases of σ:
Pn+1(void) = ⊥✂ Pn+2(void).
Pn+1(σ @ τ) = Pn(σ) @ Pn(τ)✂Pn+1(σ) @ Pn+1(τ) = Pn+2(σ @ τ) for @∈ {+,×,→}.
This permits to give the semantics of type trees:
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Definition 4.3 Define the map P : T∞ → PSys by P(σ) =
⋃
i Pi(σ).
P (σ) is the set of primes of P(σ).
Proposition 4.4
P(void) = ⊥
P(σ @ τ) = P(σ) @ P(τ) for @ ∈ {+,×,→} and σ, τ ∈ T∞
(This proposition depends on the continuity of the operations +,×,→ on prime sys-
tems.)
Proof: Clearly P(void) = ⊥.
P(σ @ τ) =
⋃
i
(Pi+1(σ @ τ))
=
⋃
i
(Pi(σ) @ Pi(τ))
= (
⋃
i
Pi(σ)) @ (
⋃
i
Pi(τ))
= P(σ) @ P(τ).
Definition 4.5 The domain for a type tree σ ∈ T∞ is Dσ = |P(σ)|,
the domain for a type σ ∈ T cµ is Dσ = |P(σ
∗)|.
For d ∈ Dσ, σ ∈ T∞, we define the n-th projection of d as d|n = d ∩ Pn(σ).
Note that the primes of P(σ) are expressions of finite size and therefore structural
induction may be applied to them. More precisely: For a prime a ∈ P (σ) let level(a)
be the least i such that a ∈ Pi(σ).
If (0, a) ∈ P (σ + τ), then a ∈ P (σ) and level(a) < level(0, a).
If (1, a) ∈ P (σ + τ), then a ∈ P (τ) and level(a) < level(1, a).
The same holds for σ × τ instead of σ + τ .
If (X, a) ∈ P (σ → τ), then for all x ∈ X : x ∈ P (σ) and level(x) < level(X, a), and
a ∈ P (τ) and level(a) < level(X, a).
Therefore definitions and proofs for primes may be given by induction on their parts
with smaller level.
4.2 Semantics of terms
We will define the semantics function S for terms. As usual we need environments:
Let V =
⋃
τ∈T cµ
V τ be the set of all term variables of any type. An environment is a
function ε : V →
⋃
σ∈T cµ
Dσ such that ε(x
σ) ∈ Dσ for all xσ ∈ V . Env is the set of all
environments. It is a cpo under the pointwise order ⊆. Its least element is denoted by
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⊥, ⊥(x) = ⊥ for all x. For any environment ε, ε[x 7→ d] is the environment ε′ with
ε′(x) = d and ε′(y) = ε(y) for y 6= x.
For every constant c we will give a continuous function on domains. This function
is then transformed by Pr into an element of the prime system corresponding to the
type of c. We need versions of Pr for functions with 2 and 3 arguments:
Let f : |A| → (|B| → |C|) be continuous for prime systems A,B, C. Define Pr2(f) ∈
|A → (B → C)| by Pr2(f) = Pr(Pr ◦ f), where (f ◦ g)x = f(g(x)). Note that Pr ◦ f
is continuous since Pr is continuous as an order isomorphism. It is (Pr2(f)) a b =
|(|Pr2(f)| a)| b = f a b.
Let f : |A| → (|B| → (|C| → |D|)) be continuous for prime systems A,B, C,D.
Define Pr3(f) ∈ |A → (B → (C → D))| by Pr3(f) = Pr(Pr2 ◦ f). Note that Pr2 ◦ f is
continuous as Pr2 is continuous. It is (Pr3(f)) a b c = |(|(|Pr3(f)| a)| b)| c = f a b c.
Definition 4.6 We define the semantics function S : T → (Env →
⋃
σ∈T cµ
Dσ) by
structural induction on the term argument. We write S[[M ]] and S[[M ]]ε, for M ∈ T ,
ε ∈ Env. It is S[[M ]] ∈ [Env→ Dσ] for M : σ, see the following proposition.
S[[0σ,τ ]]ε = Pr(0), with 0 : Dσ → Dσ+τ
0d = {0} ∪ ({0} × d)
S[[1σ,τ ]]ε = Pr(1), with 1 : Dτ → Dσ+τ
1d = {1} ∪ ({1} × d)
S[[caseσ,τ̺]]ε = Pr3(case), with case : Dσ+τ → Dσ→̺ → Dτ→̺ → D̺
case d f g =


⊥, if d = ⊥
|f |e, if d = 0e
|g|e, if d = 1e
S[[pcaseσ,τ,̺]]ε = Pr3(pcase), with pcase : Dσ+τ → D̺ → D̺ → D̺
pcase a b c =


b ∩ c, if a = ⊥
b, if a = 0a′
c, if a = 1a′
S[[pairσ,τ ]]ε = Pr2(pair), with pair : Dσ → Dτ → Dσ×τ
pair d e = ({0} × d) ∪ ({1} × e)
S[[fstσ,τ ]]ε = Pr(fst), with fst : Dσ×τ → Dσ
fst (pair d e) = d
S[[sndσ,τ ]]ε = Pr(snd), with snd : Dσ×τ → Dτ
snd (pair d e) = e
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S[[Ωσ ]]ε = ⊥
S[[x]]ε = ε(x)
S[[λxσ .M ]]ε = Pr(d ∈ Dσ 7→ S[[M ]](ε[x 7→ d])),
where (d ∈ D 7→ exp) denotes the function
that maps each d ∈ D to exp
S[[MN ]]ε = |S[[M ]]ε| (S[[N ]]ε)
Proposition 4.7 For all terms M : ψ, S[[M ]] ∈ [Env→ Dψ].
Proof: by structural induction on M .
• Let M be a constant:
It is easy to check that the given function on domains is continuous and that the
semantics of M is in the appropriate domain. We show this only for M = pcaseσ,τ̺:
pcase is monotonic (and continuous) in its first argument, since b ∩ c ⊆ b and
b ∩ c ⊆ c. pcase is continuous in its second (third) argument: This is clear for the
cases a = 0a′ and a = 1a′. In the case a = ⊥ it follows from the continuity of ∩. Now
pcase : Dσ+τ → D̺ → D̺ → D̺ is continuous, therefore
S[[pcaseσ,τ,̺]]ε = Pr3(pcase) ∈ |P((σ + τ)
∗)→ P(̺∗)→ P(̺∗)→ P(̺∗)|
= D(σ+τ)→̺→̺→̺.
If pcaseσ,τ,̺ : ψ, then ψ ≈ (σ + τ)→ ̺→ ̺, and S[[pcaseσ,τ,̺]] ∈ [Env→ Dψ].
• Let M = xσ:
S[[xσ ]] = (ε 7→ ε(xσ)) : Env→ Dσ is continuous.
• Let M = λxσ.N : σ → τ :
Then N : τ , and S[[N ]] ∈ [Env → Dτ ] follows by induction hypothesis. Let ε ∈ Env
and f = (d ∈ Dσ 7→ S[[N ]](ε[x 7→ d])). f is continuous, because ε[x 7→ .] and S[[N ]] are
continuous. So f ∈ [Dσ → Dτ ], and
S[[λx.N ]]ε = Pr(f) ∈ |P(σ∗)→ P(τ ∗)| = Dσ→τ .
It remains to show that S[[λx.N ]] is continuous.
It is monotonic: Let ε, ε′ ∈ Env and ε ⊆ ε′. Then
S[[λx.N ]]ε = Pr(d ∈ Dσ 7→ S[[N ]](ε[x 7→ d]))
⊆ Pr(d ∈ Dσ 7→ S[[N ]](ε
′[x 7→ d])), as S[[N ]] and Pr are monotonic
= S[[λx.N ]]ε′
Let E be a directed set of environments.
S[[λx.N ]](
⋃
ε∈E
ε) = Pr(d ∈ Dσ 7→ S[[N ]]((
⋃
ε∈E
ε)[x 7→ d]))
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= Pr(d ∈ Dσ 7→ S[[N ]](
⋃
ε∈E
(ε[x 7→ d])))
= Pr(d ∈ Dσ 7→
⋃
ε∈E
S[[N ]](ε[x 7→ d])), as S[[N ]] is continuous
=
⋃
ε∈E
Pr(d ∈ Dσ 7→ S[[N ]](ε[x 7→ d])), as Pr is continuous
=
⋃
ε∈E
S[[λx.N ]]ε
• Let M = NP , N : σ → τ , P : σ:
By induction hypothesis we have S[[N ]] ∈ [Env→ Dσ→τ ] and S[[P ]] ∈ [Env→ Dσ]. Let
ε ∈ Env. Then |S[[N ]]ε| ∈ Dσ → Dτ and S[[P ]]ε ∈ Dσ, hence S[[NP ]]ε ∈ Dτ . S[[NP ]]
is continuous because S[[N ]], S[[P ]] and |.| are continuous. So we get S[[NP ]] ∈ [Env→
Dτ ].
4.3 Soundness of the semantics
We show that reduction does not change the semantics of terms. First we prove the
Substitution Lemma.
Lemma 4.8 (Substitution Lemma)
S[[M [x:=N ]]]ε = S[[M ]](ε[x 7→ S[[N ]]ε]),
for all appropriately typed terms M,N , and all ε ∈ Env.
Proof: by induction on the structure of M , see Lemma 2.12 of [Gun92].
Theorem 4.9 (Soundness) If M,N ∈ T and M →∗ N , then S[[M ]] = S[[N ]].
Proof: It is clear that the semantics of a term is not changed by replacing a subterm
by a term with the same semantics. We have the properties:
S[[M ]] = S[[M ′]] ⇒ S[[MN ]] = S[[M ′N ]]
S[[N ]] = S[[N ′]] ⇒ S[[MN ]] = S[[MN ′]]
S[[M ]] = S[[M ′]] ⇒ S[[λx.M ]] = S[[λx.M ′]]
So if S[[M ]] = S[[M ′]], then S[[C[M ]]] = S[[C[M ′]]] for any context C[ ].
It can be easily checked that each reduction rule does not change the semantics. For
the β-rule this follows from the Substitution Lemma.
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5 Approximation Theorem
For every term M we will define a set A(M) of normal forms that approximate the
reducts of M . A(M) can be seen as the syntactic value of M or the Bo¨hm tree of
M . We will prove the Approximation Theorem: S[[M ]]ε =
⋃
A∈A(M) S[[A]]ε. Thus the
semantics of M is entirely determined by the normal form approximations of M .
There are three methods in the literature to prove the Approximation Theorem:
[Ber79, Th. 3.1.12] proves it for PCF and [Wad78] for the untyped lambda calculus,
both with the aid of a labelled λ-calculus. [MP87] proves it for the untyped λ-calculus
by two other methods: by an intermediate semantics and by inclusive predicates. We
will give an inclusive predicate proof, modified for the recursively typed λ-calculus and
prime systems.
First we use the constant Ω to define the usual Ω-prefix partial order on terms:
Definition 5.1 For every σ ∈ T∞, ≺ is the least relation on Tσ satisfying:
Ω ≺ M for every M ∈ Tσ,
x ≺ x for every variable or constant x,
M ≺M ′ ⇒ λx.M ≺ λx.M ′,
M ≺M ′ ∧ N ≺ N ′ ⇒ MN ≺ M ′N ′.
If M,N ∈ Tσ have an upper bound under ≺, then M ⊔N is defined as their least upper
bound.
It is clearly: M ≺ N ⇒ S[[M ]] ⊆ S[[N ]].
Definition 5.2 Let σ ∈ T∞. Nσ is the set of normal form terms of Tσ. Normal forms
are denoted by A,B, . . ..
Let A ∈ Nσ, M ∈ Tσ.
A is a direct approximation of M , A✁M , iff ∀N. (M →∗ N ⇒ A ≺ N).
A is an approximation of M , A ✁−M , iff ∃N. M →∗ N and A✁N .
A(M) denotes the set of approximations of M .
We abbreviate S[[M ]]ε =
⋃
A✁−M S[[A]]ε.
A direct approximation of M conveys a fixed syntactic information about M : It is
in normal form and is part of all reducts of M . If A✁M and M →∗ N , then A✁N .
We want to show that A(M) is an ideal. Therefore we need the following lemma, which
relies on the fact that all applicative terms have a normal form.
Lemma 5.3 If A ✁ M and B ✁ M , then A ⊔ B exists and is a normal form, and
A ⊔B ✁M .
Proof: A ⊔ B exists because A ≺ M and B ≺ M . Now assume that A ⊔ B is not a
normal form. Then there is an occurrence u in A ⊔ B such that (A ⊔B)/u is a redex.
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First assume that it is a β-redex: (A ⊔ B)/u is of the form (λx.N)P . Then either
A/u is of the form (λx.N ′)P ′, or B/u is of this form. This contradicts the assumption
that A and B are normal forms.
Now assume that (A ⊔ B)/u is a redex of a constant, corresponding to one of the
rules (case0) – (pcase→). Let L = M/u. Let ui, 1 ≤ i ≤ n, be a sequence of all the
outermost occurrences of λ-abstractions in L. Let xi, 1 ≤ i ≤ n, be a sequence of
distinct variables that do not occur in L. (The type of xi should be that of L/ui.) Let
K = L[u1 ← x1, . . . , un ← xn]. K is an applicative term, i.e. it does not contain any
λ-abstraction. As → is strongly normalizing (noetherian) on applicative terms, there
is a normal form K ′ of K, K →∗ K ′. It is L = K[x1:=(L/u1), . . . , xn:=(L/un)], the
result of the replacement of the xi by L/ui. Let L
′ = K ′[x1:=(L/u1), . . . , xn:=(L/un)].
Then L →∗ L′. As K ′ is a normal form and the L/ui are λ-abstractions, L
′ is not a
redex of a constant.
It isM →∗ M [u← L′], as L→∗ L′. As A✁M and B✁M , we have A⊔B ≺M [u← L′].
Therefore (A⊔B)/u ≺ L′. This contradicts the fact that L′ is not a redex of a constant.
So in every case we deduced a contradiction from the assumption that A⊔B is not
a normal form. Clearly A ⊔ B ✁M .
Theorem 5.4 A(M) is an ideal under ≺, i.e. it is non-empty, downward closed and
directed.
Proof: We have Ω ∈ A(M).
A(M) is downward closed: If A ✁− M and B ≺ A, then B ✁−M .
A(M) is directed: Let A ✁− M and A′ ✁− M . There is N with M →∗ N ∧ A✁N , and
N ′ with M →∗ N ′ ∧ A′ ✁ N ′. By confluence there is a term P with N →∗ P and
N ′ →∗ P . Then A✁ P and A′ ✁ P . By the preceding lemma, A⊔A′ is a normal form
and A ⊔ A′ ✁ P . Hence A ⊔ A′ ✁−M .
With this proposition A(M) is an element of the ideal completion of Nσ (under ≺); it
can be seen as a Bo¨hm tree of M .
Let us first discuss our definition of approximation and compare it with different ap-
proaches in the literature:
1) The treatment of PCF in [Ber79] is different: The approximations are obtained by
reducing only β- and Y -redexes. The constants are treated like variables; redexes
of rules for constants are not reduced. They are only interpreted semantically in
the Bo¨hm tree. This approach is only possible because the reduction of constant
redexes can be postponed after the reduction of β- and Y -redexes. In our case
constants operate on higher order types as well, therefore the reduction of constant
redexes is intertwined with β-reduction.
2) A(M) is not minimal: In many cases there is a proper subset of A(M) with the same
semantics; e.g. for M = λx.Ω or M = ΩN the approximation Ω is sufficient. A(M)
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was defined to give “all possible” normal form information aboutM . The questions
arise: In which sense is A(M) maximal? [My conjecture is: For every directed
set S of minimum normal forms of M (def. below), if S has the same semantics as
A(M), then S ⊆ A(M).] Is a smaller set of approximations definable with the same
semantics, that gives a substantially stronger Approximation Theorem?
In the presence of parallel operations there is in general no least approximation with
the same semantics: Consider
M = λx.pcase x (case x Ω (λy.1)) 1 : bool→ bool.
S[[M ]]⊥ is the function that maps 1 7→ 1, 0 7→ ⊥. Both λx.pcaseΩ(casexΩ(λy.1))1
and λx.pcase x Ω 1 are minimal approximations of M with the same semantics as
M .
3) In the presence of pcase it is not possible to define the approximations by an analogue
of head normal forms. We will make this statement precise after the proof of the
Approximation Theorem. We will also give analogues of head normal forms for the
sequential calculus without pcase.
We now prove two useful lemmas about approximations.
Lemma 5.5 If M ↓ N , then A(M) = A(N) and S[[M ]]ε = S[[N ]]ε.
Proof: Let M →∗ P ←∗ N . Assume A ✁− M . Then there is M ′ with M →∗ M ′ and
A✁M ′. By confluence there is L with M ′ →∗ L←∗ P . Then A✁L and A ✁− N . This
shows A(M) ⊆ A(N). Symmetrically A(M) ⊇ A(N).
Lemma 5.6 Let cM1 . . .Mn be a term where c is a constant and there are no reducts
Mi →
∗ M ′i , 1 ≤ i ≤ m ≤ n, with cM
′
1 . . .M
′
m a redex. Then
S[[cM1 . . .Mn]]ε = (S[[c]]⊥) (S[[M1]]ε) . . . (S[[Mn]]ε).
Proof:
S[[cM1 . . .Mn]]ε =
⋃
{S[[A]]ε | A ✁− cM1 . . .Mn}
=
⋃
{S[[cA1 . . . An]]ε | A1 ✁− M1 ∧ . . . ∧ An ✁−Mn}
= (S[[c]]⊥) (S[[M1]]ε) . . . (S[[Mn]]ε)
We have used the fact that A ✁− cM1 . . .Mn iff A = cA1 . . . An with some Ai ✁− Mi; as
no cM1 . . .Mm, m ≤ n, can be reduced to a redex.
Theorem 5.7 (Approximation Theorem) For all terms M and environments ε:
S[[M ]]ε = S[[M ]]ε.
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S[[M ]]ε ⊆ S[[M ]]ε follows from S[[A]]ε ⊆ S[[M ]]ε for A ✁− M . This is a consequence
of soundness and of monotonicty of S w.r.t. ≺. We want to prove the remaining
inclusion S[[M ]]ε ⊆ S[[M ]]ε by structural induction on M . Therefore we use inclusive
predicates (logical relations), also used in [MP87] to prove the analogous theorem
(limiting completeness) for the untyped λ-calculus. We define the inclusive predicates
on the sets of primes P (σ) of the type interpretations P(σ):
Definition 5.8 For every σ ∈ T∞ and ε ∈ Env we define a relation <σε ⊆ P (σ)× Tσ.
a <σε M is defined by structural induction on a, i.e. in terms of propositions a
′ <τε M
′,
where a′ is a part of a with smaller level.
There are the following cases for σ and the primes:
σ = τ + ̺ : 0 <τ+̺ε M ⇔ 0 ∈ S[[M ]]ε
(0, a) <τ+̺ε M ⇔ (0, a) ∈ S[[M ]]ε and a <
τ
ε Out0(M)
1 <τ+̺ε M ⇔ 1 ∈ S[[M ]]ε
(1, a) <τ+̺ε M ⇔ (1, a) ∈ S[[M ]]ε and a <
̺
ε Out1(M)
where Out0(M) abbreviates the term caseM (λy.y) Ω,
and Out1(M) the term caseM Ω (λy.y).
σ = τ × ̺ : (0, a) <τ×̺ε M ⇔ (0, a) ∈ S[[M ]]ε and a <
τ
ε fstM
(1, a) <τ×̺ε M ⇔ (1, a) ∈ S[[M ]]ε and a <
̺
ε sndM
σ = τ → ̺ : (X, a) <τ→̺ε M ⇔ (X, a) ∈ S[[M ]]ε and
∀N ∈ Tτ . (X <τε N ⇒ a <
̺
ε MN)
For every set X of primes X <τε N means: ∀b ∈ X. b <
τ
ε N .
Intuitively a <σε M means that a ∈ S[[M ]]ε and that the relation is maintained in
all contexts formed by Out0, Out1, fst, snd and application on related arguments.
We have to prove a few lemmas for the Approximation Theorem.
Lemma 5.9 If a ≤ b and b <σε M , then also a <
σ
ε M .
Proof: by structural induction on b. In every case we have a ∈ S[[M ]]ε.
• σ = τ + ̺ :
The case a = 0, b = (0, b′) is clear.
Now let a = (0, a′), b = (0, b′). Then a′ ≤ b′ and b′ <τε Out0(M). By induction
hypothesis follows a′ <τε Out0(M).
The cases a = 1, b = (1, b′) and a = (1, a′), b = (1, b′) are analogous.
• σ = τ × ̺ is like σ = τ + ̺
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• σ = τ → ̺ :
Let a = (X, a′), b = (Y, b′). It is Y ≤ X and a′ ≤ b′.
For all N ∈ Tτ the following implications hold:
X <τε N ⇒ Y <
τ
ε N, by induction hypothesis
⇒ b′ <̺ε MN, as (Y, b
′) <σε M
⇒ a′ <̺ε MN, by induction hypothesis
Therefore a = (X, a′) <σε M .
Lemma 5.10 If a <σε M and M ↓ N , then also a <
σ
ε N .
Proof: by structural induction on a.
We have S[[M ]]ε = S[[N ]]ε by Lemma 5.5, therefore a ∈ S[[N ]]ε.
• σ = τ + ̺ :
Let a = (0, a′). Then a′ <τε Out0(M). By induction hypothesis follows a
′ <τε Out0(N),
so a <σε N .
a = (1, a′) is analogous.
• σ = τ × ̺ is like σ = τ + ̺.
• σ = τ → ̺ :
Let a = (X, a′). For all P ∈ Tτ :
X <τε P ⇒ a
′ <̺ε MP, as a <
σ
ε M
⇒ a′ <̺ε NP, by induction hyp., as MP ↓ NP
Therefore a <σε N .
We also need the new notion of passive term:
Definition 5.11 A term M is a redex part iff M = λx.N for some x and N , or there
is some typed left-hand side L of a rule (case0). . . (pcase→) and a subterm L′ of L such
that L′ 6= L, L′ is no variable and M is obtained from L′ by replacing variables by
terms of the same type.
This means: M is a redex part iff M is of one of the following forms:
λx.N, 0, 0N, 1, 1N,
pair, pairN1, pairN1 N2, fst, snd,
case, case (0N), case (0N1)N2, case (1N), case (1N1)N2,
pcase, pcaseN1, pcaseN1 (0N2), pcaseN1 (1N2), pcaseN1 (N2, N3),
pcaseN1 N2 with N2 : τ → ̺, pcaseN1 N2 N3 with N2, N3 : τ → ̺.
(Note the type restrictions of the last two forms: They are parts of the left-hand side
of rule (pcase→).)
A term M is called passive iff there is no redex part N with M →∗ N .
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No reduct of a passive term is able to interact with a context in the reduction of a
redex. Simple examples of passive terms are the variables. The following two lemmas
state the needed properties of passive terms.
Lemma 5.12
1) If M is passive and MN →∗ P , then P = M ′N ′ with M →∗ M ′ and N →∗ N ′.
2) If M is passive, then MN is also passive for all N .
3) If M is passive, then S[[MN ]]ε = |S[[M ]]ε| (S[[N ]]ε) for all N .
Proof:
1) The proof is by induction on the length n of the reduction MN →∗ P .
It is clear for n = 0.
Induction step: Let MN →∗ P → Q be a reduction of length n + 1. By induction
hypothesis P =M ′N ′ withM →∗ M ′ and N →∗ N ′. M ′ is no redex part. Therefore
either Q = M ′′N ′ with M ′ →M ′′ or Q = M ′N ′′ with N ′ → N ′′.
2) Let MN →∗ P . By part 1) we have P = M ′N ′ with M →∗ M ′. As M ′ is not a
redex part, P is not a redex part either. (There is no rule with a variable-applying
left-hand side xM1 . . .Mn.)
3) For all A we have:
A ✁−MN ⇔ ∃P. MN →∗ P ∧ A✁ P
⇔ ∃M ′, N ′. M →∗ M ′ ∧ N →∗ N ′ ∧ A✁M ′N ′, ⇒ by part 1)
⇔ ∃M ′, N ′, B, C. M →∗ M ′ ∧ N →∗ N ′ ∧
A = BC ∧ B ✁M ′ ∧ C ✁N ′,
⇐ by part 1), as M ′ is passive
⇔ ∃B,C. A = BC ∧ B ✁− M ∧ C ✁− N.
From the direction ⇒ follows: S[[MN ]]ε ⊆ |S[[M ]]ε| (S[[N ]]ε).
The direction ⇐ gives:
|S[[M ]]ε| (S[[N ]]ε) = |
⋃
B✁−M
S[[B]]ε| (
⋃
C✁−N
S[[C]]ε)
=
⋃
B✁−M
⋃
C✁−N
S[[BC]]ε, by continuity
⊆ S[[MN ]]ε, from ⇐ .
Lemma 5.13 If M ∈ Tσ is passive and a ∈ S[[M ]]ε, then a <σε M .
Proof: by structural induction on a.
• σ = τ + ̺:
The lemma is clear for a = 0 and a = 1.
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Now let a = (0, a′). As M is passive, M will not reduce to the form 0M ′ or 1M ′.
Therefore Out0(M) = caseM(λy.y) Ω is passive, too.
a′ ∈ case (S[[M ]]ε) (S[[λy.y]]ε) (S[[Ω]]ε), as a ∈ S[[M ]]ε
= S[[caseM(λy.y) Ω]]ε, by Lemma 5.6
= S[[Out0(M)]]ε.
By the induction hypothesis we get a′ <τε Out0(M).
The case a = (1, a′) is analogous.
• σ = τ × ̺ is like σ = τ + ̺.
• σ = τ → ̺:
Let a = (X, a′).
Let N ∈ Tτ and X <τε N . Then MN is passive by Lemma 5.12, 2).
(X, a′) ∈ S[[M ]]ε and X ⊆ S[[N ]]ε imply
a′ ∈ |S[[M ]]ε| (S[[N ]]ε) = S[[MN ]]ε, by Lemma 5.12, 3).
By induction hypothesis we get a′ <̺ε MN .
Thus we have shown a <σε M .
We need a special lemma for pcase giving its properties with respect to the inclusive
predicates. It must be proved by induction on primes. Note that such a lemma is not
necessary for the other constants.
Lemma 5.14
1) If 0 ∈ S[[M0]]ε and a <
σ
ε M1, then a <
σ
ε pcaseM0M1M2.
2) If 1 ∈ S[[M0]]ε and a <σε M2, then a <
σ
ε pcaseM0M1M2.
3) If a <σε M1 and a <
σ
ε M2, then a <
σ
ε pcaseM0M1M2.
Proof: We abbreviate M = pcaseM0M1M2.
1) The proof is by structural induction on a.
If M0 →∗ 0M ′0 for some M
′
0, then M →
∗ M1, and a <
σ
ε M follows from Lemma
5.10.
We assume in the following that not M0 →∗ 0M ′0. (Also M0 →
∗ 1M ′0 is not possible
because of 0 ∈ S[[M0]]ε.)
We give a case analysis on a:
• σ = τ + ̺ :
Let a = (0, a′) :
a) We assume M1 →∗ 0M ′1 and M2 →
∗ 0M ′2 for some M
′
1,M
′
2.
Then M →∗ 0 (pcaseM0M ′1M
′
2).
(0, a′) <σε M1 implies a
′ <τε Out0(M1).
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From Lemma 5.10 and Out0(M1)→∗ M ′1 follows a
′ <τε M
′
1.
The induction hypothesis gives a′ <τε pcaseM0M
′
1M
′
2.
Therefore a′ ∈ S[[pcaseM0M ′1M
′
2]]ε and
(0, a′) ∈ 0 (S[[pcaseM0M
′
1M
′
2]]ε)
= S[[0 (pcaseM0M
′
1M
′
2)]]ε, by Lemma 5.6
= S[[M ]]ε, by Lemma 5.5.
Furthermore a′ <τε Out0(M), as Out0(M)→
∗ pcaseM0M
′
1M
′
2, by Lemma 5.10.
b) We assume that not (M1 →∗ 0M ′1 and M2 →
∗ 0M ′2) for any M
′
1,M
′
2.
Together with the assumption (not M0 →∗ 0M ′0) there is no reduct of M that is
a redex. Then
a ∈ pcase (S[[M0]]ε) (S[[M1]]ε) (S[[M2]]ε) = S[[M ]]ε, by Lemma 5.6.
M is passive (note that M1,M2 are not of functional type). By Lemma 5.13 we
get a <σε M .
The case a = 0 is contained in the proof for a = (0, a′), and the cases a = 1,
a = (1, a′) are analogous.
• σ = τ × ̺ is like σ = τ + ̺.
• σ = τ → ̺: Let a = (X, a′).
With the assumption (not M0 →∗ 0M ′0) there is no reduct of M that is a redex.
Then
a ∈ pcase (S[[M0]]ε) (S[[M1]]ε) (S[[M2]]ε) = S[[M ]]ε, by Lemma 5.6.
It remains to show: ∀N ∈ Tτ . (X <τε N ⇒ a
′ <̺ε MN).
It is MN = pcaseM0M1M2N → pcaseM0(M1N)(M2N). We get:
X <τε N ⇒ a
′ <̺ε M1N, as (X, a
′) <σε M1
⇒ a′ <̺ε pcaseM0(M1N)(M2N), by induction hypothesis
⇒ a′ <̺ε MN, by Lemma 5.10.
This concludes part 1) of the lemma.
2) Part 2) is analogous to part 1).
3) The proof is by structural induction on a.
If M0 →∗ 0M ′0 for some M
′
0, then M →
∗ M1, and a <
σ
ε M follows from Lemma
5.10.
If M0 →∗ 1M ′0 for some M
′
0, then M →
∗ M2, and again a <
σ
ε M .
We assume in the following that neither M0 →∗ 0M ′0 nor M0 →
∗ 1M ′0. We give a
case analysis on a:
• σ = τ + ̺ :
Let a = (0, a′).
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a) We assume M1 →∗ 0M ′1 and M2 →
∗ 0M ′2 for some M
′
1,M
′
2.
Then M →∗ 0 (pcaseM0M ′1M
′
2).
From a <σε M1, a <
σ
ε M2 we conclude by Lemma 5.10 that a
′ <τε M
′
1 and
a′ <τε M
′
2.
By induction hypothesis a′ <τε pcaseM0M
′
1M
′
2. As in part 1) we conclude a <
σ
ε
M .
b) We assume that not (M1 →∗ 0M ′1 and M2 →
∗ 0M ′2) for any M
′
1,M
′
2.
As in part 1) we conclude a <σε M .
The case a = 0 is contained in the proof for a = (0, a′), and the cases a = 1,
a = (1, a′) are analogous.
• σ = τ × ̺ is like σ = τ + ̺.
• σ = τ → ̺ :
The argumentation is just the same as in part 1), except that we conclude:
X <τε N ⇒ a
′ <̺ε M1N and a
′ <̺ε M2N .
In the following lemma we collect all the properties of the relations <σε on elements
of Dσ that we need in the proof of the Approximation Theorem.
Lemma 5.15 (Inclusive Predicate Lemma) In the following d is an element of
Dσ, Dτ , or D̺, and M,N ∈ Tσ.
1) ⊥ <σε M .
2) σ = τ + ̺ :
0d <τ+̺ε M ⇔ 0d ⊆ S[[M ]]ε and d <
τ
ε Out0(M)
1d <τ+̺ε M ⇔ 1d ⊆ S[[M ]]ε and d <
̺
ε Out1(M)
3) σ = τ × ̺ :
d <τ×̺ε M ⇔ d ⊆ S[[M ]]ε and
fst d <τε fstM and snd d <
̺
ε sndM
4) σ = τ → ̺ :
d <τ→̺ε M ⇔ d ⊆ S[[M ]]ε and
∀e ∈ Dτ , N ∈ Tτ . (e <
τ
ε N ⇒ |d|e <
̺
ε MN)
5) Let n ≥ 0 and c be a constant of type σ = τ1 → . . . → τn → ̺, such that there is
no reduction rule for c with less than n arguments. Then S[[c]]⊥ <σε c iff
di <
τi
ε Mi for 1 ≤ i ≤ n ⇒ (S[[c]]⊥)d1 . . . dn <
̺
ε cM1 . . .Mn.
6) If d <σε M and M ↓ N , then also d <
σ
ε N .
7) If M ∈ Tσ is passive and d ⊆ S[[M ]]ε, then d <σε M .
8) If 0 ∈ S[[M0]]ε and d <σε M1, then d <
σ
ε pcaseM0M1M2.
9) If 1 ∈ S[[M0]]ε and d <σε M2, then d <
σ
ε pcaseM0M1M2.
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10) If d1 <
σ
ε M1 and d2 <
σ
ε M2, then d1 ∩ d2 <
σ
ε pcaseM0M1M2.
Note: The parts 6) and 7) of this lemma replace the Lemma 5 of the proof of the
Approximation Theorem for the untyped λ-calculus in [MP87]. A condition for the
recursively typed λ-calculus corresponding to that of Lemma 5 would be too compli-
cated.
Proof: 1), 2), and 3) are simple consequences of the definition of <σε .
4) ⇒ : d ⊆ S[[M ]]ε is clear.
Now let e ∈ Dτ , N ∈ Tτ and e <τε N .
Let a ∈ |d|e. Then there is X ⊆ e with (X, a) ∈ d.
From (X, a) <τ→̺ε M and X <
τ
ε N follows a <
̺
ε MN .
⇐ : Let (X, a) ∈ d. We show: ∀N. X <τε N ⇒ a <
̺
ε MN .
Let e = X↓. By Lemma 5.9 we get e <τε N . Then a ∈ |d|e <
̺
ε MN .
5) The proof is by induction on n. Note that ̺ may be a functional type that varies
with n. n = 0 is clear.
Now assume the proposition for c is true for some n ≥ 0; we prove it for n + 1:
S[[c]]⊥ <σε c
iff di <
τi
ε Mi for 1 ≤ i ≤ n ⇒ (S[[c]]⊥)d1 . . . dn <
τn+1→̺
ε cM1 . . .Mn,
by induction hypothesis
iff di <
τi
ε Mi for 1 ≤ i ≤ n ⇒ (S[[c]]⊥)d1 . . . dn ⊆ S[[cM1 . . .Mn]]ε and
(dn+1 <
τn+1
ε Mn+1 ⇒
(S[[c]]⊥)d1 . . . dn+1 <̺ε cM1 . . .Mn+1),
by part 4).
Lemma 5.6 says S[[cM1 . . .Mn]]ε = (S[[c]]⊥)(S [[M1]]ε) . . . (S[[Mn]]ε), therefore (S[[c]]⊥)d1 . . . dn ⊆
S[[cM1 . . .Mn]]ε is fulfilled.
6) Follows from Lemma 5.10.
7) Follows from Lemma 5.13.
8), 9) and 10) follow from Lemma 5.14.
The Approximation Theorem would be proved if we could show that S[[M ]]ε <σε M
for allM ∈ Tσ. We will now prove, by structural induction onM , a stronger statement
in order to handle free variables in the case of abstraction.
Lemma 5.16 (Approximation Lemma) Let M ∈ Tσ, ε ∈ Env, x
σi
i (1 ≤ i ≤ n, n ≥
0) be a sequence of distinct variables, di ∈ Dσi and Ni ∈ Tσi for all i.
If di <
σi
ε Ni for all i, then
S[[M ]](ε[x1 7→ d1, . . . , xn 7→ dn]) <
σ
ε M [x1:=N1, . . . , xn:=Nn].
Here ε[x1 7→ d1, . . . , xn 7→ dn] is the environment that maps x to ε(x) if x 6= xi for all
i, and xi to di. M [x1:=N1, . . . , xn:=Nn] is the result of the simultaneous substitution of
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the Ni for the free occurrences of xi in M , with appropriate renaming of bound variables
of M .
Proof: by structural induction on M .
For any ε′ ∈ Env we abbreviate ε′ = ε′[x1 7→ d1, . . . , xn 7→ dn], and for any term L we
write L = L[x1:=N1, . . . , xn:=Nn].
We cite the parts of the Inclusive Predicate Lemma simply by part i). The use of parts
1) – 5) should be obvious and is often not mentioned.
• M = Ω: S[[Ω]]ε = ⊥ <σε Ω.
• M = 0, σ = τ → (τ + ̺) :
To show S[[0]]ε <σε 0, we prove d <
τ
ε N ⇒ 0d <
τ+̺
ε 0N .
We have 0d ⊆ 0(S[[N ]]ε) = S[[0N ]]ε. Furthermore d <τε Out0(0N) by part 6), as
Out0(0N)→∗ N .
• M = 1 is analogous.
• M = case, σ = (τ + ̺)→ (τ → ψ)→ (̺→ ψ)→ ψ :
To show S[[case]]ε <σε case, we have to prove:
d0 <
τ+̺
ε M0 ∧ d1 <
τ→ψ
ε M1 ∧ d2 <
̺→ψ
ε M2 ⇒ case d0d1d2 <
ψ
ε caseM0M1M2.
This is clear for d0 = ⊥.
Now let d0 = 0d
′
0.
a) We assume M0 →∗ 0M ′0 for some M
′
0.
As d1 <
τ→ψ
ε M1 and d
′
0 <
τ
ε Out0(M0), we get
case d0d1d2 = |d1|d
′
0 <
ψ
ε M1(Out0(M0)).
We have caseM0M1M2 →∗ M1M ′0 and M1(Out0(M0))→
∗ M1M
′
0,
so case d0d1d2 <
ψ
ε caseM0M1M2 by part 6).
b) We assume that not M0 →
∗ 0M ′0 for any M
′
0.
M0 →∗ 1M ′0 is also impossible. So there is no reduct of case M0M1M2 that is a
redex.
From Lemma 5.6 we conclude:
case d0d1d2 ⊆ case (S[[M0]]ε) (S[[M1]]ε) (S[[M2]]ε)
= S[[caseM0M1M2]]ε.
Furthermore case M0M1M2 is passive, and case d0d1d2 <
ψ
ε case M0M1M2 follows
from part 7).
The case d0 = 1d
′
0 is analogous.
• M = pcase, σ = (τ + ̺)→ ψ → ψ → ψ :
We have to prove:
d0 <
τ+̺
ε M0 ∧ d1 <
ψ
ε M1 ∧ d2 <
ψ
ε M2 ⇒ pcase d0d1d2 <
ψ
ε pcaseM0M1M2.
For d0 = ⊥ we have pcase d0d1d2 = d1 ∩ d2. The result follows from part 10).
For d0 = 0d
′
0 we use part 8), for d0 = 1d
′
0 part 9).
5 APPROXIMATION THEOREM 37
• M = pair is like M = 0.
• M = fst, σ = (τ × ̺)→ τ :
d <τ×̺ε N ⇒ fst d <
τ
ε fstN follows directly from part 3).
• M = snd is analogous.
• M = x :
If x = xi for some i, then S[[x]]ε = di <σε Ni = x.
Now let x 6= xi for all i. Then S[[x]]ε = ε(x) ⊆ S[[x]]ε. x is passive. From part 7)
follows S[[x]]ε <σε x.
• M = NP , where N : τ → σ and P : τ :
By induction hypothesis we have S[[N ]]ε <τ→σε N and S[[P ]]ε <
τ
ε P .
Therefore |S[[N ]]ε| (S[[P ]]ε) <σε N P , by part 4).
Thus we get S[[NP ]]ε <σε NP .
• M = λxτ .M ′, σ = τ → ̺ :
We may assume that x is no xi and x does not occur free in any Ni. (x can be renamed
by α-conversion.)
First we prove that S[[λx.M ′]]ε ⊆ S[[λx.M ′]]ε.
S[[λx.M ′]]ε = Pr(d ∈ Dτ 7→ S[[M
′]](ε[x 7→ d]))
= Pr(d ∈ Dτ 7→ S[[M
′]](ε[x 7→ d])), as x is no xi
⊆ Pr(d ∈ Dτ 7→ S[[M ′]](ε[x 7→ d])),
as S[[M ′]](ε[x 7→ d]) <̺ε[x 7→d] M
′ by induction hypothesis
= Pr(d ∈ Dτ 7→
⋃
A✁−M ′
S[[A]](ε[x 7→ d]))
=
⋃
A✁−M ′
Pr(d ∈ Dτ 7→ S[[A]](ε[x 7→ d]))
=
⋃
A✁−M ′
S[[λx.A]]ε
=
⋃
B✁−λx.M ′
S[[B]]ε,
as A ✁− M ′ ⇔ λx.A ✁− λx.M ′ = λx.M ′, since x is no xi
= S[[λx.M ′]]ε
Now we prove that: d <τε N ⇒ |S[[M ]]ε| d <
̺
ε MN .
|S[[M ]]ε| d = S[[M ′]](ε[x 7→ d])
= S[[M ′]](ε[x1 7→ d1, . . . , xn 7→ dn, x 7→ d]), as x is no xi
<̺ε M
′[x1:=N1, . . . , xn:=Nn, x:=N ], by induction hypothesis
Furthermore we have:
MN = (λx.M ′)N, as x is no xi
→ (M ′[x1:=N1, . . . , xn:=Nn])[x:=N ]
= M ′[x1:=N1, . . . , xn:=Nn, x:=N ], as x is not free in any Ni
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From part 6) follows |S[[M ]]ε| d <̺ε MN .
Proof of the Approximation Theorem:
S[[M ]]ε ⊆ S[[M ]]ε follows from S[[M ]]ε <σε M , which holds by the preceding lemma.
Corollary 5.17 For all terms M and environments ε:
S[[M ]]ε =
⋃
{S[[A]]ε | A is a normal form and ∃N. M →∗ N ∧ A ≺ N}
Proof: S[[M ]]ε ⊆ the right-hand side, and the right-hand side ⊆ S[[M ]]ε.
Note: The original paper [Wad78] gives a definition of approximations in the form of
this corollary, for the untyped λ-calculus.
Corollary 5.18 The semantics of the fixed point combinator
Yσ = λy
σ→σ.(λx.y(xx))(λx.y(xx)) is
S[[Yσ]]ε = Pr(f ∈ Dσ→σ 7→
⋃
n≥0
fn(⊥)),
so |S[[Yσ]]ε|f is the least fixed point of |f |.
Proof: The approximations of Yσ are just the terms λy.y
nΩ, with y0Ω = Ω and yn+1Ω =
y(ynΩ).
S[[Yσ]]ε = S[[Yσ]]ε
=
⋃
n≥0
S[[λy.ynΩ]]ε
=
⋃
n≥0
Pr(f ∈ Dσ→σ 7→ f
n(⊥))
= Pr(f ∈ Dσ→σ 7→
⋃
n≥0
fn(⊥))
Let us continue our discussion of the definition of approximations. In the case of
the untyped λ-calculus [Bar84] it is possible to define least approximations via head
normal forms. Let us look at this approach more abstractly: We are given a set H
of normal forms with the property: If A ∈ H and A ≺ M , then A ✁M . This means
that an H-prefix of a term M does not change by reductions of M . In the case of
the untyped λ-calculus H is the set consisting just of Ω and all terms of the form
λx1 . . . xn.yA1 . . . Am with Ai ∈ H . We define
SH [[M ]]ε =
⋃
{S[[A]]ε | A ∈ H and ∃N. M →∗ N ∧ A ≺ N}.
H should fulfill: SH [[M ]]ε = S[[M ]]ε for all M, ε. We show that a set H with this
property and the property above does not exist for our calculus with pcase:
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Let M = pcase x 0Ω. It is M 6∈ H , because of the first property of H and as not
M ✁ pcase x 0 0. For all A ≺M with A 6= M we have S[[A]](⊥[x 7→ 0]) = ⊥. Therefore
SH [[M ]](⊥[x 7→ 0]) = ⊥ 6= 0 = S[[M ]](⊥[x 7→ 0]).
Let us now consider the sequential calculus without pcase. In this case we can define
two sets H with the desired properties.
Definition 5.19 A normal form A is a minimum normal form (mnf) iff for all B ≺ A:
S[[B]] = S[[A]] ⇒ B = A.
A normal form A is a constant normal form (cnf) iff
A = Ω or A = λx1 . . . xn.yA1 . . . Am,
where n ≥ 0, m ≥ 0, y is a variable or a constant 6∈ {Ω, pcase}, the Ai are cnfs and for
y ∈ {fst, snd, case} and m ≥ 1 it is A1 6= Ω.
Constant normal forms resemble the normal forms of H defined by head normal forms
above, for the untyped λ-calculus.
Lemma 5.20 Every minimum normal form without pcase is a constant normal form.
Proof: Suppose A is a normal form without pcase that is no cnf. We show by structural
induction on A that A is no mnf.
We have A = λx1 . . . xn.yA1 . . . Am, n ≥ 0, m ≥ 0, y a variable or a constant, and one
of the following three cases:
1) y = Ω and (n > 0 or m > 0).
Then Ω ≺ A, Ω 6= A and S[[Ω]] = S[[A]], so A is no mnf.
2) Some Ai is no cnf.
By induction hypothesis Ai is no mnf. Then also A is no mnf.
3) y is fst, snd or case and A1 = Ω.
Then S[[A]] = S[[Ω]], A is no mnf.
Lemma 5.21 If A is a constant normal form and A ≺M , then A✁M .
Proof: We prove: If A is a cnf, A ≺ M and M → N , then A ≺ N , by structural
induction on A. (The lemma follows by simple induction on reductions M →∗ N .)
The case A = Ω is clear.
Now let A = λx1 . . . xn.yA1 . . . Am. Then M = λx1 . . . xn.yM1 . . .Mm with Ai ≺ Mi
for all i.
The term yM1 . . .Mm is no redex:
This is clear if y is a variable or 0, 1, or pair.
If y = fst or y = snd, and m ≥ 1, then A1 6= Ω and A1 is not of the form pairA′A′′. So
M1 is not of this form either.
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If y = case and m ≥ 1, then A1 6= Ω and A1 and M1 are not of the form 0A′ or 1A′.
Thus there is some j with Mj → Nj and N = λx1 . . . xn.yM1 . . .Mj−1NjMj+1 . . .Mm.
By the induction hypothesis we get Aj ≺ Nj , therefore A ≺ N .
By this lemma the set of cnfs (and the set of mnfs) has the first of the two properties
of H . We define two new approximation sets for terms:
B(M) = {A |A is a mnf and ∃N. M →∗ N ∧ A ≺ N}
C(M) = {A |A is a cnf and ∃N. M →∗ N ∧ A ≺ N}
For the sequential calculus without pcase we have:
B(M) ⊆ C(M) ⊆ A(M).
The first inclusion follows from Lemma 5.20, the second from Lemma 5.21.
B(M) ⊆ A(M) is not valid for M = pcase x 0 0: We have pcase x 0Ω ∈ B(M), but
pcase x 0Ω 6∈ A(M).
In every case, also for pcase:
S[[M ]]ε =
⋃
A∈A(M)
S[[A]]ε ⊆
⋃
A∈B(M)
S[[A]]ε for all ε ∈ Env.
This is because for every normal form A there is a mnf B ≺ A with S[[A]] = S[[B]].
We combine these results with the Approximation Theorem:
Theorem 5.22 In the sequential calculus without pcase: For all terms M and envi-
ronments ε,
⋃
A∈B(M)
S[[A]]ε =
⋃
A∈C(M)
S[[A]]ε = S[[M ]]ε = S[[M ]]ε.
With this theorem the set of mnfs and the set of cnfs both have the second property
of H .
[My conjecture is that in the sequential calculus B(M) is the least approximation
of M with the same semantics as M . More precisely the conjecture is: Let I be an
ideal of normal forms such that for all A ∈ I there is N with M →∗ N and A ≺ N ,
and S[[M ]] =
⋃
A∈I S[[A]]. Then B(M) ⊆ I.]
6 Adequacy and full abstraction
The classical semantical analysis of the programming language PCF [Plo77] proceeds
as follows: The closed terms of the ground type integer are singled out as programs.
Programs are regarded as the only terms whose syntactical values (integers) can be
observed directly. All other terms must be observed through program contexts. If the
semantics of a programm M is an integer value i, then M can be reduced to i. This
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result is called the adequacy of the semantics. Then an operational preorder is defined
on terms: M ⊑ N iff for all contexts C[ ] such that C[M ] and C[N ] are programs, if
C[M ] →∗ i, then also C[N ] →∗ i. If S[[M ]] ⊆ S[[N ]], then M ⊑ N ; this follows from
soundness and adequacy. The converse, full abstraction, is not true for sequential PCF,
but holds for PCF with a parallel conditional.
We follow the same programme for our recursively typed λ-calculus. We choose
the closed terms of type bool = void + void as our programs. Thus the observable
non-bottom syntactical values are the terms of the form 0M or 1M . We have chosen
the smallest type with more than one element. (Any non-functional, non-trivial type,
built from + and × only, would do as well.)
Definition 6.1 The set of programs is Prog = T c
bool
.
We define the operational evaluation function O : Prog → Dbool by O[[M ]] = 0 if
M →∗ 0M ′, O[[M ]] = 1 if M →∗ 1M ′, for some M ′, and O[[M ]] = ⊥ otherwise.
We want to prove adequacy (that the reduction of a program reaches its semantic value)
from the Approximation Theorem of the preceding chapter. We need the following
lemma:
Lemma 6.2 Let σ ∈ T∞ and A ∈ Nσ be a normal form with S[[A]]⊥ 6= ⊥.
If σ = τ + ̺, then A = 0A′ or A = 1A′ for some A′.
If σ = τ × ̺, then A = pairA′A′′ for some A′, A′′.
Proof: by structural induction on A.
We suppose A is of type τ + ̺ or τ × ̺. Then A = cA1 . . . An, n ≥ 0, with c a constant
and the Ai normal forms. We give a case analysis on c:
c = 0, 1 or pair: The lemma is fulfilled.
c = fst or snd:
Then n ≥ 1. S[[A]]⊥ 6= ⊥ implies S[[A1]]⊥ 6= ⊥ implies A1 = pair A′A′′ by induction
hypothesis. Then A is no normal form.
c = case :
Then n ≥ 3. S[[A]]⊥ 6= ⊥ implies S[[A1]]⊥ 6= ⊥ implies A1 = 0A′1 or A1 = 1A
′
1 by
induction hypothesis. Then A is no normal form.
c = pcase :
Then n = 3. If S[[A1]]⊥ 6= ⊥, then A1 = 0A′1 or A1 = 1A
′
1 by induction hypothesis and
A is no normal form.
If S[[A1]]⊥ = ⊥, then S[[A]]⊥ = S[[A2]]⊥ ∩ S[[A3]]⊥ 6= ⊥.
If σ = τ + ̺, then by induction hypothesis either (A2 = 0A
′
2, A3 = 0A
′
3) or (A2 = 1A
′
2,
A3 = 1A
′
3). In both cases A is no normal form.
If σ = τ × ̺, then by induction hypothesis A2 = pairA′2A
′′
2 and A3 = pairA
′
3A
′′
3 and A
is no normal form.
Theorem 6.3 (Adequacy) For all M ∈ Prog: O[[M ]] = S[[M ]]⊥.
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Proof: O[[M ]] ⊆ S[[M ]]⊥ follows from soundness: If M →∗ 0M ′, then S[[M ]]⊥ =
S[[0M ′]]⊥ = 0; and if M →∗ 1M ′, then S[[M ]]⊥ = S[[1M ′]]⊥ = 1.
It remains to show the adequacy: S[[M ]]⊥ ⊆ O[[M ]].
Suppose S[[M ]]⊥ = 0. By the Approximation Theorem there is an approximation
A ✁− M with S[[A]]⊥ = 0. From the preceding lemma follows A = 0A′ for some A′,
therefore O[[M ]] = 0. Analogously S[[M ]]⊥ = 1 implies O[[M ]] = 1.
Note that this theorem is also valid for the sequential calculus without pcase. It
can also be proved directly using the inclusive predicate technique, with a proof a bit
easier than the proof of the Approximation Theorem, e.g. the passive terms are not
needed.
Now we define the operational preorder on terms, based on the observation of terms
through program contexts.
Definition 6.4 Let M,N ∈ Tσ. M ⊑ N iff for all contexts C[ ], such that C[M ] and
C[N ] are programs, O[[C[M ]]] ⊆ O[[C[N ]]] holds.
Theorem 6.5 (Full abstraction) For all M,N ∈ Tσ: M ⊑ N iff S[[M ]] ⊆ S[[N ]].
The direction “If S[[M ]] ⊆ S[[N ]] then M ⊑ N” follows easily from soundness and
adequacy: O[[C[M ]]] = S[[C[M ]]]⊥ ⊆ S[[C[N ]]]⊥ = O[[C[N ]]]. This holds also for the
sequential calculus without pcase. In this case the contexts are restricted. Therefore
the opposite direction is not valid for the sequential calculus, as can be shown by the
same example as in [Plo77].
For the proof of the opposite direction (for the parallel calculus) we prove a lemma
that states the definability of all finite elements of the semantics.
Lemma 6.6 (Definability) For all finite d ∈ Dσ there is a closed term M ∈ T cσ with
S[[M ]]⊥ = d.
We recall that finite elements are the elements that are downward closures of finite sets
of primes. In our term construction we use the following parallel function and instead
of pcase:
and : bool→ bool→ bool, defined as
and = λxy.pcase x y 1.
Here and in the following we interpret the Boolean value 0 as true and 1 as false, and
chose the names of our functions accordingly. (We made this choice in order to interpret
case like if-then-else, with the second argument as true-part and the third argument
as false-part.) The semantics of and fulfills: (S[[and]]⊥)00 = 0, (S[[and]]⊥)1⊥ = 1,
(S[[and]]⊥)⊥1 = 1. Here we show that all finite elements are definable from and and
the sequential constants. In the next chapter we will show that also pcase (which is
not finite) is definable from and.
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Proof: We have to introduce some notions first. A term C : bool is called a condition
iff for every environment ε:
(∀ε′ ⊇ ε. S[[C]]ε′ 6= 0) ⇒ S[[C]]ε = 1.
The semantics of a condition is so “dense” that it gives the value 1 for every environment
that cannot be enlarged to give the value 0.
A conditioned prime is a pair C→a of a condition C and a prime a. In the course of
our construction the condition of C→a will be used to accumulate a term that checks
function arguments. The intuitive semantics of the “mixed term” C→a is the prime a
for every environment ε with S[[C]]ε = 0. For a set P of primes, Cond(P ) is the set of
all conditioned primes C→a with a ∈ P .
A set X of conditioned primes is called consistent iff for all C→a, C ′→a′ ∈ X holds:
(∃ε. S[[C]]ε = S[[C ′]]ε = 0) ⇒ a ↑ a′.
For M ∈ Tσ, X ⊆ Cond(P (σ)) finite and consistent, we define a predicate term:
M term X iff S[[M ]]ε = {a | ∃C. (C→a) ∈ X ∧ S[[C]]ε = 0}↓ for all ε.
For M ∈ T cσ→bool, X ⊆ P (σ) finite and consistent, we define a predicate eq:
M eq X iff |S[[M ]]⊥| d =


0, if X ⊆ d
1, if d ↑− X
⊥ otherwise
where d ↑− X means: ∃a ∈ d, b ∈ X. not a ↑ b.
We prove for every n ≥ 0 and every σ ∈ T∞:
1) For every finite and consistent X ⊆ Cond(Pn(σ)) there is M ∈ Tσ with M term X .
2) For every finite and consistent X ⊆ Pn(σ) there is M ∈ T cσ→bool with M eq X .
We use abbreviations for the following function terms:
if = λxyz.case x (λw.y) (λw.z) : bool→ σ → σ → σ
not = λx.if x 1 0 : bool→ bool
or = λxy.not (and (notx) (not y)) : bool→ bool→ bool
The semantics of or is: (S[[or]]⊥)11 = 1, (S[[or]]⊥)0⊥ = 0, (S[[or]]⊥)⊥0 = 0.
The proof of statements 1) and 2) is by simultaneous induction on n:
n = 0: 1) X = ∅. Ω term X .
2) X = ∅. (λx.0) eq X .
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Induction step:
1) Let X ⊆ Cond(Pn+1(σ)) be finite and consistent. We construct M term X by case
analysis over σ.
• σ = void: X = ∅, Ω term X .
• σ = τ + ̺:
Define the condition sets C0 = {C | ∃a ≥ 0. (C→a) ∈ X} and
C1 = {C | ∃a ≥ 1. (C→a) ∈ X}.
Define the term M0 : bool as M0 = 1 for C
0 = ∅, otherwise as M0 = orC01 (orC
0
2 . . . C
0
j )
for some enumeration {C01 , C
0
2 , . . . , C
0
j } = C
0. Analogously, M1 is defined as an or-term
of the elements of C1.
Let X0 = {C→a | (C→(0, a)) ∈ X} and X1 = {C→a | (C→(1, a)) ∈ X}. It is X0 ⊆
Cond(Pn(τ)) and X
1 ⊆ Cond(Pn(̺)), both are finite and consistent. By the induction
hypothesis there are terms N0 ∈ Tτ , N1 ∈ T̺ with N0 term X0 and N1 term X1.
We build the term
M = ifM0 (0N0) (ifM1 (1N1) Ω)
and show that M term X ,
i.e. for all ε, S[[M ]]ε = Y ↓ with Y = {a | ∃C. (C→a) ∈ X ∧ S[[C]]ε = 0}:
⋆ S[[M ]]ε ⊆ Y ↓:
Let a ∈ S[[M ]]ε. We show a ∈ Y ↓ in each of the two cases:
a) S[[M0]]ε = 0: Then a ∈ 0 (S[[N0]]ε).
First let a = 0. There is some C ∈ C0 with S[[C]]ε = 0. (C→a′) ∈ X for some
a′ ≥ 0, therefore 0 ∈ Y ↓.
Now let a = (0, a′). Then a′ ∈ S[[N0]]ε. Since N0 term X
0, there is (C→a′′) ∈ X0
with S[[C]]ε = 0 and a′ ≤ a′′. (C→(0, a′′)) ∈ X , therefore (0, a′) ∈ Y ↓.
b) S[[M0]]ε = 1 and S[[M1]]ε = 0: Then a ∈ 1 (S[[N1]]ε).
Analogously to case a) we show that a ∈ Y ↓.
⋆ S[[M ]]ε ⊇ Y ↓:
Let a ∈ Y , i.e. (C→a) ∈ X and S[[C]]ε = 0 for some C. We show a ∈ S[[M ]]ε in each
of the four cases:
a) a = 0:
C ∈ C0, therefore S[[M0]]ε = 0 and 0 ∈ S[[M ]]ε.
b) a = (0, a′):
Again C ∈ C0, therefore S[[M0]]ε = 0 and S[[M ]]ε = 0 (S[[N0]]ε). (C→a′) ∈ X0,
therefore a′ ∈ S[[N0]]ε, as N0 term X0. It follows (0, a′) ∈ S[[M ]]ε.
c) a = 1:
Then C ∈ C1, therefore S[[M1]]ε = 0.
We show that S[[M0]]ε = 1, i.e. for all C
′ ∈ C0: S[[C ′]]ε = 1. Here we use the fact
that C ′ is a condition:
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Let ε′ ⊇ ε. Then S[[C]]ε′ = 0. S[[C ′]]ε′ = 0 would contradict the consistency of X ,
as C ∈ C1 and C ′ ∈ C0. Therefore S[[C ′]]ε′ 6= 0. We conclude S[[C ′]]ε = 1.
So we have S[[M0]]ε = 1, S[[M1]]ε = 0 and 1 ∈ S[[M ]]ε.
d) a = (1, a′):
As in case c) we have S[[M0]]ε = 1, S[[M1]]ε = 0 and S[[M ]]ε = 1 (S[[N1]]ε).
(C→a′) ∈ X1, therefore a′ ∈ S[[N1]]ε, as N1 term X1. It follows (1, a′) ∈ S[[M ]]ε.
• σ = τ × ̺:
Let X0 = {C→a | (C→(0, a)) ∈ X} ⊆ Cond(Pn(τ)), and X1 = {C→a | (C→(1, a)) ∈
X} ⊆ Cond(Pn(̺)). Both sets are finite and compatible.
By the induction hypothesis there are terms N0, N1 with N0 term X
0 and N1 term X
1.
Let M = (N0, N1).
S[[M ]]ε = pair (S[[N0]]ε) (S[[N1]]ε)
= {0} × {a | ∃C. (C→a) ∈ X0 ∧ S[[C]]ε = 0}↓ ∪
{1} × {a | ∃C. (C→a) ∈ X1 ∧ S[[C]]ε = 0}↓
= {a | ∃C. (C→a) ∈ X ∧ S[[C]]ε = 0}↓
• σ = τ → ̺:
Let X = {Ci→(Yi, ai) | 1 ≤ i ≤ k} be an enumeration of the elements of X .
For all i, Yi ⊆ Pn(τ) is finite and consistent. By the induction hypothesis there is
Ni eq Yi for all i.
Let x be a variable of type τ that does not occur free in any Ci. Let Di = andCi (Nix).
We define Z = {Di→ai | 1 ≤ i ≤ k} and first prove that Z ⊆ Cond(Pn(̺)) and Z is
consistent:
⋆ Di = and Ci (Nix) is a condition:
Let ε be an environment such that for all ε′ ⊇ ε, S[[Di]]ε′ 6= 0. We have to show that
S[[Di]]ε = 1.
Assume S[[Ci]]ε 6= 1. As Ci is a condition, there is ε′′ ⊇ ε with S[[Ci]]ε′′ = 0. Let
ε′ = ε′′[x 7→ Yi↓].
Then S[[Ci]]ε′ = 0, as x does not occur free in Ci. Furthermore S[[Nix]]ε′ = 0, as
Ni eq Yi. Together we get S[[Di]]ε′ = 0.
Then ε and ε′ cannot have an upper bound. (For such an upper bound δ would be:
δ ⊇ ε and S[[Di]]δ = 0.) As ε′′ ⊇ ε, it must be ε(x) ↑− ε′(x) = Yi↓. Hence S[[Nix]]ε = 1,
and we conclude S[[Di]]ε = 1.
⋆ Z is consistent:
Let S[[Di]]ε = S[[Dj ]]ε = 0 for some i, j, ε. Then S[[Ci]]ε = S[[Cj ]]ε = 0, hence (Yi, ai) ↑
(Yj, aj). Also S[[Nix]]ε = S[[Njx]]ε = 0, therefore Yi ⊆ ε(x) and Yj ⊆ ε(x). So Yi ↑ Yj
and we conclude ai ↑ aj .
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We have proved that Z ⊆ Cond(Pn(̺)) is a finite, consistent, conditioned prime
set. By induction hypothesis there is N term Z. Let M = λx.N . We prove M term X ,
i.e.
S[[M ]]ε = Pr(d ∈ Dτ 7→ S[[N ]](ε[x 7→ d])) = {(Yi, ai) | 1 ≤ i ≤ k ∧ S[[Ci]]ε = 0}↓ .
⊆: Let (Y, a) ∈ S[[M ]]ε. Then
a ∈ S[[N ]](ε[x 7→ Y ↓])
= {ai | S[[Di]](ε[x 7→ Y ↓]) = 0}↓, as N term Z.
Let a ≤ ai and S[[Di]](ε[x 7→ Y ↓]) = 0. Then |S[[Ni]]⊥| (Y ↓) = 0. Hence Yi ⊆ Y ↓, as
Ni eq Yi. So we get (Y, a) ≤ (Yi, ai).
Furthermore S[[Ci]]ε = S[[Ci]](ε[x 7→ Y ↓]) = 0.
⊇: Let S[[Ci]]ε = 0.
We have |S[[Ni]]⊥| (Yi↓) = 0, as Ni eq Yi. Therefore S[[Di]](ε[x 7→ Yi↓]) = 0. As
N term Z, it is ai ∈ S[[N ]](ε[x 7→ Yi↓]). Hence (Yi, ai) ∈ S[[M ]]ε.
2) Let X ⊆ Pn+1(σ) be finite and consistent. We construct M eq X by case analysis
over σ.
• σ = void: X = ∅, (λx.0) eq X .
• σ = τ + ̺ :
If X = ∅, then (λx.0) eq X .
Now let a ∈ X for some a ≥ 0. Let Y = {a | (0, a) ∈ X} ⊆ Pn(τ). By induction
hypothesis there is some N with N eq Y . Take M = λx.case xN 1. It can be easily
checked that M eq X .
The case a ∈ X for some a ≥ 1 is similar.
• σ = τ × ̺:
Let X0 = {a | (0, a) ∈ X} ⊆ Pn(τ) and X1 = {a | (1, a) ∈ X} ⊆ Pn(̺).
There are N0 eq X0 and N1 eq X1 by induction hypothesis.
Let M = λx.and (N0(fst x)) (N1(snd x)). We check easily that M eq X .
• σ = τ → ̺ :
If X = ∅, then (λx.0) eq X .
Otherwise, let X = {(Yi, ai) | 1 ≤ i ≤ k} be an enumeration of X .
Let Y ′i = {0→b|b ∈ Yi} ⊆ Cond(Pn(τ)) for all i, it is finite and consistent. By induction
hypothesis there is Ni term Y
′
i for all i. Furthermore, by induction hypothesis there is
Qi eq ai for all i. We define
M = λx.and (Q1(xN1))(and (Q2(xN2)) . . . (Qk(xNk))).
We check that M eq X : Let d ∈ Dσ.
If X ⊆ d, then for all i:
|S[[Qi]]⊥| (|d| (S[[Ni]]⊥)) = |S[[Qi]]⊥| (|d| (Yi↓)) = 0, as ai ∈ |d| (Yi↓).
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Therefore |S[[M ]]⊥| d = 0.
If d ↑− X , then there is some j with d ↑− (Yj, aj), i.e. |d| (Yj ↓) ↑− {aj}. Therefore
|S[[Qj ]]⊥| (|d| (S[[Nj ]]⊥)) = 1, and |S[[M ]]⊥| d = 1.
Otherwise, d ↑ (Yi, ai) for all i and (Yj, aj) 6∈ d for some j. Then |S[[M ]]⊥| d = ⊥.
We have now proved statements 1) and 2) for all n and σ. The lemma follows easily
from 1): If d ∈ Dσ is finite, it has the form d = X↓ with X ⊆ Pn(σ) for some n, X finite
and consistent. There is a term M with M term {0→a | a ∈ X}, i.e. S[[M ]]⊥ = X↓.
Proof of the Full Abstraction Theorem:
It remains to show for all M,N ∈ Tσ: If M ⊑ N , then S[[M ]]ε ⊆ S[[N ]]ε for all ε.
First suppose that M and N are closed terms.
Let a ∈ S[[M ]]ε. Define f = ({a}, 0)↓∈ Dσ→bool. By the Definability Lemma, there
is P ∈ T cσ→bool with S[[P ]]⊥ = f . P [ ] serves as a context such that PM and PN are
programs.
0 = S[[PM ]]⊥ = O[[PM ]] ⊆ O[[PN ]] = S[[PN ]]⊥, therefore a ∈ S[[N ]]ε.
Now letM andN be terms with their free variables in {x1, . . . , xn}. We get λx1 . . . xn.M ⊑
λx1 . . . xn.N : For all contexts C[ ] apply the context C[λx1 . . . xn.[ ]] to M and N .
For the closed terms follows: S[[λx1 . . . xn.M ]]ε ⊆ S[[λx1 . . . xn.N ]]ε for all ε. Hence
S[[M ]]ε ⊆ S[[N ]]ε for all ε.
7 Interdefinability of constants
Our first observation is that case can be defined from pcase and out0, out1(see page 9
for the def. of out0, out1). We have
S[[case]] = S[[λxyz.pcase x (pcase x (y (out0 x)) Ω)(pcase xΩ (z (out1 x)))]].
In the preceding chapter we used the function and : bool → bool → bool, de-
fined as and = λxy.pcase x y 1, to build defining terms for all finite elements of the
semantic model. Now we will show that also pcase (whose semantics is not finite) is
definable from and and the sequential constants. Compare the definition of PCF’s
parallel conditional in terms of the parallel or in [Sto91]. We assume a constant
and : bool→ bool→ bool with the semantics:
(S[[and]]⊥)00 = 0, (S[[and]]⊥)1⊥ = 1, (S[[and]]⊥)⊥1 = 1.
Without loss of generality, we will define only pcasevoid,void,σ : bool → σ → σ → σ for
all types σ, and write simply pcaseσ. The general pcase can be easily defined from this.
In order to cope with recursive types, we have to extend the inductive definition
of pcaseσ to general type expressions σ (with free type variables). Then we have to
associate with each type variable t of σ some type τ and a term variable p : bool →
τ → τ → τ , that stands for the pcaseτ -function in its recursive definition.
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So we are lead to define an operation Pcase(θ, σ) that produces terms for pcase-
functions. Its second argument is a type expression σ ∈ Tµ. The first argument is a
partial map θ : VT → V from type variables to term variables, with θ(t) 6= θ(s) for
t 6= s. θ is defined on a finite set of type variables that contains all free variables of σ.
θ(t) must be of the type bool→ τ → τ → τ for some type τ . We associate with θ the
partial map θ : VT → T cµ defined by θ(t) = τ for θ(t) : bool→ τ → τ → τ . Pcase(θ, σ)
will be a term of type bool → θ(σ) → θ(σ) → θ(σ), where θ is naturally extended to
the substitution of free type variables of type expressions. [ ] is the totally undefined
map. The notation θ[t 7→ p] will be used as for environments.
In the definition of Pcase we use abbreviations for the following function terms:
if : bool→ σ → σ → σ
if = λxyz.case x (λw.y) (λw.z)
not : bool→ bool
not = λx.if x 1 0
or : bool→ bool→ bool
or = λxy.not (and (not x) (not y))
pc : bool→ bool→ bool→ bool
pc = λxyz.or (or (and x y) (and (not x) z)) (and y z)
It is S[[pc]]⊥ = S[[pcasebool]]⊥.
sb : τ + ̺→ bool
sb = λx.case x (λy.0) (λy.1)
Pcase(θ, σ) is defined by structural induction on the type expression σ:
Pcase(θ, t) = θ(t)
Pcase(θ, τ + ̺) = λxboolyθ(τ+̺)zθ(τ+̺).if (pc x (sb y) (sb z))
(0 (Pcase(θ, τ) x (out0 y) (out0 z)))
(1 (Pcase(θ, ̺) x (out1 y) (out1 z)))
Pcase(θ, τ × ̺) = λxboolyθ(τ×̺)zθ(τ×̺).( Pcase(θ, τ) x (fst y) (fst z),
Pcase(θ, ̺) x (snd y) (snd z))
Pcase(θ, τ → ̺) = λxboolyθ(τ→̺)zθ(τ→̺)wθ(τ).Pcase(θ, ̺) x (y w)(z w)
Pcase(θ, µt.τ) = Yπ(λp
π.Pcase(θ[t 7→ pπ], τ)),
where π = bool→ θ(µt.τ)→ θ(µt.τ)→ θ(µt.τ),
and pπ denotes the first variable in V π that is not in the image of θ
Pcase(θ, void) = Ω
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It is easy to show by induction that Pcase(θ, σ) : bool→ θ(σ)→ θ(σ)→ θ(σ).
In the case of the recursive type expression we have
Pcase(θ[t 7→ pπ], τ) : bool→ ̺→ ̺→ ̺
with ̺ = θ[t 7→ pπ](τ)
= (θ[t 7→ θ(µt.τ)])(τ)
= θ([ ][t 7→ µt.τ ](τ))
≈ θ(µt.τ),
so Pcase(θ[t 7→ pπ], τ) : π, therefore Pcase(θ, µt.τ) : π.
Pcase(θ, σ) has the free variables θ(t) for all t free in σ.
Definition 7.1 Let f ∈ Dbool→τ→τ→τ for some type τ .
We say that f approximates the function pcase to level n, appn(f), iff f c a b ⊇ (pcasec a b)|n
for all c ∈ Dbool and a, b ∈ Dτ .
Lemma 7.2 Let θ, σ be admissible arguments in Pcase(θ, σ), as described above. Let
n ≥ 0 and ε be an environment with appn(ε(θ(t))) for all t free in σ.
Then for f = S[[Pcase(θ, σ)]]ε we have appn(f).
If σ is not of the form µt1 . . . µtm.t, with m ≥ 0, t a type variable and t 6= ti for all i,
then appn+1(f).
Proof: by structural induction on σ.
• σ = t: f = ε(θ(t)), hence appn(f).
• σ = τ + ̺:
We show appn+1(f), i.e. f c a b ⊇ (pcase c a b)|n+1 for all c ∈ Dbool, a, b ∈ Dθ(σ).
1) c = ⊥ :
The case a ∩ b = ⊥ is clear.
Now let a = 0a′, b = 0b′.
f ⊥ (0a′) (0b′) = 0 ((S[[pcase(θ, τ)]]ε)⊥ a′ b′)
⊇ 0 ((a′ ∩ b′)|n), by induction hypothesis
= (a ∩ b)|n+1
= (pcase c a b)|n+1
The case a = 1a′, b = 1b′ is analogous.
2) c = 0:
The case a = ⊥ is clear.
Now let a = 0a′.
f 0 (0a′) b = 0 ((S[[Pcase(θ, τ)]]ε) 0 a′ ((S[[out0]]⊥) b))
⊇ 0 (a′|n), by induction hypothesis
= a|n+1
= (pcase c a b)|n+1
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The case a = 1a′ is analogous.
3) c = 1 is analogous to c = 0.
• σ = τ × ̺ :
We show appn+1(f). For all c ∈ Dbool, a1, b1 ∈ Dθ(τ) and a2, b2 ∈ Dθ(̺) we have:
f c (pair a1a2) (pair b1b2) = pair ((S[[Pcase(θ, τ)]]ε) c a1 b1)((S[[Pcase(θ, ̺)]]ε) c a2 b2)
⊇ pair (pcase c a1 b1)|n (pcase c a2 b2)|n, by induction hyp.
= (pair (pcase c a1 b1) (pcase c a2 b2))|n+1
= (pcase c (pair a1 a2) (pair b1 b2))|n+1
• σ = τ → ̺ :
We prove appn+1(f). Let c ∈ Dbool and a, b ∈ Dθ(σ).
f c a b = Pr(d ∈ Dθ(τ) 7→ (S[[Pcase(θ, ̺)]]ε) c (a d) (b d)).
Let (X, r) ∈ (pcase c a b)|n+1. Then
r ∈ ((pcase c a b) (X↓))|n
= (pcase c (a (X↓)) (b (X↓)))|n
⊆ (S[[Pcase(θ, ̺)]]ε) c (a (X↓)) (b (X↓)), by induction hypothesis
Hence (X, r) ∈ f c a b.
• σ = µt.τ :
1) We assume that τ is not of the form µt1 . . . µtm.s with m ≥ 0, s a type variable,
s 6= t, and s 6= ti for all i. We have to show appn+1(f).
1.1) We assume τ = µt1 . . . µtm.t.
Then θ(σ) = σ ≈ void, hence f ∈ Dbool→void→void→void and appn+1(f).
1.2) Otherwise, τ is not of the form µt1 . . . µtm.s with m ≥ 0, s a type variable and
s 6= ti for all i.
We have f =
⋃
i≥0 g
i⊥ with g = |S[[λp.Pcase(θ[t 7→ p], τ)]]ε|.
We show by induction on i that appi(g
i⊥) for 0 ≤ i ≤ n+ 1:
app0(g
0⊥) is trivial.
Induction step: We assume appi(g
i⊥) for some i ≤ n.
gi+1⊥ = g(gi⊥) = S[[Pcase(θ[t 7→ p], τ)]](ε[p 7→ gi⊥]).
By the general induction hypothesis (for the type expression τ) we get appi+1(g
i+1⊥).
Especially we have appn+1(g
n+1⊥), hence appn+1(f).
2) We assume τ = µt1 . . . µtm.s with m ≥ 0, s a type variable, s 6= t, and s 6= ti for
all i.
Then f = S[[Pcase(θ, s)]]ε = ε(θ(s)), so appn(f).
• σ = void : Trivial.
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Theorem 7.3 Let θ, σ be admissible arguments in Pcase(θ, σ), as described above.
Let ε be an environment with ε(θ(t)) = S[[pcaseθ(t)]]⊥ for all t free in σ. Then
S[[Pcase(θ, σ)]]ε = S[[pcaseθ(σ)]]⊥. Especially for all types σ we have: S[[Pcase([], σ)]]⊥ =
S[[pcaseσ]]⊥.
Proof: S[[Pcase(θ, σ)]]ε ⊇ S[[pcaseθ(σ)]]⊥ follows from the preceding lemma.
Now let f = S[[Pcase(θ, σ)]]ε. We show f ⊆ S[[pcaseθ(σ)]]⊥ by structural induction on
σ:
• σ = t : f = ε(θ(t)) = S[[pcaseθ(t)]]⊥.
• σ = τ + ̺ :
We show f c a b ⊆ pcase c a b for all c ∈ Dbool and a, b ∈ Dθ(σ).
1) c = ⊥ :
For a ∩ b = ⊥ it is f ⊥ a b = ⊥.
Now let a = 0a′, b = 0b′.
f ⊥ (0a′) (0b′) = 0 ((S[[Pcase(θ, τ)]]ε)⊥ a′ b′)
⊆ 0 (pcase⊥ a′ b′), by induction hypothesis
= pcase⊥ a b
The case a = 1a′, b = 1b′ is analogous.
2) c = 0 :
For a = ⊥ it is f 0⊥ b = ⊥.
Now let a = 0a′.
f 0 (0a′) b = 0 ((S[[Pcase(θ, τ)]]ε) 0 a′ ((S[[out0]]⊥)b))
⊆ 0 (pcase 0 a′ ((S[[out0]]⊥)b)), by induction hypothesis
= pcase 0 a b
The case a = 1a′ is analogous.
3) c = 1 is analogous to c = 0.
• σ = τ × ̺ :
For all c ∈ Dbool, a1, b1 ∈ Dθ(τ) and a2, b2 ∈ Dθ(̺):
f c (pair a1a2) (pair b1b2) = pair ((S[[Pcase(θ, τ)]]ε) c a1 b1)((S[[Pcase(θ, ̺)]]ε) c a2 b2)
⊆ pair (pcase c a1 b1) (pcase c a2 b2), by induction hyp.
= pcase c (pair a1 a2) (pair b1 b2)
• σ = τ → ̺ :
For all c ∈ Dbool, a, b ∈ Dθ(σ) and d ∈ Dθ(τ):
f c a b d = (S[[Pcase(θ, ̺)]]ε) c (a d) (b d)
⊆ pcase c (a d) (b d), by induction hypothesis
= pcase c a b d
8 CONCLUSION 52
• σ = µt.τ :
f is the least fixed point of g = |S[[λp.Pcase(θ[t 7→ p], τ)]]ε|.
Let d = S[[pcaseθ(σ)]]⊥. Then
g d = S[[Pcase(θ[t 7→ p], τ)]](ε[p 7→ d])
⊆ S[[pcase̺]]⊥ with ̺ = θ[t 7→ p](τ) ≈ θ(σ), by induction hypothesis
= d.
Therefore f ⊆ d.
• σ = void : Trivial.
8 Conclusion
We have given the syntax and reduction relation of a recursively typed λ-calculus with
a parallel conditional pcase on all types. The calculus was proved to be confluent,
with the aid of a general result on the confluence of the λ-calculus with algebraic term
rewriting rules. Our reduction relation simply defines the reduction of a redex in any
context. It remains to define a reduction strategy that effectively finds the normal form
approximations of a term. Such a strategy cannot prescribe deterministically which
redex to reduce, as we have the parallel pcase. Instead, it should give for every term a
set of its outermost redexes to be reduced in the next reduction steps. Such a strategy
could be given for general algebraic term rewriting rules.
We unfolded the recursive types to (possibly infinite) type trees and interpreted
these type trees as prime systems. With this interpretation of types, we gave a de-
notational semantics of terms. The Approximation Theorem was the key result on
the strength of reduction with respect to the denotational semantics: The semantics
of a term equals the limit of the semantics of its normal form approximations. From
this followed the adequacy of the semantics with respect to the observation of Boolean
values: If the semantics of a program is 0 or 1, then the program reduces to this value.
Furthermore, we showed full abstraction of the semantics. To achieve this, the syntax
must contain a parallel function like pcase or and. These functions are definable from
each other, so a calculus with the same expressive power could be given with reduction
rules for and instead of pcase. The same expressive power means that the same elements
of the semantic model are definable in both calculi. The semantic model corresponds
to the observation of Boolean values, as we have seen. There are other operational,
intensional properties of the original pcase that are not valid for the pcase-function
defined from and, e.g. the reduction pcase 0MN →∗ M . The proofs of confluence
and of the Approximation Theorem would be (slightly) easier for a calculus with and.
Nevertheless, we preferred to make these investigations with a pcase-calculus.
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paper.
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