We study several aspects of a generalized Perron-Frobenius and Krein-Rutman theorems concerning spectral properties of a (possibly unbounded) linear operator on a cone in a Banach space. The operator is subject to the so-called tangency or weak range assumptions implying the resolvent invariance of the cone. The further assumptions rely on relations between the spectral and essential spectral bounds of the operator. In general we do not assume that the cone induces the Banach lattice structure into the underlying space.
Introduction
The celebrated Perron theorem asserts that the spectral radius and there is ∈ R + such that ( α − α) = A . It is immediate to see that α − α = (A) def = max {Re λ : λ ∈ σ (A)} is the spectral bound of A, i.e., (A) ∈ σ (A) to which there corresponds a nonnegative eigenvector.
The assumption concerning the nonnegativity of the off-diagonal entries of a matrix A means exactly that A is tangent to K = R + , i.e., for each ∈ K , A ∈ T K ( ), where T K ( ) is the cone tangent to K at in the sense of convex analysis. The tangency condition, being well-understood and widely used in the context of the invariance and viability properties of constrained differential equations and inclusions, appears therefore to be suitable for the study of spectral properties of matrices. It is natural to ask to what extent these simple observations and results have analogues in case of linear operators defined in a Banach space E in order to get corresponding generalizations of the Krein-Rutman theorem. This is the main subject of the present paper.
There is a vast literature concerning this and related questions, see [4, 9-11, 16, 21, 22] and others. While [22] and [9] contain direct generalizations of the Krein-Rutman theorem for cone preserving bounded (but not necessarily compact) operators, [4] considers the spectral properties of generators of strongly continuous semigroups on a Banach space preserving a cone inducing the structure of a Banach lattice. The results established in [4] are far reaching and complete. In our setting we do not assume a Banach lattice structure and obtain results that correspond rather to those obtained in [21] and [11] , although the main difference relies on the use of tangency conditions.
After this introduction we recall some relevant terminology and notation concerning linear operators and their spectrum, cones and orderings. Next, in the second section we provide results on the existence of eigenvalues of closed linear operators and a brief discussion of assumptions concerning spectral bounds of the studied operators. The third section is devoted to the resolvent invariance of cones. It is to be noted that when studying spectral properties of a closed (but unbounded, in general) operator A on a Banach space with respect to a cone K , the invariance of K with respect to the resolvents R λ , λ ∈ ρ(A), of A (i.e., R λ (K ) ⊂ K ) is of the main interest. Hence the results contained in Section 3 stating sufficient and/or necessary conditions for resolvent invariance, relying on tangency or weak range properties of the operator, should be treated as the main contribution to the theory.
Preliminaries
Let (E · ) be a Banach space over the field K = R or C of real or complex numbers. By L(E) we denote the Banach space of all linear bounded operators defined on E; E * denotes the space of all bounded linear forms on E; if ∈ E * , then def = ( ) for ∈ E. 
Recall that A is a Fredholm operator (written A ∈ Φ(E)) if A is closed, the dimension dim N(A) < ∞, R(A) is closed
and has finite codimension, i.e., codim R(A) If E is a real Banach space, then one considers the complexification E C def = E ⊕ E of E consisting of formal sums = + , ∈ E, with naturally defined addition and scalar multiplication along with the norm Then (E C · C ) is a complex Banach space. It is clear that E may be treated as a subspace in E C for it admits the isometric embedding
A is closed (respectively densely defined) if and only if so is A C .
Cones, orderings
Let E be a real Banach space. We shall discuss cones and order relations in E, cf. [15] . By a wedge in E we mean
given ∈ E, we write K if − ∈ K . The cone K is then called the positive cone and sometimes denoted by E + . In what follows we write instead of K unless it leads to ambiguity; we also write < if − ∈ K \ {0} and if − belongs to the interior int K of K .
If K is a cone and int K = ∅, then we say that K is solid. If (the algebraic difference) K − K = E, then K is reproducing; if the closure cl (K − K ) = E, then K is total. It is easy to see that solid cones are reproducing. If K is reproducing, then any ∈ E is represented as = − , where ∈ K ; one proves that in this case there is a constant = (K ) > 0 (depending on K only) such that any ∈ E admits a representation = − such that ∈ K and max { } .
A cone K is normal if the norm in E is semi-monotone, i.e., there is a constant = (K ) > 0 such that for all ∈ E, implies that . is minimal in a sense. If the positive cone K is minihedral and the norm is monotone, i.e., implies that , then (E K ) is a (real) Banach lattice, see [2] . Evidently, the positive cone K in a Banach lattice is normal and reproducing.
Let K ⊂ E be a wedge and let 
Spectra of linear operators on cones
In what follows E always denotes a real Banach space. If A : D(A) → E is a closed linear operator, then by ρ(A) and σ (A)
we denote the resolvent set and spectrum of A C , respectively, i.e., ρ(A)
where I stands for the identity operator, and σ (A)
, λ is an eigenvalue of A to which there corresponds an eigenvector ∈ E, = 0, such that A = λ . Moreover, observe that for any λ ∈ R, N(λI There is a natural relation between spectra of A and its resolvents. If λ ∈ ρ(A), then
This follows since, as it easy to see, for µ ∈ C, µ = 0,
and implies that Let us define the essential spectral radiuses and essential spectral bounds by
If λ ∈ ρ (A) ∩ R (resp. λ ∈ ρ + (A) ∩ R), then λI − A ∈ Φ(E) and i(A) = i(A C ) (resp. λI − A ∈ Φ + (E)). If α ∈ ρ(A), the essential spectral bound (A) is finite and α > (A), then
Remark 2.1. 
A remarkable formula due to Nussbaum [20] states that for A ∈ L(E), As an alternative 'measure of noncompactness' of A ∈ L(E) one may take 
Proposition 2.2.
Suppose that A : D(A) → E is a closed linear operator and (A) < ∞. Then
Proof. (i) Suppose to the contrary that
It is easy to see that there exists α 0 > (A) such that for any α α
in view of (4) . Therefore, in view of (3) for α α 0 , + (R α ) < (R α ): a contradiction with (5). 
, where ∈ σ (A). Moreover, for all ∈ N,
; therefore = . This shows that there is ∈ σ (A) ∩ R such that = (α − )
On the other hand, arguing as before, if
: a contradiction. The same argument works in case of the point spectrum.
Remark 2.3.
It is possible to show directly (without (5) Now we shall discuss the above condition (6).
Example 2.4. 
. In analogy with the growth bound ω 0 (A) we define the essential growth bound, cf. [10, Definition IV.2.9],
Exactly as in [10, Proposition IV.2.2] one shows that In order to prove Proposition 2.5 we need to use the following lemma.
Lemma 2.6. Proof. Fix ε > 0. There is 0 > 0 such that for any ∈ N,
Since ε was arbitrary we complete the proof.
Proof of Proposition 2.5. Let ω ∈ R be such that γ(S A ( )) M ω ω
for all 0. We are going to show, that, for all α > (A),
This implies that (A) ω and (A) < ω (A) because ω (A) < ω and ω was arbitrary. Indeed, if (A) > ω, then
In order to show (7) recall, see [10, Corollary II. 1.11] , that for sufficiently large α and all ∈ N, 
Corollary 2.7.

If A : D(A) → E generates a strongly continuous semigroup of bounded linear operators and ω
Proof. According to [10, Corollary IV.2.11], Theorem 2.8.
Let K ⊂ E be a cone, T ∈ L(E) and suppose that T (K ) ⊂ K .
(i) (Krein-Bonsall-Karlin, see [15, Theorem 8.1 
]) If the cone K is reproducing and normal, then (T ) ∈ σ (T ).
(ii) (Krein-Rutman, see [15, Theorems 8.2, 9 
.1]) If the cone K is total, T is compact with (T ) > 0, then (T ) ∈ σ (A)
with a corresponding eigenvector in K .
(iii) (Nussbaum, see [22, Corollary 2.2] , cf. [9, Theorem 1] ) If the cone K is total and (T ) < (T ), then (T ) ∈ σ (T ) with a corresponding eigenvector in K .
Clearly (iii) generalizes (ii), for if T is compact then (T ) = 0. As it appears, assumptions in these results are sharp. In [15] there is an example of a bounded operator T preserving a solid (but not normal) cone for which (T ) ∈ ρ(T ).
On the other hand, it is easy to construct an example of a compact operator T : 2 → 2 , where 2 def = ( )
0 ∈ N} with σ (T ) = 0, but 0 is not an eigenvalue of T . To this end, given ∈ 2 , we put T = where 1 = 0 and = ( − 1)
Having these and Proposition 2.2, we immediately obtain the following corollaries.
Corollary 2.9.
(i) If the cone K is normal and reproducing and σ (A) = ∅, then (A) ∈ σ (A).
(ii) If the cone K is total and (6) holds, i.e., (A) < (A), then (A) ∈ σ (A) and a corresponding eigenvector ∈ K .
Proof. (i) First observe that (R
. Now the assertion follows from Proposition 2.2 (iii).
(ii) In view of Proposition 2.
The reader will easily see that Corollary 2.9 can be traced in [21, Theorems 1.1, 1.2]; it seems however that our proofs are much simpler.
Resolvent invariance
In this section we shall look for conditions sufficient for assumption (8) of Corollary 2.9.
Dissipative operators
Dissipativity of operators plays an important role in what follows. Let : E → R be a Banach functional, i.e., ( + ) ( ) + ( ) and (λ ) = λ ( ) for all ∈ E and λ 0. It is clear that is a convex function and observe that is continuous if and only if there is α 0 such that | ( )| α for any ∈ E.
Given ∈ E, the lower and upper Dini derivatives of at in the direction are defined by
Definition 3.1.
(resp. strictly -dissipative) for def = · . We say that A is -dissipative if it is dissipative and there is > 0 such that
Let us collect some properties of -dissipative and dissipative operators. Proposition 3.2. 
A is -dissipative if and only if, for each > 0 and ∈ D(A), ( ) ( − A
).
Evidently a strictly -dissipative operator is -dissipative. If is continuous and A is a densely defined linear operator, then A is dissipative if and only if it is strictly -dissipative.
If is continuous, a linear subspace D ⊂ D(
lim
Remark 3.4. 
Tangency
Let K ⊂ E be closed. We define the tangent cone to K at ∈ K by
where
is the distance of ∈ E to K . It is easy to see that T K ( ) is a wedge in E and
By the normal cone to K at ∈ K we mean the set
Remark 3.5.
1. Let ∈ E and ∈ K . Then ∈ T K ( ) if and only if there are sequences ( ) ⊂ R, ( ) ⊂ E such that → 0 + , → and + ∈ K for all ∈ N, or equivalently there are sequences → 0 + and ( ) ⊂ E, → 0, such that + ( + ) ∈ K for ∈ N. Definition 3.6.
If K is convex, then for each ∈ K , T K ( ) is a convex wedge and (2.i) T K ( ) = cl
Let K ⊂ E be closed. A (not necessarily linear) operator
A : D(A) → E is tangent to K if, for any ∈ K A def = K ∩ D(A), A ∈ T K ( ).
Remark 3.7.
One says that a cone K is generated by F ⊂ K if, for each ∈ K , there are 0 and ∈ F such that = . For 
Suppose that (Ω Σ µ)
is a σ -finite measure space and let E be separable. Consider a measurable set-valued map
convex and if ∈ K, then ∈ T K ( ) if and only if (ω) ∈ T K (ω) ( (ω)) for almost all ω ∈ Ω. In particular, if K (ω) is a cone in E for all ω ∈ Ω, then K is a (nonempty) cone in L (Ω E) and, for any ∈ K, ∈ T K ( ) if and only if (ω) ∈ cl (K (ω) + R (ω)) for almost all ω ∈ Ω.
In what follows we shall study necessary and sufficient conditions for tangency of closed linear operators A : D(A) → E to a cone K . Our main interest concerns the following question: to what extent tangency of A implies that K is preserved by resolvents R λ , λ ∈ ρ(A), of A? Let K ⊂ E be a cone.
Proposition 3.9.
Let A ∈ L(E). The following conditions:
(i) A is tangent to K ;
are equivalent.
The above condition (14) is known in the literature as the weak range condition. Before we enter the proof we propose two lemmata.
Lemma 3.10.
(i) (see [5, (ii) (see [8, Theorem 18.3 
]) If B ⊂ E is closed convex and bounded, : B → E is continuous, γ-contractive (i.e., there is ∈ [0 1) such that γ( (Ω)) γ(Ω) for any Ω ⊂ B) and ( ) ∈ + T B ( ) for ∈ B, then has a fixed point.
Lemma 3.11.
If A : D(A) → E is a linear operator and it satisfies the weak range condition, i.e., for any ∈ K ,
lim inf
then ( Proof. It is immediate to see that, for small > 0,
since K A is a cone. Hence, for any ∈ K ,
The assertion follows. In our next result we relate the tangency condition to the so-called Kato inequality representing an abstract version of the classical inequality for laplacian  see [18] , [4, Section C-II.2].
Proof of Proposition 3.9. (i) ⇒ (ii) Let
Proposition 3.12.
Let A ∈ L(E), where (E K ) is a Banach lattice with an order continuous norm, i.e., K = E + is a positive cone. Then A is tangent to K if and only if A satisfies the Kato inequality:
for each ∈ E (the meaning of sgn will be explained below). 
Indeed, (17) Conversely, suppose that A is tangent to K and take ∈ E. First observe that if ∈ T K ( ± ), then
and P 0 for all ∈ N.
Next we see that
In what follows we shall confront the tangency condition with the resolvent invariance in case A : D(A) → E is the generator a strongly continuous semigroup {S A ( )} 0 of linear bounded operators. Let, as above, K be a cone in E. We say that:
Remark 3.13. Proposition 3.14. , then Proof. Recall (3. ii) of Remark 3.5 and assume for a while that for all ∈ K * , = 0, and ∈ K A ,
K is semigroup invariant if and only if it is resolvent invariant and then
R λ (K ) ⊂ K for all λ > (A).
If K is semigroup invariant, then A is tangent to K .
Proof. 1. (cf. [19, Theorem 1.4.1]) Suppose that S A ( )(K ) ⊂ K for all 0 and that {S A ( )} is of type (M ω). Then ρ(A) ⊃ (ω +∞). If µ > ω, then R λ admits the integral representation
We shall show that ( ) ∈ K for all 0. Assume to the contrary that ( ) ∈ K for some > 0 and let 0 be the least time such that ( 0 ) ∈ K \ int K . By [15, Section 1.2.8] there exists ∈ K * , = 0, such that ( 0 ) = 0. But, in view of (19),
is dense in K and S A ( ), 0, is continuous, the statement is true under the additional assumption (19) .
In the general case, since E is separable, there is a strongly positive 0 ∈ K * , i.e., 
Hence ε
Unfortunately, simple examples show that tangency does not imply resolvent (or semigroup) invariance of K . Therefore we shall look for conditions stronger than tangency sufficient for the cone invariance.
Let us start with the following result using the notion of -dissipativity introduced above. Namely, let us assume that a cone K ⊂ E is reproducing and consider the following two Banach functionals and related to K . We put
Clearly, for each ∈ E the sets K ∩ (K + ) and K ∩ (K − ) are nonempty (since K is reproducing). Hence and are well-defined. Moreover, it is immediate to see that and are Banach functionals indeed. Let us show that and are continuous. Let ∈ E and note that since K is reproducing, = − , where ∈ K and (K ) . Clearly, ∈ K ∩ (K + ), i.e., 0 ( ) (K ) ; the continuity of follows analogously.
Observe that −K = K = { ∈ E : ( ) = 0} and K = K = { ∈ E : ( ) = 0}.
Remark 3.17.
1. By the very definition, we see that, for ∈ E,
hence ( ) and ( ) may be interpreted as the 'ordered' distances from −K and K , respectively. Moreover, since for any
, and
Indeed, ∈ K ∩ (K + ( − )) and thus ( − ) .
3. If E is a Banach lattice with K as the positive cone (i.e., K is minihedral and · is monotone), then ( ) = + and ( ) = − for ∈ E.
4. In general neither ( ) nor ( ), ∈ E, is realized. However, if E is reflexive, then for any ∈ E, there are closed convex sets U( ) ⊂ K ∩ (K + ) and V ( ) ⊂ K ∩ (K − ) such that ( ) = for any ∈ U( ) and ( ) = for any ∈ V ( ). Indeed, if ∈ E, then there is ∈ K ∩ (K + ) such that (K ) , i.e.,
The set K ∩(K + )∩D(0 (K ) ) is closed bounded and convex, i.e., weakly compact. The weak lower semicontinuity of · implies the existence of U( ). The existence of V ( ) may be established analogously.
Being thus prepared we may state the following 
Proof. 
Lemma 3.21.
Given ε > 0 and ∈ K , let
Proof. In view of (21), δ ε ( ) > 0. Now take > 0 such that ( (I − A)(K A )) < ε /2 (i.e., δ ε/2 ( )). Let
In order to proceed with the proof of Proposition 3.14 we need to recall the notion of the so-called DS-solution of the equation˙
Let T > 0 and suppose that systems 0 = 0 < 1 < < −1 < T and It is well known, see [6] or [24] , that if ε → 0 + and is an ε -DS-solution to (22) , then the sequence ( ) converges
Now our proof follows some ideas from [14] . We are going to show that, for every 0 ∈ K and T > 0,
Take ε ∈ (0 1). In view of (21) In this manner we have inductively defined the sequences ( )
It is clear that
Inductively we show that
Now we claim that there is 1 such that −1 < T . Suppose to the contrary that . As in (24) we see that then
for any . Observe now that ( ) ∞ = is a Cauchy sequence. Indeed, given > > ,
in view of (11) . In view of (25), for > > , 
On the other hand, given a sequence ε → 0 + , we get that
This shows (23) and completes the proof by the use of 1. of Proposition 3.14.
Remark 3.23.
Let A be as above. Note that K is semigroup invariant if and only if lim inf
The necessity of (26) is obvious and the sufficiency follows from [7] provided the semigroup {S A ( )} 0 is contractive. If not, then we renorm E and consider A − ωI to get the contractive semigroup. Proof. Let 
Therefore, by (27), lim inf As an immediate corollary of the last result we get the following example. for ∈ cl Ω, be a continuous matrix field and assume that for all ∈ cl Ω and any ∈ K , B( ) ∈ T K ( ). It is easy to see that this holds for instance if B is a diagonal matrix, i. . In particular, if the cone K is total, then by Corollary 2.9 (ii) there is ∈ K such that A + B = .
