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The forecasts from the models can be adjusted by changing the values of the constant terms in the equations (including having the constant terms differ for different quarters in the forecast period) and by adjusting the values of the exogenous variables used for the forecasts. The studies of Evans, Haitovsky, and Treyz [Z] and Haitovsky and Treyz [7] analyzing the Wharton and OBE models conclude that the adjusted forecasts of the model proprietors (the ex ante forecasts) are on average more accurate than the non-adjusted forecasts from the models. The ex unfe forecasts are even more accurate than forecasts based on the actual values of the exogenous variables and on either no constant adjustments or on the same constant adjustments a~ were used for the ex nnfe forecasts. ' The non ex ante forecasts from the two models are poor enough as to lead the authors to be pessimistic about the possibility of using econometric models in a mechanical way for forecasting purposes.
In fact. Evans, Haitovsky, and Treyz go so far as to chide anyone as being naive who believes "that econometric models should not need any [constant-term] adjustments."2 This view appears to be quite widespread, since the adjustment of constant terms is almost a universal practice among model proprietors, and model proprietors seldom release the unadjusted forecasts from their models in addition to the adjusted forecask One important consequence of this view is that it gives little incentive for trying to improve the specification of models and for trying to develop better estimation techniques.
If it is felt that models will never be able to be used in a mechanical way and that forecasts from models will always be subjectively 1 See Evans, Haitovrky, and Treyz [2, (1137-11X4)1 and Haitovsky and Treyz [7, Table 1 , (X9)1. For the OBE model, Evans, Haitovsky, and Treyr conclude that the ex anle forecasts are "no better or no worse" than the forecasts based on the actual values of the exogenous variables and on the ex anfe wn~tant adjustments (p. 1131). For the results in Table 1 in [71, however, the OBE ex anfe forecasts are better than any of the ather forecasts.
1 Evans, H&w&y, and Treyz [Z, (95711. f It is important to note the distinction between mechanical cxmstant-term adjustments and other kinds of adjustments. Mechanical adjustments are adjustments for which rules can be made ahead of time, such as a rule that says adjust the constant term in an equation by the amount of the last observed error in the equation. Accounting for first-order serial correlation, as in done in the present model, can also be considered to be a form of mechanical constant-term adjustment. The discussion in this paper regarding constant-term adjustments is meant to refer only to the non-mechanical types of adjustments. adjusted, the expected payoff in terms of increased forecast accuracy from model improvement is not likely to be very large.4 During 1968 and 1969 a short-run forecasting model of the United States economy was developed by the author. The model is described in Fair [S] . Since 1970 III, regular forecasts from the model have been released quarterly.
No constant-term adjustments have ever been made for any of the forecasts. The main aim of this work has been to try to guage the likely forecasting accuracy of a model for which forecasts are not subjectively adjusted before being released. The purpose of this paper is to describe the results that have been obtained from the model for the 1970 III-1973 II period. The model is described briefly in Section 2. Then in Section 3 the PX anze forecasts from the model are compared with two other sets of forecasts: one set using the same coefficient estimates as were used for the ex ante forecasts, but using the actual values of the exogenous variables instead of the ex anfe predicted values (outside sample forecasts); and one set using the coefficient estimates obtained by estimating the model through 1973 II and using the actual values of the exogenous variables (within sample forecasts).
The results provide an indication of how much of the forecast error is due to errors made in forecasting the exogenous variables and how much is due to having to make outside-sample forecasts rather than within-sample forecasts. These three sets of forecasts are also compared with the ex ante forecasts released from the ASA/NBER Survey of Regular Forecasters.
These forecasts are the median forecasts from the survey of forecasters.
The survey is primarily a survey of non-econometric forecasters.
THE MODEL
Since the model is described in detail in [S] , it will only be briefly discussed here. Som,e of the features of the model are the following. 1. The model was designed primarily for short-run forecasting purposes, and use was made of expectational variables when they appeared to aid in the explanation of the endogenous variables.
The model was also kept fairly small (14 stochastic equations and 5 identities).
2. The concept and measurement of Ye~~es~ labor" played an important role in the explanation of employment. Disequilibrium considerations played an important role in the specification and estimation of the housing sector. The price-wage nexus was avoided by specifying a price equation that did not include any wage variables among the explanatory variables. 3. The primary estimation technique that was used accounted for both firstorder serial correlation of the error terms and simultaneous equations bias. A method of estimating markets in disequilibrium was used to estimate the housing sector. 4. Different versions of the model were put through extensive tests before deciding on the final version.
The stability of the estimated relationships over time was also examined in some detail, as was the sensitivity of the forecasting results to likely errors made in forecasting the exogenous variables.
The model is presented in Table 1 , along with two sets ofcoefficient estimates. The first set is the set presented in Table 1 First, seasonal dummy variables are no longer used in equations (8.23) and (8.24), but instead H.,, D.W6,_, , and DHF3,_* are now seasonally adjusted before estimation. Second, the price equation (10.7) is now linear and has a lag length of 20 quarters rather than of 8 quarters.
The variables of the model are listed in alphabetical order by sector in Table 2 .
The model is structured as follows. Monthly housing starts are determined from the supply and demand equations in the monthly housing starts sector. The predicted value of monthly housing starts, HS,, is taken to be the average of the predicted values from the two equations.
The predicted values of HS, are averaged across time to obtain predicted values of quarterly housing starts, H.SQ,. Given HSQ,, current dollar GNP and seven components are determined in the money GNP sector, which is a linear, simultaneous block. Given GNP,, the price level and then constant dollar GNP are determined in the price sector. After real output is determined, employment, the labor force, and the unemployment rate are determined in the employment and labor force sector. The price and employment and labor force sectors are nonlinear, but are recursive, and the predicted values from these sectors do not feed back into the money GNP sector. There is no monetary sector: the mortgage rate and deposit llows are exogenous to the housing sector.
There .7), and the labor force participation equation for secondary workers (9.12). This conclusion is also true of the results in Table 1 . In addition, the results in Table 1 are characterized by generally larger estimates of the serial correlation coefficients for the latest set of estimates.
Between July 21, 1970, and April 23, 1973, twelve sets of forecasts from the model were released.
The number of periods ahead forecast was either four or five, depending on the time of the year. Error measures for these forecasts are presented in the first row of Table 3 for each variable.
These forecasts are denoted ex anre/ex anfe. Both mean absolute errors for levels (MAE) and mean absolute errors for changes (MAEd) are presented.
The actual data used for the comparisons are the most recent data as of July 21, 1973. To make the forecasts comparable to the most recent data, the level of each forecast value for each variable was adjusted in the following way. Consider a forecast made at the beginning of period t + 1 for period t + I and beyond, where preliminary estimates of the actual values for period t are. available.
For a variable 4'. let y: denote the estimate of y for period f available at the beginning of period t + 1, and let yy denote the most recent (as of July 21, 1973) estimate of y for period f. Then the forecasts of y made at the beginning of period f + 1 for periods f + 1 and beyond were~adjusted by adding y; -~9 to them before they were compared to the actual data (i.e., to the actual data as of July 21, 1973).
In the second row of Table 3 for each variable, error measures are presented for forecasts generated using the same coefficient estimates as were used for the ex anfe forecasts, but using the actual values of the exogenous variables.
All of the Ex AntelEx Ante = Ex ante forecasts released Ex nnre,E,x Posr = Forecasts generated using ex ante co&Went estimates but actual data on the exogenous variables. :'
Ex Post/Ex Port = Forecasts generated using coefficient estimates through 1973 II and actual data on the exogenous variables. ASAiNBER Ex Ante = ASA/NBER ex onfe forecast released. .M)ll .@I13 .OQ,3
.omx 3. Let g,(i) denote the j-quarter-ahead forecast of y for quarter f (the forecast being made in quarter t -j), and let y, denote the actual value of y far quarter f. Then MAEand MAEA for the j-quarter-ahead forecast are: MAEA = + ,$, l(y, -y,-,) -CM') Pj'-;")l, where in the second expression P/'_;" is the (j -I)-quarter-ahead forecast of y for quarter t -1. The forecasts 9,") and 9%;" are made at the same rime (in quarter I -j), and so the ditkence in these two forecasts is the jquartcr-ahead forecast of the chance in y for quarter f. For the one-quarter-ahead forecast, MAE and MAE.4 are the san~e. 4. Forecast periods: 12 obs. = 1970 III-1973 11 data used for these results, including data on the lagged endogenous variables needed to begin the forecasts, were the data as of July 21, 1973. A more detailed description of the procedure used to obtain these forecasts is presented in the Appendix.
These forecasts are denoted en anre/ex post. In the third row of Table 3 for each variable, error measures are presented for forecasts generated using the second set of coefficient estimates in Table 1 (estimates through 1973 II) and the actual values of the exogenous variables.
These forecasts are denoted expost/expost.
Finally, in the fourth row of Table 3 for relevant variables, error measures are presented for the a an& forecasts released from the ASA/ NBER Survey of Regular Forecasters.
These forecasts are denoted ASA/NBER ex ante. The same level adjustments were made for these forecasts as were made for the ex anre forecasts from the present model.
Consider the GNP, results in Table 3 firsL6 The ex antejex gost forecasts are obviously better than the ex ante/a an& forecasts, and the ex post/a post forecasts are obviously better than the ex antejex posr forecasts.
Both Here, knowing the actual values of the exogenous variables certainly improves the accuracy of the forecasts.
The gain in improved accuracy on this score is greater than the gain in using ex post coefficients rather than a am coefficients.
The housing starts sector depends heavily on hard-to-forecast exogenous variables (the mortgage rate and especially deposit flows), which is reflected in the results for HSQ, in Table 3 . The ex ante/a post forecasts are considerably better than the ex anre/ex anfe forecasts for HSQ,, a conclusion which is then also true for housing investment, IH?. An important variable in the equation explaining nonresidential fixed investment, IP,, is PE2,, the two-quarter-ahead expectation of plant and equipment investment, and data other than proxies for this variable are only known two quarters ahead. This characteristic of PEZ, is reflected in the results for IP, in Table 3 , where the ex anfe/exposf forecasts are much better than the ex ante/en an& forecasts for three quarters ahead and beyond. The unstable nature of the coefficient estimates of the inventory equation is reflected in the results for V, -V,_, in Table 3 , where the ex post/a post forecasts are much better than the ex antejex post forecasts.
Consider next the price and employment and labor force sectors. The price equation does not depend directly on any exogenous variable except potential GM', GNPR:, and because of the long lag length in the equation, the price forecasts are not very sensitive to recent forecasts of current dollar and constant dollar GNP. Consequently, the ex an&+x an& and ex nnte/ex posr forecasts of the private output deflator, PO,, and the GNP deflator, GNPD,, are of about the same accuracy.
Real GNP, GNPR, , is the ratio of GNP, and GNPD, , and since the a a&a post forecasts of GNP, are more accurate than the ex an&+x ante 6 The discussica in this section will concentrate on the MAE rerults in TaMe forecasts (with the different forecasts of GNPD, being of about the sane accuracy), one would also expect the ex onre/expost forecasts of GNPR, to be more accurate than the ex anfe/ex ante forecasts. This is not true for all but the five-quarterahead results, however, which turns out to be caused by fortunate error cancellation for the ex ante/a ante forecasts. For the ex ante,kx ante forecasts, errors made in forecasting GNPt were offset to some extent by errors made in forecasting GNPD,, which was not true as much for the ex ante/a post forecasts. The variables in the employment and labor force sector are not dependent on any hard-to-forecast exogenous variables, and for all of these variables except the unemployment rate, UR,, the ex ante/a ante and ex ante/a post results are close. On average, the a ontejex ante forecasts are slightly better, which is at least in part caused by the more accurate ex antejex ante forecasts of GNPR,. The better ex ante/a ante forecasts of UR, must again be caused by fortunate error cancellation, since the forecasts of the employment and labor force variables are close for the two sets of forecasts.
Consider now the ASAINBER ex ante forecasts. For GNP,, the ex antejex post and ex post/a post forecasts are generally better than the ASA/NBER forecasts, but the ex ante/ex ante forecasts are worse. For consumer durable expenditures, CD,, the ASA/NBER forecasts are always the worst. For V, -V,_,, the expost/ex post forecasts are better than ASA/NBER, but ASA/NBER is better otherwise.
For HSQ,, the ex ante/a ante and ASA/NBER forecasts are about the same, with the ex ante/a post and ex post/a post forecasts being much better.
For GNPD,, the results are all fairly close, and for GNPR,, ASAjNBER does better except for the five-quarter-ahead forecasts. For CR,, ASA/NBER is the best. Overall, the ex ante/a ante forecasts are not quite as accurate as the ASA/NBER forecasts. The results in Table 3 can also be used to pinpoint those areas where improved specification would be likely to yield the most gain in forecasting accuracy. The model does not, for example, do well in forecasting the unemployment rate. The employment equation (equation (9.8) explaining M,) is one of the best equations of the model, but the equations involved in going from the forecasts of ,I& to the forecasts of UR, are not accurate enough to yield forecasts of UR, that are as good as, say, the ASA/NBER forecasts. More work is clearly needed in this sector, especially regarding the explanation of the secondary labor force, LF,,, and possibly also regarding the link between establishment-based employment, M,, and household-survey employment, Et. The ex an& forecasting accuracy of the model is also likely to be greatly increased if good equations can be developed or better ways found for forecasting PEZ, and deposit flows.
C*NCLUStoN
The results in Table 3 show that the model as it now stands leads to the production of ex ante forecasts that are almost as good as the ASA/NBER a ante fotecasts'and that the forecasting accuracy of the model is generally improved when the actual values of the exogenous variables are used in place of the fore-cast values and when more recent coefficient estimates are used. The results are thus contrary to the view that forecasts from models have to be adjusted in order to produce at all accurate results. The results are also encouraging as to the possibility of being able to increase forecasting accuracy by improving model specification and by developing better estimation techniques.
The fact that the accuracy of the model is generally improved when the actual values of the exogenous variables are used and when more recent coefficient estimates are used makes it seem likely that any improvement in the model, such as the addition of a good equation explaining a hard-to-forecast exogenous variable or the replacement of an equation with an equation that has better properties, will lead to improved forecasting acc~racy.~ The main conclusion of this paper is thus that it does appear possible to build econometric models that can be used in a mechanical way and still produce reasonably accurate results. There is clearly a long way to go to the attainment of the goal of building highly accurate models, and the present model is by no means put forth as being anywhere close to this goal. But the results do look encouraging enough to warrant the suggestion that a more scientific approach be taken to econometric model-building and forecasting. The main conclusion of this paper should not be interpreted to mean that the author believes that no subjectivity is involved in forecasting.
Clearly subjectivity is involved in the choice of the model in the lint place and in the choice of the forecasts of the exogenous variables.
For the ex anfe forecasts evaluated in this paper, subjectivity was also involved, as can be seen from the discussion in the Appendix, in the choice of which price and labor force participation equations to use. of whether to use seasonally adjusted or unadjusted data in the housing sector, and of how to adjust for the effects of the auto and dock strikes.
One of the reasons why the present model performs as well as it does is probably the use of more advanced techniques to estimate the model than have been used previously.
The results of two recent studies, [3] and [4] , indicate that substantial gain in prediction accuracy can be achieved by the use of more advanced estimation techniques, and in the present case it seems likely that improved forecasting accuracy can be achieved in the future by the use of an even more advanced technique than the one currently used.
Princeton University, U.S.A.
7 In a recent analysis of the ex anfe forecasts of ASA/NBER, Chase, DRI, Wharton, and the present model. McNees 18, (23)l concluded that the accuracy of the ASAlNBER forecasts was on average about the same as the accuracy of the Chase, DRI, and Wharton forecasts. The ASA/NBER forecasts thus appear to be a good benchmark from which to make comparisons of forecasting nccuracy. The conclusion of McNees regarding the ex anfe forecasts from the present model is similar to the conclusion reached in this paper, namely that the ex ante forecasts are on average not quite as accurate as the ex nnfe forecasts of the others.
B An example of an equation with better properties would be an equation with a better fit and more stability of the coefficient estimates to changes in the sample period. Another example of an improvement in the model would be the use of an alternative eaimation technique that led to more accurate within-sample predictions and more stability of the estimates to changes in the sample period. For all forecasts except 3), 4), and 5), the model was reestimated before the forecasts were generated. Most equations of the model were not reestimated for forecasts 3), 4), and 5) because of the auto strike in 1970 IV. When the entire model was begun to be reestimated again for forecast 6), observations for 1970 IV, 1971 I, and 1971 II were excluded from the sample periods for the expenditure equations. The following are the changes that were made to the model during the three year period under consideration.
For the ex anlejex ante forecasts (the actual forecasts released), the length of lag in the price equation was gradually changed from 8 in [S] to 20 currently. For forecast 1) the lag was 12, for forecast 2) the lag was 14, for forecast 3) the lag was 16, for forecasts 4)-10) the lag was 18, and for forecasts 11) and 12) the lag was 20. The nonlinear version of the price equation was used for forecasts 1)-4), and the linear version was used thereafter. The price equation to be used for a particular forecast was chosen on grounds of goodness of withinsample fit, with more weight being given to the accuracy of the equation for the more recent quarters.
For the generation of the ex ante/a post forecasts, the same price equation was used for each set of forecasts as was used for the ex ante/ ex ante forecasts. For the generation of the expost/erpost forecasts, the (current) linear price equation with a lag of 20 was used for all sets of forecasts.
The variables DHF3, and DSF6, were seasonally adjusted for the first time for forecast 5) (to make it easier to forecast these variables exogenously without having to be concerned with seasonal fluctuations), and JfS, was seasonally adjusted and the seasonal dummy variables dropped from the two housing starts equations for the first time for forecast 10). For the generation of the ex ante/ en post forecasts, this same timing was used to switch from seasonally unadjusted to seasonally adjusted data. For the generation of the ex post/e.x post forecasts, seasonally adjusted data were always used.
For forecasts 2)-9) a different equation than (9.12) was used to forecast LF,,. The results in [6] and equation (9.12) was used for the others. For the generation of the ex post/a post forecasts, equation (9.12) was always used.
The 1970 auto strike had a pronounced effect on GNP and at least two of its components for 1970 IV. For forecast 3), which was made after the strike was over and after the preliminary data for 1970 IV were released, the 1970 IV values of seven variables were changed from the published data before the forecasts for 1971 I and beyond were generated.
The model had no way of knowing that the low values for 1970 IV were due to a special factor and were likely to be made up in large part in 1971 I, and so some of the 1970 IV values were raised. The values of CD, and IP, for 1970 IV were raised by two thirds of the difference between the predicted values from forecast 2) and the published values. GNPD, was lowered by .40 points because part of the increase in GNPD, in 1970 IV was due to the auto strike. Using these three adjustments, the values for GNP,, GNPR,, PO,, and Y, were adjusted accordingly.
For forecast 4), the 1970 IV values of four variables were changed.
The values for CD, and GNP, for 1970 IV were taken to be the average of the published values for 1970 III and 1971 I, rather than the actual published values. The values for GNPR, and Y, were then adjusted accordingly.
For forecast 5), the 1970 IV value of GNP, was changed to be the average of the 1970 III and 1971 I values, and then the values for GNPR, and Y, werechanged accordingly. The 1971 dock strike had a pronounced effect on imports for 1971 IV, and for forecast 7) the published 1971 IV value of imports was changed to be the value predicted by forecast 6). The two strikes were thus handled by adjusting the lagged values of a few of the variables before generating the forecasts. For the generation of both the ex ante/a post and ex post/a post forecasts, these same adjustments were used. Since forecasts 1) and 2) were not adjusted in any way to try to account for the auto strike, the predicted values of GNP,, CD,, ZP,, and GNPR, for 1970 IV for these two forecasts were not compared to the actual values in computing the error measures in Table 3 . Rather, they were compared to the average of the actual values for 1970 111 and 1971 I. Likewise, the ex ant&x post, ex post/ex post, and ASA/NBER ex ante forecasts were compared to the adjusted values. For ASA/NBER, the comparison with the adjusted values rather than the actual values had the effect of raising the one-quarter-ahead errors for GNP, and CD, slightly, but lowering the one-quarter-ahead error for GNPR, and the two-quarterahead errors for all three variables.
The adjustment was not relevant for the three-quarter-ahead errors and beyond. Over the three year period under consideration here the (NIA) data on IH, have been revised upward, but the (non-NIA) data on housing starts have not. Consequently, when the ex ante coefficient estimates are used to forecast ZH,, the forecast is really more a forecast of the nonrevised IH, data than of the revised ZH, data. The fact that the revised data on IH,_, and on the other lagged values are used for the forecast is less important than the fact that the data on housing starts have not been revised.
This problem is also important in the CL+ equation, where the (non-revised) consumer sentiment variable is an important explanatory variable. In Iorder to account for this problem for the a anle/ex post forecasts, the constant terms in the CD; and It& equations were adjusted for each set of forecasts by adding to them fl_, -yf__, , where fl_1 is the current estimate of y for period 1 -1 and&, is the estimate ofy for period t -1 at the time the forecast (for periods t and beyond) was made. This general problem of data comparability makes it difficult to compare ex ante/a ante and ex ant+ posl forecasts, and in the end one must attempt to reach some sort of,a compromise.
In the present case, the fact that none of the other equations were adjusted aside from the CO, and ZZZ, equations probably biases the results somewhat against the ex rrntejex post forecasts. For the a post/a post forecasts no adjustments are needed because the coefficient estimates are obtained from the same data base 3s is used to generate the forecasts.
Problems of data comparability also arise for the ex ante/a posr forecasts in deciding what values of potential
GNP, GNP@,
and what values of a, to use. These two series change slightly for each set of forecasts, and for the ex ante/a post forecasts it was decided to use the same series as were used for the ex ante/ ex ante forecasts rather than to use the latest series. In this case, however, it made little difference to the final results which series were used. The WilGE, data used for forecasts 2)-9)
were also revised substantially during the period, while the labor force data were not, and so it was decided for the ex ante/a post forecasts to use the same data as were used for the ex onte/ex ante forecasts rather than to use the latest data. Otherwise, all of the data used for the a ante/ ex post forecasts were the latest data. These corrections were all fairly minor.
