Abstract. This is the rst part of a series of papers on least-squares Galerkin methods for parabolic initial-boundary value problems. These methods are based on the minimization of a leastsquares functional for an equivalent rst-order system over space and time with respect to suitable discrete spaces. This paper presents the derivation and analysis of one-step methods for semidiscretization in time from least-squares principles for linear parabolic problems. One of the most important features of the least-squares methodology is the built-in a posteriori estimate for the approximation error. This is a consequence of the equivalence of the least-squares functional to the consistency error associated with a time-step, measured in an appropriate norm. For the presentation in this paper, we focus our attention on the speci c combination of piecewise linear, not necessarily continuous, functions with continuous piecewise linears for the ux and scalar variable, respectively. For the resulting method, a convergence result is shown for the scalar variable and the associated ux.
Introduction. The e cient computation of accurate approximations to
initial-boundary value problems for parabolic partial di erential di erential equations requires adaptive techniques. Both the step-size for the discretization in time as well as the choice of mesh for the spatial discretization needs to be adapted to local features of the solution using appropriate error estimators. One of the strengths of the least-squares Galerkin approach presented in this series of papers is that it provides such an a posteriori error estimator automatically by evaluating the associated leastsquares functional. The purpose of this rst part in the series is to prove equivalence of the least-squares functional to the consistency error and to derive bounds on the approximation error with respect to the time-discretization. The development of a strategy for the adaptive choice of the step-size and issues related to the approximate solution of the elliptic problems at each time-step will be treated in the second part 8].
Adaptive strategies for time-step control based on a posteriori error estimators were derived for the backward Euler discretization in 7] and in the framework of discontinuous Galerkin methods in a series of papers starting with 6] (see also 10, Section 12]). A di erent approach to adaptive time-stepping based on extrapolation principles was established in 2, 3, 4] . The least-squares Galerkin methodology presented here is conceptually di erent from all these previous approaches to adaptivity for parabolic problems. Our approach is based on the reformulation of the parabolic problem as a rst-order system by introducing the ux u as an additional variable. A suitable least-squares functional is then minimized with respect to discrete spaces in order to construct approximations for the scalar variable p and for the ux u simultaneously. Equivalence of the least-squares functional to the consistency error implies that it provides an a posteriori error estimator to be used for the adaptive control of the time-steps. In the fully discrete case, which will be considered in the second part of this paper, the least-squares functional provides an a posteriori error estimator for Fachbereich Mathematik, Universit at-GH Essen, 45117 Essen, Germany (fmmajidi,starkeg@ing-math.uni-essen.de) 1 the approximation error in time and space. The use of least-squares functionals associated with rst-order systems for a posteriori error estimation for elliptic boundary value problems is studied in 1] and, in particular for nonlinear problems, in 9]. At rst sight, it may seem that the extension to more variables by changing to the rst-order system formulation leads to an increase of computational work which would make the least-squares approach ine cient. However, a fair comparison of di erent methods is not so simple since the overall goal is to gain a certain required accuracy at minimal cost. For example, the discontinuous Galerkin method using piecewise linear functions has similar approximation properties in time for p (third order at the time-steps) to the method discussed in this paper. The discontinuous Galerkin method requires two spatial approximations for p in this case, while the leastsquares method described below needs one for p and two for u. A detailed comparison of the amount of work involved in the computation would also need to account for the availability of fast solvers for the elliptic subproblems. However, such a detailed study is far beyond the scope of this paper. In many practical applications, the ux u is actually of interest in itself and the approximation property of the least-squares Galerkin method for this variable then becomes important.
Section 2 presents the least-squares Galerkin framework and derives the associated variational formulations. In Section 3, the representation of the discrete evolution in terms of rational functions is derived which is the basis for the convergence analysis. The equivalence of the least-squares functional to the consistency error, is shown in Section 4. The convergence analysis of the approximation error in time with respect to appropriate norms is carried out in Section 5. Section 6 addresses the issues related to the solution of the elliptic problems at each time-step. In particular, uniform ellipticity with respect to a -dependent norm is shown. For the purpose of exposition, we assume that homogeneous Dirichlet or Neumann boundary conditions are prescribed on ? D or ? N , respectively. More general boundary conditions can be handled in the standard way by suitable modi cation of the righthand side (assumed to be independent of t) f 2 L 2 ( ). We also assume that a and c are independent of t and that a; c 2 L 1 ( ) and a a; c c uniformly for x 2 with positive constants a; c. 3. Analysis of the Discrete Evolution. One of the motivations for studying the least-squares Galerkin formulations in time is that the least-squares functional is itself an a posteriori error estimator. We will prove this in Section 4. This observation can be used to adaptively choose the time-step. In this section we will concentrate on showing the equivalence of the least-squares functional to a norm for the error with respect to the evolution from t to t + . To this end, we de ne the evolution operator E(t + ; t) : Remark. We have seen in the above proof that we only need to consider the case f = 0 in our analysis. From now on, we will restrict ourselves to this situation for notational convenience.
It is also possible to express the ux approximations u ? and u + in a similar way The proof is completed by algebraic manipulations of the rational expressions in the above formula. We will also need the following result in the proof of our main result below. We expand p (t) with respect to the system of eigenfunctions f k g k2I N of A, orthonormal with respect to ( ; ) 0; , and such that A k = k k . A su cient condition for The important consequence of Theorem 4.3 is that the evaluation of the semidiscrete least-squares functional provides an a posteriori error estimator for the consistency error.
5. Convergence Theory. In order to study the convergence properties of the one-step method given by (2.5), we use the standard route via approximation and stability for the discrete evolution operator. We start with some useful properties of the rational function which de nes the discrete evolution operator E d (t + ; t). Our rst step is to show convergence of the method at the points t m for m = 1; : : : ; M following the classical approach for one-step methods. Proof. We consider a general time-step from t to t+ and split the approximation error into a part associated with the consistency of the method and the propagation by the discrete evolution. The proof will proceed with respect to the norms k k 0;c; := kc 1=2 ( )k 0; ; k k 0;a; := ka 1=2 ( )k 0; ; which are both equivalent to k k 0; .
(i) Towards proving (5.3), this is done by kp(t + ) ? p (t + )k 0;c; = kE(t + ; t)p(t) ? E d (t + ; t)p (t)k 0;c; k(E(t + ; t) ? E d (t + ; t))p(t)k 0;c; + kE d (t + ; t)(p(t) ? p (t))k 0;c; ;
where we estimate these two terms separately. For both parts we will use the system of eigenfunctions f k g k2I N of A, orthonormal with respect to ( ; ) 0; , and such that A k = k k . We may represent c 1=2 p(t) with respect to this basis, (note that p(0) = p (0) and t n T) and the proof of (5.3) is complete.
(ii) Similarly, for the proof of (5. Remark. Note that Theorem 5.2 does not give the best possible approximation order for the discrete evolution associated with (3.3). As the Taylor expansion in (5.1) suggests, the method can be shown to be of order three under higher regularity assumptions. However, (5.3) and (5.4) are su cient for our purposes below.
Our ultimate interest lies in the convergence of the method with respect to the norm used in Theorem 4.3, i.e., the norm estimated by the least-squares functional. To this end, we need the following auxiliary result. Our main convergence result is as follows. This is a reasonable assumption since the solution of parabolic problems naturally become smoother, in general, as time goes by.
Solution of the Elliptic Problems at Each Time-
Step. The continuity and coercivity of the bilinear form given by (2.4) can be deduced from 5]. However, we are interested in -independent equivalence with respect to appropriately weighted norms. 
