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Summary 
The aim of this area of research is to prov ide techniques 
which would allow long-term low temperature storage and subsequent 
transplantation of human organs, such as the kidney. A major 
difficulty in organ cryopreservation is that of obtaining rapid 
warming of the frozen tissue, whilst maintaining a uniform 
temperature profile . Before cooling , the organ is perfused with a 
' cryoprotectant', a solution which reduces freezing inJury. 
Warming rates that can be achie v ed by thermal conduction cannot 
exceed about lK/ min without damaging the exterior of the organ. 
Experimental evidence from a range of cell and organ systems 
suggest that warming should be much more rapid. One proposed 
warming technique employs dielectric heating using electromagnetic 
energy at microwave frequencies. Crucial to the design of any 
such rapid wa rming system are the electrical properties of the 
material to be heated. 
This dissertation describes t wo measurement systems that have 
been developed for measu ring the electrical properties of 
cryoprotectants and of perfused rabbit kidney tissue. Dielectric 
measurements were made with both time and frequency domain 
instrumentation, over a frequency range of 50MHz to 2 . 6GHz, and a 
temperature range of -30 'C to +2o·c . The more successful of the 
t wo systems uses an open-ended coaxial probe with a new, 
simplified, error correction and calibration technique. 
The measurements show that electri cal properties of perfused 
tissue are heavily influenced by those of the cryoprotectant in 
this frequency range. A new l ow conductiv ity cryoprotectant has 
been de veloped whi c h has mo re favourable electrical properties. 
There is a strong suggestion that using such a cryoprotectant, 
rapid warming may become a practical proposition around 430MHz. 
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Preface 
Chapter 1 identifies the need for organ cryopreservation 
technology, outlines some of the biomedical problems involved, and 
reviews prev ious attempts at rapid warming. Crucial to the design 
of any electromagnetic rapid warming system, are the dielectric 
properties of the material to be heated. Chapter 2 explains how 
dielectric properties control rapid warming, and chapter 3 reviews 
previous measurements on similar materials, and measurement 
techniques. 
Chapter describes the development of a time domain 
dielectric measurement system based on a strip-line sample holder. 
Chapters 5 and 6 describe the theory and practical details of the 
frequency domain dielectric measurement system which was used to 
perform the majority of the dielectric measurements on tissue and 
cryoprotectants. The measurements themselves are described in 
chapter 7, concluding with recommendations concerning a frequency 
and cryoprotectant suitable for rapid and uniform warming, and 
suggestions for further work . 
Appendix 1 is an analytical investigation of some of the 
thermodynamic problems encountered in rapid warming . Appendix 2 
is an inventory of materials used, whilst appendix 3 describes the 
two digital data recorders used for the time and frequency domain 
measurement systems. 
xv 
Chapter 1 
Low Temperature Preservation of Organs 
The work described in this dissertation is intended to be the 
basis for the design of an experimental system for the 
electromagnetic rewarming of cryopreserved organs, such as the 
kidney. This chapter des cribes some of the biological and 
biophysical problems encountered in the cryopreserv ation of cell 
suspensions a nd organs in order to explain the need for the 
development of rapid warming technology, and to identify relevant 
aspects of the engineering design. 
First, the underlying need for long term organ preservation 
is identified. Sections 2 and 3 summarize the results of a large 
body of experimental work on the low temperature preservation of 
cell suspensions, and of whole organs. These summaries are based 
on the reviews by Burdette and Karow (1978a), Farrant (1980), Pegg 
and Jacobsen (1983), and Jacobsen and Pegg (1984 a). Section 4, 
reviews some of the techniques for performing rapid warming of 
cryopreserved organs, and discusses some of the specific 
engineering problems to be addressed in greater detail in later 
chapters. Fina lly, section 5, reviews several recent attempts to 
rewarm cryopreserved organs using electromagnetic techniques. 
1. The Need for ~ Term Organ Preservation 
Because of recent advances in immunology and surgical 
techniques, organ transplant surgery is becoming increasingly 
commonplace; kidney transplantation is a particularly successful 
example. However, there is a severe shortage of suitable donor 
organs. A recent survey of 26 of the 28 renal transplant units in 
the United Kingdom by Sells ~~- (1985) quantifies the problem. 
In November 
and 
1983, 
2393 
4792 
were on 
patients wer e 
the waiting 
receiving 
list for 
dialysis 
a kidney treatment, 
transplant. During the period 1980-1984, the average theoretical 
UNIVERSITY 
Ll!IAAAY 
CAMS~ 
maximum number of new patients considered suitable for transplant 
was 2259/ year, however , an a ver age of only 1127/ year were actually 
performed because of the scarcity of suitable donor organs. The 
situation in the rest of Europe, the United States, and Japan is 
similarly bleak. 
The most immediate need is for more donors; this is an 
ethical and political problem, not a technological one. However 
the situation would be considerably improved if it were possible 
to construct 'organ banks' run by a national organization where 
donor organs could be stored for long periods, possibly months or 
even years. Even storage periods of a fe w weeks would make it 
possible to gi v e the recipient donor-specific treatment to make 
him tolerant of that particular donor's organ. Organs that are 
currently required include kidney, heart, li ver and pancreas; more 
would follow if prolonged organ preservation became a practical 
proposition. 
2. cryopreservation 2.£ Cells 
To understand some of the basic problems of organ 
cryopreservation, it is helpful to consider the problems 
encountered in cell cryopreservation . Techniques for the 
cryopreservation of cells are we ll developed and quite successful 
for many cell types+ including red blood c ells, platelets, 
lymphocytes and spermatozoa. Most cryopreservation procedures for 
cells involve the following five stages: 
a) Suspend the cells in a 'cryoprotectant' solution. 
b) Cool, from physiological 
temperature. 
temperature to the 
c) Store at low temperatures, e.g. in liquid nitrogen. 
+ Numerous examples are documented in Karow AM and 
Pegg DE, "Organ Preservation for Transplantation" (see 
bibliography) . 
storage 
d) Rewarm, from the storage temperature 
temperature. 
to physiological 
e) Remove the cryoprotectant by re-suspending the cells in a 
suitable culture medium. 
The cryopreservation protocol, which effectively describes 
the details o f these five stages, is usually optimized for the 
survival of a particular ce ll type, however, there are some 
important 
the next 
general observations that can be made. As an example, 
s ection examines the behaviour of a population of 
isolated mammalian cells suspended in a (water based) culture 
medium under different cooling and wa rming rates. 
2.1. Cooling and Cooling Rates 
Most cell types c an be cooled from +37·c to o·c without 
injury, rapidly or slowly, though t here are some that show 
sensitivity to rapid cooling. This sensitivity, often called 
'cold shock', is proportional to the coo ling rate and can best be 
avoi ded by slow cooling in this temperature range, although the 
me chanisms of damage are poorly understood (McGrath 1985). 
Although the idea is quite attrac ti ve, in general, unfrozen 
ce lls c annot be preserved successfully at l ow temperatures. They 
are unable to maintain vital transmembrane ionic gradients because 
of the dispropor tionate reduction in ion pump a c tivity compared 
with passive ionic diffusi on. So, the temperature must be reduced 
still further, until this diffusion is stopped. 
As the temperature drops, 
e x tracellular space ; there is 
intracellular contents to supercoo l . 
ice nuclei form 
a greater tendency 
The concentration 
in 
for 
of 
the 
the 
the 
solutes 
osmotic 
however , 
exposure 
in the external 
shrinkage. Most 
if the cooling 
to high intra 
medium rises , and ce lls lose water by 
ce lls can tolerate this shrinkage; 
rate is too slow, cells are damaged by 
and extracellular concentrations of 
solutes. Another consequence of slow cooli ng is the effect of the 
increased permeability o f the membrane to cations, leading to 
Unfrozen 
Cell 
Outflow of intracellular water 
Unshrunken cell 
with internal ice 
Dead on thawing 
Shrunken cell with 
iittle or no internal ice 
Functional on thawing 
Time ---
Figure 1.1 Influence of cooling rate on cell survival 
If cooling is slow, extracellular ice is formed, and water 
is removed from the cells osmotically; the cells shrink but 
survive. If cooling is rapid, water does not have 
sufficient time to escape, intracellular ice is formed and 
the cells are dead on thawing. After Farrant (1980). 

:;I 
'solute loading' during freezing. 
If cooling is t oo rapid, so that it does not allow 
significant osmotic shrinkage of cells, then the cellular water 
will be unable t o escape, and intracellular ice will be formed. 
After such treatment, most cel l s are dead on thawing, although 
there is evidence that the injury only becomes manifest during 
rewar ming since different survival rates are observed when warming 
conditions are altered. Figure 1.1 summarizes the problems 
encountered in cooling and freezing cel ls . 
~-~- Preservation ~ Y!!.!.:i._ Low Temperatures 
There is ample evidence that deterioration is imperceptible 
at -196"C, the boiling point of liquid nitrogen, which is the 
usual temperature chosen for storage. The only limit seems to be 
the slow accumulation of natural radiation damage which, even 
wit hout shielding, would take many thousands of years to reach 
acute levels (Ashwood-Smith 1980). So prolonged preservation 
~ ~ is merely a refrigeration problem. 
~-2· Cryoprotectants 
The solution in which the ce ll s to be cryopreserved are 
suspended contains many additives, including cryoprotectants or 
'cryoprotective agents' (CPAs). The function of the 
cryoprotectant is to protect the ce lls during cooling and 
rewarming - i.e. to reduce the damage. There are many different 
CPAs, chosen f or many different reasons, though they seem most 
effective against slow cooling injury. Although the exact 
mechanisms of action are stil l unclear, the cryoprotectant 
essentially reduces the rate of rise of electrolyte concentration 
wi th decreasing temperature. Generally, a CPA must be highly 
soluble in wate r, and be of low toxicity. The CPAs that seem to 
be most popular in the literature are dimethyl sulphoxide (DMSO+) 
and glycerol. Other CPAs that hav e been used include methanol, 
propanediol, and a range of polymers such as dextran, hydroxyethyl 
starch and polyvinylpyrrolidone ( PVP ). 
+ An alternative abbreviation is Me 2so 
The final cryoprotectant solution is usually a fairly 
concentrated solution of one of the above compounds e.g. 2M 
glycerol, together with a host of other compounds. The solution 
contains various ions e.g. Na+, K+ and Cl-, together with other 
compounds e.g. sugars and steroids, so as to produce the same 
concentration of impermeant species across the cell membrane. The 
exact recipe used is 'handed down' from experimenter to 
experimenter with occasional empirical modifications. 
Biologists are understandably reluctant to make revolutionary 
changes to the composition of existing cryoprotectant solutions 
because of the expense, both in time and other resources, of a 
proper evaluation of a completely new solution. 
There is some evidence that slow warming is to be preferred 
if there has been slow cooling. This may be because more time is 
allowed for excess solutes to leave the cells ( Pegg and Jacobsen 
1983). As noted earlier, with rapid cooling there is a marked 
sensitivity to warming rate , and rapid warming is preferred. It 
is thought that the injury caused by slow war ming is due to the 
redistribution and/ or growth of ice during rewarming to larger 
intracellular crystals a process generally known as 
recrystallization. One of the c learest findings of cryobiology is 
that recrystallization is very damaging to cells. 
2.5. Interdependence£!. Parameters in Cryopreservation 
From the discussion so far, it is clear that it is impossible 
to treat the freezing rates and thawing rates in isolation . A 
particularly striking way to illustrate this interdependence is 
given by Pegg ~ ~- ( 1984 ) . They describe experiments in which 
samples of human red blood cells, suspended in 2M glycerol, were 
exposed to a wide range of cooling and warming rates. The results 
of numerous such cryopreservation experiments were presented as a 
contour plot on whic h the contours represent lines of constant 
haemolysis (percentage killed) . Figure 1.2 is a re production of 
their illustration. 

Figure 1.2 Damage a s a function of cooling & war ming rates 
Isohaemolysis contours for human erythrocytes frozen and 
thawed in 2M gl ycerol. The diagrams show results at two 
leve l s o f cel l pac k i ng: (a) a hae matocrit of 2%, and (b) a 
haematocrit of 75%. Fr om Pegg et al. (1984). (Haematocrit 
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These two contour plots also illustrate the 'packing effect', 
which is particularly relevant to organ cryopreservation because a 
packed cell suspension can be thought of as a simple model of an 
organ. At low packing density, Figure 1.2a shows that, for these 
cells, survival will be better than 90% if the warming rate is 
about one tenth of the cooling rate, over three decades of cooling 
rates. However, at the high packing density the picture changes 
drastically. Figure 1.2b shows that better than 80% survival can 
only be achieved with both warming rates and cooling rates between 
10 and l00K/ min. If warming can be made as rapid as 200K/ min, 
cooling rates as low as lK/ min can be tolerated. 
As well as cooling rate, warming rate and the packing effect, 
the damage contours depend on many other factors, including 
cryoprotectant composition. The procedures used for the 
introduction and removal of the cryoprotectant, which may be quite 
toxic at physiological temperatures, also affects survival rates. 
3. Cryopreservation ~ Organs 
l•!• Hypothermic Preservation 
Current low temperature preservation techniques allow kidneys 
to be preserved hypothermically (i.e. above 0"C) for up to 3 days, 
and heart and liver up to 48 hours. This is obviously too short a 
period to allow organ banking; it is also too short a period to 
fully utilize the recent advances in immunology which allow 
improved donor-recipient matching (Southard and Belzer 1983). 
Cryogenic organ preservation would allow virtually unlimited 
storage periods. Cryopreservation of cell suspensions is now 
routine, but a successful, reproducible, storage protocol has yet 
to be found for whole organs. 
3.2. Difficulties Inherent l!1: Organ Cryopreservation 
An organ such as the kidney, is a highly organized population 
of cells, of many different types and functions. An initial 
approach to the study of organ cryopreservation is to extrapolate 
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from the related problems of the cryopreservation of cell 
suspensions . Note that it is unlikely that the problems, or the 
mechanisms of damage, will be exactly similar. The mere proximity 
of cells to one another may render the extrapolation from dilute 
cell suspensions invalid ( Pegg 1981 ). Also, the different cell 
types in the organ may require different cryopreservation 
protocols - it may not be possible to obtain high recovery rates 
for all cell types. 
Ev en if cell recovery is 100 %, the organ will not function if 
the extracellular architecture has been destroyed. An organ is 
not just a compacted cell suspension - the highly complex 
extracellular architecture, e.g. the numerous capilliaries and 
intercellular connections, is also essential to form and function. 
3. 3. Choice ~ Model Sy stem 
Human organs cannot be used for experimentation at this early 
stage in the development of c ryobiology, for obvious reasons. 
Instead, organs from animals such as the rabbit or dog are used. 
The c anine kidney model is useful in that the physical size of the 
organ is closer to the human kidney, howeve r, the rabbit is a much 
more convenient experimental animal than the dog . Figure 1.3 is a 
section through a hypothetical mammalian kidney, which defines 
some of the nomenclature used, together with the approximate 
dimensions of human, dog and rabbit kidneys. 
It is thought that the optimal cooling rate for organ 
preserv ation is likely t o be very slow by single cell standards, 
in order to avoid internal freezing - probably less than O.lK/ min 
(Pegg and Jacobsen 1983, Jacobsen~~- 1984b ) . This is really 
quite fortunate, because fast cooling rates are difficult to 
achieve in whole organs. Cell suspensions can be packed into any 
convenient shape to obtain high surface area to vo lume ratios 
allowing 
gradients. 
ratio is 
rapid conductive heat transfer with small thermal 
However , in whole organs, the surface area to volume 
less than 1/ cm and rapid cooling produces large 
temperature gradients. In experiments using a canine kidney model 
system, Pegg~~- (1978) found that cooling rates of less than 
3K/ min produced peak temperature gradients of about lOK/ cm. There 
is no direct evidence that such gradients are damaging in 
themselves, though their very existence implies a spectrum of 
cooling rates. Additionally, if the temperature gradients are 
severe, differential thermal contraction, will lead to damaging 
me chanical stresses (Rubinsky ~ ~- 1980). 
In practice, cooling is performed using various combinations 
of conduction and convective heat transfer, for which the 
technology is already well developed (Burdette 1981) . 
3.5. Choice~ Cryoprotectant 
Generally, highly concentrated solutions of CPAs seem to 
lessen the dependence of survival on cooling rate. In order to 
get such a concentrated CPA solution into intimate contact with 
the cells thr oughout the or gan in a reasonable time, the vascular 
system of the organ must be used. Consequently the cryoprotectant 
must be able to get through the capilliaries and across the plasma 
membrane rapidly, so high molecular weight compounds e.g. PVP are 
probably unsuitable. Much experimental work remains to be 
performed to determine a suitable 'recipe' for the cryoprotectant 
solution, and a suitable protocol for its addition to, and removal 
from the organ. Attempts t o provide predicti ve mathematical 
models of this prot oco l that would reduce the amount of 
e xperimentation required are still at an early stage of 
development (Rubinsky and Cravalho 1982 ). 
3.6. Choice~ Warming rate 
The general observations in se c ti on conce rning optimum 
cooling and warming rates f or ce ll cryop r eserva tion, suggest that 
organs that have been coo led slowly should be war med slowly for 
best surv i va l . However , the experiments on packed red cell 
systems with a glycerol based cryoprotec tant by Pegg~~- ( 198 4) 
suggest that damage may be minimi zed by rapid rewarming . 
Furthermore, most of the organ rewarming attempts by previous 
workers seemed to produce better results with higher warming rates 
i.e. greater than l0K/ min . However, Jacobsen~~- (1984b), in 
experiments on rabbit kidneys perfused with a 2M glycerol based 
cryoprotectant solution found that cooling at lK/ hr, followed by 
warming at lK/ min gave best results; higher warming rates 
(3.lK/ min) were less effective. 
For warming by thermal conduction, the surface area to volume 
ratio considerations still apply and limit the warming rat e to 
perhaps 3K/ min. Significantly higher warming rate s have been 
achieved using electromagnetic fields; these experiments are 
reviewed in detail in a later section . 
It seems likely that the interdependence of the cooling rate, 
warming rate and cryoprotectant composition will be even more 
complex than that of the red cell system illustrated in 
Figure 1.2. A large volume of experimental work is required, over, 
a wide range of cooling and warming rates, to establish such 
contours for a particular cryoprotectant and organ system. 
l-~- Amorphous Solidification - Vitrification 
A different approach to organ preservation has been suggested 
by Fahy and Hirsch (1982, 1984 ) which is currently receiving much 
attention. On cooling to sufficiently low temperatures, highly 
concentrated solutions of most CPAs normally supercool and 
solidify (rather than freeze) into a non-structured, highly 
amorphous, glassy state. Even if substantial 
free z ing nuclei are present, this glassy state can 
At the glass transition, there is an abrupt 
quantities of 
be obtained . 
cessation of 
diffusion; there are no ice crystals, no damaging osmotic shifts 
or concentrating of solutes. The only problem is perfusing the 
organ with a suitably concentrated cryoprotectant. 
Fahy and Hirsch hav e shown that the CPA concentration needed 
to achieve ' v itrification' can be reduced by increasing the 
hydrostatic pressure; this is normally damaging to tissue -
fortunately many cryoprotectants are 
Pressures of the order of l000atm were 
also baroprotective. 
found to allow a 10% 
reduction in the CPA concentration required. 
Certain CPAs appear to be better than others for 
v itrification, in that lower concentrations are sufficient for the 
liquid to glass transition to occur (Fahy and Hirsch 1982). 
Glycerol appears to be one of the worst, and propanediol one of 
the best CPAs for these purposes. Another factor that promotes 
vitrification over ice formation is rapid (non-equilibrium) 
cooling. 
Devi trification 
At low temperatures, the rate of formation of i ce nuclei is 
high, but the ice crystal growth rate is low (Hallett 1968 ). On 
warming, the situation reverses, the nuclei grow rapidly, s o 
rewarming must be extremely fast to avoid the tissue damage these 
crystals provoke. This need for ultra-rapid warming is supported 
by experimental work by Rall and Fahy (1985) on a mouse embryo 
system. Their experiments were performed at atmospheric pressure, 
using a suitably concentrated cryoprotectant solution based on 
DMSO. The embryos were stored for periods from 1 to 30 days at 
-196'C, Rall and Fahy showed that, for this system, provided the 
warming rate was rapid i.e. 2500K/ min, survival rates of over 83% 
could be achieved with cooling rates of 20K/ min or 2500K/ min. 
4. Engineering Aspects _Q_! Rapid Warming 
There is considerable uncertainty as to what is a suitable 
preservation protocol for organs. Only approximate ideas about 
the introduction and removal of the cryoprotectant, which 
cryoprotectant to use, the rate of cooling , and the rate of 
war ming are avai l able. However, there is a strong suggestion from 
previous attempts at organ cryopreservation that rapid warming is 
required; indeed, rapid warming is the only way to recover organs 
that have been preserved by 'vitrification' (Fahy~~ - 1984). 
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Rapid warming~~ is not really a problem, although taking 
a 100g kidney from -8o·c to +2o·c at, say, 300K/ min requires 
average heat transfer rates of the order of 1 to 2kW. The major 
difficulty lies in the requirement that warming should be uniform 
as well as rapid. If uniform warming cannot be achieved, organ 
survival is unlikely; at best, the range of warming rates implied 
wil l be detrimental to ce ll survival, at wo rst, the organ will be 
damaged by thermally induced stress, or burning. This requirement 
is difficult to achieve because of the difference in the thermal 
properties of biological tissue in the fr ozen and thawed state. 
4 .1. Conductive Heat Transfer ------
Warming by conductive heat transfer has already been 
eliminated because of the empirical observations (Pegg~~-
1978, Burdette 1981) of the large temperature gradients produced 
by even moderat e war ming rates , say greater than 3K/ min. However, 
since conductive heat transfer occurs in all warming schemes, it 
is instructive to examine why these large temperature gradients 
appear. 
Simple conducti ve heat transfer is described by a diffusion 
equation, and characteri ze d by a parameter known as the thermal 
diffusi v ity . Unfor tunately , the the r mal diffusivity of frozen 
tissue is about six times greater than that of thawed tissue . If 
war ming is by conducti ve heat transfer, the outside of the organ 
thaws first , thus the inside becomes thermally insulated from the 
heat source so that it stays frozen whilst the outside is exposed 
to excessive temperatures, and the risk of burning . 
4.2. ~ Pressur e 
High pressure can be used t o c hange the temperature of the 
phase transition from i ce t o wa ter (Karow 1981), but the pressures 
needed are very dest ructive i n practice (Kettere r~~- 1979). 
Actual heat transfer is performed using some other technique e.g. 
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thermal conduction. 
4. 3. Acoustic Heat Transfer ---- ------
Acoustic hyperthermia techniques are currently being 
successfully applied to cancer therapy (Fessenden~~ - 1984 ), 
and it may become possible to adapt this technology for rapid 
warming. The major advantage of acoustic heat transfer is that 
the energy absorbed by biological tissue generally decreases as 
the temperature increases (Bamber and Hill 1979). This would 
prevent 'thermal runaway ', which is a serious problem in 
electromagnetic warming (see chapter 2) . However, at the power 
levels required to achieve rapid warming, it is quite possible 
that acousti c energy wi ll cause the rupture of cell membranes; 
indeed sonicators used for disrupting cells work on this principle 
( Ketterer~~ - 1979 ) 
4.4. Electromagneti c Warming 
Experimental electromagnetic (EM) rewarming of cryopreserved 
organs has been attempted by several workers. In most such 
experiments, the organ to be rewarmed is exposed to the EM field 
generated by an ' applicator', such as a cav ity or antenna. 
various mol ecular processes dissipate the energy extracted from 
the electri c field, thereby heating the organ. The dielectric 
properties of the organ plus cryoprotectant determine the amount 
of energy extracted from the field. These properties are 
dependent on the frequency of the EM field, the temperature of the 
organ, and to some extent, the composition of the cryoprotectant. 
Another 
hyperthermia 
EM warming 
therapy 
technique, also used 
(Stauffer~~- 1984), 
for 
uses 
cancer 
small 
ferromagnetic spheres or 'electroseeds' which are implanted in the 
tissue to be heated. An external EM field heats the lossy 
spheres, which heat the surrounding tissue by thermal conduction. 
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5. Experimental~ Warming <2! Cryopreserved Organs 
The earliest attempt to use EM energy to warm organs rapidly 
was made in 1957 by Smith (1961). Hamster hearts were perfused 
wi th 2M glycerol as a cryoprotectant, cooling wa s by surface 
conduction at about lK/ min . warming was performed using either 
microwave irradiation (frequency unspecified) or thermal 
conduction, with war ming rates of l00K/ min or l0K/ min 
respectively. Neither slow nor rapid warming produced viable 
organs but there was some electrical activity remaining in those 
that had been thawe d quickly. 
Since 
techniques 
this 
have 
pi oneering effort, 
been employed by 
electromagnetic rewarming 
several workers, with little 
success on large ( human size) organs - reviews by Voss et al. 
( 1974), and Burdette and Karow (1978 a ) provide further examples. 
5.1. Successful Cryopreservation? 
The most notable exception to the generally gloomy findings 
above, is the work of Guttman~~- (1977) on a dog kidney model 
system. In their study, kidneys were perfused with a DMSO based 
cryoprotectant, and cooled to -8o·c using conduction and 
intra-arterial helium perfusion at 1-3K/ min. warming was 
performed with a domesti c microwave oven, operating at 2450MHz, 
giving average warming rates of 50K/ min. They were able to 
recover sufficient renal function in the rewarmed organs to allow 
reimplantation, and subsequent survival of 8 of the donor animals 
(who had their other kidney removed one month after 
reimplantation), achieving an overall success rate of 50 %. 
Unfortunately attempts to repeat these experiments both by 
Pegg ~ ~- ( 1978) and later by Guttman and co-workers ( 1979, 
1980) have been totally unsuccessful. No fully satisfactory 
explanation of the failure to repeat the original experiments has 
arisen, although ther e were considerable uncertainties in the 
power leve ls supplied to the organs by the (different) microwav e 
ovens used in all three of the attempts. Microwave ovens are 
essentially overmoded resonant cavities - the electromagnetic 
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field, and hence the power deposition, are v ery hard to predict 
and very hard to measure inside a rapidly warming organ. 
After much detailed study of the engineering problems 
involved in electromagnetic rapid warming (Burdette and Karow 
1978a), Burdette and his collaborators performed two series of 
cryopreservation experiments on rabbit, and on dog kidneys 
(Burdette~~- 1978b, 1980b). One of the most significant 
features of their work is that they made dielectric measurements 
of perfused kidney tissue in order to design the electromagnetic 
warming system. Their dielectric measurement techniques and 
results are discussed in later chapters; the results of their 
cryopreservation experiments are described here. 
In the first series of experiments (Burdette et al. 1978b), 
kidneys from rabbits and dogs we re perfused with solutions 
containing various DMSO concentrations, and frozen to -7o·c at 
cooling rates of 0.8-2K/ min by conduction. The organs were warmed 
using a dielectric-loaded waveguide horn operating at 2450MHz, 
allowing warming rates of about 40K/ min to be attained . Now the 
deposition of microwav e energy at 2450MHz is predominantly in the 
first centimetre or so of thawed tissue - this phenomenon is 
described in greater detail in chapter 2. To alleviate the 
non-uniform heating this effect produces in canine kidney, small 
steel spheres (electroseeds) were implanted in the organ prior to 
freezing. At the same time as the 2450MHz radiation was applied, 
the organ was exposed to an RF induction coil operating at 7MHz 
that heated the electroseeds, and thus the interior of the organ. 
No reimplantation of the rewarmed organs was attempted in 
this series; the post-thaw evaluation wa s ba sed on observations of 
the microscopic and ma croscopic anatomy. Burdette et al. 
concluded that use of DMSO improves post-thaw mo rpho logy, and that 
although warming was suffi c iently uniform at 2450MHz in rabbit 
kidneys, electroseeds we re essenti al t o transfer energy to the 
interior of the dog kidneys. They also ident ified some of the 
unique temperature measu rement problems encountered in the rapid 
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warming of organs using electromagnetic fields. 
In the second series of experiments ( Burdette et al. 1980b), 
canine kidneys were perfused with 0.7M DMSO, and frozen by 
conduction to -so·c at 0 . 5-lK/ min. Warming was performed using a 
dielectric-loaded waveguide horn, this time operating at 918MHz, 
allowing warming rates of 20-60K/ min to be achieved. Of the 27 
kidneys that were rewarmed, 25 were thawed rapidly and uniformly -
post-thaw surface temperature differences were less than 6·c. 
Burdette~~- showed that warming uniformity was much improved 
over that produced by the 2450MHz excitation used in the first 
series. Post-thaw evaluation of renal function was provided by 
re-implanting 11 of the kidneys in the donor animals, whose other 
kidney was removed at the same time. None of the kidneys 
sustained life for a significant period of time, though the 
authors seemed very optimistic about the degree of uniformity 
achieved. 
In 1982, before starting our work, we contacted Burdette who 
informed us that because of funding difficulties, he had 
discontinued his work in this area . 
There is a severe shortage of kidneys and other organs for 
transplantation, which could be alleviated if such organs could be 
stored at cryogenic temperatures. Such technology is already 
available for the preservation of cell suspensions e.g. blood 
components. However, organ cryopreservation has not yet been 
achieved. 
Although there are other biophysical problems, evidence from 
a wide range of biological systems suggests that uniform, rapid 
war ming is necessary, at rates of up to perhaps 300K/ min. Heat 
transfer by thermal conduction cannot provide uniform war ming 
because of the adverse behav iour o f the thermal properties of 
tissue on thawing. Electromagnetic (EM) war ming 
possibility of depositing the energy throughout 
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offers the 
the organ, 
although careful choice of operating frequency and cryoprotectant 
are required. The va lue of the dielectric permittivity of the 
cryopreserved tissue, and its temperature dependence, are required 
to design such an EM thawing system. 
Experimental attempts t o rewarm cryopreserved organs using EM 
energy have been largely unsuccessful, with the exception of a 
series of experiments performed by Guttman~~- in 19 77, 
although attempts to repeat these experiments, both by Guttman and 
others have failed. 
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Chapter 2 
Dielectric Properties and Electromagnetic Heating 
One of the major problems in organ cryopreservation is that 
of producing rapid, uniform warming in cryopreserved organs. 
Different warming techniques have been tried, with sporadic 
success, but the most promising approach seems to be warming using 
electromagnetic fields. 
The aim of this chapter is to explain the relevance of 
dielectric properties to the organ rewarming problem, and to show 
how these properties control the rate of energy deposition. First 
an outline of the microscopic origin of the macroscopic dielectric 
properties is given. Section 2 is a brief account of the origin 
of dielectric loss and the frequency dependence of the dielectric 
permittivity in both polar liquids and in tissue. The temperature 
dependence of the dielectric properties is discussed in section 3. 
Implicit in any rewarming scheme is an 'applicator' which is used 
to generate an EM field in the organ. So, section 4 examines two 
simple applicator geometries to show how the choice of applicator 
affects the power absorption. Section 5 describes one of the most 
crucial problems of EM heating - thermal runaway. 
!• Dielectric Properties 
The dielectric properties of materials characterize the 
interaction between electric fields and microscopic, atomic and 
molecular processes. Most standard texts on electromagnetic 
theory e.g. Lorrain and Corson (1970), or Ramo~~- (1965) 
explain the origin of dielectric properties in simple dielectrics . 
There are specialist books on the dielectric behaviour of solids 
(Jonscher ~ ~. 1983), industrial materials (Metaxas and Meredith 
1983), aqueous dielectrics (Hasted 1973) and biological molecules 
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in solution (Grant~~ - 1978). 
The basis of electromagnetic field theory are Maxwell's 
equations. When taken together wi th the constituti ve relations of 
the material, and the boundary conditions at any material 
interface these equations describe the fields in that material . 
The macroscopic versions of Maxwel l's equations in point form are 
divD pf ( 2. Ola) 
divB = 0 (2 .0l c) 
whe re ~ and !! are the electric 
the electric and magnetic 
density and pf is the free 
relations can be written 
g E + p 
0-
( 2. 02a) 
( 2. 02c) 
curlE as ( 2 . Olb) at 
curl!! = ~f 
ao 
+ at ( 2. Old) 
and magnetic fields, Q and ~ are 
flux densities, ~f is the current 
charge density. The constitutive 
(2.02b) 
where g
0 
and µ
0 
are the permittivity and permeability of free 
space (constants ) , and crdc is the de conduct i v ity of the material. 
The quantities~ and~ are the electric and magnetic polarization 
vectors. From a macroscopi c point of view , biological tissue is 
non-magnetic, so M = 0. Because of free charge movement by ionic 
conduction, all tissues possess a significant amount of de 
conductivity, so crdc is non-zero. The electric polarization, ~, 
is the subject of the next section. 
!-~· Polarization and Di electric Properties 
The term 'polari zation' refers to the perturbation of 
micr oscopic charge distributions that occurs when an electric 
field is applied to any dielectric material. Polarization is 
quantified in terms of the dipole moment £fora particular 
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structure, which is a function of the charges qi and their v ector 
separation ~i i.e. 
( 2. 03) 
The amount of perturbation, and hence£, is proportional to the 
local electric field seen by the charges in the structure, which 
in turn is a function of the external electric field and the 
surrounding medium. 
There are several polarization mechanisms. Electronic 
polarization is produced by the electrons that surround all atomic 
nuclei, and molecular polarization is produced by changes in the 
charge distribution in bonds between atoms. Orientational 
polarization occurs in polar dielectrics, in whic h the molecules 
possess permanent dipole moments. Normally the dipole moments of 
the molecules are randomly aligned by thermal agitation; it is 
only once a field is applied that they begin to align, and the 
bulk polarization appears . Maxwell-Wagner or 'interfacial' 
polarization is observed in heterogeneous systems, where charge 
accumulation occurs at material interfaces. Orientational and 
Maxwell-Wagner polarization are both particularly important in 
biological materials. 
The macr oscopic polarization vector ~ is the net dipole 
moment per unit volume and is related to the macroscopic electric 
field~ by 
( 2. 04) 
where Xe is the electric susceptibility. The relative 
permittivity is defined so that Er = 1 + Xe; substituting (2.04) 
into constitutive relation (2.02a) gi v es 
( 2. 05) 
The susceptibility Xe, and by implication Er' are in general, 
tensor quantities whi ch may also depend on E. Although many 
biological materials are anisotropic in terms of their microscopic 
structure and physical properties, e.g. bone or tendon, for soft 
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Figure 2.1 The Debye relaxation spectrum. 
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The parameters Es' E:~, and, characterize the 
spectrum (see text ) , and w is the angular frequency. 
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tissue such as the kidney, 8r is assumed to be a scalar 
independent of ~- However , the permittivity may 
quantity, 
well be a 
function of positi on inside physically heterogeneous tissue. 
2. The Origin ~ Diele ctric Loss 
For all the polari zation mechanisms described in the prev ious 
section, it takes a finite time for the charge distributions 
oriented by the field to 'relax' back to the initial state after 
the external field has been removed, hence polarization and 
permittivity are functions of time. For electronic and molecular 
polarization effects, this relaxation is extremely rapid, i.e. 
sub-picosecond. Howe ve r, in polar dielectrics, the relaxation 
process is essentially driven by thermal agitation , and the 
corresponding relaxation times can be much longer - microsecond to 
picosecond time-s ca les at room temperature. 
~-l· The Debye Dispersion 
If the oriented dipoles relax exponentially, so that~ decays 
with a time constant,, then the dielectric permittivity of the 
material takes the form of the Debye dispersion equation. In the 
frequency domain, this can be expressed as 
Writing the real and imaginary parts separately -
8~(w) = 
8 - 8 
£~'(00) = WL ~
1 + w , 
( 2. 06) 
( 2. 07a) 
(2.07b) 
where w is the angular frequency, 8
5 
is the static permittivity 
i.e. the permittivity measured at ze ro frequency, and 8m is the 
permitti v ity that corresponds to very high frequencies . 
Figure 2.1 shows the real and imaginary parts of the permittivity 
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plotted against normalized frequency for such a 
function. 
dispersion 
Although the Debye dispersion was originally derived to model 
the permitti v ity of gases, it also describes the experimental 
behaviour of many polar liquids, though it is less successful for 
solids. In many cases, there are several molecular species 
undergoing orientational polari zation in the electric field, each 
with a separate relaxation time, so that a summation of Debye 
dispersion terms of the form of (2.06) are required. 
2.2. The Cole-Cole and Cole-Davidson Dispersions 
Some associated liquids are better represented by the one of 
the two dispersion functions gi ve n below. The Cole-Cole 
dispersion function is 
1-cx ( 2. 08) 
1 + ( jc.n ) cc 
The Cole-Davidson dispersion function is 
( 2. 09) 
where exec and ~cd (usually<< 1 ) can be interpreted as measures of 
the 'spread' of relaxation times around,. 
2.3. Complex Permittivity and Complex Conductivity 
Time-dependent relaxation phenomena force the frequency 
domain permittivity to be both complex and a function of frequency 
- this can be derived from the Kramers-Kronig relations (Jonscher 
1983; pp47-52) . The real and imaginary parts can be related to 
energy storage and dissipation inside a region of lossy dielectric 
material 
statement 
using 
of 
Poynting's theorem 
the conservation of 
wh ich 
ener gy . 
is essentially a 
The relative 
permittivity, cr(w), has real part£~ and imaginary part-£~', and 
is assumed to be independent of position within a volume V, 
bounded by a surface S. Further, the material within the volume 
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is assumed to possess finite de conductivity adc' and no magnetic 
polarization. Under these assumptions, Poyntings theorem becomes 
( 2 .10) 
The left hand side of this equation is the total complex power 
flowing across S into V. The first term on the right hand side is 
the real power dissipated in the medium by ~, the second term 
represents the reactive power i.e. energy stored in the material. 
Clearly, the real part of the permittivity£~, controls the energy 
stored in the electric field, and the imaginary part£~' together 
with the conductivity adc' controls energy dissipation (heating) 
in the material. 
Now (2.10) is written in terms of 'known' fields ~ and ~, 
however, the fields are generated by the sources of charge and 
current external to the volume V. As a consequence,~ and H are 
also controlled by the electrical properties of the material, and 
the geometry of the 'applicator' - the device used to generate the 
field in the material. Section 4 investigates two simple 
applicator geometries to get some idea of the effect of the 
applicator on the power dissipation in a practical warming system. 
Equation (2.0ld) is the only one of Maxwell's equations that 
involves ~f' and for linear isotropic dielectrics, it can be 
written as 
( 2 .11) 
It is common to define a complex permittivity+, £t in which the 
imaginary part of the permittivity incorporates the conductivity 
implicitly i.e. 
4 Many textbooks on dielectri c s use the '*' 
superscript to denote a complex variable. In this 
dissertation, 't' is used for this purpose, to avoid 
conflict with '*' which is used to denote complex 
conjugate. 
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Figure 2.2 Relati v e permittivity and effective conductivity of 
human skeletal muscle, after Hurt ( 1985 ). 
The curves are the best fit of a five term Debye expans ion 
to dielectric measurements made by 19 other work ers. 
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( 2 .12a) 
where the signs are chosen so that the imaginary part is negative 
in lossy materials. Alternatively, a complex conductivity can be 
defined -
(2.12b) 
The two approaches are formally equivalent as far as Maxwell's 
equations are concerned, although the mechanisms of conductive 
loss and of dielectric loss are fundamentally different. For 
electromagnetic heating of tissue and dielectric measurements, it 
is impossible to divorce the two loss mechanisms at a single 
frequency. So, the loss can be described either in terms of the 
imaginary part of (2.12a) i.e. the effective dielectric loss, 
£~' = Im£!, or in terms of the real part of (2.12b) i.e. the 
effective conductivity, a= Rea+, whichever is more appropriate. 
2.4. Dielectric Properties~ Biological Materials 
Figure 2.2 shows the permittivity (£~) and effective 
conductivity (a) of muscle fibres. These curves are derived from 
a five term Debye expansion which was fitted to a large body of 
experimental measurements by Hurt (1985). 
spectrum is typical of biological materials. 
This dispersion 
Each dispersion 
feature, labelled a, S, s1 , o and y can be assigned to a specific 
relaxation mechanism (Grant~~- 1978; pp4-6). Later in this 
chapter, it is shown that the choice of frequency for thawing is 
restricted to the frequency range which includes the S, s
1
, o and 
y dispersions. The S dispersion is due to the Maxwell-Wagner 
effect, the s1 dispersion is due to orientational polarization of 
biological molecules other than water . They dispersion is due to 
the relaxation of water molecules; the o dispersion is thought to 
be due to the relaxation of 'bound' water. 
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3. Temperature Depend en ce _9_.!_ Dielectric Properties 
The temperature dependence of the dielectric properties is of 
particular importance in this application. Electronic and 
molecu lar polarization are relatively i ndependent of temperature; 
this is not the case for orientational polarization which is an 
important polarization mechanism in water and o ther biological 
materials. For organ thawing, we must also consider the change in 
dielectric properties produced by the ice to water phase 
transition. 
3 .1. Di e lectr i c Properties _9_.!_ Water , Ice and Saline 
3.1.1. Dielectric P roperties _9_.!_ Liquid Water 
The dielectric dispersion of liquid water at 25·c can be 
represented as a Cole-Cole dispersion wi th distribution parameter 
ace= 0 . 014±0 . 007 , c
00 
= 4.6±1.1 , cs = 78.30±0.05, and 
, = 8.08±0.2ps (Grant~~- 1978; ppl45-146, Schwan~~- 1976 ). 
According to Grant~~-, the val ue of ace takes a larger v alue 
(between 0.025 and 0 . 045) near 4 · c. The high frequency 
permittivity, c
00
, varies from 4.0 to 4.5 between o·c and 60"C. 
Theoretical conside rations suggest that the static permitti v ity of 
water should possess a temperature dependence of the form 
A 
8 00 + T ( 2 .13) 
whe re A is a constant, and T is the absolute temperature 
(Grant~~- 19 78 ; pl49, Von Rippel 1967). Malmberg and Maryott 
( 1956) made accurate bridge measurements of cs for water over o·c 
to 1oo ·c. They give an expression, reproduc ed below, that fits 
this predicted temperature variation quite well: 
87.74 - 0 .400080 + 0 . 9398xl0 - 3e2 - l.410xl0 - 6 e3 ( 2 .14 ) 
where 0 is the temperature in · c . In many systems the temperature 
dependence of the relaxation time, is o f the form 
ln(,T ) =; + C ( 2 .15 ) 
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Figure 2.3 The dielectric permittivity of water around the solid-liquid phase 
transition: (a) at -o.1·c (Ice I) and (b) at +o.1·c (Liquid Water). 
The curves were generated using Debye parameters given by 
Von Hippel (1968) for (a) and Stogryn (1971) for (b). 
(a) Ice I at -0.1 °C F;,, F;' (b) Water at +0.1 °C F;, 
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where Band Care constants (Grant~~- 1979). However, in 
water, the relaxation time decreases with increasing temperature 
approximately exponentially i.e. 
, = , exp(~) 
o T ( 2 .16) 
where ,
0 
= l.9fs, and T
0 
= 2500K. These two parameters were 
obtained by performing a least-square fit of the data from Hasted 
(1973; p47) over Oto 30"C; this data is given in Table 2.1 below. 
T
0 
is often interpreted in terms of an activation enthalpy for the 
relaxation process= 6H/ R; here 6H : 2lkJ/ mol. 
3.1.2. Dielectric Properties~~ 
The dielectric properties of ice I (which is the phase 
present at atmospheric pressure) can be represented by a Debye 
dispersion. Table 2.1 gives the Debye dispersion parameters for 
water and ice I over a range of temperatures around the phase 
transition. 
The static permittivity and high frequency permittivity of water 
and ice are quite similar, though there is a sharp contrast in the 
values of the relaxation times, and the activation enthalpy for 
ice is about 2.6 times larger than that for water. 
shows the real and imaginary parts of the permittivity 
Figure 2.3 
of these 
two states of water plotted over the same frequency range - 1MHz 
to 10GHz. 
3 .1. 3. Dielectric Properties ~ 150mM Saline 
So far, the effects of ionic conductivity have been ignored; 
a solution that better approximates biological materials for these 
purposes is 150mM saline. Stogryn has published a set of formulae 
that give the complex permittivity of saline as a function of 
frequency, salt concentration and temperature (Stogryn 1971) . 
These formulae are collected with the dispersion parameters of 
other materials used in this wor k in appendix 2. Figure 2.4 shows 
the temperature and frequency dependence of the real part of the 
dielectric permittivity, and the effective conductivity of 150mM 
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Figure 2.4 Relative permittivity, and effective conductivity of 150mM 
saline calculated from the Stogryn formula (Stogryn 1971). 
Each parameter has been plotted at four ~ifferent 
temperatures over a frequency range of 10MHz to 3GHz. 
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Table 2.1 
Dielectric Properties of Ice I and Water 
Material I Temperature I e: s e: a, ,: 
I ·c I 
-32 . 0 100 3.00 570xl0~ I 
Ice la -20.9 97.4 3.10 I 164xl0 6 I -10.8 95.0 3.08 ~ti~ 6 -0.1 91. 5 3.10 I 
I 
b 0.1 87.7 4. 9 17 .6 ( 17. 9 l I Water 10.0 83.8 4. 9 12.6 ( 12. 6 l I 
20.0 80.1 4 . 9 9.28 ( 9. 3 l I 
30.0 76.5 4.9 7.17 ( 7. 2) I 
Notes: 1. Values in parentheses are from Hasted (1973) , p47. 
2. Activation enthalpies, obtained from least-square 
fit of the above,: data to equation (2.16), 
Ice I: 6H: 55kJ/ mol, Water: 6H : 21kJ/ mol . 
Sources: a) Von Hippe! (1968) , b) Stogryn (1971) 
saline. The low frequency conductivity appears to increase 
approximately linearly with temperature . In fact, the Stogryn 
formula for the de conductivity of 150mM saline gives 
crdc = 0.8388 + 2.384xl0- 2e + 1.152xlo- 4e2 ( 2 .17) 
where e is the temperature in ·c. 
3.2. Temperature Dependence£! the Effe c ti ve Conductivity 
The temperature coefficient of the effective conductivity of 
150mM saline is positive below 1600MH z , and negative above this 
frequency. This behav iour can be explained qualitati ve ly for a 
general Debye dispersion , using equations (2 .13), (2.16) to 
describe the temperature dependence of e:s and,: respectively. 
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The effective conductivity can be decomposed into the de 
component and the component due to dipolar loss . Differentiating 
with respect to temperature yields 
( 2 . 18 ) 
The first term on the right hand side, the rate of change of the 
de conductivity with temperature is positive, e.g. for lS0mM 
saline (2.17) gives a value of about +0.025. The second term is 
expanded by differentiating (2.07b) producing 
( 2 . 19) 
So the value of the second term in (2.18) is frequency dependent, 
and more interestingly, negative at frequencies below w, = 1 
(assuming T << T
0
). 
In fact this temperature dependence can be inferred more or 
less directly from the te mperature dependence of , - as T 
increases, , gets smaller, thus the frequency at which the peak in 
the loss factor occurs, fp = 1/ 2n, occurs moves up too. At 
frequencies below fp, as the temperature increases, the effective 
dielectric loss decreases, conversely, above fp, the effective 
loss increases. For water, fp = 19.7GHz at 2s·c (Sc hwan~~-
1976); so the temperature coefficient of the water dispersion wi ll 
certainly be negative for the range of frequencies plotted in 
Figure 2.4. However the net temperature coefficient includes the 
positive temperature coefficient of the de conductivity which 
dominates at low frequencies. Below about 200MHz in lS0mM saline, 
the negative temperature coefficient of the dipolar loss is almost 
completely hidden. For ice I, fp = 0.97kHz at -20.9"C, so even 
the temperature coefficient o f the dipolar loss will be positive. 
4. Two Simple Applicator Geometries 
Although the diele c tri c loss controls the power absorption in 
dielectric materials for given fields ~and~' the applicator 
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Figure 2.5 Capaciti ve applicator , equivalent c i rc uit a dmi ttanc e, 
and t wo possible driving configu rat i ons. 
(a) Capacitive applicator 
containi ng material oft 
compl e x permittivity er. 
(b) Equi valent c ircuit 
adm i ttance, YL 
c' C r a 
(c) Applicator driven by an i deal vo ltage source . 
(d ) Applicato r dri ven by a current source with source 
admitt a nce Y s . 
W£' ' C r a 
(used to 'apply' the external field) must also be considered. The 
problem is that, in general, the fields produced in the tissue are 
controlled by the electrical properties. Unfortunately, there is 
no general result; so any specific applicator geometry must be 
investigated individually using Maxwell's equations. This section 
considers two si mple applicator geometries to get some idea of the 
interaction between the dielectric properties and the absorbed 
power. 
4.1. Capacitive Applicator 
Suppose that a block of dielectric material, which has 
uniform electrical properties, is placed between two metal plates 
which are connected to a single-frequency power source. If the 
frequency of the applied field is such that the wave length in the 
material is much greater than the dimensions of the block, this 
system can be described by a single equivalent circuit 
capacitance, as shown in Figure 2.5. The admittance of the loaded 
applicator is 
( 2. 20) 
where w is the angular frequency, Ca is the geometrical 
capacitance of the applicator, and c! is the complex permittivity 
of the block. 
4.1.1. Ideal Voltage Source 
If the applicator is driven by an 
strength Vs, then the power dissipated 
temperature T is 
ideal voltage source 
in the material at 
( 2. 21) 
where et= et - jct' is the complex permittivity of the material 
at temperature T. In this case, the power is proportional to the 
effective conductivity, crt = wc
0
ct', gi v ing a very simple link 
between the dielectri c properties and the absorbed power. It is 
convenient to normalize the power absorption to the power absorbed 
at some other temperature Tx where the absorption is a ma xi mum . 
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This normalized power is defined as 17 
P(T) 
17(T ) = P(Tx) 
so that here 
17(T) 
where c! is the complex permittivity at temperature Tx. 
i•!·~· Current Generator with Finite Source Admittance 
( 2. 22) 
( 2. 23) 
Figure 2.5c shows a power supply consisting of an ideal 
current source strength Is, and a source admittance Ys. This is a 
more realistic mode l o f a practical power source. In principle, 
using suitable mat ching networks, Ys can be chosen arbitrarily -
ma x imum power is trans;erred to the load admittance YL (the 
applicator) when Ys = YL . 
Suppose maximum power transfer occ~rs at temperature Tx so 
that the source admittance is Ys = Yx. The power dissipated in 
the material at temperature Twill be 
P ( T) 
and from (2 .22 ) , 17 is 
l7(T) 
P (T) 
P(Tx) 
( 2. 24) 
( £~, + £f_, ) 2 + ( £~ _ £f_) 2 
( 2. 25) 
This time 17 is a function of the real and imaginary parts of both 
complex permittivit ies. Note that if the power source had been 
modelled as a voltage source with finite sour ce impedance, the 
form of (2.24) changes but (2 . 25) is invariant. 
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Figure 2. 6 
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4.1.3. Practical Points 
In a practical realization of this scheme, reported briefly 
by Ketterer~~- (1979), low frequency alternating current was 
passed through electrodes placed in contact with the surface of a 
kidney. However, Ketterer et al. identified an implicit stability 
problem with this form of applicator. 
Suppose one part of the organ has thawed, and is consequently 
less resistive to the flow of current. If the two sections are in 
'series', most of the power will be dissipated in the more 
resistive region (i.e. the frozen part) - which is exactly what is 
wanted. However, if the two regions are in 'parallel', most of 
the power wil l be dissipated in the thawed zone, a potentially 
unstable situation. Worse still, there is likely to be surface 
burning because of the e lectrode contact resistance, although this 
could be alleviated by using an intervening medium of similar 
conductivity. 
A different approach has been suggested by Hessary and Chen 
( 1984 ) for use in cancer hyperthermia therapy whic h might be 
usable here. In their scheme, the vo lume of tissue to be heated 
is surrounded by a large array of electrodes, and the power is 
'steered' to where it is needed. 
4.2. Plane Wave Applicator 
If the frequency of the electromagnetic energy is such that 
the wavelength in the dielectric is comparable with or less than 
the dimensions of the applicator, then the applicator cannot be 
treated as a single circuit element. 
As a simple case, consider a semi-infinite slab of dielectric 
material with an electromagnetic plane wave incident upon its 
surface, as shown in Figure 2.6a. The intervening medium is a 
lossless dielectric with dielectric constant ci e.g. air. Part of 
the incident wave will propagate into the material, and part will 
be reflected from the surface. In lossy materials, power is 
absorbed as the EM wave travels through the medium; the 
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attenuation increases exponentially with distance. The absorption 
c an be usefully characterized by the 'penetration depth', DP, 
which is the distance through which the wave travels before the 
power is reduced to 1/ e (36.7%) of the value at the surface. For 
the geometry described above, DP is solely a function of the 
material properties and is given by 
-c 
2wrm✓1:t 
where c is the velocity of light in free space. 
( 2. 26) 
A related 
parameter is the total power that is absorbed in the semi-infinite 
slab, normalized to the incident power Pinc 
P(T) 
Pinc 
4niRe✓1:t 
lni + ✓1:t12 
( 2. 27) 
where ni = f£i. Figure 2.6b shows the computed power penetration 
depth in lSOmM saline at four temperatures . 
Consider an organ warming system in which the electric and 
magnetic fields in the organ are spatially uniform; for example 
the capacitive applicator driven by an ideal vo ltage source. Now 
suppose that the organ has been warmed uniformly to temperature T, 
except for a small region that is at a higher temperature T + 6T. 
The discontinuity may be due to the spatial variation of the 
dielectric or thermal properties of the organ vo lume. 
Now Poynting's theorem (2.10) shows that power absorption is 
dependent on the effective conductivity, a . For the capacitive 
applicator, the power is proportional to a. Qualitatively, we can 
see that if a increases strongly with increasing temperature, the 
discontinuity will absorb more energy thus increasing the 
temperature further - which wi ll quickly cause the discontinuity 
31 
to burn. This positive feedback is termed 'thermal runaway', and 
is one the most serious problems in both electromagnetic warming 
of organs, and in many industrial applications of microwave 
heating (Metaxas and Meredith 1983; pp54-58). Conversely, if the 
feedback can be made negative, i.e. power absorbed decreasing with 
increasing temperature, the discontinuity wi ll tend to disappear. 
Whatever the temperature dependence of a, or more generally, 
the power absorption, thermal relaxation smooths out spatial 
discontinuities in the temperature distribution. Appendix 1 is an 
analytical investigation of thermal relaxation and thermal runaway 
which quantifies the effects of thermal relaxation. Also, an 
attempt is made to formulate a condition on the rate of change of 
power dissipation with temperature. Thermal relaxation can 
stabilize thermal runaway if the temperature coefficient of the 
absorbed power is small. However, the critical va lue of the 
temperature coefficient depends on the warming rate, the 
temperature increase of the bulk of the material, together with 
all the material properties, so it is difficult to make useful 
generalizations. Burdette et al. (1978b) were able to 
thermal relaxation by pulsing their RF power source 
re warming. 
exploit 
during 
There are other problems which are associated with the phase 
change from frozen to thawed, all of whi ch enhance the possibility 
of thermal runaway: 
a) The electrical conductivity, and the dielectric loss of tissue 
increase between frozen and thawed states. 
b) The thermal diffusivity, which controls how quickly any non-
uniform temperature distribution relaxes , reduces (by a factor 
o f about 2.4 for beef). 
c) The organ absorbs energy at constant temperature to make the 
phase transition - the latent heat o f fusion (333 .6kJ/ kg for 
ice I-> wate r) . This might allow cooler regions of the organ 
to 'catch up', though if the power deposition is predominantly 
at the surface, this may worse n the non-uniformity, as 
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described by Burdette and Karow (1978a). 
5.1. Combating Thermal Runaway 
Figure 2 .4 shows that the effective conductivity of 150mM 
Saline does indeed decrease 
frequencies above about 1600MHz. 
dielectric behaviour needed 
with 
This 
to 
increasing temperature at 
is exactly the sort of 
avoid thermal runaway. 
Unfortunately, at these frequencies the distribution of energy in 
the saline becomes increasingly non-uniform and the power 
penetration depth becomes less than the smallest dimension of a 
kidney. Figure 2 .6b shows the power penetration depth for 150mM 
saline over o·c to 3o·c; at 1600MHz, the penetration depth is 
about 12mm. 
Clearly, a frozen organ perfused with cryoprotectant is a 
much more complex material than water, ice or saline. However, we 
can use these materials as a rough guide to the range of 
frequencies required for dielectric measurements on perfused 
tissue. Even if frequencies where the temperature coefficient is 
negative cannot be found, there are obviously frequencies to 
avoid. The low frequency limit is set by the positive temperature 
coefficient of the de conductivity to about 10MHz. The high 
frequency limit is set by the power penetration depth to about 
3GHz. The next chapter reviews the existing dielectric 
measurements that have been made on cryoprotectant solutions and 
perfused tissue. 
6. Summary 
The interaction between biological materials and 
electromagnetic 
permittivity £t. 
incorporates both 
fields is characterized by the complex 
For a given electric field, Im£t, which 
conducti ve and dielectric loss mechanisms, 
controls the power absorbed by the material. 
The situation is complicated by the fact that for external 
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sources of charge and current supplied by an applicator, the 
internal fields are also functions of £t. For the simplest case 
of an ideal voltage source driving a capacitive applicator, the 
dissipated power is directly proportional to the effective 
conductivity. Other geometries and driving arrangements produce 
more complex results. At high frequencies, electromagnetic field 
penetration into lossy media becomes spatially non-uniform, and 
the concept of 'penetration depth' becomes useful. 
The dielectric properties of wa ter are strongly temperature 
dependent; not least around the transition from ice to water. 
150mM saline is more representative of the dielectric properties 
of tissue than water, and the de conductivity of such saline shows 
a strong positive temperature coeff icient. 
Thermal runaway occurs when the temperature coefficient of 
the absorbed power is positive. Regions of a lossy material being 
heated by an EM field that are warmer absorb more power than the 
cooler regions; this positive feedback produces uncontrolled 
heat ing . Conversely, heating is stabilized if the temperature 
coefficient is negative. The dielectric loss in 150mM saline 
decreases with increasing temperature above about 1.6GHz . 
Dielectric measurements on perfused tissue are required so that 
frequencies suitable for rapid, controlled warming can be found. 
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Chapter 3 
Review of Dielectric Measurements and Measurement 
Techniques for Cryoprotectants and Perfused Tissue 
This chapter reviews dielectric measurements made on 
cryoprotectants and perfused tissue, and reviews methods for 
making such measu re ments over a range of 
temperatures. 
frequencies and 
In organ cryop reservat ion, a cryoprotectant solution is 
perfused throughout the organ before cooling, so it is reasonable 
to expect that the dielectric properties of this solution will 
influence the elect rica l properties of the organ when it is 
rewarmed. Associated liquids, such as glycerol or propanediol are 
the basis of many cryoprotectants. Section 1 reviews existing 
dielectric measurements on pure associated liquids and on aqueous 
solutions of such liquids . Measurements of the electrical 
properties of tissue perfused wi th cryoprotectant are essential 
for the design of a rapid warming system using EM fields . A 
review of the dielectric measurements made by Burdette~~- in 
the late 1970's on perfused kidney tissue over a wide range of 
temperatures and frequencies is presented in section 2. Section 3 
concludes that the existing measurement database is incomplete, 
and further measurements are required. Section 4 contains a brief 
review of suitable dielectric measurement techniques, and section 
5 gives the reasons fo r the choice of the measurement systems used 
in this work. 
1. Dielectric Properties~ Cryoprotectants 
Burdette (1981) has emphasized the importance of the 
cryoprotectant in modifying the effective dielectric properties of 
the perfused organ. Apart from water, the chief component of a 
cryopreservation solution is the cryoprotectant - often an 
'associated liquid' such as glycerol or propanediol+. Because of 
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the unusual structure of associated liquids, their RF and 
microwave spectra are of considerable interest to chemi cal 
physicists. Davidson and Cole (1951) investigated the dielectric 
dispersion of pure glycerol, propan-1-ol and propane-1,2-diol . 
They showed that although the dispersion of propan-1-ol could be 
adequately represented by a Debye formula, both glycerol and 
propane-1,2-diol require the empiri cally derived Cole-Dav idson 
dispersion function. The f o rm of this dispersion function, gi ven 
in Chapter 2, can be interpreted in terms of an asymmetric 
distribution of relaxation times. 
Litovitz and McDuffie (1962 ) measured the dielectric 
relaxation spectra of four associated liquids, including glycerol. 
McDuffie et al. (1962) investigated the dielectric relaxation 
spectra of glycerol-water mi xtures over a range of frequencies at 
three sub-zero temperatures over a range of concentrations from 
pure glycerol to equimolar ( cryoprotectants are rarely this 
concentrated). They showed that the relaxation time of the 
Cole-Dav idson dispersion is reduced and the static permitti v ity 
inc reased by the presence of even small amounts of water . This 
suggests that the diele ctri c dispersion curves of cryoprotectants 
will consist of a single relaxation feature, as opposed to t wo 
distinct dispersions. However the dispersion parameter ~cd and 
the high frequency permitti v ity are relati vely independent of the 
amount of water in the range of concentrations investigated. 
Other investigators have performed dielectric measurements 
with rapid warming in mind. Macklis ~ ~ - (1975, 1979) have 
measured the dielectric properties of pure glycerol, solutions of 
ethanediol and pure dimethyl sulphoxide (DMSO). Their 
measurements covered a wide range of temperatures and 
concentrations, but only a very limited range of frequencies. 
Edwards (1982) made measurements on 3M glycerol at 100MHz over a 
range of low temperatures. The materials, temperatures, 
concentrations and frequencies investigated by all the workers 
+ See Chapter 1. Appendi x 2 includes the recipes for 
the cryoprotectants used in this work. 
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cited above are tabulated in Table 3.1. 
Table 3.1 
Dielectric Measurements of Cryoprotectants 
Material Temperature Frequency Conditions 
·c 
Glycerol a -75 to -40 20Hz-5MHz Pure 
Propanediola -90 to -45 20Hz-5MHz Pure 
Glycerol -7 .5 , -15.3 0.5-250MHz Pure to 
in water and -19.5 equimolar 
Glycerolc -16 to +12 10kHz-l.2GHz Pure 
DMSOd -60 to +20 1.48-1.54GHz Pure 
Glycerold -60 to +20 1.53-1.55GHz Pure 
Ethanediole -70 to +15 1.52-1.55GHz to 10M 
in water 
Glycerolf -40 to 0 100MHz 3M in water I 
Sources: a ) Davidson and Cole (1951) 
b ) McDuffie and Litovitz (1962) 
c) McDuffie ~~- (1962) 
d) Ma c klis and Ketterer (1975) 
e) Macklis ~~- (1979) 
f) Edwa rds ( 1982) 
2. Dielectric Properties~ Perfused Kidney Tissue 
Burdette ~ ~- ( 1978a, 1978b, 1980a, 1980b, 1981) have 
published measurements of the dielectric properties of several 
tissues, including canine kidney and rabbit kidney perfused with a 
DMSO based cryoprotectant over a -40"C to o·c temperature range. 
Unfortunately, their published low temperature measurements are 
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Fi gure 3 . 1 The range o f temperatures and freq u encies covered 
Te mperatu re, ·c 
+40 
+20 
-20 
-40 
1 0M Hz 
i n dielectric measurements o f dog and rabb it k idne y 
made by Burdette~~- ( 1978a , 1978 b , 1980a, 198 0b , 
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restricted to two frequencies - 918MHz and 2450MHz, which are the 
frequencies used in their cryopreservation experiments described 
in chapter 1. The temperature and frequency ranges of the 
measurements made by Burdette~~ - are tabulated in Table 3.2, 
and shown graphically in Figure 3.1 
Table 3.2 
Dielectric Measurements of Perfused Kidney 
Tissue Published by Burdette et al. 
Reference! Animal Temperature I Frequency I Conditions 
·c I GHz I 
1978a Rabbit -34 to +25 I 2.45 I With DMSO? 
1978b Rabbit -20 & +25 2.45 0' 0.7M, 1. 4M, I 
Dog 
1980 Dog 
Dog 
Dog 
1981 Dog 
Dog 
Dog 
-40 
-20 
+23 
+34 
+34 
+34 
+25 
to +30 
& +20 
and 2.lM DMSO I 
I 
0.01-0.1 With DMSO? I 
0 .11-4 I 
0.1-10 With 1. 4M DMSO ! 
0.1-10 no DMSO I 
0.1-4 .!.!:_ vivo I 
0.01-10 .!.!:_ vivo I 
I 
0.918 With O. 7M DMSO I 
2.45 0, 0.7M, 1. 4M, I 
and 2.lM DMSO I 
Notes: The '?' indicates that it is not clear from the 
relevant paper if the tissue had been perfused 
with DMSO prior to the measurement. 
As an example of their published measurements, Figure 3.2 
shows the permittivity and effective dielectric loss of canine 
kidney tissue perfused with 0.7M DMSO prior to measurement, at 
918MHz over a range of low temperatures (Burdette 1981). Other 
investigators have made dielectric measurements on excised bovine 
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Figure 3.2 Complex permittivity of canine kidney tissue 
perfused with 0.7M DMSO at 918MHz. 
After Burdette (1981). 
£' £II 
r r 
-40 -20 +20 
Temperature, ·c 
•I kidney (Brady~~- 1981) and both .!.!!_ vivo and in vitro cat 
kidney (Stuchly ~ ~- 1982a), although both of these were 
performed at or near to physiological temperatures. For 
completeness, the frequencies and temperatures that they covered 
are given in Table 3.3, and shown together with Burdette's 
measu rements in Figure 3.1. 
Table 3.3 
Dielectric Measurements of Kidney Tissue 
Reference Animal Temperature Frequency Conditions I 
·c GHz 
Brady~~- I Cow +30 2, 3, & in vitro 
1981 I 
I 
Stuchly ~~-I Cat +35 0.01-1 in vivo 
1982 
The problem of thermal runaway, and the need for dielectric 
property data is recognised by the food industry, which uses 
microwave heating systems for various thermal processing 
operations. Metaxas and Meredith ( 1983; pp48-58 ) review the data 
which is available f or frozen foodstuffs. One relevant industrial 
process is 'tempering' 
below the melting point. 
in which the product is heated to just 
A pamphlet issued by the Electricity 
Council (1981) describes an industrial case history in which 
frozen meat was warmed (tempered) from -10·c to -4·c using 
microwave heating at 896MHz. 
Mudgett~~ - (1979) have measured the dielectric properties 
of several frozen meats at -4o·c and -2o·c at fixed frequencies of 
300MHz, 915MHz and 2.45GHz. The dielectric properties were 
generally predicted by a physical-chemical model; all the meats 
measured becoming lossier with i ncreasing temperature. 
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3. The Need for Further Dielectric Measurements 
Although the dielectric properties of the various pure 
cryoprotectants have been studied; there seem to be no published 
dielectric measurements on 'complete' cryoprotectant 
over the relevant frequency and temperature range. 
many dielectric measurements have been made on 
solutions 
Similarly, 
biological 
materials which are relevant to organ cryopreservation, but there 
are still large areas of the temperature and frequency range left 
unexplored, as can be seen from Figure 3.1. 
Because of the increased penetration depth, there is good 
reason to expect that warming would be more uniform at frequencies 
below 1GHz. However, it would be useful to overlap 2.45GHz; this 
is the microwave oven frequency wh ich has been used in several 
previous attempts at rapid warming described in chapter 1. The 
low frequency limit is provided by the need to avoid the strong 
positive temperature coefficient of the effective conductivity 
which dominates below 10MHz. The temperature range investigated 
should be as large as is practical, but should obviously cover the 
phase transition whic h occurs around -1o · c. 
The next three chapters of this dissertation describe the 
measu re ment systems we have used to explore the remaining 
temperature and frequency range. 
4. Review£! Dielectric Measurement Techniques 
There are a number of measurement techniques available for 
the determination of dielectric properties. This section reviews 
the techniques which are most suitable for biological materials 
including tissue, in order to survey the frequency range 10MHz to 
3GHz. 
4.1. Overview 
Most measurement systems consist of a sample holder to 
contain the specimen, and instrumentation operating at radio or 
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microwave frequencies to measure some electrical parameter ( or 
parameters) of the sample holder over the range of frequencies of 
interest. The dielectric properties of the specimen are then 
calculated from these measurements. 
The key feature of any sample holder is that there should be 
a reasonably straightforward mathematical relationship between the 
electrical measurand and the permittivity to be measured. As a 
consequence of this, and because of the tight tolerances required 
for their manufacture, sample holder geometries are usually simple 
and highly symmetrical. 
The instrumentation used is obviously dependent on the 
electrical parameter to be measured. Generally measurements are 
made in the frequency domain, although time domain instrumentation 
has been used in some systems. Increasingly, dielectric 
measurements are made using computer controlled semi-automated or 
fully automated instrumentation. Such methods allow sophisticated 
error correction techniques to be incorporated into the 
measurement procedure, and generally allow a much greater volume 
of data to be collected. Time domain methods also require some 
computational effort to transform the time domain responses to 
their equivalent frequency domain representation. 
4.2. Transmission Line Methods 
These are especially suitable for frequencies between 50MHz 
and 12GHz. Below 50MHz, conventional bridge systems are adequate 
(Field 1954). Above 12GHz, waveguide methods are more suitable 
when the problems created by higher modes in TEM transmission line 
become too severe . In these techniques, the dielectric material 
to be measu red is made a part of a transmission line - often 
coaxial in cross-section. Measurements are made of the electrical 
properties of the composite transmission line. There are a 
variety of methods available, reviewed briefly below and in detail 
by Westphal (1954), Grant~~- (1980; pp75-120) and Stuchly and 
Stuchly (1980). 
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Figure 3.3 Four basic configurations for dielectric measurements. 
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In the technique due to Roberts and Von Hippel (Westphal 
1954), the sample is placed at the end of a section of 
transmission line which is shorted at the distal end of the sample 
- see Figure 3 . 3a . The dielectric permittivity is determined by 
measuring the standing wave profile using a slotted line method 
(Lawinski ~ ~- 1975, Grant~~- 1980 pp75-79). Alternatively, 
the reflection coefficient of the line can be measured using an RF 
bridge (Edwards 1982) or a time or frequency domain Network 
Analyzer. 
A later development is the thin-sample technique; the sample 
replaces a thin section of the space between the conductors of the 
otherwise uniform transmission line, as in Figure 3.3b (Nicolson 
and Ross 1970). Measurement of the reflected or the transmitted 
wave amplitude and phase from the sample allow determination of 
the permittivity. Much of the published time domain work has been 
performed with this design of sample holder (Dawkins~~- 1979, 
Grant~~- 1980; ppl0l-120). A recent technique described by 
Bussey ( 1980) uses a shielded open-ended transmission line; the 
geometry is shown in Figure 3.3c. 
The three methods described above correspond to three 
different known terminations on the distal end of the sample -
short circuit, matched load, and open circuit. 
In these techniques, a small sample of the dielectric 
material is used to perturb the electromagnetic field in a 
resonant cavity, changing its resonant frequency. Measurements of 
a shift in frequency can be made extremely accurately; this is 
perhaps the most accurate dielectric measurement method. However, 
such systems are narrow band by their very nature, and 
consequently they are of limited use for surveying a range of 
frequencies. Macklis ~ ~- (1975, 1979) used such a system for 
their measurements on cryoprotectants around 1.5GHz over a wide 
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range of temperatures . 
4.4. ~ ended probe 
In this technique, an electrically short antenna is placed in 
contact with the dielectric material to be studied. The 
permittivity is determined from measurements of the input 
admittance made with a Network Analyzer. The antenna is made from 
semi-rigid coax ial cable; a short length of the inner protrudes to 
form a short monopole as shown in Figure 3.3d. Burdette et al. 
(1978a, 1978b, 1980a, 1980b, 1981) used such an antenna probe and 
an infinitesimal monopole - i.e. a plain open-ended probe - to 
make their measurements on tissue, and tissue perfused with 
cryoprotectant. Stuchly and Stuchly (1984) have made many 
measurements on biological materials using the open-ended probe 
(though not on perfused tissue). 
Instead of measuring the input admittance of the probe, it is 
possible to make the probe part of a resonator (Tanabe and Joines 
1976, Stuchly ~ ~- 1978 ) , although this method suffers from the 
same bandwidth limitation discussed above. 
5. Choice £i. Measurement System 
Clearly, resonant cavity methods are wholly unsuitable for a 
survey of a broad range of frequencies. This leaves the 
transmission line methods and the open-ended probe. The 
open-ended probe technique is superficially similar to the 
shielded open circuit technique described by Bussey (1980), 
however there are important differences between the two methods . 
The open-ended probe is essentially a transmission line abruptly 
terminated by a semi-infinite4 volume of the dielectric mate ri al 
to be measured. Consequently little or no sample preparation is 
required allowing ~ vivo and~ vitro tissue measurements to be 
made if required. This is in contrast to the transmission line 
methods which require a sample of very specific geometry to be 
cut, which can be extremely difficult with semi-solid materials 
such as kidney tissue. 
4 Large, but finite in practice. 
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Although the open-ended (antenna) probe techniques allow 
simple sample preparation, the problem is that the exact field 
solution is extremely complex and an approximate equivalent 
circuit is required to determine the permittivity from the 
measured input impedance of the probe. In contrast, providing the 
transmission line sample holder is carefully designed, the exact 
field solution is fairly simple, and the permittivity can be 
accurately determined. 
In this work, we have used 
measurement systems: 
two separate dielectric 
a) Over the period 1982-1984 we concentrated on a transmission 
line system using the thin sample method, and time domain 
instrumentation. This system is the subject of chapter 4. 
b) In late 1984, because of problems with the other system, and 
the availability of a frequency domain Network Analyzer, 
effort was directed towards a system based on the open-ended 
probe - with much greater success. The theoretical basis of 
the measurement system is described in chapter 5, and the 
practical details and performance in chapter 6. 
The results obtained using the second system on perfused 
tissue and cryoprotectants are the subject of chapter 7. 
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Chapter 4 
Dielectric Me asurements Using a Strip-Line Sample Ho l der 
This chapter 
measurement systems 
measurement system 
transmission line 
describes the first of the 
that have been investigated in 
described here consists of 
sample holder, together with 
two dielectric 
this work. The 
a two-port 
suitable time 
domain instrumentation. A 'strip-line' sample holder was used to 
allow simple preparation of tissue samples. Measurements of one 
or more of the scattering parameters of the resulting composite 
transmission line allow the dielectric properties of the unknown 
material to be determined. 
Section 
measurements 
gives an overview of time 
and describes the basic 
measurement system. Section describes 
instrumentation and the digital recorder 
domain dielectric 
theory behind this 
the time domain 
used for practical 
dielectric measurements, together with the initial experimental 
arrangement used . Techniques designed to reduce the uncertainty 
in the measured permittivity and some of the results obtained are 
described in section 3. Finally, section summarizes the 
problems with the system, and gi ves some suggestions for its 
improvement. 
.!_. 
1.1. 
for 
Time Domain Dielectric Measurements -----
Time domain measurement systems have been used historically 
the measurement of low frequency dispersions. In 1969, 
Fellner-Feldegg introduced time domain spectroscopy for the 
measurement of the dielectric properties of liquids in the RF and 
microwave frequency range. Since this introduction , there have 
been many improvements in the data analysis and instrumentation 
(Grant~~- 1978; pplOl-102, Dawkins~~- 1979, 1981a, 1981b). 
45 
Figure 4.la Ideal transmission line sample holder. The dielectric 
sample forms a purely longitudinal discontinuity in the 
dielectric filling of otherwise uniform guide. 
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Figure 4.lb Signal flow graph of the geometry above. 
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Figure 4.lc Reduced version of Figure 4.lb. 
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The general principle behind most time domain dielectric 
measurement systems is to replace a short section of the normal 
dielectric filling of an otherwise uniform coaxial transmission 
line by a sample of the dielectric to be measured, as shown in 
Figure 4.1. Many systems use precision air-filled coaxial line, 
this is fine for solid samples - semi-solid or liquid samples must 
be confined by teflon or similar spacers. 
The electrical properties of the two-port formed from the 
composite transmission line are measured by firing a fast-rising 
(- 30ps) step waveform down the line towards the sample holder and 
recording the incident pulse and the reflected and/ or transmitted 
pulses. 
During the evolution of time domain dielectric spectroscopy, 
various approximate methods of analysis were developed to permit 
calculation of the dispersion parameters directly from the time 
domain waveform (Fellner-Feldegg 1972, van Gernert 1974 ) . Although 
this method of analysis is useful for qualitative measurements, in 
general more accurate results can be obtained by calculating the 
equivalent frequency domain scattering parameters of the sample 
holder, and using these to find the permittivity. 
1.2. Time Domain Scattering Measurements 
Techniques for measuring scattering parameters in the time 
domain are well established and time domain network analyzers have 
been described by many workers (Adam 1969; pp457-489, Nicolson and 
Ross 1970, Nicolson~~- 1972, Andrews 1978, Rigg and Carroll 
1980). 
Briefly, a step or impulse-like waveform, i ( t), is impressed 
upon the networ k to be investigated - a two-port here. The 
reflected waveform w11 (t), and the transmitted waveform w21 (t) are 
essentially the time domain convolution of the input waveform i(t) 
with the reflection impulse response+ s 11 (t ) and the transmission 
impulse response s 21 (t) of the two-port. The frequency domain 
scattering parameters s11 and s21 of the two-port are calculated 
from the discrete Fourier transform (OFT) of the recorded 
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waveforms ; the permittivity can be obtained from either s11 or 
521· 
1.3. Calculation~ Permittivity from Scattering Measurements 
This section describes how the permittivity of the material 
in the sample holder, £m' is related to the scattering parameters 
of the sample holder. Define p and z as follows: 
r - le m 
p=~ ( 4. 01) and ( 4. 02) 
where r is the characteristic impedance of the empty sample holder 
normalized to the impedance of the coaxial line, w is the angular 
frequency, dis the length of the sample, and c is the free space 
velocity of light. The relative permeability is unity for 
biological materials, and for the idealized geometry shown in 
Figure 4.la, r = /e fill. The signal flow graph for the two port 
is shown in Figure 4.lb. To perform a measurement, port 1 is 
excited by an incoming wave of unit amplitude, port 2 is matched. 
The scattering coefficients of the two-port can be obtained from 
the reduced flow graph of Figure 4.lc using standard signal flow 
graph reduction techniques (Adam 1969; pp86-106) yielding 
( 4. 03) and 
Either of these expressions may be 
s = z(l-/) 
21 l-/z2 
used to 
( 4. 04) 
obtain the 
permittivity, however, the numerical solution of a transcendental 
cases. Nicolson and equation in em is required in both 
(1970) showed that if measurements 
available, then the permittivity can 
closed form from 
of both s11 and s21 
be directly calculated 
Ross 
are 
in 
em 
+ The 'reflection impulse response' is the reflected 
signal that would be observed if a true impulse was 
impressed upon the network. 
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( 4. 05) 
Figure 4.2 Strip-line sample holder geometry. 
b) 
(a ) Top view showing cutaway section through RG402 
coaxial cable. ( b ) Sample holder cross-s ec tion 
10mm 
(c) Exploded view. The top and bottom walls of the 
sample holder are formed from small 'anvi ls' attached 
to two cooling blocks whic h are bolted around the 
middle section. Only the lower block is shown here. 
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or alternatively 
( 4. 06 ) 
though ( 4.05) is preferred because of the ambiguity inherent in 
( 4 . 06) and also because it is unnecessary to know the frequency 
accurately, or the length of the sample holder. The normalized 
impedance of the empty sample holder, r, can be determined from a 
single measurement of a known dielectric, since it occurs merely 
as a scaling factor here. 
Up to now, the dis cussion has implied a wholly coaxial 
geometry is required. Prov ided the sample forms a longitudinal 
discontinuity in the guiding st r u c ture, the analysis applies to 
any t wo-conductor system in which the TEM mode+ is dominant. 
From the start, our aim has been to measure the dielectric 
properties of tissue perfused with c ryoprotectant over a range of 
temperatures. A particular problem presented by a coaxial line 
sample holder is that of sample preparation - we did not believe 
we could reliably cut sampl e s of t i ssue to fill a narrow annular 
volume. After some experimentat i on, we decided that it was fairly 
easy to cut rectangular 'slabs' of tissue this was the major 
factor which influenced the cho ice of sample holder, the final 
version of which is shown in Figure 4.2. Temperature control is 
prov ided by a refrigerant which flows through cooling channels cut 
into the lower and upper bl ocks, though only the lower block is 
shown here. 
The sample holder is essentially a 10mm length of 3mm by 5mm 
'rectangular coax' (Cruzan and Garver 1964 ) tapered to cylindrical 
coaxial line at either end. The length was chosen as a compromise 
+ With small modifications, the analysis may also be 
used for a single TE or TM mode in suitable waveguide 
( Ligthart 1983). 
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between the low frequency sensitivity of the sample holder and the 
available tissue volume. Our original design used a wider inner 
conductor - we had hoped to attain sufficient accuracy by treating 
the sample holder merely as a lumped-element parallel capacitance, 
but this circuit model proved inadequate above about 200MHz. 
It is very difficult to fabricate long lengths of such 
rectangular guides, and in any case most of the instrumentation 
uses coaxial connectors, so the transition from a rectangular to a 
coaxial guiding structure is inevitable at some point in the 
system. This transition necessitates the existence of higher 
modes which appear as small discontinuity capacitances (TM modes) 
and inductances (TE modes) in the equivalent circuit of the sample 
holder (Whinnery and Jamieson 1944). These additional reactive 
elements have not been incorporated into the equivalent circuit 
model of the sample holder - this is an area that requires further 
investigation. 
The rectangular inner conductor of the sample holder was made 
by removing 10mm of the outer and dielectric from the mid-portion 
of a 260mm length of RG402 ( 0 . 141") semi-rigid cable; the exposed 
inner was crushed flat to final dimensions of 1.5mm by 0.5mm. The 
cable was heat treated (to reduce shrinkage of the PTFE 
dielectric), the 
standard female 
inner gold plated (to prevent corrosion), and 
SMA connectors attached to the ends. The 
remainder of the sample holder is built from brass, this is also 
gold plated on the surfaces that form the walls of the rectangular 
cell. 
2 . Instrumentation for Time Domain Measurements 
Sampling oscilloscopes capable of measuring picosecond 
phenomena were first introduced by Hewlett-Packard in 
mid-1960's. Since that time, sampling oscilloscopes have 
pulse 
the 
been 
used in a broad range of in network and antenna measurement 
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applications (Bennett and Ross 1978) . 
2.1. Time Domain Network Analyzers 
The techniques discussed in the previous section need 
scattering parameter measurements of a two-port sample holder, 
thus a Network Analyzer is required. Commercially available 
frequency domain Network Analyzers are expensive, and the native 
instrument generally requires error correction techniques to 
reduce the systematic errors created by the hardware. Chapter 5 
describes simple methods for performing this error correction for 
one-port measurements, however the situation is more complex for 
two-ports. 
of incident 
In the frequency domain Network Analyzer, separation 
and reflected signals is performed by a directional 
coupler, which inevitably has finite directivity. In the time 
domain version, this signal separation is performed by suitable 
lengths of delay line. Provided the output of the pulse generator 
used to investigate the system is time-limited, this corresponds 
to effectively infinite directi v ity. 
Most previous workers have used sampling oscilloscopes 
manufactured by Hewlett-Packard; however we believe that Tektronix 
is now the only manufacturer of sampling oscilloscopes in the 
western world. For this work we have used the Tektronix 
7000-series sampling oscilloscope system - specifically two S-6 
'loop-thru' sampling heads (ri se-time ~ 30ps), two 7S11 sampling 
units, a 7Tll sampling sweep unit and a 7603 mainframe. 
2.2. Sampling Oscilloscope Operation 
The principles of sampling and sampling oscilloscope systems 
are described by Cochrane (1985). The detailed operation of the 
7000-series sampling system is we ll described in the relevant 
manufacturers manuals, a brief summary is given here. The 
following description refers to the 'sequential' operating mode of 
the 7Tll which is the one used throughout, as the alternative 
'random' mode has worse jitter performance and is not as suitable 
for digital recording techniques. 
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The sampling oscilloscope system reconstructs a necessarily 
periodic waveform by taking short-duration (-20ps) samples from 
the waveform at successively later and later instants with respect 
to the trigger signal. Each sample is acquired by a tunnel diode 
sampling bridge in the S-6 sampling head; the sampling instant is 
controlled by a strobe pulse from the 7Tll sweep unit. 
One clear requirement for a time domain Network Analyzer is a 
means of recording and processing the trace produced on the 
sampling oscilloscope to produce the scattering parameters of the 
network under test. In sequential mode, the 7Tll can be modelled 
as a pulse generator with a voltage controlled delay time. That 
is, the delay between the arrival of a trigger pulse from some 
external circuit, and the instant at which the sampling bridge is 
opened is voltage controlled. In normal operation, this voltage 
control is provided by an internal slow (2-40Hz) ramp generator 
that sweeps through the range of delay times set by the 7Tll front 
panel controls. At the same time, the ramp sweeps the horizontal 
deflection of the 7603 to provide the display. 
Recording the waveform is facilitated by an external scan 
('EXT SCAN') input to the 7Tll sweep unit, and a vertical signal 
output ('VERT SIG OUT') from the 7Sll which amplifies and stores 
the sampling head output. Appendix 3 describes the details of the 
digital recorder used in this work to capture time domain 
waveforms, a summary is given below. 
The recorder contains a 12-bit digital to analogue converter 
(DAC) which drives the EXT SCAN input of the 7Tll across the time 
window. A 10-bit analogue to digital converter (ADC) acquires 
data from the 'VERT SIG OUT' jack of the 7Sll at each time point 
that the DAC sets. The 7Tll gives an output, used by the 7603 
mainframe for intensity modulation of the trace, which indicates 
that the current sample is being held by the 7Sll and so is 
suitable for display. This output is available from a rear panel 
jack ('GATE OUT') on the 7603 and it is used to synchronize data 
acquisition by the ADC. After a waveform has been captured, it is 
transferred to a BBC microcomputer and recorded on floppy disk; at 
the end of the experiment, the data is transferred to the 
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University IBM 3081 mainframe for subsequent processing. 
The noise inherent in the sampling system can be reduced by 
signal averaging. There are two simple ways in which this 
averaging may be performed. In 'cyclic' averaging, the timebase 
is swept repetitively through the time window Na times. At the 
end of each sweep, the array of ADC values obtained at each time 
point is summed into an accumulator array. After all the sweeps 
have been performed, each accumulated value is divided by Na to 
obtain the required average. 
In 'sequential' averaging, the timebase is swept across the 
time window once only. At each time point, the output signal is 
sampled Na times, then divided by Na before moving to the next 
point. Our digital recorder uses the latter algorithm wh ich is 
faster because the time needed for the timebase to settle at each 
new time point (-0.3ms ) is much longer than the time required to 
digitize a sample (64µs). Typically 1024 points were sampled from 
a l00ns time window with 256 summations per point - this takes 
about 17 seconds, two such recordings are required for each 
material. 
2.3. Source Waveform 
Many workers who have developed time domain dielectric 
measurement systems have used commer cial step waveform generators, 
based on tunnel diodes, which generally have rise-times of the 
order of 30ps. The problem with these very wide-band sources is 
that the maximum step amplitude is the order of 250mV, this 
amplitude is reduced by passing through the delay lines needed to 
provide signal separation. The S-6 sampling head wil l accurately 
display up to lV, consequently some dynamic range is lost. It is 
possible to make pulse sources using slower semiconductor devices 
(50-l00ps rise-time) whic h produce higher voltages. The reduced 
bandwidth is more than adequate for this application and the 
higher output vo ltage means that the full dynamic range of the 
sampling head can be used even after the pulse has passed through 
long delay lines. 
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Initial experimental layout. 
Several pulse generators were used for this work, the 
majority of which were constructed by H C Reader in this 
department (Reader 1985). The generators produce quasi-impulsive 
waveforms, which approximate to a decaying exponential, using a 
cascaded pulse sharpening technique: a TTL pulse generated by the 
digital recorder is sharpened by two avalanche transistor stages. 
The final stage uses a step recovery diode to perform final pulse 
sharpening, together with a schottky diode shaping network. The 
results presented later in this chapter were obtained with pulse 
generators 81-3 and 84-6M, both of which had peak output voltages 
of about 12V, rise-times of better than lOOps, and FWHMs of about 
400ps. 
~-i• Triggering 
The sampling system requires a repetitive trigger to function 
correctly. In our system, this is derived from the crystal 
controlled clock of the digital recorder . The clock pulse (after 
TTL division) has a 64µs repetition period; this drives an 
avalanche pulse generator which provides both the oscilloscope 
trigger, and the drive to the final stage of the pulse sharpener. 
The 7Tll requires the trigger to be at least 70ns in advance of 
the waveform to be displayed, so the pulse sharpener drive is 
taken via a suitable length of delay cable. 
~-~- Initial Experimental Layout 
In order to obtain scattering parameters down to 10MHz using 
the DFT, uncluttered waveforms which extend over lOOns are 
required. 
the pulse 
various system imperfections, such as reflections from 
generator, connectors and sampling heads, set the time 
'window' during which the reflected or transmitted waveforms can 
be recorded cleanly. Two 10m lengths of RG402 semi-rigid cable 
(50ns propagation delay) are used in the transmission and 
reflection halves of the system which produce the required lOOns 
time windows. 
Figure 4.3 shows the initial experimental layout used. The 
waveform incident on the sample holder was determined (as a 
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calibration measurement) by replacing the sample holder by a 
matched tee which has known return and insertion losses. The 
effect of the attenuation and dispersion (but not reflection) in 
the delay lines is removed using such a reference scheme. The 
insertion loss produced by a 10m length of such line is about 7dB 
at 2GHz. 
Note that the two connectors which join the sample holder to 
the delay lines remain. Although the return loss of these 
connectors can be made very small using carefully assembled 
standard SMA connectors (better than -40dB below 3GHz), the 
resulting reflection is comparable with that produced by the empty 
sample holder alone. 
2.6. Initial Results 
The results from this system, which were obtained using a 
prototype digital recorder with an 8-bit ADC, were very 
disappointing. Although it seemed that reasonably accurate 
measurements of the scattering parameters had been made, the 
corresponding measured permittivity was hopelessly wrong, forcing 
the conclusion that greater accuracy was required. This was one 
of the reasons for constructing the improved digital recorder 
described in the previous section. Three further problems were 
identified with the instrumentation: the time drift inherent in 
the 7Tll timebase, the absolute calibration of the 7Tll, and the 
errors introduced by the connectors on the sample holder. Another 
way to improve the accuracy of the measured permittivity is to 
make more use of the information implicit in the two scattering 
parameter measurements. The system improvements are described in 
the following section. 
54 
Figui:-e 4.4 
l 
l 
500 ~ 
l 
l 
l 
400 ~ 
l 
l 
> l 
E 300 L 
ai 
> 
200 _'!! 
0 
C 
100 Ol 
VJ 
Recorded waveform fi:-om HP8406 100MHz crystal comb 
generator-. Pulse i:-ise-times ai:-e about 60ps. 
Time, ns 
Figure 4.5 Measured time di:-ift for- 7000-sei:-ies sampling system 
over- a two minute period. 
Time di:-ift 
(picoseconds) 
20 40 60 80 100 120 
Elapsed time 
( seconds) 
140 
3. System Improvements 
3.1. Time Calibration 
Calibration of the 7Tll timebase was performed by recording 
the waveform produced by an HP8406 100MHz crystal comb generator, 
and using the apparent spacing between the fastest edges of the 
recorded waveform (which are !Ons apart) to correct the frequency 
scale. Figure 4.4 shows such a calibration waveform from the 
8406. Calibration of the absolute vertica l deflection voltage 
recorded by the ADC was only approximate. Accurate absolute 
calibration is unnecessary because when 
scattering parameter, the ratio of the DFT 
calculating either 
of two waveforms 
measured wi th the same sampling head is taken. Different vertical 
range settings were occasionally required for the two waveforms, 
the settings were measured to be within 0.7% on adjacent ranges 
e.g. lOOmV/ div to 50mV/ div. 
l·I· Time Drift Correction 
Unfortunately, all sampling oscilloscopes have some drift in 
the timing zero. Figure 4.5 shows a measurement of drift v ersus 
elapsed time for the 7000-series sampling system: the short term 
drift several hours after power up is less than !Ops over a 2 
minute period. Provided the time taken to record the waveform is 
short, this drift appears as a random offset in the true time 
position of the waveform with respect to some previous recording 
e.g. the incident pulse. In the frequency domain, this time 
offset corresponds to a linear phase error - at 1GHz, 50ps of time 
drift corresponds to 18" of phase error, which is quite 
unacceptable. This sort of drift can easily occur during a series 
of measurements that might take some tens of minutes, or even 
hours. 
This drift problem was recognised early in the development of 
time domain measurements. Nicolson and Ross (1970) used a three 
point scanning technique for active correction of the time drift. 
Before recording data at each new time point, the position of two 
fixed points on the waveform were checked , the timebase was 
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Figure 4.6 Experimental layout for time domain dielectric 
measurements with time drift correction. The details of 
the recorder and oscilloscope interconnections are the 
same as those of Figure 4.3. 
112ns 
corrected if they had drifted. This is obviously very time 
consuming: 256 points with 4 summations took 7 minutes, however, 
they were able to stabilize the drift to within lps with this 
scheme. Similar (faster) schemes have been used by other workers 
(Dawkins ~ ~- 1979) 
Because the frequency range we intended to cover was lower 
than that used by Nicolson and Ross, we used a passive method 
which relies on the drift being small during the 17 seconds 
required to acquire a single waveform. In order to correct for 
time drift, an additional set of delay lines were used in the 
modified experimental arrangement as shown in Figure 4.6. This 
reference set are in close thermal contact with the original set 
of delay lines, however a matched tee replaces the sample holder. 
The tee piece produces a timing reference pulse on both 
transmitted and reflected waveforms, thus each waveform contains a 
pulse which is in the same electrical position on every waveform, 
regardless of the drift. The reference lines are about l0ns 
shorter than the measurement lines so that the reference pulses 
arrive first. The reference pulse is removed from the recording 
before evaluating the DFT by simply setting the first !Ons of the 
time window to zero. 
The drift is not corrected at the time the measurement is 
taken, the amount of drift is calculated subsequently by an 
autocorrelation technique. Correction is deferred until the DFT 
of the waveform has been evaluated; the OFT is multiplied by a 
suitable linear phase term. The resulting time window stability 
is better than 5ps for time drifts of less than l00ps. 
Figure 4.7 shows the waveforms recorded from the system shown 
in Figure 4.6, including the timing reference pulses. The diagram 
shows the reflection and transmission reference waveforms, and the 
two 'measurement' waveforms recorded from the sample holder filled 
with ethanediol. 
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3.3 . Uncertainty Reduction .e_y ~ Techniques 
As noted previously, there are two independent ways to 
calculate the permittivity if both s 11 and s 21 are known. 
Consequently there is some redundant information which can be used 
to reduce the error . Ligthart (1983) describes a mapping 
algorithm which uses uncertainty estimates in scattering parameter 
measurements to reduce the uncertainty in the calculated 
permittivity. First, eliminate e:m between (4.05) and (4.06) to 
obtain 
( 4. 07) 
Thus given a measurement of s 21 and the value of wdr/ c, it is 
possible to determine the value of the correspondi ng s 11 . The 
algorithm proceeds as foll ows . Given uncertainties 6s 21 and 6Szi 
in the real and imaginary parts of s 21 , an uncertainty rectangle 
can be constructed around the measured value s 2 lm' inside which 
the true value s
21
t must lie. A similar region can be constructed 
in the s
11 
plane, these two regions are shown side-by-side in 
Figure 4.8a. In fact square uncertainty regions were used* i.e. 
6Sil 6Sii = 6s11 and 6s 21 = 6Szi = 6S 21 . 
Now, using equation (4.07), map each ver tex of the 
uncertainty region from the s 21 plane into the s 11 plane, as in 
Figure 4.8b. Prov ided the uncertainties are small, so that the 
relevant derivative of his relatively constant around s 2 lm' the 
intersection between these two regions contains Sllt' and the area 
* It is likely that phase errors due to time drift 
would be much greater than magnitude errors. Perhaps a 
better choice would be to calculate the vertices of the 
uncertainty region accordingly. 
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Figure 4 . 8 Mapping algorithm for uncertainty reduction. 
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of the combined uncertainty region is reduced, as shown in 
Figure 4.8c. The same procedure is repeated, mapping the s11 
uncertainty region into the s21 plane. The new vertices of the 
reduced uncertainty region in the s11 plane are mapped into the 
s21 plane, finally the permittivity is calculated using 
corresponding pairs of vertices in (4.05), producing an 
uncertainty image in the Em plane (rarely rectangular) which is 
shown in Figure 4.8d. 
Ligthart uses the first term of a Taylor expansion for h to 
express s11 in terms of s 21 and wdr/ c. Our implementation of his 
scheme used a more accurate numerical technique (Newton's method) 
to perform the mapping, because initial simulation studies 
suggested that the approximate v ersion was not always reliable. 
Also many checks were built in to ensure that the images of the 
uncertainty regions in the s11 and s 21 domains were properly 
connected, and both permittivity images were evaluated and checked 
f or consistency. Between three and eight vertices are generated 
by the mapping procedure; the results given later in the chapter 
are plots of the average va lue of the vertices. 
The measurement uncertainties are larger at higher 
frequencies because the effects of the connector discontinuities, 
wall losses and residual time drift all increase with frequency. 
All but the latter are systematic uncertainties, nevertheless, 
there appeared to be no sensible way to predict upper bounds on 
how big the region should be without being excessively 
pessimistic. So, we decided to allow the size of each uncertainty 
region to be reduced alternately until they ceased to produce an 
intersection region. The previous intersection region is then 
used to calculate the uncertainty region in the permittivity 
plane. The mapping process is computationally expensive, so only 
a 5-2-1 sequence of uncertainties are used, in the range 0.05 to 
0.0005. Approximately 30 seconds of CPU time was required to 
evaluate 200 frequency points. 
Now it is certainly possible that this process might 
underestimate the uncertainty associated with a particular 
measurement, and thus exclude the true value s11 t or s 21 t from the 
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intersection region. However, the extended algorithm can be 
considered as a way of making the measurements of s11 and s21 
consistent - within the constraints of the simple model for the 
sample holder. 
3.4. Determination~ Sample Holder Parameters 
Section 1.3 showed that the permittivity can be determined 
from two simultaneous scattering measurements given only the 
characteristic impedance of the empty sample holder. However, the 
mapping procedure described above uses both parameters of the 
sample holder - the normalized impedance, r, and the length d. In 
principle, these two parameters can be found from accurate 
measurements of the sample holder dimensions. However, it is 
difficult to account for the effect of the tapered inner, and the 
transition from rectangular to coaxial guide. Instead, the 
effective values of rand d wer e found from a measurement of the 
sample holder filled with ethanediol. The sum of the squared 
relative errors in the scattering coefficients is minimized with 
respect to these two parameters over the frequency range 10MHz to 
2GHz. The error is evaluated for each trial value of rand d by 
computing the theoretical scattering coefficients using (4.01-
4.04) and the permittivity of ethanediol from the dispe rsion 
parameters given by Jordan~~- (1978). 
3.5. Connector Problems 
Despite all the enhancements to the measuring system, the 
performance of the system was still poor. Figure 4.9 shows the 
measured permittivity of ethanediol calculated from the time 
domain measurements shown in Figure 4.7. We attributed the 
bizarre oscillation in the permittivity to the SMA connectors on 
the sample holder. 
At this point in the development of the system, several 
attempts were made to find an equivalent circuit model for the 
connectors so that their effect could be removed numerically. 
Several different models were tried; for example, the mated 
connector pair was modelled as a short length de of mismatched 
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Figure 4.10 Measured permittivity of ethanediol at 2o·c using the 
strip-line sample holder with no connectors. 
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The dotted line is calculated from the dispersion 
parameters for ethanediol given by Jordan~~- (1978). 
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line of normalized impedance re. The model parameters re and de 
were calculated from separate time domain measurements of the 
connectors, and the resulting parameters used to calculate the 
coefficients of scattering matrices to represent each connector 
pair . These ' conne ctor matrices' were then used to correct the 
scattering measurements, yielding the scattering coefficients of 
the sample holder . This method did improve the accuracy of the 
system, in that the amplitude of the wild oscillation shown in 
Figure 4.9 was reduced by at least 50 % across the frequency range. 
There is little doubt that the errors are caused by the SMA 
connectors. Figure 4.10 shows a similar measurement made on 
ethanediol using an earlier vers ion of the sample holder which had 
no connectors at all. This sample holder was constructed by 
making a butt-joint between the flattened inners of the two 10m 
delay lines . The butt-joint was bridged by a thin layer of 
solder, forming a continuous line, free from connectors over the 
lOOns time window required. The resulting permittivities show 
good agreement wi th the measurements of Jordan et al. (1978) from 
40MHz to 2GHz. 
4. Conclusions and Suggestions for Further Work 
Despite the improvements to the measurement system described 
on the previous pages, it became apparent that it was impractical 
to perform accurate dielectric measurements using the strip-line 
sample holder. This section explores the reasons for this, and 
offers suggestions which should allow a more accurate system to be 
constructed. 
i•!• Time Domain Measurement System 
Some improvements can be made to the instrumentation - these 
include modifying the digital recorder so that both reflected and 
transmitted waveforms can be recorded simultaneously, and 
exploring active correction of the time drift during experiments. 
It is also clear that the addition of a fast microcomputer, so 
that DFTs could be performed in a reasonable time, would improve 
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the turn-round time between recording a measurement and obtaining 
the permittivity (currently several hours). 
As Figure 4.10 shows, the existing instrumentation and the 
strip-line sample holder can be used for making reasonably 
accurate dielectric measurements. 
problems with this design. 
However, there some 
a) First, although sample preparation sounds reasonably simple, 
it is in fact quite difficult to cut a rectangular slab of 
tissue to fit into the sample holder with no air pockets, 
because of the elastic nature of kidney tissue. 
b) Measurements on liquids are made particularly difficult 
because the sample holder leaks, albeit slowly. 
c) The rectangular to coaxial discontinuities are not 
particularly attractive; their effect on the sample holder 
model certainly needs further investigation. 
It is clear that a wholly coaxial design would be an 
improvement for both b) and c), however, the sample preparation 
problem remains. It would be possible to mash up the tissue, so 
as to fill the annular volume, however, little is known about the 
effects of such treatment on the dielectric properties. 
Dawkins~~- (1981c) have made tissue measurements over O.l-6GHz 
with a coaxial sample holder based on a 2mm section of 7mm 
precision air line. However, the magnitude of s11 from the sample 
holder scales as the sample length at low frequencies - longer 
sample holders are required to get down to 10MHz. Also it would 
be very difficult to construct the long lengths of delay line 
required for low frequencies without using adapters, and thus 
introducing further reflections into the system. 
It is possible to avoid the sample preparation problem 
altogether using one of the probe techniques mentioned in the last 
chapter, and reviewed in greater depth by Stuchly and Stuchly 
(1980, 1984). The exact theory of these probes is much more 
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complicated than that of the ideal transmission line sample 
holder, nevertheless, good accuracy may be obtained with 
approximate equivalent circuit models. The permittivity can be 
measured either in the frequency domain or in the time domain -
both of these possibilities are explored in the 
chapters. 
i•l· Connectors 
following 
dramatic improvement in 
are removed from the sample 
the butt-jointed inner 
was a significant problem, 
particularly if the temperature of the sample holder was changed. 
One alternative to omitting the SMA connectors altogether is to 
replace them with better ones. It is possible to obtain such 
connectors, though they are extremely expensive: Amphenol produce 
a range known as 'APC-3 . 5' that are suitable for attachment to 
RG402 cable#. Another alternative is to pursue connector 
The previous section showed the 
accuracy possible if the connectors 
holder. However, the fragility of 
conductors of the two delay lines 
modelling, however, measurement of the connector scattering 
parameters is not particularly accurate because the reflection 
from an SMA connector is of the same order as the reflections from 
the inhomogeneities in the delay line. 
Perhaps the best option is to dev elop a measurement system 
which incorporates all the system errors into two scattering 
matrices (one for each arm ) . This approach, as applied to 
one-ports (an open-ended coaxial probe), is the subject of the 
next chapter. 
# 60-70 pounds each (March 1984 prices) 
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Chapter 5 
Dielectric Measurements with an Open-Ended Coaxial Probe: 
Part I - Theory 
This chapter concerns the theory and implementation of a 
dielectric measurement system for biological materials based on a 
probe made from a length of open-ended semi-rigid coaxial cable. 
In use, the probe is placed in contact with the material under 
investigation and measurement of the probe admittance allows the 
determination of the dielectric permittivity. One of the major 
advantages of the technique is that no sample preparation is 
necessary, allowing measurements to be performed ~ vivo if 
required. 
Electrically short antennas were first used for the 
measurement of permittivity 
the 1950's (Smith and Nordgard 
and permeability towards the end of 
1985) . The open-ended coaxial 
probe was introduced as a measurement technique by Tanabe and 
Joines (1976). Burdette~~- (1980a) developed the technique 
further and made many measurements of the dielectric properties of 
various tissues and cryoprotectants - see the review in chapter 3. 
Stuchly and Stuchly (1984) have investigated the open-ended probe 
in detail, both theoretically and experimentally. 
This chapter reviews previous work on the open-ended probe, 
briefly describes the measurement system we have used, and 
presents the theory for our own dielectric measurements. First 
the geometry and manufacture of the open-ended probe used in this 
work is described. Section 2 investigate s the electromagnetic 
fields and equivalent circuit of the probe, and shows how 
measurements of the probe input admittance are related to the 
dielectri c permittivity. High frequency admittance measurements 
are the subject o f section 3 and an error correction method is 
described which can be used to improve the accuracy of such 
measurements. Section contains the derivation of a new 
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Figure 5. la Dimensions o f the RG401 coaxial probe . 
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simplified procedure for performing error correction and 
identifies two important linearity properties inherent in this 
error correction technique. The application of the technique to 
dielectric measurements is explained in section 5, and a numerical 
example using measured data is given in section 6 . Section 7 is 
an uncertainty analysis for the dielectric measurement system, the 
evaluation of the experimental uncertainties is deferred to the 
next chapter, together with a more detailed account of the 
experimental apparatus. 
1. ~-Ended Probe Geometry and Manufacture 
All the probes used were constructed from standard PTFE 
filled semi-rigid coaxial cable, with a (nominal ) characteristic 
i mpedance of 50 ohms. In much of our wor k we have used the cable 
designated as RG401 (Sealectro Ltd.), whose dimensions are shown 
in Figure 5.la. 
There is an inverse relation between the probe diameter, and 
the lowest frequency at which useful measurements can be made. 
However, the larger the probe, the larger the volume of material 
interrogated, so the choice of probe dimensions is necessarily a 
compromise. RG401 allows us to go down to about 50MHz, with 
sample vo lumes o f approximately 20ml (lossy materials). 
1 . 2. Manufacture 
Initially, the cable is cut into 300mm lengths. To relieve 
the stresses built into the semi-rigid cable during its 
manufacture, it is cycled in temperature from -79"C to +25 · c many 
times, as recommended by the supplier (Sealectro 1984). Heat 
treatment reduces the expansion o f the dielectric during connector 
assembly, and is parti cular l y important when the probe is to be 
used over a wide range of temperatures. After heat treatment, one 
end of the cable is faced off flat and gold plated to prevent 
corrosion, the other end is attached to a standard male Type N 
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connector. Figure 5.lb shows a completed probe. 
~ - The Electromagneti c Fields~ the ~-Ended Probe 
This secti on reviews some of the attempts to determine the 
electromagnetic fields and the input admittance of the probe. 
~-!· Modal Decomposition 
A convenient and we ll known representation for the 
electromagnetic fi elds in a guid ing structure splits the fields 
into three sets o f transverse modes - Transverse Electric (TE), 
Transverse Magnet ic ( TM) and Transverse Electromagnetic (TEM) 
modes ( Ramo ~~- 1965; pp371-419). In metal guides, TE and TM 
modes are charac teri zed by cut-off frequencies, which are 
determined by the guide geometry. Below the cut-off frequency for 
a particular mode, propagation along the guide ceases, and the 
mode becomes attenuated. 
The TEM mode is the dominant mode in coax ial line, and the 
operating 
that both 
fr equency 
TM and 
and guide dimensions are usually chosen so 
TE modes are far below cut-off. The 
electromagnetic field at the probe aperture is that of an ideal 
open-ci rcuit TEM guide with other field components, which form the 
'fringing' field, superimposed to satisfy the boundary conditions 
at the open end. Although the TE 01 mode has the lowest cut-off 
frequen cy in coax ial line, because of the axial symmetry, only 
™oN modes are excited by the discontinuity. Thus the aperture 
field can be represented as the summation of the TEM mode, and a 
series o f ™oN modes. Mosig ~ ~- (198 1 ) used this modal 
representation to ca l cula te the reflection coe fficient of the TEM 
mode for a range of dielectric permittivities, the results were 
presented as a nomogram for each frequency. 
Unfortunately th i s exact analysis is rather involved, and 
ca l cu l ating the dielectri c permittivity from measured data 
requires considerable computationa l effort since a closed form 
expression for the fi e ld is not a v ailable. Consequently, there 
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(a) Surface 
(b) Embedded 
(cl Equivalent circuit 
Figure 5.2 Diagrams (a) and (b) show two contact conditions 
between the RG401 probe and a dielectric material of 
relative permittivity Er. 
The equivalent circuit of the probe is shown in (c). 
has been much effort to develop an approximate equivalent circuit 
model for this sensor so as to provide a simpler, if less 
accurate, way to determine the permittivity from the probe input 
admittance. 
2.2. Equivalent Circuit~ the ~-Ended Probe 
In RG401 semi-rigid coaxial cable (5.3mm diameter) the lowest 
TM mode, TM 01 , has a cut-off frequency of about 54GHz. At the 
frequencies where the probe is used for dielectric measurement, 
e . g. below 10GHz, TM 01 is attenuated by about 15dB/ mm, indicating 
that the effect of the discontinuity only extends a fe w 
millimetres into the guide. Thus the probe can be modelled by 
lumped circuit elements located at the end of an ideal 
open-circu ited line. Whinnery and Jamieson (1944) show that TM 
modes far below cut-off store energy in the electric field, so 
that a capacitor is the most appropriate element, one for each 
mode. 
Tanabe and Joines (1976), measured the Q factor of a TEM 
resonator terminated by a probe. Their approximate analysis 
neglected radiation effects, and assumed the field at the probe 
tip and in the medium was purely TEM. Burdette~~- (1980) 
considered a more general probe geometry, in which the inner 
conductor of the coaxial cable was allowed to protrude from the 
end, forming a short monopole antenna. An antenna modelling 
theorem due to Deschamps (1962) was used to relate the impedance 
of the probe to the dielectric permittivity. Burdette's approach 
thus includes the open-ended probe as a special case, however a 
derivation specifically for the open-ended probe has been gi v en by 
Brady~~- (1981) which is outlined below. Figure 5.2a shows the 
geometry. 
In a non-magneti c medium where µr 1, the Deschamps antenna 
modelling theorem can be expressed as 
where Y is the antenna admittance , £r is the relative permittivi ty 
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(possibly complex) of the material in which the antenna is 
embedded, and 8
0 
and w have their usual significance. The theorem 
applies to any probe geometry, provided the medium that surrounds 
the antenna is infinite in extent, in other words the radiation 
field must be wholly contained in the medium. Marcuvitz (1951) 
gives an analytic expression for the equivalent circuit admittance 
of a coaxial aperture radiating into free space which is of the 
form 
where a 1 and a 4 are fun ctions 
(5.01) to (5.02) gives the 
admittance 
( 5. 02) 
of the geometry only. Applying 
following expression for the probe 
( 5. 03) 
where G
0 
is the radiation conductance, and C
0 
is a capacitance 
that represents the fringing field. Note that G
0 
v aries 
implicitly as w4 . Howe ver , equation (5.03) is not strictly 
applicable to the open-ended probe geometry, for the followi ng 
reasons: 
(a) The field at the feed point of the probe, which is also the 
aperture in this case, is not purely TEM. Hence there is no 
unique antenna admittance and (5.01) does not apply (Deschamps 
1962, Smith and Nordgard 1985). 
(b) Marcuvitz's original derivation is only approximate since the 
aperture field is assumed to be TEM. 
(c) Equation (5 .0 2) is the low frequency approximation of a more 
comple x expression. For the approximation to be va lid, the 
probe dimensions should be much less than the wavelength in 
the dielectri c. 
(d) Equation (5.02) is deri ve d for a coax ial aperture in an 
infinite ground plane whereas the open-ended probe possesses a 
very small ground plane ( the thickness of the outer). 
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For the probes used in this work, and the dielectric 
materials we have measured, {c) is a reasonable assumption over 
most of the frequency range. Calculations performed by Bahl and 
Stuchly (1979) suggest that absence of the infinite ground plane 
has little effect, so that {d) is a reasonable approximation. 
Note that there are two probe contact geometries; the surface 
case, used for measurements of tissue, and the embedded case, used 
for measurements of liquids. The two geometries are shown in 
Figures 5.2a and 5.2b respectively. Brady~~- attempt to 
resolve the remaining difficulties by assuming the equivalent 
circuit capacitance can be decomposed into two separate terms . A 
capacitance, Cf, represents the fringing field in the PTFE 
dielectric of the cable, the other capacitance £rC
0
, represents 
the fringing field in the external dielectric material, usually 
C
0 
>> Cf. Their final equivalent circuit model is shown in 
Figure 5.2c. The admittance of the probe, normalized to the TEM 
characteristic impedance Z
0 
{=l / Y
0
), is 
( 5. 04) 
which we refer to as probe admittance model I, or the 'non-linear' 
model. From the expressi ons for a 4 and a 1 derived by Marcuvitz, 
it can be shown that, for coaxial lines that are small compared 
with the wavelength and open into free space, G
0 
<< wC
0
• This 
suggests a further simplification, used by several workers 
(Athey~~- 1982, Stuchly ~ ~- 1982a, Tran~~- 1984), which 
is to neglect G
0 
altogether. 
becomes 
With this simplification, {5.04) 
{ 5. 05) 
which we refer to as probe admittance mode l II or the 'linear' 
model. In a later paper, Stuchly ~ ~- {1982b) examine this 
simplification more carefully, and suggest that it can lead to 
considerable errors at high frequencies f or large permittivities. 
Gajda and Stuchly (1983) have investigated the accuracy of 
the simpler circuit model of equation {5.05) using numerical 
methods. The analysis was restricted to the static case, thus 
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only lossless dielectrics were modelled, and radiation effects 
were ignored. They used both the Finite Element Method and the 
Method of Moments to calculate the equivalent circuit capacitance, 
and compared their numerical results with measured capacitances. 
They concluded that although Cf and c
0 
are functions of Er' the 
model is a good approximation for large permittivities, since Cf 
and C
0 
are relatively constant in this range. For small 
permittivities (they suggest£~ < 10) the model is less accurate. 
Newnham (1985), as part of a third year undergraduate project 
in this department, investigated some of these problems 
experimentally, and attempted to measure and calculate the errors 
involv ed in using the simple model of the probe. 
2.3. Field Penetration 
All the analyses above start by assuming that the dielectric 
material is semi-infinite in extent. In practice, the probe must 
be presented with a sample of finite thickness, so it is important 
to establish how far the field penetrates. Although this can be 
done experimentally for measurements on dielectric liquids, it is 
much more difficult for biological materials which are often 
inhomogeneous. 
Anderson (1984) computed the field distribution, and hence 
the capacitance of the open-ended line immersed in water. water 
layers of varying thickness backed by air or a metal wall were 
assumed, and a quasi-stati c solution was obtained using the Method 
of Moments. Theoretical predictions were confirmed by 
experimental measurements o f the probe capacitance over 200MHz to 
2GHz. For a 6.4mm diameter (RG401) probe immersed in water, the 
error in the sensor capacitance as compared with the homogeneous 
case was found to be< 1 % for layers thicker than 6mm. Thus, the 
effective volume of material interrogated by the probe can be 
quite small. 
According to Stuchly (1984) , the electric field is most 
intense around the inner conductor of the probe. However the 
exact field distribution (and hence the equivalent circuit 
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parameters) depends on the surface conditions of the probe. 
Burdette (1984) was particularly careful to ensure that the probe 
surface was cleaned between each measurement. Also, when 
measuring biological tissue, he was careful to ensure constant 
contact pressure between the probe tip and the surface of the 
material. 
The open-ended probe geometry is closely related to that of 
the annular slot antenna, which was first studied by Levine and 
Papas (1951). In order to investigate its efficacy as an 
applicator for locali zed hyperthermia treatment of tumours, 
Nevels~~- (1985) have calculated the fields of this applicator 
and its apparent input admittance in biological media. They used 
essentially the same method 
calculations confirm the 
as Mosig ~ ~-
simple picture of 
( 1981), and their 
admittance as a capacitance at low frequency, and 
field is v ery intense around the probe tip. 
3. Microwave Measurement~ One-Port Networks 
the probe input 
show that the 
In order to measure the permittivity of an unknown dielectric 
material, the input admittance of the probe must be measured, 
whatever the circuit model. At the frequencies of interest, 
direct admittance measurements are very difficult; instead 
measurements of the probe input reflection coefficient are made. 
The reflection coefficient r of an admittance Y is defined with 
respect to a wave admittance Y
0 
as 
Yo - Y 
[=Y+Y 
0 
( 5. 06) 
The reflection coefficient can be measured in either the time 
domain or the frequen cy domain; we concentrate here on the 
frequency domain technique that has been used for the majority of 
our measurements. 
time domain version . 
Chapter 6 conta ins a brief description of the 
Reflection coefficients can be measured in both magnitude and 
phase over a range of frequencies using a Network Analyzer (Adam 
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Figure 5 . 3 Block diagram of the Semi-Automated Network 
Analyzer system. The system is based on an 
HP8754A Network Analyzer and an HP8502A 
test set. 
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1978). Such systems have been used by many workers for dielectric 
measurement applications (Burdette~~- 1980, Stuchly and 
Stuchly 1984). Most practical Network Analyzer systems can 
measure the scattering parameters of microwave two-port networks. 
However the discussion here is restricted to the measurement of 
one-port networks such as the open-ended probe. 
3.1. A Practical Network Analyzer System 
The Network Analyzer system we have used for our 
investigation consists of a Hewlett-Packard 8754A Option H26 
Network Analyzer, an 8502A Transmission/ Reflection test set and an 
08754-60057 frequency doubler. A microcomputer controlled 
interface of our own design records measurements for subsequent 
processing. Figure 5.3 shows a block diagram of the system. A 
description of the functi on and implementation of the interface 
and the relevant details of the 8754A operation are contained in 
chapter 6 and appendix 3. The next chapter contains further 
practical details of the system. This configuration is capable of 
measuring the reflection coe ffi c ient of the probe in magnitude and 
phase over a 4-2600MHz frequency range. 
3.2. Error Models f or One-Port Measurements 
In any real Network Analyzer system, there are a number of 
imperfections, both in the connections between the one-port and 
the Network Analyzer, and in the Network Analyzer itself. It is 
convenient to model this imperfect Network Analyzer measuring a 
one-port, as a perfect Network Analyzer connected to the one-port 
vi a a general t wo-port network that embodies the system errors. 
This error network can be represented by a frequency dependent 
scattering matrix~ - Note that this is implicitly a linear model 
of the system errors. 
Some physical interpretation ca n be placed on the elements of 
~- N11 is the directivity error and it in c ludes the effect of the 
finite dire ctivity o f the coupler used to separate the incident 
and reflected signals in the test set. N22 is the source match 
error, and is caused by multiple reflections of the reflected 
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signal back to the unknown. N12N21 , the frequency tracking error, 
is caused by the (usually) small variations in gain and phase 
flatness between the test and reference channels. Note that it is 
impossible in general (and unnecessary in this application) to 
obtain N12 or N21 separately from reflection measurements alone 
(Bauer and Penfield 1974). Only their product may be obtained 
uniquely, though if the error network is known to be reciprocal, 
N12 and N21 are equal, although there is a sign ambiguity. 
If the admittance is to be measured accurately, the effects 
of of the intervening two-port error network must be removed. The 
true reflection coefficient rm can be calculated from the measured 
value pm at each frequency using 
( 5. 07) 
which can be quickly derived from a signal flow graph using 
standard methods (Adam 1969; pp86-106). The elements of~ are 
determined by performing separate measurements on known 
terminations at each frequency of interest, most commonly a short 
circuit, an open circuit and a matched load. With this set of 
known terminations, the elements of~ are given by 
( 5. 08a) 
(5.08b) 
(5.08c) 
where psc' p
0
c and Pma are the complex reflection coefficient 
measurements of a short circuit, open circuit and matched load 
respectively. The expressions above are usually the minimum 
needed because of the inadequacies of practical microwave 
terminations (particularly matched loads). This type of error 
correction procedure has been used by many workers, including 
Burdette ~ ~- ( 1980a), Brady ~ ~- ( 1981), Athey ~ ~- ( 1982) 
and Stuchly ~ ~- (1982a). Bauer and Penfield (1974) show that 
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Figur e 5.4 Si.gna l flow graphs for the open-ended 
probe dielectric measu re ment system. 
The top graph shows three cascaded 
two-ports which represent the Network 
Analyzer and associated test set (!'!), 
the probe connector ( s;_) , and the probe 
cable (f).The reflection coeff icient 
of the open end is rm' the corresponding 
measurement of it is Pm· 
In fact all three two-ports may be 
cascaded into one error network (~) as 
shown in the lower graph. 
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the effect of noise in the measurement system can be reduced by 
using the redundant information available from measurements of 
more than three known terminations, although this is not always 
practical, and is more complex computationally. 
Bauer and Penfield (1974) divide the error correction method 
into two distinct stages, known as unterminating and de-embedding. 
Unterminating 
Characterize the system errors by a scattering matrix~' say, 
and make measurements of known one-ports to determine the 
elements of~ e.g. equation (5 .08a-c). 
~-embedding 
Correct measurements of unknown one-ports, using ~ to 
evaluate the error corrected reflection coefficient, e.g. 
equation (5.07) . 
3.3. Application .!:.s: the ~-Ended Probe 
In this measurement appli cation the probe is connected to the 
Network Analyzer via a pair of i mperfect connectors and imperfect 
cabling, so additional scattering matri ces~ for connectors, and~ 
for the probe cable are needed. Figure 5.4 shows the full signal 
flow graph for the composite system, measuring an unknown 
admittance Ym which has a true reflection coefficient rm. 
Since we are not particularly interested in the scattering 
parameters of, say, the connectors, we combine all the error 
networks into one with scattering matri x~- The de-embedding for 
this composite system is performed using (5 .07 ) with Nij replaced 
by Eij 
(5 .09 ) 
Again, the elements of the composite error matrix~ are determined 
from measurements of known terminations, at each of the 
73 
frequencies of interest, but this time the terminations must be 
applied at the probe tip. The short circuit condition can be 
readily provided by pressing metal foil, backed with plastic foam, 
against the probe tip. The open-circuit condition can be 
realized, approximately, by leaving the probe open into air, 
however, the provision of a matched load is much more difficult. 
Such a component would be expensive to manufacture, and extremely 
difficult to design so that it was both repeatable and had an 
accurately known reflection coefficient . 
Kraszewski ~ ~- (1983b), recognizing these difficulties, 
introduced the idea of using dielectric materials, usually polar 
liquids, of known dielectric properties as terminations for the 
probe. They developed a set of expressions for the elements of~ 
in terms of a set of general terminations, which is given below. 
Consider three reflection coefficient measurements p1 , P2 , 
and p3 of three different but otherwise arbitrary terminations, 
which have known reflection coefficients r 1 , r 2 and r 3 
respectively. Then the elements of E are given uniquely by 
r1r2P3(P1 - P2) + r1r3P2(P3 - pl) + r2r3pl(p2 - P3) 
Ell= rlr2(pl - P2) + r1r3(P3 - pl) + r2r3(P2 - pl) 
r1(P2 - Ell)+ r2(E11 - P1l 
r1r2(P2 - P1) 
( 5. lOa) 
( 5. lOb) 
( 5. lOc) 
These expressions are essentially an extended form of (5.0Ba-c), 
and can be derived from (5.09). Although specifically developed 
for the error correction of reflection coefficients measurements 
made with the probe, they apply to any one-port measurement 
problem. Kraszewski ~ ~- suggest that three suitable known 
terminations are a sho rt c i r cuit, the open circuit probe (modified 
by the fringing capacitance Cf + C
0
), and the probe in contact 
with some known dielectric liquid. 
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The problem that remains is that the predicted reflection 
coefficients r 1 , r 2 or r 3 cannot be evaluated unless the 
equivalent circuit parameters G
0
, C
0 
and Cf are already known. 
The circuit parameters can be estimated from the geometry (i.e. 
the fields), but as noted in section 2.3, the fields at the probe 
tip are even dependent on the surface finish, so an experimental 
technique is preferable here . Kraszewski~~- suggest that the 
probe equivalent 
on other known 
circuit should be determined using measurements 
liquids i.e. those not used in the error 
correction. Their proposed iterative procedure uses estimates of 
the circuit parameters to perform error correction on the 
reflection measurements from the other known liquids and from the 
resulting admittances, obtain better estimates of the circuit 
parameters. 
The next section describe the direct de-embedding procedure 
we have deve loped that circumvents these problems. 
4. Direct Error Correction For One-Port Measurements 
The error correction method described in the previous section 
splits the problem into two stages; ( i) unterminate ~' and (ii) 
use~ to de-embed subsequent measurements. In this application, 
the unterminating step is auxiliary in that~ is only needed for 
de-embedding measurements. This section describes a simple 
technique that allows the unterminating step to be avoided 
altogether, and allows direct de-embedding to be performed. 
_i._!_. Derivation ~ the Direct ~-embedding Procedure 
This section deri ves the procedure in its most general form; 
the next section examines its application to the special c ase of 
the open-ended probe. 
As before, we start with a set of reflection coefficient 
measurement s p1 , Pz, p 3 on known admittances y 1 , y 2 , y 3 
and 
measurement pm on an unknown admittance Ym• The yi's are 
normalized so that the known reflection coefficients are 
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r . = 1 - Yi 
l ~
( 5 .11) 
for i = 1,2,3,m. Substituting (5.11) into (5.lOa-c), and the 
resulting expressions into (5.09) yields 
where 
rmlr32 Y3 Yz + rm2rl3 Y1 Y3 + rm3r21 Yz Y1 
rmlr32 Y1 + rm2rl3 Yz + rm3r21 Y3 
r .. 
l J 
( 5 .12) 
( 5 .13) 
This remarkably simple a nd symmetrical expression is formally 
equivalent to the previous error correction procedure, except that 
the elements of~ are not ca l culated. Although the derivation is 
easy to describe, it is difficult to perform; the algebra involved 
in the substitutions, expansions and the subsequent cancellation 
is quite lengthy. The actual manipulation was performed on a 
mainframe computer using a symbolic algebra package called REDUCE 
(Hearn 1974). 
There are t wo important linearity properties of the error 
correction procedure that can be derived from the reduced form of 
equation (5.12). 
If a new set of reflection coe fficients 
that 
p., 
l 
for i = 1,2,3,m where and are 
cons tants, then Ym is unchanged. 
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are computed such 
( 5 .14) 
arbitrary complex 
If a new set of admittances yi' are computed such that 
( 5 .15) 
for i = 1,2,3,m where e 3 and e 4 are arbitrary complex 
constants, then (5.12) also holds for the yi'. 
Property 1 means that, practically speaking, absolute values 
of the phase or magnitudes of the reflection coefficient are not 
required - we need only be concerned about drift and repeatability 
in the measurement system. Property 2 is particularly important 
in the application of this error correction procedure to 
dielectric measurements, which is the subject of the next section. 
Property 1 can be derived from inspection of (5.12) and (5.13a-c), 
howe ver REDUCE was used to deri ve property 2 . 
There is a further simplification that arises if a short 
circuit termination is used for one of the known admittances. 
From a practical point of v iew, short circuit terminations are 
quite easy to manufacture for many microwave measurement 
situations, so this is an important case to consider. Identify 
known termination with a short circuit, then as y1 -> 
00 , (5.12) 
becomes 
Note that property 1 and property 
little effort from this equation . 
( 5 .16) 
can both be obtained with 
5 . Application !S!_ Dielectric Measurements 
This section concentrates on the application of the general 
direct de-embedding te chnique de vel oped in the prev ious section to 
dielectric measurements with the open-ended probe. The first 
problem that must be addressed is which equivalent circuit model 
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for the probe admittance should be used. 
5.1. Probe Admittance Model! 
Section 2 showed that both of the equivalent circuit models 
for the probe admittance are somewhat approximate, but equation 
( 5. 04), reproduced below, is thought to be more accurate 
( Stuchly ~ ~ - 1982b). 
Y(cr) / Y0 = G0 z0 c~
1 2 + jwZ 0 (crco + Cf) 
Substituting this admittance model into (5.12) , wi th three known 
permittivities c1 , c2 and c 3 , 
generates a fifth order polynomial 
and an unknown permittivity cm, 
in c~/2 : 
+ rmlr32Y(c3)Y(c2) + rm2r13Y(cl)Y(c3) + rm3r21Y(cz)Y(cl) 
rmlr32Y(cl) + rm2r13Y(c2) + rm3r21Y(c3) 
= 0 ( 5 .17) 
with rij defined as in (5.13). The coefficients of this 
polynomial are functions of the known permittivities, the 
reflection coefficient measurements and the circuit parameters G
0
, 
C
0 
and Cf. Now apply a linear transformation to Y(cr) to give 
y(cr) such that 
( 5 .18) 
Pr operty 2 states that, under a such a linear transformation, 
y(cr) also satisfies (5.12). Further, this linear transformation 
yields 
so that (5.17) becomes 
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rm1r32Y(£3)Y(£2) + rm2r13Y(£l)y(£3) + rm3r21y(£2)y(£1) 
+ rmlr32y(£1) + rm2r13Y(£2) + rm3r21Y(£3) 
where Gn 
reduction 
( 5. 20) 
G
0
/ jwC
0
, the normalized radiation conductance. The 
of (5.17) to (5.20) shows that the absolute values of 
G
0
, C
0 
and cf need not, indeed cannot, be determined using this 
error correction procedure. However, Gn must be determined in 
order to calculate £m from the measured reflection coefficient Pm• 
This may be accomplished by measuring the probe reflection 
coefficient, p 4 , for another known dielectric with permittivity 
£4 , then setting m = 4 into (5.20), and solving the resulting 
quadratic in Gn. Once Gn is known, the permittivity of subsequent 
measured dielectrics can be obtained from (5.20), which can be 
solved numerically for £m. 
5.1.1. Short Circuit Simplification 
There are a number of advantages in using a short circuit as 
one of the known terminations. From a practical point of view, a 
short is easy to make for this geometry, and from a theoretical 
point of view, equation (5.20) becomes much simpler. Because of 
these factors, we have used the short circuit termination as a 
reference for our experimental measurements, using the following 
reduced form of (5.20). With known termination 1 identified as a 
short circuit, then as y1 -> 
00 (5.20) becomes 
where 
h 
rm2rl3 y(£3) + rm3r21 y(£2) 
rmlr32 
79 
( 5 .21) 
( 5. 22) 
A further advantage of the short circuit termination is that the 
expression for Gn is much simpler in form. Given a fourth 
measurement p 4 of a known material wi th permittivity c4 , Gn can be 
calculated directly by setting m = 4 in (5.21) yielding 
( 5. 23) 
5.2. Probe Admittance Model..!..!_ 
The previous development has shown that the permittivity can 
be calculated from the measured reflection coefficients knowing 
only the dimensionless parameter Gn = G
0
/ jwc
0
. In section it 
was shown that G
0 
<< wC
0 
for the probe at low frequencies, so that 
as a further approximation, set G
0 
= 0, as in equation (5.05) so 
that the admittance is linearly related to er . With this 
approximation , whi c h has been used by Athey ~ ~- ( 1982), 
Stuchly ~ ~- (1982a) and Tran et al. (1984), equation (5.20) 
becomes 
rmlr32£3£2 + rm2rl3£1£3 + rm3r21£2£1 
rmlr32£1 + rm2rl3£2 + rm3r21£3 
with the rij as defined in ( 5.13). 
( 5. 24) 
Using ( 5.24 ) the permittivity cm can be calculated directly 
from reflection coefficient measurements, without any knowledge of 
the equivalent c ircuit component s C
0 
and Cf. Although the 
equation is simple in form, it still embodies the error correction 
procedure for an arbitrary t wo-port error network. If greater 
accuracy is required, then this simple form can be used as a 
starting point for the s oluti on of ( 5.20 ). Since G
0
/ wC
0 
is small, 
the resulting cm fr om (5 .2 4) is usually quite close to the 
required root of (5 .20 ). 
2-~•! • Short Circuit Simplification 
The short circuit form of (5.24) is 
rm2rl3 £3 + rm3r21 £2 
r ml r 32 
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( 5. 25) 
Figure 5. 5 Reflection coefficient measurements made over 8-2600MHz 
using the HP8754A Network Analyzer, HP8 502A test set and open-ended probe. 
(a) Short Circuit (b) Air (c) lOOmM Saline 
(d) Methanol (e) Ethanediol (measured) ( f) Ethaned iol (theory) 
/, 
Note that using this equation, it is unnecessary to 
the equivalent circuit parameters for the probe. 
that best illustrates the remarkable simplicity that 
know ~ of 
It is (5.25) 
the direct 
de-embedding procedure offers to dielectric measurements using the 
open-ended probe. For efficient computation, this expression can 
be rearranged as a bilinear transform of pm - see chapter 6. 
§_. ~ Direct Q_E,_-Embedding Example 
This section contains an example of the direct de-embedding 
procedure described in this chapter. Measurements of reflection 
coefficient from an open-ended probe dipped in ethanediol which 
were made using the HP8754A Network Analyzer system are processed 
to give the corresponding permittivity. Further details of the 
measuring system are given in the next chapter. 
6.1. Reflection coefficient measurements 
Figure 5.5a-d show, on separate polar plots, reflection 
coefficient measurements over 8-2600MHz for a short circuit and 
three reference materials with known dielectric properties - air, 
lOOmM saline (Stogryn 1971) and methanol (Jordan~~- 1978). 
Figure 5.5e shows the reflection coefficient for ethanediol, whose 
permittivity is to be measured. 
In fact, the dielectric permittivity of ethanediol is also 
known (Jordan~~ - 1978), so the measurement is compared with 
the known result. The predicted reflection coefficient for the 
probe in contact with ethanediol is shown in Figure 5.5f. This 
was calculated using C
0 
; 0. 04lpF (Athey ~ ~- 1982), 
Cf; 0.002pF and G; 4 .7nS (esti mated ) . It should be emphasised 
that this is the~ place where the values of the equivalent 
circuit components have been used. 
The measured S parameters are very different to the predicted 
ones. Part of this difference is due to the (deliberate) shift in 
the phase zero reference plane whic h has been introduced by the 
cabling. The numerous folds and wi ggles in the measured data are 
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Figure 5.6 Dielec tric measurements of the permittivity of 
ethanediol. The solid cu rves are from the 
measured data of Fi gur e 5.5 de -embedded using 
40 
30 
20 
10 
0 
10 
20 
15 
10 
the non-linear a dmittanc e model of equation (5.04). 
The dashed line is taken from the measurements of 
Jordan~~- ( 1978 ). 
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fully repeatable; they arise from the imperfections in the Network 
Analyzer itself, the test set, its cabling and its connectors. It 
is these imperfections (as we ll as the phase offset) that the 
de-embedding procedure corrects. Note that the corrected S 
parameters themselves cannot be calculated without knowing values 
for the equi va lent circuit parameters of the probe. 
6. 2. ~-embedded Results 
Admittance Model! 
Figure 5.6 shows the permittivity results obtained using the 
non-linear admittance model. There is excellent agreement between 
the de-embedded measurements o f Figure 5.5e (solid line) and the 
dielectric measurements of Jordan et al. (1978) (dashed line). 
Admittance Model II 
Figure 5.7 shows the permittivity results obtained using the 
linear admittance model. In this case, the agreement is not so 
good. 
§_.1_. Choice Q! Admittance Model 
Clearly, the non-linear admittance model gives greater 
accuracy for this material. In general, for the measurements of 
other known liquids, the real part of the measured complex 
permittivi ty seems to be more accurate than the imaginary part, 
and the measured va lue of the imaginary part is lower than the 
true value. The cause of this discrepancy is not clear, and 
further experimental work is required. The error generally seems 
to increase at l ow frequencies, whereas the errors introduced by 
setting Gn to zero wou ld be expected to increase as w3 (Newnham 
1985). For lossy (conductive) materials, the difference seems 
much less pronounced. In chapter 7 the measurements on one of the 
cryoprotectants studied are shown after processing with both 
admittance models; the difference in the permittivity and 
effecti ve conductivity is barely detectable. 
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Figure 5 . 7 Dielectric measurements of the permittivity of 
ethanedio l. The solid curves are from the 
measured data of Figure 5.5 de-embedded using 
40 
30 
20 
10 
0 
20 
15 
10 
10 
the linear admittance model of equation (5.05) . 
The dashed line is taken from the measurements of 
Jordan~~- (1978 ) . 
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7. Uncertainty Analysis for the ~-Ended Probe 
This section investigates how the instrumentation 
uncertainties propagate into the permittivi ty measurements. The 
direct de-embedding procedure allows the uncertainties in the 
Network Analyzer measurements to be related directly to the 
resulting uncertainty in the measured permittivity. 
It has been shown that the greatest accuracy in determining 
the permittivity for a gi ven accuracy of reflection coefficient 
measurement is obtained when 
( 5. 26) 
the 'optimum capacitance' condition (Athey et al. 1982 ). Taking 
C
0 
= 0.041pF as before, and the permittivity as that of 150mM 
saline ( Stogryn 1971 ) , this condition is realized at about 900MHz 
which lies nicely in the middle of the range which we wish to 
measure. 
Kraszewski~~- ( 1983a) examined the error sensitivity of 
the simple probe admittance model ( 5.05), and calculated the 
uncertainty in the measured permittivity resulting from using the 
linear admittance model. Their calculations were performed for a 
3 . 6mm diameter probe, measured at 3GHz, assuming measurement 
system uncertainties of 
They concluded that, for 
0 . 05dB in magnitude and 0.3· in phase. 
tissue permittivity measurements the 
relative uncertainties are less than 1% in£' and less than 3% in r 
£', r . 
The remainder of this section describes the method we have 
used to estimate the uncertainties in our own measurements. This 
technique allows the uncertainty to be estimated for any set of 
measurements, over the full range of frequencies. Use of the 
direct de-embedding procedure means that fixed magnitude and phase 
offsets are removed ( linearity property 1 ) . Instrumentation 
un certainties whi c h are s igni fi cant are those due to drift and 
noise in the measu r ement system. Four assumptions about the 
system are made at the outset: 
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a) The non-linear admittance model of equation (5.04) for the 
probe is correct. 
b) The errors in the Network Analyzer can 
represented by a scattering matrix. 
be adequately 
c) The uncertainties in the magnitude and phase of the reflect ion 
coefficients are much smaller than the magnitude of the 
reflection coefficients . 
d) The uncertainties in the permittivity of the known dielectric 
materials are small compared with the other system errors. 
under these assumptions, when the measured permittivity is 
calculated using (5.21-23) , the permittivity is a function of the 
reflection coefficient measurements alone. Measurement s p1 , p2 , 
p3 are used for de-embedding, p4 is used for Gn, and pm is the 
reflection coefficient corresponding to Em' thus the uncertainty 
oEm in Em is given by -
( 5. 27) 
where the opi are the uncertainties in the reflection coefficient 
measurements, and the summation is taken over i = 1,2,3,4, m. The 
individual partial derivatives are obtained by straightforward 
differentiation, however their algebraic form is not particularly 
illuminating. Instead, the worst case error in the measured 
permittivity resulting from given uncertainty estimates in the 
magnitude and phase of pi are calculated by substituting the 
measured values of the reflection coefficients into these partial 
derivatives. The technique is described in more detail below. 
7.1. Calculation~ the Worst Case Erro r 
The ith term of (5.27) is the error sensitivity for pi, which 
effectively relates the uncertainty in the measurement of pi to 
the resulting permitti v ity. Assume that the ith set of 
measurements are wrong in magnitude and phase by the absolute 
quantities omi and opi respectively . Further, all these errors are 
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Figure 5.8 The uncertainty opi produced in the p-plane by 
measurement uncertainties omi in magnitude and 
opi in phase. 
Imp 
Rep 
bound such that 
( 5. 28) 
where oM and oP are small compared with IPil. From Figure 5.8, 
( 5. 29) 
For brevity, write 
K. = aem exp(j argp
1
.) 
l api 
( 5. 30) 
with Ki' = Re(Ki) and Ki'' = Im(Ki). Now maximize the error in 
the real and imaginary parts of o£m separately (hence 'worst 
case', above) 
where o£m' and o£m'' are the 
imaginary parts respectively. 
calculation of the error bounds 
estimates of oM and oP. 
uncertainties in the 
These equations 
for measured data, 
7.2 . Uncertainty Analysis Example 
( 5. 31a) 
(5.31b) 
real 
allow 
given 
and 
the 
only 
This technique is used on the data of Figure 5.5 to provide 
uncertainty estimates for the measured permittiv ity of ethanediol 
in the following chapter. 
85 
Chapter 6 
Dielectric Measurements with an Open-Ended Coaxial Probe: 
Part II - Practical Details 
The prev ious chapter showed how measurements of the input 
impedance of an open-ended semi - rigid coaxial probe can be related 
to the permittiv ity of the material it is in contact with. This 
chapter concerns the implementation of a dielectric measurement 
system using such probes, and describes the procedures used to 
make measurements over a r ange of temperatures on cryoprotectants 
and perfused tissue . 
For the majority of the work using the open-ended probe, we 
have used frequency domain instrumentation to measure the probe 
impedance, that is a Hewlett- Packard 8754A Network Analyzer and 
much of the chapter concerns this system. Similar instrumentation 
using the HP8410B Networ k analyzer has been used by 
Burdette ~ ~- ( 1980) and the Stuchly' s (Athey ~ ~- 1982). 
Section 1 describes the important features of the Network 
Analyzer, and of the digital recorder that has been used to record 
the measurements for subsequent processing. The remaining 
experimental apparatus used for measurements on liquids and 
perfused tissue is described in section 2. Section 3 describes 
the experimental procedures and associated software used to 
perform calibration, error correction, and calculation of the 
measured permittiv ity . 
The resolution and accuracy of the composite system is 
described in section 4, and the uncertainties for the measurement 
of a 'standard liquid' are evaluated . 
The probe impedance can also be measured successfully in the 
time domain, section 5 describes the experimental layout use~ to 
make such measurements using the instrumentation described in 
chapter 4. This is believed to be one of the first demonstrations 
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Figure 6 .1 Network Analyzer Block Diagram . 
The 8754A is shown configured as a reflectometer. 
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of such measurements using time domain instrumentation. 
1. Frequency Domain Instrumentation 
At microwave frequencies, direct impedance measurements 
cannot be made, and concepts such as voltage and current become 
less useful; instead a wave approach becomes more appropriate. 
The open-ended probe is a one-port network, and the impedance can 
be deduced from measurement of the reflection coefficient. The 
HP8754A is a frequency domain Network Analyzer, which together 
with a suitable test set and frequency doubler, performs such 
measurements directly over a frequency range of 4-2600MHz+. Much 
of the information concerning the operation of the 8754A in the 
description below has been gleaned from the manufacturers 
handbook, and Application Note 294 (Hewlett-Packard 1979). 
The 8754A consists of a swept RF source and dual receiver 
system, together with some sophisticated display electronics. The 
dual receiver system can measure the magnitude ratio of, and 
relative phase between two signals derived from the RF source. 
When used with an HP8502A transmission/ reflection test set, the 
resulting configuration can measure the reflection coefficient, 
i.e. s11 , in both magnitude and phase. In fact, the 8754A can be 
used to measure all the four S parameters of a two port network, 
however, the functional description below is restricted to that 
required for one-port measurements, which is the configuration 
shown in the block diagram in Figure 6.1 . 
.!_ • .!_ • .!_. The 8502A Transmission/ Reflection Test Set 
The 8502A test set contains the microwave components 
necessary to 
reflectometer. 
configure the source and receiver of the 8754A as a 
The most important components of the test set are 
+ 'Opt H26' 1s required for extended frequency operation. 
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the power divider and the directional bridge, which are shown in 
Figure 6.2. The power divider returns, via a compensating 
attenuator, a fraction (-19dB) of the source power to the 'R' or 
'reference' channel of the 8754A receiver; the other half is sent 
via a 0-70dB step attenuator to the directional bridge. The 
one-port to be measured is connected to the test port of the 
8502A; the reflected power is coupled (-6dB) by the directional 
bridge into the 'B' or 'test' channel of the 8754A receiver. The 
bridge directivity is quoted as better than 40dB. 
RF Source ----
The source in the 8754A sweeps from 4 to 1300MHz, or part of 
that range, and consists of a pair of varactor tuned oscillators 
operating in a 'see-saw' configuration. One oscillator is swept 
down from 3.6 to 3.0GHz whilst the other is swept up from 3.6 to 
4.3GHz; the two outputs are mixed, and the difference frequency 
amplified and levelled to give a continuously variable output up 
to +l0dBm. When used with an 08754-60057 frequency doubler, the 
output frequency range is extended to 2600MHz. Builtin crystal 
markers are available at 1, 10 and 50MHz intervals, accurate to 
±_0. 01 %. 
In normal (LOCAL) operation, an internal slow ramp generator 
sweeps both the source and receiver tuning. By switching to 
REMOTE operation, the source frequency can be programmed 
externally by a de voltage fed into the rear panel EXT SWEEP INPUT 
jack. This enables the source frequency to be externally 
programmed anywhere between the minimum and maximum values set up 
on the front panel sweep controls. 
In this application, the 8754A receiver is used to measure 
the magnitude and phase of the complex ratio B/ R, i.e. the 
reflected signal divided by the reference signal. The receiver 
down-converts the two RF signals from the test set to a 1MHz 
intermediate frequency (IF) using a sampling technique. The 
sampling gates are driven by 300ps wide strobe pulses derived from 
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Figu r e 6 . 3 Bl oc k Diag ram of 8754A Receiver Fron t End 
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a voltage tuned oscillator (VTO) which has a 5-30MHz tuning range; 
a phase locked loop (PLL) ensures that one of the VTO harmonics is 
1MHz greater than the RF on the 'R' receiver input. Thus the 
samplers act as harmonic mixers, preserving magnitude and phase 
relationships whilst time stretching the input waveforms to a 
lower, fixed frequency. A block diagram of this portion of the 
receiver is shown in Figure 6.3. Figure 6.4 illustrates the 
down-conversion process for a VTO frequency of 10MHz with an input 
RF frequency of 29MHz. 
When sweeping over the whole frequency range available from 
the source, the VTO has to be retuned, and the PLL relocked every 
time it reaches the end of the VTO tuning range. During normal 
operation, this retune/ relock process is performed automatically 
and is effecti vely invi sible to the operator, because the control 
circuitry blanks the display and performs a short retrace during 
this period. 
Detection in the dual receiver is performed on the frequency 
shifted IF signals; the detector outputs include signals 
proportional to phase and logarithmic magnitude over a possible 
80dB dynamic range. These signals are fed into the display 
circuitry of the 8754A where they are processed to provide a trace 
on the CRT display. Displays of s 11 magnitude or phase versus 
frequency or a polar plot of s11 with frequency (Smith Chart) may 
be selected . The display driver circuitry also provi des rear 
pane l VERT and HORIZ output jacks which effecti vely give an image 
of the displayed trace scaled as l00mV/ div . 
A rear panel programming connector on the 8754A provides 
control functions wh ich include switching from LOCAL to REMOTE 
mode, and the initiation of a relock cycle for the recei ver PLL. 
1 .2 . Digital Recorder 
This secti on is a description of the function of the digital 
recorder, and an outline of its implementation. The interface 
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records both magnitude and phase of the reflection coefficient of 
the open-ended probe versus frequency. Further details of both 
the hardware and software used in the recorder, which are 
summarized below, are given in appendix 3 . 
The external tuning voltage for the 8754A is provided by a 
12-bit digital to analogue converter (DAC) under software control. 
As discussed earlier, when the receiver VTO runs out of tuning 
range the VTO PLL must be relocked. Unfortunately, the 8754A 
gives no external signal to indicate that such a relock is 
necessary. As a simple solution to this problem, the recorder 
software relocks the PLL every time the source tuning voltage is 
changed, which ensures that repeatable measurements are obtained. 
The magnitude and phase outputs from the display circuitry 
are sampled by a 12-bit analogue to digital converter (ADC). By 
using the displayed outputs, it is possible to use the internal 
amplifiers and offset circuitry of the 8754A so as to make best 
use of the dynamic range available from the ADC. Switching 
between LOCAL and REMOTE mode is performed automatically via the 
programming connector, however manual selection of magnitude, then 
phase, is required. 
The low-level interface hardware, i.e. the DAC and ADC, is 
driven by a BBC microcomputer system, which also provides control 
signals to the 8754A. The software is split into two logically 
distinct sections: the user interface, written in BBC BASIC, and 
the low-level interface driver, written in 6502 Assembler. The 
hardware driver is called from the BASIC program in order to 
execute various interface functions including sweeping the source 
frequency and sampling the reflection coefficient data from the 
receiver output. After a set of data has been sampled, it is 
recorded on floppy disk, together with a header that contains a 
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representation of the instrument 
recorded data can be displayed 
settings. If required, the 
on the BBC micro to provide a 
visual check that the system is operating correctly. 
1.2.4. Sampling Algorithm 
The voltage produced by the DAC is used to tune the 8754A 
source to one of a number of discrete (e.g. 512) frequencies, and 
after a suitable settling time, the ADC samples the detected 
output signal from the 8754A receiver. Thus an array of digital 
v alues is obtained; each element represents the value of the 
receiver output (either magnitude or phase), the index of the 
element is proportional to frequency. 
The 12-bit ADC is configured so that a change in the least 
significant bit corresponds to 0.002dB when switched to 
'Magnitude B/ R' ( ldB/ di v) and 0.1· when switched to 'Phase B/ R' 
(4 5" / di v) . This resolution corresponds to about 0.2mV per bit at 
the input of the ADC, however, the measured noise at the receiver 
output was about 7mV in amplitude. Just as in the time domain 
measurement system, the signal to noise ratio of the signal from 
the 8754A can be improv ed by averaging. Either 'cyclic' averaging 
or 'sequential' averaging of the output signals can be performed. 
In cyclic averaging, the source is swept through the 
frequency range Na times. At the end of each sweep, the array of 
ADC v alues obtained is summed into a separate accumulator array. 
After all the sweeps have been performed, each value in the 
accumulator array is di v ided by Na to obtain the required average . 
In sequential averaging, the source is swept through the 
frequency range once only. At each of the discrete frequencies 
v isited, the output signal is sampled Na times and the sum of 
these samples formed . Before moving to the next frequency point, 
the a ccumulated value is divided by Na. 
Clearly there is a trade-off between the noise level and the 
time required to perform the recording. The sequential averaging 
technique has been used for the output from the 8754A - primarily 
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Figure 6. 5 View of experimental arrangement showing the 8502A 
test set , an open-ended probe, the magnetic stirrer 
and the cooling pipes . Lagging material, and the 
support clamp for the 8502A have been omitted. 
To thermocouple 
thermometer 
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8502A Transmission/ 
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Scale : 0. 5 approx 
for speed. Rapid recording is needed to minimize the effects of 
any drifts that may occur - not in the instrumentation, but in the 
temperature of the dielectric material in contact with the probe. 
It takes approximately 4.5ms to change the source frequency and 
relock the receiver PLL, whereas it takes about 130µs to acquire, 
fetch, sum and store a sample. We have commonly used 512 
frequencies and 128 summations; the cyclic technique would require 
over 10 minutes to record both magnitude and phase. In practice, 
the sequential technique takes about 25 seconds; an entire 
recording at one temperature can be completed in about 30 seconds. 
2. Experimental Apparatus and Layout 
This section concerns the remaining experimental apparatus 
used to perform dielectric measurements using the open-ended probe 
and 8754A Network Analyzer. Figure 6.5 is a sketch of the 
experimental arrangement which shows the 8502A test set, 
open-ended probe, magnetic stirrer and cooling pipes. 
~-!• Room Temperature Measurements .2.!1_ Liquids 
For measurements at room temperatures on liquids, it is 
convenient to use the open-ended probe vertically, so it can be 
dipped into the liquid under investigation . Temperature control 
is not required, since the liquid temperature ( 2o·c) is stable to 
within +o.1·c when used with a magnetic stirrer. Figure 6.6a 
shows the open-ended probe dipped into a liquid held in a 50ml 
plastic beaker. 
2.2. Low Temperature Measurements 
~-~·!• Cryoprotectants 
The apparatus used for low temperature measurements is very 
similar to that used at room temperature, but with the addition of 
a cooling system whic h allows the temperature to be controlled 
from +25·c to -35'C, as shown in Figure 6.6b. 
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Figure 6. 6a 
Open-ended probe dipped into 
the liquid to be measured. 
Cu/Con 
RG401 open-
ended probe 
C=1b 
Stirrer magnet 
Figure 6. 6b 
Detailed view of the probe, cooling 
pipes, and stirrer magnet . This is 
the experimental arrangement used 
for low temperature measurements on 
liquids (cryoprotectants). 
C=1b 
50ml plastic 
beaker 
Figure 6.6c 
As 6.6b but showing position of 
tissue mass during measurement s 
on perfused kidney. 
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A coil of 3mm copper tubing is immersed in the liquid, and 
refrigerant - cold industrial methylated spirits (IMS) - is pumped 
through it. The cryoprotectant solution is cooled by conductive 
and convective heat transfer, the latter aided by the magnetic 
stirrer. The open-ended probe is also cooled by the tubing, this 
is necessary to prevent it heating the material under test. The 
minimum spacing between the probe tip and the piping was 15mm in 
all of the experiments. The temperature of the liquid is measured 
by a Comark 6200 thermometer with a copper-constantan thermocouple 
near the open-ended probe tip. 
Perfused Tissue -------
The most important tissue measurements for organ 
cryopreservation are those of perfused tissue because the 
cryoprotectant forms a substantial fraction (:20%) of the volume. 
Figure 6.6c shows the experimental configuration used for 
measurements on perfused kidney tissue. The apparatus is the same 
as that used on liquids, only the perfused (who le) kidney is 
supported by a narrow perspex spacer that sits on the copper 
tubing ( see Figure 6. 6c). The tissue is immersed in the 
cryoprotectant, and the probe is pushed firmly against the 
surface. The pressure applied distorts the surface, but is not 
sufficient to puncture it. 
Rabbit kidneys (and cryoprotectants) were supplied by the MRC 
Cryobiology Group at the Department of Surgery. Several hours 
before the dielectric measurement, kidneys were harvested from New 
Zealand albino rabbits and perfused with the cryoprotectant under 
investigation using the procedures described by 
Jacobsen et al. (1978). Perfusion of the cryoprotectant was 
performed at 1o·c, the concentration of cryoprotectant in the 
perfusate is increased linearly at about 1% of the final 
concentration per minute; the whole process taking about 150 
minutes. The kidneys were then bathed in a solution of the 
cryoprotectant, and kept on crushed ice during transportation to 
the Department of Engineering. Dielectric measurements were taken 
on the tissue as the temperature was cycled from room temperature 
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down to at least -30"C, then back to room temperature. Average 
cooling and warming rates were less than l"C/ min, each 
experimental run taking about four hours including calibration. 
2.2.3 . Refrigeration 
The refrigerator used was a model R.500 Mk.4 cooler 
manufactured by G V Planer Ltd., which controls the temperature by 
alternately heating and cooling the IMS refrigerant (Pegg 1966). 
Heating is provided by a SOOW electric heater, cooling by 
percolating the IMS over a block of dry ice (soli d carbon 
dioxide). In practice, cooling is much more effecti ve than 
heating, so that the 'bang-bang' temperature controller supplied 
wi th the R.500 is not very effective - the temperature oscillates 
wildly around the set point. Better control was obtained by 
operating the cooler manually, allowing the refrigerant to 
recirculate through the sump of the refrigerator (i.e. neither 
cooled nor heated ). This kept the temperature approximately 
constant (within O.S"C) during each measurement. 
l· Experimental Pr ocedures and Processing Software 
This 
associated 
section describes 
software for 
the experimental procedures 
performing calibration and 
and 
error 
correction, and the software used for the calculation of the 
measured permittivity. 
3.1. Choice~ Data Processing Engine 
The digital recorder sweeps the RF source of the Network 
Analyzer and samples the magnitude and phase outputs of the 
receiver, storing the data on floppy disk . In principle, the 
processing of the measured data to obtain dielectric data could be 
performed on the BBC microcomputer which forms part of the 
recorder . In practice the raw data is transferred vi a the 
University data netwo rk ( UDN ) for processing on an IBM 3081 
mainframe computer. 
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There are several reasons for this approach. First, a 
typical experimental run of 40 temperature points produces about 
300Kbytes of raw data which occupi es three floppy disks. On the 
mainframe, storage and manipulation of this quantity of data is a 
tri v ial matter. Also, the data can be recorded on magnetic tape 
allowing accessible archi val storage of both raw data and 
processed results. Second, the processing power of the mainframe 
is larger than the BBC micro by several orders of magnitude. This 
is enhanced by the availability of high level languages which can 
call on substantial program libraries of both numerical and 
graphical routines. The only disadvantage is that the processing 
is off-line, so errors in experimental procedures can only be 
detected some time (possibly hours) after the completion of the 
experiment. This was not found to be a serious limitation in this 
work. 
3.2. Calibration 
The actual data recorded for each frequency point consists of 
two 12-bit numbers which represent the averaged values of the code 
at the ADC output for magnitude and for phase. The recorder 
software translates each number into hexadecimal ASCII codes to 
allow simple data transfer via the UDN. Further details of the 
data format are gi ven in appendix 3. 
The DAC presents a tuning voltage between 0 and l0V (nom.) to 
the RF source, and the ADC samples the uncalibrated voltage at the 
VERT output jack of the 8754A. Thus the source frequency and the 
magnitude and phase outputs need to be calibrated. This 
requirement can be simply expressed as the need to determine the 
calibration constants (Af,Bf ) , (Am,Bm ) , (Ap ,Bp ) in the following 
three equations for frequency, return loss (dB) and phase 
(degrees ) : 
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( 6. 3) 
In this set of equations, i is the index which was sent to the 
interface DAC to set the RF source frequency to fi' and ADCm[i] 
and ADCP[i] are the recorded ADC values for the magnitude and 
phase of the measured reflection coefficient pm(fi). The 
calibration coefficients are determined from si x recordings of 
different Network Analyze r configurations, given below. 
3.2 .1. Frequency Calibration 
Frequency calibration is performed by recording 100MHz 
markers across the sweep range used; Af and Bf are determined from 
linear regression of the spacing between the recorded markers. 
}-~-~- Magnitude and Phase Offsets 
The error correction procedure (discussed in the next 
section ) allows us to calculate the permitti v ity without knowing 
the values of the magnitude and phase offsets, Bm and BP, although 
they must remain constant throughout the sequence of measurements. 
However, approx imate values were obtained - Bm was determined by 
recording '0dB' at some fixed frequency in the centre of the sweep 
range, and BP by recording the •o·, reference level. 
2·~·2· Magnitude and Phase Calibration 
The range of return loss values generated by the probe in 
contact with tissue and cryoprotectants over a given frequency 
range va ries by several dB, the largest range - about BdB - was 
observed close to the liquid-> solid phase change. Over the 
temperature range -35 ' C to +25'C, the return loss varies from 0dB 
to about 12dB, and the phase of the reflection coefficient by 
about 200' . This range of return loss and phase values restricts 
the choice of magnitude and phase sensitivities on the 8754A, and 
for all the measurements these were set to ldB/ div and 45' / div 
respecti vely. 
Magnitude calibration relies on the calibration of the 
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produced by manually incr easing cont r ol 
o n the 8754A by ldB steps from O to +7dB. 
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Figure 6. 7b Phase calibration record. The record shows 
the phase output versus linear frequency for a 
remote open-circuit termination. 
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stepped attenuator on the 8754A front panel . As the frequency is 
swept by the recorder, the attenuator is manually stepped from 0 
to +7dB in ldB steps. The resulting (synthetic) magnitude record 
is shown in Figure 6.7a; Am is calculated by linear regression of 
the step heights. 
The cable lengths between the test set and the 8754A were 
matched to the length of the open-ended probe so that no phase 
discontinuities appear in the measured data (to avoid the +180 " - > 
-180" jump). Phase calibration is performed by recording the 
phase with the probe removed. This produces an open circuit at 
the test set input connector with an apparent phase of 2500" at 
2600MHz, generating eight discontinuities where the displayed 
phase jumps from +180" to -180". Figure 6.7b shows the resulting 
phase record; the maximum and minimum ADC values corresponding to 
these extremes of phase are used to calculate Ap. Clearly, it is 
possible to obtain Bm and BP from these recordings too, so they 
were used as a check of the calibration procedure. 
3.3. Error Correction and Permitti vity Calculation 
In chapter 5, expressi ons for calculating the measured 
permitti v ity were derived. These expressions, which perform 
simultaneous error correction and probe calibration have been used 
for processing all the measured data. 
2·2·l· Equivalent Circuit Models 
Both of the equivalent circuit models for the probe 
admittance discussed in chapter 5 have been used. In the simple 
model, the probe is modelled by a fringing capacitance in which 
the capacitance is linearly related to the permittivi ty. The more 
complex non-linear model includes a radiation conductance term . 
From the experimental point of view, 
difference between the two models, except 
reference materials that need to be recorded . 
there is little 
for the number of 
In order to perform 
the error correction using the linear model, three references are 
required. In the majority of the measurements, these were (i) the 
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open-ended probe short-circuited by a piece of aluminium foil, 
(ii) the probe in air, and (iii) in lOOmM saline. This choice of 
references produces an extremely simple expression for the 
permittivity of the material under test which can be written as a 
simple bilinear transformation 
where c0[i], c1 [i] and c2 [i] are pre-computed from 
materials using the followi ng set of expressions. 
of the frequency index i, 
Pz£3(pl-p3) + P3£z ( p2-p l ) 
£3(pl-p3) + 8 2(p2-pl) 
( 6. 4) 
the reference 
For each value 
( 6. Sa) 
( 6. Sb ) 
( 6. Sc) 
In the above equations, pl is the measured reflection coefficient 
of a short circuit at frequency fi. The reflection coefficients 
Pz and p3 are those recorded when the probe is dipped into the 
reference materials with permitti v ity £2 and £3 . 
The non-linear model requires four reference materials; these 
were generally the same as the previous set of recordings with the 
addition of (iv) ethanediol or methanol. Determining the 
permittivity is more difficult than the transformation in (6.4) -
it requires the solution o f a fifth order polynomial with complex 
coefficients, although the result is generally more accurate. 
Choice of Reference Materials --- -
There are two basic criteria: the references should be as 
accurate as possible, and also produce reflection coefficients as 
different as possible from one another. The short circuit 
reference can be provided accurately and conveniently and its use 
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allows considerable simplification in the form of the error 
correction expression. Similar remarks apply to the open-ended 
probe in air, the choice of the other references is a little more 
difficult. 
Kraszewski~~- (1983a) have examined the uncertainties 
associated with dielectric 
(Schwan~~- 1976) and methanol 
measurements of 
(Jordan~~ - 1978), 
water 
and 
concluded that the dielectric permittivity of water is more 
accurately known. However in the range of frequencies used here, 
i.e. below 2.6GHz, water is not as lossy as methanol and the real 
part of the permittivity much greater so that the volume of liquid 
interrogated by the probe is necessarily larger. This idea has 
been confirmed experimentally - when dipped in water, the probe 
appeared to be sensitive to metallic objects placed even 50mm from 
the tip. The errors induced were manifest as a series of distinct 
resonances in the measured permittivity whose frequencies clearly 
depended on distance between the object and the probe. For these 
reasons, we decided to use a lossy liquid whose properties were 
close to those we were trying to measure - l00mM saline, using the 
Stogryn formula for the calculation of reference permittivities 
(Stogryn 1971). Other liquids used either as references, or to 
evaluate the performance of the system include ethanediol and 
methanol from Jordan~~- (1978), and propan-1-ol from Garg and 
Smyth (1965) and Von Rippel (1954; p362). 
4 . Errors and uncertainty 
i·l· Systematic Errors 
There are several possible sources of error in the dielectric 
measurement system that has been described. The error correction 
technique discussed in the previous section removes systematic 
errors due to imperfections in the RF hardware e.g. the connectors 
and the directional bridge in the test set. The correction is 
performed separately at each frequency, which effectively 
eliminates frequency dependent variations in the system magnitude 
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Figure 6.8 Dielectric measurements of the permittivity of 
ethanediol. The solid curves are fr o m the 
measured data of Figure 5.5 de-embedded using 
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the non - linear a d mittance model of equation (5.04). 
The dashed line is taken from the measurements o f 
Jordan~~- ( 1978 ). The dotted lines are the 
uncertainties cor responding t o reflection 
coe ffi c i ent uncertainties of O. 03dB and O. 2 ·• 
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Other sources of error remain. These include the inadequacy 
of the equivalent circuit model to represent the fields at the 
probe tip, the probe surface conditions, and the effect of the 
proximity of metallic objects i.e. the cooling pipes. When lossy 
materials , such as cryoprotectants, are being measured, the 
effects of metallic objects are not detectable, provided they are 
more than 5mm from the probe. The probe surface changes with 
temperature because the PTFE dielectric has a different thermal 
expansion coefficient to the copper conductors. This effect was 
reduced by heat treating the probe during fabrication, as 
described in the previous chapter . 
The length change of the probe due to thermal contraction 
when cooled by so·c is about 0.1mm , corresponding to a phase 
change of about 0.03· at 100MHz and 0.9 · at 2600MHz . This error 
in the measured reflection coefficient depends on the probe 
temperature distribution which is very difficult to estimate. 
Fortunately, the probe is more sensitive to errors at low 
frequencies, where the effect of the length change is much less 
severe. Nevertheless, an experimental check of the magnitude of 
this effect is required e.g. measuring the dielectric properties 
of hot saline. 
Chapter showed how uncertainty estimates for the 
measurement of the probe reflection coefficient could be used to 
prov ide estimates of the resulting uncertainties in the real and 
imaginary parts of the measured permittivity. From the 
manufacturers data, the 8754A receiver magnitude uncertainty is 
specified as better than 0.3dB, and the phase uncertainty as 
better than 2· . Around 0dB, this magnitude uncertainty 
corresponds to approximately 0.033 in p, the phase error is 
0.035rad. These measurement uncertainties are extremely 
pessimistic, and imply uncertainties in the calculated 
permitti v ity that are much too large. Instead, the predicted 
uncertainties in the permittivity can be found for measurements on 
known dielectric materials for a range of values of reflection 
coefficient uncertainties. Figure 6.8 shows the result of a 
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Figure 6. 9 Dielectr i c measurement s of ethanediol. The data show 
the effect o f c hanging the number of summations used 
o n the measured permittivity. 
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measurement on ethanediol (solid line), the known permittivity 
from Jordan~~- (1978) (dashed) and the predicted uncertainty 
limits (dotted) for magnitude and phase uncertainties of 0.003 and 
0.003rad, corresponding to 0.03dB and 0.2· for the error-corrected 
Network Analyzer. These uncertainties are close to the resolution 
limit of the 12-bit ADC ( see section 2.2.4). The error correction 
was performed using the non-linear admittance model, with short 
circuit, air, l00mM saline and methanol as reference materials 
(data from chapter 5). Clearly, for this set of materials the 
non-linear equiva lent circuit model appears to be sufficiently 
accurate, however we note in passing that the error correction 
procedure allows the circuit parameters to change arbitrarily with 
frequency. 
4.2. Non-Systematic Errors 
There are several non-systematic errors inherent in the 
measurements which are not anticipated by the error correction 
procedure. These include noise and drift in the source and 
receiver circuits of the 8754A, temperature gradients in both 
cryoprotectants and in tissue, and biological variation in the 
properties of each kidney . 
.,,,- 4.2.1. System Noise 
The effect of noise on the measurements is reduced by 
averaging. Figure 6.9 shows the effect of changing the number of 
summations on the resultant measured permittivity of ethanediol. 
It is clear that the lower frequencies are more susceptible to the 
noise introduced by using too fe w summations, and that 128 
summati on s are adequate here. 
According to the specification, the 8754A source is stable to 
within 0.4MHz/ "C and 0.lMHz/ hr. A typical experimental run 
covering a range of temperatures takes about four hours, during 
which ambient temperature remains constant to within 1·c, so that 
the maximum drift is less than 2MHz. However, no figure is given 
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Figure 6 .10 Dielectric measurement s of ethanediol. The probe 
reflection coefficient was recorded at 10 minute 
intervals for 5 hours after powe r up. 
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by the manufacturer for the drift of the phase and magnitude 
response. 
Figure 6.10 shows the results of an experiment which was 
intended to evaluate the effects of this drift. The probe was 
dipped into ethanediol at room temperature and the reflection 
coefficient recorded at 10 minute intervals for 5 hours, beginning 
when the network analyzer was first powered up from 'cold'. At 
the end of this period, the calibration and error correction 
records were taken. The resultant permittivities show that the 
effects of all sources of drift are small, even from power up. In 
practice, the effect of drift was minimized by allowing at least 
four hours for the 8754A to warm up before starting a measurement 
sequence. Another feature that can be seen in Figure 6.10 is that 
the measured permittivity appears to change in discrete jumps -
this is particularly obvious at 50MHz . These jumps correspond to 
1-bit changes in the original recordings, which tends to confirm 
our previous remarks concerning measurement uncertainties. 
4.2.3. Temperature Control and Biological Variation 
One of the most difficult errors to assess is the effect of 
inhomogeneities in the mass of half-frozen cryoprotectant or 
tissue caused by non-uniform heat transfer. It is hoped that 
these errors were minimized as far as possible by changing the 
temperature slowly; separate sets of measurements were made both 
as the material was cooled and warmed so the effects could be 
assessed (see chapter 7). 
One problem which applies to measurements on tissue is the 
effect of 'biological variation' i.e. variation between individual 
animals. In practice, measurements were taken on organs taken 
from different animals (of the same genetic strain) so variations 
might be expected. Unfortunately, the resources available did not 
permit us to perform sufficient number of experiments to assess 
this variation statistically. 
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Figure 6.lla 
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5 . Time Domain Dielectric Measurements Revisited -----
This section describes how dielectric measurements using the 
·•~ open-ended probe can be made using time domain instrumentation. 
,,/' 
It is included in this dissertation to further illustrate the 
utility of the simultaneous error correction and calibration 
procedure, and as a contrast to the error correction techniques 
described in chapter 4. The time domain system has not yet been 
used for measurements on cryoprotectants over a range of 
tempe r atures, although its operation has been demonstrated 
experimentally, as described below. 
5. 1. Experimental Configuration 
Figure 6. lla is a sch.ematic diagram of a pulse generator, S-6 
sampling head, RG141 delay lines and RG401 (0.25") open-ended 
probe. The S-6 'loop-thru' sampling head is carried in a 7S11 
sampling unit, and a 7Tll sampling sweep unit provides the timing 
signals . 
Such a system configuration is commonly used for time domain 
r eflectometry the only difference here is that the pulse 
generator used produces a narrow impulsive spike rather than a 
fast rising step waveform. The pulse generator+, which is based 
on a step recovery diode pulse sharpener, was built by H C Reader 
in this Department; the rise time is about 60ps and the peak 
output voltage is about 12V (Reader 1985). Figure 6.llb shows the 
waveform produced by the pulse generator as it passes through the 
sampling head . The amplitude is much reduced before reaching the 
S-6 after passing through t wo attenuators (20 + 3dB) and a 3.6m 
length of RG141 delay line (18ns delay) - these are used to 
isolate the sampling head from the generator. Recordings of the 
various time domain waveforms were made using the digital recorder 
hardware and software described in chapter 4 and appendix 3. 
Figure 6.12a shows the waveform observed from the practical 
+ Pulse generator 84-6R 
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Figure 6 . 12a Observed wavefor m from the p r ac t ic a l t ime d omai n 
meas ureme n t s ys t e m. 
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Figure 6 .12b Schematic diagram showing the link between features 
of the measurement system and the observed waveform. 
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--- measurement system on a long time scale. Figure 6.12b is a schematic diagram of the S-6 and open-ended probe together with a 
sketch of the observed wavefor m showing four distinct features of 
the time domain trace. The 'A' portion of the waveform is 
essentially the pulse which passes through the S-6 i.e. as 
Figure 6.llb, and the 'B' portion is the reflection of this pulse 
from the SMA connector at the proximal end of the RG401 probe. 
The 'C' portion of the waveform is the reflection of the pulse 
from the discontinuity at the distal end of the probe which is 
dipped in the material to be measured, as before. Finally, 'D' is 
the first multiply reflected signal from the probe and RG401 to 
SMA connector ( see diagram). 
~.~. Reflection Coefficient Calculation 
If the measuring system were ideal reflectionless 
:--- connectors and lossless lines, then the 'C' waveform wou ld simply 
be the time domain convolution of the 'A' waveform with the 
impulse reflection coefficient of the probe r(t) i.e. 
1 
I 
c(t) = a(t) * r(t) ( 6. 6) 
where '*' represents convolution. The frequency domain reflection 
coefficient of the probe can be recovered at a discrete number of 
frequencies using the discrete Fourier transform (DFT) 
( 6. 7) 
However, the measured reflection coefficient using real connectors 
and real cabling is far from this ideal. The observed waveforms 
shown in Figure 6.12 consist of both this ' wanted' set of 
reflections and a set of 'parasitic' reflections from connectors 
and delay lines. 
5.3. Application~ the Direct ~-embedding Procedure 
The simplest way around 
would be to make the probe 
the parasitic 
longer which 
reflection problem 
would increase the 
separation between the troublesome discontinuities, thus excluding 
them from the time window. However, this is an inherently 
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approximate method that relies on ideal delay lines, and on s21 of 
the probe connector being very close to 1. 
In the work described in chapter 4, the approach taken 
towards untangling the nest of multiple reflections was to set up 
lossless, reciprocal scattering matrices to represent each of the 
discontinuities produced by the connectors. Each scattering 
matri x was determined from additional measurements on the 
connectors alone. Finally, the scattering parameters of the 
strip-line sample holder were computed using this connector 
characterization. Whilst this technique did achieve some accuracy 
improvement, chapter 5 suggests a different approach. 
The scattering parameters of the connectors ~ ~ are not 
very interesting - we only wish to use them to de-embed a measured 
admittance. In fact the time domain measurement system outlined 
above can be assigned exactly the same error model as the 
frequency domain network ana lyzer instrumentation. The 
experimental procedure is summarized below for the linear 
admittance model; it is simple to extend to the non-linear model: 
a) Record three sets of reflected waveforms from the probe in 
contact with reference materials - short circuit, air and 
lOOmM saline are suitable as before, call these r 1 (t), r 2 (t) 
and r 3 (t). 
b) Record the reflected waveform for the material under test: 
Each waveform is the convolution between the signal 
from the pulse generator, a(t) and the impulse reflection 
coefficient of the error network terminated by the probe. 
Figure 6.13a shows such a recording for the probe dipped in 
propan-1-ol at 2o·c. 
c) Now use the DFT to produce frequency domain versions of these 
four records as follows: 
( 6. 8) 
for j = 1,2,3,m, where A(fi) is the ith component of the DFT 
of a(t). The pj (fi) can now be substituted directly into the 
105 
Figure 6 .13a Time domain recording of the reflec t ion from 
the open-ended probe dipped i n propa n-1-o l . 
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Figu re 6 .13 b Measu red pe r mitti v ity of propan-1-ol from the 
time domain re c ording abov e . Reference materials 
used : short circuit, air, lOOmM saline and 
ethanediol with the non-1 inear admittance model. 
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bilinear transform expression of (6.4) and ( 6.5a-c) to obtain 
the permittivity directly, as before. 
Note that it is unnecessary to record the incident pulse a(t) 
at all - the essential point is that the value of A(fi) is the 
same for each measurement, though it may well be frequency 
dependent. Using the linearity property of the error correction 
procedure given in chapter 5 means the A(fi) term will cancel at 
each frequency. 
The 'B' portion of the waveform must be recorded, although it 
could be excluded from the time window, this is necessary for two 
reasons. Firstly, it forms an important part of the error 
network, and secondly it is used to correct drift in the sampling 
oscilloscope time base. Drift of the time zero is a serious 
problem in time domain instrumentation (see chapter 4). The first 
reflection from the connector ('B') should be in the same time 
position (with respect to the 7Tll trigger) on every record, so 
this can be used as the time reference. 
5.4. Performance 
Only a limited amount of experimental work has been performed 
with this configuration. As an example, Figure 6.13b shows the 
measured permittivity of propan-1-ol from 200MHz to 5GHz using 
four references: short circuit, air, l00mM saline and ethanediol, 
with the non-linear admittance model. The results obtained are as 
good as those obtained with the frequency domain system, though 
extending to higher frequencies. Calibration is much simpler, and 
the system is potentially faster because only one recording per 
measured material is required. 
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Chapter 7 
Dielectric Measurements for Organ Cryopreservation 
This chapter presents the dielectric data resulting from 
measurements made on cryoprotectant solutions and on perfused 
rabbit kidney tissue. All these measurements were made using the 
open-ended coaxial probe and frequency domain Network Analyzer 
described in chapters 5 and 6. 
A large volume of data has been co llected, so a compact 
presentation is required. Section 1 discusses the format used for 
presentation of the dielectric measurements in this chapter. In 
section 2, dielectric measurements over a wide temperature range 
on existing cryoprotectants and perfused tissue are given. The 
formulation of a new cryoprotectant is introduced in section 3, 
and dielectric measurements on both the new cryoprotectant, and on 
perfused rabbit kidney tissue are described. 
Section 4 discusses practical details of the measurements, 
and some of the problems encountered, whilst section 5 makes some 
recommendations concerning design of an electromagnetic rapid 
rewarming system for organs. Section concludes the 
dissertation, and offers suggestions for further work. 
1. Presentation ~ Dielectric Data 
Much of the dielectric data presented in this dissertation 
has been as plots of the real and imaginary parts of the complex 
permittivity against frequency. Cryoprotectant solutions are 
quite lossy over the range of frequencies measured here, and it is 
more convenient to plot the imaginary part of the complex 
permittivity as the corresponding effective conductivity ( see 
chapter 2). 
Instead of plotting a separate graph for each temperature, 
the data has been condensed onto one plot. The temperature scales 
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Figure 7 .1 Electrical properties of rabbit kidney perfused with 
HP6 plus 3M glycerol cryoprotectant solution. 
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Figure 7. 2 Electrical properties of HP6 plus 3M glycerol 
cryoprotectant solution. 
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Figure 7 . 3 Power penetration depth in ( a) perfused tissue and 
(b) HP6 plus 3M glycerol c ryoprote c tant 
a) ij 
100 100 ~~~~~~~~~~~~~~~~~~~ 
E 80 r 
E 
..r: 
]-
0 60 
C 
0 
i 40 
a.. 
'-
~ 
0 
a.. 20 
0 
-40 
\ 
-20 0 
Temperature , °C 
20 
o 100MHz 
• 300MHz 
• 650MHz 
• 1300MHz 
• 2600MHz 
40 
E 80 
E 
..r: 
]-
0 60 
C 
-~ 
~ 
~ 40 
a.. 
(1) 
3: 
0 
a.. 20 
0 
- 40 -20 0 
Temperature, °C 
20 
o 100MHz 
• 300 MH z 
• 650M Hz 
• 1300MHz 
• 2600MHz 
40 
: ,\ 
are fixed throughout, although the temperature range covered in 
each case does differ. Lines of constant frequency are drawn so 
that the variation of dielectric properties with temperature can 
be clearly seen. This is particularly relevant to applicator 
design, since it is likely that warming would be carried out at 
one frequency. The frequencies plotted (in all cases) cover the 
range of measured values in a logarithmic fashion 
300MHz, 650MHz, 1300MHz and 2600MHz. 
I· Dielectric Measurements 
100MHz, 
Three cryoprotectant solutions have been investigated. Two 
of these solutions have been used in organ cryopreservation 
experiments by other workers, the third is an attempt to design a 
new cryoprotectant which has electrical properties that make it 
more suitable for rapid warming . 
This cryoprotectant solution has been used experimentally by 
Pegg and co-workers at the Department of Surgery. The 'recipe' 
for this and the other cryoprotectants is given in appendix 2. 
The abbreviation 'HP6+3Mg' is used to denote this solution. 
Figure 7.1 shows the permittivity and effective conductivity 
of rabbit kidney tissue perfused with HP6+3Mg cryoprotectant over 
-32"C to +12"C. Figure 7.2 shows the dielectric properties of 
HP6+3Mg alone, over -32 "C to +2o·c. These curves illustrate one 
general feature that was observed for all the perfused tissue 
measurements; that is, the temperature dependence of the 
dielectric properties of perfused tissue is very similar in form 
to those of the cryoprotectant solution alone, over the frequency 
range shown here. Consequently, much information can be obtained 
from the study of raw cryoprotectant solutions. Howe ver, the 
absolute values of the conductivity and permittivity do differ; 
generally, both parameters are smaller in perfused tissue. 
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Another feature visible in these two curves is the reversal 
of the temperature dependence of the effective conductivity in the 
thawed state, which appears to occur around 600MHz in both 
perfused tissue and cryoprotectant solution. Below this 
frequency, the temperature coefficient is positive, increasing as 
the frequency reduces. Above this frequency, the coefficient is 
negative, becoming more so at higher frequencies. Note, however, 
the drastic change in effective conductivity either side of the 
phase transition, which is more severe at high frequencies. 
Chapter 2 showed that a particularly relevant parameter in 
electromagnetic heating is the power penetration depth, which is 
solely a function of the dielectric properties. Figure 7.3 shows 
the calculated power penetration depth for both (a) perfused 
tissue and (b) HP6+3Mg cryoprotectant. These diagrams demonstrate 
that the power penetration depth in tissue at or above 1300MHz is 
simply too shallow compared with the minimum dimensions (~2omm) of 
rabbit kidney (see Figure 1.3). At 2600MHz, the minimum power 
penetration depth which occurs at the phase transition - probably 
the worst place - is merely 5mm. 
2.2. Modified Sachs Solution+ l·i!'! DMSO 
This is the cryoprotectant solution used by Guttman ~ ~-
( 1977) and Pegg~~- (1978) in their electromagnetic rewarming 
experiments on dog kidney, in which warming was carried out using 
a domestic microwave oven operating at 2.45GHz. The composition 
is detailed in appendix 2, and the abbreviation 'MS+DMSO' is used 
to denote this solution . 
Only the dielectric properties of the cryoprotectant solution 
have been measured - the results, taken over -31"C to +2s·c, are 
shown in Figure 7.4, the power 
Figure 7.5. The temperature 
penetration 
dependence, 
depth is shown in 
and the actual values 
obtained for the dielectric properties and power penetration depth 
of this cryoprotectant are quite similar to those of HP6+3Mg. 
Once again, the power penetration depth at 2600MHz is about 
5mm. This fact, together with the difficulty of producing 
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Figure 7 .4 Electrical properties of modified Sachs solution 
with 1.4M DMSO cryoprotectant. 
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Figure 7. 5 Power penetration depth in modified Sa c hs solution 
with 1.4M DMSO cryoprotectant. 
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controlled exposure conditions in a microwave oven, offers a 
tentative explanation for the problems experienced by both 
Guttman~~- (1980) and Pegg~~- (1980) in their attempts to 
reproduce the originally successful experiments. At low 
temperatures, the penetration depth is about 20mm at 2600MHz -
this would be sufficient to cause a significant variation in power 
deposition with depth. As the temperature increases, the problem 
worsens, until at the phase transition, only the outside 'shell' 
of the organ would be heated at all. 
3. Modified Cryoprotectant Solutions 
Both of the cryoprotectant solutions in the previous section 
show markedly similar electrical behaviour. It is possible to 
alter the composition of a cryoprotectant solution - as remarked 
in chapter 1, the existing compositions are somewhat arbitrary. 
Clearly it is constructive to examine the composition of a 
cryoprotectant solution if modifications are to be made. 
3.1. The Composition~ Cryoprotectant Solutions 
Cryopreservation solutions 
concentrated associated liquid 
generally 
e.g. 3M 
contain a 
glycerol 
fairly 
- the 
cryoprotectant. The other components of the cryopreservation 
solution, electrolytes and other additives, are included to 
prevent osmotic damage to the cells; these electrolytes also 
affect the de conductivity of the cryoprotectant solution. 
It is apparent in both HP6+3Mg and MS+DMSO that the de 
conductivity of the solutions dominates the effective conductivity 
below 300MHz, and that below this frequency, the conductivity 
increases with increasing temperature. Chapter 2 showed that the 
de conductivity of 150mM saline has a positive temperature 
coefficient. Physically, this can be thought of as the effect of 
the increased mobility of hydrated ions with temperature. Below 
the centre frequency of a dielectric relaxation the temperature 
coefficient of the dielectric loss is negative (which is what we 
want). The interplay between the conductive loss and the 
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Figure 7 .6 Electrical properties of 3M glycerol solution 
containing varying concentrations of manni tol 
and saline at 2o·c (see text). 
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Figure 7. 7 Electrical properties of 3M glycerol solution 
containing 269mM glucose. 
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dielectric loss produces the observed effective conductivity 
profiles. 
If the de conductivity could be decreased, this would allow 
heating to be performed at lower frequencies, where power 
deposition would be more uniform, without incurring the penalty of 
a strong positive temperature coeffic ient . 
3.2. Decreasing the Conductivity 
Coffey and Andrews (1983) investigated the various preserving 
solutions used for hypothermic (0-2.C) preservation of renal 
tissue. The composition of such solutions, which are the basis of 
many cryoprotectant solutions, attempt to mimic the intracellular 
environment. Coffey and Andrews suggested that this might not be 
appropriate at low temperatures when the transmembrane ion pumps 
are severely disabled, and that some of the electrolytes could be 
replaced by sugars. They performed experiments which showed that 
the post preservation tissue morphology was greatly improved by 
replacing one half or more of the electrolytes by sucrose . 
Clearly this would reduce the de conduc ti vi ty of the 
cryoprotectant, as required, suggesting the experiments described 
below. 
Figure 7.6 shows the effect of changing the saline 
concentration from 150mM to 0mM on the room temperature (20.C) 
permittivity and effective conductivity of 3M glycerol. At each 
concentration, sufficient sugar (mannitol here) is added to 
maintain the osmolarity of the impermeant species at 300mOsM. The 
changing saline concentration has little effect on the real part 
of the permittivity, but the effective conductivity shows an 
approximately linear variation with concentration. Similar 
behaviour is observed for both sucrose and glucose. 
Figure 7.7 shows the dielectric properties of 3M glycerol 
with 269mM glucose added over -34·c to +19·c. This can be thought 
of as the 'best possible' behaviour in that there are no ions, and 
hence no de conductivity, consequently, the temperature 
coefficient of the effective conductivity is always negative above 
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Figure 7 .8 Ele c t r i cal properties of rabbit kidney perfused with 
C&A+3 Mg low conductiv ity cryoprotectant solution. 
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Figure 7. 9 Electrical properties of C&A+3Mg low conductivity 
cryoprotectant solution. 
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Figure 7 .10 Power penetration depth in (a) perfused tissue and 
( b) C&A+3Mg low conductivity c ryoprotectant solution 
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the phase transition for the frequencies shown here. Note that at 
300MHz, the temperature coefficient is negative even below the 
phase transition (-l0"C). Of course, the electrolytes within the 
cells of tissue to be preserved cannot be removed, so it is 
unlikely this 'zero de conductivity' state could be achieved. 
3.3. An Experimental Cryoprotectant 
After consultation with our colleagues at the Department of 
Surgery, we decided to examine the effect of such a modified 
cryoprotectant on tissue, to see if it did produce improved 
dielectric behaviour. The final composition used was 50mM saline, 
169.7mM sucrose and 3M glycerol; this experimental cryoprotectant 
solution is referred to as 'C&A+3Mg'. Figure 7.8 shows the 
permittivity and effective conductivity of rabbit kidney tissue 
perfused with C&A+3Mg over -30"C to +19"C. Figure 7.9 shows the 
permittivity and effective conductivity of C&A+3Mg over -37"C to 
+2o·c. Figure 7.10 is the power penetration depth for the (a) the 
perfused tissue and (b) C&A+3Mg cryoprotectant. As with HP6+3Mg, 
the temperature dependence of the dielectric properties of the 
cryoprotectant and the perfused tissue are very similar in form. 
Note, however, that above the phase transition the temperature 
coefficient of the effective conductivity is now negative at 
650MHz, and flat at 300MHz, confirming the ideas outlined above. 
Also, the power penetration depth at 300MHz is greater than 90mm 
over the whole temperature range for C&A+3Mg, whereas it drops to 
about half this value in HP6+3Mg. 
4. Experimental Details and Practical Problems 
For all measurements, separate freezing and warming curves 
were recorded however, only cooling curves have been given so far. 
This is because the probe tended to lift off the material being 
measured when it was close to the melting point, giving erratic 
results around those temperatures. Figure 7.11 shows the 
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Figure 7 . 11 Cooling and warming curves for measurements of 
C&A+3Mg low conductivity cryoprotectant solution 
at 1300MHz. 
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permittivity and effective conductivity of C&A+3Mg cryoprotectant 
solution; both the cooling curve and the warming curves are shown 
at 1300MHz. 
Above the phase transition, there is relatively good 
agreement between the two curves, however there is a significant 
discrepancy below the phase transition. This discrepancy may be 
caused by a non-uniform temperature distribution in the 
liquid/ solid under test as it is cooled/ warmed. Figure 6.6 shows 
the measurement geometry. When the cryoprotectant is liquid, it 
is lossy, and the field at the probe tip is sharply confined. 
Conversely, when the cryoprotectant is frozen, the probe 
effectively 'sees' further into the solid mass. During cooling 
the probe measures the dielectric properties of the lossy liquid, 
close to where the temperature is measured by the thermocouple. 
Warming proceeds from the bottom of the beaker upwards; because 
the material at the top is frozen, the probe 'sees' lossier 
material below which is at a higher temperature than the material 
surrounding the thermocouple. Thus the warming curve is displaced 
to apparently lower temperatures. 
Clearly, further experiments are required to investigate this 
effect, for example, a linear array of thermocouples could be used 
to investigate the temperature distribution. The measurements of 
all the cryoprotectant solutions were repeated at least twice, 
with little variation in the results obtained for the cooling 
curves. Nevertheless, it is clear that better temperature control 
is required, particularly below the phase transition. A 
significant constraint on the design of the cooling system is the 
need to avoid bringing cooling pipes too close to the probe tip. 
All the measurements presented here were performed using the 
open-ended probe, since the measurements made with the strip-line 
sample holder were much less accurate, and covered a narrower 
temperature range. However, the results obtained were broadly 
similar, and the correlation between the dielectric properties of 
the perfused tissue and the cryoprotectant first noted with the 
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Figure 7 .12 Electrical properties of C&A+3Mg low conductivity 
cryoprotectant solution, de-embedded using the 
non-linear admittance model with methano l as an 
additional reference. 
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time domain system. 
4.3. Biological Variation 
The measurements presented of the electrical properties of 
perfused tissue are each from a single measurement of one kidney 
from two different animals (of the same strain). Consequently no 
estimate of the effects of biological variation can be made, nor 
the effect of position within the tissue on the measured 
dielectric properties. However, the fact that the measurements on 
both perfused tissue and plain cryoprotectants are so similar in 
form suggests that this source of non-systematic error may not be 
too serious . 
4.4. Admittance Models 
The linear admittance model was used for all the measurements 
on perfused tissue and cryoprotectants presented here, except for 
those on the MS+DMSO cryoprotectant solution. Reference materials 
used were short circuit, air and l00mM saline, with an additional 
reference of methanol for MS+DMSO. This was because the 
techniques for dealing with the non-linear model were not 
developed until close to the end of the experimental programme. 
As noted in chapter 6, all that is required are recordings of four 
rather than three reference materials; irritatingly this was not 
anticipated. 
Fortunately, the effect of this omission does not seem to be 
too serious. An additional reference material (methanol) was 
recorded when the C&A+3Mg cryoprotectant was being measured. 
Figure 7.12 shows the dielectric properties of C&A+3Mg evaluated 
using the non-linear admittance model, which can be compared with 
Figure 7.9 which used the linear model. 
5. Design~~ Practical Rapid Rewarming System 
In designing a rapid warming system for cryopreserved organs, 
there are essentially two interrelated choices to make . First, 
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what frequency is to be used, and second, what form of applicator 
should be used to transfer power to the tissue? Both of the 
choices depend entirely on the dielectric properties of the 
material to be warmed. 
~-!• Choice~ Operating Frequency 
The results presented in this chapter show that rapid warming 
at frequencies greater than 1300MHz is unlikely to be successful 
with the cryoprotectant solutions that have been investigated. 
This is basically because of the shallowness of the power 
penetration depth, and the drastic change of the effective 
conductivity across the phase transition. At low frequencies, the 
effective conductivity of the tissue becomes dominated by de 
conductive loss, which has a positive temperature coefficient -
even above the phase transition. 
Exactly what constitutes a 'low' frequency depends on how far 
the de conductivity of the tissue can be reduced. Using the 
C&A+3Mg cryoprotectant we have dev eloped, it appears that the 
temperature coefficient of dielectric loss above the phase 
transition can be made negati ve, even at frequencies as low as 
300MHz. The other advantage of going to lower frequencies is that 
the penetration depth can be made much greater than the smallest 
dimensions of the organ, ensuring uniform power deposition. 
There is also a practical constraint on the choice of 
frequency for warming which concerns the availability of powerful 
microwave sources. There are a set of distinct frequencies, 
allocated by international agreement for industrial, scientific 
and medical (ISM) purposes. Now, provi ding the apparatus can be 
completely shielded, which can be arranged for any organ warming 
system, then any frequency can be used. However, RF power sources 
that operate at or near one of the ISM frequencies are generally 
cheaper and easier to obtain, so the ISM frequencies are of 
considerable practical interest. In the frequency range 10MHz to 
5GHz, the ISM frequencies allocated in Europe, Africa, the Middle 
East and Russia are as follows: 13.6MHz, 27.1MHz, 40.7MHz, 434MHz 
and 2.45GHz. In the UK, additional frequencies are allocated: 
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42MHz, 49MHz, 56MHz, 61MHz, 66MHz, 84MHz, 168MHz, and 896MHz 
(Metaxas and Meredith 1983; p281-282). 
So, from the point of view of uniformity of power deposition 
and the negative temperature coefficient in perfused tissue, it 
appears that 434MHz is a suitable frequency to use. As to cost, 
this may not be so favourable - most UK industrial microwave 
heating plants use either 27.12MHz, 896MHz or 2450MHz . 
~-~- Choice 9-i Applicator Geometry 
This is a much more difficult decision, since the power 
deposition, in all but the most trivial cases, depends in a 
complex way upon both real and imaginary parts of the permittivity 
(see chapter 2). This will be the subject of further 
investigation; clearly much can be learned from the techniques 
used in hyperthermia treatment of tumours, and in industrial 
heating of foodstuffs. 
One significant problem will be to ensure adequate s~ielding 
of the applicator from the operator. The ANSI recommended safety 
limits at 434MHz are l.4mW/ cm2 equivalent plane-wave power 
density, and 0.4W/ kg specific absorption rate. However, there is 
a body of experimental evidence that suggests that biological 
effects can be elicited by pulsed electromagnetic fields orders of 
magnitude below this level (Adey 1981, Lerner 1984). Thus it is 
likely that a totally enclosed applicator geometry will be needed . 
§_. Conclusions and Suggestions for Further Work 
6.1. Rapid Organ Rewarming 
The central reason for making the dielectric measurements 
described in this dissertation is to provide the technology for 
rapid and~ rewarming of cryopreserved organs. As suggested 
* American National Standards Institute: 
ANS I C95.l-1982 
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in the previous section, 434MHz seems the most promising frequency 
to use, for a several reasons, but applicator design will be an 
important factor in the success of a rapid warming system. 
A further difficulty implicit in the use of electromagnetic 
techniques is that of temperature measurement during rewarming. 
It is unlikely that metallic thermocouples can be used, and more 
recent technologies such as optical fibre sensors may be more 
suitable. 
6 . 2. Dielect r ic Measurements with~ ~-Ended Probe 
Clearly, the measurement techniques described in this 
dissertation are not limited to cryoprotectants. The open-ended 
probe has already been used on a r ange of biological materials, 
and we hope the simple direct de-embedding technique will further 
extend the areas of its appli cati on. 
Although the linear admittance model offers approximate 
results very quickly, it would be useful to find a more accurate 
equi valent circuit model for the open-ended probe admittance by 
calculating the fields at the end of the probe. 
6.3. Further Measurements 
Fi r st, some o f the problems described in this chapter must be 
addressed i.e . the effects of biological variation and the 
differences between the cooling and warming curves. It is also 
possible that the dielectric properties of the tissue may vary 
significantly with positi on. It would also be extremely useful to 
make simultaneous thermal property measurements (see Appendix 1 ) . 
If a highe r capacity ref r igerator were available so that 
rapid cooling and warming could be produced, measurements could be 
made on v itrified cryoprotectants, which is currently an area of 
great interest in cryobiology . Indeed, electromagnetic heating is 
thought to be the only practical way to de vitrify a large tissue 
mass, such as an organ . 
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Before attempting rapid rewarming experiments on real organs, 
it is likely that some work will be needed on organ phantoms i.e . 
physical models of the organ to be rewarmed with similar 
electrical properties. Dielectric measurements will need to be 
made on this phantom material to ensure that the electrical 
properties are similar over the temperature range. 
6.4. Instrumentation 
It would be useful t o decrease the measurement time, 
part i cularly if measurements are to be made on v itrified 
mate r ials. Apart from hardware and s oftware improvements, this 
can be achieved by recording fe wer points from a narrower 
bandwidth with a frequency domain Network Analyzer. 
Alternati vely, the time domain version can be used, this has the 
advantage that only one recording need be made at each temperature 
( as opposed to both magnitude and phase ) . 
A dedicated high performance microcomputer, which would allow 
fast data processing, would be extremely useful for both these 
measurement sy stems in order t o improve the turnround time between 
making a measurement and seeing the result . 
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Appendix 
Thermal Relaxation and Thermal Runaway 
This appendix describes some of the heat transfer phenomena 
which are relevant to organ warming. We investigate thermal 
relaxation and thermal runaway analytically, and examine the 
solutions using thermal property data for water and for meat. 
1. Heat Transfer £Y Thermal Conduction 
In principle at least, convective, conductive and radiative 
heat transfer mechanisms can all be used to transfer heat to the 
exterior of an organ. Electromagnetic energy can be used to 
deposit energy throughout; nevertheless, the dominant mechanism of 
heat transfer inside a frozen organ is thermal conduction . 
.!_ • .!_. The Conduction Equation 
Consider a volume of material, V, with a temperature 
distribution T(~,t), physical properties k, p and cp' and complex 
conductivity a+, which is exposed to an electric field ~(w,~) with 
time dependence expjwt. Here, k is the thermal conductivity, p is 
the density, cp is the specific heat capacity at constant 
pressure, w is the angular frequency, and x is a general position 
coordinate inside the volume. 
One of the difficulties in modelling organ warming is that 
the thermal properties and the electrical conductivity are all 
functions of temperature, physical state, and to a lesser extent, 
position. Figure Al.1 shows the variation of k and cp with 
temperature for a typical foodstuff; Table Al.1 in section 1.3 
gives values of k, p and cp for pure water and for meat at five 
temperatures. Because the the electrical properties change with 
temperature, it means that Eis also a function of temperature. 
To make the problem tractable, we make some simplifying 
assumptions: 
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Figure Al.l Thermal conductivity (a) and thermal dif fusi v ity ( b ) 
of foodstuffs around the freezing point. 
After Meffert ( 1983). 
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a) The thermal properties k, and cp' and the density p are all 
independent of position in V, and independent of temperature. 
Also, we shall not attempt to use the model around the 
frozen/ thawed phase transition, although we note in passing 
that the transition ice I-> water requires 333.6kJ/ kg. 
b) The electrical properties, represented by a+, are independent 
of position and temperature in V. 
c) ~ is uniform throughout V, and is independent of a+. 
With these assumptions, the heat conduction equation is 
(Al.01) 
where n = k/ pcp is the thermal diffusi v ity, P = a\E\ 2 is the power 
dissipated by the electric field, and a= Rea+ is the effective 
conductivity at frequency w. 
In the absence of any spatial variation of the temperature 
distribution, the temperature of the whole volume increases 
uniformly from the initial temperature T
0
, with warming rate 
W = nP/ k. So, we substitute 
T(~,t) = 6T.6(~,t) + T
0 
+ Wt (Al.02) 
into (Al.01) where 6( ~ ,t) represents the departure from the 
spatially uniform warming, and 6T is a constant to obtain 
(Al . 03) 
Clearly, n controls how quickly a given spatial temperature 
distribution changes. 
!-~- Thermal Relaxation~~ Spherical Discontinuity 
Before we can get much further with the analysis, we must 
introduce a specific set of boundary conditions. As an example, 
suppose that some small spherical sub-volume of Vis initially at 
a temperature 6T higher than the rest of Vat temperature T. We 
assume that the radius of the sub-volume, a, is much smaller than 
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Figure Al.2 ( a ) Boundary condition on 0(r ,t ) at t =O. 
0 ( r, t ) 
2a 
(b) Boundary condition on u(r',t') at t'=O. 
u( r •, t •) 
r • 
i--
the dimensions of V, so that we may treat V as infinite. Because 
of the spherical symmetry, we need only work with a single radial 
coordinate so that (Al.05) becomes 
(Al.04) 
The boundary condition asso ci ated with (Al.04 ) is shown in 
Figure Al .2 a . Substitute e = u/ r, and normalizer and t so that 
r' = r / a and t' = at/ a 2 to obtain 
(Al.05 ) 
Analytical methods of solution for (Al.05) with the transformed 
boundary conditions shown in Figure Al.2b are a v ailable ( Carslaw 
and Jaeger 1959 ) ; the soluti on to (Al.0 4) is 
9 ( r,t ) = ½ [ erf 1 21 t;' + er f 
1
2/t;' 
It' - ( 1 + r' ) 2 -(1 - r') 2 
+ r'7n[ exp 4t' - exp 4t' (Al.06) 
Note that in this equation, and in the remainder of this appendix, 
we use primes to indicate normalization i.e. r' r / a, and 
t' = at/ a 2 . Figure Al.3 shows this normalized temperature 
distribution plotted at successi v e instants in time, showing how 
the initial temperature distribution decays . A useful way to 
interpret these curves is to note that the time taken for the 
temperature at the centre of the discontinuity to fall to 50% of 
its initial value is t 50 : 0.2a
2/ a. This gi v es an idea of how 
quickly heat can be transferred in the organ . 
1.3. Numerical Examples 
Little, if any, thermal property data is available for tissue 
which has been perfused wi th cryoprotectant over a range of 
temperatures. Techniques for making such measurements are 
available; one which has been used on biological materials uses a 
small thermistor as a sensing element to obtain both and a 
( Val v ano ~ ~- 1984). In the absence of suitable data, we 
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Figure Al.3 Thermal relaxation o f a spatial discontinuity. 
<j, ( r', t') 
The temperature distribution is plotted at 
successive instants in a 1-2-5 sequence, 
t' = 0, 0.01, 0.02 .. 2 . 0, 5.0 
t'=O 
2.0 
r, 
3.0 
examine two materials for which data is available - water and meat 
(beef) whose thermal properties are listed in Table Al.1 below. 
Table Al . l 
Thermal Properties of Ice, Water and Meat 
Material I Temperature I Conducti v1 ty I D1ffus1v1tyl 
I ·c I W/ mK I xl0- 6m2/ s I 
I -40 I 2.7 I 1.6 I 
Ice Ia I -20 I 2.5 I 1. 4 I 
I -10 I 2. 4 I 1. 3 I I 0 I 2.2 I 1.2 I 
I I I I 0 I 0.55 I 0.13 
watera I +10 I 0 . 57 I 0.14 I 
I +20 I 0.59 I 0.14 I 
I +40 I 0.65 I 0.16 I 
I -10 I 1.1 I 0.30 I 
Beefa,b I +10 I 0.45 I 0 .13 I 
Notes: 1. Density of ice taken as 917akg/ m3 
2. Density of beef taken as 974a,bkg/ m3 
Sources: a) Miles~~- (1983), b) Mellor et al. ( 1983 ) 
1.3.1. Example!: Thermal Relaxation 2:E_ Water and Ice 
If we take values of a for water from Table Al.1 for ice 
and liquid water at o·c, we obtain 
t50 l I ce 
I 
t501 water 
9.1 
Thus any discontinuity disappears about nine times faster in ice 
than in water by conduction mechanisms. 
1.3.2. Example~: Thermal Relaxation 2:E_ Meat 
Beef freezes at about -1.1·c; we compare t
50 
at -1o·c and 
+1o·c using data from Table Al.1 
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tsoi -1o·c 
tso1 +1o·c 
2.4 
so that it appears that water provides a more pessimistic estimate 
of the difference in relaxation rates. 
If we take a= 5mm, which is the approximate dimension of 
macroscopic structures in renal tissue, and use the value of a for 
beef at +1o·c, then t 50 is about 40 seconds. If our warming rate 
is, say 120K/ min i.e. 2K/ s, then the effect of thermal relaxation 
will be insignificant for such large discontinuities which means 
that we must ensure that power deposition in the tissue is as 
uniform as possible. 
1.3.3. Cryoprotectants 
There is little data on the thermal properties of 
cryoprotectant solutions; however, the thermal properties of pure 
associated liquids (which are the basis of many cryoprotectants) 
are known, at least near 2o·c. The thermal diffusivity and 
conductivity of Glycerol, Ethanediol and Propanedi ol are given in 
Table Al.2. These show no marked difference from the properties 
of water alone. 
2. Thermal Runaway 
Thermal runaway occurs when the amount of energy absorbed by 
a material increases with temperature . If the increase in energy 
absorption with temperature is not too great, thermal runaway can 
be stabilized by thermal relaxation. This section presents a 
simple analytical model for thermal runaway, and shows how thermal 
relaxation affects the process. 
I-!• Formulation~ the model 
The same method as the previous section is used, except that 
assumption b) is relaxed so that the dissipated power in the 
tissue volume is a function of temperature. The power dissipated 
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Table Al.2 
Thermal Properties of Associated Liquids 
Material 
Glycerol a 
Ethanediola I 
Propanediolbl 
Conductivity i 
W/ mK I 
0.29 
0.25 
0.20 
Diffusivity: 
xl0-6m2/ s I 
0 .11 
0.10 
Sources: a) Balasubramaniam and Bowman (1977). 
values are for 21·c. 
b) CRC Handbook of Chemistry and Physics (61st Ed.). 
Value for 2o·c given. 
per unit volume is P(T)=a(T) 1~1 2 , and we use a Taylor series 
around the initial temperature T
0 
to linearize P(T) i.e. 
PL(T) = P(To) + (T-T )i!'.1 (Al.07a) 
o aTIT 
which is written 
where w
0 
cxP(T
0
)/ k, and 
_ 1 aP 1 
(3 - P(T
0
) aTIT 
0 
0 
(Al. 07b) 
(Al. 08) 
is the temperature coefficient of the absorbed power. If ~ is 
uniform, (3 is also the temperature coefficient of the effective 
conductivity. Equation (Al.01) becomes 
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Figure Al. 4 Spatial and temporal evolution of a 
discontinuous temperature distribution 
where power absorption increases wit h 
increasing temperature (SW
0 
= 1) 
loglot' 
r, 
-2 
~-~- Analytical Solution 
The expression analogous to (Al.02) is 
hence W
0 
is the initial warming rate of the bulk of the material. 
Substituting (Al.10) into (Al . 09) yields 
~w 
+ a?- 1 a~ = a ar (Al .11) 
With the same spherically symmetric geometry, boundary conditions, 
and normalization for rand t used in section 1, (Al.11) becomes 
(Al .12) 
If we make a change of variable so that = (u.exp~W
0
t) / r' then 
(Al.12) becomes (Al.OS) (with the same boundary conditions), hence 
the solution to (Al.12) is 
~(r,t) = 6(r,t)exp~W
0
t (Al.13) 
~-l· Investigation Q!_ the Solution 
Figure Al . 4 shows the spatial and temporal evolution of a 
discontinuity for the case ~W
0 
= 1. The diagram shows that the 
temperature at the centre of the discontinuity initially begins to 
rise, then thermal relaxation appears to remove the discontinuity. 
After a longer period the temperature appears to increase without 
limit. 
~-l·!· Behaviour for Large! 
The form of ~, the normalized temperature of the 
discontinuity, is quite complex, and it is useful to obtain an 
approximate analytic form for the normalized temperature at the 
centre of the discontinuity valid for large t. From (Al.06) 
6(0,t) = lim 6(r,t) 
r->0 
erf 27b - k,-exp 4t, 
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(Al .14) 
so for large t 
expf3W
0
t 
4>(0,t) -> ~ (Al .15) 
The case f3 i 0, is unconditionally stable; the relaxation of the 
discontinuity is accelerated by a factor expf3W
0
t. For f3 > 0, 
(Al.15) shows that the discontinuity grows without limit as 
t -> 00 , despite the effect of thermal relaxation. 
2.3.2. Behaviour for Intermediate Values£!! 
The purpose of the model is to show how the value of f3 
affects the evolution of the initial temperature distribution. 
Clearly f3 < 0 is preferable, but if this cannot be achieved, it is 
useful to know at what value of f3 > 0 thermal runaway overcomes 
thermal relaxation. 
~-l·l· Warming Time, and Warming Stability 
Suppose we are trying to warm an organ from temperature T
0 
to 
Th. This will take th seconds, where 
(Al.16) 
At time th the temperature at the centre of the discontinuity is 
Th+ 6T.4'(0,th) where 
4> (0 t ) [ erf 1 1 -l I [1 ( )aJ , h = ~ - ~exp ~ . + Th-To ,_, (Al .17) 
If thawing is 'stable', 
stability condition is 
then 4>(0,th) < 1, so one possible 
of the form f3 < f'lcrit where f'lcrit is the 
smallest positive root off such that 
f(f3) = 4>(0,th) - 1 = 0 (Al .18) 
This is a transcendental equation, which must be solved 
numeri cal ly or graphically. The next section, investigates the 
solution of (Al .18 ) for a set of numerical parameters which 
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Figure Al. 5 Final temperature p·rofile of an initial ly rectangular 
discontinuity ( radius 5mm ) after the bulk of the material 
has been warmed thr ou gh 40K with an initial warming rate 
of 120K/ min ( 2K/ s). 
The curves correspond to a 1-2-5 sequence of values of 
f3 in / K, the temperature coefficient of the absorbed 
power. For small f3, thermal relaxation dominates, 
for larger f3, thermal runaway dominates. 
Material properties used correspond to those of raw 
beef at +1o·c i.e. a= 0.13xl0-6ms, and k = 0.45W/ mK . 
2.0 
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~ 
;_, 
1.5 
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figure Al.6 Final temperature at the centre of an initially 
rectangular discontinuity, plotted against the 
temperature coeffic ie nt ~ -
1.5 
<I>( 0 , th) 
One possible stability criterion , which is 
illustrated here, is the 'net zero growth' 
condition i.e. the temperature at the centre of 
the discontinuity should be less than or equal to 
the initial temperature. The diagram shows that 
for ~~0.00 4/K warming is stable by this criterion. 
Material properties and warming conditions 
as Figure Al. 5. 
1.0 ;-- ------------- ""?f-
0 .5 
0 .0 ~~~~~~-~~~~~-~~~~~-~~~~~ 
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provide a pessimistic model of organ warming. 
2.3.4. Example _l: Thermal Runaway and Thermal Relaxation 
This example investigates the effect of~ on the resulting 
temperature distribution after 
temperature interval with a given 
property data from Table Al.1. 
warming 
warming 
through a specific 
rate using thermal 
Take a= 0.13xl0- 6m2/ s and k = 0.45W/ mK which are the values 
for beef at +1o·c; Th-To= 40K; initial warming rate W
0 
= 2K/ s 
(120K/ min); and a= 5mm as before. This value of W
0 
corresponds 
to an input power of about 700W into a organ volume of 100ml. 
Figure Al.5 shows the shape of the discontinuity at time th for a 
range of values of ~- Figure Al.6 is a plot of (Al.17), the 
temperature at the centre of the discontinuity evaluated at 
t = th' against ~- This plot allows us to solve (Al.18) 
numerically; from the curve, ~crit = 0.004/ K, so for ~ < 0.004/ K, 
the discontinuity is stable, higher values of~ are unstable 
according to this stability criterion. 
3. Conclusions 
Thermal relaxation is controlled by a material property known 
as the thermal diffusivity, or a. Published values of a for beef 
suggest that the diffusivity reduces by a factor of about 2.4 as 
the material thaws. 
Thermal runaway generally occurs when the amount of energy 
absorbed by a material increases with temperature. However, if 
the increase in energy absorption with temperature is not too 
great, thermal runaway can be stabilized by thermal relaxation. 
There is a need for measurements of the thermal conductivity 
and diffusivity concomitant with measurements of the electrical 
properties of perfused, frozen tissue. 
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Appendix 2 
Inventory of Materials 
This appendix is essentially a list of the materials used in 
this work. Section 1 lists the parameters used to generate the 
dielectric dispersions of reference materials i.e. materials with 
known dielectric properties. Section gives the physical 
properties of glycerol and dimethyl sulphoxide (DMSO) and the 
'recipes' for the cryoprotectant solutions investigated in this 
work. 
1. Dielectric Reference Materials 
1.1. Dispersion functions for Dielectric Measurements 
Dielectric measurements in the literature are generally 
fitted to an appropriate empirical dispersion function. 
!•!•!• Debye Dispersion 
Ann-term Debye dispersion (see chapter 2) is denoted by 
(A2 .1) 
where€~ is the high frequency permittivity, 6i is the dielectric 
decrement associated with the time constant 'i' and w is the 
angular frequency. A useful special case of (A2.1) is a single 
Debye dispersion with an additional term to represent the effect 
of the de conductivity 
(A2. 2) 
where €sis the static permitti v ity, ode is the de conductivity, 
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and €
0 
is the permittivity of free space. 
1.1.2. Cole-Cole and Cole-Davidson Dispersion Functions 
The Cole-Cole dispersion function is 
1 + ( jw,) 
-cx 
cc 
and the Cole-Davidson dispersion function is 
€s - €"' 
€a,+ - ---~-
(1 + jw,)tlcd 
1.2. Dielectric Properties£!_ Reference Materials 
(A2. 3) 
(A2. 4) 
1.2.1. Saline over_§. range£!_ temperatures and concentrations 
Stogryn published formulae to interpolate a large number of 
dielectric measurements on sodium chloride solutions (Stogryn 
1971). The dispersion is represented by a single Debye term 
together with a de conductivity term as in (A2.2). The parameters 
of the dispersion depend on the temperature, and on the sodium 
chloride concentration. Stogryn takes€"'= 4.9 to be constant; €
5 
and, at temperature e·c and sodium chloride normality N are given 
by 
€
5
(0,N) 
,( 0,N) 
with a and b given by 
€
5
(0,0)a(N) 
,( 0, 0 )b(N,0) 
a(N) = 1.000 - 0.2551N + 51.51xl0- 3N2 - 6.889xl0- 3N3 
b(N,0) = 1.000 - 48.96xl0- 3N - 29.67xl0- 3N2 
+ 5.644xl0- 3N3 + l.463xl0- 3Ne 
and €
5
(0,0) gi v en by 
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(A2.5a) 
(A2.5b) 
(A2. 5c) 
(A2. 5d) 
87.74 - 0.400086 
+ 0.9398xl0- 3 e 2 - l.410xl0-6 e 3 (A2. Se) 
This is an expression due to Malmberg and Maryott (Hasted 1973; 
p37), although Stogryn (1971) does not correctly reproduce the 
signs of the terms (which are correct above). The relaxation time 
,( e, o) is 
2n,( e, o) lll.09xl0-12 - 3.824xlo-12 e 
+ 69.38xlO-lSe2 - S09.6xlo-18 e 3 
(A2. Sf) 
Stogryn gives two expressions for the conductivity a(6,N); one is 
for sea wa ter, the other is more appropriate here 
a(6,N) = a(2S,N)c(6-2S,N) (A2.Sg) 
where 
a(2S,N) N[ 10.394 - 2.3776N + 0.682S8N
2 
- 0.13S38N3 + 10.086xl0-3N4 ) (A2. Sh) 
and 
c( ll,N) 1.000 + 19.62xl0-
3 ll + 80.8xl0- 6 ll 2 
+ llN[ 30.20xl0-6 - 39.22xl0-6 ll 
+ N( 17.21xl0-6 + 6.S84xl0-6 ll 
(A2. Si) 
From the Stogryn formula (Stogryn 1971). Saline is modelled 
by a single term Debye dispersion with£~= 4.9, £s = 78.10, 
, = 9.22Sps and a conductivity term, a= 0.918S Sm-l 
1. 2. 3. Methanol ( Methyl Alcohol) ~ ~. s:_ 
Cole-Cole dispersion from Jordan et al. (1978) with 
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€
5 
= 34.8~0.5, Em= 4.5~0.7, , = 56~2ps, ~ = 0.044+0.027 
_!.-~•i· Ethanediol (Ethylene Glycol)~~-~ 
From Jordan~~- (1978). Two 
3.8~0.5; 61 = 35.5~0.8, 
, 2 10~4ps . 
2. Cryoprotectant Solutions 
term Debye 
, 1 = 145~3ps; 
2.1. Physical Properties~ Cryoprotectants 
dispersion with 
62 = 3. 5~1. 0, 
The following table shows physical property data for Glycerol 
[HO.CH2CH(OH)CH2OH), and Dimethyl Sulphoxide [(CH3l2SO2l taken 
from the 61st edition of the CRC Handbook of Chemistry and 
Physics. 
Table A2.1 
Physical Properties of Glycerol and DMSO 
Materiali mw bp I mp density[ nD I 
I g ·c I ·c kgm-3 I 
Glycerol I 92 .11 I 2901 20 1261 1.47461 
DMSO 78.131 1891 18.41 1101.4 1.47701 
~-~- HP6 +}.!:!Glycerol Cryoprotectant Solution 
This glycerol based cryoprotectant has been used extensively 
in this work (referred to as HP6 + 3M glycerol or HP6+3Mg). 
Table A2.2 below gives the recipe, and Table A2.3 the composition 
of this cryoprotectant. 
Haema cce l ( Hoechst UK) is a plasma vo lume substitute, and contains 
other anions and cations - the final composition is shown in 
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Table A2.2 
Recipe for HP6 with 
3M Glycerol Cryoprotectant Solution 
Compound I I 
I I 
NaCl I 2.075g I 
I I 
KCl I 5.775g I 
NaHCO 3 
I 1.008g I 
I I 
MgS047H2 I 0.493g I 
Glycerol I 276.27g I 
I I 
Haemaccel l 500ml I 
Water I to 1 litre I I 
Table A2. 3. The final pH should be 7. 4. 
2 . 3 . Modified Sachs+ 1. 4M DMSO Cryo12rotectant Solution ----
This cryopreservation solution, referred to as 'MS+DMSO', was 
used by Guttman~~- ( 19 7 7 ) in their successful cryopreservation 
experiments with dog kidney. The table below is taken from 
Pegg~~- ( 1978) who, after much consultation with Guttman, 
attempted t o repeat his experiments. 
2.4 . Low Conducti v ity l_!:! Glycerol Cryo12rotectant Solution 
This is an experimental cryopreservation solution in which 
the majority of the electrolytes are removed and replaced with a 
sugar - in this c as e su c r ose . This has the advantage of reducing 
the de conducti v ity; suc c essful successful hypothermic 
preserv ation experiments published by Coffey and Andrews (1983) 
( see chapter 7 ) suggest that it may also be better biomedically. 
In the text, this soluti on is referred t o as 'C&A+3Mg' . 
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Table A2.3 
Composition of HP6 with 
3M Glycerol Cryoprotec tan t Solution 
Cations I Na+ 120 mM 
I K+ 8lmM 
I Mg2+ 2mM 
I 
ca 2+ I 3mM 
Anions Cl 186mM 
HC03 12mM 
so2- 2mM 
PO1- traces 
I 4 Others Glycerol I 3M I I 
Polygelinel 17.5g I 
water I to 1 litre I I 
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Table A2.4 
Composition of Modified Sachs with 
1.4M DMSO Cryoprotectant Solution 
Cations I 
I 
I 
I 
Anions I 
Others 
I 
I 
Cl 
HC03 
Phos. 
DMSO I I 
Mannitol I 
Hydrocortisonel 
Heparin I 
rsoproterenol I 
Water I 
Table A2 . 5 
15mM 
143mM 
4mM 
4mM 
38mM 
120mM 
1. 4M 
25g 
100mg 
2000IU 
1mg I 
I 
to 1 litrel 
Composition of Experimental 
3M Glycerol Cryoprotectant Solution 
Cations I Na+ I 50mM I 
Anions I Cl I 50mM I 
I 
I I 
Others Glycero l I 3M I I I 
I Sucrose I 169.7mM I 
I water I to 1 litre J I I 
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Appendix 3 
Digital Recorders for Time and 
Frequency Domain Measurement Systems 
This appendix describes the digital recorder hardware and 
software used to make dielectric measurements using time domain 
and frequency domain instrumentation. Chapter gi ves a brief 
description of the function of the sampling oscil loscope used for 
ti me domain measurements. Chapte r de scri bes the relevant 
details of the network analyzer used for frequency domain 
measurements. 
Although the operation and function of these t wo instruments 
is very different, essentially the same sche me has been used for 
recording the data from both of them. Two separate digital 
recorders were used, both of which were originally intended for 
use with sampling oscilloscopes. Although the recording technique 
is similar , the implementation is different, s o the t wo are 
described separately in sections 1 and 2 respectively. 
!• Ti me Domain Measurement System 
!-!• Introduction 
The system comprises a Tektronix 7000-se ries sampling 
oscil l oscope, together with a purpose built digital recorder, 
known as 'Summing Recorder 2' . Chapter 4 describes the 
experimental layout used , and some of the re l evant features of the 
sampling osci lloscope. This section is concerned wi th practical 
details of the digital recorder , which was built to our 
specifications by H L Lowe of the CUED electronics wor kshop. 
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Figure A3.l Block diagram of the t i me domain digital recorder 
system - Summing Recorder 2. 
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1.2. Sampling Oscilloscope System 
The sampling oscilloscope system consists of a 7Tll sampling 
s weep unit and two 7Sll sampling units in a 7603 mainframe. This 
configuration allows t wo channel operation with a choice of either 
terminated ( S-4) or 'loop-thru' (S-6) sampling heads, although 
only the S-6 has been used for this work . 
The sampling oscilloscope constructs the displayed waveform 
by taking short duration (~ 2ops) samples of the fast, but 
necessarily repetitive input wa v eform at different part of the 
waveform with respect to the trigger event. The time at which the 
sample is taken is vo ltage c ont ro lled, normally this voltage is 
provided by an internal slow ramp generator, but this can be 
disconnected to allow external control of the sampling instant via 
the 'EXT SCAN' input jack on the 7Tll front panel (lV/ div). 
A small sample of charge is taken from the input waveform 
whilst the sampling gate in the S-6 is open. The output of the 
S-6 is amplified and stored by the 7Sll circuitry, and passed to 
the 7 603 mainframe for display. The 7Sll provides a scaled 
v ersion of the sampled input wa veform on the 'VERT SIG OUT' jack 
( 0. 2V/ div ) . 
1. 3. Diait;il Rec o rder Over v iew 
.::..::...;z.-= ---- ----
1.3.1. Hardware 
The re c order has the hardware and firmware to drive four 
devices - the sampling oscilloscope, an external XY pen recorder, 
a digital mini-cassette de c k, and a standard full duplex RS232 
serial line. Figure A3 .l is a block diagram of the system, 
showing the conne c tions to the sampling oscilloscope. A single 
board microcontrolle r is us e d - based on a Motorola MC6809 
microprocessor with 9K of RAM and 16K o f EPROM. 
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The recorder can be operated in 'local ' or 'remote' mode. In 
'local' mode it behaves as a stand-alone data recorder receiving 
its instructions from two thumbwheel switches on the front panel. 
In 'remote' mode it can be controlled via the RS232 serial 
interface, communicating with either a dumb terminal or a more 
intelligent host. To allow data collection remote from the 
laboratory, data may be recorded on a mini-cassette, using the 
digital tape recorder. Normally the recorder is used in 'remote' 
mode with a BBC microcomputer host. This approach has the 
advantage that the recorded data can be saved on floppy disk, also 
the rather primitive commands recognised by the recorder firmware 
can be enhanced or modified with little effort. The cassette 
recorder and plotter driver are rarely used in practice. 
In principle, it would be possible to perform all our data 
processing on the BBC microcomputer. We have found it more 
convenient, for the same reasons as given in chapter 6, to 
transfer the data to the Uni versity mainframe - an IBM 3081 
running Phoenix/ MVS. 
1.4. Sampling Oscilloscope Interface 
!-i•!· Trigger Generator 
The recorder contains an avalanche transistor pulse sharpener 
driven by a TTL divider from the 1MHz crystal-controlled 
microprocessor clock. This signal is used to provide a trigger 
both for the 7Tll timebase and for the pulse generator which 
provides the source waveform that is to be observed by the 
oscilloscope. The trigger runs continuously with a 64µs 
repetition period, without interference from any other circuit in 
the recorder. The 7Tll gives the best jitter performance (better 
than !Ops) when triggered repetitively in this way. Figure A3.2a 
is a timing diagram which shows the behaviour of the wavefor ms 
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Figure A3. 2 Timing diagrams for time domain digital 
recorder system. 
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0-lOV 
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....__ 
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discussed below after each trigger event. 
1.4.2. Sampling the Vertical Signal 
A 10-bit analogue to digital converter (ADC) is used to 
acquire data from the VERT SIG OUT of the 7Sll. The signal 
provided at this output jack has settled to a constant level 
approximately 20µs after the trigger event, however this delay is 
not fixed and depends on the triggering conditions of the 7Tll. 
Now, the 7Tll provides a blanking signal to the 7603 
mainframe which it uses to hide the spot on the display whilst the 
system is settling. This signal is brought out at the rear of the 
7603 ( 'GATE OUT'). Between the trigger event and GATE OUT going 
high, small perturbations are present on the VERT SIG OUT signal, 
afterwards, for about 36µs, the 7S11 holds the sample level 
c onstant until the next trigger arri v es. So, the recorder uses 
the GATE OUT signal t o dri v e the 'Start Conversion' line of the 
ADC, which performs the conv ersion in about 20µs. The VERT SIG 
OUT signal is bipolar, so it is first passed through a carefully 
screened low noise preamplifier and level shifter before being 
presented to the unipolar ADC used here (ZN432). 
The effect of noise in the sampling system can be reduced by 
signal averaging. In this implementation, the recorder moves to 
each time point in turn, forming 
acquired before mov ing on, so 
window is performed. Each 10-bit 
the a v erage of the samples 
that only one scan of the time 
sample is accumulated in a 
24-bit pseudo-register in the microcontroller, the arithmetic 
takes less than 25µs. The recorder can take up to 8192 samples at 
each time point, although this can be selected from 1, 2, 4, .. 
8192 in multiples of 2. The a verage is formed by right-shifting 
the 24-bit result down to 12 bits, so although a 10-bit ADC is 
used, a 12-bit result is sto red . 
External Scan ------
The scan signal is generated under software control by an 
RS7542 12-bit digital to analogue converter (DAC) buffered by a 
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low noise preamplifier. Up to 4096 points may be digitized, 
though any of 4096, 2048, 1024, 512 or 256 may be selected from 
the time window. After each time step, the 7Tll has to be allowed 
about 0.3ms to settle, this is achieved by discarding the first 4 
samples acquired after incrementing the DAC voltage, as is s hown 
in Figure A3.2b. 
1.5. Data Transfer 
After all of the samples have been taken, the recorder stores them 
in its local memory, until it is requested to transmit the data to 
its host . In order to provide the most flexible format possible, 
the data is encoded into ASCII text i.e. the ADC value 
010000111010 2 = 43A16 is transmitted as the characters '4' '3' 
'A' . The samples are sent via the 4800 baud serial link to the 
BBC microcomputer in fixed length records, consisting of 16 sample 
v alues followed by a modulo 4096 checksum. There, a header 
containing a user supplied title and a representation of the 
vertical and horizontal settings is prepended, and the entire file 
saved on to floppy disk. After the end of an experimental run, the 
set of files is transferred from the floppy disk to the University 
mainframe via a 1200 baud serial link connected to the University 
data network (UDN). Figure A3.3 below shows the data format for a 
single time domain recording. 
checksums. 
The final row contains column 
Figure A3.3 Time Domain Digital Recorder Data Record 
I May 1985 SSCOPE 2, SREC 2, HEAD 6 
I Scene on line, showing incident pulse+ reflecti-
1 ons . 
I N 1024, NQ 12, NSUM 1024, VDI V l.000E-01, TDIV 5.000E-09 
I F4FF4FF4FF4FF4FF50F50F50F50F50F50F50F50F50F50F504FB 
I 
I (64 lines of data in total) 
I · I I F4EF4EF4DF4DF4DF4DF4DF4CF 4CF4CF4 DF4DF 4DF4 DF4DF4E4D0 i 
l_B68CE7CF192250C47E879D35F9Fl0Cl720B6Fl4BF19Fl9B0 __________ l 
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2. Frequency Domain Measurement System 
2 .1. Introduction 
Chapter 6 describes the function of the Hewlett-Packard 8754A 
Network Analyzer and associated instrumentation, this section 
describes the digital recorder hardware used to acquire data from 
the 8754A. As noted in the previous section, the digital recorder 
('Summing Recorder 3') had been designed with the samp l ing 
oscilloscope in mind . Fortunately, the design was sufficiently 
flexible to allow reconfiguration to suit the 8754A. The 
reconfigured interface hardware, and the driving software is 
described below. The recorder was designed and built chiefly by 
W K Yeung in this department. Details of interfacing the 8754A to 
Hewlett-Packard computers is given in AN294 (Hewlett-Packard 1979) 
- this proved invaluable when writing the software described 
below. 
2.2. Network Analyzer Sy stem 
The 8754A consists of a swept RF source and a dual receiver 
system. The receiver can measure the magnitude and phase o f the 
ratio between two signals derived from the RF source. When used 
with the 8502A reflection test set, the resulting configuration 
can measure both magnitude and phase of the reflection 
coefficient. 
The 8754A source covers 4-1300MHz; for our measurements the 
frequency range was extended to 2600MHz using the 08754-60057 
frequency doubler. The frequency of the source is voltage 
controlled - normally this is driven by an internal slow ramp 
generator, but by switching to REMOTE operation, the frequency can 
be programmed externally by a 0-l0V signal fed into the rear panel 
EXT SWEEP INPUT jack. 
The outputs from the receiver include vo ltages proportional 
to phase and logarithmic magni tude , these are processed by the 
display circuitry to present a trace on the CRT. The display 
circuitry also provides rear panel VERT and HORIZ output jacks 
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Figure A3. 4 Bl ock diagram of the fre que n cy domain digital recorder 
system - Summing Recorder 3. 
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which effectively give an image of the displayed trace scaled to 
lO0mV/div . 
When operating in REMOTE mode over the whole frequency range 
available from the source, the receiver phase lock has to be 
relocked before mov ing to a new frequency; this requirement is 
explained in more detail in chapter 6. A rear panel programming 
connector is provided on the 8754A. Amongst other functions, the 
TTL compatible control inputs allow the initiation of a relock 
cycle for the receiver and the switching from LOCAL mode to REMOTE 
mode. 
2.3. Digital Recorder Overview 
2. 3 .1. Hardware 
This interface is driven by a BBC micro computer system which 
provides a user interface, and records the data taken from the NA 
on floppy disk. Rather than use a separate microprocessor to 
control the ADC and DAC, Summing 
mi crocomputer itself for this task. 
throughput whi ch is restricted 
although 
Recorder uses the BBC 
This greatly improves the 
in the other recorder by the 
the maximum sampling rate speed of the serial line, 
achievable is a little lower, because of the more primitive 
The other major 
- it is very much 
since most of the 
architecture of the 6502 and the slower ADC . 
advantage of this approach 
simpler to reconfigure Summing 
functions are provided by 
is flexibility 
Recorder 3, 
software resident in the BBC micro 
address space. Figure A3.4 is a block diagram of the recorder 
showing the connections to the 8754A. The majority of the 
functional elements shown are on a single 100mm x 160mm Eurocard, 
which is a modified version of the board designed by NG walker of 
this department. 
The BBC mi cro 1MHz bus is used as the main channel o f 
communi cation with the interface, sending contro l signals to both 
the ADC and the DAC and receiving data from the ADC . The 
interface board is buffered via a 6522 Versa tile Interface Adapter 
{VIA) , which provi de s the necessary latching and decoding 
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Figure A3.5 Timing diagram for the frequency domain digital 
recorder system. 
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facilities needed, and a BEEBEX expansion board (Control Universal 
Limited). Other hardware is present on the Eurocard which is used 
to synchronize the timing of the ADC conversion with some external 
event (e.g. the GATE OUT signal from the sampling oscilloscope). 
This signal is merely provided by an external pulse generator in 
this application. 
The software that drives the recorder is split into two 
logically distinct sections: the user interface, written in BBC 
BASIC, and the low-level interface driver, written in 6502 
Assembler. The hardware driver is called from the BASIC program 
in order to execute the various interface functions. 
2.4. Network Analyzer Interface 
The external tuning voltage for the 8754A is provided by a 
DAC1209 12-bit digital to analogue converter ( DAC ) under software 
control. The magnitude and phase outputs are sampled by an AD574 
12-bit analogue to digital converter (ADC) . 
~•i·~· Sampling Algorithm 
When instructed to record data from the 8754A, the hardware 
driver sets the DAC output to 0V, and the 8754A is switched from 
LOCAL to REMOTE mode. About l00ms is allowed for the system to 
settle. The sampling proceeds as follows (see Figure A3.5): 
a) The CRT is blanked, by taking the RELOCK line from high to 
low, the DAC is selected, and the source (re)tuned by loading 
the DAC with an appropriate 12-bit number . About 3.Bms is 
allowed for the source plus DAC to settle. Next, the receiver 
PLL is instructed to relock , this sequence takes about 1.Sms 
and is initiated by taking the RELOCK line from low to high. 
b) After a further 0.Sms, the ADC is selected, and a sample is 
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taken from the VERT SIG OUT voltage. In order to overcome the 
effects of system noise, many samples (typically 128) of this 
voltage are taken. The ADC takes 25µs to convert, meanwhile, 
the previous sample value, latched by the VIA, is fetched by 
the processor of the BBC micro and added into a temporary 
accumulator area. Each sampling cycle is completed in about 
130µs. 
c) After all the samples at a particular frequency have been 
taken, the a v erage value is calculated and stored as a 12-bit 
number in ASCII hexadecimal. Control then returns to (a) 
unless all of the frequency points have been visited, in which 
case control is returned to the calling BASIC program. 
After this procedure has been performed for both magnitude 
and phase the data, plus a fi v e line header are written to floppy 
disk. The header contains information about the source and 
receiver settings together with a user supplied date and title to 
identify the data. The data format used is very similar to the 
time domain record given in section 1. 
