Despite decreasing sequencing costs, whole-genome sequencing for population-based genome scans for selection is still prohibitively expensive for organisms with large genomes. Moreover, the
Introduction
Investigating the genetic basis of local adaptation has recently received enormous attention in the field of evolutionary genetics and evolutionary ecology (reviewed in e.g., Flood & Hancock, 2017; Tiffin & Ross-Ibarra, 2014) . It is now widely accepted that genetic signatures of natural selection are ideally studied with a (near to full) genome-wide approach (Hoban et al., 2016) . Maximizing the investigated genomic space has several advantages. First, it decreases the probability of missing important genes or gene regions involved in local adaptation. Second, genome-scan methods like genome-wide association studies (GWAS, Korte & Farlow, 2013) , environmental association analyses (EAA, Rellstab, Gugerli, Eckert, Hancock & Holderegger, 2015) , and population genomic methods like F ST outlier or gene diversity analyses (Hohenlohe, Phillips & Cresko, 2010) often require characterizing the neutral population genetic structure of the studied populations to find those (adaptive) regions in the genome that behave differently. Finally, the genetic basis of local adaptation is, in most cases, likely of polygenic nature (Csillery, Rodriguez-Verdugo, Rellstab & Guillaume, 2018; Pritchard & Di Rienzo, 2010) , making it necessary to study gene interactions and
Accepted Article
This article is protected by copyright. All rights reserved.
pathways. Due to all these reasons, it is desirable to gather information of an as large as possible proportion of the genome.
Whole-genome re-sequencing has given interesting insights about how selection has left its traces in the genome, but such studies are often restricted to model organisms that have rather small and high-quality reference genomes (e.g., Exposito-Alonso et al., 2018; Günther, Lampei, Barilar & Schmid, 2016; Machado et al., 2016) or a reference genome of a closely related species (e.g., Fischer et al., 2013) . Despite the decreasing costs of sequencing in the past (https://www.genome.gov/sequencingcostsdata), projects with limited resources and/or on study species with large genomes cannot afford re-sequencing of numerous individuals in several populations, as it is needed in population genomic studies. Under such conditions, other genotyping approaches have to be explored. These include, for example, targeted sequencing of candidate genes (e.g., Rellstab et al., 2016) , SNP arrays (e.g., Barth et al., 2017) , restriction site-associated sequencing (RAD-Seq) and similar approaches (e.g., Laporte et al., 2016) , RNA sequencing (RNA-Seq, e.g., De Wit & Palumbi, 2013) or exome capture (e.g., Yeaman et al., 2016) . Moreover, the sequencing or genotyping of pooled DNA (Pool-Seq, normally at the population level) allows for reduced costs per individual and thus increased sample size (e.g., Waldvogel et al., 2017) . All these approaches have their pros and cons in respect to the study of local adaptation, which are reviewed elsewhere (e.g., Hoban et al., 2016; Rellstab et al., 2015; Schlötterer, Tobler, Kofler & Nolte, 2014) .
From the approaches mentioned above, exome capture (Bamshad et al., 2011) represents one of the most interesting alternatives to whole-genome sequencing. By hybridizing to specifically designed probes, this approach targets the coding regions of the genome and consequently requires a priori knowledge of the coding sequences. In the absence of genomic resources, this information is best acquired by RNA-Seq and subsequent transcriptome assembly. Exome capture has been successfully applied in non-model species with large genomes, some of them over 20 Gbp (e.g., Neves, Davis, 
This article is protected by copyright. All rights reserved. Barbazuk & Kirst, 2013; Suren et al., 2016; Yeaman et al., 2016) , and is a promising approach for population-based genome scans and association studies (Jones & Good, 2016) . Disadvantages of using exome capture include the fact that non-coding regions are ignored (including introns that can interfere with hybridization), the labor-intensive design of probes (but see Puritz & Lotterhos, 2018) , and the large variation in capture efficiency among probes and samples (Bamshad et al., 2011; Neves et al., 2013) .
As holds for most conifers (Pinophyta), the genus Pinus (Pinaceae, Gernandt, Lopez, Garcia & Liston, 2005) is known for its species having large and complex genomes with estimated sizes that vary between 16 and 35 Gbp (Murray, Leitch & Bennett, 2012) . Consequently, a reference genome for any pine species has been lacking until recently, and genomic studies mostly concentrated on characterizing transcriptomes (e.g., Pinosio et al., 2014) or genotyping populations using SNP arrays (e.g., Eckert et al., 2010; Mosca, Gugerli, Eckert & Neale, 2016) . However, in the last years, draft genome assemblies of the north-American species Pinus taeda (Wegrzyn et al., 2014; Zimin et al., 2014) of subgenus Pinus and P. lambertiana (not available during the early stage of this work, Stevens et al., 2016) of subgenus Strobus were published. There is evidence for a whole-genome duplication event (WGD, with subsequent re-diploidization) preceding the Pinaceae radiation (Li et al., 2015) . Yet, this WGD seems to a minor part responsible for the large genome sizes of Pinus species, which is mainly attributed to the high frequency of retrotransposons (Morse et al., 2009) .
The assemblies of P. taeda and P. lambertiana comprise 74 and 79% of such transposable elements (TEs), respectively. In addition, there is evidence for gene duplication, pseudogenes, and paralogs (Wegrzyn et al., 2014 and references therein) , including a considerable proportion of tandemly arrayed genes (Pavy et al., 2017) . The immense size, complexity, and repetitive nature of pine genomes therefore represent a big challenge for population-based studies.
The existence of repetitive elements (hereafter referred to as "copies" or "paralogs") is a major issue for studies dealing with allele frequencies. The copies are similar enough to be mistaken as the same sequence during lab processes (binding of primers, hybridization of probes) and bioinformatic analyses (assembly or mapping), but contain private alleles that lead to false allele frequency estimates. However, filters and methods have become available to exclude such loci post-hoc (reviewed in McKinney, Waples, Seeb & Seeb, 2017; Willis, Hollenbeck, Puritz, Gold & Portnoy, 2017) . These approaches refer to, e.g., upper threshold for read depth (RD), deviation from Hardy-Weinberg equilibrium (HWE, excess of heterozygosity), deviation from usual read ratios (allele balance), reference genome alignment, and haplotyping. Not all methods and filters are applicable in every genotyping/sequencing approach. For example, RD is often not uniform, especially in approaches like exome capture or RAD-Seq, and high-quality reference genomes are often not available.
In this study, we used RNA-Seq to assemble the transcriptome of Pinus cembra (subgenus Strobus), a tree species with an extremely large genome (estimated size of 29.3 Gbp, Zonneveld, 2012) and no published reference genome. We show how RNA-Seq of different tissues, life stages, individuals, and treatments enlarges the sampled gene space as compared to using a single library only, and use the assembled transcriptome to design probes for exome capture of pooled population samples. The use of DNA pools instead of individuals in exome capture has shown to deliver accurate allele frequency estimates, even of rare variants (Bansal, Tewhey, LeProust & Schork, 2011; Ryu, Han, Norden-Krichmar, Schork & Suh, 2018) . We demonstrate the importance of identifying and removing putatively paralogous loci, because they may have severe consequences on both the characterization of neutral and adaptive genetic variation. Finally, we show that our probes can also be successfully applied to a closely related species, P. sibirica. With this approach, we demonstrate possible avenues and potential challenges in genomic studies of non-model species with large genomes and a high proportion of paralogous genes.
Materials and Methods

Study species
Pinus cembra L. (Swiss stone pine) is a five-needle pine of the subgenus Strobus (Gernandt et al., 2005) . It is a keystone species of the timberline ecotone, predominantly occurring at high elevation (1500-2400 m) in the Central European Alps and in the Carpathian Mountains. The species is mostly outcrossing (Salzer & Gugerli, 2012) and shows high levels of gene flow due to wind pollination.
However, it exhibits limited dispersal by seed (Salzer, 2011) due to its dependency on its main vector, the spotted nutcracker (Nucifraga caryocatactes). Other biotic factors (e.g., understory vegetation) and climatic factors also seem to play an important role in post-dispersal recruitment (Meier et al., 2010; Neuschulz, Merges, Bollmann, Gugerli & Böhning-Gaese, 2018) .
RNA sequencing
To assemble the transcriptome of P. cembra, we performed RNA-Seq of different tissues, life stages, individuals, and treatments in winter and spring 2015. First, three juvenile plants (J1-J3) were exposed to different treatments. These plants were germinated in 2008 in the experimental garden of the Swiss Federal Research Institute WSL (Birmensdorf, Switzerland) using seeds from two different Swiss populations (Neuenalp for J1, Rautialp for J2 and J3, see Figure 1 and Salzer & Gugerli, 2012) . For all treatments, fresh bud, needle, cambium, and root tissues were sampled if possible. To sample the control (C) treatment, we kept the plants under optimal growing conditions (22°C during day, 15°C at night, 16 hours of daylight, regular watering) in the greenhouse for 49 days. To collect the frost-treated (F) samples, we then moved the plants outside and exposed them to freezing temperatures for one night (-5°C), with around half a day acclimation at intermediate temperature before and after the treatment. To apply a drought treatment (D), we moved the juveniles back to the greenhouse, where they were exposed to control conditions, except that watering was extremely limited (once in 28 days). After this period, the plants showed symptoms of
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This article is protected by copyright. All rights reserved. drought stress and were sampled. Second, we sampled a whole seedling (S, grown from a seed originating from Grächen, Switzerland, Figure 1 ) that was kept under similar conditions as described above. Third, we sampled needles, cambium, and female and male flowers from an adult (A) tree planted in the WSL arboretum, presumably originating from south-eastern Switzerland.
All samples were immediately transferred to liquid nitrogen and then kept at -80°C until further processing. RNA was extracted using the Plant RNA Isolation Mini Kit (Agilent, Santa Clara, USA).
Quality and quantity of the RNA was checked with a Bioanalyzer (Agilent), a Quantus Fluorometer (Promega, Fitchburg, USA), and a Nanodrop (ThermoFisher, Waltham, USA). Per individual and treatment, we equimolarly pooled RNAs of all tissues, leading to eleven pools for sequencing (Table   S1 ). Not all pools contained all tissues because repeated RNA extraction had failed in some cases.
Libraries were prepared with the TruSeq RNA Library Kit (Illumina, San Diego, USA) and sequenced (paired-end reads of 125 bp) on two lanes of a HiSeq 2500 (Illumina). Library preparation and sequencing was performed by the Functional Genomics Centre Zurich (FGCZ, Zürich, Switzerland).
Transcriptome assembly and annotation
Raw reads were quality-trimmed with TRIMMOMATIC 0.35 (Bolger, Lohse & Usadel, 2014 ) using a quality threshold of 15 along a sliding window of 5 bp. The residual reads were then pooled for each individual and duplicate reads were removed with filterPCRdupl.pl (https://code.google.com/archive/p/condetri/downloads) using the first 100 bases from each read for comparison. We first assembled the transcriptomes of the five trees individually (ignoring treatments if there were any) using TRINITY (Grabherr et al., 2011) with a minimum transcript length of 200 bp and no Jaccard clipping. We then chose the assembly with the highest number of transcripts as the base assembly. The transcripts of the other four assemblies that were not part of the base assembly were added later (see Table S2 (Jones et al., 2014) results, and processing in BLAST2GO (Götz et al., 2008) . To analyze which transcripts (genes) were expressed in the different libraries (i.e., life stages, individuals, and treatments), we performed a simple presence/absence gene expression analysis (Appendix 1).
Probe design for exome capture
We used the MYcroarray myBaits custom capture approach (Arbor Biosciences, Ann Arbor, USA).
Probe design was done in-house using a series of perl and shell scripts (for details, see Table S3 ). To start, we only used the transcript of "g " defined by TRINITY with the highest expression. For these sequences, we determined the start and stop positions of the ORF prediction and extracted the coding sequences of each transcript. On these sequences, we placed 150-bp probe bases, always consisting of two 100-bp probes, with an overlap of 50 bp. We chose one probe base for sequences <2000 bp, two probe bases for sequences between 2000 and 4500 bp, and three probe bases for longer sequences. Probe bases with probes with high sequence similarity (> 90%) and overlap (> 50% of their length) to other probes where removed. For TRINITY genes without probe base so far, we applied a second probe design approach as follows. Artificial reads of 100 bp in length and starting every 10 bp were generated from the transcript sequences. These reads were then mapped back to the transcripts with BWA MEM. Any sequence position in the transcripts with secondary or supplementary read mappings or coverage either zero or higher than 10 was masked. For all transcripts without probes in the initial approach, we extracted all stretches of at least 100 bp from the unmasked regions. On these potential probe bases we placed tiled probes as in the initial approach. The probes from the two approaches were combined and filtered for sequence similarity
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(> 90%) and overlap (> 50%). We also removed probes from highly similar genes (≥ 98% cluster identity). Using DUSTMASKER (Morgulis, Gertz, Schaffer & Agarwala, 2006) , we identified probes that contained repetitive regions longer than 40 bp, such as microsatellites or low-complexity regions, and removed them. Finally, w mo d p ob w o ≥ 70%.
Population sampling, DNA extraction, and exome capture
In summer 2014, we sampled needles of 25 georeferenced trees in seven P. cembra populations covering a wide range of the Swiss Alps ( Figure 1 , Table S4 ). We concentrated on juvenile trees (estimated 7-20 years based on annual shoot increment) above the timberline. DNA was extracted from 15-20 mg lyophilized needle material using the DNeasy 96 Plant Kit (Qiagen, Hilden, Germany).
DNA quality was checked on an agarose gel containing 1% agarose and 1× TBE, and with a Nanodrop.
DNA quantity was measured with a Quantus Fluorometer. For each population, we selected 20 trees based on DNA quality and quantity of the extractions to produce equimolar DNA pools consisting of 55 ng DNA of every individual (in total 1100 ng).
For the closely related P. sibirica, we used DNA of seed lots originating from East Siberia (Krasnoyarsk, Russia). Seeds were collected from three distantly located (250-500 km) forest districts, namely Yeniseiskoye (sample PS01), Kozulskoye (PS04), and Tashtynskoye (PS06). We extracted DNAs of 20 lyophilized embryos per district as described above and created one equimolar DNA pool per district. Note that these samples do not represent populations, but a small subsample of large commercial seed collections from large forest districts.
We sheared the DNA pools with a Q800R2 Sonicator (Qsonica, Newtown, USA) for 10 min and HiSeq 4000 (paired-end reads of 150 bp). Sequencing was performed by FGCZ and Fasteris (Geneva, Switzerland). Because pooled sequencing requires higher coverage than individual sequencing, the super-pools contained ten times more material from the pools than from individuals. The obtained reads were filtered and trimmed with TRIMMOMATIC for Q (quality) 20 along a sliding window of 5 bp.
Only read pairs for which both forward and reverse reads passed the quality criterion were further considered. Reads were then mapped with BOWTIE 2.3.0 (Langmead, Trapnell, Pop & Salzberg, 2009) to those contigs of the transcriptome that contained probe bases (options -p 4 -I 0 -X 540 -D 25 -R 5 -N 0 -L 18 --gbar 8 --mp 8,3 -i S,1,0.30). SNP calling was performed with GATK (McKenna et al., 2010) with ploidy set to 2 for individuals and 40 for pools.
Identification and filtering of putatively paralogous genes
We first called SNPs for the 40 individual samples and the corresponding population pools (EC-HJ and WC-HJ) to identify putatively paralogous contigs. We kept SNPs with o g ≥ 8× (individuals) o ≥ 80× (pools) and mapping QD (quality/depth ratio) ≥ . 5. Thresholds for H and D were set after visual inspection of the plots. Every SNP in each individual was either set to originate from single-copy (no threshold exceeded) or multi-copy (one of the two thresholds exceeded) contigs in both individually genotyped populations. Contigs with at least two SNPs originating from multi-copy contigs (or one, if max. two SNPs were present) in at least one population were considered as multi-copy. The effectiveness of stringently filtering paralogous contigs was assessed by looking at the correlation between allele frequencies derived from individual vs pooled sequencing and the allele frequency spectra (AFS) of both individuals and pools before and after filtering. AFS of pooled samples are much less sensitive to an excess of H and D, because the pooled allele frequencies are not subjected to a genotyping step, but represent the ratio of read counts. We also checked the effect of filtering for several other parameters that are indicated in the vcf files; Q, RD, difference in mapping qualities of reads supporting the reference vs alternative allele (mapping quality rank sum, MQRS), strand odds ratio to detect allele specific strand bias (SOR), and position bias of reference and alternative alleles (read position rank sum, RPRS).
Accepted Article
Finally, we tested whether certain gene ontology (GO) terms were enriched in single-copy contigs using the same method as described in Appendix 1 for the gene expression analysis.
Population genetic structure and environmental association analysis using the full and single-copy datasets Next, we wanted to know if using all SNPs (hereafter referred to as the "full dataset") shows different patterns in respect to neutral and adaptive genetic variation than when only using SNPs of single-copy genes (hereafter referred to as "single-copy dataset"). We called SNPs for all seven population pools and kept SNPs with RD ≥ 4 × and QD ≥ . 5. We only used SNPs without missing data and MAF of ≥ 2.5% in at least one population.
We applied a series of multivariate and population genetic analyses to characterize the neutral genetic variation among and within populations for both the full and the single-copy datasets. First, we performed a principal component analysis (PCA) using the "prcomp" function in R 3.4.4 (R Development Core Team, 2018). We then estimated the similarity of the first two principal components (PCs) of both datasets using a Spearman correlation of the respective principal coordinates in R. Furthermore, we estimated pairwise F ST (Weir & Cockerham, 1984) between populations and global F ST using the "calcPopDiff" function of the R package POLYSAT (Clark & Jasieniuk, 2011) with 1000 bootstrap replicates and ploidy set to 40 that corresponds to the number of haplotypes in each pool. The correlation of pairwise F ST of both datasets was tested with a Mantel test (Mantel, 1967 ) based on 10,000 permutations using the R package VEGAN (Oksanen et al., 2013) .
Finally, we compared genetic diversity within populations among the two datasets by calculating expected heterozygosity H e as in Fischer et al. (2017) and the proportion of polymorphic loci (PPL).
Potential differences in H e and PPL between the two datasets were tested with a Pearson's correlation and a paired t test in R.
Environmental association analysis (EAA) correlates allele frequencies and environmental descriptors of the sampling locations to identify loci putatively involved in adaptation to the local environment (Rellstab et al., 2015) . For this, we extracted four topo-climatic factors (number of ice days, maximum temperature, precipitation, and solar radiation; Tables S4 and S5) for every georeferenced individual and retained the average of each population for EAA. The four environmental factors were not highly correlated (Pearson's r < 0.7; Table S6 ).
In the EAA, we tested for linear associations between environmental factors and allele frequencies with latent factor mixed models (LFMM, Frichot, Schoville, Bouchard & François, 2013) . LFMM has shown to be a robust method for detecting candidate loci potentially under selection (de Villemereuil, Frichot, Bazin, François & Gaggiotti, 2014; Lotterhos & Whitlock, 2015) by incorporating the neutral genetic structure (as random latent factors) in combination with rigorous tests to control for false-positive associations (François, Martins, Caye & Schoville, 2016) . We used LFMM 2.0 incorporated in the R package LFMM (Caye & François, 2018) . LFMM can handle population allele frequencies, but does not account for the pool size. As in the BAYENV approach of Günther and Coop (2013) , we therefore artificially increased our sample size by resampling 20 individual allele frequencies for each pool at each locus from a beta distribution (Waldvogel et al., 2017) . Then, we carried out the EAA between the simulated individual allele frequencies and the population-based environmental factors. We used population averages of environmental factors, because individual environment values cannot be linked to randomly sampled individual allele frequencies. We ran the function "lfmm_ridge" for both the single-copy and the full datasets with 20 repetitions (including resampling of individual frequencies) for K = 1-7 for each environmental factor, and calculated the genomic inflation factor () from median z scores with the function "lfmm_test". We adjusted the p values based on  and a  2 distribution (François et al., 2016) . We then applied the Benjamini-Hochberg algorithm (Benjamini & Hochberg, 1995) to identify significant associations with q < 0.001.
To visualize the proportion of associated SNPs shared between both datasets, we used the R
package VENNDIAGRAM (Chen & Boutros, 2011) for each environmental factor with K = 2 and 4. We then carried out Pearson's correlations between the median z scores of both datasets exemplarily for K = 2.
Comparison between P. cembra and P. sibirica
To verify whether our probes designed for P. cembra also efficiently hybridized in P. sibirica, we assessed umb of o g o d l o po o w o g ≥ 40× (the threshold used for SNP calling) with the "genomecov "function of BEDTOOLS (Quinlan & Hall, 2010) and the number of SNPs before and after filtering (MAF ≥ 2.5% in at least one sample, no missing data).
Results
RNA sequencing and transcriptome assembly and annotation
The Illumina sequencing of the eleven RNA libraries resulted in 498.3 million read pairs. Of those, 96.9% passed the quality trimming step and 53.5% remained after removing duplicate reads, leading to 266.8 million read pairs for the transcriptome assembly (Table S1 ). The highest number of trimmed and de-duplicated read pairs was available for sample J1 (90.5 million) and the smallest number for S (21.3 million).
The five initial assemblies, including reads of all treatments, led to a range of 148,234 (A) to 403,403 Average and median transcript length were 1711 and 1422 bp, respectively ( Figure S1 ). N50 was 2380 bp and average GC content 42.2%. More than 80% of the contigs (34,010) could be annotated.
Most BLAST top-hits were on genes of the conifer Picea sitchensis, followed by two angiosperm
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species (Table S7 ). With Pinus taeda and P. tabuliformis, two pine species were also in the top ten of the top-hit species list. In total, 12,038 different proteins were present in the annotation, of which 5656 were annotated uniquely to a transcript. The GO terms assigned to the annotated proteins were dominated by metabolic processes, but functions in relation to the applied treatments before RNA-Seq were also prominently represented (Table 1) .
The presence/absence-based gene expression analysis revealed that using different life stages added the highest number and proportion of transcripts to the transcriptome ( Figures A1.1a, b) , whereas the use of replicates (different juvenile individuals, Figure A1 .1c) and treatments (frost and drought stress, control; Figure A1 .1d) did not add many. More details can be found in Appendix 1.
Probe design, population sampling, and exome capture
In total, we designed 54,870 probes for 24,998 transcripts of the transcriptome assembly. Of these, 22,766 transcripts contained two (tiled) probes, 2,027 transcripts four probes, and 205 transcripts six probes. The sequencing yielded 1.646 billion read pairs from the exome capture of the seven population pools, 40 individual trees, and three P. sibirica pools (Table S8 ). After adapter and quality trimming, 94.3% of these read pairs remained. In the 50 libraries, 58.3 to 78.1% of the original read pairs mapped back to the targets with a minimum mapping quality of 20. Average mapping success was higher in the individuals of EC-HJ (75.5%) than in those of WC-HJ (64.0%). In the P. cembra pools, an average of 65.1% of the original read pairs mapped back to the targets, whereas it was 61.3% for P. sibirica samples.
Genotyping and filtering for paralogs
To identify putatively paralogous contigs, we concentrated on populations EC-HJ and WC-HJ, for which we had both individual and pooled sequences at hand. Results in this section present both populations together; separate analyses for the two single populations led to highly similar
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outcomes (results not shown). After basic filtering (QD ≥ 0.25 and RD ≥ 80 for pools or RD ≥ 8 for individuals) and reducing the SNP list to those that were found in both individual and pooled datasets, we remained with 95,074 SNPs in 10,675 contigs (42.7% of the original transcripts). We found 82,658 of these SNPs in 10,207 contigs in EC-HJ and 66,607 SNPs in 8888 contigs in WC-HJ. Of these, 53,661 SNPs and 8420 contigs were shared between the two tested populations.
Before further filtering, the SNP set showed strong signs of paralogous genes (Figures 2 and 3) .
Although population allele frequencies from pools and individuals were significantly correlated (Pearson's r = 0.81, p < 0.001), both the density plot (Figure 2a ) comparing population allele frequencies from individuals and pools, and the AFS of the individual samples ( Figure 2b ) showed a clear heterozygosity excess. This was not visible in the AFS of the pooled samples (Figure 2c ). The HD plot (Figure 3a ) also revealed a clear heterozygosity excess (H, Figure 3b ) and a strong deviation from the expected allele ratio (D, Figure 3c ), visible by a second peak at around D = 7. The latter means that, in heterozygous individuals, reference and alternative alleles are not always supported by similar numbers of reads. Based on visual inspection of Figure 3 , we decided to classify SNPs with H ≥ 0.6 and D ≥4 as multi-copy. After removing putatively paralogous contigs according to the rules defined in the Materials and Methods section, we remained with 4950 contigs containing 14,499
SNPs. The correlation between allele frequencies from individual and pooled samples using these filtered contigs was very strong (Pearson's r = 0.96, p < 0.001, Figure 2d ), and the AFS of the individual samples was close to the expected L-shape (Figure 2e ). We therefore considered these 4950 contigs as single-copy genes. No GO term of the single-copy gene set was significantly enriched at a false discovery rate of 0.05. Importantly, our analyses showed that in both tested populations, roughly the same contigs were classified as single-copy or multi-copy (Table S9 ). Of 10,675 contigs, 7680 were assigned to the same category in both populations. Only 669 resulted in contrasting outcomes in the two populations and were therefore conservatively classified as potential multi-
copy contigs according to the rules described above. For the rest of the contigs, no SNP was present in one of the populations, or no calculation was possible for H and D.
From the alternative five filters tested ( Figure S2 ), only the mapping quality rank sum (MQRS, Figure   S2e ) improved the correlation between individual and pooled allele frequencies, and slightly changed the AFS. This indicates that the reads supporting the alternative alleles generally had lower mapping quality scores than those supporting the reference allele. Filtering using the remaining four parameters (Q, RD, SOR, or RPRS) did not change or even worsened the outcome. Specifically, read depth (RD, Figure S2d ), which could be indicative of paralogous genes (e.g., McKinney et al., 2017) , did not show a multimodal distribution, and filtering for high RD did not improve results. Note that the scenarios in Figure S2 only show one (reasonably, but arbitrarily) chosen threshold per parameter. Using other thresholds did not notably improve the correlation and AFS (results not shown).
Population genetic structure and environmental association analysis using the full and single-copy datasets After mapping and basic filtering, we obtained 221,735 raw SNPs in 16,264 contigs across all seven populations. From these SNPs, we discarded 103,810 SNPs because of missing data and 17,206 SNPs due to too low MAF. This resulted in a total of 100,719 SNPs for the full dataset, representing 10,220
contigs. For the single-copy dataset, we only retained those 3818 contigs that showed no signs of paralogs according to the HDPLOT analysis described above, comprising 13,328 SNPs.
Population genetic structure, analyzed with a PCA, was similar between the full and the single-copy datasets (Figure 4 ). The first two PCs explained 38.7% (full dataset) and 37.2% (single-copy dataset)
of the allele frequency variation among populations, respectively. Consistently, the first axis separated Eastern and Western populations, whereas the second axis revealed more substructure.
The corresponding coordinates of both the first and second PC were correlated (Figures 4c,d) .
Pairwise F ST values were also highly correlated between the two datasets ( Figure S3a ) and supported moderate differentiation among populations with significantly higher pairwise values for the singlecopy dataset, ranging from 0.140 to 0.204 compared to 0.075-0.100 for the full dataset (Table S10 ).
The two measures of global F ST revealed the same tendency (Table S11 ). Both PPL and H e of the two datasets were highly correlated, but significantly higher for the full than for the single-copy dataset (Table S11 and Fig. S3b ).
Despite the restricted altitudinal range of the populations, we found substantial environmental variation among their habitats (Figure 1c and Table S4 ). The two first PCs accounted for 81.6% of the variance and resulted in 4-5 environmental groups of populations irrespective of their geographic locations. The third axis roughly represented a West-East gradient (result not shown).
In the EAA,  was always lower for the full dataset compared to the single-copy dataset, lowest for K = 1, and increased with increasing K. Depending on K and environmental factor, numbers of associated SNPs increased 8.8-35.0 fold for the full dataset compared to the single-copy dataset (Table S12 ). Due to the clear separation of Eastern and Western populations (suggesting K = 2) and the large increase in  from K = 4 to 5 (Table S12, suggesting K = 4), we had a closer look at K = 2 and 4. For K = 2, we found 12,037 (full dataset) and 671 (single-copy dataset) associations of a SNP with one of the four environmental factors; for K = 4 it was 21,714 and 1667, respectively. For both K values, most of the associated SNPs identified in the single-copy dataset were also part of the associated SNPs in the full dataset ( Figure 5 ). The z scores of the shared associated SNPs of both datasets for K = 2 showed a significant positive correlation in all four environmental factors ( Figure   S4 ).
Use of the probes in the closely related species P. sibirica
Of all mapped contigs, 81.9% (P. cembra) and 81.1% (P. sibirica) had a minimum coverage ≥ 40× in at least one of the positions in the contig (the required coverage threshold for the SNP calling). We found a similar number (for p values, see Table 2 ) of such contigs in the pooled P. cembra populations (average: 17,960  575 SD) and the pooled P. sibirica samples (17,802  381 SD).
However, the P. sibirica contigs were significantly more polymorphic than those of P. cembra populations ( Table 2) . After SNP calling and filtering, we identified more SNPs in P. sibirica samples (107,810 SNPs  3822) compared to P. cembra populations (84,008 SNPs  7143), but the average number of SNPs in SNP-containing contigs did not differ significantly (8.7  0.03 and 9.0  0.44, respectively).
Discussion
RNA-Seq and transcriptome assembly
The newly established transcriptome for P. cembra is similar to other published pine transcriptomes (e.g., Baker et al., 2018; Canales et al., 2014; Wachowiak, Trivedi, Perry & Cavers, 2015) in terms of total size (69.4 Mbp), number of transcripts (40,468), number of genes (27,979), median transcript length (1422 bp), and proportion of annotated transcripts (84%). Since our goal was to gain information for the largest possible gene space to design capture probes, we included multiple libraries consisting of various tissues of different life stages, individuals, and treatments. Our presence/absence-based gene expression analysis shows that this effort led to a substantial increase of characterized genes as compared to using a single source of biological material (Appendix 1).
However, not all libraries equally added genes to the final assembly. Whereas including different life stages added the highest number and proportion of library-specific transcripts, the use of replicates and treatments did not add many. However, this finding should be treated with caution, because we were not able to include all tissues in all libraries of the juvenile life stages (Table S1 ) and we cannot exclude the possibility that our treatments were not strong enough to have a large effect on gene
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expression patterns. Still, the relatively few genes expressed privately under drought and frost stress might actually represent interesting targets for studying adaptation to environmental variation. For example, the SUGAR TRANSPORT PROTEIN 13, only expressed in the drought treatment, plays an important role in the long-distance transport of sugar within the plant and has shown to be activated in drought and salinity stress in e.g. Arabidopsis thaliana (Yamada et al., 2011) . On the other hand, the commonly expressed genes might represent genes that are always expressed, but at varying expression levels and/or in different variants (not assessed in our analysis). In conclusion, it seems to be most efficient to include different life stages rather than invest a lot of effort into treatments, but this comes with the cost of eventually missing important stress-related genes.
Pooled exome capture
Our pooled exome capture approach showed to be a powerful strategy to sequence coding regions of the genome. Between 58 and 78% of the raw reads could be mapped back to the targets (Table   S8 ), and 72% of the targets contained positions with a coverage of at least 40x. This is higher than found in many other studies (for examples see Puritz & Lotterhos, 2018) , which often differ in the type of reference that reads are mapped to. One possible reason for the existence of non-mapped reads are exon/intron boundaries located in the probe base region (Neves et al., 2013; Suren et al., 2016) , which could be circumvented when a high-quality reference genome is available. It is important to emphasize that in this study, we do not always cover the whole sequence of the original transcript, but gain sequence information for one to three stretches (number of probe bases) typically summing up to 200-1500 bp (average = 861 bp, median = 764 bp, Figure S5 ).
The pooled allele frequencies proved to be a good proxy for the observed allele frequencies based on individual sequencing in populations EC-HJ and WC-HJ, but only after removing putative paralogous contigs (Figure 2d ). This is in line with other studies that used pooled DNA samples for exome capture (Bansal et al., 2011; Ryu et al., 2018) . However, compared to other studies that
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contrasted pooled and individually genotyped populations using other sequencing methods such as whole-genome sequencing (reviewed in Rellstab, Zoller, Tedder, Gugerli & Fischer, 2013) , the accuracy of the pooled allele frequencies seemed to be slightly lower. The reason for this might be the more complex library construction in exome capture compared to other sequencing and genotyping approaches that often do not include a PCR and a hybridization step. Still, equimolarly pooling the DNA of populations is a highly cost-effective approach for population genetic analyses, with the disadvantage of losing individual genotype information.
Most importantly, our approach led to the identification of more than 100,000 SNPs in around 10,000 (mostly) annotated contigs/genes (including putatively paralogous contigs) and of more than 10,000 SNPs in around 4000 putatively single-copy contigs/genes. These numbers are similar to a RAD-Seq or genotyping-by-sequencing (GBS) approach (Davey et al., 2011) , with the advantage of targeting functional, often non-anonymous regions in the genome with few missing data. Exome capture, however, is certainly more costly than RAD-Seq or GBS (but see Puritz & Lotterhos, 2018) .
In our case, this is counterbalanced by the use of DNA population pools. It is important to note that, similar to candidate gene sequencing, the genotyped set of SNPs might not be representative for the whole genome and is therefore biased towards, e.g., a lower proportion of neutral sites compared to whole-genome re-sequencing or alternative genome-wide genotyping.
Our data also clearly show that the probes designed for a given study species can be applied to a closely related species. For P. cembra and P. sibirica, almost the same number of contigs had mapped reads with enough coverage for reliable SNP calling, and most of these contigs were shared among both species (Table 2 ). The divergence time of these taxa is unclear and reported within a range of 10,000 (Krutovskii, Politov & Altukhov, 1994) to several million years (Saladin et al., 2017) .
However, our results show that the divergence of the two species has not reached a level of genetic differentiation that would have led to selectivity of the probes. Similar results have been shown in
various species (for examples see Jones & Good, 2016) including conifers (Neves et al., 2013; Suren et al., 2016) . This finding opens possibilities for future investigations, such as the comparison of neutral and adaptive genetic variation in both species and their role in recent or ongoing speciation.
The P. sibirica pools showed much higher genetic diversity (i.e., higher numbers of SNPs) than those of P. cembra, most likely because P. cembra pools represent discrete populations from a small area, whereas P. sibirica samples consist of bulked seeds coming from a large geographic region.
Identification of paralogous contigs
Analyses of the two populations with individual data showed a clear heterozygote excess and a skewed AFS after basic filtering ( Figure 2 ). We interpret this as a massive presence of paralogous genes, hence probes hybridized to multiple sites in the genome that slightly differ in nucleotide sequence, but reads mapped to the same contig in the bioinformatic process. It is well known that pine genomes are highly repetitive, mostly due to a high frequency of retrotransposons (Morse et al., 2009) , tandemly arrayed genes (Pavy et al., 2017) , and, to a lesser extent, an early WGD event (Li et al., 2015) . Without a well-assembled reference genome, it is nearly impossible to distinguish between the different copies, making it necessary to a posteriori filter out SNPs and contigs with signs of paralogous state. Unfortunately, this requires to exclude large parts of the genome, not only of single genes, but also of certain regions such as the distal regions of the chromosomes, which are known to harbor a higher proportion of multi-copy genes and to play an important role in adaptation (Limborg, Seeb & Seeb, 2016) .
In our case, we removed 54% of the contigs and 85% of the SNPs when looking at the two thoroughly investigated populations (EC-HJ and WC-HJ), and 63% of the contigs and 87% of the SNPs when considering all seven populations. Most contigs displayed the same pattern in both EC-HJ and WC-HJ (Table S9) , showing that the conservatively defined set of 4950 single-copy contigs can reliably be transferred to other populations. The single-copy gene set showed no enrichment in GO
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terms compared to the complete gene set of the transcriptome, indicating that the single-copy genes represent an unbiased subset of the full gene set. The proportion of removed SNPs is very similar to that reported by Yeaman et al. (2016) in two North-American conifer species, for which the SNP set (Suren et al., 2016) was reduced by an order of magnitude. The discrepancy in the proportion of removed SNPs versus contigs comes from the fact that paralogous contigs generally contain more SNPs, and the probability of detecting multi-copy contigs increases with the number of SNPs. It is very important to note that without individual genotype data (i.e., only Pool-Seq data), we would not have been able to recognize and deal with the problem of multi-copy contigs.
Effect of paralogous contigs on patterns of neutral and adaptive genetic variation
Comparing the full (including single-and multi-copy contigs) and single-copy datasets for characterizing neutral and adaptive genetic variation revealed that ignoring the existence of paralogous contigs can have substantial consequences on the outcomes and interpretation of analyses. At first sight, the neutral genetic structure was similar using either the full or single-copy dataset (Figure 4) . The Western and Eastern genetic clusters of Swiss P. cembra (Gugerli et al.,
unpublished data) could be clearly distinguished with both datasets. However, results were not that congruent for further substructure. Using simulated datasets, Willis et al. (2017) showed that ignoring paralogous loci can have dramatic consequences on the outcome of population structure analysis. In the present study, population genetic parameters like H e and F ST basically correlated well between both datasets. However, ignoring the presence of paralogous contigs led to substantial overestimation of within-population diversity (H e ) and consequently underestimated amongpopulation differentiation (F ST ) due to the high level of heterozygosity of SNPs, individuals, and populations. Therefore, SNP datasets that are not filtered for paralogous loci should be treated with caution when assessing genetic diversity and differentiation. This is the case for any sequencing/genotyping approach that is not based on a high-quality reference genome.
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Our study also emphasizes the consequences of ignoring putative paralogous contigs in investigations of adaptive genetic variation. Using an EAA (LFMM), we show that 10-30 times fewer significant associations can be found in the single-copy dataset compared to the full dataset. Since the full dataset is about 10 times larger than the single-copy dataset, most of this difference can be explained by the sheer number of possible SNPs to be associated with environmental factors. In most cases, all significant associations of the single-copy dataset were also found in the full dataset, and the z scores of the shared SNPs were highly correlated ( Figure S4 ). This robustness of LFMM to the different datasets comes from the fact that neutral genetic structure, which is incorporated as a random factor, was very similar for both datasets (see above). Nevertheless, this does not change the fact that using SNPs from multi-copy genes in EAA will lead to spurious associations that are based on wrong allele frequencies.
Conclusions and future directions
Our study shows how the combination of transcriptome sequencing and pooled exome capture can be used to study neutral and adaptive genetic variation in non-model species with large and repetitive genomes. In particular, our findings emphasize that failing to avoid or remove loci from multi-copy contigs will likely lead to erroneous results and conclusions in population genetic studies.
Ideally, paralogous regions are already avoided during probe design. However, this requires a highquality reference genome of the study species itself or a very closely related species, which was not available in our case and is not available for many non-model species. Moreover, hybridization of the probes with unwanted gene copies might be reduced by optimization of the transcriptome assembly and hybridization protocol (e.g, Zhang, Chen & Yin, 2012) . To detect multi-copy contigs post-hoc, it is inevitable to individually sequence a subset of the samples from the investigated populations, which additionally allows to validate the accuracy of pooled allele frequencies even in species with a low proportion of repetitive elements (Rellstab et al., 2013) . Despite this additional effort, Pool-Seq approaches are still attractive when studying numerous populations including many
