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Abstract
Assuring safety in discrete time stochastic hybrid systems is particularly difficult when only noisy or incomplete
observations of the state are available. We first review a formulation of the probabilistic safety problem under noisy
hybrid observations as a dynamic program over an equivalent information state. Two methods for approximately
solving the dynamic program are presented. The first method approximates the hybrid system as an equivalent finite
state Markov decision process, so that the information state is a probability mass function. The second approach
approximates an indicator function over the safe region using radial basis functions, to represent the information state
as a Gaussian mixture. In both cases, we discretize the hybrid observation process and generate a sampled set of
information states, then use point-based value iteration to under-approximate the safety probability and synthesize a
suboptimal control policy. We obtain error bounds and convergence results in both cases, assuming switched affine
dynamics and additive Gaussian noise on the continuous states and observations. We compare the performance of the
finite state and Gaussian mixture approaches on a simple numerical example.
I. INTRODUCTION
Safety critical systems, such as aircraft, satellites, and electricity grids, often rely on sensors to measure their
state and their environment. The true state of the system may not be measurable, or may be corrupted by noise,
as quantified by a so-called observation process. The controller must choose actions based only on the information
contained in the observation process. The nature of safety critical systems dictates a need for formal methods to
accurately assess the system’s ability to meet rigorous safety requirements, and also to synthesize controllers that
guarantee performance to a desired level (correct by design). It is therefore paramount that the controller exploit
information from the observation process, to obtain theoretical safety guarantees that are as accurate as possible.
Reachability analysis, which determines whether a system’s state remains within a given safe region and/or reaches
a target set within some time horizon, has been used extensively as a tool for verification and controller synthesis
for hybrid systems [1], [2], [3] and extended to stochastic hybrid systems (SHS) [4], [5]. There has been little focus,
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2however, on reachability analysis for partially observable SHS. While there has been some work on deterministic
hybrid systems with hidden modes [6] or uncertain systems with imperfect information on a partial order [7],
reachability analysis of a partially observable SHS has been approached only theoretically [8], [9]. This, along
with our previous work [10] provides the first computational results for both controller synthesis and verification
of safety specifications for partially observable SHS.
Existing computational results for reachability analysis of fully observable SHS are also limited. The safety
problem for a discrete time SHS (DTSHS), which considers only whether the state of the system can be controlled
to remain within a safe region of the state space, can be formulated as a multiplicative cost stochastic optimal
control problem [4], and solved in the same manner as a Markov decision process (MDP). Unfortunately, solutions
via dynamic programming [11] require evaluation of a value function over all possible states, which is infinite when
those states are continuous. Discretization procedures can be employed to impose a finite number of states, as in
[12] and [13], which present rigorous uniform and adaptive gridding methods for verification of DTSHS. Similarly,
approximate abstractions of the original stochastic model to an equivalent system that has the same properties are
presented in [14], [15], and [16]. Even so, current applications are limited to those with only a few discrete and
continuous states.
The safety problem for a partially observable DTSHS (PODTSHS) can similarly be formulated as a partially
observable MDP (POMDP). However, POMDPs are plagued by dimensionality on an even greater scale than
MDPs. The common approach to solving POMDPs is to replace the growing history of observations and actions
by a sufficient statistic, often called the belief state, which, for a POMDP with an additive cost function, is the
distribution of the current state conditioned on all past observations and actions [11]. This belief state is treated as
the perfectly observed true state, and MDP solution methods can then be applied. However, with a continuous state
space, the belief state is a function defined over an infinite domain, and it is impossible to enumerate over all such
functions. Therefore the study of efficient, approximate solutions to POMDPs is essential.
Although finding the solution to a general POMDP is hard [17], many algorithms for approximating solutions to
finite state POMDPs have been developed. These mainly rely on point-based value iteration (PBVI) schemes that
only consider a subset of the belief space to update the value function used in the dynamic program (for a survey
of PBVI algorithms, see [18]). Because the value function is piecewise-linear and convex [19] (and so equivalently
represented by a finite set of vectors), sampling from the belief state provides a systematic way of storing a finite
subset of those vectors. Such methods must be tailored to continuous state POMDPs because of the dimensionality
of the belief state.
Other than discretizing the state space and solving an equivalent finite state POMDP, many existing methods for
continuous state POMDPs assume the belief state is Gaussian (e.g. [20], [21]), and represent the belief state in
a parameterized form which is then discretized and solved as a discrete state MDP. When the belief state cannot
adequately be represented using a single Gaussian, a Gaussian mixture may be used instead. An equivalent point-
based algorithm for continuous-state POMDPs using Gaussian mixtures is presented in [22], and demonstrated on
a stochastic hybrid system with hidden modes in [23].
The safety problem for a PODTSHS is further complicated because the belief state is not the conditional
3distribution of the current state of the system [8], [9], but must also include the distribution of a binary variable
that indicates whether the state of the system has remained within a safe region up to the previous time step.
This, coupled with the stochastic hybrid system dynamics, makes accurately representing the belief state as a single
Gaussian impossible.
We formulate the safety problem for a PODTSHS as a POMDP, and investigate representations of the belief state
in either vector or Gaussian mixture form through finite- and continuous-state approximations to the PODTSHS.
These representations allow us to exploit point-based methods developed for POMDPs.
This paper extends our previous work [10] in several ways. First, we validate the use of POMDP solution
techniques for reachability analysis of a PODTSHS, by demonstrating that the value function is convex and admits
a function representation related to the piecewise-linear vector representation of a finite state POMDP. Second, we
present a finite state approximation to the DTSHS (presented in [10] without proofs) that allows the belief state
to take vector form under certain conditions, and show convergence for the approximation. Third, we preserve the
continuity in the hybrid state space through a Gaussian mixture representation for the belief state, and approximate
the indicator function that represents the safe region using Gaussian radial basis functions. In this case, we provide
an error bound as a function of the integrated error (1-norm in the function space L1) of the indicator function
approximation. Our solution method converges to the true solution from below, using either the finite or continuity-
preserving belief state. We demonstrate both approaches on a temperature regulation problem.
The rest of the paper is organized as follows. Section II relates the safety problem for a PODTSHS to optimal
control of a POMDP. Section III justifies the use of POMDP solution techniques, and presents the finite and
Gaussian mixture approximations to the safety problem for a PODTSHS (as well as error bounds). Section IV
describes the use of point-based approximation techniques, through sampling of belief states and discretization of
the observations. We present a numerical example in Section V, and concluding remarks and directions for future
work in Section VI. All proofs can be found in the Appendix.
II. BACKGROUND
A. Notation and Probability Overview
A probability space (Ω,F ,P) consists of a sample space Ω, a σ-algebra F defined over Ω, and a probability
measure P that assigns probabilities to events in F . For Ω = Rn, we presume F = B(Rn), the Borel σ-algebra on
Rn. The probability measure P maps elements B ∈ B(Rn) to the interval [0, 1]. The density p associated to P is
defined according to the Lebesgue measure as P(B) =
∫
B
p(x) dx.
We denote expected value by E. A probability measure or expected value induced by a control policy pi (to
be defined later), is Ppi or Epi , respectively. For a space X , Xn = X × . . . × X is the n-times product space of
X . The state of a system at time n, xn, takes values in state space X . We use | · | to denote absolute value for
x ∈ R and cardinality for a set Ω. A vector or function norm is denoted with ‖ · ‖. Unless otherwise specified,
‖ · ‖ = ‖ · ‖2. A random variable x ∼ N (µ,P) follows a Gaussian distribution with mean µ and covariance P , and
φ(x;µ,P) represents a Gaussian density with mean µ and covariance P evaluated at x. Finally, 〈·, ·〉 denotes an inner
4product, with 〈u, v〉 = uT v for vectors u, v ∈ Rn, and 〈f, g〉 = ∫ f(x)g(x) dx or 〈f, g〉 = ∑q ∫ f(x, q)g(x, q) dx
for appropriately defined functions f , g.
B. Computing Optimal Control Policies for POMDPs
The main results of this paper rely on framing a PODTSHS as a POMDP with a hybrid state space, and drawing
upon existing results for finite state POMDPs with additive cost objectives. We therefore present an overview of
POMDPs and efficient approximation techniques for their optimal control, and then express a PODTSHS with a
safety objective as a POMDP with a multiplicative cost function.
Definition 1. (POMDP J ) A POMDP is a tuple J = (S,U ,Y, T, Y,R) where
1) S is a finite set of states
2) U is a finite set of possible control inputs
3) Y is a finite set of observations
4) T : S × S × U → [0, 1] is a state transition function that assigns a probability measure to state sn+1 given
state sn and control un for all n: T (sn+1|sn, un)
5) Y : Y ×S×U → [0, 1] is an observation function that assigns a probability measure to observation yn given
state sn and control un−1 for all n: Y (yn|sn, un−1)
6) R : S → [0, 1] is an initial probability measure over the state space S: R(s)
The state evolves stochastically and is Markovian (e.g., the state at the next time step depends only on the current
state and action). The information available to the controller at time n is in = (u0, . . . , un−1, y1, . . . , yn) ∈ In =
Un × Yn; that is, the controller cannot directly observe the state. The control input at each time step is selected
according to a control policy pi, which maps the available information at each time n onto U .
Definition 2. For a POMDP J , a policy pi for some time horizon N is a sequence of functions, pi = (pi0, . . . , piN−1),
such that pin : In → U .
We consider non-randomized policies, i.e. ones that assign a single control input to each possible in, which are
sufficient for the problem we consider [24]. A control policy pi induces a probability space (Ω, σ(Ω),Ppi) over the
POMDP with state space Ω = Sn×Yn, σ-algebra σ(Ω) on Ω, and probability measure Ppi based on T , Y , R, and
pi.
The execution of a POMDP is as follows. At time n = 0, state s0 is produced from initial distribution R : s ∼ R(·).
At each subsequent time n > 0, an observation yn is produced according to yn ∼ Y (·|sn, un−1), and added to
the list of past observations and control inputs to produce in = (u0, . . . , un−1, y1, . . . , yn). The control input is
chosen according to un = pin(in), and cost C(sn, un) is accrued. The next state sn+1 is then generated according
to sn+1 ∼ T (·|sn, un).
The goal is to minimize the expected sum of costs accrued according to function C over a time horizon N by
5optimally choosing control actions according to the policy pi.
max
pi
Epi
[
N∑
n=0
C(sn, pin(in))
]
(1)
Equation (1) can be solved using dynamic programming, much like for a Markov decision process [11]. The
value function, Vn(in), represents the expected sum of costs accrued from time n to N given that in has been
recorded thus far, and is computed recursively backwards in time. However, since the size of vector in increases
with n, and is difficult to store, the optimal control input and value function can instead be expressed as a function
of a belief state. The belief state is a sufficient statistic for the information vector in because it condenses all
information necessary for making optimal decisions without sacrificing optimality. For an additive cost function C,
the belief state is a function that describes the probability of being in state s given all past observations and actions,
b(sn) = P[sn|in] [11]. By treating the belief state as the true state of the system, (1) can be equivalently solved as
an MDP over the belief state. The optimal policy pi∗ : B → U is hence defined in terms of the belief state, with
B the space of all beliefs.
The optimal policy can be found using a value function over the belief space,
V ∗n (b) = max
u∈U
{∑
s
C(s, u)b(s) +
∑
y
V ∗n+1 (My,ub)P(y|b, u)
}
. (2)
The transition operator My,ub provides the next belief state bn+1 given the current observation, action, and belief
state,
(My,ub) (s
′) =
Y (y|s′, u)∑s∈S T (s′|s, u)b(s)
P(y|b, u) , (3)
and the likelihood of the observation is P(y|b, u) = ∑s∈S b(s)∑s′∈S T (s′|s, u)Y (y|s′, u). Sondik [19] first showed
that for a finite horizon N < ∞, the value function at each time n is piecewise linear and convex in the belief
state, and thus can be expressed as
V ∗n (b) = max
αn∈Γn
∑
s
αn(s)b(s). (4)
The functions αn ∈ R|S|, or “α-vectors”, characterize the value of being in state s ∈ S at time n when a specific
action u is taken, plus the expected sum of future rewards assuming all subsequent actions are chosen optimally.
Because each α-vector is associated with a specific action, selection of the optimal α-vector in (4) defines the
optimal policy for belief b at time n. The set Γn of α-vectors needed to exactly represent the value function Vn
at time n is finite, but grows exponentially, since computing Γn requires calculation of |U||Γn+1||Y| α-vectors. An
exact α-vector representation is therefore often infeasible, and approximate solutions are required.
We draw upon methods in point-based value iteration (PBVI) [25], [18] because they provide a lower bound to
the value function, which is key for our safety verification problem. In the most general PBVI method, a finite
subset B ⊂ B is selected, then one α-vector is generated for each belief point bi ∈ B, B = (b0, b1, . . . , bm),
so that Γ˜n = (α0n, α
1
n, . . . , α
m
n ). The value at some b not necessarily in B can be approximated by V
∗
n (b) ≈
maxαn∈Γ˜n
∑
s αn(s)b(s) (as compared to (4)) with Γ˜n ⊂ Γn, since we presume that for any b in a neighborhood
of bj the same action will likely be optimal [25]. Hence Γ˜n can be generated recursively from Γ˜n+1 without
6enumeration over all possible combinations of observations and subsequent α-vectors in Γ˜n+1, by using the backup
operation
backup(b) = arg max
αn∈Γ˜n
∑
s∈S
αn(s)b(s) (5)
for each b ∈ B. Essentially, the PBVI algorithm consists of selecting a set of belief points B ⊂ B, and repeatedly
applying (5) to each element of B. For N finite, the backup operator is applied to B N times.
For PBVI methods that have been extended to POMDPs with a continuous state space and discrete observation
and action spaces [22], the α-vectors are replaced by α-functions defined over the continuous space S. Since
observations and actions are finite, the number of α-functions remains finite, and the value function is piecewise-
linear and convex under the α-function representation.
C. PODTSHS Modeled as a POMDP
A PODTSHS has discrete and continuous states with interacting dynamics that are characterized by stochastic
kernels, and observations that may also be hybrid. It can be expressed within the POMDP framework by extending
Definition 1.
Definition 3. (PODTSHS H). A PODTSHS is a class of POMDP, i.e. a tuple H = (S,U ,Y, T, Y,R), in which
1) S = Rm × Q is a hybrid state space with Q = {q1, q2, . . . , qNq} a finite set of states with cardinality Nq
and continuous state dimension m
2) U is a finite set of control inputs affecting both discrete and continuous state transitions
3) Y = Rl × Yq is a hybrid observation space with Yq ⊆ Q and continuous observation dimension l ≤ m
4) T : B(Rm) × Q × S × U → [0, 1] is a stochastic transition kernel that assigns a probability measure over
B(Rm)×Q at time n+ 1 given sn and un for all n: T (β, q|sn, un) with β ∈ B(Rm)
5) Y : B(Rl)×Yq ×S → [0, 1] is an observation function that assigns a probability measure over B(Rp)×Yq
at time n given sn for all n: Y (β, yq|sn)
6) R : B(Rm)×Q → [0, 1] is an initial probability measure over B(Rm)×Q: R(β, q)
Remark 1. While we presume U is finite, a continuous or hybrid input set can be approximated as a finite set
when computing safety probabilities and the optimal policy.
The state transition kernel comprises a discrete component Tq that governs mode updates, and a kernel Tx for
continuous state transitions. For modeling purposes, we choose to order (6) such that the discrete mode qn updates
first at each time step, and the subsequent mode qn+1 influences the evolution of xn to xn+1.
T (β, q|sn, un) = Tx(β|qn+1, xn, un)Tq(qn+1|sn, un) (6)
The functions Y and R are also separated into discrete and continuous components,
Y (β, yq|sn) = Yx(β|sn)Yq(yq|sn), (7)
R(β, q) = Rx(β)Rq(q). (8)
7Functions Tx, Yx, and Rx are Borel-measurable stochastic transition kernels over B(R(·)), and Tq , Yq , and Rq are
standard probability distributions over finite state spaces.
We consider specifically a switched affine system, such that the continuous state x evolves according to
xn+1 = A(qn+1)xn + g(qn+1, un) + vn. (9)
The vn are independent and identically distributed Gaussian random variables for all n, vn ∼ N (0,V). The matrix
A and function g change according to the mode qn+1. We assume the discrete observations yq depend only on q,
and the observations yx depend linearly on x, corrupted by additive Gaussian noise wn, with wn independent and
identically distributed for all n, wn ∼ N (0,W).
yxn = C(qn)xn + wn (10)
Kernels Tx, and Yx admit Gaussian densities τx(x|qn+1, xn, un) = φ(x;A(qn+1)xn + g(qn+1, un),V), and
γx(y
x|sn) = φ(yx;C(qn)xn,W). We also assume Rx admits a Gaussian density ρx(x) = φ(x;µ0,P0). For ease
of notation, we let ρ(s) = ρx(x)Rq(q), γ(y|s) = γx(yx|s)Yq(yq|q), and τ(s′|s, u) = τx(x′|q′, x, u)Tq(q′|s, u) for
s = (x, q), y = (yx, yq), and s′ = (x′, q′).
We require that the following Lipschitz properties hold, which are guaranteed for γx, τx, and ρx, given that they
are Gaussian densities and U is finite.
|τx(x′|q′, x, u)− τx(x′|q′, x, u)| ≤ h(1)x ‖x′ − x′‖
|τx(x′|q′, x, u)− τx(x′|q′, x, u)| ≤ h(2)x ‖x− x‖
|γx(y|x, q)− γx(y|x, q)| ≤ h(1)y ‖y − y‖
|γx(y|x, q)− γx(y|x, q)| ≤ h(2)y ‖x− x‖
|Tq(q′|q, x, u)− Tq(q′|q, x, u)| ≤ hq‖x− x‖
(11)
We define the maximum values φ∗v = (2pi)
−m2 |V|− 12 and φ∗w = (2pi)−
l
2 |W|− 12 .
Remark 2. While we impose assumptions of linearity and additive Gaussian noise in (9) and (10) to facilitate
subsequent derivations, these assumptions can be relaxed in certain cases, which will be highlighted where appro-
priate.
D. Safety Problem
We use stochastic optimal control to find both a control policy that maximizes the probability of the state
remaining within a safe region of the state space, as well as an estimate of that probability [4]. For a compact Borel
set K ⊆ B(S), terminal time N , and predefined policy pi, the objective to optimize is pNsafe(pi, ρ;K) = Ppi[sn ∈
K ∀n = 0, . . . , N |ρ].
This objective can be expressed more commonly as an expected value of a multiplicative cost function, since for
a random variable X and event A, P[X ∈ A] = E[1A(X)], with the indicator function 1A(X) = 1 if X ∈ A and
1A(X) = 0 otherwise, as shown in [4]:
pNsafe(pi, ρ;K) = Epi
[
N∏
n=0
1K(sn)
∣∣∣∣∣ ρ
]
. (12)
8The maximal safety probability and optimal policy pi∗ are given by
pNsafe(ρ;K) = sup
pi∈Π
pNsafe(pi, ρ;K), (13)
pi∗ = arg sup
pi∈Π
{
pNsafe(pi, ρ;K)
}
. (14)
In the fully observable case, [4] gives a dynamic programming formulation for optimizing (12), which returns both
the maximal safety probability and optimal policy. We would like to take a similar approach to find both (13) and
(14). Formally, we would like to solve the following problem.
Problem 1. For a PODTSHS H = (S,U ,Y, T, Y,R) with a safe set K ∈ B(S) and time horizon N < ∞, we
wish to
1) Compute the maximal probability (13) of remaining within K for N time steps.
2) Compute the optimal policy pi∗ given by (14).
If the maximal probability and optimal policy cannot be computed exactly (which is quite likely [17]), an approxi-
mation that produces a suboptimal policy and lower bound on the maximal safety probability is desired.
III. REFORMULATION USING A POMDP
We exploit the PBVI method to solve Problem 1, by transforming Problem 1 into an optimal control problem
for a POMDP. Hence we first show the safety problem for H can be reduced to a dynamic program, despite a
non-standard belief state. We then show that the α-functions and belief states can be approximately represented
in closed form and that finite collections of each may be generated and used to approximate (13), similar to a
point-based POMDP solver.
We present two approximations of Problem 1 for the PODTSHS H: The first discretizes S to produce a finite
state POMDP, and the second preserves continuity in S by using a Gaussian mixture approach, thus characterizing
the PODTSHS by a collection of weights, means, and covariances.
A. Validity of α-Function Representation
The multiplicative nature of the cost function for the safety problem (12) renders the belief state for an additive
cost POMDP inapplicable, and we derived a different sufficient statistic η = (η0, . . . , ηN ) for Problem 1 in [9].
This sufficient statistic produces a modified conditional distribution of the current state that includes the probability
that all past states are in the safe set K.
ηn(ρ, in) = Ppi[xn ∈ β, qn = q, s0, . . . , sn−1 ∈ K | ρ, in] (15)
We define the information state as the function σn(xn, qn) ∈ Σn ⊆ L1 (where L1 is the space of integrable
functions) associated with the probability distribution produced by ηn(ρ, in), so that
∫
β
σn(z, q) dz = ηn(ρ, in)
for all q ∈ Q, β ∈ B(Rm). Note that the information state is distinct from the belief state (e.g. the conditional
9distribution of the current state). The information state updates recursively with a bounded linear operator Φ (for
proof see [9])
σ0 = ρ
σn = Φyn,un−1σn−1
(16)
where Φy,uσ is given by
(Φy,uσ) (s
′) =
1
p(y|σ, u)γ(y|s
′, u)
∫
K
τ(s′|s, u)σ(s) ds. (17)
In comparing (3) to (17), the latter integrates over the compact hybrid set K, as opposed to a summation over finite
set S.
We define a dynamic programming recursion over σ as
V ∗N (σN ) = 〈σN ,1K〉
V ∗n (σn) = max
u∈U
Epi
[
V ∗n+1(Φy,uσn)
] (18)
with solution V ∗0 (ρ) = p
N
safe(ρ;K). The optimal policy is pi
∗ = (pi∗0 , . . . , pi
∗
N−1), with pi
∗
n(σn) = arg maxu∈U V
∗
n (σn)
for all n ∈ [0, N ].
Lemma 1. For any n, the value function (18) can be written as
V ∗n (σn) = sup
αn∈Γn
〈αn, σn〉.
Lemma 1 leads to the following representation of the value function evaluated at some σ ∈ Σ.
V ∗n (σ) = max
u∈U
∫
Y
〈αy,u,σ, σn〉 dy, (19)
αy,u,σ(s) =
∫
S
α
∗(y)
n+1(s
′)γ(y|s′)τ(s′|s, u)1K(s) ds′ (20)
with ∗(y) used to denote the observation-dependent optimal α-function in Γn+1 that maximizes 〈αn+1,Φy,uσn〉
(the value function Vn+1(σn+1)) for a specific observation y. The set of α-functions at time n is
Γn =
⋃
σ∈Σ
{∫
Y
αy,u∗,σ dy
}
(21)
with u∗ the control inputs chosen according to (49).
Lemma 2. The value function (18) is convex in σ for all n = 0, . . . , N , σ1n, σ2n ∈ L1 and 0 ≤ λ ≤ 1:
V ∗n (λσ
1
n + (1− λ)σ2n) ≤ λV ∗n (σ1n) + (1− λ)V ∗n (σ2n).
Lemmas 1 and 2 show that the value function (18) is convex and admits an α-function representation, hence H
is amenable to POMDP solution techniques. However, we cannot use Lemma 1 to solve Problem 1 directly, since
Γn is not finite and the α-functions and information states have no common structure.
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B. Finite State Approximation
We first consider a finite state POMDP [12], whose solution converges to the true safety probability (13) and
optimal policy (14). The state space S is discretized to obtain a vector representation of α and σ. The observation
space is unchanged (i.e. hybrid), because the set of observations only affects the finiteness of sets Γn and Σn. We
defer discussion of producing finite collections of Γn and Σn to section IV.
Given safe set K ∈ B(S), let K = ⋃q∈QKq × {q}. Denote λ = maxq∈Q L(Kq), the finite Lebesgue measure
of Kq ⊂ Rm. Each Kq is partitioned into a finite number of subsets, so that Kq =
⋃mq
i=1Ki,q , with Ki,q pairwise
disjoint (i.e. Ki,q ∩ Kj,q = ∅ for all i 6= j). Finally, let δxi,q be the diameter of partition Ki,q so that δxi,q =
sup{‖x− x‖ : x, x ∈ Ki,q}, with δx = maxi,q δxi,q .
The partition of K is denoted by Gs = ⋃i=1,...,mq,q∈Q Gsi,q with Gsi,q = Ki,q × {q}. Each element Gsi,q has a
representative point (xi,q, q) and the set Kδ = {(xi,q, q) : i = 1, . . . ,mq, q ∈ Q} is the discrete representation of
K. We do not consider here how the points (xi,q, q) are selected, but an example is provided in Section V. The
function ξ : K → Kδ maps a state s ∈ Gsi,q to its representative point (xi,q, q) and the function Ξ : Kδ → K
is the set-valued map from discrete point (xi,q, q) to its corresponding set Gsi,q . We will abuse notation slightly
and interchangeably write ξ(s) = (xi,q, q) and ξ(x) = xi,q , since q is mapped to itself, and hence the property of
interest is the mapping from x to xi,q . The discrete state space is defined as Zδ = Kδ
⋃{ψs}, with ψs a single
variable that represents all states s ∈ S\K.
Definition 4. (POMDP approximation to PODTSHS, Hˆ). The POMDP approximation is a tuple Hˆ = (Zδ,Y,U , τδ, Y, ρδ)
where
1) Zδ is a finite set of discrete states
2) Y is as defined in Definition 3
3) U is as defined in Definition 3
4) τδ : Zδ × U × Zδ → [0, 1] is a discrete state transition function that assigns probabilities to elements of Zδ
5) Y : B(Rl × Yq × Zδ → [0, 1] is as defined in Definition 3, but is conditioned only on values z ∈ Zδ rather
than s ∈ S
6) ρδ : Zδ → [0, 1] is a function that assigns probabilities to elements of Zδ at time zero
We define the transition function as
τδ(z
′|z, u) =

T (Ξ(z′)|z, u), if z′ ∈ Kδ and z ∈ Kδ
1−∑z∈Kδ T (Ξ(z)|z, u), if z′ = ψs, z ∈ Kδ
1, if z′ = ψs and z = ψs
0, if z′ ∈ Kδ and z = ψs
(22)
with
∑
z′∈Zδ τδ(z
′|z, u) = 1, and the initial distribution ρδ on Zδ as
ρδ(z) =
R(Ξ(z)), if z ∈ Kδ1−∑z∈Kδ R(Ξ(z)) if z = ψs (23)
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The discrete probability space is (Ωδ, σ(Ωδ),Ppiδδ ) with Ωδ = Z
N+1
δ ×YN , σ(Ωδ) the σ-algebra on Ωδ , and Ppiδδ
the probability measure uniquely defined by ρδ , Y , τδ , and a control policy piδ = (piδ0, . . . , pi
δ
N−1), pi
δ
n : Σn,δ → U ,
with Σn,δ the set of all information states σn,δ defined on Zδ at time n.
We further define the operator Φδy,u and the intermediate vector α
δ
y,u,σδ
for any y ∈ Y , u ∈ U , z′, z ∈ Zδ as(
Φδy,uσδ
)
(z′) =
1
p(y|σδ, u)γ(y|z
′)
∑
z∈Kδ
τδ(z
′|z, u)σδ(z) (24)
αδy,u,σδ(z) =
∑
z′∈Kδ
α
∗(y)
n+1,δ(z
′)γ(y|z′)τδ(z′|z, u)1Kδ(z). (25)
The safety problem for Hˆ is to find pNsafe,δ(ρδ;Kδ) = suppiδ∈Πδ Ppiδ [zn ∈ Kδ, ∀n = 0, . . . , N |ρδ], which is solved
by formulating the information state σn,δ and the value function V ∗n,δ : σn,δ → [0, 1] for n = 0, . . . , N .
The discrete information state represents a probability mass function over Zδ , and can be expressed as an integral
over an equivalent density (just as τδ(z′|z, u) = T (Ξ(z′)|z, u)).
σn,δ(z) =

∫
Ξ(z)
σˆn(s) ds, if z ∈ Kδ∫
S\K σˆn(s) ds, if z = ψs
(26)
with σˆn(s) given by
σˆn(s
′) =
ρ(s
′), if n = 0(
Φˆy,uσˆn−1
)
(s′) = 1p(y|σˆn−1,u)γ(y|ξ(s′))
∫
K
τ(s′|ξ(s), u)σˆn−1(s) ds, if n > 0
(27)
This can be verified by substituting the expression for τδ in terms of τ into (24) and using an induction argument.
The value function is
V ∗N,δ(σN,δ) =
∑
z∈Kδ
σN,δ(z)
V ∗n,δ(σn,δ) = max
u∈U
∫
Y
V ∗n+1,δ(Φ
δ
y,uσn,δ)Pδ(dy|σn,δ, u)
. (28)
The maximum probability of remaining within Kδ over N time steps is
pNsafe,δ(ρδ;Kδ) = V
∗
0,δ(ρδ). (29)
The safety probability for the finite state approximation Hˆ converges to the true solution as grid size parameter
δx tends to zero. To show this, we first describe the error between the continuous information state σn and the
vector approximation σn,δ .
Theorem 1. The density σˆ defined in (27) satisfies
|σn(s)− σˆn(s)| ≤ ησnδx
for all s ∈ S, σn ∈ Σn, and ησn given by
ησn =
n−1∑
i=0
c1,i
 n−1∏
j=i+1
c2,j
 ,
with c1,i = min{ 1p(y|σi,u) , 1p(y|σˆi,u)}[φ∗vh
(2)
y + φ∗wh
(2)
x + φ∗wφ
∗
vhq], c2,j = min{ 1p(y|σj ,u) , 1p(y|σˆj ,u)}φ∗wNqλ.
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To prove convergence of the value function V ∗n,δ to V
∗
n , we must first show that integration over the infinite
spaces Y and S results in a bounded solution.
Consider the following two lemmas regarding integration of γx and τx over unbounded sets Rl and Rm,
respectively.
Lemma 3. For any x, x ∈ Ki,q , for all i = 1, . . . ,mq , q ∈ Q, the following holds:∫
Rl
|γx(yx|x, q)− γx(yx|x, q)| dyx ≤
[
βy1,i,qh
(2)
y + β
y
2,q
]
δxi,q
with βy1,i,q =
∫
{yx:‖yx−C(q)x‖2≤λw1 ,yx∈Rl,x∈Ki,q} 1 dy
x and βy2,q = φ
∗
w‖C(q)‖. In other words, βy1,i,q is the Lebesgue
measure of region Ki,q mapped to the observation space Rl via the matrix C(q), and increased by
√
λw1 in all
directions, with λw1 = λmax(W) the largest eigenvalue of W .
A similar result holds for the integral of τx over Rm.
Lemma 4. For any x, x ∈ Ki,q , for all i = 1, . . . ,mq , q ∈ Q, and any u ∈ U , q′ ∈ Q, the following holds:∫
Rm
|τx(x′|q′, x, u)− τx(x′|q′, x, u)| dx ≤
[
βx1,i,qh
(2)
x + β
x
2,q
]
δxi,q,
βx1,i,q =
∫
{x′:‖x′−A(q)x−g(q,u)‖2≤λv1 ,x′∈Rm,x∈Ki,q} 1 dx and β
x
2,q = φ
∗
v‖A(q)‖, with λv1 the largest eigenvalue of V .
In order to show convergence of (29) to (13), we require some additional definitions. First, similarly to σˆn, we
define piecewise constant function αˆn as αˆn(s) = αn,δ(ξ(s)), so that
αˆn(s) =
∫
S
∫
Y
αˆ
∗(y)
n+1(s
′)γ(y|ξ(s′))× τ(s′|ξ(s), u)1Kδ(ξ(s)) dy ds′.
We also define α˜n(s) in the same manner as αˆn(s), except that it is directly related to αn(s), i.e. uses the same
optimal control input u, and the same combination of αn+1-functions (determined by ∗(y)). In other words, α˜n(s)
is identical to αn(s) in terms of the optimal policy tree from time n to N , but the values are calculated using
γ(y|ξ(s′), u) and τ(s′|ξ(s), u),
α˜in(s) =
∫
S
∫
Y
α˜
i(y)
n+1(s
′)γ(y|ξ(s′))τ(s′|ξ(s), ui)1Kδ(ξ(s)) dy, (30)
for a specific α-function i associated with αin. The superscript i for u
i and i(y) indicates that the same choice of
u and combination of αjn+1(s) are used for both α
i
n(s) and α˜
i
n(s). A bound on the difference between α
i
n(s) and
α˜in(s) is given in the following lemma.
Lemma 5. For any n ∈ [0, N ], and any function αin(s) ∈ Γn, the associated function α˜in(s) defined in (30) satisfies
|αin(s)− α˜in(s)| ≤ (N − n)Nq
[
βy1h
(2)
y + β
x
1h
(2)
x + β
y
2 + β
x
2 + hq
]
δx
for all s ∈ S. The constants βy1 and βx1 are equal to maxi=1,...,mq,q∈Q βy1,i,q and maxi=1,...,mq,q∈Q βx1,i,q from
Lemmas 3 and 4, respectively.
We now can show convergence of the approximate safety probability over the discretized state space to the true
safety probability.
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Theorem 2. For any time n ∈ [0, N ], and any σn ∈ Σn, σn,δ ∈ Σn,δ , the error between the value function (18)
and the value function (28) based on the finite state approximation is bounded above by∣∣V ∗n (σn)− V ∗n,δ(σn,δ)∣∣ ≤ ηαnδx
with ηαn = Nqλη
σ
n + (N − n)Nq(βy1h(2)y + βx1h(2)x + βy2 + βx2 ).
Specifically, the safety probability for PODTSHS H over time horizon N satisfies∣∣pNsafe(ρ;K)− pNsafe,δ(ρδ;Kδ)∣∣ ≤ [NqN(βy1h(2)y + βx1h(2)x + βy2 + βx2 )] δx.
Theorem 2 shows that the finite state approximation Hˆ provides a means to approximately compute (13) through
the safety probability for Hˆ, (29). As δx → 0, the finite state safety probability (29) converges to the true value
(13), and the policy pi∗δ converges to pi
∗.
Remark 3. The linearity and additive Gaussian noise assumptions for the continuous state dynamics and observa-
tions (9) and (10) are required only in the proofs of Lemmas 3 and 4, and also in the sense that they guarantee the
Lipschitz properties (11) used in all proofs. Therefore, nonlinear dynamics and non-Gaussian noise are permissible,
so long as (11) is satisfied, and an equivalent bound on the integrals in Lemmas 3 and 4 can be derived.
C. Gaussian Mixture Approximation
We now consider a different approximation by representing the information state and α-functions as Gaussian
mixtures, such that each are characterized by a finite set of weights, means, and covariances, dependent on the
mode q.
Difficulty arises from the incorporation of the indicator function 1K in (20) and (17). Integration over the compact
set K rather than all of S violates the preservation of the Gaussian form of σ under operator Φy,u, and similarly
for the α-functions. To preserve the Gaussian mixture structure, we therefore propose a radial basis function (RBF)
approximation [27] to the indicator function, using Gaussians as the basis function. For each Kq , we set
1Kq (x) ≈
Iq∑
i=1
wi(q)φ(x;µi(q),Pi(q)). (31)
Typically, both the centers µi(q) and the number of components Iq are fixed beforehand. The weights and covariances
can then be chosen to optimize the approximation. For simplicity we will denote φ(x;µi(q),Pi(q)) by φi(x). This
approximation is valid since the RBFs are dense in Lp for 1 ≤ p ≤ ∞ [27], i.e. given any function f in Lp, a
weighted combination of RBFs can approximate f to arbitrary accuracy given enough components, and 1K is in
L1.
However, the discontinuity in 1Kq produces the Gibbs phenomenon at the boundary of Kq in the RBF approx-
imation. Although these oscillations will always exist for a finite number of components, they could possibly be
mitigated [28]. The oscillations can be constrained to a smaller region of K (shorter wavelength) with the addition
of more components, indicating that the integrated error may be reduced even if the pointwise error is not. Because
we are interested only in integrating over K, this works to our advantage.
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We define a new operator Φg and a new α-function αgy,u,σ by inserting the RBF approximation (31) into (17) and
(20), respectively. We do not include the scaling factor 1p(y|σ,u) in the operator Φ
g , which is difficult to incorporate
into a Gaussian mixture. If the information state only represented the probability distribution over the current state
of the system, we could simply ensure the weights all sum to one, but it includes the probability that past states
were in K, and hence is not guaranteed to integrate to one. Once we implement PBVI in Section IV, we are only
concerned with finding the α-function that maximizes the inner product 〈αn,g, σn,g〉, which is unaffected by a
constant scaling factor, and hence we lose nothing by disregarding it. We also presume continuous observations, as
in Section III-B.
(
Φgy,uσg
)
(s′) = γ(y|s′)
∑
q∈Q
∫
Rm
 Iq∑
i=1
wi(q)φi(x)
 τ(s′|s, u)σg(s) dx (32)
αgy,u,σ(s) =
∫
S
α
∗(y)
n+1,g(s
′)γ(y|s′)τ(s′|s, u) ds′
 Iq∑
i=1
wi(q)φi(x)
 (33)
We provide two lemmas stating that the operator Φgy,u and the α-function update α
g
y,u,σ preserve the Gaussian
mixture representation of σn,g and αn,g for all n. These lemmas rely on the fact that τx and γx are Gaussian, and
that a product of Gaussian distributions is again a Gaussian. We need some additional assumptions, however, to
simplify the derivations and make the following lemmas valid.
Assumption 1. The transition kernel Tq does not depend on x, i.e. the mode update is dependent only on the
previous mode: Tq(q′|q, u).
Assumption 2. The matrices A(q) and C(q) in (9) and (10) are invertible for all q ∈ Q.
Without the first assumption, we would need to represent Tq(q′|s, u) by a Gaussian mixture, which cannot be exact
since we are approximating a function over discrete states by a continuous function [23]. The second assumption
allows us to express τx(x′|q′, x, u) and γx(y|s) as Gaussian densities over x. While these assumptions are quite
restrictive, they can be relaxed at a cost of introducing additional error, as discussed later in Remark 4.
Lemma 6. The operator Φgy,u is closed under Gaussian mixtures, i.e. for σg a Gaussian mixture with L components,
Φgy,uσg is also a Gaussian mixture with NqIqL components for any u ∈ U , y ∈ Y .
Lemma 7. The expression for αgy,u,σ is closed under Gaussian mixtures, i.e. if α
∗(y)
n+1,g is a Gaussian mixture with
M components, αgy,u,σ is also a Gaussian mixture with NqIqM components, for any u ∈ U , y ∈ Y , σ ∈ Σ.
Lemma 6 implies that we can approximate σ through a Gaussian mixture and use the equivalent update operator
Φgy,u, hence the Gaussian mixture approximation of σ is σn,g(x, q) =
∑L
l=1 w
σ
l,n(q)φ(x;µ
σ
l,n(q),Pσl,n(q)). Similarly,
the Gaussian mixture of any α-function is written as αn,g(x, q) =
∑M
m=1 w
α
m,nφ(x;µ
α
m,n(q),Pαm,n(q)) for all n.
σ0,g(x, q) = σ0(x, q) = Rq(q)φ(x;µ0;P0)
σn,g(x, q) =
L∑
l=1
wσl,n(q)φ(x;µ
σ
l,n(q),Pσl,n(q))
. (34)
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Similarly, the Gaussian mixture approximation of any α-function is written:
αN,g(x, q) =
Iq∑
i=1
wi(q)φi(x)
αn,g(x, q) =
M∑
m=1
wαm,nφ(x;µ
α
m,n(q),Pαm,n(q))
. (35)
The weights, means, and covariances are defined recursively. Their exact representations can be found in the
Appendix.
Note that although the Gaussian mixture representation of αgy,u,σ has a finite number of components given that
the representation of αn+1,g is finite, the actual α-function, αn,g , is expressed as the integral of αgy,u,σ over Y .
Therefore, without the assumption that Y is finite, αn,g must have an infinite number of components (by breaking
the integral over Y into a summation over regions of size ∆ ⊂ Y and taking the limit as ∆ → 0). We take some
liberty in overlooking this discrepancy, because it does not affect the proofs in this section. We impose a finite set
Y in Section IV, which makes the Gaussian mixture representation of the α-functions indeed valid, and discuss
additional error implications.
The subscript g denotes that we are computing an estimate based on the Gaussian mixture approximation (31).
The value function V ∗n,g(σn,g) is described through the recursion
V ∗N,g(σN,g) =
∑
Q
∫
Rm
Iq∑
i=1
wi(q)φi(x)σN,g(x, q) dx
V ∗n,g(σn,g) = max
u∈U
∫
Y
V ∗n+1,g(Φ
g
y,uσn,g)P(dy|σn,g, u)
. (36)
The safety problem for the Gaussian mixture approximation is defined as
pNsafe,g(ρ;K) = V
∗
0,g(ρ). (37)
Since τx, γx, and ρx are Gaussian, and based on Assumptions 1 - 2 made above, the Gaussian mixture
representations of α and σ are exact, aside from the approximation of 1K using RBFs. To quantify the error
incurred from calculating V ∗0,g as opposed to V
∗
0 (from integration of (31) over S rather than over K), we define
the error
δI = max
q∈Q
∥∥∥∥∥∥1Kq −
Iq∑
i=1
wi(q)φi(x)
∥∥∥∥∥∥
1
. (38)
We first analyze the error between σn and σn,g , which is stated in terms of the 1-norm rather than the ∞-norm,
to be consistent with considering the integrated error in (38).
Theorem 3. The Gaussian mixture approximation σn,g of σn satisfies
‖σn − σn,g‖1 ≤ γσnNqδI
for any n ∈ [0, N ], y ∈ Y , and u ∈ U , with γσn =
n−1∑
j=0
(φ∗w)
j+1φ∗σ,j and φ
∗
σ,j = max
l∈1,...,L;q∈Q
(2pi)−
m
2 |Σσl,j(q)|−
1
2 .
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To show convergence of (37) to (13), we define the function α˜in,g(s) which utilizes the same policy tree as α
i
n(s)
for a specific αin(s) ∈ Γn. This is equivalent to (30), except that α˜in,g(s) is defined by replacing 1K(s) with (31).
α˜in,g(s) =
∫
S
∫
Y
α˜
i(y)
n+1,g(s
′)γ(y|s′)τ(s′|s, ui) dy ds′
 Iq∑
i=1
wi(q)φi(x)
 (39)
with ui the optimal control input associated with αin(s) and i(y) indicating that α
i(y)
n+1,g(s) is chosen according to
the indices selected by ∗(y) for αn(s).
Note that the α-functions are no longer guaranteed to be equal to zero outside of K, and also are not guaranteed
to be bounded above by one. So long as (31) is of bounded height, however, the α-functions also remain bounded,
and we write maxαn,g∈Γn,g ‖αn,g‖∞ = αn. We could also adjust the weights in (31) so that the α-functions cannot
exceed one, although this may increase the error δI .
The following lemma describes the relation between αn(s) and α˜n(s).
Lemma 8. For any n ∈ [0, N ], and any αin(s) ∈ Γn, the associated function α˜in,g(s) defined in (39) satisfies∥∥αin − α˜in,g∥∥1 ≤
(
N∑
k=n
(λφ∗v)
N−kαN−k+n+1
)
Nqδ
I
where αN+1 = 1.
Theorem 4. For any time n ∈ [0, N ], and any σn ∈ Σn, σn,g ∈ Σn,g , the error between the value function (18)
given σn and the value function (36) given σn,g using the Gaussian mixture approximation is bounded above by∣∣V ∗n (σn)− V ∗n,g(σn,g)∣∣ ≤ γαnNqδI
with γαn =
∑N
k=n(λφ
∗
v)
N−kαN−k+n+1φ∗σ,nδ
I + αnγ
σ
n .
Specifically, the safety probability for PODTSHS H over time horizon N satisfies∣∣pNsafe(ρ;K)− pNsafe,g(ρ;K)∣∣ ≤ γσ0 δI .
Theorem 4 shows that the convergence of the Gaussian mixture approximation of both σ and the value function
depends on the integrated error between the indicator function over K and the RBF approximation (31), rather than
the pointwise error. Although the pointwise error may not converge to zero for a finite number of components in
the RBF, the integral of the error can be small, as we will show in Section V.
Remark 4. The linearity and additive Gaussian noise assumptions on the dynamics (9) and (10), as well as
Assumptions 1 - 2, are used in the Gaussian mixture approximation to ensure that the only error in the value
function and information state approximations comes from the approximation of the indicator function 1K(s) by a
Gaussian mixture. Dropping these assumptions requires that we approximate τx, Tq , and γx by Gaussian mixtures,
which is possible but introduces additional error that we have chosen not to consider.
IV. APPROXIMATE NUMERICAL SOLUTION WITH LOWER BOUND
A numerical solution of Problem 1 via either a discrete or Gaussian mixture approximation additionally requires
sets Γn and Σn to be finite, whereas we have sets of infinite size because of the uncountable nature of Y . However,
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a lower bound on the safety probabilities (29) and (37) can still be obtained, by characterizing the error that results
from using Γ˜n ⊂ Γn and Σ˜n ⊂ Σn, finite collections of α-functions and information states, respectively.
We again exploit point-based approximation methods described in Section II-B. We examine the generation of
subsets of the information states and α-functions, and prove that each guarantees a lower bound to the safety
probability of whichever approximation of Section III we choose. In contrast to most point-based solvers, we do
not assume a finite set of observations, and hence discretize the observations merely for the computation of the
α-functions. Combining belief space sampling with discretized observations assures a lower bound to the safety
probability.
A. Sampling from the information space
We characterize the error from using a sampled subset of Σn for performing backup operations (as in (5)).
Presume that a finite set of information states Σ˜n has been generated according to one of the many methods
available [18]. We generate a finite set Γ˜n of α-functions, one for each σn ∈ Σ˜n. The convexity of the value
functions guarantees that the subset Γ˜n provides a lower bound on V ∗n . Further, we can show that the error between
the approximate value function V˜ ∗n (represented by Γ˜n) and the true value function V
∗
n (represented by the complete
set of α-functions Γn) depends on how densely we sample Σn.
We define an intermediate value function Vˆ ∗n (σn) = supαˆn∈Γ˜n〈αˆn, σn〉 that generates Γ˜n recursively from Γn+1,
i.e. that introduces one point-based backup from the full set Γn+1. Then αˆn is written as a function of α∗n+1 rather
than α˜∗n+1.
The value function V˜ ∗n is formally defined as V˜
∗
n (σn) = supα˜n∈Γ˜n〈α˜n, σn〉
α˜n(s) =
∫
Y
∫
S
α˜
∗(y)
n+1(s
′)γ(y|s′)τ(s′|s, u)1K(s) dy ds′
α˜
∗(y)
n+1(s
′) = arg
{
sup
α˜n+1∈Γ˜n+1
∫
S
α˜n+1(s
′)γ(y|s′)
∫
K
τ(s′|s, u)σn(s) ds′ ds
} (40)
so that V˜ ∗n is characterized by the finite set Γ˜n at each time step. We also define an intermediate value function
Vˆ ∗n = supαˆn∈Γ˜n〈αˆn, σ〉 that generates Γ˜n recursively from Γn+1, i.e. that introduces one point-based backup from
the full set Γn+1. Then αˆn is written as a function of α∗n+1 rather than α˜
∗
n+1.
α
∗(y)
n+1(s
′) = arg
{
sup
αn+1∈Γn+1
∫
S
αn+1(s
′)γ(y|s′)
∫
K
τ(s′|s, u)σn(s) ds′ ds
}
. (41)
We let δσ denote the maximum Hausdorff distance over n between points in Σ˜n and points in Σn with respect
to the metric ‖ · ‖1.
δσ = max
n
{
max{ sup
σ˜n∈Σ˜n
inf
σn∈Σn
‖σ˜n − σn‖1, sup
σn∈Σn
inf
σ˜n∈Σ˜n
‖σ˜n − σn‖1}
}
(42)
In the following, we do not distinguish between the vector and Gaussian mixture representations of σ and α, because
the results apply to both cases.
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Lemma 9. For any n ∈ [0, N ] and σn ∈ Σn, the error introduced in one iteration of point-based value iteration
is at most δσ .
|Vˆ ∗n (σn)− V ∗n (σn)| ≤ δσ
We now use Lemma 9 to derive a bound between the true value function and the point-based approximation at
any time n.
Theorem 5. For a set of information states Σn, sampled set Σ˜n, and any time n ∈ [0, N ] and σn ∈ Σn, the error
from using point-based value iteration versus full value iteration is bounded above by
|V˜ ∗n (σn)− V ∗n (σn)| ≤ (N − n)δσ.
Thus the error between the point-based approximation and the actual value function is directly proportional to
how densely Σ˜n is sampled, and converges to zero as Σ˜n approaches Σn. The proofs of Lemma 9 and Theorem 5
are a straightforward extension of those appearing in [25], and are omitted.
B. Calculating the α-functions
Over the uncountably infinite space Y , we cannot calculate αy,u,σ for all y ∈ Y , despite a finite set of u and σ.
We therefore compute a subset of αy,u,σ for the finite set yi, to approximate αn as αn(s) ≈
∑
yi αyi,u,σ(s). We
discretize Y in a similar fashion to the discretization of S in Section III-B.
However, since Rl is not compact, we consider an expanded set K =
⋃
yq∈QKyq ⊃ K defined so that the
probability of observing a value y for s ∈ K that is outside of K is approximately zero, i.e. γ(Y\K|s ∈ K) < ,
  1. The sets Kyq are divided into disjoint subsets Ki,yq ,
⋃
i=1,...lq
Ki,yq = Kyq . We also define ψy = K
c
=
Y\K, such that ⋃i=1,...,lq Ki,yq × {ψy} = Rn.
The partition of K is denoted Gy = ⋃i,yq Gyi,yq with Gyi,yq = {Ki,yq×yq : i = 1, . . . lq, yq ∈ Q}. The diameter of
partition Ki,yq is δ
y
i,yq = sup{‖y − y‖ : y, y ∈ Ki,yq}, with maximum diameter δy = maxi,yq δyi,yq . Each partition
Gyi,yq has a representative element (yx,i,y
q
, yq) and a set Yδ = {(yx,i,yq , yq) : i = 1, . . . , lq, yq ∈ Q}. The function
θ : Y → Yδ maps observation y ∈ Y to its representative value (yx,i,yq , yq); the set-valued function Θ : Yδ → K
maps the point (yx,i,y
q
, yq) to the corresponding set Gi,yq .
The finite observation space is Wδ = Yδ
⋃{ψy}. For the finite state approximation, the transition function
γδ : Wδ ×Kδ → [0, 1] is defined as
γδ(w|z) =
Y (Θ(w)|z), if w ∈ Yδ1−∑w∈Yδ Y (Θ(w)|z), if w = ψy . (43)
For the Gaussian mixture approximation, we define the transition function γg in the same fashion as (43), but
with
Y (Θ(w)|z) ≈ Yq(yq|q)
My∑
j=1
cjφ
y
j (y
x,i,yq
j ;C(q)x,W) (44)
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so that the α-functions will also be Gaussian mixtures at each time step. Note that w = (yx,i,y
q
, yq), yx,i,y
q
j is a
set of mesh points inside Gi,yq associated with w, and cj is a weight proportional to the mesh spacing (determined,
e.g., by the trapezoidal rule for numerical integration).
1) Discretized observations for finite state approximation: We use Γ˜n,δ and V˜ ∗n,δ to denote the approximation
using a finite subset of Γn,δ , with the important distinction that the subset is now generated by a finite collection
of observations (as opposed to Σ˜n, i.e. we assume here that the set Σn is finite).
The value function is then supα˜n,δ∈Γ˜n,δ
∑
z∈Kδ α˜n,δ(z)σn,δ(z), where α˜n,δ defined as in Section III-B, only
with γ(y|z) replaced by γδ(w|z).
V˜ ∗n,δ(σn,δ) = sup
α˜n,δ∈Γ˜n,δ
∑
z∈Kδ
α˜n,δ(z)σn,δ(z),
with
α˜n,δ(z) =
∑
w∈Wδ
∑
z′∈Kδ
α˜
∗(w)
n+1,δ(z
′)γδ(w|z′)τδ(z′|z, u)
α˜
∗(w)
n+1,δ(z
′) = arg
{
sup
α˜n+1,δ∈Γ˜n+1,δ
∑
z′∈Kδ
α˜n+1,δ(z
′)γδ(w|z′)τδ(z′|z, u)σn,δ(z)
}
.
(45)
We again define the intermediate value function Vˆ ∗n,δ(σn,δ), with αˆn,δ calculated using α
∗(w)
n+1,δ ∈ Γn+1,δ (as opposed
to Γ˜n+1,δ) to capture the error introduce in one backup iteration using discretized observations.
We can then bound the error introduced in one iteration of approximating the α-vectors through discretized
observations.
Lemma 10. For any time n ∈ [0, N ] and σn,δ ∈ Σn,δ , the error between V ∗n,δ(σn,δ) and Vˆ ∗n,δ(σn,δ) satisfies
0 ≤ V ∗n,δ(σn,δ)− Vˆ ∗n,δ(σn,δ) ≤ Nqλh(1)y δy +

N
given that the discretized observations w are chosen so that
γδ(w|z′) > γ(w|z′)|Θ(w)|,
and with λ the largest Lebesgue measure of sets Kyq .
Lemma 10 requires defining the representative points w = (yx,i,y
q
, yq) so that the integral of γ over Θ(w) is
greater than a piecewise constant approximation integrated over Θ(w), which can be satisfied by picking the points
yx,i,y
q
where the Gaussian density γx is minimized within cell Ki,yq . Without this requirement, finding α
∗(w)
n+1,δ at
a finite set of points still guarantees a lower bound to the value function for any time n, and is intuitively more
accurate as δy → 0.
Lemma 10 leads to the following theorem regarding the error between V ∗n,δ(σn,δ) (based on continuous obser-
vations) and V˜ ∗n,δ(σn,δ) (based on discretized observations). We again use the notation V˜ to indicate that V˜ is
represented by the set Γ˜ of α-functions calculated using the discretized observations.
Theorem 6. Given discretized observation process Wδ with transition function (43), for any time n ∈ [0, N ], the
error between V ∗n,δ(σn,δ) calculated according to Y and V˜ ∗n,δ(σn,δ) calculated according to Wδ satisfies
0 ≤ V ∗n,δ(σn,δ)− V˜ ∗n,δ(σn,δ) ≤ (N − n)Nqλh(1)y δy +
(N − n)
N
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for any σn,δ ∈ Σn,δ , with λ the largest Lebesgue measure of sets Kyq .
Specifically, the safety probability for Hˆ satisfies
0 ≤ pNsafe,δ(ρδ;Kδ)− V˜ ∗0,δ(ρδ) ≤ NNqλh(1)y δy + .
2) Discretized observations for Gaussian mixture approximation: The results of discretizing the observations for
the Gaussian mixture abstraction are nearly identical to those for the finite state abstraction. The main difference
arises in approximating the integral Y (Θ(w)|s′) with a Gaussian sum. To ensure the approximate value function
provides a lower bound to V ∗n,g , we must under-approximate the integral Y (Θ(w)) for each w. We define V˜
∗
n,g
similarly to V˜ ∗n,δ , using discretized observations and the RBF approximation to the indicator function,
α˜n,g(s) =
∑
w∈Wδ
∫
S
α˜
∗(w)
n+1,g(s
′)γg(w|s′)τ(s′|s, u) ds′
Iq∑
i=1
wi(q)φi(x)
α˜
∗(w)
n+1,g(s
′) = arg
 sup
α˜n+1,g∈Γ˜n+1,g
∑
q∈Q
∫
Rm
α˜
∗(w)
n+1,g(s
′)γg(w|s′)τ(s′|s, u) ds′
 Iq∑
i=1
wi(q)φi(x)
σn,g(x, q) dx

(46)
and Vˆ ∗n,g is the intermediate value function that finds the optimal α
∗(w)
n+1,g ∈ Γn+1,g , rather than in Γ˜n+1,g . We can
bound the error between V ∗n,g and Vˆ
∗
n,g , and between V
∗
n,g and V˜
∗
n,g , equivalently to Lemma 10 and Theorem 6,
respectively.
Lemma 11. For any time n ∈ [0, N ] and σn,g ∈ Σn,g , the error between V ∗n,g(σn,g) and Vˆ ∗n,g(σn,g) satisfies
0 ≤ V ∗n,g(σn,g)− Vˆ ∗n,g(σn,g) ≤ Nqλh(1)y αn+1δy +

N
given that the observations w are chosen so that
γg(w|s′) > γ(w|s′)|Θ(w)|,
and with λ the largest Lebesgue measure of sets Kyq .
Theorem 7. Given discretized observation process Wδ with transition function (44), for any time n ∈ [0, N ], the
error between V ∗n,g(σn,g) calculated according to Y and V˜ ∗n,g(σn,g) calculated according to Wδ satisfies
0 ≤ V ∗n,g(σn,g)− V˜ ∗n,g(σn,g) ≤ Nqλh(1)y
(
N∑
i=n+1
αi
)
δy +
(N − n)
N
for any σn,g ∈ Σn,g , with λ the largest Lebesgue measure of sets Kyq .
Specifically, the safety probability for the Gaussian mixture approximation satisfies
0 ≤ pNsafe,g(ρ;K)− V˜ ∗0,g(ρ) ≤ Nqλh(1)y
(
N∑
i=1
αi
)
δy + .
The proofs of Lemma 11 and Theorem 7 follow directly from the proofs of Lemma 10 and Theorem 6.
To summarize, given either the finite state or Gaussian mixture approximation, we can subsequently 1) sample y
from Y and u from U to generate the progressive subsets Σ˜n,δ or Σ˜n,g , and 2) discretize Y and use the set Wδ to
calculate α˜δw,u,σδ or α˜
g
w,u,σg , which are then used to generate α˜n,δ ∈ Γ˜n,δ and α˜n,g ∈ Γ˜n,g . Using sets Σ˜n,δ and
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Γ˜n,δ in place of Σn,δ and Γn,δ provides a lower bound to the safety probability pNsafe,δ(ρδ;Kδ) that converges as
δσ and δy approach zero (and similarly for Σ˜n,g and Γ˜n,g).
(a) (b)
Fig. 1: Comparison of safety probabilities over varying initial distribution ρ = φ(x;µ0, 1) and q0 = 0, using the finite state
approximation (a) and Gaussian mixture approximation (b). In both (a) and (b) δy = 0.5. Fig. (a) compares probabilities for
δx = 0.1 (black dashed line) and δx = 0.01 (red solid line). Fig. (b) compares probabilities for Iq = 10 (black dashed line)
and Iq = 30 (red solid line). The refinement of δx and increase in Iq have a small impact on the safety probabilities.
(a) (b)
Fig. 2: Comparison of optimal control inputs as a function of ρ = φ(x;µ0, 1) with q0 = 0, using the finite state approximation
(a) and Gaussian mixture approximation (b). In both (a) and (b), δy = 0.5. Fig. (a) compares control inputs for δx = 0.1 (black
dashed line) and δx = 0.01 (red solid line). Fig. (b) compares control inputs for Iq = 10 (black dashed line) and Iq = 30 (red
solid line), which in this case are the same. All approaches produce a thresh-hold policy that turns the heater off for µ0 >≈ 18.7
.
V. NUMERICAL EXAMPLE
The temperature regulation problem is a benchmark example for hybrid systems, and a stochastic version with
perfect state information is presented in [4]. We consider the case of one heater, which can either be turned on to
heat one room, or turned off. The temperature of the room at time n is given by the continuous variable xn, and
the discrete state qn = 1 indicates the heater is on at time n, and qn = 0 denotes the heater is off. The stochastic
difference equation governing the temperature is given by
xn+1 = (1− b)xn + cqn+1 + bxa + vn
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with constants b = 0.0167, c = 0.8, and xa = 6, and vn i.i.d. Gaussian random variables with mean zero
and variance v2. The control input is given by un ∈ U with U = {0, 1}, but the chosen control is not always
implemented with probability 1. Instead, qn is updated probabilistically, dependent on un−1 and qn−1, with transition
function Tq(qn+1|qn, un). So while function pin(σn) deterministically returns a single control input, control input
un = pin(σn) may not always be implemented.
To model this as a partially observable problem, assume the actual temperature is unknown, and only a noisy
measurement is available to the controller. The controller does, however, know whether the heater is on or off at
time n (i.e. qn is perfectly observed). The observation yn = yxn is given by y
x
n = xn +wn, with wn i.i.d. Gaussian
random variables with mean zero and variance w2.
It is desirable to keep the temperature of the room between 17.5 and 22 degrees Celsius at all times, hence the safe
region K = [17.5, 22] does not depend on the discrete state qn (so 1K(s) = 1K(x)). We consider the probability
of remaining within K for N = 5 time steps given initial temperature distribution ρx normally distributed with
varying mean µ0 ∈ K and variance P0 = 1. The initial mode is given as q0 = 0. The finite state and Gaussian
mixture approximations are used in a PBVI algorithm in the style of Perseus [22].
We consider a uniform grid (δxi,q = δ
x constant for all i, q) over the region K ⊂ R for the finite state
approximation, with representative points at the end-point of each grid cell. For example, setting δx = 0.1 gives
x1,q = 17.5, x2,q = 17.6, . . . for q = 0 and q = 1, and a total of mq = 45 cells Ki,q . The function ξ(x, q) maps q
to itself, and maps x to the nearest xi,q in absolute value.
The Gaussian mixture approximation utilizes an RBF approximation of the indicator function calculated using
MATLAB’s gmdistribution function. We used a reduction process to limit the number of components of each α and
σ for the Gaussian mixture approximation. Similar Gaussians are combined into a single component based on the
2-norm distance between functions [29]. Each mixture was limited to 30 components to reduce overall computation
time without overly sacrificing accuracy. This number can easily be changed, however, depending on the importance
of speed versus accuracy.
Both approximations employ a sequence of sampled sets Σ˜n and a finite set of observations to calculate the α-
functions for the PBVI algorithm. To generate the sets Σ˜n, we initialized a set of 40 states σ0 normally distributed
with variance P0 and mean µ0 randomly chosen uniformly on K. Each σ0 was updated according to Φgy,u or Φδy,u
with u chosen randomly and y sampled from the corresponding σ0 (i.e. y ∼ p(y|σ0, u)). This process was repeated
N times, so that for each time step we had a set of 40 sampled σs. The finite set of observations were produced
by a uniform grid over K = [16, 24], again using end-points as the representative observations.
To compare performance of the finite state and Gaussian mixture approximations, we present computation
times and safety probability estimates for each, with varying δx, δy , and number of components in the indicator
approximation. Safety probabilities for varying initial distributions ρ are presented in Figs. 1a and 1b for the finite
state approximation and Gaussian mixture approximation, respectively. The optimal policy at time zero is shown
for varying ρ in Figs. 2a and 2b for the finite and Gaussian approximations, respectively. Computation times for
the Gaussian mixture approximation are given in Table I, and for the finite state approximation in Table II.
We also show sample RBF approximations to the indicator function 1K in Fig. 3 with varying numbers of
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components Iq . The error between the RBF approximation and 1K for varying Iq is shown in Fig. 4. As the
number of components increases, the approximation becomes more accurate, although as seen in Fig. 3, oscillations
remain at the endpoints of K. The increasing accuracy is most apparent in Fig. 4, and demonstrates the convergence
towards zero of the error δI with increasing Iq .
We show safety probabilities for δy = 0.5. Decreasing δy causes a slight increase in the safety probabilities, as
expected, but there is not a significant improvement in the probability estimates, although as seen in Tables I and
II, the increase in computation time is significant. This is likely problem-specific, and the value of δy may have a
greater impact for some applications.
The safety probability estimates for the finite state approximation are in general greater than for the Gaussian
mixture approximation. The mixture reduction method employed, as well as the indicator function approximation,
make the Gaussian method seemingly less accurate than the finite state approximation. However, over a finer mesh
δx, the finite state method results in greater computation time. Note also that for δx = 0.01, the safety probabilities
decrease relative to the probabilities for δx = 0.1, which highlights that although sampling from the information
space and discretizing the observations guarantees a lower bound, no such guarantee exists when discretizing the
state space, and there is a chance the safety estimates do not bound the true safety probabilities from below.
Although the coarse grid produces similar results to the fine grid (δx = 0.1 versus δx = 0.01), in higher
dimensional problems the number of grid cells becomes prohibitive even when δx is large, and the Gaussian
mixture approximation may be more computationally tractable. All scenarios produce a nearly identical optimal
thresh-hold policy based on the initial mean µ0, indicating that an optimal policy may be computed fairly quickly
using any of the above methods.
The computation time is unfortunately still quite high in both cases, and at this time each method is likely
applicable to systems with only a few modes and continuous state dimensions of no more than two or three. It is
likely, however, that computation time can be improved by using more sophisticated point-based solvers, such as
[30]. Further gains may be possible through adaptive gridding techniques, similar to those in [13], to decrease the
number of finite states required without sacrificing accuracy.
Interestingly, increasing the number of components in the RBF approximation to the indicator function only
slightly improves the safety estimates of the Gaussian mixture approximation, although the error from increasing
the number of components to 30 drops significantly. This may be caused by the mixture reduction technique,
leading to a loss in the added benefit of an increased number of components when that number is again reduced.
Iq = 10 Iq = 30
δy = 1.0 δy = 0.5 δy = 1.0 δy = 0.5
Comp. time (s) 365.5 1625.9 1865.0 5586.1
TABLE I: Computation times using PBVI with Gaussian mixture approximation, for varying number of components Iq for
RBF approximation to 1K and discretized observation spacing δy .
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δx = 0.1 δx = 0.01
δy = 1.0 δy = 0.5 δy = 0.1 δy = 1.0 δy = 0.5 δy = 0.1
Comp. time (s) 50.5 205.1 1599.8 8961.1 15343.7 108591.3
TABLE II: Computation times using PBVI with finite state approximation, for varying continuous state spacing δx and
discretized observation spacing δy .
(a) (b) (c) (d)
Fig. 3: Comparison between 1K(x) (in black, dashed line) to RBF approximation (red, solid line) for (a) Iq = 10 components,
(b) Iq = 30 components, (c) Iq = 100 components, and (d) Iq = 400 components. As the number of components increases,
the approximation improves, although oscillations at the endpoints remain.
However, although the error with Iq = 10 is large, we obtain safety estimates that are quite similar to the finite
state approximation. This requires further investigation, but may help in decreasing computation time without losing
significant accuracy by choosing Iq to be small.
VI. CONCLUSION
We have presented the first numerical results for verification and controller synthesis for safety objectives, given a
partially observable DTSHS. We have considered two approximations that enable the use of a well-known POMDP
optimization technique. The first approximation discretizes the state space over a compact set K and enables a
vector representation of the information states and α-functions. The second approximates the indicator function over
Fig. 4: The integrated error for RBF approximations to indicator function 1K with a varying number of components Iq .
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compact set K using a finite set of Gaussian radial basis functions and enables a Gaussian mixture representation
of the information states and α-functions. We can apply point-based value iteration to either approximation, and
guarantee a lower bound to the safety probability, which is proven to converge to the true safety probability of
the original PODTSHS. A simple numerical example shows that both methods provide similar safety estimates.
The finite state approximation is faster when a coarse discretization is used, but quickly becomes slower than the
Gaussian mixture approximation with a finer discretization. Therefore, although the Gaussian mixture produces
lower safety estimates, it may be better suited to higher dimensional problems.
Although we present a switched affine system with additive Gaussian noise, both approximations may be extended
to non-Gaussian systems. Convergence results for the finite state approximation apply to arbitrary transition kernels
Tx and Yx, given they still satisfy certain Lipschitz conditions. The Gaussian mixture approximation further requires
approximating Tx, Tq , and Yx with Gaussian mixtures, and introduces additional error. We also focus on the
safety problem, although the computational techniques presented will apply to other verification properties such as
reachability, reach-avoid objectives, and others, by modifying the information state and α-functions slightly. We are
currently working to formally extend these results to other verification objectives and more complex applications.
Because both methods are relatively slow, we plan to continue to refine them to decrease computation time, which
is possible through the use of more sophisticated existing point-based solvers. We are also exploring more efficient
computation by exploiting problem structure, through the use of adaptive gridding schemes and other representations
of α and σ beyond vectors and Gaussian mixtures.
APPENDIX
Proof of Lemma 1: By induction. At time N ,
V ∗N (σN ) =
∫
S
1K(s)σN (s) ds.
By defining αN (s) = 1K(s), we obtain the desired result. Note that this definition of αN is in line with the
definition given in Section II-B, because although it does not represent a full policy tree (being at the terminal time,
there are no more branches on the tree), it does represent the immediate value of being in state (x, q), given by
1K(x, q).
Next, assuming V ∗n+1(σn+1) = supαn+1 〈αn+1, σn+1〉, V ∗n can be written as
V ∗n (σn) = max
u∈U
Epi
[
sup
αn+1∈Γn+1
〈αn+1, σn〉
]
= max
u∈U
∫
Y
sup
αn+1∈Γn+1
〈αn+1,Φy,uσn〉P(dy|σn, u)
= max
u∈U
∫
Y
sup
αn+1∈Γn+1
[∫
K
∫
S
αn+1(s
′)γ(y|s′)τ(s′|s, u)σn(s) ds′ ds
]
dy.
Then for a specific observation y, action u, and function αin+1 (index i used to identify a particular αn+1 ∈ Γn+1),
the function αiy,u can be defined as
αiy,u(s) =
∫
S
αin+1(s
′)γ(y|s′)τ(s′|s, u) ds′1K(s). (47)
26
Because αiy,u does not depend on σn, we can redefine the supremum over all Γn+1 to be over all α
i
y,u.
V ∗n (σn) = max
u∈U
∫
Y
sup
{αiy,u}
〈αiy,u, σn〉 dy
For a specific σ, u, and y, we define
αy,u,σ(s) = arg sup
i
〈αiy,u, σ〉
=
∫
S
α
∗(y)
n+1(s
′)γ(y|s′)τ(s′|s, u) ds′1K(s)
(48)
with ∗(y) denoting the index i of the α-function αiy,u that maximizes the inner product. We further simplify V ∗n as
V ∗n (σn) = max
u∈U
∫
Y
〈αy,u,σ, σn〉 dy
= max
u∈U
〈∫
Y
αy,u,σ dy, σn
〉
.
(49)
Therefore, the set of all {αn} is described by
Γn =
⋃
σ
{∫
Y
αy,u∗,σ dy
}
(50)
with u∗ the control inputs chosen according to (49), and V ∗n may be written as
V ∗n (σn) = sup
αn∈Γn
〈αn, σn〉 (51)
Proof of Theorem 1: By induction. At time n = 0, σ0(s) = ρ(s) = σˆ0(s) and the inequality is trivially
satisfied. For all i = 0, . . . , n, assume |σi(s)− σˆi(s)| ≤ ησi δx. At time i = n+ 1, for any y ∈ Y and any u ∈ U ,
|σn+1(s′)− σˆn+1(s′)| ≤ min
{
1
p(y|σn, u) ,
1
p(y|σˆn, u)
} ∣∣∣∣γ(y|s′)∫
K
τ(s′|s, u)σn(s) ds
− γ(y|ξ(s′))
∫
K
τ(s′|ξ(s), u)σˆn(s) ds
∣∣∣∣ .
We add and subtract γ(y|ξ(s′)) ∫
K
τ(s′|s, u)σn(s) ds and γ(y|ξ(s′))
∫
K
τ(s′|ξ(s), u)σn(s) ds, apply the triangle
inequality, and use the Lipschitz inequalities (11).
|σn+1(s′)− σˆn+1(s′)| ≤ min
{
1
p(y|σn, u) ,
1
p(y|σˆn, u)
}[
|γ(y|s′)− γ(y|ξ(s′))|
∫
K
τ(s′|s, u)σn(s) ds
+γ(y|ξ(s′))
∫
K
|τ(s′|s, u)− τ(s′|ξ(s), u)|σn(s) ds+ γ(y|ξ(s′))
∫
K
τ(s′|ξ(s), u) |σn(s)− σˆn(s)| ds
]
≤ min
{
1
p(y|σn, u) ,
1
p(y|σˆn, u)
}h(2)y ‖x′ − ξ(x′)‖φ∗v + φ∗wh(2)x ‖x′ − ξ(x′)‖+ φ∗whq‖x− ξ(x)‖φ∗v
+φ∗w|σn − σˆn|
∑
q∈Q
Tq(q
′|s, u)
∫
Kq
τx(x
′|q′, ξ(s), u) dx

Since τx is bounded by φ∗v , and the Lebesgue measure of Kq is at most λ, we obtain
|σn+1(s′)− σˆn+1(s′)| ≤ min
{
1
p(y|σn, u) ,
1
p(y|σˆn, u)
}[
φ∗vh
(2)
y δ
x + φ∗wh
(2)
x δ
x + φ∗wφ
∗
vhqδ
x + φ∗wNqλ|σn − σˆn|
]
.
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Combining terms and applying the induction hypothesis gives the desired result.
Proof of Lemma 3: We exploit properties of the derivative of a Gaussian distribution, which bounds the
Lipschitz constants for γx from above. For clarity of notation, we will write C rather than C(q), with dependence
on q implicit. The constant h(2)y is the maximum value of the derivative of φ(yx;Cx,W) with respect to x:∥∥∥∥∂φ∂x
∥∥∥∥ ≤ 1(2pi)n2 |W| 12λw1 ‖yx − Cx‖‖C‖e−
‖yx−Cx‖2
2λw1 . (52)
Recall that xTA−1x ≥ λmin(A−1)‖x‖2 = ‖x‖
2
λmax(A)
for A a symmetric matrix. Therefore exp(− 12 (y−Cx)TW−1(y−
Cx)) ≤ exp(− ‖y−Cx‖22λmax(W) ). Taking the derivative again with respect to ‖y − Cx‖ and setting equal to zero, we see
that the maximum of (52) occurs at ‖y − Cx‖ = √λw1 .
Although ‖∂φ∂x‖ ≤ h(2)y , we create a tighter bound for the case in which ‖yx − Cx‖ is greater than
√
λw1 (for
yx ∈ Rl such that there exists x ∈ Ki,q for which ‖yx −Cx‖ =
√
λw1 , the upper bound h
(2)
y is attained) using the
following function.
hy(y
x) = max
x∈Ki,q
{
‖C‖
(2pi)
n
2 |W| 12λw1
‖yx − Cx‖e−
‖yx−Cx‖2
2λw1
}
.
Then,∫
Rl
|γx(yx|x, q)− γx(yx|x, q)| dyx ≤
∫
Rl
hy(y
x)‖x− x‖ dyx
≤ δxi,q
∫
{yx:‖yx−Cx‖2≤λw1 ,yx∈Rl,x∈Ki,q}
h(2)y dy
x
+ δxi,q
∫
{yx:‖yx−Cx‖2>λw1 ,yx∈Rl,x∈Ki,q}
hy(y
x) dyx
= δxi,qβ
y
1,i,qh
(2)
y + δ
x
i,q
∫
{yx:‖yx−Cx‖2>λw1 ,yx∈Rl,x∈Ki,q}
hy(y
x) dyx (53)
We use the change of variable v = ‖yx − Cx∗‖, with x∗ = arg minx∈Ki,q ‖yx − Cx‖, to rewrite the second term
of (53), and apply an identity for integrals of polynomials.∫
{yx:‖yx−Cx‖2>λw1 ,yx∈K,x∈Ki,q}
hy(y
x) dyx
=
‖C‖
(2pi)
n
2 |W| 12λw1
∫ ∞
√
λw1
ve
− v2
2λw1 dv
≤ ‖C‖
(2pi)
n
2 |W| 12λw1
∫ ∞
0
ve
− v2
2λw1 dv
≤ ‖C‖
(2pi)
n
2 |W| 12 (54)
Inserting (54) into (53) proves the lemma.
Proof of Lemma 5: By induction. At time N ,
|αiN (s)− α˜iN (s)| =
∣∣∣∣∫S (1K(s)− 1Kδ(ξ(s))) ds
∣∣∣∣ = 0
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since for any s ∈ K, by definition ξ(s) ∈ Kδ . Assume for all j = N − 1, . . . , n + 1, |αij(s) − α˜ij(s)| ≤
(N − n)Nq
[
βy1h
(2)
y + βx1h
(2)
x + β
y
2 + β
x
2 + hq
]
δx. For j = n, separate terms and apply the triangle inequality as
in the proof of Theorem 1.
|αin(s)− α˜in(s)| =
∣∣∣∣∫S
∫
Y
α
i(y)
n+1(s
′)γ(y|s′)τ(s′|s, ui)1K(s) dy ds′
−
∫
S
∫
Y
α˜
i(y)
n+1(s
′)γ(y|ξ(s′))τ(s′|ξ(s), ui)1Kδ(ξ(s)) dy ds′
∣∣∣∣
≤
∣∣∣αi(y)n+1(s′)− α˜i(y)n+1(s′)∣∣∣+Nq [βy1h(2)y + βy2] δx +Nq [hq + βx1h(2)x + βx2 ] δx (55)
The second term of (55) comes from Lemma 3 and noting that α(s) represents a probability that is bounded above
by one. The third term comes from Lemma 4 and the Lipschitz inequality for Tq (11). The term 1K(s) does not
affect the bound, and only indicates that both αn(s) and α˜n(s) are equal to zero for s /∈ K. Applying the induction
hypothesis to (55) gives the desired result.
Proof of Theorem 2: By construction. At any time n ∈ [0, N ], given σn ∈ Σ and σn,δ ∈ Σδ , we can rewrite
the value function evaluated at σ in terms of α-functions.∣∣V ∗n (σn)− V ∗n,δ(σn,δ)∣∣ =
∣∣∣∣∣ supαn∈Γn〈αn, σn〉 − supαn,δ∈Γn,δ〈αn,δ, σn,δ〉
∣∣∣∣∣
=
∣∣〈αkn, σn〉 − 〈αln,δ, σn,δ〉∣∣
Assume without loss of generality that 〈αkn, σn〉 ≥ 〈αln,δ, σn,δ〉. Then, because 〈α˜kn, σˆn〉 ≤ 〈αˆln, σˆn〉 by definition
of the optimality of αˆln, we can write∣∣V ∗n (σn)− V ∗n,δ(σn,δ)∣∣ = 〈αkn, σn〉 − 〈αln,δ, σn,δ〉
≤ 〈αkn, σn〉 − 〈α˜kn,δ, σn,δ〉
≤ ∣∣〈αkn, σn〉 − 〈α˜kn, σn〉∣∣+ ∣∣〈α˜kn, σn〉 − 〈α˜kn, σˆn〉∣∣
≤
∫
S
∣∣αkn(s)− α˜kn(s)∣∣σn(s) ds+ ∫
S
α˜kn(s) |σn(s)− σˆn(s)| ds (56)
Applying Lemma 5 to the first term of (56), and noting that the integral in the second term is in fact taken over K
rather than S since α˜kn(s) is zero for all s /∈ K, we obtain∣∣V ∗n (σn)− V ∗n,δ(σn,δ)∣∣ ≤ (N − n)Nq [hq + βy1h(2)y + βx1h(2)x + βy2 + βx2 ] δx +Nqλησnδx (57)
which completes the proof.
Proof of Lemma 6: The proof of both Lemma 6 and Lemma 7 require the following Gaussian density identities.
First, the product of two Gaussian densities is again a Gaussian density, up to a constant factor.
φ(x;µ1,P1)φ(x;µ2,P2) = φ(µ1;µ2,P1 + P2)φ(x; µ˜, P˜) (58)
with
µ˜ = P˜ (P−11 µ1 + P−12 µ2)
P˜ = (P−11 + P−12 )−1 (59)
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Second, for invertible matrix A, constant b, and variables x and y,
φ(y;Ax+ b,P) = |A−1|φ(x;A−1(y − b), A−1PA−T ). (60)
Both identities are easily shown directly.
The proof then follows by construction. Given σn,g(x, q) =
L∑
l=1
wσl,n(q)φ(x;µ
σ
l,n(q),Pσl,n(q)), observation y ∈ Y ,
and control input u ∈ U , the operator Φgy,uσn,g produces
Φgy,uσn,g = γ(y|s′, u)
∑
q∈Q
∫
Rm
 Iq∑
i=1
wIi (q)φ
I
i (x)
 τ(s′|s, u)σn,g(s) dx. (61)
We use the notation wIi , µ
I
i , and PIi for the weights, means, and covariances of the indicator function approximation
to distinguish them from the other Gaussian mixtures representing σ and α. Replacing σn,g by its Gaussian mixture
representation in (61), and expanding γ and τ , gives
(
Φgy,uσn,g
)
(Cx′, q′) = Yq(yq|q′)φ(yx;Cx′,W)
∑
q∈Q
∫
Rm
 Iq∑
i=1
wIi (q)φ
I
i (x)
Tq(q′|q, u)φ(x′;Ax+ g(q′, u),V)
×
[
L∑
l=1
wσl,n(q)φ(x;µ
σ
l,n(q),Pσl,n(q))
]
(62)
=
Nq∑
q=1
L∑
l=1
Iq∑
i=1
wIi (q)w
σ
m,n(q)Yq(y
q|q′)Tq(q′|q, u)|C−1|φ(x′;C−1yx;C−1WC−T )
×
∫
Rm
φ(x;µIi (q),PIi (q))φ(x;µσl,n(q),Pσl,n(q))
× |A−1|φ(x;A−1(x′ − g(q′, u)), A−1VA−T ) dx (63)
=
Nq∑
q=1
L∑
l=1
Iq∑
i=1
|A−1||C−1|wIi (q)wσm,n(q)Yq(yq|q′)Tq(q′|q, u)φ(x′;C−1yx;C−1WC−T )
× φ(µIi (q);µσl,n(q),PIi (q) + Pσl,n(q))
∫
Rm
φ(x; µ˜, P˜)
× φ(x;A−1(x′ − g(q′, u)), A−1VA−T ) dx (64)
=
Nq∑
q=1
L∑
l=1
Iq∑
i=1
|A−1||C−1|wIi (q)wσm,n(q)Yq(yq|q′)Tq(q′|q, u)φ(x′;C−1yx, C−1WC−T )
× φ(µIi (q);µσl,n(q),PIi (q) + Pσl,n(q))φ(A−1(x′ − g(q′, u)); µ˜, P˜ +A−1VA−T )
(65)
Line (63) follows from (60), line (64) from combining φ(x;µIi (q),Σ
I
i (q)) and φ(x;µ
σ
l,n(q),Pσl,n(q)) according to
(58), and (65) from a second application of (58) and setting the integral of a Gaussian density over X equal to one.
A final application of (58) and (60) gives
(
Φgy,uσn,g
)
(x′, q′) =
Nq∑
q=1
L∑
l=1
Iq∑
i=1
wIi (q)w
σ
m,n(q)Yq(y
q|q′)Tq(q′|q, u)φ(µIi (q);µσl,n(q),PIi (q) + Pσl,n(q))
× φ(yx;C(Aµ˜+ g(q′, u)),W + CVCT + CAP˜ATCT )φ(x;µσq,l,i,n+1(q′),Pσq,l,i,n+1(q′))
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which is again a Gaussian mixture with NqLIq components. Specifically,
σn+1,g(x
′, q′) =
Nq∑
q=1
L∑
l=1
Iq∑
i=1
wσq,l,i,n+1(q
′)φ(x′;µσq,l,i,n+1(q
′),Pσq,l,i,n+1(q′)),
with
wσq,l,i,n+1(q
′) = wIi (q)w
σ
l,n(q)Yq(y
q|q′)Tq(q′|q, u)φ(µIi (q);µσl,n(q),PIi (q) + Pσl,n(q))
× φ(yx;C(Aµ˜+ g(q′, u)),W + CVCT + CAP˜ATCT ),
µσq,l,i,n+1(q
′) = Pσq,l,i,n+1(q′)
[
CTW−1yx +
(
AP˜AT + V
)−1
(Aµ˜+ g(q, u, q′))
]
,
Pσq,l,i,n+1(q′) =
[
CTW−1C +
(
AP˜AT + V
)−1]−1
,
and
µ˜ = P˜
[(PIi (q))−1 µIi (q) + (Pσl,n(q))−1 µσl,n(q)] ,
P˜ =
[(PIi (q))−1 + (Pσl,n(q))−1] .
Proof of Lemma 7: By construction. Given α∗(y)n+1,g(x
′, q′) =
M∑
m=1
wα,ym,n+1(q
′)φ(x′;µα,ym,n+1(q
′),Pα,ym,n+1(q′))
for some observation y ∈ Y , then αgy,u,σ(x, q) for control input u ∈ U is written
αgy,u,σ(x, q) =
∑
q′∈Q
∫
Rm
α
∗(y)
n+1,g(s
′)γ(y|s′)τ(s′|s, u) dx′
 Iq∑
i=1
wIi (q)φ
I
i (x)
 (66)
=
∑
q′∈Q
∫
Rm
[
M∑
m=1
wα,ym,n+1(q
′)φ(x′;µα,ym,n+1(q
′),Pα,ym,n+1(q′))
]
× Yq(yq|q′)φ(yx;Cx′,W)Tq(q′|q, u)
× φ(x′;Ax+ g(q′, u),V) dx′
 Iq∑
i=1
wIi (q)φ
I
i (x)
 (67)
=
Nq∑
q′=1
M∑
m=1
Iq∑
i=1
wα,ym,n+1(q
′)wIi (q)Yq(y
q|q′)Tq(q′|q, u)
× φ(x;µIi (q),PIi (q))|C−1|φ(C−1yx;µα,ym,n+1(q′), C−1WC−T + Pα,ym,n+1(q′))
×
∫
Rm
φ(x′; µˆ, Pˆ)φ(x′;Ax+ g(q′, u),V) dx′ (68)
=
Nq∑
q′=1
M∑
m=1
Iq∑
i=1
wα,ym,n+1(q
′)wIi (q)Yq(y
q|q′)Tq(q′|q, u)
× φ(x;µIi (q),PIi (q))φ(yx;Cµα,ym,n+1(q′),W + CPα,ym,n+1(q′)CT )
× |A−1|φ(x;A−1(µˆ− g(q′, u)), A−1(Pˆ + V)A−T ) (69)
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=
Nq∑
q′=1
M∑
m=1
Iq∑
i=1
wα,ym,n+1(q
′)wIi (q)Yq(y
q|q′)Tq(q′|q, u)
× φ(µIi (q);A−1(µˆ− g(q′, u)),PIi (q) +A−1(Pˆ + V)A−T )
× φ(yx;Cµα,ym,n+1(q′),W + CPα,ym,n+1(q′)CT )φ(x;µα,yq′,m,i,n(q),Pα,yq′,m,i,n(q)) (70)
Line (68) follows from one application of (58), line (69) from (60) and another application of (58), and a final
product of Gaussian densities gives (70). Hence αgy,u,σ is a Gaussian mixture with NqMIq components.
Recalling that αn,g(x, q) =
∑
y∈Y α
g
y,u,σ, it follows that
αn,g(x, q) =
∑
y∈Y
Nq∑
q=1
M∑
m=1
Iq∑
i=1
wσy,q′,m,i,n+1(q)φ(x;µ
α
y,q′,m,i,n+1(q),Pαy,q′,m,i,n+1(q)),
with
wαy,q,l,i,n+1(q) = w
α,y
m,n+1(q
′)wIi (q)Yq(y
q|q′)Tq(q′|q, u)
× φ(µIi (q);A−1(µˆ− g(q′, u)),PIi (q) +A−1(Pˆ + V)A−T )
× φ(yx;Cµα,ym,n+1(q′),W + CPα,ym,n+1(q′)CT )
µαy,q′,m,i,n+1(q) = Pαy,q′,m,i,n+1(q)
[(PIi (q))−1 µIi (q) +AT (Pˆ + V)−1 (µˆ− g(q′, u))]
Pαy,q′,m,i,n+1(q) =
[(PIi (q))−1 +AT (Pˆ + V)−1A]−1 ,
and
µˆ = Pˆ
[
CTW−1yx + (Pα,ym,n+1(q′))−1 µα,ym,n+1(q′)]
Pˆ =
[
CTW−1C + (Pα,ym,n+1(q′))−1]−1 .
Proof of Theorem 3: By induction. At time zero, σ0,g(s) = σ0(s), so that ‖σ0 − σ0,g‖1 = 0. Assume that
‖σi − σi,g‖1 ≤ γσi NqδI for all i = 1, . . . , n. Then at time n+ 1 we have, for some y ∈ Y and u ∈ U ,
‖σn+1 − σn+1,g‖1 ≤
∫
S
γ(y|s′)
∫
S
∣∣∣∣∣∣1K(s)σn(s) ds−
Iq∑
i=1
wi(q)φi(x)σn,g(s) ds
∣∣∣∣∣∣ τ(s′|s, u) ds′
≤ φ∗w
∫
S
|1K(s)σn(s) ds− 1K(s)σn,g(s) ds|
+
∫
S
∣∣∣∣∣∣1K(s)σn,g(s) ds−
Iq∑
i=1
wi(q)φi(x)σn,g(s) ds
∣∣∣∣∣∣

≤ φ∗w
 ‖σn − σn,g‖1 + ∑
q∈Q
∫
Rm
∣∣∣∣∣∣1Kq (x)−
Iq∑
i=1
wi(q)φi(x)
∣∣∣∣∣∣σn,g(x, q) dx
 (71)
The first term of line (71) follows because the integral over K is less than the integral over all of S, since K is a
compact subset of S. The induction hypothesis completes the proof.
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Proof of Lemma 8: By induction. At time N ,
‖αN − α˜N,g‖1 =
∑
q∈Q
∫
Rm
∣∣∣∣∣∣1Kq (x)−
Iq∑
i=1
wi(q)φi(x)
∣∣∣∣∣∣ dx ≤ NqδI
and the result is satisfied. Assume for j = N−1, . . . , n+1 that ‖αij−α˜ij,g‖1 ≤
(∑N
k=j(λφ
∗
v)
N−kαN−k+j+1
)
Nqδ
I
for any αij ∈ Γj , letting αN+1 = 1. Then for j = n,
∥∥αin(s)− α˜in,g(s)∥∥1 = ∫S
∣∣∣∣∣∣
∫
S
∫
Y
α
i(y)
n+1(s
′)γ(y|s′)τ(s′|s, ui)1K(s) dy ds′
− α˜i(y)n+1,g(s′)γ(y|s′)τ(s′|s, ui)
Iq∑
i=1
wi(q)φi(x)
∣∣∣∣∣∣ dy ds′ ds
≤
∫
S
∫
S
∫
Y
∣∣∣αi(y)n+1(s′)− α˜i(y)n+1,g(s′)∣∣∣ γ(y|s′)τ(s′|s, ui)1K(s) dy ds′ ds
+
∫
S
∫
S
∫
Y
α˜
i(y)
n+1,g(s
′)γ(y|s′)τ(s′|s, ui)
∣∣∣∣∣∣1K(s)−
Iq∑
i=1
wi(q)φi(x)
∣∣∣∣∣∣ dy ds′ ds
≤
∫
S
∣∣∣αi(y)n+1(s′)− α˜i(y)n+1,g(s′)∣∣∣φ∗vds′ ∫
S
1K(s)ds+
∑
q∈Q
∫
Rm
αn+1
∣∣∣∣∣∣1Kq (x)−
Iq∑
i=1
wi(q)φi(x)
∣∣∣∣∣∣ dx
≤
(
N∑
k=n
(λφ∗v)
N−kαN−k+n+1
)
Nqδ
I
Proof of Theorem 4: By construction. For any time n ∈ [0, N ], given σn ∈ Σn and σn,g ∈ Σn,g , we can
rewrite the value function evaluated at σ in terms of α-functions.∣∣V ∗n (σn)− V ∗n,g(σn,g)∣∣ =
∣∣∣∣∣ supαn∈Γn〈αn, σn〉 − supαn,g∈Γn,g〈αn,g, σn,g〉
∣∣∣∣∣
=
∣∣〈αkn, σn〉 − 〈αln,g, σn,g〉∣∣
As in the proof of Theorem 2, assume without loss of generality that 〈αkn, σn〉 ≥ 〈αln,g, σn,g〉.∣∣V ∗n (σn)− V ∗n,g(σn,g)∣∣ = 〈αkn, σn〉 − 〈αln,g, σn,g〉
≤ 〈αkn, σn〉 − 〈α˜kn,g, σn,g〉
≤ ∣∣〈αkn, σn〉 − 〈α˜kn,g, σn〉∣∣+ ∣∣〈α˜kn,g, σn〉 − 〈α˜kn,g, σn,g〉∣∣
≤
∫
S
∣∣αkn(s)− α˜kn,g(s)∣∣σn(s) ds+ ∫
S
α˜kn,g(s) |σn(s)− σn,g(s)| ds
≤
(
N∑
k=n+1
(λφ∗v)
N−kαN−k+n+1
)
φ∗σ,nNqδ
I + αnγ
σ
nNqδ
I
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Proof of Lemma 10: Define K such that Yx(Y\K|z ∈ Kδ, u) < N . Then
V ∗n,δ(σn,δ)− Vˆ ∗n,δ(σn,δ) = sup
αn,δ∈Γn,δ
∑
z∈Kδ
αn,δ(z)σn,δ(z)− sup
αˆ∈Γ˜n,δ
∑
z
αˆn,δ(z)σn,δ(z)
≤
∫
K
∑
z,z′∈Kδ
[
α
∗(y)
n+1,δ(z
′)γ(y|z′)τδ(z′|z, u∗)σn,δ(z) dy
−α∗(θ(y))n+1,δ (z′)γ(y|z′)τδ(z′|z, u∗)σn,δ(z) dy
]
+
∫
Y\K
∑
z,z′∈Kδ
α
∗(y)
n+1,δ(z
′)γ(y|z′)τδ(z′|z, u∗)σn,δ(z) dy
−
∫
Y\K
∑
z,z′∈Kδ
α
∗(ψy)
n+1,δ(z
′)γ(y|z′)τδ(z′|z, u∗)σn,δ(z) dy
≤
∫
K
∑
z,z′∈Kδ
[
α
∗(y)
n+1,δ(z
′)γ(y|z′)τδ(z′|z, u∗)σn,δ(z) dy
−α∗(θ(y))n+1,δ (z′)γ(y|z′)τδ(z′|z, u∗)σn,δ(z) dy
]
+

N
(72)
Note that (72) is nonnegative, meaning that using αˆ∗δ produces a lower bound to the actual value function given by
α∗δ . This follows because α
∗(y)
n+1,δ is chosen optimally for only a subset of Y (at the points θ(y)), and for all other
y ∈ Y , αn+1,δ is suboptimal, producing a lower value.
Next, we can bound α∗(θ(y))n+1,δ γ(y|z′) from below based on how the points w are defined.
V ∗n,δ(σδ)− Vˆ ∗n,δ(σn,δ) ≤
∫
K
[
α
∗(y)
n+1,δ(z
′)γ(y|z′)− α∗(θ(y))n+1,δ (z′)γ(θ(y)|z′)
]
dy +

N
≤ Nqλh(1)y δy +

N
Proof of Theorem 6: By induction. At time N , V ∗N,δ(σn,δ) = V˜
∗
N,δ(σn,δ) since ΓN = Γ˜N = 1Kδ . Assume for
all i = n+ 1, . . . , N − 1 that V ∗i,δ(σn,δ)− V˜ ∗i,δ(σn,δ) ≤ (N − i)Nqλh(1)y δy + (N−j)N . Then, at time n,
V ∗n,δ(σn,δ)− V˜ ∗n,δ(σn,δ) = 〈α∗n,δ, σn,δ〉 − 〈α˜∗n,δ, σn,δ〉
= 〈α∗n,δ, σn,δ〉 − 〈αˆ∗n,δ, σn,δ〉+ 〈αˆ∗n,δ, σn,δ〉 − 〈α˜∗n,δ, σn,δ〉
≤ Nqλh(1)y δy +
∫
Y
sup
Γn+1,δ
〈αn+1,δ,Φδy,uˆ∗σn,δ〉Pδ(dy|σn,δ, uˆ∗)
−
∫
Y
sup
Γ˜n+1,δ
〈α˜n+1,δ,Φδy,u˜∗σδ〉Pδ(dy|σn,δ, u˜∗) +

N
≤ Nqλh(1)y δy + V ∗n+1,δ(σn+1,δ)− V˜ ∗n+1,δ(σn+1,δ) +

N
Applying the induction inequality and combining terms completes the proof.
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