Abstract-Unnatural patterns in the control charts can be associated with a specific set of assignable causes for process variation. Hence pattern recognition is very useful in identifying process problem. This paper presents a novel hybrid intelligent method for recognition of common types of control chart patterns (CCPs). The proposed method includes three main modules: the feature extraction module, the classifier module and the optimization module. In the feature extraction module, a proper set of the shape features and statistical features is proposed as the efficient characteristic of the patterns. In the classifier module adaptive neuro-fuzzy inference system (ANFIS) is investigated. In ANFIS training, the vector of radius has very important role for its recognition accuracy. Therefore, in the optimization module, cuckoo optimization algorithm (COA) is proposed for finding of optimum vector of radius. Simulation results show that the proposed system has high recognition accuracy.
I. INTRODUCTION
Control chart has been widely used in modern industrial and service organization. In recent years, various kinds of control charts have been developed according to different quality attributes and control targets. Monitoring process fluctuation with control charts is first proposed by Shewhart in 1924. It is believed that the process fluctuation involves abnormal changes due to assign able causes and normal changes due to non-assignable causes. Therefore, automatically recognizing control chart patterns (CCPs) is an essential issue for identifying the process fluctuation effectively. CCPs can exhibit six common types of pattern: normal (NOR), cyclic (CYC), increasing trend (IT), decreasing trend (DT), upward shift (US), and downward shift (DS). Except for normal patterns, all other patterns indicate that the process being monitored is not functioning correctly and requires adjustment. Fig. 1 shows these six types of patterns [1] . In recent years, several studies have been performed for recognition of the unnatural patterns. Some of the researchers used the expert systems [2, 3] . The advantage of an expert system or rule-based system is that it contains the information explicitly. If required, the rules can be modified and updated easily. However, the use of rules based on statistical properties has the difficulty that similar statistical properties may be derived for some patterns of different classes, which may create problems of incorrect recognition. Also, ANNs have been widely applied for classifiers. ANNs can be simply categorized into two groups comprising supervised and unsupervised. Most researchers [4] [5] [6] have used supervised ANNs, such as multi layer perceptron (MLP), radial basis function (RBF), and learning vector quantization (LVQ), to classify different types of CCPs. Furthermore, unsupervised methods, e.g. self-organized maps (SOM) and adaptive resonance theory (ART) have been applied to fulfill the same objective in other studies [7, 8] . The advantage with neural network is that it is capable of handling noisy measurements requiring no assumption about the statistical distribution of the monitored data. It learns to recognize patterns directly through typical example patterns during a training phase. One disadvantage with neural network is the difficulty in understanding how a particular classification decision has been reached and also in determining the details of how a given pattern resembles with a particular class. In addition, there is no systematic way to select the topology and architecture of a neural network. In general, this has to be found empirically, which can be time consuming.
Most the existing techniques used the unprocessed data as the inputs of CCPs recognition system. The use of unprocessed CCP data has further many problems such as the amount of data to be processed is large. On the other hand, the approaches which use features are more flexible to deal with a complex process problem, especially when no prior information is available. If the features represent the characteristic of patterns explicitly and if their components are reproducible with the process conditions, the classifier recognition accuracy will increase [9] . Further, if the feature is amenable to reasoning, it will help in understanding how a particular decision was made and thus makes the recognition process a transparent process. Features could be obtained in various forms, including principal component analysis shape features [10, 11] , multi-resolution wavelet analysis [12, 13] and statistical features [14] . Pham and Wani [10] introduced feature based control chart pattern recognition. Nine geometric features were proposed: slope, number of mean crossings, number of least-square line crossings, cyclic membership, average slope of the line segments, slope difference, and three different measures for area. The scheme was aimed at improving the performance of the pattern recognizer by presenting a smaller input vector (features). Gauri and Chakraborty [11] also present a set of seven most useful features that are selected from a large number of potentially useful features using a CART-based systematic approach. Based on these selected features, eight most commonly observed CCPs are recognized using heuristic and ANN techniques. Chen [12] presents a hybrid approach by integrating wavelet method and neural network for on-line recognition of concurrent CCPs. In the hybrid system, concurrent CCPs are first preprocessed by a wavelet transform to decompose the concurrent patterns into different levels or patterns, and then the corresponding features are fed into back-propagation ANN classifiers for pattern recognition. Hassan et al. [13] conducted an experimental study to use BPNs for identifying six types of basic SPC patterns, where the performances of two BPN recognizers using statistical features and raw data as input feature, respectively, were compared. The results indicated that the BPN using statistical features as input vectors has better performance than those of the other BPN using raw data as input vectors.
Based on the published papers, there exist some important issues in the design of automatic CCPs recognition system which if suitably addressed, lead to the development of more efficient recognizers. One of these issues is the extraction of the features. In this paper for obtaining the compact set of features which capture the prominent characteristics of the CCPs in a relatively small number of the components, the statistical and shape features are applied. These features are presented in Section 2.
Another issue is related to the choice of the classification approach to be adopted. The proposed method uses fuzzy rules for recognition task. In the proposed method, an expert system has been developed which has fuzzy rules obtained by adaptive neuro-fuzzy inference system (ANFIS). ANFIS represent the promising new generation of information processing systems. Adaptive network based fuzzy inference systems are good at tasks such as pattern matching and classification, function approximation, optimization and data clustering, while traditional computers, because of their architecture, are inefficient at these tasks, especially pattern-matching tasks [14] [15] [16] [17] [18] .
The structure of the proposed classifier is shown in the Fig. 2 . It can be seen that this system is composed of the two major decision layers. In this system, patterns are divided into three binary groups using Statistical feature and classifier 1 in the first layer. In the second layer the recognition process is done by shape features and classifiers in each group. Also, proposed method shown in Fig 3. In ANFIS training process, the radius of clusters has high efficiency on the performance of system. For this respect, cuckoo optimization algorithm (COA) is chosen as an optimization technique to optimize the ANFIS parameter. This technique will improve the ANFIS performance.
The rest of paper is organized as follows. Section 2 explains the feature extraction. Section 3 presents the needed concepts including the ANFIS and cuckoo optimization algorithm. Section 4 describes the proposed 
II. FEATURE EXTRACTION
Features represent the format of the CCPs. As we know, different types of CCP have different properties; therefore finding the suitable features in order to identify them is a difficult task. In the signal recognition area, choosing the good features not only enables the classifier to distinguish more and higher CCPs, but also helps reduce the complexity of the classifier. In this paper, for the feature extraction module we have used a suitable set of features that consists of both shaping and statistical information of the CCPs. Figs. 4-10 show these features. These features are briefly described as follows.
A. Statistical Feature
Some statistical features are mean, standard deviation, skewness, kurtosis, and autocorrelation. In this paper we have used mean as feature1.
Feature1 (mean): Its mathematical form is shown below:
where i X represent the input (reference) vector and n is the total length of the observing window.
B. Shape features
In [10] , the authors have introduced nine shape features for discrimination of the CCPs. In this paper, three of these features are considered as features 2, 3 and 4. Feature 5 is proposed in this paper.
Feature2 (APML): the area between the pattern and the mean line. The APML is lowest for a normal pattern.
Thus, this feature differentiates between normal and other patterns.
Feature3 (APSL): the area between the pattern and its least-square line. Cyclic and shift patterns have a higher APSL value than normal and trend patterns and therefore the APSL can be used to differentiate cyclic and shift patterns from normal and trend patterns.
Feature4 (ASS): the area between the least-square line and the line segments. The value of this feature is approximately zero for a trend pattern and is higher for a shift pattern. This feature thus differentiates trend patterns from shift patterns.
Feature5 (MVSASTI): the maximum value of variation in signal amplitude in a short time interval (proposed shape feature). As it is depicted in Fig. 1 , the maximum variation of signal amplitude in a time interval of 60 second is approximately identical in both shift and trend patterns. But in shift pattern, there is a large amount of variation in signal amplitude in a part of signal and in a short time interval which is not existed in the trend pattern. This difference could be used for separating these two patterns. So, the maximum of signal variation is calculated in a short time interval like T. beginning from t=0, the maximum value of signal variation is calculated, from t=0 to t= t+T. This process is proceeded for t=1,…, 60-T. Finally the maximum variation in different time interval is selected as a desired feature. T could be any number between 5 to 10. This shape feature is new in this area. In this study t=7 sec is selected. 
A. Adaptive network based fuzzy inference system (ANFIS)
The adaptive network based fuzzy inference system (ANFIS) represents a useful neural network approach for the solution of function approximation problems. Data driven procedures for the synthesis of ANFIS networks are typically based on clustering a training set of numerical samples of the unknown function to be approximated. Since introduction, ANFIS networks have been successfully applied to classification tasks, rulebased process controls, pattern recognition problems and the like. Here a fuzzy inference system comprises of the fuzzy model [19, 20] proposed by Takagi, Sugeno and Kang to formalize a systematic approach to generate fuzzy rules from an input output data set. More details regarding ANFIS can be found in [21] [22] [23] [24] [25] [26] [27] [28] [29] . Fig. 11 shows a flowchart of the cuckoo optimization algorithm. Like other evolutionary algorithms, the COA starts with an initial population of cuckoos [30] . These initial cuckoos have some eggs to lay in some host birds' nests. Some of these eggs which are more similar to the host bird's eggs have the opportunity to grow up and become a mature cuckoo. Other eggs are detected by host birds and are killed. The grown eggs reveal the suitability of the nests in that area. The more eggs survive in an area, the more profit is gained in that area. So the position in which more eggs survive will be the term that COA is going to optimize.
B. Cuckoo optimization algorithm (COA)
Cuckoos search for the most suitable area to lay eggs in order to maximize their eggs survival rate. After remained eggs grow and turn into a mature cuckoo, they make some societies. Each society has its habitat region to live in. The best habitat of all societies will be the destination for the cuckoos in other societies. Then they immigrate toward this best habitat. They will inhabit somewhere near the best habitat. Considering the number of eggs each cuckoo has and also the cuckoo's distance to the goal point (best habitat), some egg laying radii is dedicated to it. Then, cuckoo starts to lay eggs in some random nests inside her egg laying radius. This process continues until the best position with maximum profit value is obtained and most of the cuckoo population is gathered around the same position. More details regarding COA can be found in [30] . 
IV. PROPOSED METHOD
In this section, it is described the design of proposed method for CCPs. The structure of the proposed classifier is shown in the Fig. 2 . It can be seen that this system is composed of the two major decision layers. In first layer sextuple patterns of control chart are divided to three groups of double patterns. This layer uses the statistical feature and divides the input patterns into three binary groups. As indicated in Fig. 12 , the value of the used statistical feature of the member of the each group is close to each other. These binary groups are: normal and cyclic patterns (Group1, blue lines), upward shift and upward trend patterns (Group2, green lines), downward shift and downward trend patterns (Group3, red lines). In this layer because of using proper stochastic feature (mean), we are facing to a very easy classification problem. In the second layer, ANFIS2 is trained to separate normal and cyclic pattern. According to the Fig.  4 the separation of these patterns are very easy. Because the values of the feature2 are completely different for the normal and the cyclic patterns. For separation of the members of the Group2, i.e. upward shift and upward trend patterns, the Feature3, the Feature4 and the Feature5 are used by the ANFIS3. ANFIS3 is trained to separate upward shift and upward trend patterns. For separation of the members of the Group3, the Feature3, the Feature4 and the Feature5 are used by the ANFIS4.
The proposed method is a COA based ANFIS classification technique. The structure of the proposed method is shown in the Fig. 3 . This approach selects the optimum vector of radius.
The ANFIS model was developed using MATLAB Fuzzy Logic Toolbox (2009). A subtractive fuzzy clustering was generated to establish a rule base relationship between the input and output parameters. The data was divided into groups called as clusters using the subtractive clustering method to generate fuzzy inference system. In this study, the Sugeno-type fuzzy inference system was implemented to obtain a concise representation of a system's behavior with a minimum number of rules. The linear least square estimation was used to determine each rule's consequent equation. A radius value was given in the MATLAB program to specify the cluster center's range of influence to all data dimensions of both input and output. If the cluster radius was specified a small number, then there will be many small clusters in the data that results in many rules. In contrast, specifying a large cluster radius will yield a few large clusters in the data resulting in fewer rules [16] . For example, if the data dimension is 3 (e.g., input has two columns and output has one column), radii = [0.5 0. For this study, we have used 60% of data for training the classifier and the rest for testing. The easiest way to assess the performance rate is to choose a test set independent of the training set and validation set to classify its examples, count the examples that have been correctly classified and divide by the size of the test set. The proportion of test-set examples that are classified correctly to the total samples, estimates the performance of recognizer for each pattern. In order to achieve the recognition accuracy (RA) of system, one needs to compute the average value of the performances of the CCPs.
A. Performance of recognizer without optimization
First we have evaluated the performance of the recognizer without optimization. Table 1 shows the recognition accuracy (RA) of non-optimized systems. As reported in Table 1 , 97.43% recognition accuracy is achieved. In order to indicate the details of the recognition for each pattern, the confusion matrix of the recognizer is shown by Table 2 . As we know, the values in the diagonal of confusion matrix show the correct performance of recognizer for each pattern. In other words, these value show that how many of considered pattern are recognized correctly by the system. The other values show the mistakes of system. For example, look at the third row of confusion matrix. The value of 96.5% shows the percentage of correct recognition of upward trend pattern and the value of 3.5% shows that this type of pattern is wrongly recognized with upward shift pattern. In order to achieve the recognition accuracy (RA) of system, it is needed to compute the average value of that appears in diagonal.
B. Performance of recognizer with optimization
Next, we apply COA to find the optimum parameters of the ANFIS. Table 3 shows the COA parameters. These values obtained after several experiments. Table 4 shows the RA of optimized system. From Table 1 and Table 4 it   Table 2 can be found that RA is increased from 97.54% (in case of the non-optimized system) to 99.58%. It can be seen that the optimization improves the performance of recognizer significantly. Also Table 5 shows the confusion matrix. In order to compare the performance of COA with another nature inspired algorithms, we have used several nature inspired algorithms such as artificial bee colony (ABC) [32] , genetic algorithm (GA) [33] , particle swarm optimization (PSO) [34] and imperialist competitive algorithm (ICA) [35] to evolve the proposed method. According to results in Table 6 , the best accuracy obtained for the test set by COA-ANFIS is 99.58%.It can be seen that the success rates of COA is higher than the performance of other nature inspired algorithms. 
C. Performance evaluation with optimization in different runs
In this sub-section, for evaluating the performance of the COA, five different runs have been performed. Fig.  14 shows a typical increase of the fitness (classification accuracy) of the best individual fitness of the population obtained from proposed system for different runs. As indicated in this figure, its fitness curves gradually improved from iteration 0 to 100, and exhibited no significant improvements after iteration 70 for the five different runs. The optimal stopping iteration to get the highest validation accuracy for the five different runs was around iteration 60-70. 
D. Effects of the COA parameters on the performance of the method
In this subsection we have analyzed the sensitivity of the recognition system with respect to the  and  , which control the behavior, and thus, the goodness of the COAsearch process. The achieved results for 10 set of parameters are shown in Table 7 . For surveying the influence of parameters in each case, ANFIS is tested 50 times independently. The average of best obtained value is depicted in table. It illustrates that this hybrid system have a little dependency on variation of the parameters. 
E. Comparing performances of the classification techniques
The performance of the proposed classifier has been compared with other classifiers for investigating the capability of the proposed classifier, as indicated in Table  8 . In this respect, probabilistic neural networks (PNN) [36] and Multilayered perceptron (MLP) neural network with different training algorithm such as: Back propagation (BP) learning algorithm [37] and with Resilient propagation (RP) learning algorithm [38] are considered. They comprise parameters which should be readjusted in any new classification. Furthermore, those parameters regulate the classifiers to be best fitted in for classification task. In most cases, there is no classical method for obtaining the values of them and therefore, they are experimentally specified through try and error. It can be seen from Table 8 that the proposed method has better recognition accuracy than other classifiers. 
F. Comparison and discussion
For comparison purposes, Table 9 gives the classification accuracies of our method and previous methods applied to the same database. As can be seen from the results, proposed method obtains a excellent classification accuracy. 
VI. CONCLUSION
Control chart patterns (CCPs) are important statistical process control tools for determining whether a process is run in its intended mode or in the presence of unnatural patterns. Unnatural CCPs provide clues to potential quality problems at an early stage, to eliminate defects before they are produced. In this paper presents a novel hybrid intelligent method for recognition of common types of CCP. The proposed method includes three main modules: the feature extraction module, the classifier module and optimization module. In the feature extraction module, a proper set of eight shape and statistical features is presented that is useful for recognition of control chart patterns. Extraction of these features does not call for utilizing the experience and skill of the users and thus the CCP recognizer developed based of these features will be truly automated. Further, the use of this features set required less training effort and resulted in better recall performance. These confirm the expectation that a feature-based input vector representation results in better recognizer performance. In the classifier module ANFIS techniques was proposed for the comprehensive recognition of CCPs. The structure of the proposed classifier is composed of the two major decision layers. In first layer sextuple patterns of control chart are divided to three groups of double patterns. These groups are: normal and cyclic patterns (Group1), upward shift and upward trend patterns (Group2), downward shift and downward trend patterns (Group3).
In the second layer the recognition process is done by shape features and classifiers in each group. For the optimization module, cuckoo optimization algorithm is proposed to improve the generalization performance of the recognizer. In this module, it the ANFIS classifier design is optimized by searching for the best vector of radius. The results showed that the proposed model was effective in finding the parameters of ANFIS, and that it improved classification accuracy. We evaluated the proposed model using a data set and compared it with other models. The simulation results indicate that the proposed method can correctly achieve high classification accuracy (99.58%).
