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1. INTRODUCTION 
An important theorem of HinEin [6] describes the possible limit laws as 
the infinitely divisible distributions. Our aim is to understand why this 
result is true. By “understanding” we mean pinpointing those properties of 
the convolution structure of distributions that are important for the proof; 
and this will be achieved by describing a class of abstract semigroups in 
which a result like that holds. 
This was attempted for decomposition problems by Kendall’s Delphic 
theory [7] (see also Davidson [21]). His Delphic semigroups were charac- 
terized by the existence of an analogue of Hi&n’s functional, a sort of 
norm. He incorporated the statement “limit laws are infinitely divisible” 
into the definition of a Delphic semigroup. We shall also see that this can 
almost be omitted. Research in this direction has already been done by 
Davidson [3]; see Section 4. 
With G. J. Sztkely, we tried to develop an alternative theory of decom- 
position in [S, 91. The present work applies many ideas from these papers. 
It is interesting that HinEin’s functional, which we tried to oust there, now 
comes back through the rear door. 
In the second part of the paper we shall generalize this result to dis- 
tributions on a broader class of groups than previously known. 
The proof itself will not be easier than the classical proofs; it will be 
longer and more complicated because I have to develop the technical 
apparatus before I can start the “real” proof in Section 8. The underlying 
heuristic argument is the following. Assume we have an infinitesimal 
triangular array (I~) with terms of “approximately the same size” in each 
row and converging to s. If all the tij, j= 1, . . . . n(i), are small, they cannot 
be “very different.” Group them so that ti, y and ti, Zj+, are “similar” for 
most values of j. Forming the products ai = n tj, zi, 6, = n t, zj+ 1, we have 
ai z bj and if a is a limit point of ai, this yields s = u2. 
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2. HUN SEMIGROUPS 
Let S be a commutative topological semigroup with unity e and 
topologically Hausdorff (T,); we have in mind mainly the set D(G) of dis- 
tributions (= tight probability measures) on a topological group G, with 
the convolution and the weak topology. For s, t E S we say that s divides (is 
a factor of) t and write s 1 t if t = sx with some (generally not unique) x. We 
denote the set of divisors of s by T,Y. If both s 1 r and t 1 s, we say that they 
are associates and write s N t. 
DEFINITION 2.1. S is a Hun semigroup if 
(i) it is associatefree, that is, s N t implies s = t; 
(ii) T, is compact for every s E S. 
This class was introduced by Ruzsa and Sztkely [9]. We developed a 
theory of decomposition and applied it to distributions [8]. Two measures 
are associates if they are translates of each other; thus D(G) is by no means 
Hun. The factors-semigroup D*(G) with respect to N (= we identify the 
translates) is, however, Hun [S]. We return to this in the next section and 
in the second part of the paper. 
Let Z be a directed set. By an Z-array we mean a system (tii);!J,, ie,, 
tijE S. In particular, if Z is the set of positive integers, we speak of a 
triangular array. 
DEFINITION 2.2. An Z-array (tv) is infinitesimal if for every 
neighbourhood U of e there is an i, E Z such that tiie U for all i> i, and 
1 ,<j< n(i). 
By the limit of an Z-array we mean 
n(i) 
s= lim fl 
iel 
tii 
/=I 
if it exists; in this case we also call the array convergent. If 
n(i) 
s=n tii 
j= 1 
for all i, we call the array exact. 
DEFINITION 2.3. The array (tij) is compact, if for an arbitrary choice of 
i < a(i) < b(i) < n(i), the net of (a(i), b( i))-partial products 
b(i) 
ri= n tii 
j=o(i) 
is compact, that is, every subnet of the net (ri)ic, has a cluster point. 
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Remark. If S is first countable (M, ), one can always replace nets by 
sequences. If this is not the case, generally one cannot, even if we restrict 
ourselves to triangular arrays. For a net with a cluster point, one can find a 
subnet converging to it, but a convergent subsequence may not exist even if 
the net is a sequence. 
For an ordinary triangular array compactness is equivalent to the 
relative compactness of the set of all partial products 
r(i,a,b)= fI t,. 
j=o 
DEFINITION 2.4. An s E S is an Z-limit if there is a compact infinitesimal 
Z-array whose limit is s. If it is a triangular array, we call s an infinitesimal 
limit. 
DEFINITION 2.5. An s E S is infinitely divisible if for every positive 
integer n there is a t, E S such that s = t;. 
In D*(G), every convergent Z-array is automatically compact. The 
relevance of compactness is shown by the following example of Davidson 
[3]. Take a sequence (x,) of linearly independent (over the rational num- 
bers) positive numbers with xi + 0 and let S be the additive semigroup of 
real numbers generated by the set {x,}. S is clearly Hun, the set of divisors 
of s is always finite. On the other hand, it is everywhere dense on the line, 
thus for every s one can find t, so that 
nt, -+ S, t,-+e (=O), 
hence every element is an infinitesimal limit but no element other than e is 
infinitely divisible. 
An idempotent is an element satisfying s2 = s. 
LEMMA 2.6. In a Hun semigroup, every element s has a maximal idem- 
potent divisor t in the sense that whenever z 1 s, z = z2, then z 1 t. 
This will be proved in Section 5. 
DEFINITION 2.7. The maximal idempotent divisor t of s will be called 
the hair of s and will be denoted by h(s); if t = e, we call s bald. 
I cannot establish that every infinitesimal limit is infinitely divisible in 
every Hun semigroup (though I conjecture this is true); I need an extra 
condition. 
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DEFINITION 2.8. By an s-norm we mean a function 
A: T,+ [0, 00) 
which is a partial homomorphism, that is, A(ab) = A(a) + A(b) if ab I s, and 
is continuous at h(s). 
Our main result is the following. 
THEOREM. Let S be a Hun semigroup. Assume that for every SE S that is 
not an idempotent there is an s-norm A, with A,(s) > 0. Then for every I-limit 
s in S there is a continuous homomorphism cp: [0, co) + S for which cp( 1) = s 
and q(O) = h(s); in particular, s = q( l/n)” is infinitely divisible. 
Remark. We cannot generally have s = t; with t, + e; just think of the 
interval [0, 1 ] with multiplication and s = 0. 
3. HUNGARIAN SEMIGROUPS 
We describe a wider class of semigroups that includes D(G) and on 
which our theory still works. 
An element u E S is a unit if it is invertible, that is, e = uv with some v. 
DEFINITION 3.1. A commutative Hausdorff topological semigroup S 
with unity e is Hungarian, if 
(i) whenever s - t, then s = ut with some unit U; 
(ii) the set {(s, t): s, t E S, s - t > is closed in S2; 
hence we can form the factor-semigroup S* = S/- and it will be 
Hausdorff; 
(iii) in S*, the set of divisors of any’element is compact. 
Remark. This term was introduced by Ruzsa and Szekely [9] with the 
following differences. Instead of (ii), we assumed only that the set 
{t E S: t -s} is closed for every fixed s; this was sufficient for the existence 
of S*, but it does not imply (at least not obviously) that it is Hausdorff, 
which we realized in [lo]. We also included the condition “S is first coun- 
table,” which we shall now add separately when necessary. 
DEFINITION 3.2. We call an element s E S a weak Z-limit if there is an 
infinitesimal Z-array (t,-);(l),, ic, and a net (u;) of units such that 
lim ui n tii= s. 
isl i= 1 
(3.3) 
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If Z= {natural numbers}, we speak of a weak infinitesimal limit. 
This concept corresponds to that of a limiting law with “infinitely small” 
summands and a centering. 
DEFINITION 3.4. An element s E S is weakly infinitely divisible if for 
every positive integer n there is an element t, and a unit u, such that 
s=u t” n II. 
Remark. Often this definition is used for infinitely divisible. In making 
this distinction we follow, e.g., Heyer [4]. 
COROLLARY 3.5. Let S be a Hungarian semigroup. Assume that for every 
s E S that is not an associate of an idempotent there is an s-norm A, with 
A,(s) > 0. Then every weak Z-limit s in S is weakly infinitely divisible. Zf S is 
first countable, then we can have s = u, tz with t, + h(s). 
Remark. It would be interesting to obtain the continuous form as for 
Hun semigroups, and to obtain infinite divisibility rather than weak infinite 
divisibility. 
How this applies to D(G) will be discussed in the second part of the 
paper. 
Proof of the Corollary (assuming the Theorem). Let +: S + S* be the 
natural homomorphism. Observe that if s E S is an idempotent, then so is 
$(S), and for an idempotent s* E S* there is a unique idempotent 
s E II/ - ‘(S*). Hence by Lemma 2.6 one can speak of the hair of an arbitrary 
SES; it will be the unique idempotent in I+!-‘(t*), where t* is the hair of 
e(s). Also, an s-norm A must be obviously constant on associate classes, 
thus it induces a $(s)-norm A*. 
Now let s E S be an Z-limit with hair t; then clearly so is s* = ccl(s), thus 
by the Theorem one can find t,* with 
[*“ES n 3 t,* -+ t* = G(t). 
Select arbitrarily a t, E Ic/ -‘(t,*); then we have t; N s, then s = u,,t; with 
suitable units u,. If S is first countable, then [9, Lemma 5.43 we can find t, 
so that t, -+ t. 
4. DELPHIC SEMIGROUPS AND ANTIIRREDUCIBLE ELEMENTS 
Kendall [7] calls a commutative semigroup Delphic, if it satisfies the 
following requirements: 
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(i) T, is always compact; 
(ii) there is a continuous homomorphism d: S-P [0, a~) that 
vanishes only at e; 
(iii) the limit of an infinitesimal triangular array is always infinitely 
divisible. 
Observe that (ii) immediately implies that S is Hun, and every element 
of S is bald. 
An important attempt to free Delphic theory from (iii) was made by 
Davidson [3]. To achieve his goal, he assumed a stronger form of (ii) 
(loosely speaking, his assumption is that there is a countable family of such 
homomorphisms that together separate S). We go in a different direction, 
our project being to weaken (or eventually get rid of) (ii). Still, the reader 
may observe some conceptual parallelism between our papers; several 
notions (like infinitesimal divisibility, to be defined below) can be found, 
with slight differences, in his work. 
We assumed a weaker form of (ii) (probably some weaker form of (ii) 
would also suffice for a great part of Delphic theory), but it still has an 
unpleasant external nature. I hope that it can eventually be reduced to an 
inner condition for a reasonably large class of semigroups. 
Concerning (iii), our Theorem shows that it can be “almost” dropped: it 
holds automatically for compact arrays. The example of Section 2 
demonstrates that without compactness this may fail. There are, however, 
two important applications where it can be omitted. First is the case when 
S is such that every convergent array is automatically compact; we shall 
see in the second part that D*(G) belongs to this class. The other is when 
the array is exact, when its compactness follows from the compactness 
of T,. 
This arises, for example, during the study of decompositions. We call an 
element p of a Hun semigroup S irreducible, if p = xy implies x = e or y = e. 
In general not every element can be decomposed into a product of 
irreducibles even if we allow infinitely many factors. There may be elements 
that have no irreducible divisor at all; we call these antiirreducible (an 
example is the normal distribution by a classical result of Cramer [ 1 I). 
HinEin [S] proved that all antiirreducible distributions are infinitely 
divisible, which was then generalized to many structures, among others to 
Delphic semigroups. When proving a result like that, one first obtains a 
representation by a triangular array and then applies (iii). The array one 
obtains is, however, exact. 
DEFINITION 4.1. By a U-decomposition of an SE S, where U c S, we 
mean an arbitrary representation 
s=t,tZ*..tk, tie u. 
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DEFINITION 4.2. We call an s E S infinitesimally divisible, if for every 
neighbourhood U of e it has a U-decomposition; in other words, if it is the 
limit of an exact infinitesimal Z-array for a suitable I. 
In [9] we proved (Theorem 3) that a bald antiirreducible element in a 
Hun semigroup is always infinitesimally divisible. Combining this with our 
Theorem, we obtain the following. 
COROLLARY 4.3. In a semigroup satisfying the conditions of the 
Theorem, every bald antiirreducible element is infinitely divisible. 
5. HAIR 
In this section we prove the existence and some properties of the “hair” 
function. 
LEMMA 5.1. Let S be a Hun semigroup, A c S. Assume that for every 
a E A the set 
is compact. Then there is a maximal b E A in the sense that no multiple of b 
other than itself belongs to A. 
Proof Consider the sets B c A with the property that 
for every finite Cc B. By Zorn’s lemma there is a maximal B. By com- 
pactness we conclude 
M= n M,#0. 
SEE 
Take an arbitrary ZE M. This z is a possible choice of our maximal 
element. To see this, assume that z 1 y for some y E A. If y E B, then also 
y ) z, thus z = y. Assume now y E A \ B. By z 1 y we infer y E M, whenever 
z E M,, thus 
y~MnM,f0, 
a contradiction to the maximality of B. 
LEMMA 5.2. Let S be a Hun semigroup, A c S closed. Then there is a 
minimal b E A in the sense that no divisor of b other than itself belongs to A. 
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The proof is completely analogous to that of the previous lemma. Instead 
of M, we apply the sets 
D,={x:xcA,xla}=AnT,, 
which are compact because of the compactness of T,, thus no extra 
condition is necessary. 
LEMMA 5.3. In a compact Hun semigroup S there is a zero-element, that 
is, a zESsuch that sz=zfor allsEX 
Proof: Apply Lemma 5.1 with A = S. 
Now we prove Lemma 2.6 in a somewhat stronger form. 
LEMMA 5.4. In a Hun semigroup S for every s E S there is an idempotent 
t such that ts = s and whenever xs = s then xt = t; in particular, t is divisible 
by every idempotent divisor of s. 
Proof: Apply Lemma 5.1 for the subsemigroup 
A= {x:x~S, xs=s}, 
which is clearly closed and is contained in T,, hence compact. 
We recall (Definition 2.7) that this element t = h(s) is the hair of s and 
elements with h(s) = e are bald. 
Now we prove a certain “semicontinuity” of h. 
DEFINITION 5.5. A set A c S is bounded, if there is an s E S such that 
a 1 s for all a E A. A net (ti)ie, is bounded, if the set { ti: i E Z, i > iO} is boun- 
ded for some i, E I. 
LEMMA 5.6. Let (si) be a bounded net converging to s. With t = h(s), 
ti = h(si) we have 
tti + t. (5.7) 
Remark. ti may not tend to t. 
ProoJ: If every si (i > i,) is in TX with a fixed x, then so are the t;s. 
Thus the net (ti) is compact, and if (5.7) does not hold, then there is a 
subnet on which 
ti+.Y9 tti + ty # t. (5.8) 
Therefore siti + sy; on the other hand, si ti = si + s, thus sy = s. By Lemma 
5.4 we conclude ty = t, a contradiction to (5.8). 
INFINITE DIVISIBILITY 123 
6. FROM Z-LIMITS TO INFINITESIMAL AND COMETAL DIVISIBILITY 
The aim of this section is to show that in a Hun semigroup S the limit of 
a compact infinitesimal Z-array must be “almost” infinitesimally divisible. It 
is not always infinitesimally divisible, as the example of a Haar measure 
shows. 
STATEMENT 6.1. A bald Z-limit in a Hun semigroup is always infinitesi- 
mally divisible. 
We start with some preparation. 
LEMMA 6.2. Let s E S be bald and U a neighbourhood of e. There is a 
natural number n with the property that whenever t,, . . . . t, E S\ U, we have 
tlt~.‘-tnJs. 
See [9, Lemma 6.83. 
LEMMA 6.3. Let U be a neighbourhood of an element x in a Hausdorff 
topological space and K a compact set. There is a neighbourhood V of x for 
which 
(vnK)c U. 
Proof The set M= K\ V is compact and it does not contain x. For 
each y E M select a pair (V,, Z,) of disjoint open sets such that x E V,, 
y E Z,. The sets Z, cover M, thus so does a finite subsystem. The intersec- 
tion of the corresponding Vy’s is a suitable choice of V. 
Proof of Statement 6.1. Let s be the limit of the compact array 
(tii)$),, is,. Choose a neighbourhood U of e. Let V be a neighbourhood 
such that ( Pn T,) c U (see Lemma 6.3). Let W be a third neighbourhood 
for which WWc V. We have tijE W for i> i,. 
According to Lemma 6.2, we can choose a natural number n such that s 
is never divisible by the product of n elements outside W. 
For a fixed i ( > iO), put m, = 1. Given mk, let mk + 1 be the first subscript 
m for which 
if such an m exists; otherwise put mk+ 1 = ni. Finally, having defined 
mo, . . . . m, and xio, . . . . xi,,, we put 
n(i) 
Yi= fl ‘ii; 
j=mk+l 
607/69/l-9 
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xii, yi are always partial products of the array. Clearly every xiJ is in 
WWc V, and either yi = e or all the xij’s are outside W. 
By the compactness of the array, we can select a subnet on which xii, yi 
tend to some limit Zj, $. Clearly we have 
q)...I,y=s. (6.4) 
Since fj = lim xii and xii E V, we have Zje Vn T, c U. Now if J = e, then 
(6.4) is a U-decomposition of s. 
Finally if y # e, then the set {i: yi = e} cannot be colinal. Thus Zj is a 
limit of elements xij$ W, which means Zj# W, a contradiction to (6.4) and 
the choice of n. 
To obtain information about elements that are not bald, we use the 
following method. Let s be an element with hair t. Consider the semigroup 
S’ = tS of multiples of t. Clearly S’ will be a Hun semigroup with unity t 
and s will be bald in S’. Then we can apply Statement 6.1; to formulate 
what it yields we introduce a new concept. 
DEFINITION 6.5. An element s with hair t is cometally divisible (from the 
Greek for “hair”) if for every neighbourhood U of t if has a U-decom- 
position. 
LEMMA 6.6. An element s with heir t is cometally divisible if and only ifit 
is infinitesimally divisible in S’ = tS. 
Proof: Assume that s is infinitesimally divisible in S’. Let U be a 
neighbourhood of t in S. U’ = U n S’ is a neighbourhood of t in S’ and a 
U-decomposition of s is also a U-decomposition in S. 
To see the converse, let s be cometally divisible and consider a 
neighbourhood U’ of t in S’. We have u’= s’n U with some 
neighbourhood U of t in S. Since tt = t, there is a neighbourhood V of t 
with the property t V c U. Now if 
then 
s=t,t,...t,, tie v, 
is a U-decomposition in s’. 
In the light of the above arguments, Statement 6.1 can be generalized as 
follows. 
STATEMENT 6.7. If s is the limit of a compact I-array (tii) and ttii + t 
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untformly in j, where t = h(s) (in particular, tf s is an I-limit), then s is 
cometally divisible. 
7. COMETAL SUBSEMIGROUPS 
DEFINITION 7.1. We call a Hun semigroup cometal, if all its elements 
are cometally divisible. 
The aim of this section is to show 
STATEMENT 7.2. The cometally divisible elements of a Hun semigroup 
form a cometal Hun semigroup. 
Remark. I cannot prove the analogous statement for the subsemigroup 
of infinitesimally divisible elements. 
We need some preparation. Let S be our semigroup, 3 the set of 
cometally divisible elements. I cannot establish that 3 is closed, but I prove 
a slightly weaker property. 
LEMMA 7.3. Let (x~)~~[ be a bounded net tending to a bald element s. 
Assume that for every neighbourhood U of e the set 
(i: i E I, xi has a U-decomposition > 
is cofinal in I. Then s is infinitesimally divisible. 
Proof. Let J be the set of pairs j = (i, U), where iE I, U is a 
neighbourhood of e, and xi has a U-decomposition. We put j = (i, U) < 
j’ = (i’, U’) if i < i’ and U =I u’; this turns J into a directed set. 
For a j = (i, U) let 
xi = Yjl . . .Yjn(j, 
be a U-decomposotion of xi. This defines an infinitesimal J-array tending 
to s. Our array is compact, namely if all the xls are divisors of some fixed 
XE S, then so are the partial products of our array. Hence s is 
infinitesimally divisible by Statement 6.1. 
LEMMA 7.4. Let (xi) be a bounded net tending to s, h(s) = t. Assume that 
(xi) either satisfies the condition of Lemma 7.3., or that for every 
neighbourhod V of t the set 
(i: tx, has a V-decomposition) 
is cofinal. Then s is cometally divisible. 
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Proof: Since for a neighbourhood V of t one can find a neighbourhood 
U of e such that tUc V, the first condition implies the second. 
If the second condition holds, then an application of Lemma 7.3 for the 
set (tx,) in s’ = tS and Lemma 6.6 yield the conclusion. 
LEMMA 7.5. The limit of a bounded net of cometally divisible elements is 
cometally divisible. 
Proof. Assume xi + s, xi cometally divisible, h(s) = t, h(xi) = ti. We 
know tti + t (Lemma 5.6). Given a neighbourhood V of t, we have tti E V 
for i> i,. For a fixed i, choose a neighbourhood U of ti such that Utic V. 
If now 
xi = y, . . . y, 
is a U-decomposition of xi (it has one by cometal divisibility), then 
is a V-decomposition of txi, thus we can apply Lemma 7.4 to conclude the 
cometal divisibility of s. 
DEFINITION 7.6. Let 
be two decompositions of s. We say that the second is a contraction of the 
first (the first is a refinement of the second) if for a suitable choice of 
m,=O<m,< ... <m,=m 
we have 
for all j. 
yj' yf xi 
i=m,+ 1 
DEFINITION 7.7. By a short U-decomposition we mean a U-decom- 
position that cannot be contracted to a U-decomposition of fewer terms. 
Clearly every U-decomposition can be contracted to a short one. 
LEMMA 7.8. Let U be a neighbourhood of e and s a bald element. There is 
a natural number n such that every short U-decomposition of s consists of at 
most n terms. 
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Proof Let V be a neighbourhood of e with VVc U. In a short 
U-decomposition 
at most one of xi and xi+ i can belong to V. Hence at least [k/2] are out- 
side V; Lemma 6.2 gives an upper bound for [k/2] which yields a bound 
for k. 
LEMMA 7.9. Let s be a bald infinitesimally divisible element and U a 
neighbourhood of e. There is a U-decomposition of s into infinitesimally 
divisible elements. 
Proof Let V be a neighbourhood of e such that 
PnT,cU 
(see Lemma 6.3). Let Z be the directed set of neighbourhoods W of e, 
W c V. For a WE Z take a W-decomposition of s and contract it to a short 
V-decomposition 
By Lemma 7.8 we infer that n(W) is bounded, say n(W) <n for all W and 
by adding terms equal to e we extend it into 
S’XWI “‘XWn. (7.10) 
In general, (7.10) will no longer be short, but it has the property that each 
xwj has a U-decomposition. Since every term of (7.10) is in the compact set 
T,, there is a subnet on which 
x wj + x, (j= 1, . . . . n). 
The xj’s are infinitesimally divisible by Lemma 7.3 and x wj E W c V yields 
xje Pn T,c U. 
LEMMA 7.11. Let s be a cometally divisible element, t = h(s) and U a 
neighbourhood oft. There is a U-decomposition of s into cometally divisible 
elements. 
Proof Apply Lemma 7.9 to s in the semigroup tS. 
Proof of Statement 7.2. It is easy to see that 3 is a semigroup and 
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obviously it is associatefree. To obtain that it is Hun, we also need to show 
the compactness of the set of divisors 
FS= {x:xE$, xy=s with some YES}. 
Clearly pS c T,, that it is sufficient to show that it is closed. Consider a 
convergent net (x,), xi + x, xi E TS. We have s = xi yj with suitable yi E 9. 
The nets (xi), (y,) are by definition bounded. By the compactness of T,, 
( yi) has a limit point y in S. Then clearly s = xy and x, y E 3 by Lemma 7.5, 
thus indeed x E FS. 
Finally, it follows from Lemma 7.11 that every element of 3 is cometally 
divisible in 3 as well. 
8. SQUAREFREE ELEMENTS 
To approach the Theorem, we prove a seemingly much more modest 
result. This is, however, the crucial step, and also the only one where we 
have to make use of the s-norms. 
DEFINITION 8.1. An s E S is squarefree if x2 1 s implies x = e. 
STATEMENT 8.2. Let S be a cometal Hun semigroup, s E S. If there is an 
s-norm A with A(s) > 0, then s cannot be squarefree. 
Throughout this section we assume without separate mention that we 
are in a cometal Hun semigroup, and every element mentioned is bald and 
hence infinitesimally divisible; this restriction is permissible because a 
squarefree element has to be bald by definition. 
LEMMA 8.3. Assume that there is an s-norm A with A(s) > 0 and E > 0. 
There is a decomposition s=xy with 
(4 - E) < A(x)/A(s) < f. 
Proof. Let U be a neighbourhood of e such that 
A(z) <&A(S) for ZE T,n U. 
Take a U-decomposition s = z1 ... z, of s. Let k be the maximal suffix for 
which 
A(z, . ..zk) < A(s)/2. 
x=zl . ..zk. y=z,+, . ..z. suffices. 
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Proof of the Statement. Assume d(s) = 1 and let (si) be a sequence of 
positive numbers with n( 1 - si) > f. 
First we construct a relining “tree” of decompositions of s; for indexing 
we shall use sequences 6 = (d, , . . . . dk) of 0 and 1, k = 0, 1, . . . . For k = 0 we 
take the trivial decomposition s = tO. If tS is defined, we take two elements 
x and y according to Lemma 8.3 with 
t, = xy, f - 42 < A(x)/A(t,) < 5; 
x and y will be the values for (d,, . . . . dk, 0) and (d, , . . . . dk, 1). Clearly for a 
sequence 6 of length k we have 
A(t,)>2pk fi (1-~~)>2-~-‘. 
j=l 
For d= 0 or 1 let xkd be the product of all t, for sequences 6 of length k 
whose kth term is d. Clearly 
X&OX&, = s. 
For k#m and S, gE{O, l} let ykmJg be the product of elements t6 over 
sequences 6 = (d, , . . . . d,) of length n =max(k, m) with dk= f, d,,, =g. 
Clearly ykm df = Ymkfd and 
Y&m d0 Y&m dl = YmkOd Ymkld = Xkd. 
Since ykmdf is the product of 2-“-2 t,‘s, we have 
4~ kmd+h 
(8.4) 
(8.5) 
Since our x&c&s are in T,, there is a subnet converging to some x0, x1; 
say, 
xk,d + xd (~EJ, d=O, l), 
where J is some directed set. Clearly x0x1 = s. 
To every Jo J assign another element j’ > j of J. Consider the net of 
points in T: 
“j= (Yk,k,.OO’ . . .T Yk,k,, 11). 
This has a limit point z = (y,, y,, , y,,, y,,). By (8.4) we conclude 
x0 = Yoo YOl = Yoo Y 10, 
Xl = YlOYll = YOI Yll. 
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Multiplying the first and the last of these equations we obtain 
s=xox1= Yooo(Yol)2Yll. 
Equation (8.5) and the assumption that A is continuous at e yield yo, #e, 
thus s is indeed proved not to be squarefree. 
9. HOMOMORPHISMS TO HUN SEMIGROUPS 
The aim of this section is to prove the following result. 
STATEMENT 9.1. Let Q be a dense (on the line) additive subgroup of real 
numbers, P = Q n [0, 00 ), S a Hun semigroup, cp: P + S a homomorphism. 
If q(a) is bald f or some a>O, then cp(O)=e, cp is continuous and can be 
extended to a continuous homomorphism 4: [0, co) + S. 
Proof. Let U be a neighbourhood of e. According to Lemma 6.2, we 
can find an integer n such that q(a) is not divisible by the product of any n 
elements outside U. Now if x < a/n, then 
da) = 4x)” da - nx) 
implies (P(X)E U. This shows both cp(O)=e and that cp is continuous at e. 
Now take an arbitrary nonnegative x and fix a bE P, b >x. All the 
values of q(y), y < b, y E P lie in the compact set TVCb,, thus if we can show 
that there can be at most one cluster point of p(y) as y + x, this implies 
that the limit 
exists and if XE P, it is equal to p(x), which is just the continuity of rp. 
Assume the contrary and let s # t be two cluster points. Let U, V, W be 
neighbourhoods of s, t, and e such that 
uwn VW=@. (9.2) 
Take an E > 0 such that q(r) E W if r < E. Now take two numbers y, z E P 
such that [y-xl <e/2, Iz-xXJ <e/2, cp(y)~U, (P(Z)E V. We have ly-zl <E 
and hence cp( Iy - zI ) E W. Depending on which of y and z is the grater, one 
of the equations 
V(Y) cp(z - Y) = cp(z), 
holds and this contradicts (9.2). 
cp(Y) = dz) dY -z) 
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We have defined 4; we know it is an extension of rp and it is obviously a 
homomorphism. Since- $(a) = q(a) is bald, we also know that it must be 
continuous. 
10. PROOF OF THE THEOREM (COMPLETED) 
We have now everything in our hands for the proof of the Theorem. 
LEMMA 10.1. Any bald element s in a Hun semigroup can be represented 
in the form s = x2y, y squarefree. 
Proof. Consider the set 
{(x, y)Es=:x=y=s). 
It is not empty, it is closed and contained in Tf, hence compact. Thus the 
set of possible values of y is also compact. Therefore by Lemma 5.2 there is 
a minimal y. This must be squarefree, since y = u2v would yield 
s = (xu)’ v, v 1 y, 
hence v = y by the minimality of y and then u 1 h(y) = e by Lemma 5.4. 
COROLLARY 10.2. Let S be a Hun semigroup. Assume that there is no 
other squarefree element in S than e. Then every bald element of S is a 
square. 
This immediately follows from the previous lemma. 
Proof of the Theorem. Let s be an Z-limit in S. Assume first that s is 
bald. Let 3 be the subsemigroup of cometally divisible elements; s E 3 by 
Statement 6.1. 3 is a cometal Hun semigroup by Statement 7.2. The norms 
assumed to exist on S induce norms on 3, thus no element of 3 other than 
e can be squarefree by Statement 8.2. Thus every bald element of ,!? is a 
square by Statement 8.2. 
Now define a sequence (sj) recursively by s,, = s, s: = sk- i for k > 1 and 
we put 
dMk) = SF, q(O) = e. 
This cp is a homomorphism from the additive semigroup of nonnegative 
diadic rational numbers to S and rp( 1) = s is bald, thus by Statement 9.1 it 
can be extended to a continuous homomorphism on the whole hallline. 
This proves the theorem for the case when s is bald. 
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If s is not bald, we apply the already proved part to s in the semigroup 
S’ = tS, t = h(s). One can easily check that for an x E S’ the hair of x in S 
coincides with its hair in S, thus an x-norm induces an x-norm in S’. 
This concludes the proof of the Theorem. 
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