We consider a process Y t which is the solution of a stochastic differential equation driven by a Lévy process with an initial condition Y 0 = y 0 . We assume conditions under which Y t has a smooth density for any t > 0. We consider a point y that the process can reach with a finite number of jumps from y 0 , and prove that, as t tends to 0, the density at this point is of order t Γ for some Γ = Γ(y 0 , y). Some applications to the potential analysis of the process are given.
Introduction
Consider a Markov process Y t with jumps, without continuous diffusion and with a deterministic initial condition Y 0 = y 0 ; some sets of conditions are known to be sufficient for the existence of a smooth density y → p(t, y 0 , y) for Y t , see [2, 1, 8, 10] . These results are proved by extending the techniques which were initially worked out for continuous diffusions (Malliavin's calculus); they can also yield estimation of the density in small time t → 0, but they require some regularity on the Lévy measure of the process. Up to now, the more precise results were only obtained when this measure has a smooth density; in [9] , the density at points y = y 0 that the process can reach with one jump from y 0 is studied, and in [7] , other points y = y 0 are studied, but only in the case of processes with finite variation. In [13] , we have worked out a method for proving the existence of a smooth density without assuming smoothness of the Lévy measure; the basis of this method is the duality formula of [11, 12] . The aim of this article is to study, under the framework of [13] , the behaviour in small time of the density at y = y 0 , and at points y which can be reached with a finite number of jumps from y 0 . In contrast with previous works [9, 7] , the Lévy measure is allowed to be singular; for instance, it may have a countable support. We prove that, under some assumptions, the density p(t, y 0 , y) is of order t Γ for some Γ = Γ(y 0 , y), but we do not obtain a precise estimation p(t, y 0 , y) ∼ Ct Γ as in [9, 7] ; actually, this type of estimation probably fails to hold under our assumptions. This study is an improvement and an extension of some of the results which we have proved for real-valued Lévy processes in [14] .
Let us suppose that Y t is a d-dimensional Markov process which is the solution of a stochastic differential equation
driven by a Lévy process X t (a process with stationary independent increments and with value 0 at time t = 0); we do not consider the case where Y t contains a continuous diffusion part, so we suppose that X t has no Brownian part. Under the assumptions of [13] , we know that Y t admits a smooth transition density p(t, y 0 , y) for t > 0. In the particular case Y t = y 0 + X t where X t is a non-degenerate symmetric β-stable process (for 0 < β < 2), then p(t, y 0 , y) ≤ p(t, y 0 , y 0 ) = C t
In Section 3, we derive more general conditions under which these two relations hold approximately as t → 0; more precisely, the scaling condition satisfied by β-stable processes is replaced by an approximate scaling condition of index β, and we prove that p(t, y 0 , y) is at most of order t −d/β as t → 0, and is exactly of order t −d/β on the diagonal {y = y 0 }. In particular, one can deduce from our result that points are polar if d ≥ 2 or β ≤ 1, and that they are regular for themselves otherwise.
In Section 4, we estimate more precisely the density p(t, y 0 , y) for y in the set of points which are ∆-accessible from y 0 ; this set is defined as follows. Consider the maps A 0 (y 0 ) = y 0 and A n+1 (y 0 , x 1 , . . . , x n+1 ) = A n (y 0 , x 1 , . . . , x n ) + a(A n (y 0 , x 1 , . . . , x n ), x n+1 ), let µ be the Lévy measure of X, and let S n = S n (y 0 ) be the support of the image of µ ⊗n by the map x → A n (y 0 , x); this is the set of points which are accessible with n jumps from y 0 , and the set of ∆-accessible points is defined as the union of these S n . If y is such a point, we prove that under some assumptions, the density p(t, y 0 , y) is of order t Γ as t → 0, where Γ = Γ(y 0 , y) depends on the jumps which drive Y t from y 0 to y. If d = 1 and β > 1, we deduce an estimate for the hitting times of points.
The behaviour at points y which are not ∆-accessible was considered in [14] in the case of real-valued Lévy processes; these points were called asymptotically ∆-accessible when they are in the closure of n S n , and ∆-inaccessible otherwise; in particular, the study of ∆-inaccessible points requires large deviations techniques (as for continuous diffusions). However, we do not consider these points here; we only prove that p(t, y 0 , y) = o(t n ) for any n.
Assumptions
In this section, we list the conditions which will be assumed in our results. The constant numbers will be denoted by C or c, though they may vary from line to line; the dependence on some parameter will be emphasized by an index. The vectors will be identified to 1-column matrices, the transpose will be denoted by a star, and the scalar product by a dot. The identity matrix will be denoted by I. 
We first introduce a IR
The measure µ is called the Lévy measure of the process X t . We suppose that the tail of µ at 0 satisfies the following approximate scaling and nondegeneracy condition; there exists some 0 < β < 2 and positive c, C such that for any ρ ≤ 1,
Equivalently, this means that
, where the symbol means that the quotient between the two sides is bounded below and above as ρ → 0; this can also be written as
which is equivalent to µ{|x| > ρ} ρ
Thus, if α > 0,
In particular, X t has finite variation if and only if β < 1. Actually, the approximate scaling condition (2) is not sufficient for our purpose in the case β ≤ 1, so we now write the complete assumption about X.
Assumption H(X).
There exists a 0 < β < 2 such that the following conditions hold.
1. If 0 < β < 1, we suppose that
and {|x|≤ρ} (x.u)
as ρ → 0 uniformly for unit vectors u.
2. If β = 1, we assume (2) and lim sup ε→0 {ε<|x|≤1}
3. If 1 < β < 2, we only assume (2).
Remarks. These conditions will imply that X t is of order t 1/β as t → 0, and that the law of X t /t 1/β is not asymptotically supported by a strict closed subset of IR m . In the case β < 1, the process X t has finite variation; the assumption (7) means that X t is a pure jump process (it is the sum of its jumps), and (8) is an enforcement of (2). Notice also that regularity is not assumed for µ; for instance, it can be supported by a countable set.
Example. Let X t be a β-stable process (0 < β < 2), so that the variables X 1 and X t /t 1/β have the same law for any t > 0; from the Lévy-Khintchin formula (1), this means that
for any nonnegative function g and some finite measure σ on the sphere S d−1 , and that
Then our conditions H(X) are fulfilled provided that σ is not supported by an hyperplane {z; z.u = 0} if β ≥ 1, and is not supported by a half space {z; z.u ≥ 0} if β < 1. By looking at the result stated in Theorem 1 below in the case Y t = X t , it is not difficult to verify that this condition is actually necessary; if σ is supported by an hyperplane, then X t is supported by the same hyperplane so has no density, and if σ is supported by a half space with β < 1 (for instance if X t is real-valued and non-decreasing), then X t is supported by the same half space, so the density, when it exists and is continuous, is necessarily 0 at the initial point 0.
Then let a(y, x) and b(y) be IR where a 1 and a 2 are respectively matrix-valued and vector-valued. We make the following assumptions on these coefficients; the derivatives are always taken with respect to y and are indexed by multiindices k ∈ IN d ; the 0th order derivative is by convention the function itself.
Assumption H(a, b).
The coefficients a and b satisfy the following conditions. 2. The function a 2 (y, x) is infinitely differentiable with respect to y, and there exists some α > β ∨ 1 such that
for any multiindex k ∈ IN d and any |x| ≤ 1.
3. The function a satisfies
\{0}, and µ-almost any x; moreover, the function y → y + a(y, x) is for µ-almost every x a diffeomorphism.
4. In the case β < 1, we suppose that b = 0.
Then for any initial condition y 0 , the equation
with coefficients (a, b) has a unique solution; the stochastic integral is defined as
in probability as the step of the subdivision (t i ) of [0, t] tends to 0, or equivalently as the sum
of an Ito integral and of a sum which converges from (10) and (6) because α > β. Notice that the equation (11) can be written as
With this notation we are in the framework of [6] ; however, in contrast with [6] , we have not required the functions a(y, .) to be bounded in L p (µ) for p ≥ 2; they are only bounded when restricted to a bounded subset of IR m ; this difficulty can be passed over by noticing that there are only finitely many big jumps on a finite time interval, so that one can study separately the behaviour of the equation at big jumps and on intervals between these big jumps (on which one can apply the results of [6] ). One can deduce that there exists a stochastic flow of diffeomorphisms φ st such that Y t = φ st (Y s ); in particular, the inversibility of the flow follows from the inversibility of y → y + a(y, x). In the case β < 1, the process X t is a pure jump process, so Y t has finite variation, and the condition b = 0 implies that Y t is also a pure jump process.
Let us finish this section with a notation. If r > 0, we decompose the process X s into the sum of
Notice that X r and X r are independent. We also introduce the process Y r as the solution of
and the pure jump process Y r defined by
Actually, we will consider a time interval [0, t] , and use the decomposition (12) on [0, t] for an r depending on t, generally r(t) = t 1/β .
The density at the initial point
In this section, we prove that the density of Y t at the initial point y 0 is of order t
as t → 0, and that it is also the order of the maximum of the density. H(a, b) . The Markov process Y t has for any t > 0 a transition density
Theorem 1 Assume H(X) and
which is infinitely differentiable with respect to y, and which satisfies the following estimates as t → 0.
For t small and any
denotes the kth derivative with respect to y (with p
with the notation |k| = k j .
On the diagonal y
Before entering the proof, let us notice that with this result, one can decide whether the potential density
is finite (for λ > 0). If d = 1 and β > 1, then G λ is bounded, and otherwise G λ (y 0 , y 0 ) = ∞. As a consequence, we have the following result. H(a, b) . 
Corollary 1 Assume H(X) and
for any y 0 and y 2 . By letting ε → 0, we deduce that for any y 0 , the set
has potential zero. On the other hand, it is classical and easily proved that the map y 1 → G λ (y 1 , y 0 ) is λ-excessive, so the set P (y 0 ) is actually polar (see [5, §XIV.85] 
(where the expectation is computed for the initial value Y 0 = y 1 ). This functional can be defined by
where f n are approximations of the Dirac distribution at y 0 ; in particular, the process L t increases only when Y t is at point y 0 , so L t is a local time at y 0 , and y 0 is therefore regular for itself. Moreover, the functions G λ when λ > 0 are related with one another by the resolvent equation, and one can deduce from (19) that
dL s for any λ > 0. We deduce from this equation written for
is the Laplace exponent for the subordinator τ s , then
On the other hand, the estimate (16) implies that G λ (y 0 , y 0 ) λ
. If µ is the Lévy measure of τ s , we have
The fact that this integral is of order λ 1−1/β as λ → ∞ can be shown to be equivalent to (18).
Remark. We have stated in Theorem 1 estimates for the density of Y t ; however, by looking at [13] and at the proofs below, similar estimates can be The proof of Theorem 1 will rely on several lemmas; the idea is to check that the variables (Y t − y 0 )/t 1/β have densities which are bounded as well as their derivatives (to this end we will apply [13] ); this will yield the first part of the theorem (the upper bound (15)). Then we will check that these variables are equivalent as t → 0 to some infinitely divisible variables; a lower bound on the densities of these limit variables will give the lower bound in (16).
The first step is to study the regularity of the law. First notice that the Lévy process X t is easily proved to have a smooth density; the Lévy-Khinchin formula (1) and the approximate scaling condition (3) indeed imply
The characteristic function is rapidly decreasing, so we deduce from the Fourier inversion formula that X t has a smooth density q(t, x) which satisfies (15).
Let us now consider the process Y t ; by taking our inspiration from Malliavin's calculus, we have proved in [13] the existence of a smooth density for systems of type (11) . However, the assumptions were somewhat different; the diffeomorphism assumption of H(a, b) was not required, but the functions a(y, .) were assumed to have at most linear growth in L p (µ) for p ≥ 2; this condition is not supposed here (anyway, assuming it does not simplify the following proof). Nevertheless, it is satisfied if the jumps are bounded because in this case a(y, x) is dominated by |x| ∧ 1 which is in L p (µ); in particular, the solution Y r s of (13) has a smooth density p r (s, y 0 , y) for any s > 0. Moreover, by looking more precisely at the proofs of [13] , one can check the following result. 
Lemma 1 Let
We are going to use this result in order to estimate the density p r (t, y 0 , y) of Y r t ; we first introduce the family X r to which we will apply this lemma.
Lemma 2 Define
.
On the other hand, the family of Lévy processes X r t = X r r β t /r indexed by the parameter 0 < r ≤ 1 satisfies the assumptions of Lemma 1; moreover, if β < 1, the family X r satisfies uniformly (8) .
Proof. In the case β > 1, we deduce from the scaling condition (5) that
); this property is evident in the case β = 1 from (9), and if β < 1,
by applying (7) and (5), so the first statement of the lemma is proved. For the second statement, one checks that the drift parameter of X r is r β−1 χ r , so is bounded; its jumps are bounded by 1, and its Lévy measure is given by
for ρ ≤ 1, and the approximate scaling condition (2) holds uniformly for µ r . The proof of (8) in the case β < 1 is similar. 
Proof. Consider the family of processes
Y r h = Y r r β h /r. Then Y r h is solution of dY r h = b r (Y r h )dh + a r (Y r h− , dX
Lemma 4 Let φ st be the stochastic flow of diffeomorphisms generated by the equation (11). Then for any q ≥ 1 and any
Proof. The reversed process
where V s = X t − X (t−s)− , and a 0 is such that y → y + a 0 (y, x) is for µ-almost any x the inverse map of y → y + a(y, x). This equation has the same type than the forward one, and the Lévy process V has the same law than X. Our assumptions H(a, b) imply estimates on a 0 and its y-derivatives, so thanks to [6] , we deduce that the flow of this reversed equation has derivatives which satisfy (20); actually, the function a 0 (z, .) is not bounded in L p (µ), but one can verify that only bounds on the derivatives of a 0 are needed for (20).
Proof of the first part of Theorem 1. Let γ be a positive constant which will be chosen later. Consider the sequence of intervals
and let N be the number of the first interval I n on which X has no jump greater than r = r(n, t) = γt
, that is
and the length of I k is t2
In particular, N is almost surely finite if γ is chosen large enough. , so that
and therefore
This conditional density can be transported from time S to time t with the diffeomorphism φ St generated by the equation; conditionally on N , φ St is independent from Y S and Y S , so we can deduce the conditional density of Y t given N , and by taking the expectation, we get
The determinant and p R can be estimated from Lemmas 4 and 3 (use
norm is bounded if γ is chosen large enough, so (15) is proved for k = 0. The derivatives of p are dealt with by differentiating (22) and using again Lemmas 4 and 3; the absolute value in (22) does not cause any problem in the differentiation because the sign of the determinant does not depend on y (since φ
−1
St is a diffeomorphism). Thus
By choosing γ larger and larger, we check (15) for any k.
Remark. Actually, with the above method, one can prove that the density of Y r t , for r > 0, satisfies
. This will be used in next section.
Any infinitely divisible variable X can be represented as the value at time t = 1 of a Lévy process X t ; in particular, this variable can be characterized by a drift parameter χ and a Lévy measure µ, and the characteristic function of X is given by the Lévy-Khintchin formula (1) for t = 1. With these definitions, we have the following result. 
where χ r = χ r(t) was defined in Lemma 2, and where M s is a martingale. Let us estimate the three last terms of this sum for s ≤ t. The integral involving b is uniformly of order t, and by assumption it is 0 in the case β < 1, so it is always at most of order t
) from Lemma 2, the term involving a 1 is also O(t
1/β
). Finally, for the last integral, one applies the assumption (10) on a 2 and 
in L 2 , uniformly for s ≤ t. If now we want to find a more precise estimate, we write the decomposition 
).
Thus M t is also o(t 1/β
), and we deduce that was proved in Lemma 2 to have bounded drift coefficient and to satisfy uniformly the approximate scaling condition (2) or (8); since a 1 is bounded and a 1 a 1 is uniformly elliptic, one can check that a 1 (y 0 )X r 1 also satisfies these conditions. Moreover, from Lemma 7, the variable Υ t − a 1 (y 0 )X r 1 converges to 0 as t → 0 (to b(y 0 ) in the case β = 1), and the density of Υ t has already been proved to be uniformly C 1 b in (15); thus we can conclude from Lemma 6 (the index i of this lemma is not used here).
The density at accessible points
In this section, we obtain successively in Theorems 2 and 3 a lower and an upper bound for the density at points y which are accessible with a finite number of jumps from y 0 . Then we emphasize in Corollary 2 the case where these two bounds are similar. When the points are regular for themselves (d = 1 and β > 1), we deduce in Corollary 3 an estimate on the hitting times of points. Finally, we give examples where one can apply our results.
Let ν be a probability measure on IR m such that ν and µ are mutually absolutely continuous; we suppose that dν / dµ is globally bounded above, and is locally bounded below on IR m \ {0}; for instance, one can choose
We let U n be the Markov chain given by
where (ξ n ) are independent variables with distribution law ν, which are chosen independent of the process X. The support of U n consists of the points which are accessible with n jumps. H(a, b) , consider the Markov chain U n , and let y = y 0 be a fixed point such that
Theorem 2 Assume H(X) and
for any ε ≤ 1 and some γ ≥ 0, n ≥ 1. Then, for t small,
For the proof of this theorem, if 1/c 0 is an upper bound for dν/dµ, we use the decomposition of X s as the sum X s + Z s of two independent Lévy processes with respective Lévy measures c 0 ν and µ − c 0 ν, and such that X s is a pure jump process. Let Y s be the pure jump process satisfying
and let N = N (t) be the number of jumps of X before time t. For t fixed, the process Z s can also be decomposed as Z t ; thus it is sufficient to estimate the density of Y (r) t at y. We are going to work conditionally on X.
Lemma 8 Use in this lemma the notation H t = o(t 1/β
) in order to say
on the event {N = n}, where the function ε n (t) converges to 0 as t → 0 for any n. Then there exists a matrix-valued function A such that
in the case β = 1, and
in the case β = 1; moreover A(s, X) and its inverse are bounded by some
Proof. We only consider the case β = 1 (the generalization is easy). In order to understand the behaviour of Y 
At time T , we have
and
In particular, Y 
Therefore, the result (29) holds with 
Proof of Theorem 2. Consider the event
on which X has n jumps on the time interval [0, t/2], and no jump on [t/2, t]. The probability of A n is bounded below by some c t 
satisfies the same property, and from Lemma 8, it is equivalent (conditionally on X) to some infinitely divisible variable satisfying the assumptions of bounded drift and approximate scaling; we deduce from Lemma 6 (the index i of this lemma is here the path of X) that
on A n and for z in a bounded set. Thus
On the other hand, the jumps ∆ X T i of X are independent with common law ν, and are independent from the sequence of their times (T i ); since the sequence (ξ n ) involved in the definition of U n is also chosen independent of (T i ), we deduce that conditionally on A n , the variables Y t and U n have the same law. Thus
and we can conclude from (31) and (32).
We have proved in Theorem 2 that a lower bound on the density of Y t at y can be related to a lower bound on the distribution of the Markov chain U n of (27) near y. For the upper bound, an estimate on the distribution of U n is not sufficient, but more generally, we need an upper bound on a family of Markov chains V n which are perturbations of U n . H(a, b) ; let (ξ n ) be a sequence of independent variables with law ν, as described in the beginning of this section; consider the Markov chain
Theorem 3 Assume H(X) and
for some smooth functions f n such that
Fix some point y = y 0 . Suppose that there exists a non decreasing sequence K n and a sequence γ n ∈ [0, +∞] such that for any n, for any sequence
for ε > 0 if γ n < ∞, and the probability is 0 for ε small enough if
Notice that if y is not ∆-accessible, then y is not in the support of U n , and by choosing the size of perturbations K n small enough, it is not in the support of V n ; thus one can take γ n = ∞ for any n, and therefore Γ = ∞.
We decompose the proof of this theorem into some lemmas; it is sufficient to prove it when γ n is finite (by letting γ n → ∞ when it is infinite), so we make this assumption in the proof.
Lemma 9 Consider a family of d-dimensional variables
Proof. Let p 0 be an upper bound for the derivative of p. Then
so the estimation (36) is proved for |y| ≥ 1/2. For |y| < 1/2, we can choose a unit vector e, and since p(y) is the density of H + e at y + e, we obtain (37) with (H, y) replaced by (H + e, y + e) in the right-hand side; we again deduce (36). (12) and (14) for r = r(t) = t is a binomial variable with parameters N and
For an integer fixed, consider the event
Then, on the event { ≤ N ≤ t
if we choose ≥ 4(Γ + d/β), so it is sufficient to work on the event A. Now, in (12) , consider both processes X r for r = r(t), and X ρ for some ρ > 0 fixed. Let J = J(t) be the number of jumps of X ρ before time t, and let (S j ) 1≤j≤J the times of these jumps; put S 0 = 0 and S J+1 = t. For each j and y 1 , consider the pure jump process
for s ≥ S j , and let f j (y 1 ) be the value of this process at time S j+1 , so that
One can construct from (33) a chain V j with these perturbations f j , and a chain V j with these functions f j but with variables (ξ n ) with law µ(dx) conditioned on {|x| > ρ}; conditionally on (
and V J have the same law, and the law of V j is dominated by the law of V j , so
on {J = j}; since J < on A, the dependence of the constant C j on j is not important. We now verify that if ρ is chosen small enough, then the perturbations f j satisfy the assumptions of Theorem 3. Notice that on
for t small enough; since a(y, x) and a (y, x) are of order |x| as x → 0, one deduces from the study of (39) that
These expressions are less than K if ρ is chosen small enough, so we can apply (34) on the event A ∩ {N ≤ t
where we have used (40) in the second inequality, (34) and (38) in the third one. Conditionally on N , the variable J has a binomial law with parameters N and µ{|x| > ρ} / µ{|x| > r} = O(t), so the conditional probability of
from the definition (35) of Γ. The lemma follows from this estimation. 
Lemma 11 With the notation of Lemma 10, for any
On the other hand, this density p S can be propagated until time t in order to get the conditional density of Y t = φ St (Y S ) given X r and the increments of X between S and t; we deduce
In order to estimate this conditional expectation and its derivatives with respect to y, we decompose the diffeomorphism φ
−1
St by
The maps φ 
Thus, by differentiating (43), we deduce that
so, from (42) and (41),
Lemma 12 With the notation of Lemma 10, for q ≥ 1, one has
We conclude by taking n = N + 1.
Proof of Theorem 3. Consider the variable
where the constant C is chosen large enough, so that the conditional density of H given X r is uniformly C 1 b (this is possible from Lemma 11). The conditional moments of H have from Lemma 12 at most exponential growth with respect to N , so by applying Lemma 9, we obtain that for any q,
Thus the conditional density p of Y t satisfies (with a modification of C q )
The density p(t, y 0 , y) is the expectation of p(y); we apply the relation
valid for positive variables Z and get Here is an immediate consequence of Theorems 2 and 3. 
Proof. We deduce from Corollary 2 that the potential density G λ (y 0 , y) defined in (17) is of order λ y) is a supermartingale, and it is actually a martingale up to T y , so
This estimate can be shown to be equivalent to the statement of the corollary. Now let us explain how one can apply the above results. When one is given a point y, the first thing to do is to look at the minimal number of jumps n 0 with which y is accessible; then for k < n 0 , the point y is at a positive distance of the support of U k , and if the perturbations are small enough, it is also at a positive distance of the support of V k , so we can take γ k = ∞. Then one has to look for the values of γ k , k ≥ n 0 , satisfying the assumptions of the theorems (more precisely the upper bound (34) for any k, and the lower bound (28) for a k for which the expression in the definition of Γ is minimal). However, since we are only interested in Γ, and since we know that the upper bound is always satisfied with γ k = 0, it is not necessary to compute all the values of γ k ; we can stop at the first value n such that
Moreover, one may sometimes know a better lower bound γ > 0 on the values of γ k , and in this case, this stopping criterion can be improved.
Example 1.
Suppose that the support of µ is a countable set S such that S ∩ {|x| > ρ} is finite for any ρ > 0. Fix y 0 and y and let n be the minimal number of jumps which drive the process from y 0 to y; we suppose that n is finite (the point y is ∆-accessible). As it has been explained, one can take γ k = ∞ for k < n. On the other hand we can take γ k = 0 for k ≥ n in (34), and we obtain Γ = n − d/β. The point y is isolated in the support of U n , so the lower bound (28) holds for n and γ = 0. Thus Corollary 2 can be applied. In this case, one can say that the process follows the path from y 0 to y which has the minimal number of jumps.
Example 2. Consider the example
where g is bounded below and above by positive constant numbers. Suppose also that, if y is in some neighbourhood of y 0 , the map x → a(y, x) is a C 1 diffeomorphism and that its Jacobian and its inverse are bounded. We can choose ν so that it has a bounded density; from our assumption on a(y 0 , .), the variable U 1 has a bounded density, and by composing with the transition kernel, we deduce that the variables U n have bounded densities; moreover, the perturbations y → f n (y) of Theorem 3 are also diffeomorphisms (if K n is small enough), so the variables V n also have bounded densities. Thus we can take γ n = d for any n ≥ 1, so that Γ = 1. It is also clear that the lower bound (28) on the distribution of U 1 holds for n = 1, γ = d, so p(t, y 0 , y) t for any y; the process goes from y 0 to y with only one big jump. This is a particular case of the framework of [9] . If g has compact support, we can consider points y that the process can reach with n jumps and obtain as in [7] that the density is of order t n . Example 3. Suppose µ = µ 1 + µ 2 where µ 1 and µ 2 satisfy respectively the assumptions of examples 1 and 2; suppose that the diffeomorphism assumption on x → a(y, x) of previous example is satisfied for any y. Let y be a point that the chain U n can reach with jumps in the support of µ 1 , and let n be the minimal number of these jumps; we suppose n ≥ 2. Then γ k = d for 1 ≤ k < n, and γ n = 0, so Γ = min(1, n − d/β). Thus the process goes directly from y 0 to y if n > 1 + d/β, but it prefers to make n jumps if n < 1 + d/β. This means that the process does not always minimizes the number of jumps; it prefers singular jumps (coming from the singular part µ 1 of µ) to regular jumps (coming from µ 2 ).
Example 4.
There may be some points where there is a gap between the lower and upper estimates of Theorems 2 and 3, so that one cannot conclude.
Suppose that y 0 = 0, a(y, x) = x (so that Y t = X t ) and that µ has a smooth density which is positive except at some point y 1 . Then for y = y 1 , one has p(t, 0, y) t as in example 2. On the other hand, let us consider y = y 1 ; the upper estimate (34) is satisfied with γ 1 = d and it cannot be improved; however, the lower bound (28) does not hold for this value of γ because the density of U 1 is 0 at y. The problem appears because we have introduced a perturbed Markov chain V n in the study, and here, the variable V 1 may have more mass near y than U 1 . Thus we cannot conclude about the precise behaviour of the density at this point.
Appendix: Proof of Lemma 5
One can write X = X 1 as the value at time 1 of a Lévy process X t with density q(t, x). By writing the law of X 1 as the convolution of the law of X 1/2 with itself, one obtains q(1, x) = IEq(1/2, x − X 1/2 ).
Since q(1/2, z) is positive in the neighbourhood of a point z 0 , it is sufficient to prove that x − z 0 is in the support of X 1/2 . Thus the lemma will be proved if we check that the support of X t is IR 
then S µ is the set of unit vectors z such that the ν-measure of any neighbourhood of z in the unit sphere is infinite. Let Σ µ be the closed additive semigroup generated by the support of µ, let Σ µ be the convex cone with vertex 0 generated by the directions z ∈ S µ , and let Σ µ be the linear subspace generated by the vectors of S µ .
Lemma 13
The closed support of X t satisfies supp X t + Σ µ ⊂ supp X t .
Proof. If one adds to X t an independent variable with law
one obtains a law which is absolutely continuous with respect to the law of X t , so by letting ρ → 0, one deduces that
On the other hand, let z be a point of S Thus, from (48), the distance between X t − λz and the support of X t is dominated by ρ + λ √ 2ρ. If now z is in S µ , by letting ρ → 0, we deduce that X t − λz is in supp X t , and therefore supp X t − λz ⊂ supp X t .
We have proved in Lemma 13 that supp X t + λz ⊂ supp X t , so the lemma follows. 
Proof of Lemma 5 in the case

