Abstract-In this letter, we propose a novel similarity measure for comparing Hidden Markov models (HMMs) and an efficient scheme for its computation. In the proposed approach, we probabilistically evaluate the correspondence, or goodness of match, between every pair of states in the respective HMMs, based on the concept of semi-Markov random walk. We show that this correspondence score reflects the contribution of a given state pair to the overall similarity between the two HMMs. For similar HMMs, each state in one HMM is expected to have only a few matching states in the other HMM, resulting in a sparse state correspondence score matrix. This allows us to measure the similarity between HMMs by evaluating the sparsity of the state correspondence matrix. Estimation of the proposed similarity score does not require timeconsuming Monte-Carlo simulations, hence it can be computed much more efficiently compared to the Kullback-Leibler divergence (KLD) thas has been widely used. We demonstrate the effectiveness of the proposed measure through several examples.
I. INTRODUCTION

D
UE to the effectiveness in modeling symbol sequences, Hidden Markov models (HMMs) have been widely used in various applications, such as speech recognition, image classification, and computational biology. Many applications that employ HMMs for statistical data modeling require an effective similarity measure for comparing HMMs. For example, this may be necessary in problems that involve clustering or classification of HMMs, or in the parameter re-estimation process for training an HMM [1] , [2] . Specific applications can be found in texture retrieval and classification [3] , [4] , handwriting recognition [5] , protein homology detection [6] , and speech recognition [7] .
A conventional way for comparing two HMMs is to use the Kullback-Leibler divergence (KLD) [8] . KLD measures the distance between two probability density functions (PDFs) and as (1) Since no closed-form expression exists for KLD between two HMMs, Juang and Rabiner [1] proposed a Monte-Carlo approximation of this integral for comparing two HMMs and using a sequence of observed symbols: 
where is an observation sequence of length , generated by the model . Despite its simplicity, this approximation has several limitations that make it unsuitable for some practical applications. First of all, this method has high computational cost, since should be large enough to obtain an accurate estimate of . Second of all, the estimate may vary due to the random nature of the Monte-Carlo technique. To overcome this problem, Do [2] proposed a technique for fast computation of an upper-bound of the KLD for HMMs and dependence trees, and Silva and Narayanan [7] reported an upper-bound of the KLD for transient HMMs. In addition to the KLD, several other measures have been proposed for comparing HMMs. Examples include measures based on co-emission probability of two HMMs [9] , generalized probability product kernel [4] , HMM stationary cumulative distribution function [10] , and Bayes probability of error [5] .
In this letter, we introduce a novel low-complexity HMM similarity measure that can accurately evaluate the similarity between two HMMs. The proposed measure can be efficiently computed based on the concept of semi-Markov random walk without requiring time-consuming Monte-Carlo simulations. Through several examples, we demonstrate that this measure can effectively capture the similarity between HMMs and can be computed using only a small fraction of time needed for computing KLD.
II. HMM SIMILARITY MEASURE
A. Motivation and Approach
Let denote an HMM with parameters , , and , where is the initial state distribution vector, is the state transition probability matrix ( is the transition probability from state to state ), and is the set of symbol emission probability distributions ( is the emission probability distribution at state ). Suppose there are two HMMs and , whose similarity we want to evaluate. One way to evaluate the similarity between these HMMs is to consider the probability that the two HMMs will generate identical observations. Consider the emission of the th symbol by the respective HMMs, whose underlying states are in the HMM and in . The probability that both HMMs will emit the same symbol will depend on the emission probabilities and , and a probabilistic similarity (or distance) measure , such as the KLD, can be used to estimate how likely it is that the two HMMs will generate identical symbols. If we take expectation of this measure over all possible state pairs , the expected similarity between and is given as (3) 1070-9908/$26.00 © 2010 IEEE where and are the stationary distributions of the underlying Markov chains of and , respectively, assuming that they exist.
reports how likely it is that and will emit the same symbol at a given time, based on their state transition probabilities and the emission probability distributions. Although can provide a measure of the overall similarity between the HMMs, it does not explicitly capture the similarities and differences between each pair of states and in the respective HMMs. Instead, we can compare individual states based on how likely it is that the respective HMMs will be at and at a given time, and how likely they are to emit identical symbols. This leads to the definition of the state correspondence matrix , where is the correspondence score between two states in and in , defined as the contribution of each state pair in the expected similarity :
In general, the matrix is sparse for similar HMMs, since each state in one HMM will have only a few (ideally, only one) matching states in the other HMM. This observation allows us to define a low-complexity HMM similarity measure based on the sparsity of the state correspondence matrix .
B. Semi-Markov Random Walk
Interestingly, we can interpret the state correspondence score in (4) based on the concept of semi-Markov random walk. A semi-Markov process is a stochastic process that makes state transitions according to a Markov chain but spends a random amount of time between transitions [11] . Let the graphs and represent the state transition diagrams of and , respectively. Assume that we perform a simultaneous random walk on both and , according to the underlying state transition probabilities and of the corresponding HMMs. This is equivalent to performing a random walk on the product graph of and , where the nodes in correspond to pairs of states in the respective HMMs and the probability for making a transition from a node in to another node is the product of the corresponding transition probabilities in and . The stationary distribution of the random walk on this product graph is given by , where the stationary distributions and correspond to the normalized left eigenvectors of the state transition probability matrices and , respectively, and is the Kronecker product [12] . Now assume that the walker spends an average amount of time once it enters a given node in the product graph . If the mean time spent at the node is proportional to the similarity between two nodes (i.e., states) and , such that , the proportion of time that the walker will spend at will be
We can see that is identical to the state correspondence score shown in (4). Thus, we can also view as the long-run proportion of time that the random walker stays at , or equivalently, the proportion of time that it stays simultaneously at in and in . According to this model, will be larger if the symbol emission probability distributions and are more similar to each other. Furthermore, also incorporates the stationary probability of visiting the states and , and it increases as and increase. In this way, each element of the state correspondence matrix provides an effective measure of similarity between a pair of states in the respective HMMs.
C. Comparing Symbol Emission Probability Distributions
We can evaluate the similarity between states as follows: (6) by using a distance (or dissimilarity) measure for the underlying symbol emission probability distribution (at state ) and (at state ), where is a constant. We have several choices for [13] , [14] , where some examples are shown below. In what follows, we assume that the HMMs emit discrete observations for simplicity, but extension to the continuous case is straightforward. . This measure reduces to the Bhattacharyya distance for (except for a scale factor of two).
D. Measuring the Sparsity of the State Correspondence Matrix
As discussed earlier, we expect that the state correspondence matrix will be sparse when the two HMMs and are similar to each other. More precisely, every row and column in should be sparse when we have similar HMMs, and in an ideal case, will resemble a permutation matrix. Therefore, we can measure the similarity between HMMs by evaluating the sparsity of the state correspondence matrix . This is conceptually similar to using a graph kernel framework for comparing the topology of the given HMMs [12] . Graph kernels compare substructures of graphs (such as walks, paths, or trees) that are computable in polynomial time to measure the similarity between two graphs. In our method, we use this concept in a probabilistic fashion, in terms of semi-Markov random walk on the product graph of the two HMMs.
Based on this idea, we propose the following similarity measure for comparing two HMMs and : (7) where is the th row of , is the th column of , and and respectively are the number of rows and columns of , which correspond to the number of states in and . The function is a normalized sparsity measure for the vector . There are various methods for measuring sparsity [15] , where examples include the norm measures , entropy measures, Hoyer measure, -mean, and the Gini Index. In this work, we adopt the Gini Index, since it has many useful properties that make it a good sparsity measure [15] . The Gini Index of a vector of length is defined as (8) where is the norm of , and is the th smallest element of , such that . In (7), we use the normalized Gini Index , which is defined as (9) for . For , we define . According to this definition, a vector with only one nonzero element attains the maximum sparsity score of .
E. Summary
To summarize, the proposed HMM similarity measure can be computed in the following steps. 1) Compute stationary distributions and for and .
2) Compute
for every pair of states and , using one of the dissimilarity measures given in Section II-C. 3) Evaluate as defined in (6). 4) Estimate the state correspondence matrix as in (4). 5) Compute the HMM similarity measure as defined in (7), based on the the sparsity measure in (9).
III. EXPERIMENTAL RESULTS
In this section, we present several numerical experiments to demonstrate the effectiveness of the proposed similarity measure. We report the results for six different combinations of and , where we consider both and and choose among the symmetric KLD, Jensen-Shannon divergence (JS), and Bhattacharyya distance (BTC). To compare the performance of our measure with the KLD between two HMMs, in each experiment, we also report symmetric KLD for an observation sequences of length .
A. Effect of Changing the Model Parameters
First, we study the effect of varying the state transition matrix. Consider the two Markov chains shown in Fig. 1(a) with transition matrices and . The matrix represents a Markov chain, in which the second state has a higher probability of being visited compared to the other states, while represents a Markov chain with a uniform stationary distribution. We define the transition probability matrices of and as and , respectively. So is fixed, while changes from to by varying from 0 to 1. We define the emission probability matrices and as where and are the probability of emitting the th symbol at the th state in the respective HMMs. As we see in Fig. 1(b) , the similarity between the two HMMs decreases as increases, and as a result, as diverges from . Next, we study the effect of changing the emission probability matrix. In this experiment, we let [defined in Fig. 1(a) ] and define and , where and . Here, denotes the identity matrix and denotes an all-one matrix. Therefore, for changes from deterministic symbol emission to a uniformly distributed emission . We can see a similar trend in Fig. 1(c) as before, where the similarity between and effectively decreases for an increasing . To see how similarity affects the sparsity of the state correspondence matrix, let us consider two points and in Fig. 1(c) (for " ,KLD"):
As expected, , corresponding to similar HMMs , is a sparse matrix, while , for distant matrices , is not.
B. Effect of Permuting the States
In this experiment, we define , ,
, and , where and are the transition matrices of two right Markov chains shown in Fig. 1(a) , and and , where denotes the 90 rotated version of the identity matrix . As we can see, for , the two HMMs are identical. When we increase , diverges from , but when we reach , becomes essentially identical to except that its states are permuted. Therefore, we expect that the similarity between and will be maximized at both and . In fact, this can be observed in Fig. 2 .
C. Comparing Multivariate Gaussian HMMs
Finally, we demonstrate the effectiveness of the proposed similarity measure for comparing HMMs whose emission probabilities follow a multivariate Gaussian distribution. In this experiment, we use the symmetric KLD as the dissimilarity measure between states in the respective HMMs, utilizing the closed-form expression of KLD for two -dimensional Gaussian distributions as given in [2] .
Here, we let and define the emission probability distributions of the two HMMs as multivariate Gaussian with parameters , ,
, and . The effect of changing from 0 to 2 is shown in Fig. 3 . As we expect, we can see that the similarity increases as increases.
D. Comparison With KLD
As we can see in the previous simulation results, even the use of long observation sequences with symbols are generally not enough to get an accurate estimate of KLD. Unlike KLD, the proposed similarity measure can be accurately estimated without any random fluctuations, and it can be computed around a thousand times faster in Matlab.
IV. CONCLUSION
In this work, we proposed a novel low-complexity HMM similarity measure. The proposed scheme first estimates the correspondence score between states in different HMMs, based on the concept of semi-Markov random walk. The similarity between the given HMMs can then be measured by evaluating the sparsity of the state correspondence score matrix. Estimation of the proposed measure does not require Monte-Carlo simulations, hence can be accurately estimated in a much more efficient manner, compared to the conventional KLD. The lowcomplexity of the proposed approach makes this novel similarity measure especially suitable for applications with large datasets or complex HMMs, or those that require real-time computing. The proposed measure is bounded, symmetric, and can be effectively implemented for both HMMs with discrete or continuous emission probabilities.
