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Abstract
This paper presents a construction that computes the topological closure of a rational relation
on innite words. Besides showing that the closure is rational itself, it also reduces the question
of the continuity and the uniform continuity of a function to the question of the functionality of
its closure, which is known to be decidable in polynomial time. c© 2001 Elsevier Science B.V.
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1. Introduction
The study of rational sets of innite strings has dierent origins which explains the
richness of this area [11]. From one side it was initiated in the early 1960s by Buchi
where it served as a way of proving the decidability of the second-order monadic
logic of one successor. It was then developed as an area of set theory dealing with
subsets denable by nite automata, see e.g., [15]. It was also investigated by computer
scientists who consider \Buchi" automata on their own sake and for whom they are a
natural extension of automata on nite strings [10, 16]. Finally, it was used in model
checking for specifying and verifying concurrent programs [3].
Here we deal with rational relations of innite strings, which are those that can
be realized by nite transducers (also known as two-tape automata in the literature).
To our knowledge, these objects were rst studied in [5]. There the motivation was
to extend to innite strings the classical notions of the so-called \abstract family of
languages" (AFL) popular in the 1960s and 1970s, whose study uses nite transducers
as the main tool. However, because the set of innite strings is a topological space
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with nice poperties (it is a metric and compact space), it made sense to emphasize on
the subsets that are topologically closed. The above-mentioned author was thus led to
introduce a type of transducers that preserved topologically closed subsets, namely the
!-transducers which were further studied in [8], but these transducers do not exhaust
the class of transducers preserving closed subsets. Some general results on rational
relations, independently of their use in the theory of AFL, were also established. Let
us mention the closure properties under the \extended rational" operations and the
decidability of the functionality [5, 7].
Here we show that if a function is realized by a transducer, one can decide in
polynomial time whether or not it is continuous, and uniformly continuous, for the
product topology.
Let us explain to what extent our result can be considered as an extension of previous
results. Observe rst that there exists a more elementary notion of transducer that we
get \for free" directly from Buchi automata: instead of viewing such automata as
processing an innite \tape" on a given alphabet, it suces to assume that each cell
contains a pair of letters from an input and an output alphabet, not a single letter.
In this manner the automaton recognizes at the same time the input and the output
tape. These are precisely the \Buchi" (also called \synchronous") relations studied
among others by Thomas [12] from a logical point of view. One of the most striking
results in this area is due to Trahtenbrot [14] who showed that a synchronous function
is continuous if and only if it is up to a nite delay, a sequential function. The
present paper can be considered as a follow up of this result since it treats the same
question except that the function is assumed to be realized by some transducer, whose
heads move independently. An attempt of solving the problem was done in [13] but
it imposed strong restrictions on the function. Moreover, our result applies not only to
total functions.
Actually we prove more generally that given a rational relation, its topological closure
is also rational and that a transducer that realizes it can be eectively computed. The
continuity (and uniform continuity) of a function realized by a transducer reduces
then to deciding the functionality of a rational relation, which was proven by Gire
[6, p. 139]. Besides, this result about the closure of a rational relation is an extension of
the elementary fact that, given a rational language recognizable by a Buchi automaton,
its closure is also recognizable by a Buchi automaton.
2. Preliminaries
Given a nite set (an alphabet) we denote by A (resp. A!) the set of nite
(resp. innite) strings. By A+ we denote the set of non-empty strings, and the empty
word is denoted by ". We consider the product topology in the set A! of which the
sets of the form XA!, with XA form a base of open sets [2]. This topology can
also be dened in terms of the metrics where the distance between two elements is
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the following:
d(s; t)=

0 if s= t;
2−js^tj otherwise;
where s ^ t is the longest common prex to s and t. With this topology, A! is a
compact metric space. We will denote by X the topological closure of a set X .
Given an innite word s and an integer n, s[n] denotes the prex of s of length n.
We will denote by \u<v" the fact that the nite word u is a prex of the nite or
innite word v. We will say that a sequence (ui 2A [A!)n2N converges towards (or
has for limit) the innite word s if for all integers n, there exists an integer N such
that for all i>N , ui and s have a common prex of length n. The order relation as
well as the notion of limit is extended to pairs in the natural way: (u1; u2)<(v1; v2) if,
and only if u1<v1 and u2<v2.
Given a nitary (resp. innitary) relation RA1 A2 (resp. RA!1 A!2 ), its ad-
herence Adh(R), with respect to the product topology, can be described as the innitary
relation composed by the set of pairs (; )2A!1  A!2 such that for all integers n>0,
there exists a pair (u; v)2R where u (resp. v) has a prex of length n which is the
prex of length n of  (resp. ).
A rational transducer is an automaton hA1; A2; Q; q0; F; i, where
 A1 and A2 are nite alphabets, called input and output alphabets respectively;
 Q is the nite set of states;
 q0 2Q and FQ are the initial and accepting states respectively;
 Q  A1  A2  Q is the nite set of transitions.
A path c= c0c1 : : : cn of T is a (nite or innite) word whose letters ci are tran-
sitions of T, such that for all i<n, ci+1 starts in the same state as ci ends. We
dene the projection  (resp. 1 and 2), as the function that associates to a transition
(q; u; v; q0)2Q  (A1  A2 )  Q, the pair (u; v) (resp. the words u and v). These
projections are extended to the paths of the transducer. A path will be said cyclic if
its rst and last states are the same. We will call label (resp. input and output label)
of a transition or a path, its image by  (resp. 1 and 2.)
The nite (resp. innite) behaviour of T, denoted by kTkn (resp kTk), is the
nitary (resp. innitary) relation on A1A2 (resp. A!1 A!2 ) of the nite pairs (resp. the
pairs whose both components are innite) labelling successful paths of T, i.e. paths
starting in q0 and ending in a state of F (resp. containing an innite number of states
in F .) kTkn (resp. kTk) is said to be the relation realized by T as a nitary (resp.
innitary) transducer.
An innite path is said to be admissible if it is labelled by innite words on each
component. It was shown in [4] that given a transducer, it is possible to construct a
transducer with the same innite behaviour, and such that every successful paths are
admissible.
Let f be a function on innite words, we will denote by Gf its graph (i.e. the set
of pairs (x; y) such that y=f(x)). If f is given by a transducer T, then we have:
Gf = kTk.
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We will say that a transducer T is normalized if from every state of F , another
state of F can be reached by a non-empty path, and if moreover every transitions
are in
(Q  A1  fg  Q)[ (Q  fg  A2  Q):
From any transducer, one can construct in polynomial time a normalized transducer
having the same innite behaviour, by removing all states from which one cannot reach
an accepting state, and by adding new states to decompose transitions.
Moreover, it is shown in [7, p. 99] that there is no need of transitions labelled by
the empty word on each component, to realize all innitary rational relations.
In [6], the following decidability result is proved:
Theorem 1. Given an innitary transducer T; one can decide in polynomial time
whether the relation realized by T is a function or not.
Remark 2.1. The complexity of this decision procedure is not explicitly given in [6],
but the idea is to compute the composition of the relation by its inverse, and then
to test whether it is a restriction of the identity, which can be done in polynomial
time by adapting the methods of \resynchronization" of a transducer, described in
[4, p. 72].
3. Closure of a relation
Before stating the main result, we will see in this section two elementary results
linking together Theorem 1 and the question of continuity.
Lemma 3.1. A function f :A!!B! is continuous if; and only if its graph Gf is such
that the relation T =Gf \ (dom(f) B!) is a function.
Proof. (() If f is not continuous on x2dom(f), then there exists a sequence (xn)n2N
that converges toward x, such that (f(xn))n2N does not converge toward f(x). Since
B! is compact, one can extract from (f(xn))n2N a subsequence that converges toward
z 6= f(x). Then we have both (x; f(x)) and (x; z) in T .
()) If T is not a function, let (x; y) and (x; z) in T . The word x is in dom(f) and
there exist sequences (xn)n2N; (x0n)n2N; (yn)n2N and (y
0
n)n2N, such that (xn; yn)2Gf
converges towards (x; y), and (x0n; y
0
n) 2Gf converges towards (x; z).
Let, for any n, X2n= xn, X2n+1 = x0n, Y2n=yn and Y2n+1 =y
0
n. The sequence (Xn)n2N
converges towards x and (Yn)n2N=(f(Xn))n2N does not converge. Thus f is not
continuous.
The following lemma, which extends the case of rational sets of innite words,
brings us a way to compute the closure of rational relations.
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Lemma 3.2. Given a normalized transducer T; one has
Adh(kTkn)= kTk:
Proof. (a) Adh( kTkn)kTk. This inclusion arises from the following: Adh(kTkn)
 kTk, and from the fact that the adherence of a nitary relation is closed.
(b) Adh( kTkn)kTk. Let (; )2Adh(kTkn) and n>0. There exists (u; v)2
kTkn A1 A2 such that u2 [n]A1 and v2 [n]A2 . Since the transducer is normal-
ized, the pair (u; v) is itself a prex of a pair (n; n) of innite words recognized by
T. Then (; ) is the limit of the sequence (n; n)n>0.
Now the closure of a relation can be computed by way of computing its
adherence.
4. Computing the adherence
Contrarily to the case of rational sets on innite words, the closure of a rational
relation cannot be done by only making all the states nal, as shown in [9] and as we
can seen in the following example.
Example 4.1. Let R be the innitary relation realized by the transducer of Fig. 1.
The adherence of R contains not only the pairs labelling innite paths of the trans-
ducer with innite words on each component. Indeed, for all words s2fb; cg! and
all integers n2N, the pair (anb!; s) is in R, thus the pair (a!; s) is in Adh(R), but
it is not recognized by the transducer. In the same way, for all words t 2fa; cg! and
s2fb; cg!, the pair (t; s) is in Adh(R).
This comes from the fact that the transitions (1; a; "; 1) and (1; c; "; 1) are cyclic
paths with the empty word on one of their components. To recognize the limits of
sequences of paths using an arbitrary number of these cyclic paths, we will add to the
transducer new states and transitions, which will, on the second component, duplicate its
output behaviour, and on the rst component, simulate the inputs of every combination
of the cyclic paths having the empty word on output.
This construction, described more precisely in the proof of the following theorem,
yields the transducer of Fig. 2 for the adherence of R.
Remark 4.1. The construction, as well as the theorem, can be extended to the sets
realized by transducers with more than two tapes, i.e. to rational subsets of any direct
product A!1      A!n .
Now, we can state the main result of this paper.
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Fig. 1. A relation R.
Fig. 2. The adherence of R.
Theorem 2. The adherence of a rational relation is rational itself. If the relation is
given by a transducer; then the adherence can be computed in polynomial time.
Proof. Let T= hA1; A2; Q; q0; F; i be a transducer, which we assume, without loss of
generality, to be normalized (the normalization can be computed in polynomial time).
Let C1 and C2 be the sets of cyclic paths labelled by the empty word respectively on
the rst and second component, and let QCi , with i=1; 2, be the set of states visited
by paths of Ci.
Let T= hA1; A2; Q0; q00; Q0; 0i be the transducer constructed by adding to T states
in Q  Q and transitions according to the following algorithm.
for each state q2QC2 (resp. q2QC1 ) do
for each transition (q; a; "; q0) (resp. (q; "; b; q0))
included in a path of C2 (resp. C1) do
for each transition (q; a0; b; q00) (resp. (q; a; b0; q00)) of T do
(a; a0; b and b0 are either letters or empty words.)
Q0 :=Q0 [ f(q0; q00)g;
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add the transition (q; a; b; (q0; q00)) to T
endfor
endfor
endfor
Proceed similarly with new states:
for each state (q1; q2) of Q0 do
for each transition (q1; a; "; q0) (resp. (q1; "; b; q0))
in a path of C2 (resp. C1) do
for each transition (q2; a0; b; q00) (resp. (q2; a; b0; q00)) of T do
Q0: =Q0 [f(q0; q00)g;
add the transition ((q1; q2); a; b; (q0; q00)) to T.
endfor
endfor
endfor
The states of T are all accepting.
We will show that T realizes the adherence of kTkn.
(a) Adh( kTkn)
∥∥ T∥∥.
One can rst notice that every nite path c in T can be factorized uniquely in
c= u0v0 : : : ukvk ; (4.1)
with k>0, ui 2 (A1f"g)+ for 0<i6k, vi 2 (f"gA2)+ for 06i<k, u0 2 (A1f"g)
and vk 2 (f"g  A2).
If (s; t) is in Adh(kTkn), then there exists an innite sequence of paths (cn)n2N
such that
(s[n]; t[n])<(cn); (4.2)
i.e. limn!1 (cn)= (s; t). By the decomposition (4.1), each path cn in the transducer
T can be factorized in
cn= u
(n)
0 v
(n)
0 : : : u
(n)
kn v
(n)
kn (4.3)
with the same conditions as in (4.1).
Case 1: For all i, the sets fu(n)i j n>0g and fv(n)i j n>0g are nite.
There exists in the transducer T an innite path  which is in the adherence of
(cn)n2N. Let us show that this path is labelled by (s; t), i.e. for all integers m, it has
a prex whose label has the pair (s[m]; t[m]) as a prex.
It is obvious that the sets f1(u(n)i ) j n>0g and f2(v(n)i ) j n>0g are nite as well,
for all i>0. Given m2N, let  be an integer such that 1(u(n)i ) and 2(v(n)i ) have
length at most  for each i6m and n>0. There exists a path cr with c a common
initial sequence of length 2m with .
The decomposition of c has the form
u(r)0 v
(r)
0 : : : u
(r)
p w
(r)
p where p6kr and w
(r)
p is a prex of v
(r)
p
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or
u(r)0 v
(r)
0 : : : v
(r)
p w
(r)
p+1 where p6kr and w
(r)
p+1 is a prex of u
(r)
p+1
Since each of the rst 2m factors of the decomposition (4.3) has length at most ,
then in both cases one has necessarily p>m, which means: j1(c)j>m and j2(c)j>m.
Now s[m]61(c)<s and t[m]62(c)<t, as it had to be proved.
Case 2: There exists one integer I such that the set f1(u(n)I ) j n>0g is innite, and
the sets f1(u(n)i ) j n>0g and f2(v(n)i ) j n>0g are nite for all i<I .
Taking a subsequence if necessary, we may assume that in the decomposition of
each cn, the rst 2I factors do not depend on n. Then we can write
cn= u0v0 : : : uI−1vI−1u
(n)
I v
(n)
I : : : u
(n)
kn v
(n)
kn : (4.4)
Now we set
s= 1(u0 : : : uI−1) : s0 (4.5)
and
t = 2(v0 : : : vI−1) : t0: (4.6)
Taking if necessary a subsequence, we may assume again that the sequence (cn) is
such that fu(n)I j n>0g converges towards an innite path uI . For all n, one can split
u(n)I in
u(n)I = u
0(n)
I u
00(n)
I ; (4.7)
u0(n)I being the longest common prex to the paths u
(n)
I and uI ending with a path
of C2.
Taking once more a subsequence of (cn)n2N if necessary, one can assume that all
paths u0(n)I end in a same state q.
Moreover, one has
s0= 1(lim(u0
(n)
I )):
Then for any sequence of paths dn, one still has
1(lim(u0
(n)
I dn))= s
0: (4.8)
As a consequence, one can replace u00(n)I and each path u
(n)
‘ , with ‘>I in cn, by
paths u000(n)I and u
0(n)
‘ respectively, having same origin, same end, and containing no
loop. In particular those paths have lengths bounded by the size of the transducer.
Let c0n denote the paths we get. Thanks to (4.8), we can say that one has
lim
n!1 (c
0
n)= limn!1 (cn)= (s; t):
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Taking a subsequence if necessary, we may assume that every u0(n)I end with a cyclic
path in C2, thus there is an integer N such that for each c0r with r>N , there exists a
path cr in T beginning with u0v0 : : : vI−1u0
(r)
I , and going on with new transitions whose
rst (resp. second) components, for states and labels, are the same as in uI (resp. in
u000(r)I v
(r)
I u
0(r)
I+1 : : : v
(r)
kr ).
Since the sequence ( cn)n>N is innite, it has an adherence in which there is an
innite path c in T, such that 1( c)= u0u1::uI = s.
Moreover, the sequence
(u000(r)I v
(r)
I u
0(r)
I+1 : : : v
(r)
kr )r>N
can be seen as an innite sequence on the nite alphabet K  fg [ fg  A2, where
K is the set of words on A1 having length lower than jQj, since u000(r)I and each u0(r)i
for i>I , belong to K . Then 2( c) is innite, and we have
2( c)= 2(v0v1 : : : vI−1)2

lim
n!1 v
(n)
I v
(n)
I+1 : : : v
(n)
kn

= t:
(b)
∥∥ T∥∥Adh( kTkn)
Let (s; t)2 ∥∥ T∥∥, and c a path of T recognizing (s; t). Let us denote by q the last
state of c which is in Q, c0 (resp. c00) the prex (resp. sux) of c nishing (resp.
starting) by the last occurrence of q, and (s00; t00) the label of c00.
By construction, we know that a state of Q can only be reached, in T, from a
state of Q. Then c0 is in T. On the other hand, for all integers n, if we denote by
cn the least prex of c00 whose label (u; v) is such that juj>n and jvj>n, and if
we denote by (q1; q2) the state cn nishes in, then by construction, T includes the
paths
(q; u; "; q1) (or (q; "; v; q1), in which case the proof is dual) and
(q; x; v; q2) for some x2A1 ;
(q; u; "; q1) being included in a path of C2. Therefore, there exists a word u0 2A1
such that the path (q1; u0; "; q) exists. When one concatenates the last three paths, one
gets
(q; uu0x; v; q2):
T being normalized, (u; v) is prex of a pair labelling a successful path of T
starting in q.
Then c= c0c00 has innitely many prexes that are prexes of paths of T, whose
labels can have arbitrary length. Therefore we actually have: (s; t)2Adh(kTkn).
As to complexity, the number of states in QC1 [QC2 (resp. Q0) is bounded by
N = jQj (resp. N 2).
The transitions of T have labels with one letter either on input or on output, or else
the empty word on both components.
Then the number of iterations of the lower loop in both parts of the construction is
bounded by N:(jAj+ jBj+ 1), and it is similar for the intermediate loop. The number
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of iterations of the upper loop is bounded by N for the rst part, by the number of
states of Q0, then by N 2 for the second one.
Therefore, the complexity of the construction is O(N 4  (jAj+ jBj)2).
Thanks to Lemma 3.2, the following result is immediate:
Corollary 3. The closure of an innitary rational relation is rational itself.
5. Deciding continuity
Now, the following proposition brings the conclusion of all above:
Proposition 4. Let f : A! ! B! be a rational function; given by a transducer which
realizes it; one can decide in polynomial time whether or not f is continuous.
To prove this proposition, we will state the following result, which can be found in
[7, p. 105]:
Theorem 5. The intersection of a rational relation and a cartesian rational relation
(i.e. the cartesian product of rational langages); is a rational relation and can be
computed in polynomial time.
Proof of Proposition 4. In view of Lemma 3.1 and Theorem 1, what remains to show
is that the relation T =Gf \ (dom(f)  B!) can be computed (in polynomial time),
and is rational.
To recognize the domain of f, one constructs a transducer realizing f with only
admissible paths (the construction given in [4, p. 75] is polynomial), and one takes
the automaton obtained by projection of every transitions on Q  A Q.
As for the intersection of dom(f)B! and Gf, Theorem 5 says that it is polynomial
and rational.
We will now end this paper by showing the decidability of uniform continuity, using
the following theorem (see e.g. [1]):
Theorem 6. If a function with a compact domain is continuous; then it is uniformly
continuous.
Lemma 5.1. A function f :A! ! B! is uniformly continuous if; and only if the
closure of its graph is functional.
Proof. (() If Gf is the graph of a function, then this function is continuous. Since
its domain is compact, it is uniformly continuous, therefore f is uniformly continuous
as well.
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Fig. 1. A function which is not uniformly continuous.
()) If the closure of Gf is not functional, then there exist (s; x) and (s; y) in it,
such that x and y are distinct. Let =d(x; y)=3. For all real  there exist (s1; x0) and
(s2; y0) in Gf such that
d(s1; s)<; d(s2; s)<;
d(x0; x)<; d(y0; y)<:
Then we have: d(s1; s2)<2 and d(x0; y0)>, which means that f is not uniformly
continuous.
The decidability follows immediately:
Corollary 7. Let f : A! ! B! be a rational function given by a transducer which
realizes it; one can decide in polynomial time whether or not f is uniformly contin-
uous.
The following example shows a function which is continuous but not uniformly.
Example 5.1. The function realized by the transducer of Fig. 1 is dened on the open
set A!nfa!g; with A= fa; b; cg. It is the disjoint union of two uniformly continuous
functions, one of domain (ab)!, the other of domain (ac)!.
The closure of f is the relation: Gf [ f(a!; b!); (a!; c!)g, which is functional on
the domain of f; but not on its closure A!.
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