ABSTRACT Gravitational search algorithm (GSA) is a population-based heuristic algorithm, which is inspired by Newton's laws of gravity and motion. Although GSA provides a good performance in solving optimization problems, it has a disadvantage of premature convergence. In this paper, the concept of repulsive force is introduced and the definition of exponential Kbest is used in a new version of GSA, which is called repulsive GSA with exponential Kbest (EKRGSA). In this algorithm, heavy particles repulse or attract all particles according to distance, and all particles search the solution space under the combined action of repulsive force and gravitational force. In this way, the exploration ability of the algorithm is improved and a proper balance between exploration and exploitation is established. Moreover, the exponential Kbest significantly decreases the computational time. The proposed algorithm is tested on a set of benchmark functions and compared with other algorithms. The experimental results confirm the high efficiency of EKRGSA.
I. INTRODUCTION
Optimization means finding the global optimal solution of problem. Over the past few decades, the complexity of optimization problems has increased dramatically. Therefore, effective optimization methods have become more and more valuable. There are two kinds of methods for optimization, classical algorithms and heuristic algorithms [1] . Classical algorithms based on derivative use the gradient information of objective function to find the optimal solution. So this kind of methods are not suitable for non-differentiable functions. Besides, the computational complexity of classical algorithms increases exponentially as the dimension of problems increases. Thus, it is not practical to use them to solve high-dimensional problems. Since 1990s, a series of heuristic algorithms have been proposed, which can solve complex high-dimensional problems with incomplete information [2] . This characteristic makes them different from the classical mathematical algorithms.
Heuristic algorithms are stochastic algorithms, which seek for good solutions at reasonable computational costs without guaranteeing optimality. They are inspired by natural, biological and physical phenomena, and most of them are population-based algorithms [3] . Population-based algorithms search the solution space with a set of candidate solutions that are generated randomly. In each iteration, the population is updated by using some specific operations. These operations are almost simple, but their collective effect tends to improve the quality of new population. The iteration is repeated until the stop criterion is met.
Some of the most famous heuristic algorithms are Simulated Annealing (SA) which is designed based on the thermodynamic effects [4] , Particle Swarm Optimization (PSO) which mimics the behavior of birds [5] , Ant Colony Optimization (ACO) which simulates the foraging process of ants [6] , and Genetic Algorithm (GA) which is inspired by Darwin's theory of evolution [7] . These algorithms are well suited to solve complex computational problems and show good performance in many fields such as function optimization [8] , data clustering [9] , pattern recognition [10] , data mining [11] , image processing [12] , computer vision [13] and neural network training [14] . However, most of the existing algorithms have the disadvantage of premature convergence. And this issue remains to be solved.
Gravitational Search Algorithm is one of the new heuristic algorithms, which was proposed by Rashedi et al. [15] in 2009. It is inspired by Newton's laws of gravity and motion. In this algorithm, the performance of each particle is represented by its mass. All particles attract each other by gravitational force, and the force causes all particles to move towards the heaviest particle whose position represents the optimal solution. The salient characteristics of this algorithm are simplicity and efficiency, which make GSA useful for solving complex problems in technology and engineering [16] - [20] . However, like other heuristic algorithms, the major disadvantage of GSA is premature convergence.
The key to solving the issue of premature convergence in heuristic algorithms is to establish a proper balance between exploration and exploitation. Exploration is the ability to explore the solution space and find new solutions. Exploitation is the ability to find the optimal solution among good solutions. As iterations go on, exploration fades out and exploitation fades in. The agents in population-based heuristic algorithms do exploration and exploitation by three steps: self-adaptation, cooperation and competition. In selfadaptation stage, each agent improves its own performance. In cooperation stage, agents cooperate with each other by transmitting information. And in competition stage, agents compete for survival. The three steps inspired by natural process usually have stochastic forms. They can be implemented in different ways and guide the algorithm to find the global optimal solution.
In recent years, some modified versions of GSA have been proposed in order to avoid trapping in the local optimum and satisfy the computational requirements. In [21] , a novel gravitational search algorithm with negative mass is proposed, which simulates the phenomenon of antigravity and modifies the definition of mass. In [22] , a new attractive-repulsive gravitational search algorithm is proposed, in which the uniform circular motion and centripetal force are introduced. A chaotic optimization mechanism making Kbest, one of the parameters in the algorithm, decrease chaotically is applied in [23] . And a fuzzy logic controller is utilized in [24] to control the changes of some parameters and improve the convergence rate of the algorithm.
Since the attraction of gravitational force causes particles to approach each other merely, the original algorithm loses the ability to explore the solution space after premature convergence. Hence, in this paper, a new version of GSA based on repulsive force is proposed to enhance the exploration ability and establish a proper balance between exploration and exploitation. Simultaneously, the exponential Kbest further balances the exploration and exploitation, and significantly improves the computational efficiency of the algorithm.
This paper is organized as follows. In the next section, a brief review of GSA is provided. In Section III, the proposed EKRGSA and its characteristics are described in detail. In Section IV, the performance of EKRGSA is evaluated by a set of benchmark functions, and the experimental results are compared with the original algorithm and another modified algorithm. This paper is concluded in Section V.
II. GRAVITATIONAL SEARCH ALGORITHM
In this section, the original Gravitational Search Algorithm is introduced, which is a new population-based heuristic algorithm inspired by Newton's laws of gravity and motion. More precisely, particles in the algorithm obey the following laws:
• Law of gravity: Each particle attracts other particles.
The gravitational force between two particles is directly proportional to the product of their masses and inversely proportional to the distance between them.
• Law of motion: The acceleration of each particle is equal to the resultant force acting on it divided by its inertial mass. The principle of GSA is depicted in Fig. 1 . Particles in this algorithm simulate the planets in space. They move in the multidimensional solution space under the effect of gravitational force to find the optimal solution. Each particle has four attributes:
• Position: The position of each particle in the solution space corresponds to a candidate solution of problem.
• Active gravitational mass: This mass determines the intensity of gravitational field produced by a particle. And a particle with larger active gravitational mass produces a stronger gravitational field than other particles.
• Passive gravitational mass: This mass determines the intensity of gravitational force acting on a particle in a known gravitational field. Within the same gravitational field, a particle with larger passive gravitational mass experiences stronger gravitational force than others.
• Inertial mass: This mass determines the intensity of resistance to motion change when force acts on a particle. And a particle with large inertial mass changes its motion slowly, while a particle with small inertial mass changes rapidly. In GSA, the active gravitational, passive gravitational and inertial masses of each particle are equal and determined by a fitness function. VOLUME 7, 2019 This algorithm is advanced by adjusting the mass of each particle, which represents its performance. Heavier particles correspond to more effective solutions than others. All particles attract each other according to the law of gravity and move according to the law of motion. As iterations go on, the population will be attracted by the heaviest particle whose position represents the optimal solution in the solution space.
In a D-dimensional solution space that contains N particles, the position of particle i is defined as follows:
where x d i (t) denotes the position of particle i in dimension d. G is named as the gravitational constant but decreased with iterations to control the search accuracy:
where G 0 is the initial value, t is the current iteration, max_it is the maximum number of iterations, and α is a shrink constant, which controls the decay rate of the exponential function.
Kbest is the number of particles with large masses. Only the Kbest particles exert gravitational force on all particles. It is a function of iteration and decreased linearly from N to 1:
where final_per denotes the percent of particles that exert gravitational force on all particles in the end. The decreasing process of the linear Kbest is shown in Fig. 2 , where N is 50, final_per is 2, and max_it is 1000. The parameters G and Kbest play an important role in balancing the exploration and exploitation. In order to improve the performance of the algorithm, the values of G and Kbest are large at the beginning and decreased with iterations.
The mass of particle i is updated by the following equations:
where M ai (t), M pi (t) and M ii (t) denote the active gravitational, passive gravitational and inertial masses of particle i, respectively. And fit i (t) denotes the fitness value of particle i, which is evaluated by the fitness function. In this algorithm, best(t) and worst(t) denote the best and worst fitness value among N particles, respectively. For minimization problems, they are defined as follows:
And for maximization problems, they are changed to the following forms:
The gravitational force acting on particle i from particle j in dimension d is calculated by the following equation:
where ε is a small constant, and R ij (t) is the Euclidean distance between particle i and particle j, which is defined as follows:
The resultant force acting on particle i in dimension d is a random weighted sum of gravitational force exerted from the Kbest particles:
where rand j is a uniformly distributed random number in interval [0, 1], which provides a stochastic characteristic for the algorithm. According to the law of motion, the acceleration of particle i in dimension d is calculated by the following equation:
The next velocity of particle i in dimension d is equal to a fraction of its current velocity plus its acceleration:
where rand i is a uniformly distributed random number in interval [0, 1], which enhances the stochastic characteristic of the search.
Furthermore, the next position of particle i in dimension d is updated as follows:
The process of GSA are listed as Algorithm 1. Evaluate the fitness value of each particle by the fitness function 6: Update the mass of each particle 7: Calculate the gravitational force between particles in different dimensions 8: Calculate the resultant force and acceleration of each particle in different dimensions 9: Update the velocity and position of each particle in different dimensions 10: end while 11: return S
III. REPULSIVE GRAVITATIONAL SEARCH ALGORITHM WITH EXPONENTIAL KBEST
Finding the approximate global optimal solution within the reasonable computational time is the primary task of heuristic algorithms. One way to achieve this task is to provide a proper balance between exploration and exploitation. In this section, a new version of GSA inspired by the physical phenomenon of repulsive force is proposed to enhance the exploration ability and computational efficiency of the algorithm.
A. REPULSIVE FORCE
The main characteristic of GSA is that the force is always attractive, while in the proposed algorithm, the definition of force is modified. In addition to the gravitational force, the concept of repulsive force is introduced. Similar to the interaction between charges, under the same conditions, the repulsive force between heterogeneous charges and the attractive force between homogeneous charges are equal in size but opposite in direction. Therefore, the repulsive force defined in this paper is equal to the gravitational force in size but exactly opposite to it in direction.
In the original algorithm, the Kbest particles with large masses exert gravitational force on all particles. It means that heavy particles merely attract all particles. But in the proposed algorithm, the Kbest particles exert both repulsive force and gravitational force on all particles according to distance. In other words, heavy particles affect near and far particles in two different ways. Supposing that each particle has a repulsive radius (R r ), which is changed with iterations. The force field generated by a particle provides repulsive force when the distance to another particle is more than R r , and provides gravitational force when the distance is less than R r . The repulsive radius is defined by the following equation:
where t is the current iteration, max_it is the maximum number of iterations, and A is a positive variable, which is changed with the ranges of solution space to enhance the adaptability of the repulsive radius. The three situations mentioned below correspond to Fig. 3 . In early iterations, the value of R r is small, and most of particles are repulsed by heavy particles because their distances to the heavy particles are more than R r . This strategy improves the exploration ability of the algorithm at the beginning. As iterations go on, the value of R r is increased. In middle iterations, some particles are repulsed by heavy particles to explore the solution space, while the others are attracted by heavy particles to find the optimal solution. And in late iterations, the value of R r is large, most of particles are attracted by heavy particles because their distances to the heavy particles are less than R r . This strategy maintains the exploitation ability of the algorithm. Therefore, the proposed algorithm enhances the exploration ability, maintains the exploitation ability, and establishes a proper balance between them.
In Fig. 3(b) , it is assumed that particle i, whose repulsive radius is R r , is a heavy particle, and there are other particles j and k. If the distance between particle i and particle j is less than R r , then particle i will attract particle j. The gravitational force acting on particle j from particle i in dimension d when
is the same as the original gravitational force:
If the distance between particle i and particle k is more than R r , then particle i will repulse particle k. As mentioned above, the repulsive force acting on particle k from particle
The gravitational force and repulsive force acting on particle i in dimension d are calculated by the following equations, respectively:
where rand j and rand k are uniformly distributed random numbers in interval [0, 1]. If
, the repulsive force will be dominant and particle i will be repulsed. On the contrary, if
, the gravitational force will be dominant and particle i will be attracted. Hence, the resultant force acting on particle i in dimension d is equal to the sum of repulsive force and gravitational force, which is a modified version of the original resultant force:
B. EXPONENTIAL KBEST
In order to improve the computational efficiency of the algorithm and enhance the balance between exploration and exploitation, the definition of Kbest is modified in this paper. In the original algorithm, Kbest is the number of particles that exert force on all particles. It is a function of iteration and decreased linearly from N to 1. But in the proposed
Algorithm 2 Repulsive Gravitational Search Algorithm With
N : population size max_it: maximum number of iterations Output:
S: optimal solution 1: Identify the solution space 2: Initialize the population 3: while the stop criterion is not satisfied do 4: Update the gravitational constant, exponential Kbest and repulsive radius 5: Evaluate the fitness value of each particle by the fitness function 6: Update the mass of each particle 7: if the distance between particles ≥ R r then 8: Calculate the repulsive force between particles in different dimensions 9: else 10: Calculate the gravitational force between particles in different dimensions 11: end if 12: Calculate the resultant force and acceleration of each particle in different dimensions 13: Update the velocity and position of each particle in different dimensions 14: end while 15: return S algorithm, the function is modified, and Kbest is decreased exponentially with iterations from N to 1 as follows:
where N is the population size, final_per is the percent of particles that exert force on all particles in the end, t is the current iteration, and max_it is the maximum number of iterations. The decreasing process of the exponential Kbest is shown in Fig. 4 , where N is 50, final_per is 2 and max_it is 1000. Neglecting the inconsequential particles with small masses can effectively reduce the redundant computations then improve the computational efficiency. Simultaneously, such modification makes the algorithm do comprehensive exploration in early iterations and precise exploitation in late iterations [25] . So the exploration and exploitation abilities of the algorithm get further balanced.
In addition, other equations in the proposed algorithm such as mass and acceleration calculations, velocity and position updates are the same as the original algorithm.
In summary, the detailed steps of EKRGSA are listed as Algorithm 2.
The time complexity of the proposed algorithm is analyzed as follows:
• Population initialization requires O (N × D) , where D denotes the dimension of solution space.
• Gravitational constant, exponential Kbest and repulsive radius updates require O(max_it) each. • Fitness value evaluation requires O(N × D × max_it).
• Mass calculation requires O(N × max_it).
• Repulsive force and gravitational force calculations approximately require O(N 2 ×D×max _it), when Kbest is decreased exponentially with iterations and max_it is large enough.
• Resultant force and acceleration calculations, velocity and position updates require
Considering the complexities of the above steps, the total time complexity of EKRGSA is O(N 2 × D × max _it), which is equal to the original algorithm.
The space requirement of the proposed algorithm is related to the population size and dimension of solution space. Thus, the total space complexity of EKRGSA is O (N × D) , which is also equal to the original algorithm.
In EKRGSA, each particle is affected by the Kbest particles according to distance, where Kbest is decreased exponentially with iterations. All particles search the solution space under the combined action of repulsive force and gravitational force. In this way, the search ability and efficiency of the algorithm get a significant boost.
IV. EXPERIMENTAL RESULTS
Satisfactory solution and reasonable computational costs are two major criteria for heuristic algorithms to solve practical problems. In this section, in order to investigate the performance of EKRGSA, it is compared with the original algorithm and another modified algorithm: Attractive-Repulsive Gravitational Search Algorithm (AR-GSA), in which the uniform circular motion in physics is introduced, and particles exert centripetal force on each other based on the hypothetical absorption radius to improve the exploration ability [22] .
The existing and proposed algorithms are tested on a set of benchmark functions including some unimodal and multimodal functions as presented in Table 1 , followed by the dimension and range of each function, where D is 30. All benchmark functions are minimization problems, and the minimum values are presented at the end of Table 1 . Some detailed descriptions of the functions are given in [15] . The convergence rate is more important for the unimodal functions, while the minimization results are more important for the multimodal functions because they have many local minimums which make algorithms more difficult to find the global minimum. In all tests, the population size is 50, and the maximum number of iterations is 1000. In GSA, Kbest is initialized to N and decreased linearly with iterations to 1. In AR-GSA, Kbest is considered as a constant and set to 0.6 times the population size. And in EKRGSA, A is set to the size of range of each function, G 0 is set to 1000 and α is set to 25, which are determined by voluminous experiments and comparisons. Besides, Kbest is initialized to N and decreased exponentially with iterations to 1. The detailed parameter settings of three algorithms are shown in Table 2 .
The average and median best-so-far results in the last iteration listed in Table 3 and the computational time listed in Table 4 are the average of 30 independent runs. The minimum value and the shortest computational time of each benchmark function are presented in the bold form.
A. MINIMIZATION RESULTS
The repulsive force prevents the proposed algorithm from trapping in the local optimum. It is clear from Table 3 that EKRGSA obtains better or equal results compared with other algorithms in most of the benckmark functions except for F 3 , F 4 and F 6 , in which GSA and AR-GSA provide slightly smaller results, respectively.
B. COMPUTATIONAL TIME
The exponential Kbest neglects the force exerted from the inconsequential particles with small masses. Thus, it can improve the computational efficiency. Table 4 shows that EKRGSA has shorter computational time than other algorithms in all cases.
C. CONVERGENCE RATE
Since EKRGSA adequately explores the solution space, it converges slowly in early iterations. But under the combined action of repulsive force and exponential Kbest, EKRGSA can provide better results and faster convergence rate than other algorithms in late iterations. The convergence trends of three algorithms for part of representative unimodal and multimodal benchmark functions are presented in Fig. 5 . This figure confirms the high performance of EKRGSA.
V. CONCLUSION
In recent years, the demands for heuristic algorithms to solve complex optimization problems have been increased dramatically. As one of the new heuristic algorithms, GSA is constructed based on Newton's laws of gravity and motion. In this paper, a new version of GSA is proposed, which is called EKRGSA. In this algorithm, the concept of repulsive force, similar to the interaction between heterogeneous charges in physics, is introduced. Particles search the solution space under the combined action of repulsive force and gravitational force. In this way, the exploration ability of the algorithm is improved and a proper balance between exploration and exploitation is established. Simultaneously, the exponential Kbest can not only further balance the exploration and exploitation, but also significantly improve the computational efficiency. In order to evaluate the proposed algorithm, a set of benchmark functions are used in the experiment. The experimental results show that, in most cases, EKRGSA can obtain better solutions and provide higher performance. Thus, it is confirmed that EKRGSA is suitable for solving function optimization problems.
