Abstract Predicting the future impact of a scientist/researcher is a critical task. The objective of this work is to evaluate different h-index prediction models for the field of Computer Science. Different combinations of parameters have been identified to build the model and applied on a large data set taken from Arnetminer comprised of almost 1.8 million authors and 2.1 million publications' record of Computer Science. Machine learning prediction technique, regression, is used to find the best set of parameters suitable for h-index prediction for the scientists from all career ages, without enforcing any constraint on their current h-index values with R 2 as a metric to measure the accuracy. Further, these parameters are evaluated for different career ages and different thresholds for h-index values. Prediction results for 1 year are really good, having R 2 0.93 but for 5 years R 2 declines to 0.82 on average. Hence inferred that prediction of h-index is difficult for longer periods. Predictions for the researchers having 1 year experience are not precise, having R 2 0.60 for 1 year and 0.33 for 5 years. Considering scientists of different career ages, average R 2 values for researchers having 20-36 years of experience were 0.99. For the researches having different h-index values, researchers having low h-index were difficult to predict. Parameters set comprising of current h-index, average citations per paper, number of coauthors, years since publishing first article, number of publications, number of impact factor publications, and number of publications in distinct journals performed better than all other combinations.
Introduction
Since its introduction, h-index has become the most commonly used and established measure to evaluate the impact of individual researchers on scientific literature (Tyrrell et al. 2017) . h-Index combines the effect of two dimensions i.e. number of publications which represent the productive core of a scientist and number of citations, representing the impact of that core. h-Index is defined as ''A scientist has index h if h of his or her Np papers have at least h citations each and the other (Np-h) papers have B h citations each'' (Hirsch 2005) .
There are a number of studies which have used h-index for scientists' evaluation (Oppenheim 2007; Bornmann et al. 2008; Ayaz and Afzal 2016) . Though h-index is also criticized in literature for its shortcomings, like it is not capable of comparing scientists from different domains i.e. it is field dependent, it is influenced by duration of scientist's career, and also relies on electronic databases, also that it is not justifiable to use only one figure to reflect whole career of a scientist (Aoun et al. 2013; Bornmann 2014) . Still hindex is the most widely used measure for researchers' evaluation.
The bibliometric indicators are quite useful for evaluation purposes like to decide who should be given tenure, promotion or funding or who should be appointed for a certain task etc. But they are more effective and helpful if we can use them to predict future impact of researchers (Acuna et al. 2012) . To better assess/evaluate a researcher it is very important to predict researcher's future scientific success i.e. there should be some standard procedures/tools to support such decisions.
Hirsch proved empirically that h-index has better predictive power than other bibliometric indicators including number of citations, number of papers and mean citations per paper (Hirsch 2007) . According to Hirsch's findings besides itself h-index was also found to be better predictor of number of publications. His claim that h-index is good predictor of itself is further supported by Schreiber (2014) . Different authors have explored the predictive power of h-index and proposed different combination of parameters for this purpose. In our study, we have explored the combinations already present in literature and also some variations in the combinations. Current approaches work with imposing some constraints like considering specific career ages or placing limits on current h-index values, we have considered whole career ages and all the authors having any current h-index. For this purpose, we have considered a comprehensive data set for the field of Computer Science from Arnetminer. We have also explored the effect of different career ages and different threshold values of h-index on the prediction.
Literature reveiw
With the introduction of h-index by Hirsch (2005) , it has become the mostly used measure to evaluate researchers. h-Index is used in two known multidisciplinary databases i.e. Web of Science and Scopus (Bornmann 2014 ). Researcher's evaluation is also important in making many decisions like hiring, giving tenure etc. with the growing number of applicants for tenure track of funding etc. there is a need to have combination of different parameters for better prediction (Jones 2013; Acuna and Penner 2013) . Keeping in view the importance of predicting future performance for better current assessment, Hirsch also asserted that the h-index can be used quite effectively for its own prediction.
Different authors have explored the predictive power of h-index (Mazloumian 2012; Miró et al. 2017; Schreiber 2013) . Acuna et al. (2012) have proposed formula to predict hindex of a small sample of researchers from life sciences field. It considers neurosurgery, drosophila and evolutionary scientists. To predict future h-index, initially they have considered 18 factors and found out that only 5 are significant. The five parameters they have considered include number of publications, current h-index, years since publishing first article, number of distinct journals published in, and number of articles in top journals. They claim that the prediction based on five parameters yielded better results than using only h-index for neurosurgery field. The paper is focused only on the sub fields of life sciences and within that, it yielded good results for neurosurgery. They have considered the researchers having 5-12 years of experience and h-index greater than 4. It should be applied on large data set of same field and on other multidisciplinary data. The formula can be recalculated for other fields and while applying on other fields it is also possible to find one or more common factors for different fields. Using regression models, Acuna et al. have predicted author's h-index for 5 years with R 2 value of 0.66 for Neuroscientists and for Drosophila and Evolutionary scientists somehow poor prediction i.e. R 2 = 0.54 and R 2 = 0.61, respectively. Dong et al. (2016) have also proposed h-index prediction technique while considering some other parameters applying on the Data set from the field of Computer Science. The parameters they have considered include current h-index, average citations per paper, number of coauthors, years since publishing first article and number of publications. According to their findings author h-index is the most important factor in predicting author future h-index followed by number of publications and coauthors. For predicting h-index the factors they have considered include current h-index, number of publications, number of citations, number of coauthors and number of years since first paper. In this study they have considered authors having h-index greater than 10. Positive correlation was found between h index and number of papers and coauthors. They have predicted author's hindex for 5 years with an R 2 value of 0.92. It was found that predicting h-index for longer time frame and of those scientists who have high h-index is more difficult.
Both techniques have considered current scientific impact of authors. Acuna et al. (2012) and Dong et al. (2016) have presented technique to predict h-index but considering different parameters. Penner et al. (2013) have considered small data sets (762 careers) from Physics, Biology and Mathematics domains. They have considered same parameters as Acuna et al. did. According to them the model exhibits better results when we consider scientists of all the career age. But its performance deteriorates when we apply some limitations on the time duration, like if we consider junior scientists only or when only certain age groups data is considered. They have emphasized to consider the career age when predicting h-index, as h-index is a cumulative measure and according to them prediction aimed models should avoid cumulative, non-decreasing measures as they would yield artificially large coefficient of determination R 2 . Instead they have reformulated the problem and predicted the increase in h-index for fixed time interval and also considered different age groups, with this setting the model showed poor results. R 2 value was found to be 0.30, 0.50 and 0.54 for Physics, Cell Biology and Mathematics respectively. They have also tested the predictability of the citation impact of a scientist based upon the no of publications, their citations, and h-index of scientist. It is emphasized that the coefficients weights variation across different fields and career ages should be carefully studied. Also some prediction model suitable for real world is needed.
After having studied/exploring the literature and also considering the fact that current approaches work with imposing some constraints like career ages, h-index etc. we have formulated our problem statement as follows:
Problem Statement To find the best set of parameters suitable for h-index prediction for the scientists from all career ages and without enforcing any constraint on their current h-index values for the field of Computer Science. Further evaluating these parameters for different career ages and different thresholds for h-index values.
Methodology
In the era of Big Data, quantitative approaches should be taken for the evaluation purposes (Bertsimas et al. 2013) . Keeping in view this fact, we have considered a comprehensive and large scale data set for the field of Computer Science taken from Arnetminer 1 and exploring it for h-index prediction using different combination of parameters. Initially, we have considered the parameters proposed in different models including that of Acuna et al. (2012) , Penner et al. (2013) and Dong et al. (2016) . Later we have proposed some variations in the proposed parameters and validated for the data from the field of Computer Science. In this study, basically we are exploring the following research question: a. What is the best combination of parameters for h-index prediction considering the parameters already presented in literature and also devising some new combinations/variations for Computer Science Data? b. Which parameters contribute most effectively in h-index prediction? c. How well h-index can be predicted for all career ages? d. What is the effect of career age on h-index prediction? e. For which range of career age h-index can be accurately predicted? f. What is the effect of current h-index of authors on the prediction of h-index? g. For which range of current h-index, future h-index can be accurately predicted? Experiment 1 covers a, b and c points, experiment 2 corresponds to d and e and experiment 3 explores the f and g points.
Data set
We have considered comprehensive data set of Arnetminer (Tang et al. 2008) . Arnetminer data set is a collection of publications from the field of Computer science, collected from Digital Bibliography and Library Project (DBLP) bibliography, 2 Association for Computing Machinery (ACM) Digital library 3 and CiteSeer. 4 DBLP is a Computer Science bibliography website, ACM is another comprehensive bibliographic database focused exclusively on the field of computing and CiteSeer is also a repository of papers in Computer Science. Tang et al. (2008) have developed Arnetminer system, which extracts and mines academic social network. Researchers' profiles are automatically collected and publications data from existing libraries (mentioned above) are integrated, applying 1 https://cn.aminer.org/billboard/aminernetwork 2 http://dblp.uni-trier.de/.
3 https://dl.acm.org/.
probabilistic framework for author disambiguation (Tang et al. 2007 (Tang et al. , 2008 (Tang et al. , 2011 (Tang et al. , 2012 . Although Data set is collected from established sources for Computer Science domain and it is a large collection of data but there are some issues. This data set does not contain very recent publication records, data set has records till May 2014. Moreover, the data set is collected from multiple sources, an obvious outcome of this fact is that there are some duplications in the data. In spite of these factors, Arnetminer is a widely used data set and is considered in a number of studies considering data set for the field of Computer Science (Amjad et al. 2017; Bu et al. 2017; Dong et al. 2016; Kong et al. 2017) . Data set have publications record from 1936 till May, 2014. Data set contains the record of papers, authors, author-paper and coauthors. Detail of attributes is:
Papers: [id, title, authors (separated by semicolons), affiliations (separated by semicolons, and each affiliation corresponds to an author in order), year, publication venue, the id of references of this paper (there are multiple lines, with each indicating a reference), abstract] Authors: [id, name (separated by semicolons), affiliations (separated by semicolons), the count of published papers of this author, the total number of citations of this author, the h-index of this author, the P-index with equal A-index of this author, the P-index with unequal A-index of this author, extracted key terms of this author (separated by semicolons)] Coauthor: [id of one author, id of another author, number of collaborations between them] Author-Paper: [index, author id, paper id, author's position.]
It took a lot of effort to handle such a large data set. It was first imported into MySQL by using MySQL for excel add-in. Then by using certain queries and stored procedures we have cleaned the data i.e. removing special characters and storing the data in appropriate columns in tables. Statistics of data set are given in Table 1 below.
Data set has comprehensive coverage of publications for Computer Science. The parameters which we have to consider for predicting h-index include number of publications of an author, current h-index of an author, in how many distinct journals papers are published, number of publications in impact factor journals, number of coauthors, Citations and years since starting or publishing first publication. We have calculated the value of all these parameters till 2007. For this purpose, we have separated the publications till 2007 and authors' record of those publications. We have calculated h-index of authors in 2007, also other parameters were calculated on the basis of that record. As shown in Table 1 number of authors having publications in 2007 or earlier were 938,351. But there were 146 such cases where the year of publications were not mentioned, so we discarded those records and were left with 938,205 author's records. We have calculated h-index for 2007, 2008, 2009, 2010, 2011 and 2012 
Experiments
To predict the author's h-index for next 5 years, we have considered the values of parameters till 2007. We have fitted regression equations to predict author's h-index for next 5 years i.e. from 2008 to 2012. To check the validity of these regression equations coefficient for determination R 2 is used. Variance explained or coefficient of determination determines that how much variation in the value of dependent variable (y) is explained by the variation in value of independent variable (x) and is determined by the formula given in Eq. (1). 
In Eq.
(1), y represents dependent variable (actual values),Ŷ. represents its predicted values.
Y is the mean of actual values of dependent variable. Value of R 2 ranges from 0 to 1. A value of, let us say, 0.7932 means that 79.32% of the variance in y can be explained by the changes in x.
Parameters selection
As a first step, we have decided to check the validity of equations proposed by Acuna et al. for the field of Computer Science. For this purpose, we have considered the equations proposed by Acuna et al. and applied those equations on this data set to predict the h-index for next 5 years. But the errors in prediction were very large and R 2 values were meaningless. As also stated in García-Pérez (2013) it has exposed limited validity of these equations for different data sets.
To resolve this issue, we have fitted the regression equation for the Computer Science data set considering the parameters proposed by Acuna et al. (SET5) . We have also proposed some variations (Set 1, 2, 3, and 4) in the parameters under consideration and compared the results. To further evaluate and compare the results we have also considered the parameters proposed by Dong et al. (SET 6) . Dong et al. in their research have considered only those authors having h-index greater than 10 whereas we have considered different threshold values for h-index as well as all the authors. Combination of Acuna and Dong's parameters (Set 7 and Set 8) have also been considered. All the different combination of parameters considered are shown in Table 2 .
Experiment 1: regression equation for whole data till 2007
To predict the authors' h-index for next 5 years. We have fitted the regression equations for 938,205 authors' record till 2007 considering all the above-mentioned sets separately. We have used 80% of data for training and remaining for testing of our fitted model and found out R 2 and RMSE for all the results. Acuna et al. have considerd only those authors whose h-index were greater than 4 and who have 5-12 years of experience. Similarly Dong et al. have considered authors having h-index greater than 10, Penner et al. had focus only on young researchers. In our research we have considered whole data set as well as subsets. Theses subsets were acquired by applying different filters based upon career age and h-index. We have applied some filters on the data set and checked our results by considering different thresholds. (Table S1) Number of articles in top 10 journals from Computer Science Field (Table S1 ) Number of articles in journals from Computer Science Field having impact factor equal to or greater than 3 (Table S2) Number of articles in top 10 journals from Computer Science Field (Table S1 ) Number of articles in journals from Computer Science Field having impact factor equal to or greater than 3 (Table S2) Number of articles in top 10 journals from Computer Science Field (Table S1) Number of publications
Number of publications
Number of distinct journals
Number of articles in top 10 journals from Computer Science Field (Table S1 ) Number of distinct journals
We had 90,342 authors' records after applying this filter. We have fitted regression equation for this filtered data set considering the Set 5 from Career age wise data sets To further evaluate the impact of career age, we have separated the data set on the basis of career age. First, we have filtered the scientists having first publication in 2007 i.e. 0 years of career age then those who have published in 2006 i.e. 1 year of experience and we have done this for 50 years career ages. We have applied the regression equation fitted for whole data on all these subsets and calculated the R 2 value for each subset. Number of records in all the subsets are mentioned in Table S5 . Regression equation for whole data, partitioned on h-index value First, we have applied the same regression equation, same value for mean, but R 2 is calculated separately for each partition. For example, first we have considered only those authors who have h-index from 0 to 3 in 2007. We have applied same regression equation as mentioned in Experiment 1. But R 2 was calculated based upon the predicted value of this partition only. We have done this procedure for the sets which were identified to produce better results for whole equation, these include Set 4, Set 5, Set 6 and Set 7. Purpose of this experiment was to separately assess the R 2 value for subsets, for researchers having different h-index values. We have partitioned the data set on the basis of h-index of authors in 2007 as shown in Table 3 .
Equation fitted on data partitioned based upon h-index value Secondly, we have fitted the regression equations separately for all these subsets (based upon 
Results and discussions
We have calculated R 2 for all the combination of parameters given in Table 3 and compared the results to identify the parameters which most accurately predict the h-index. Considering these parameters we have fit regression equation/line to predict the h-index for year 2008, 2009, 2010, 2011 and 2012 .
The h-index for 1 year (2008) and 5 years (2012). We have used 80% of data for training and remaining for testing of our fitted model.
Results: experiment 1
R 2 values are computed for the equations fitted for all the combinations given in Table 2 . Summary of results for parameter combination of Table 2 are given in Table 4 . Regression Equations fitted with details of coefficients are given in supplementary material in Table S4 . From Table 4 it is quite clear that fitted models very well predicted the 1 year value. The model predicted future h-index for 1 year having R 2 value approx. 0.93, but for 5 years the predictions are little worse than 1 year, for 5 years R 2 value is around 0.82. It is quite obvious from the results that with longer periods the prediction of h-index declines. All the parameters and their coefficients' values are given in Table S4 . Contribution of hindex, years since start declines with time, whereas average citations have very little or no contribution in overall prediction equations. All other parameters contribution increases as the time increases. As compared to other sets Set 7 and Set 8 succeeded in achieving highest R 2 values for 5 years prediction.
Results: experiment 2
Career age
One year experience Keeping in view the reservations and opinions of penner et al. regarding the prediction of h-index for young researchers, we have considered the data of those scientists whose career age is 1 year or less, which is whose first publication was in 2006 or 2007 in this data set. We have fitted regression equation only for this data set considering the parameters originally proposed by Acuna and Dong et al. The results are shown in the Tables 5 and 6 respectively. Years since start have understandably no coefficient values, trend of increase or decrease in other parameters' coefficient values is same as in experiment 1.
It is quite obvious that prediction results are not satisfactory having very low value for R 2 . Even for 1 year it is 60% and for 5 year it becomes worse and lows to 33% in case of Set 5 and similar results can be observed in table for Set 6. R squared results were really good when we considered the whole data set but when only young researcher were considered from the same data set, its performance deteriorated.
To further evaluate the effect of career age and experience of researchers on h-index prediction we have partitioned the data set on the basis of experience. Career age wise data sets
To evaluate the impact of career ages, we have separated the data set on the basis of career age. The detailed results can be viewed in supplementary material under tables S6, S7, S8 and S9. Here we have included the graphical representation of results. The year wise calculation of R 2 values for regression equation fitted on whole data while considering Set 4, 5, 6 and 7 are shown in Fig. 2a-d respectively.
In almost all the cases trend is same that is the R 2 values crosses 90% for 8 years career age and highest range of R 2 values is from 22 to 34 years approximately. That is h-index prediction for researchers having experience of 22-36 years is most accurate. For 1 year it is above 0.99 and for 5 years prediction it is above 0.94. Though for researchers having experience greater than these values decline but still these are above 0.98 for 1 year prediction. Overall set 6 and set 7 performs better than other two sets as shown by the graphs in Fig. 2a-d .
Results: experiment 3
Regression equation for whole data, partitioned on h-index value
Further to validate the claims that prediction of h-index for authors having very low hindex or very high h-index is difficult. Penner et al. and Dong et al. (2016) , we have partitioned this data on the basis of h-index of authors in 2007. We have applied the same regression equation, same value for mean, but R 2 is calculated separately for each partition. For example first we have considered only those authors who have h-index from 0 to 3 in 2007. We have applied same regression equation as mentioned in Experiment 1. But R 2 was calculated based upon the predicted value of this partition only. We have done this procedure for the sets which were identified to produce better results for whole equation, these include Set 4, Set 5, Set 6, and Set 7. Values for all these are given in Table S10 , S11, S12 and S13 respectively in Supplementary Material. Graphical representation is given below in Figs. 3, 4, 5 and 6 respectively.
h-Index for authors having low h-index value are difficult to predict as depicted in Figs. 3, 4, 5 and 6. Maximum R 2 for 0-3 h-index is 0.85. Whereas it has highest values for above 30 threshold. For 1 year prediction Set 5 performs better followed by Set 7 and for 5 years prediction Set 7 outperforms all other.
Equation fitted on data partitioned based upon h-index value
Considering Set 4, Set 5, Set 6 and Set 7 we have fitted Regression equations on the data satisfying h index value. Like considering only those records having h index 3 or less. R 2 values for these combinations are represented in Figs. 7, 8, 9 and 10 respectively. Tabular representation of these graphs are given in Table S14 , S15, S16 and S17 respectively in Supplementary Material. than other thresholds. Set 7 succeeded in predicting better than other sets here as well (Fig. 10 ).
Conclusion
h-Index has become a popular and mostly used measure for the purpose of researchers' evaluation. These evaluations are helpful in making many decisions like recruitments, giving tenures, allocating funding for projects etc. All these decisions are concerned with the future impact of a researcher. In this work we have considered the problem of predicting future h-index of a researcher. Previous work on h-index prediction has used different set of attributes in different domains, like Neuroscience, Mathematics, Computer Science etc. with R 2 as a metric to measure the accuracy. We planned to find best set of attributes for the h-index prediction. The data set by Arnet Miner is reasonably healthy data to build a good model in the Computer Science field. We have defined different sets of parameters to conduct multiple experiments. The evaluation of regression fit is based upon the value of R 2 . Prediction results for 1 year are really good, having R 2 0.93 on average but for 5 years R 2 decline to 0.82 on average. Hence inferred that prediction of h-index is difficult for longer periods. h-Index contribution in predicting declines with time, and Average citations seems to play no significant role in predicting. Set 7 and Set 8 performs better than others.
h Index predictions for the researchers having 1 year experience are not precise, having R 2 values 0.60 for 1 year prediction and 0.33 for 5 years. Hence there is a need to evaluate further different parameters for the better prediction of h-index for young researchers. Considering scientists of different career ages, prediction results for researchers having 20-36 years of experience are quite accurate. Average R 2 values for these researchers were 0.99. SET 6 and Set 7 performs better for these.
For the researches having different h-index values, researchers having low h-index were difficult to predict. But in general R 2 values increase with the increase in h-index. It means it is difficult to predict the h-index for authors having low h-index value, whereas it improves for higher hindex values.
For the next 5 year prediction of h-index, the parameters set comprising of current hindex, average citations per paper, number of coauthors, years since publishing first article, number of publications, number of impact factor publications, and number of publications in distinct journals performed better than all other combinations.
Contribution
In this paper following contributions have been made. Science validated on the basis of goodness of fit metric, R 2 (current h-index, average citations per paper, number of coauthors, years since publishing first article, number of publications, number of impact factor publications, and number of publications in distinct journal). c. Exploring the effect of career age on the prediction results. d. Finding the career ages for which prediction results are best. e. Exploring the effect of current h-index on the prediction results. f. Finding the range of current h-index for which prediction results are best.
Future work
By considering these different sets of variables and their comparison, it was observed that we still need to consider some other parameters or look for other ways to increase the accuracy of prediction. It will help in further refining the model and to assess the impact of different parameters or different fields on h-index prediction.
