ABSTRACT. We consider a certain family of Kudla-Rapoport cycles on an integral model of a Shimura variety attached to a unitary group of signature (1,1), and prove that the arithmetic degrees of these cycles can be identified with the Fourier coefficients of the central derivative of an Eisenstein series of genus 2. The integral model in question parametrizes abelian surfaces equipped with a non-principal polarization and an action of an imaginary quadratic number ring, and in this setting the cycles are degenerate: they may contain components of positive dimension. This result can be viewed as confirmation, in the degenerate setting and for dimension 2, of conjectures of Kudla and Kudla-Rapoport that predict relations between the intersection numbers of special cycles and the Fourier coefficients of automorphic forms.
INTRODUCTION
In their article [KR3] , Kudla and Rapoport investigate integral models of Shimura varieties attached to unitary groups of signature (n − 1, 1). These models are defined as moduli spaces of abelian varieties equipped with an action of the maximal order o k in a fixed imaginary quadratic field, together with a compatible principal polarization. Kudla and Rapoport go on to construct a family of 'special' cycles, and prove that when such a cycle is zero-dimensional and is supported in the fibre of an unramified prime, its degree can be identified with a Fourier coefficient of the derivative of an incoherent Eisenstein series for U (n, n) at its centre of symmetry. This result is in line with a deep conjectural programme, initiated by Kudla and supported by his collaborators, that aims to establish systematic relations between arithmetic cycles on Shimura varieties and Fourier coefficients of automorphic forms, cf. the survey article [Kud] .
In this paper, we study an extension of the problem of Kudla-Rapoport in the case n = 2, where we allow the polarizations to be non-principal in a controlled way. Though the cycles in this setting might not be zero-dimensional, our main result asserts that their degrees, suitably defined, are again identified with the Fourier coefficients of the central derivative of a (non-standard) Eisenstein series for U (2, 2).
We now give a more precise account of this result. Let k be an imaginary quadratic field, with ring of integers o k , and fix a squarefree integer d ∈ Z >0 , all of whose factors are inert primes in k. We define M This moduli problem is representable by a Deligne-Mumford stack that is flat over Spec(o k ). Next, we let E be the Deligne-Mumford stack parametrizing triples E = (E , i E , λ E ) consisting of an elliptic curve E with an o k -action i E : o k → End(E ) satisfying the signature (1, 0) condition, and a principal polarization λ E whose Rosati again induces Galois conjugation on the image i E (o k ).
Following [KR3] , we define the Kudla-Rapoport cycles on the product M :
(1,1) as follows. Suppose we are given points E ∈ E (S) and A ∈ M 
Given an integer m ∈ Z, we define Z(m) to be the moduli space of tuples Z(m)(S) = {(E , A, x) | (E, A) ∈ M (S), x ∈ Hom S,o k (E , A) with (x, x) = m}.
This moduli problem is representable by a DM stack, and the natural forgetful map Z(m) → M is finite and unramified. We thereby obtain a cycle on M , which, abusing notation, we denote by the same symbol Z(m).
Similarly, for any matrix T ∈ Herm 2 (o k ), we define Z(T ) to be the moduli space of tuples
Z(T )(S) = {(E, A, x)}
where (E, A) ∈ M (S) as before, and x = [x 1 , x 2 ] ∈ Hom S,o k (E , A) 2 is a pair of maps such that (x, x) := (x 1 , x 1 ) (x 1 , x 2 ) (x 2 , x 1 ) (x 2 , x 2 ) = T.
As before, the forgetful map Z(T ) → M defines a cycle, denoted by the same symbol.
Let T = ( t 1 * * t 2 ). Then there is a decomposition
over all cycles Z(T ′ ) corresponding to matrices T ′ with the same diagonal entries as T .
When T is non-singular, it turns out that the generic fibre Z(T ) k is empty, and so the support of Z(T )
is concentrated in finitely many fibres of non-zero characteristic. In this case, we define
as the sum of the contributions to the Serre intersection multiplicity of Z(t 1 ) and Z(t 2 ) that appear within the support of Z(T ), weighted by the factors log N (p).
Our main result relates this degree to the T 'th Fourier coefficient of the derivative at the centre of symmetry (s = 0) of an Eisenstein series E (z, s), constructed in Section 4.3, on the Hermitian upper halfspace H 2 of genus 2; here the derivative
is taken with respect to the variable s ∈ C.
Main Theorem. Suppose T ∈ Herm 2 (o k ) is positive definite, and define
Diff(T ) := {ℓ inert, ℓ ∤ d, ord ℓ det T odd } {ℓ|d , ord ℓ det T even}.
where h(k) is the class number of k, and for z ∈ H 2 , we set q
T := e(t r (T z)).
The novel aspects of this theorem emerge when Diff(T ) = {p} is a single inert prime p dividing d. In this case, the cycle Z(T ) is supported in the fibre M p . This fibre in turn bears a close relationship to the Drinfeld upper half-plane D which, as we recall in §2, admits an intepretation as a moduli space of p-divisible groups. Our first task, carried out in §2, is therefore to consider a family of local Kudla-Rapoport divisors on D defined in terms of deformations of p-divisible groups, and study their intersection behaviour. Explicit equations for these divisors were found in [San] ; by combining that information with a combinatorial description of the reduced locus D r ed in terms of the Bruhat-Tits building for SL 2 (Q p ), we arrive at an explicit, and surprisingly simple, formula for the intersection number of two local Kudla-Rapoport divisors, see Corollary 2.16.
In §3, we show that one can express the same formula in terms of local representation densities and their derivatives, which play an esssential role in the determination of the Fourier coefficients of Eisenstein series. The key tool is the development of a closed-form expression, in the particular case that we need, of Hironaka's general formula [Hir] for Hermitian representation densities in the unramified setting, cf. Proposition 3.1.
Finally, we connect the local calculations with the global setting and prove the main theorem; our approach here follows [KR3, [7] [8] [9] [10] quite closely.
The first half of §4 concerns structural results regarding the geometry of M and the special cycles Z(T ); in particular, a p-adic uniformization result allows us to express deg Z(T ) as a product of a local factor, corresponding to a local intersection number as calculated in §2, and a global factor that is essentially a lattice point count.
We then turn to calculating the right hand side of our main theorem; after recalling some general facts about Siegel-Weil Eisenstein series and their Fourier coefficients, we describe the particular choice of parameters that give rise to the Eisenstein series that figures in our main theorem, and compute the T 'th Fourier coefficient of its derivative in Theorem 4.13. The formula we derive also decomposes as the product of a local factor, expressed in terms of representation densities, with a global lattice point count. A direct comparison of the two formulae yields the proof of the main theorem, cf. Corollary 4.15.
We begin by recalling the construction of the Drinfeld upper-half plane as a moduli space for pdivisible groups, following [KR4] . 
(iii) and a polarization λ such that
and such that the induced Rosati involution * satisfies
The following lemma can easily be proved by considering the classification of rational Dieudonné modules over algebraically closed fields.
We fix a triple (X, i X , λ X ) over F once and for all, which will serve as a base point for the following moduli problem: Definition 2.3. Let D denote the following moduli problem over Nilp: for a base scheme S ∈ Nilp, the points D(S) parametrize isomorphism classes of tuples
where (X , i X , λ X ) is an almost-principally-polarized p-divisible group over S, and
is a height-0 quasi-isogeny of p-divisible groups over S := S × W F that is equivariant with respect to the action of o k , and such that ρ * X (λ X ,S ) = λ X,S . This moduli problem is representable by (a formal model of ) the cf. [KR4] . In particular, it is a regular formal scheme over Spf(W ).
Let Y be supersingular p-divisible group Y over F of dimension 1 and height 2 (i.e. the p-divisible group of a supersingular elliptic curve). We also fix an action i Y : o k,p → End(Y), and a principal polarization λ Y such that the induced Rosati involution acts by Galois conjugation on the image i Y (o k,p ).
Following [KR2] , we define the space of special local homomorphisms:
This space comes equipped with a natural Hermitian form:
It turns out that with this Hermitian form, V is split, cf. [San, Remark 3.4] . The reduced locus D r ed can be described by the Bruhat-Tits tree B as follows. Each irreducible component of D r ed is a projective line P Λ over F indexed by a vertex lattice. Two such lines P Λ and P Λ ′ intersect at at most one point, which we call a 'superspecial' point, and this happens if and only if Λ and Λ ′ are neighbours in B. On a given component P Λ , the superspecial points are precisely the F p -rational points, of which there are p + 1, see Figure 1 .
Definition 2.4. (i) Suppose
Definition 2.5. Let D 0 be the moduli space on Nilp that, for a scheme S ∈ Nilp, parametrizes isomorphism classes of tuples 
Note that the moduli functor D 0 is trivial, i.e. it is represented by Spf(W ). Indeed, by using Gross' theory of (quasi-)canonical liftings for example, cf. [Gro] , one may show that for any S ∈ Nilp, there is a unique lift Y S of Y that is determined by the action i Y .
We turn now to the local Kudla-Rapoport cycles, which are parametrized by elements in V: 
These cycles were studied in detail in [San] , where it was shown that the cycles Z (b) corresponding to a single element b ∈ V are in fact divisors. We also have an explicit decomposition of these divisors into irreducible components, as follows; since D 0 ≃ SpfW , we shall henceforth implicitly identify the formal schemes
Then by [San, Lemma 3.8] , there exists a unique vertex lattice Λ such that β ∈ Λ \ pΛ and morever Λ is of type 0 (resp. type 2) if m is even (resp. odd). We call this lattice the 'central lattice' for b. 
where the tensor product is taken in the derived sense, and χ is the Euler characteristic of the resulting complex cf. [KR1, §4] .
The aim of this section is to compute the intersection 〈Z (b 1 ), Z (b 2 )〉 of two local cycles attached to linearly independent vectors b 1 , b 2 ∈ V where ord p (b i , b i ) ≥ 0. Via Theorem 2.8, the intersection pairing 〈Z (b 1 ), Z (b 2 )〉 can be expanded as 
For any vertex lattice Λ, we also have
Proof. By [KR1, Equation (4.7)], we have that for any vertex lattice Λ,
The first statement in the proposition follows immediately. Next, we recall the following formula, cf. [KR1, Lemma 4.7] : if Λ and Λ ′ are any two vertex lattices, then
Now suppose Λ is any vertex lattice, so that
When Λ ∉ B(b 2 ), it follows immediately that 〈P Λ , Z (b 2 )〉 = 0, cf. Remark 2.9 for the case when Λ is of distance 1 from the boundary.
Suppose next that Λ ∈ B(b 2 ) and Λ = Λ 2 . Then Λ has one neighbour, say Λ ♯ , that is strictly closer to
For any other neighbour Λ ♭ of Λ, of which there are p,
Therefore, we obtain
The case where d(Λ, Λ 2 ) ≡ m (mod 2) follows from similar considerations.
is even, then we see by (2.2) that Λ 2 and all of its neighbours occur in Z (b 2 ) with the same multiplicity t , so that
Lemma 2.11. Let b 1 , b 2 ∈ V, with corresponding 'central lattices' Λ 1 and Λ 2 respectively and assume 
Proof. This follows easily from the fact that the B is a tree, and that B(b 1 ) and B(b 2 ) are balls of radius m 1 and m 2 respectively.
Remark 2.12. Recall the type of the central lattice Λ attached to b ∈ V is determined by the parity of ord p (b, b), as in Definition 2.7. As lattices of differing type are always at an odd distance apart, 
(See Proposition 2.14 below for the calculation of the final 'h-h' term.) (iii) Suppose
, and let r be as in (2.4). Then
3) that the intersection pairing vanishes.
In this case, we have
, which is the ball of radius m 1 centred at Λ 1 . Let
. We may express its contribution to the intersection by expanding radially from Λ 1 :
and by (2.6), we have that d(Λ 1 , Λ 2 ) ≡ m 2 (mod 2). Therefore, applying (2.2),
On the other hand, using (2.2) and Lemma 2.10,
and so
By (2.2), we have
centred at a vertex Γ along the geodesic A connecting Λ 1 and Λ 2 . We start by calculating
as follows. Consider taking a walk along A, starting from Γ towards Λ 1 . We stop walking either after a distance of r units, or when we arrive at Λ 1 , whichever comes first, i.e., we travel a distance of min(r, d(Λ 1 , Γ)). For each vertex we encounter, say after k steps, we add up the contributions of all the lattices branching off of that vertex away from A, and call that sum F (k). More precisely, let Γ (k) denote the vertex in A which is a distance of d(Λ 1 , Γ) − k away from Λ 1 and a distance of k away from Γ. Then the sum 
. Our first step is to prove the following calculation for F (0):
To prove this, first suppose r is even. Then d 0 = m 1 − r has the same parity as m 1 . By (2.2), a vertex Λ contributing in F (0) that is s units away from Γ appears in Z (b 1 ) with multiplicity m(b 1 , Λ) = µ 0 − ⌊s/2⌋. Therefore,
From (2.5) and (2.6), it follows that d(Λ 2 , Γ (0) ) ≡ m 2 (mod 2), and so applying Lemma 2.10,
Similarly, when r is odd,
) and k ≤ r , we have the following calculation:
To prove this claim, we first consider the case r ≡ k (mod 2). Then
The case when r ≡ k (mod 2) follows from similar considerations, and we omit the proof. Finally, we consider the case
), which only arises when r ≥ d 0 . The calculation is almost identical to the case k = 0, and so we omit it; the result is:
Now, we consider the sum over all the contributions F (k). Observe that if k > 0 and k ≡ r (mod 2), then
We first assume that r < d 0 and r is even. The first assumption implies that
Since r is even, we have d 0 ≡ m 1 (mod 2), and so
and recalling (2.5) and (2.2), we have µ 0 = r /2. Therefore
which proves the proposition for r < d 0 with r even. A similar calculation gives the same result when r < d 0 and r is odd. Next, we consider the case that r ≥ d 0 . Then we have
The proof proceeds by a further case-by-case analysis, depending on the parity of r and d 0 . Suppose that both are even. Then
Using the fact that in this case k (−1) k µ k = µ 0 = r /2 and simplifying the above expression, we obtain
On the other hand, we note that
Combining (2.5) with the assumptions that r and d 0 are even, we have d(Λ 1 , Λ 2 ) ≡ m 2 (mod 2), and so by (2.2),
p − 1 as desired, in the case r ≡ d 0 ≡ 0 (mod 2). Again, the remaining cases are entirely analogous, and so we omit the proofs.
We turn to the 'horizontal-horizontal' terms appearing in Theorem 2.13(ii). As usual, let b 1 , b 2 ∈ V be linearly independent, with
and central lattices Λ 1 and Λ 2 respectively. For i = 1, 2, set
so that β i ∈ Λ i \ pΛ i by the property characterizing central lattices.
Proposition 2.14. With notation as in the previous paragraph,
Proof. Recall from Theorem 2.8 that Z (b i ) h meets the special fibre at a single non-superspecial point in the component P Λ i . Hence if Λ 1 = Λ 2 , the pairing clearly vanishes.
Thus we may assume Λ 1 = Λ 2 = Λ, and we suppose further that Λ is self-dual, so that m 1 = 2t 1 and m 2 = 2t 2 are even. We may fix a basis {e, f } for Λ with respect to which the Hermitian form is
is a generator for k p / Q p with δ ′ = −δ. Writing
and so r i , s i , and r i s
The local equations for these cycles are described explicitly in [San, §3] ; in particular, by Proposition 3.7 there,
, then Z (b 1 ) h and Z (b 2 ) h do not intersect, and so
Finally, we consider the situation
As described in [San, Proposition 3 .10], the point x has a formal affine neighbourhood
, we may write
and since the cycles intersect properly, it follows immediately that
When Λ is a type 2 vertex lattice, we may fix a basis {e, f } such that h ∼ p −1 ( δ −δ ). Writing β i = r i e + s i f as before, Proposition 3.11 of [San] 
h is given by
The result follows from similar considerations to the previous case.
We have now completed the computation of the pairing 〈Z (b 1 ), Z (b 2 )〉. The next step is to show that this pairing depends only the matrix of inner products, as in the following lemma. (
here β 2 and β Case 1:
First suppose that Λ 1 is self-dual, and so m 1 is even. We can assume that Λ 1 and Λ 2 lie on the 'standard lattice chain'. In other words, there exists a basis {e 1 , f 1 } for Λ 1 such that (a) with respect to this basis, h ∼ ( δ −δ ), where δ ∈ o × k,p with δ ′ = −δ, and (b) the lattice Λ 2 has basis e 2 , f 2 where . Then T has the form
where
Since m 1 is even, we have m 2 ≡ d (mod 2) and so in fact
in both cases. Hence
which proves (i), at least when Λ 1 = Λ 2 (on the other hand if Λ 1 = Λ 2 , then (i) is trivial).
Note that in general if
T ∼ diag(p a , p b ) with a ≥ b ≥ 0,
the numbers a and b are characterized by the fact that
• b is the lowest valuation appearing among the entries of T ; and
Thus statements (ii) and (iii) of the lemma follow from a moment's contemplation of (2.9), and begging the reader's forbearance for yet another instance of this refrain, the proof when Λ 1 is a type 2 lattice is entirely analogous.
Case 2: Λ 1 = Λ 2 Abbreviate Λ 1 = Λ 2 = Λ. Recall that we defined t i = ⌊ m i +1 2 ⌋ and β i = p −t i b i as in Proposition 2.14, so that β i ∈ Λ − pΛ and ord p (β i , β i ) is equal to 0 or −1, depending on whether or not m 1 and m 2 are both even or both odd.
We may choose an element β 
where µ, ǫ ∈ o k,p with at least one of them being a unit. Then
The smallest valuation appearing is
and the determinant of T has valuation
This proves (iv). 
Proof. This follows immediately from Theorem 2.13 and Lemma 2.15.
A CLOSED-FORM FORMULA FOR CERTAIN REPRESENTATION DENSITIES
Suppose S ∈ Herm m (o k,p ) and T ∈ Herm n (o k,p ) for some integers m and n, where we continue to work with the localization o k,p at an unramified prime p. Then we may consider the representation density
which will play a crucial role in our determination of the Fourier coefficients of Eisenstein series. As this quantity depends only the GL n (o k,p ) (resp. GL m (o k,p ))-conjugacy classes of T and S respectively, we may suppose that they are diagonal. Moreover, for a fixed S ∈ Herm m (o k,p ), we write
As we will see shortly, there is a polynomial
The aim of this section is to prove the following closed-form expression for F (S, T, X ) when T ∈ Herm 2 (o k,p )
such that ord p det(T ) is even, and S = diag(p,1). This can be seen as the counterpart to Nagaoka's result [Nag] , which considers the case S = Id 2 .
Proposition 3.1. Set S = diag(p,1). Then and define
The proof of this proposition, which appears at the end of this subsection, amounts to specializing Hironaka's explicit formula [Hir, Theorem II] to the case at hand. We shall briefly review Hironaka's notation in the general case. First, given integers u ≥ v ≥ 0, we define a symbol
denote the set of non-increasing non-negative vectors in
and for any i ≥ 1, we let a
We also define a partial order on
Finally, we put
With all of this notation in place, we can state Hironaka's formula:
. We now specialize this formula to our case of interest: take n = 2, m = r + 2, λ = (a, b) with a + b even, and ξ = (1, 0, . . . 0) ∈ Z r +2 ≻0 . If we put
, and
then in particular S r = S ⊕ 1 r = S ξ . Taking X := (−p) −r in Hironaka's theorem gives us the expression
where ǫ c is equal to 0 if c = 0, and is equal to 1 if c ≥ 1; we define ǫ d likewise. Our first step towards giving a closed form expression for (3.2) is the following table of values for I j (·, ·), which is easily proven by explicit computation. (
Next, we give a pair of lemmas describing inductive formulas for the representation densities:
where S = diag(p,1).
Proof. Let Λ = (a + 2, b) and λ = (a, b), and abbreviate
, λ , and so
The term in curly braces can be computed explicity using Lemma 3.3, and the result readily follows.
Lemma 3.5. Suppose T
, and set S = diag(p,1). Then
Proof. Set Λ := (b + 2, b + 2) and λ = (b + 2, b), and abbreviate
Note that for c ≤ b and any j , we have
The terms in curly braces can again be computed via Lemma 3.3, and the proposition follows after straightforward algebraic manipulations.
Proof of Proposition 3.1. First, we note that the formulas for F (S, Id 2 ; X ) and F (S, p Id 2 ; X ), which correspond to the cases (a, b) = (0, 0) and (a, b) = (1, 1) respectively, can be verified directly via (3.2), proving (i). Next, for notational convenience set
where as usual, r ≥ s ≥ 0, and r + s is even. By applying Lemma 3.4 and Lemma 3.5 in sequence, we have that for any r ≥ 0,
which upon repeated application yields the formula
On the other hand, for a ≥ b ≥ 0 with a+b even, the repeated application of Lemma 3.4 yields the relation
which then implies the proposition after a little straightforward algebra.
The motivation for our calculations so far is to facilitate computing the derivative
Proof. We recall Nagaoka's formula [Nag] for the representation density for S = Id 2 :
On the other hand, the derivative α ′ (( 1 p ), T ) can be computed directly from Proposition 3.1, and the proposition follows via straightforward algebraic manipulation.
GLOBAL CYCLES AND EISENSTEIN SERIES
In this section, we turn to global aspects: we describe the Shimura varieties of interest and their global cycles, the construction of the relevant Eisenstein series, and prove our main theorem relating the two. Our presentation and approach is closely modelled on the account given by Kudla and Rapoport in [KR3] : we shall refer freely to the results therein and content ourselves in the present work to describing the necessary modifications to their arguments as the need arises.
Preliminaries on Hermitian spaces.
Here we recall some basic notions about Hermitian spaces. Let V be a Hermitian space over k of signature (r, s). To every rational place ℓ ≤ ∞, there is an associated invariant
) is the determinant of the matrix of inner products of any basis v = {v 1 , . . . , v r +s } of V . In particular, inv ∞ (V ) = (−1) s and if ℓ is split, then inv ℓ (V ) = 1. These invariants satisfy the product formula
Using the same definition, we may also define the local invariant inv ℓ (V ℓ ) = (detV ℓ , ∆) ℓ Hermitian space V ℓ over k ℓ . When ℓ is a finite prime, two local Hermitian vector spaces are isometric if and only if they have the same dimension and their invariants are equal. If ℓ = R, there is a unique isometry class for each signature.
Suppose that we are given a collection of signs (a p ) p≤∞ , almost all of which are equal to 1, and satisfying the product formula p≤∞ a p = 1. Then for any pair of integers (r, s) such that (−1) s = a ∞ , there exists a hermitian space V over k of signature (r, s) such that inv ℓ (V ) = a ℓ for all ℓ, and furthermore V is unique up to isometry; in other words, the Hasse principle holds for Hermitian vector spaces. 
Suppose ℓ = 2 and Λ is a self-dual o k,ℓ -lattice. Then by [Jac] , the set of self-dual lattices in
where Λ # is the dual lattice. In this case, inv(Λ Q ℓ ) = −1, and the set of almost self-dual lattices in Λ Q ℓ again forms a single orbit under the action of U (Λ Q ℓ ).
Global moduli problems and p-adic uniformizations.
Fix a squarefree integer d whose prime factors are all inert in k. We define the moduli space of almostprincipally-polarized abelian surfaces as follows: 
for all a ∈ o k ; (4.1) (iii) and finally, λ A is a polarization such that the induced Rosati involution
In addition, we require that
Proof. This follows from combining the results of [KR3, §2] , for primes away from d, with [KR4] for those primes dividing d.
We also set E to be the DM stack over Spec(o k ) that parametrizes principally polarized elliptic curves with multiplication by o k . More precisely, for a scheme S/o k , the points E (S) parametrize tuples E = (E , i E , λ E ), where (i) E /S is an elliptic curve;
(ii) i E : o k → End(E ) satisfies the signature (1,0) condition: concretely, this means that on Lie(E ),
where τ S : o k → O S is the structural morphism; and (iii) λ E is a principal polarization whose corresponding Rosati involution induces Galois conjugation on i E (o k ). This is the stack denoted by M (1, 0) nai ve in the notation of [KR3] ; in particular, it is proper over Spec(o k ) of relative dimension 0.
Finally, we set
(1,1) . Next, we describe the Kudla-Rapoport cycles on M , as introduced in [KR3, §2] . Given a scheme S/o k and a point (E, A) = (E , i E , λ E , A, i A , λ A ) ∈ M (S), the space of special homomorphisms
can be equipped with a positive-definite hermitian form, defined by the formula where, for y = (y 1 , y 2 ), the matrix (y, y) is the matrix of inner products (y, y) := (y 1 , y 1 ) (y 1 , y 2 ) (y 2 , y 1 ) (y 2 , y 2 ) ∈ Herm 2 (o k ).
Both moduli problems are represented by DM stacks. Furthermore the natural forgetful maps to M are finite and unramified, cf. [KR3, Proposition 2.9] , and so their images can be viewed as cycles on M . In the sequel, we shall abuse notation and use the symbols Z(m) and Z(T ) to denote both the representing stacks and the corresponding cycles on M , and hope that the intended meaning can be inferred from the context.
The aim of this section is to compute the arithmetic degree of a cycle Z(T ), which we define as follows:
where m 1 , m 2 ∈ Z >0 . A glance at the definitions above reveals that
Suppose T is positive definite. As we shall shortly see (cf. Lemma 4.9), we have Z(T ) Q = , and so Z(T ) is supported in the fibres of finitely many finite primes. We then define the arithmetic degree in this setting to be the Serre intersection multiplicity
We begin by describing convenient decompositions of the space M and the special cycles, in terms of genera of Hermitian lattices. 
Suppose p is an odd prime, let F p denote an algebraic closure of F p and fix a trivialization
of the prime-to-p roots of unity over 
where H 1 (A, Q) is endowed with the unique Hermitian form (·, ·) such that the Riemann form 〈·, ·〉 λ A induced by λ A satisfies
The signature of H 1 (A, Q) is (1, 1) by the signature condition (2.6), while the signature of V T is (n, 0) by assumption; hence we obtain a contradiction that proves (i). Suppose next that F has characteristic v > 0, so that
Since T is non-degenerate, the stabilizer of any x appearing in (4.12) is trivial. Thus
we note that this quantity is independent of g 0 , L 0 , the choice of representative L in its genus [L] , and the choices of isomorphisms in (4.10).
On the other hand, we observe that
and the latter double quotient is easily seen to be isomorphic to C l(k) 2 , where C l(k) is the class group.
Since the 2-torsion in
, and so (taking automorphisms into account)
Combining these calculations yields the proposition.
Non-degenerate Fourier coefficients of Siegel Eisenstein series.
In this section, we recall some general definitions and formulas for the Eisenstein series attached to unitary groups that are of interest for our main theorem. Let G = U (n, n) be the quasi-split unitary group, and P be the standard Siegel parabolic; we view both as algebraic groups defined over Q.
Fix a multiplicative character η : A × k → C × whose restriction to A × Q corresponds to the quadratic character χ k attached to the field extension k/ Q. We also let ψ : A = A Q → C × denote the standard additive character that is trivial on Z and Q. Central to our investigation is a family of degenerate principal series representations, parametrized by a variable s ∈ C, and defined via smooth normalized induction:
is holomorphic as a function of s; for such a section Φ, we form the Eisenstein series
at least for Re(s) sufficiently large. The aim of this section is to collect information about the Fourier coefficient E T (g , s, Φ) for a nondegenerate matrix T ∈ Herm n (o k ). When Re(s) is sufficiently large and Φ = ⊗Φ v is factorizable, there is a product expansion
in terms of the local Whittaker functions
where db is the additive Haar measure on Herm n (k v ) normalized to be self-dual with respect to the pairing (n 1 , n 2 ) → ψ v (t r (n 1 n 2 )). Each Whittaker function is entire in s. Furthermore, for any sufficiently large finite set Σ of places, there is an L-function L Σ (s) such that the expression
furnishes a meromorphic continuation of (4.14) to all s ∈ C that is holomorphic for Re(s) ≥ 0, cf. [KR3, §8] or [Tan] . Note that any standard section Φ is determined by its value Φ(0, ·) ∈ I (0, η), and so we would like to understand this latter space as a representation of G(A). We begin by describing the local case: let V v be an n-dimensional hermitian space over the local field k v , for some place v, and let S (V n v ) denote the space of Schwarz functions on V n v . We obtain a map
and ω v is the local Weil representation. If we let R v (V v ) denote the image of this map, we obtain a decomposition
into irreducible components, cf.
[KS]; here the sum is over isomorphism classes of hermitian space V v of dimension n, and so there are either 1, 2, or n + 1 summands, corresponding to the cases v split, v non-split, and v = ∞ respectively. Given a Schwarz function In particular,
Passing to the global picture, we observe that I (0, η) = ⊗ ′ I v (0, η v ) can be decomposed as a restricted tensor product; a pure tensor Φ = ⊗Φ v lies in I (0, η) if and only if for almost all v, the local component Φ v is the indicator function of G(Z v ). As a consequence, we may write
where the sum on C is over isomorphism classes of Hermitian spaces over A k of rank n, such that
, then there exists a hermitian space V over k such that C = V ⊗ k A k , and in this case we say that C is coherent. Specializing to the case n = 2, we now describe the Eisenstein series that figures in our main theorem. Let L ∈ R d be a lattice. We define a (non-standard) section Φ * L = ⊗Φ * L,ℓ as follows:
• If ℓ ∤ d is a finite prime, set Φ * L,ℓ (s) to be the standard Siegel-Weil section attached to the characteristic function ϕ L,ℓ of (L ℓ ) 2 .
• If ℓ = ∞, take Φ * L,∞ (s) to be the Siegel-Weil section attached to the standard Gaussian on the positive definite Hermitian space (C n ) 2 .
• Let T ∈ Herm 2 (o k ) be a positive definite matrix. As was the case in the previous section, it turns out that we are most interested in genera
; we fix such a lattice L and an isomorphism in the following discussion.
Let V := L ⊗ Q; i.e. V is, up to isomorphism, the unique hermitian space of signature (1,1) whose invariants differ from those of V T at exactly p and ∞. Fix a non-zero element b ∈ Proof. Taking g = g z ∈ G(A) as above, let Σ be a sufficiently large finite set of primes containing all the primes in Diff(T ) so that, upon taking the derivative in (4.15), we obtain 
It is easily seen that γ p (V Combining this fact with the extended Siegel-Weil formula (Theorem 4.12) and the product expansion (4.15), we have for any g ∈ G(A),
