Abstract. Different definitions of the signal-to-noise ratio (SNR) are being used as metrics to describe the image quality of remote sensing systems. It is usually not clear which SNR definition is being used and what the image quality of the system is when an SNR value is quoted. This paper looks at several SNR metrics used in the remote sensing community. Image simulations of the Kodak Space Remote Sensing Camera, Model 1000, were produced at different signal levels to give insight into the image quality that corresponds with the different SNR metric values. The change in image quality of each simulation at different signal levels is also quantified using the National Imagery Interpretability Rating Scale (NIIRS) and related to the SNR metrics to better understand the relationship between the metric and image interpretability. An analysis shows that the loss in image interpretability, measured as ⌬NI-IRS, can be modeled as a linear relationship with the noise-equivalent change in reflection (NE⌬). This relationship is used to predict the values that the various SNR metrics must exceed to prevent a loss in the interpretability of the image from the noise.
Introduction
The signal-to-noise ratio ͑SNR͒ is a common metric used to communicate the image quality and radiometric performance of a remote sensing imaging system. Much confusion has arisen, however, as to the definition that one is using when discussing SNR performance. When a camera designer specifies an SNR value, it is not always clear how that value was calculated and how it relates to the image quality of the system. For example, if an SNR of 30 is quoted for a system design, it is not clear if the image quality is good or bad. It is also possible to quote a high SNR value and a low SNR value for the same system design and imaging conditions if different SNR metrics are used, even though the image quality is the same. This study looks at several SNR metrics used in the remote sensing community and shows their relationship to image quality and image interpretability using high fidelity image simulations. The first step in defining SNR metrics is to review the derivation of the signal and noise terms for remote sensing systems.
Signal
For this analysis, it will be assumed that the remote sensing system consists of a camera with a digital focal plane array that acquires images in the visible spectrum. Figure 1 shows the process by which the final count value in the digital image is derived from the spectral radiance of a ground target illuminated by the sun. The digital count value of each target pixel in the final image is related to the signal produced by the target radiance. Unfortunately, an exact one-to-one relationship between the digital count value and the actual target radiance does not exist, because the count value also contains signal terms from other sources, i.e., the noise. Although the signal in the final image is represented in digital counts, the signal for remote sensing system designs is generally calculated as the number of photoelectrons produced by the remote sensing satellite's detector. The mathematical derivation of the expected signal from the target, s target , calculated as the number of photoelectrons produced by the remote sensing satellite's detector, from a target on the ground follows.
The spectral radiant exitance of a blackbody, for a given wavelength of light , is given by Planck's equation 1, 2 M BB ͑ ,T ͒ϭ 2hc where T is the temperature of the source in kelvins, h ϭ6.63ϫ10 Ϫ34 J s, cϭ3ϫ10 8 m/s, and kϭ1.38ϫ10 Ϫ23 J/K. For a Lambertian surface, the spectral radiance from a blackbody is given by
If the exitance from the sun is approximated by that of a blackbody, then the solar spectral irradiance on a target on the ground can be approximated as where r sun is the radius of the sun, r earth-sun is the distance from the earth to the sun, atm sun-targ is the atmospheric transmittance along the path from the sun to the target, zenith is the solar zenith angle, and T sun is approximately 5900 K.
The spectral radiance from a Lambertian target at the entrance aperture of the remote sensing satellite is
where atm targ-sat is the atmospheric transmittance along the path from the target to the satellite, target is the reflectance of the target, ⑀ target is the emissivity of the target, and E skylight is the irradiance on the target due to the skylight from atmospheric scattering. Radiometry models, such as MODTRAN, are generally used to calculate L target because the radiometric calculations are dependent on the acquisition geometry and can be complicated. 1, 2 Note that the spectral radiance L target is a combination of the solar irradiance that is reflected from the ground target and the blackbody radiance from the target. This analysis will focus on remote sensing in the visible imaging spectrum only, so it will be assumed that the term containing L BB (,T target ) is negligible compared to the solar irradiance term. Figure 2 illustrates an imaging system at a distance R target from the target with the focal plane at a distance R image from the camera optics. For a polychromatic remote sensing camera where the aperture is small compared to the focal length f, the radiant flux within the spectral passband reaching the entrance aperture of the camera from the target is 1,3
where min and max define the spectral passband, A target is the area of the target, A aperture is the area of the camera aperture, and ⍀ is the solid angle encompassing the aperture area. The area of the image, A image , is given by
where m is the magnification given by
Thus A target can then be written as
͑8͒
Rewriting the Gaussian lens formula,
in terms of m and R image , where f is the focal length of the optical system, we get
The process by which the final count value in the digital image is derived from the spectral radiance of a ground target illuminated by the sun.
Fig. 2
Imaging system at a distance R target from the target with the focal plane at a distance R image from the camera optics.
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Using Eq. ͑8͒ and Eq. ͑10͒, and multiplying by the transmittance of the optics, optics , the radiant flux reaching the image plane is
If the size of the target is large compared to the ground instantaneous field of view ͑GIFOV͒, then the target is an extended source and A image ӷA detector , as shown in Fig. 2 , where A detector is the area of the detector. The radiant flux on the detector for an extended source is
For remote sensing cameras, R target ӷR image ; therefore mϩ1Ϸ1 and f ϷR image . If the remote sensing camera uses a telescope design of the general kind sketched in Fig. 3 , such as a Ritchey Chretien or a Cassegrain, then the radiant flux on the detector can be written as
where D ap is the diameter of the optical aperture, D obs is the diameter of the central obscuration, ⑀ is the fraction of the optical aperture area obscured, and f# is the system f number given by
The number of photons reaching the detector is
where t int is the integration time of the imaging system. Finally, the signal from the target, measured in electrons generated at the detector, is
where is the quantum efficiency, which is the average number of photoelectrons generated per incident photon.
Noise
Although the list of all noise sources in a digital remote sensing system is long, 3 only the major contributors will be discussed here.
Random noise arises from elements that add uncertainty to the signal level of the target and is quantified by the standard deviation of its statistical distribution. If the noise contributors are independent and each follows a normal distribution, then the variance of the total noise is the sum of the variances of all the noise contributors. 4 For N independent noise contributors, the standard deviation of the total noise is
.
͑18͒
For images with large signal, the primary noise contributor is the photon noise, which arises from the random fluctuations in the arrival rate of photons. The photon noise follows a Poisson distribution 4 ; therefore, the variance of the photon noise equals the expected signal level s, so that photon ϭͱs. ͑19͒
When sϾ10, the Poisson distribution approximates a normal distribution. The radiance from the target is not the only light that reaches the detector. Scattered radiance from the atmosphere, as well as any stray light within the camera, will produce a background signal superimposed on the target signal at the detector. The background contribution adds an additional photon noise factor to the noise term; thus the photon noise, measured in electrons, is photon ϭ͑ photon target 
͑20͒
As with the calculation of L target , calculating the atmospheric contribution to the signal is a complicated process.
1,2
Therefore, radiometry models, such as MODTRAN, are generally used to calculate the background radiance component of s background . When no light is incident on the CCD detector, electrons may still be generated due to the dark noise, dark . Although many factors contribute to the dark noise, 3 the principal contributor to dark at nominal operating integration times of less than 1 s is the CCD read noise, caused by variations in the detector voltage. The value of dark for a digital sensor is usually obtained from test measurements of the detector at a given temperature.
The analog-to-digital ͑A/D͒ converter quantizes the signal when it is converted to digital counts. This produces an uncertainty in the target signal, because a range of target signals can produce the same digital count value. The standard deviation of a uniform distribution is 1/ͱ12; therefore, if the total number of electrons that can be stored at each detector, N well depth , is divided into N DR digital counts, where N DR is the dynamic range in digital counts, then the quantization noise is quantization ϭ N well depth
where QSE is the quantum step equivalence, in electrons per count. Combining Eq. ͑19͒ and Eq. ͑21͒ with the dark noise, the system noise can be written as
SNR Image Quality Metrics
Many different metrics have surfaced in the remote sensing community over the years to define the SNR. In their basic form, all of the metrics ratio a signal level to a noise level, i.e., This SNR calculation for a remote sensing system design would be straightforward except for the calculation of the target spectral radiance, L target ͑͒. The target spectral radiance is dependent on the imaging collection parameters, i.e., the solar angle, the atmospheric conditions, and the viewing geometry of the remote sensing system, as well as the target reflectance target ͑͒.
Assuming that ''typical'' imaging collection parameters will be used to calculate the SNR, the most common difference between SNR metrics is the value used for target ͑͒. A common assumption is to use the signal from a 100%-reflectance target, given by
where the vertical line means ''evaluated at.'' This metric is not very realistic for remote sensing purposes, so values closer to the average reflectance of the earth are used instead. For land surfaces, the average reflectance of the earth between min ϭ0.4 m and max ϭ0.9 m is approximately 15%, but will vary depending on the terrain type, such as soil and vegetation, as well as the season. Two targets cannot be distinguished from one another in the image if the difference between their reflectance values is below the signal differences caused by the noise. It is therefore beneficial to define the signal in terms of the difference of the reflectance between two targets ͑or a target and its background͒,
The SNR metric for the reflectance difference between the two targets is
This SNR metric is used often in the remote sensing community, but the value of SNR ⌬ is dependent on the values chosen for high and low . The value for high is typically used to calculate the photon noise in noise .
Another metric commonly used is the noise-equivalent change in reflectance, or NE⌬, which represents the difference in reflectance between two targets that is equivalent to the standard deviation of the noise. It will be difficult, to differentiate two targets that have reflectance differences less than the NE⌬, due to the noise. The NE⌬ can be calculated by solving SNR ⌬ for ⌬. If ⌬ is independent of , then the NE⌬ is simply
Noise Gain
Images are usually enhanced using digital imageprocessing algorithms to improve their interpretability. Processing techniques used to sharpen edges and enhance fine details in an image will also amplify the standard deviation of the noise, noise . The SNR metric can allow for the noise amplification by multiplying the noise term by the noise gain G; hence the SNR with the noise gain is given by
For a sharpening filter h(x,y) that is M ϫN pixels in size, the noise gain is calculated by 
Gϭ
Image-processing filters will also correlate the noise, which can significantly affect the interpretability of the image. Scaling the SNR by the noise gain G takes account of the amplification of the noise, but not of the effect that the correlation may have on the interpretability of the image.
Frequency-Based SNR Metrics
The SNR metrics defined above assume that the signal is returned from a large uniform target that produces one radiance value, and therefore no information relating to the signal as a function of spatial frequencies is incorporated. The optical transfer function ͑OTF͒ of an imaging system generally decreases to zero as the spatial frequency increases. Thus, the contrast of the higher spatial frequencies will be reduced more than that of the lower spatial frequencies, and the higher spatial frequencies, i.e., the higher detail, may not be perceptible in the noise. The SNR as a function of the spatial frequencies u and v can be calculated by
where F(u,v) is the target spectrum, N(u,v) is the noise spectrum, ͉ ͉ denotes the modulus, and ͗ ͘ denotes the average. A simplification of the spectral SNR metric can be made if the noise is uncorrelated, i.e., white, and the OTF is a real function. This metric simply weights the spectral SNR and can be calculated by multiplying the SNR by the normalized target spectrum and the modulus of the OTF, i.e., the modulation transfer function ͑MTF͒ to give
͑32͒
This SNR metric is generally not practical for designing remote sensing systems, because it is dependent on the target spectrum and produces a functional form of the SNR. A further simplification can be made to Eq. ͑32͒ by assuming that the target spectrum is uniform, so that F(u,v)ϭF(0,0). The spectral SNR can then be reduced to a single numerical value by calculating the spectral SNR at the highest spatial frequency that can be captured by the digital detector. In other words, this SNR metric multiplies the SNR by the value of the system MTF ͑which is the modulus of the OTF͒ at the Nyquist frequencies, 5 defined by
where p x and p y are the detector sampling pitches in the x and y directions, respectively. This SNR metric is given by
This metric assumes that the MTF at the Nyquist frequency is nonzero, which is not true for systems where u N or v N is equal to or higher than the optical passband cutoff frequency, i.e., (f#)/pу2. If (f#)/pу2, then the MTF at the Nyquist frequency is zero, 6 as shown in Fig. 4 , and the value of SNR MTF is always zero, even if the SNR is large and the image quality is very good.
Image-Based SNR Metrics
Some SNR metrics use calculations made from the image data that are collected or simulated. For example, the image scene variability can be compared with the noise variability in the scene by dividing the standard deviation of the image gray-level count values by the standard deviation of the noise in counts, i.e.,
This metric can be useful for testing the performance of algorithms, such as bandwidth compression ͑BWC͒, where the scene variance can influence the performance of the algorithm.
Another image-based metric uses the difference between the average count value from a high-reflectance target and the average count value from a low-reflectance target for the signal. The noise is the average of the standard deviation of the counts from the two targets. This SNR is given by
͑37͒
This metric assumes that any variability in the count values within the target is due to noise; therefore, large uniform areas of known reflectance values must be present in the image. To improve this measurement, large diffuse reflec- tance panels can be deployed on the ground, with typical values for high and low being 90% and 10%, respectively. Great care must be taken to assure that any variability in the surface reflectance of the panels is well below the detectable limit of the system. Although image-based SNR metrics are useful in determining the performance of an operational remote sensing system, they are generally not practical for the design of such systems. To accurately compare the performance of different systems, a standard set of images would need to be defined and acquired for all systems. Image-processing enhancements, such as contrast enhancements or edgesharpening filters, can significantly change the SNR value calculated. Furthermore, sharpening filters can add edgeringing effects to the image, which can propagate into the uniform areas needed for this calculation. This paper will focus on SNR metrics fundamental to the design and analysis of remote sensing systems.
Image Simulations
In order to understand the image quality of remote-sensing imaging satellite designs in terms of the different SNR metrics, an imaging system was modeled and images with different signal levels were simulated.
The design of the Kodak Space Remote Sensing Camera, Model 1000, was modeled for this analysis. The camera is a Ritchey Chretien telescope with a linear CCD detector array. Table 1 lists the optics and detector design parameters as well as the imaging conditions used for the simulations. The Model 1000 camera also contains four multispectral bands, but the focus of this analysis will be on the panchromatic image quality. The camera is designed for a 680-km circular orbit, resulting in a 1-m ground sample distance ͑GSD͒.
The detector array is a linear array with time delay and integration ͑TDI͒ stages. The TDI process uses multiple detectors in the along-scan direction to collect multiple images of the same ground area as the image moves across the detectors. The multiple images are combined in the detector to improve the effective integration time and SNR. The effective integration time is given by
where the line rate is the number of lines of image data collected per second in the along-scan direction, and N TDI is the number of TDI stages. For the imaging conditions listed in Table 1 , the Model 1000 camera would use 10 TDI stages, which gives an effective integration time of 1.45 ms.
The scenes used for the image simulations are panchromatic aerial images collected on high-resolution film with a resolution less than 0.2 m. The images were digitized to an 11-bit dynamic range and a 0.2-m sampling distance. Figure 5 shows the processing steps used to generate the highfidelity image simulations. MODTRAN 3.5 was used to calculate the radiance terms in s target and s background , and a 15% target reflectance value was used to calculate s background . The signal level of the image simulations was changed by varying the integration time of the Model 1000 camera. The image smear was held constant, and the QSE was changed as necessary to avoid image saturation at the longer integration times. Noise was added to the images using a Gaussian random number generator having a standard deviation equal to noise . Figure 6 shows a subsection of the image simulations magnified 2ϫ for effective integration times of 10, 5, 1.45, 0.5, 0.1, 0.05, 0.02, and 0.01 ms. Figure 7 shows a subsection of the image simulations magnified 4ϫ for effective integration times of 1.45, 0.5, 0.1, and 0.05 ms, to show the subtle changes in the image quality between these images. Each image simulation was processed with edgesharpening filters to enhance the detail in the image. The optimal edge-sharpening filter for each image was deter- mined by processing each image with a series of filters with varying gains and visually inspecting the image to determine the best filter. This filter maximized the visual interpretability of the image, i.e., a filter with a lower gain would render the image too blurry, while a filter with a higher gain would reduce the interpretability due to noise amplification and correlation or to unacceptable edge ringing. The white-noise gain of the filters selected for the image simulations in this study ranged between 1.0 and 5.5. Finally, after edge sharpening, contrast and tonal enhancements were applied to all of the images to optimize the quality.
SNR and Image Interpretability
The SNR metrics calculated for each image simulation need to be related to a measure that quantifies the effect that the noise has on a user's ability to interpret the information in the image. The National Imagery Interpretability Rating Scale ͑NIIRS͒ 7 is a 0-to-9 scale that quantifies the interpretability of an image and was initially developed for the reconnaissance community. The scale is an important tool for defining imaging requirements. If more information can be extracted from the image, then the NIIRS rating will increase. Table 2 gives examples of exploitation tasks from the civilian NIIRS that can be accomplished at different NIIRS levels for visible images. Separate military NIIRS scales have been developed for visible, infrared, radar, and multispectral sensor systems, because the exploitation tasks for each sensor type can be very different.
Although NIIRS is defined as an integer scale, ⌬NIIRS ratings at fractional NIIRS are performed to measure small differences in image quality between two images. A ⌬NIIRS that is less than 0.1 NIIRS is usually not visually perceptible and does not affect the interpretability of the image, whereas a ⌬NIIRS above 0.2 NIIRS is easily perceptible. The NIIRS scale is designed so that the ⌬NIIRS ratings are independent of the NIIRS rating of the image, e.g., a degradation that produces a 0.2 NIIRS loss in image quality on a NIIRS 6 image will also produce a 0.2 NIIRS loss on a NIIRS 4 image.
The general image quality equation ͑GIQE͒ was developed as a tool to predict the NIIRS rating of an image given the imaging system design and collection parameters. 8 The GIQE for visible EO systems is NIIRSϭ10.251Ϫa log 10 GSD GM ϩb log 10 RER GM
where GSD GM is the geometric mean GSD, RER GM is the geometric mean of the normalized relative edge response ͑RER͒, H GM is the geometric mean height overshoot caused by the edge sharpening, G is the noise gain from the edge sharpening, and SNR is the signal-to-noise ratio. The coefficient a equals 3.32 and b equals 1.559 if RER GM у0.9, and a equals 3.16 and b equals 2.817 if RER GM Ͻ 0.9. The SNR term of the GIQE is calculated using SNR ⌬ in Eq. ͑27͒ for high ϭ15% and low ϭ7%; thus
The GIQE can be used to predict the change in the image interpretability of each image as the SNR changes. Using the GIQE to predict the ⌬NIIRS between two images with different SNRs requires determining the optimal edgesharpening filter to apply to each image, because the sharpening filter will influence RER GM , H GM , and G. The image analyst will increase or decrease the strength of the edgesharpening filter until the interpretability of the image is optimized. If the edge-sharpening filter is not changed, then the predicted change in NIIRS between two different SNRs is
͑41͒
In order to better understand the relationship between the various SNR values calculated and image interpretability, a limited ⌬NIIRS evaluation was conducted by comparing each of the simulated images with the image simulation with the 10-ms ͑high-SNR͒ effective integration time. A total of 66 images were used in the evaluation. The images were rated by four image scientists experienced with ⌬NIIRS evaluations. All ratings were performed via a softcopy flicker comparison on a calibrated high-resolution softcopy monitor. Each image scientist was allowed to roam and magnify the images while they were being rated. The experiment was designed so that the presentation order of all comparisons was randomized for each observer.
Results and Conclusions
Tables 3-5 list various SNR metrics for each of the image simulations produced. Table 3 lists the SNR metrics calculated without incorporating the system MTF or the noise gain from the enhancement processing. Table 4 incorporates the noise gain, and Table 5 incorporates the system MTF value at Nyquist, both of which reduce the calculated SNR compared to Table 3 . Note that the SNR values vary greatly for the same image depending on the SNR metric used. The Model 1000 camera, at an effective integration time of 1.45 ms and at the collection parameters listed in Table 1 , can have an SNR value ranging between 3 and 291, depending on the metric used, even though they all represent the same image quality.
Relating the image quality of a system design to NIIRS as a function of SNR is desirable if image interpretability is the driving factor. The average ⌬NIIRS rating for each image simulation is shown in Tables 3-5 , along with the 95% confidence interval. Standard statistical analysis was performed on the ratings, including an ANOVA analysis to test for outliers ͑none were found͒. Figure 8 shows a linear fit between the ⌬NIIRS ratings and the NE⌬ values from Table 3 , with the linear relationship given by ⌬NIIRSϭϪ͑0.17Ϯ0.02͒NE⌬͑% ͒. ͑42͒ Table 3 were difficult to rate. Table 6 shows the values of the various SNR metrics that produce a predicted ⌬NIIRS of -0.1 using the relationship in Eq. ͑42͒. Images will suffer a loss in NIIRS from the noise if the predicted SNR values for a remote sensing system design are not greater that the values shown in Table 6 , except for the NE⌬, which needs to be less than those shown in Table 6 . The 95% confidence interval for the values in Table 6 is Ϯ12%. It should be noted that the GIQE predicts a ⌬NIIRS of -0.14 for the SNR values shown in Table 6 .
Predicting the NIIRS rating for different system designs at various SNRs is difficult because the interaction between the image interpretability and the noise, the MTF, and the enhancement processing is difficult to model. This is especially true when comparing system design concepts that change the MTF. For example, if the (f#)/p increases in a system design while the SNR is held constant, then a stronger edge enhancement will be required to enhance the edge sharpness, but this will increase the noise gain that makes the image appear noisier. A similar difficulty at predicting the NIIRS is seen with sparse aperture systems, which require stronger edge enhancement processing, therefore increasing the noise gain. High-fidelity image simulations can be produced for system designs at various SNRs in order to determine an acceptable SNR to build the system at, but image evaluations will still need to be conducted to relate them to NIIRS.
The SNR values calculated in Tables 3-5 and Table 6 can be used as a reference to help understand how each SNR metric relates to image quality by comparing the values with the image simulations and the ⌬NIIRS ratings. This reference should be accurate for variations to the imaging conditions used in this study, but will be less accurate for system designs that deviate considerably from the model 1000 remote sensing camera design used in this analysis. It is always important for the designers of remote sensing systems to clearly state the SNR metric that is being used when quoting an SNR value for the system and to understand the relationship of the SNR value to image quality.
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