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Abstract—We study the capacity region of a deterministic 4-
node network, where 3 nodes can only communicate via the
fourth one. However, the fourth node is not merely a relay since it
can exchange private messages with all other nodes. This situation
resembles the case where a base station relays messages between
users and delivers messages between the backbone system and
the users. We assume an asymmetric scenario where the channel
between any two nodes is not reciprocal. First, an upper bound
on the capacity region is obtained based on the notion of single
sided genie. Subsequently, we construct an achievable scheme that
achieves this upper bound using a superposition of broadcasting
node 4 messages and an achievable ”detour” scheme for a
reduced 3-user relay network.
I. INTRODUCTION
The deterministic channel model for the wireless channelis used to approximate the capacity of Gaussian relay
networks [1]. This model simplifies the wireless network
interaction model by eliminating the noise, where the least
significant bits are truncated at noise level. Thus, it allows
us to focus only on the interaction between signals, and to
envision schemes to maximize achievable rate tuples. Insights
gleaned from these schemes can be used to find close ap-
proximations of the Gaussian capacity. In [2], this model was
applied to the multi-pair bidirectional relay network, which
can be considered as a generalization of the bidirectional relay
channel and its capacity region was analyzed and the cut set
upper bound was shown to be tight. The authors also devised a
simple equation-forwarding strategy that achieves this capacity
region, in which different pairs are orthogonalized on the
signal level space and the relay just re-orders the received
equations created from the superposition of the transmitted
signals on the wireless medium and forwards them. In [3],
the authors studied the capacity of the Gaussian two-pair
full-duplex bi-directional relay network. They proposed a
transmission strategy which is based on a certain superposition
of lattice codes and random Gaussian codes at the source
nodes.
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In [4], the authors studied the X-Channel, which represents
a two user bidirectional half duplex wireless relay network.
First, they developed a new upper bound based on the notion
of a single-sided genie, then they used it to characterize the
multicast capacity of their network. To prove the achievability,
they proposed the idea of detour schemes that route some bits
intended for a certain receiver via alternative paths when they
cannot be accommodated on direct routes. Then, the capacity
region of the deterministic Y-channel was found in [5]. The
authors established the achievability by using three schemes:
bi-directional, cyclic, and uni-directional communication. In
[6], we studied the capacity of the deterministic 4-user relay
network with no direct links. We developed a new upper bound
based on the notion of single sided genie, and proved its
achievability via using one of two detour schemes that differ
from the one in [4] due to the different nature of our network.
In this work, we characterize the capacity region of a determin-
istic 4-node network, where there is no direct links between
3 of them, thus they can only communicate via the forth one.
In other words our network can be considered as 3-user relay
network, where the relay is interested in exchanging some
private messages with the three other users. Unlike the work
done in [4-6], we consider the asymmetric case where the
uplink and downlink channels are not reciprocal. To establish
achievability, the scheme delivers the private messages of the
fourth node first, reducing the remaining task to sending the
messages of the other 3 nodes via the ”relay”. This network
thus becomes a 3-user asymmetric channels and reduced
rates. Therefore, we characterize the capacity of this reduced
network, then prove its achievability through a combination of
a simple ordering scheme [2] and a special detour scheme.
Following this introduction, Section II outlines the main sys-
tem assumptions and states the capacity region of our network.
The first part of our new achievability scheme where we deal
with the messages related to the fourth node is detailed in
Section III. To continue our achievability proof, we study
the capacity of the asymmetric 3-user relay networks and its
achievability in Section IV. Then, in Section V, we show
the development of the upper bound based on the notion of
single sided genie. Section VI reports a numerical example
to illustrate our achievability schemes. Finally, Section VII
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Fig. 1: System model
presents our conclusions.
II. THE MAIN RESULT
Consider the network shown in Fig. 1. It consists of 4
nodes, where each node can exchange private messages with
the three other nodes. Nodes 1 to 3 have no direct nodes
between them and can only communicate via node 4. We
assume that the channel between each node and the node 4 is
not reciprocal. According to the deterministic channel model
in [1], this means that the number of levels between node i
and node 4, are not the same in the uplink and downlink i.e.
(ni4 6= n4i) where n = d0.5 logSNRe and i ∈ {1, 2, 3}.
In the uplink phase, nodes 1, 2 and 3 transmit their messages
to node 4 which is only receiving in this phase, while in the
downlink phase, node 4 acts as a relay for the private messages
between the other three nodes and transmits its own messages
to them.
It follows from the assumption of non-reciprocal channels that
the uplink and downlink channel gains do not have the same
order. Therefore, we assume without loss of generality nu4 ≥
nv4 ≥ nt4 and n4w ≥ n4y ≥ n4z , where {u, v, t}, {w, y, z} ∈
{1, 2, 3}.
This paper derives the capacity region of this network, which
is given by the following theorem:
Theorem 1. The capacity region of our network is given by
the rates that satisfy the following conditions:
Rtu +Rtv +Rt4 ≤ nt4 (1)
Rwz +Ryz +R4z ≤ n4z (2)
Rt4 +Rv4 +Rtu +Rvu +max(Rtv, Rvt) ≤ nv4 (3)
R4z +R4y +Rwz +Rwy +max(Rzy, Ryz) ≤ n4y (4)
Ru4 +Rv4 +Rt4 +Ruv +Rut +max(Rtv, Rvt) ≤ nu4 (5)
Ru4 +Rv4 +Rt4 +Rvu +Rvt +max(Rtu, Rut) ≤ nu4 (6)
Ru4 +Rv4 +Rt4 +Rtu +Rtv +max(Ruv, Rvu) ≤ nu4 (7)
R4w +R4y +R4z +Rwz +Ryz +max(Rwy, Ryw) ≤ n4w (8)
R4w +R4y +R4z +Ryw +Rzw +max(Rzy, Ryz) ≤ n4w (9)
R4w +R4y +R4z +Rwy +Rzy +max(Rwz, Rzw) ≤ n4w (10)
where Rij is the rate from node i to node j.
III. ACHIEVABILITY
Our achievability scheme can be divided into two main
parts: in the first part, we deal with the messages related
to node 4, then we obtain a reduced network in the form
of a 3-user relay network. Therefore, in the second part of
our achievability scheme we deal with an asymmetric 3-user
relay network, thus we need to generalize the work done
for reciprocal Y-channel in [5] by considering an asymmetric
scenario where niR 6= nRi.
In the uplink phase, we assign the highest Ri4 levels from
ni4 levels to the messages from node i to node 4, while in
the downlink phase we assign the lowest R4i levels from n4i
levels to the messages from node 4 to node i.
Note that if Ru4 > nu4−nv4, then some of the assigned levels
to Ru4 can interfere with the levels carrying bits from node
v to node 4. Therefore, for Rv4, the assignment begins from
the highest remaining level from node v to the node 4 after
the assignment of the levels required to serve Ru4. This case
and other cases are shown in Fig. 2.
The above operation of assigning the levels for the messages
related to node 4 can be represented by subtracting rates
associated with node 4 from both sides of the inequalities
in Theorem 1. Let nuR = nu4 − Ru4 − Rv4 − Rt4 and
nRw = n4w −R4w −R4y −R4z .
After subtracting these rates from (3) and (6), we have the
following conditions:
Rtu +Rvu +Rvt ≤ nv4 −Rt4 −Rv4
Rtu +Rvu +Rvt ≤ nu4 −Ru4 −Rv4 −Rt4
Now, these two conditions can be combined as
Rvu +Rvt +Rtu ≤ nvR (11)
where
nvR = min{nv4 −Rt4 −Rv4, nu4 −Ru4 −Rv4 −Rt4}
= nv4 −Rt4 −Rv4 − [Ru4 − (nu4 − nv4)]+
Again, by applying the same process on (3) and (7), we get
Rvu +Rtv +Rtu ≤ nvR (12)
We can combine the conditions (11) and (12) to get (18).
Also, by subtracting rates related to node 4 from (3) and (7),
we get
Rtu +Rtv +Rvu ≤ nv4 −Rt4 −Rv4
Rtu +Rtv +Rvu ≤ nu4 −Ru4 −Rv4 −Rt4
Since Rvu ≥ 0, then this implies
Rtu +Rtv ≤ nv4 −Rt4 −Rv4 (13)
Rtu +Rtv ≤ nu4 −Ru4 −Rv4 −Rt4 , nuR (14)
And by subtracting rates related to node 4 from (1), we get
Rtu +Rtv ≤ nt4 −Rt4 (15)
Again, the conditions (13)-(15) can be combined as
Rtu +Rtv ≤ ntR
(a) Uplink: different assignments are shown for the cases represented by the
inequalities above the sub figures.
(b) Downlink: different assignments are shown for the cases represented by
the inequalities above the sub figures.
Fig. 2: Assigning levels for node 4 messages. The dotted, dashed and solid rectangles represent levels assigned for Ru4, Rv4
and Rt4 in the uplink (a) and for R4z , R4y and R4w in the downlink (b) respectively.
which is condition (16), where
ntR = min{(nt4 −Rt4), (nv4 −Rt4 −Rv4), nuR}
= nt4 −Rt4 − β
Also, by applying this subtraction on the conditions (5)-(10),
we obtain the conditions (20)-(25).
Proceeding similarly for the remaining downlink levels we
obtain the conditions (19) and (17), where
nRy = n4y −R4z −R4y − [R4w − (n4w − n4y)]+
nRz = n4z −R4z − γ
From the above expressions of the reduced channel gains, it
is clear that nuR ≥ nvR ≥ ntR and nRw ≥ nRy ≥ nRz .
After serving messages related to node 4, we can put Ru4 =
Rv4 = Rt4 = 0 and R4w = R4y = R4z = 0. Now, we have
a reduced capacity region which is defined by the conditions
stated in Theorem 2 in the following section, we can observe
that this region is equivalent to the capacity region of a 3-user
relay network with channel gains nuR, nvR and ntR in the
uplink and nRw, nRy and nRz in the downlink. Therefore, to
continue our achievability proof for our original network, we
need to prove the achievability of the reduced region stated in
Theorem 2 in the next section.
IV. ASYMMETRIC 3-USER RELAY NETWORK
As we mentioned before, the reduced capacity region after
serving the messages related to node 4 is equivalent to the one
of an asymmetric 3-user relay network. Therefore, we need to
generalize the capacity region in [5] and prove its achievability.
The capacity region of this reduced network is defined by the
following theorem:
Theorem 2. The capacity region of the deterministic 3-user
asymmetric relay network is given by the rates that satisfy the
following inequalities:
Rtu +Rtv ≤ ntR (16)
Rwz +Ryz ≤ nRz (17)
Rtu +Rvu +max(Rtv, Rvt) ≤ nvR (18)
Rwz +Rwy +max(Ryz, Rzy) ≤ nRy (19)
Ruv +Rut +max(Rtv, Rvt) ≤ nuR (20)
Rvu +Rvt +max(Rtu, Rut) ≤ nuR (21)
Rtu +Rtv +max(Ruv, Rvu) ≤ nuR (22)
Rwz +Ryz +max(Rwy, Ryw) ≤ nRw (23)
Ryw +Rzw +max(Rzy, Ryz) ≤ nRw (24)
Rwy +Rzy +max(Rwz, Rzw) ≤ nRw (25)
A. Achievability of asymmetric 3-user relay network
The achievability of any rate tuple that satisfies the inequal-
ities in Theorem 2 can be attained using one of two schemes:
the Simple Ordering Scheme (SOS) or a Detour Scheme (DS)
which converts our network to an equivalent one with modified
rates to which we can apply the SOS. It should be mentioned
that our detour scheme is different from that in [4] due to the
different nature of the problem. Therefore, in the following
subsections, we will focus on this new detour scheme and
only highlight the SOS.
1) The Simple Ordering Scheme (SOS): In [2 and 4] the
bits from different sources are placed so that they combine at
the relay in such a way to allow decoding at the recipients. In
the uplink, the nodes align their bits so that bits transmitted
from node i to node j i.e. (xij) are xored with bits transmitted
from j to i i.e. (xji) at the relay. In the downlink phase, since
the relay does not need to decode each bit individually, it can
simply broadcast xij⊕xji, and since node i knows xij , it can
decode xji, and vice verse for node j.
Lemma 1. The Simple Ordering Scheme (SOS) can achieve
all the integral rate tuples that simultaneously satisfy the con-
ditions stated in Theorem 2 and the following two conditions:
R12 +R23 +R31 ≤ min(nuR, nRw) (26)
R21 +R13 +R32 ≤ min(nuR, nRw) (27)
Proof Sketch. SOS can only work if node i is able to transmit its
data on the available number of levels niR and receive its data
β =

[Ru4 − (nu4 − nv4)]+ +Rv4 Ru4 ≥ (nu4 − nt4)
[Rv4 − (nv4 − nt4 − [Ru4 − (nu4 − nv4)]+)]+ Ru4 ≥ (nu4 − nv4) and Ru4 < (nu4 − nt4)
[Rv4 − (nv4 − nt4)]+ Ru4 < (nu4 − nv4)
γ =

[R4w − (n4w − n4z)]+ +R4y R4w ≥ (n4w − n4z)
[R4y − (n4y − n4z − [R4w − (n4w − n4y)]+)]+ R4w ≥ (n4w − n4y) and R4w < (n4w − n4z)
[R4y − (n4y − n4z)]+ R4w < (n4w − n4y)
on the available number of levels nRi. Our proof depends on
finding the size of each of the three segments corresponding
to the messages from each node, in a similar way that we
followed in the proof of Lemma 1 in subsection III-A in [6].
Subsequently, by comparing the resultant conditions in both
uplink and downlink phases with the conditions in Theorem 2,
we get the extra conditions needed to apply the SOS as stated
in Lemma 1.
2) The Detour Scheme (DS): If any achievable rate tuple
that satisfies the conditions stated in Theorem 2, violates one
of the two extra conditions stated Lemma 1, the SOS will
not work. In this case, we use our detour scheme to convert
the network into an equivalent one, where the conditions in
Theorem 2 and Lemma 1 are satisfied simultaneously, thus we
can apply the SOS on this equivalent network.
It is clear that each one of the two conditions stated in Lemma
1 consists of a 3-node cycle which is represented by the data
flow of the rates in the left hand side (LHS). Thus, these two
extra conditions represents the cycle between the three nodes
in the two possible directions. To explain this scheme, we
assume without loss of generality that for a certain {i, j, k} ∈
{1, 2, 3}.
Rij +Rjk +Rki > min(nuR, nRw)
Now, we need to reduce the rates of the left hand side (LHS)
by subtracting λ bits, such that the rates modified rates satisfy:
(Rij +Rjk +Rki)− λ ≤ min(nuR, nRw)
The subtracted λ-bits will be transmitted to their respective
destination via alternate paths. Thus, all rates along this detour
must be increased, while at the same time satisfying the other
conditions in Theorem 2 and Lemma 1. For example, if we
decide to detour λ-bits from the Rij via node k, this follows
that each rate of Rik and Rkj should be increased by λ.
Therefore, whichever the rate we choose to detour this λ-bits
from, the rates over the reverse cycle should be modified as:
Rji +Rik +Rkj → Rji +Rik +Rkj + 2λ
Lemma 2. For all integer rate tuples for the 3-user relay
network satisfying Theorem 2 and violating only one of the
two conditions in Lemma 1, it is possible to modify the rates
using the detour scheme and find an equivalent network, that
can achieve the original rate tuple via alternative paths.
Proof. See the appendix.
Lemma 3. There are no achievable rate tuples that violate the
two conditions (26) and (27) simultaneously, which represent
a cycle in its two possible directions.
Proof Sketch. Assuming that the two conditions in Lemma 1
are violated simultaneously, by summing these two conditions
and multiplying the resultant condition by 3, we obtain
3R12+3R21+3R13+3R31+3R23+3R32 > 6 min(nuR, nRw)
However, from combining the conditions (20)-(25), we can get
three conditions restricted by min(nuR, nRw). By summing
them and multiplying the resultant condition by 2, we get
2R12+2R21+2R13+2R31+2R23+2R32+2 max(R12, R21)
+2 max(R13, R31)+2 max(R23, R32) ≤ 6 min(nuR, nRw)
It is straightforward to prove that the LHS of this inequality
is larger than the previous one, resulting in a contradiction.
Thus, it is clear that if the two extra conditions in Lemma
1 are violated simultaneously, the upper bound will be also
violated.
V. AN UPPER BOUND BASED ON SINGLE SIDED GENIE
Classical cut set bounds divide the nodes of a network two
sets S and Sc which represent the transmitting and receiving
nodes respectively [7]. Nodes in each of these sets are assumed
to fully cooperate by sharing their side information. Hence,
such bounds will be referred to as the two sided genie aided
bounds. In [4], it was shown that applying these traditional
cut set bounds to the relay network produces loose results. A
tighter single sided genie bound was developed, which will
not be iterated here. Instead, we will focus only on some
points arising from the different nature of the network under
consideration.
A. For the 4-Node Network
The single sided genie upper bound can be found by
considering all possible cuts through the network, then all the
orders in which the single sided genie works. Then combining
the resulting inequalities to minimize the set of conditions. A
simplifying observations, however, is that we need not take
into account all cuts where S contains node 4 with any other
node, which significantly reduces the number of inequalities
to consider. For example, let S = {4, 1} and let the genie
transfers only the data from node 1 to node 4 i.e. (R14), this
will provide the following bound
R42 +R43 +R12 +R13 +R41 ≤ max(n41, n42, n43) + n14
This condition is implicitly satisfied from the resultant bounds
from the cuts S = {4} and S = {1}, therefore this cut does
not result in a new constraint on the capacity region.
B. For the 3-User Asymmetric Relay Network
For the two sided genie bound, the cut around the relay
i.e. (S = {R}) is not useful, as the relay does not have its
own rates to transmit. In contrast, the one sided genie can be
calculated for different genie orders. For example in the uplink
phase, if we assume the genie order i→ j → k, which means
that the genie transfers all data of node i to nodes j and k,
then the data of node j to nodes k, therefore the one sided
genie bound in this case will be as follows:
Rki +Rkj +Rji ≤ max(n1R, n2R, n3R)
VI. NUMERICAL EXAMPLE
Consider a network with channel gains (n14, n24, n34) =
(7, 6, 4) and (n41, n42, n43) = (6, 7, 5) and a rate tuple R =
(R12, R13, R14, R21, R23, R24, R31, R32, R34, R41, R42, R43)
= (2, 0, 2, 0, 2, 1, 1, 0, 1, 1, 1, 1).
To show the achievability of this rate tuple, we first dedicate
resources to the messages related to node 4.
In the uplink phase: following the procedure explained in
Section III, we assign the highest 2 levels of n14 for R14,
the second highest level of n24 for R24 and the highest level
of n34 for R34, which follows the third case in Fig. 2a.
Conversely, in the downlink phase: we assign the lowest level
from n42, n41 and n43 for R42, R41 and R43 respectively,
which follows the first case in Fig. 2b.
Now, we have a reduced 3-user relay network with channel
gains (n1R, n2R, n3R) = (3,3,3) and (nR1, nR2, nR3) =
(4,4,4) and the rate tuple R = (R12, R13, R21, R23, R31, R32)
= (2,0,0,1,1,0), which violates the extra condition
R12 + R23 + R31 = 3+1, therefore we will detour one bit
from R12 via node 3, thus R12 → R12 − 1, R13 → R13 + 1
and R32 → R32 + 1 and the modified rate tuple is
R` = (1, 1, 0, 1, 1, 1), where we can apply the SOS as shown
in Fig. 3 because this modified rate tuple satisfies the two
extra SOS conditions.
VII. CONCLUSIONS
We characterized of the multicast capacity region of a deter-
ministic 3-user relay network where the relay is interested in
exchanging some private messages with the network users. In
the course of our achievability proof, we achieved the capacity
of the asymmetric 3-user relay network. The upper bound was
obtained using a single sided genie, and the capacity region
was achieved using either a simple reordering scheme or a
detour scheme. Based on our findings, we conjecture that if
the capacity of the K-user relay network can be found, for
any K, it follows that we can also find the capacity of the
K-user relay network where where the relay is interested in
exchanging some private messages with the network users by
the same procedure we followed in this paper.
Fig. 3: An example that illustrates our achievability scheme.
APPENDIX
Let n∗=min(nuR, nRw), and assume that the condition in
(26) is violated by λ bits, then we have
R12 +R23 +R31 = n
∗ + λ (28)
However, from the conditions (20)-(25) in Theorem 2, we can
get
R12 +R13 +R23 ≤ n∗
R21 +R23 +R31 ≤ n∗
R31 +R32 +R12 ≤ n∗
(29)
By comparing (29) with (28), we get
R31 ≥ R13 + λ R12 ≥ R21 + λ R23 ≥ R32 + λ (30)
The choice of the rate from which we will subtract the λ bits,
depends on the order of the channel gains:
1) Detour bits from R12: We can detour bits from R12 if
n3R and nR3 are not the lowest channel gains in UL and DL
respectively, and the detour scheme will be
R12 → R12 − λ R13 → R13 + λ R32 → R32 + λ
2) Detour bits from R23: We can detour bits from R23 if
n1R and nR1 are not the lowest channel gains in UL and DL
respectively, and the detour scheme will be
R23 → R23 − λ R21 → R21 + λ R13 → R13 + λ
3) Detour bits from R31: We can detour bits from R31 if
n2R and nR2 are not the lowest channel gains in UL and DL
respectively, and the detour scheme will be
R31 → R31 − λ R32 → R32 + λ R21 → R21 + λ
From (30), and by checking the the conditions in Theorem 2
and in Lemma 1 for the modified rate tuple, it can be shown
from these conditions are satisfied.
Therefore, regardless of the order of the channel gains in both
uplink and downlink phases, at least one detour from the above
three detours can be applied to convert the network into an
equivalent one that satisfies the conditions in Theorem 2 the
extra SOS conditions.
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