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We perform a high-statistics simulation of the three-dimensional randomly dilute Ising model on cubic
lattices L3 with L<256. We choose a particular value of the density, x50.8, for which the leading scaling
corrections are suppressed. We determine the critical exponents, obtaining n50.683(3), h50.035(2), b
50.3535(17), and a520.049(9), in agreement with previous numerical simulations. We also estimate nu-
merically the fixed-point values of the four-point zero-momentum couplings that are used in field-theoretical
fixed-dimension studies. Although these results somewhat differ from those obtained using perturbative field
theory, the field-theoretical estimates of the critical exponents do not change significantly if the Monte Carlo
result for the fixed point is used. Finally, we determine the six-point zero-momentum couplings, relevant for
the small-magnetization expansion of the equation of state, and the invariant amplitude ratio Rj
1 that expresses
the universality of the free-energy density per correlation volume. We find Rj
150.2885(15).
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During the last few decades many theoretical and experi-
mental studies have investigated the critical properties of sta-
tistical systems in the presence of quenched disorder. Typical
examples are randomly dilute uniaxial antiferromagnets, for
instance, FexZn12xF2 and MnxZn12xF2, obtained by mixing
a uniaxial antiferromagnet with short-range interactions with
a nonmagnetic material. Experiments show that, for suffi-
ciently low impurity concentration 12x , these systems un-
dergo a second-order phase transition at Tc(x),Tc(x51),
with critical exponents independent of the impurity concen-
tration. The experimental results have been summarized in
Ref. @1#, which reports a520.10(2), n50.69(1), and b
50.350(9). These estimates are definitely different from the
values of the critical exponents of the pure Ising universality
class, where, e.g., a50.1096(5) ~Ref. @2#!, and thus indicate
that the impurities change the nature of the transition that
belongs to a new random universality class. In the presence
of an external magnetic field, dilute uniaxial antiferromag-
nets show a different critical transition, belonging to the uni-
versality class of the random-field Ising model @3–6#.
A simple model for dilute uniaxial systems is provided by
the three-dimensional random Ising model ~RIM! with
Hamiltonian
Hx5J(^
i j&
r ir js is j , ~1.1!
where the sum is extended over all nearest-neighbor sites, si
*Email address: calabres@df.unipi.it
†Email address: Victor@lattice.fis.ucm.es
‡ Email address: Andrea.Pelissetto@roma1.infn.it
§ Email address: vicari@df.unipi.it1063-651X/2003/68~3!/036136~17!/$20.00 68 0361are Ising spin variables, and r i are uncorrelated quenched
random variables, which are equal to 1 with probability x
~the spin concentration! and zero with probability 12x ~the
impurity concentration!. For small 12x , i.e., above the per-
colation threshold of the spins, this model shows a critical
transition analogous to that observed in experiments and
whose nature has been the object of many theoretical studies,
see, e.g., Refs. @7–10#.
Numerical Monte Carlo simulations @11–17# had long
been inconclusive in setting the question of the critical be-
havior of the RIM. While the measured critical exponents
were definitely different from the Ising ones, results appar-
ently depended on the spin concentration, in disagreement
with renormalization-group ~RG! theory. Only recently has
the question been clarified. Reference @13# showed the pres-
ence of very strong concentration-dependent scaling correc-
tions with exponent v50.37(6). Only if they are properly
taken into account, the numerical estimates of the critical
exponents become dilution independent as expected. Their
final estimates are n50.6837(53) and h50.0374(45), from
which one also derives b50.3546(28) and a5
20.051(16) using scaling relations. These results are in
good agreement with the experimental ones reported above,
although the numerical estimate of a is slightly different.
Randomly dilute Ising systems can also be studied by
using the field-theoretical ~FT! approach @9,10#. The starting
point is the cubic-symmetric Hamiltonian @18#
HLGW5E ddxH 12 (i51
N
@~]mf i!
21rf i
2#
1
1
4! (i , j51
N
~u01v0d i j!f i
2f j
2J , ~1.2!
where f i is an N-component field. By using the standard
replica trick, it can be shown that in the formal limit N→0©2003 The American Physical Society36-1
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der effectively coupled to the energy density, as is the case of
the RIM @18#. As is well known, the limit N→0 is a subtle
one. In the standard perturbative approaches, the limit is
taken naively—we simply set N50 in the perturbative
expansion—implicitly assuming that the replica symmetry is
not broken. In recent years, however, this assumption has
been questioned @19# on the ground that the RG approach
may not take into account other local minimum configura-
tions of the random Hamiltonian ~1.2!, which may cause the
spontaneous breaking of the replica symmetry. However, a
fixed-dimension perturbative two-loop calculation @20# in a
perturbative approach proposed in Ref. @19# finds that the
standard replica-symmetric fixed point is stable under any
replica-symmetry breaking perturbation, thereby supporting
the standard approach. In this paper, we do not further con-
sider this issue and in the following we always assume that
the standard approach is correct. Note that the good agree-
ment between numerical and field-theoretical results sup-
ports this assumption, although one cannot exclude that
replica-symmetry breaking effects can only be seen very
close to the critical point.
In the FT approach one looks for stable fixed points in the
region u0,0 ~or, equivalently u,0). If the pure fixed point
at u50 is stable, disorder is irrelevant, while the presence of
a new stable fixed point with u,0 indicates that disorder is
relevant and that dilute systems belong to a new universality
class. Numerical and experimental results indicate that in
dilute Ising systems the correct scenario is the second one
and thus a new random fixed point should be present with
u*,0.
The most precise FT estimates of critical quantities are
presently obtained by using perturbative methods. However,
in the case of random systems the perturbative approach
faces new difficulties: the perturbative series are not only
divergent, but are also non-Borel summable @21,22#. This
means that even the knowledge of the complete perturbative
series does not allow the exact computation of the critical
quantities. These difficulties are clearly evident in the Ae
expansion and in the related minimal-subtraction scheme
without e expansion @23–25#. The expansion in Ae is not
well behaved and does not allow quantitative determinations
of the critical exponents, while in the minimal-subtraction
scheme results are very sensitive to the resummation method.
If the Chisholm-Borel method is used @24#, no random fixed
point is found with the longest available series ~five loops!.
Apparently, four-loop series provide the most accurate re-
sults and increasing the length of the expansion does not help
improving the precision of the results. On the other hand, if
a double Pade´-Borel resummation is used as proposed in
Ref. @22#, a random fixed point is found also at five loops
@25#. The estimates of the critical exponents are in any case
not very precise, and moreover, at variance with the fixed-
dimension approach described below, the stability-matrix ei-
genvalues turn out to be complex.
The fixed-dimension perturbative expansion in powers of
two independent zero-momentum quartic couplings u and v
@directly related to u0 and v0 defined in Eq. ~1.2!# is appar-
ently better behaved. Up to six loops, a random fixed point03613u*, v* is always found, although the estimates of u* and v*
vary significantly with the order and the resummation
method. In spite of that, the estimates of the critical expo-
nents are quite precise, due to a relatively large insensitivity
of the results to the position of the fixed point. The analysis
of the six-loop series gives @26# n50.678(10), h
50.030(3), b50.349(5), and a520.034(30). The agree-
ment with the experimental and numerical results is again
quite satisfactory; only the estimate of a seems to be slightly
larger than the experimental result.
In this paper we present a numerical study of the RIM.
The purpose is to extend and possibly improve the numerical
results of Ref. @13#. We estimate the critical exponents and,
in particular, a in order to verify whether or not the apparent
small discrepancy between experiments and numerical re-
sults is really there. Moreover, we determine the four-point
and the six-point zero-momentum couplings, and the univer-
sal ratio Rj
1
. As a by-product we are able to check the ac-
curacy of the FT approach by comparing Monte Carlo and
FT estimates of the fixed-point values u* and v*.
We have performed a high-precision Monte Carlo simula-
tion of the model with Hamiltonian ~1.1! at J51 and density
x50.8. Such a value has been chosen on the basis of the
results of Ref. @13#, where it was shown that scaling correc-
tions are particularly small for such a value of x. This is fully
confirmed by our analysis: We do not observe scaling cor-
rections with exponent v50.37(6), the correction-to-scaling
exponent observed in Ref. @13# for generic values of the
density @27#. Note that the absence of corrections with expo-
nent v also implies the absence of corrections with expo-
nents 2v , 3v , . . . . Therefore, we expect corrections to
scaling with next-to-leading exponent v2 v250.8(2) ac-
cording to field theory @28#. Unexpectedly, also these cor-
rections are small. The RIM at x50.8 is therefore an ‘‘im-
proved’’ model @29–32,2#, i.e., a model in which the leading
correction to scaling is ~approximately! absent in the expan-
sion of any observable near the critical point.
First of all, we determine the critical exponents by using
two different methods. A first estimate is obtained by em-
ploying the extrapolation method of Refs. @33–35# ~similar
methods have been discussed in Refs. @36,37#!. It allows us
to determine the critical exponents from the high-
temperature behavior of the susceptibility and of the correla-
tion length. We also use direct finite-size scaling ~FSS! meth-
ods, obtaining consistent estimates. Our final results are
n50.683~3 !, ~1.3!
h50.035~2 !, ~1.4!
from which, using scaling and hyperscaling relations, we ob-
tain
g5n~22h!51.342~6 !, ~1.5!
b5
n
2 ~11h!50.3535~17!, ~1.6!6-2
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52h
11h 54.80~11!, ~1.7!
a5223n520.049~9 !. ~1.8!
Our results are in good agreement with those of Ref. @13#
and, in particular, confirm the discrepancy between the ex-
perimental and theoretical estimates of a .
We also carefully check the validity of the hyperscaling
relation 22a53n . We analyze the specific heat at the criti-
cal point obtaining a/n520.115(28). Using estimate ~1.3!
for 1/n we obtain
2
n
2
a
n
53.04~3 !, ~1.9!
which is fully consistent with 3. We also perform another
check of hyperscaling, analyzing the specific heat and the
energy at the critical point. We obtain
2
n
2
a
n
52.93~6 !, ~1.10!
again consistent with 3.
In addition to the critical exponents we also measure the
four-point couplings G4* and G22* defined in Eqs. ~A12! and
~A14!, which can be directly related to the fixed-point values
u* and v*: G4*5v* and G22* 5u*/3. We obtain
G4*543.3~2 !,
G22* 526.2~1 !. ~1.11!
These estimates differ significantly from those reported in
Ref. @26#, which were obtained from the analysis of pertur-
bative six-loop series: G4*538.0(1.5) and G22* 524.5(6).
Clearly, the non-Borel summability of the perturbative ex-
pansions gives rise to a large systematic error. It is also pos-
sible that the nonanalyticity of the RG functions @38–41#
near the random fixed point plays an important role.
These discrepancies on the estimates of u* and v* call
for a reanalysis of the perturbative expansions of the critical
exponents. By using the Monte Carlo estimate of u* and v*
we find n50.686(4), h50.026(3), and g51.355(8).
These estimates do not differ significantly from those ob-
tained in Ref. @26# and are also in satisfactory agreement
with the Monte Carlo results. Clearly exponents are quite
insensitive to the exact location of the fixed point. We also
try a different method for estimating critical quantities. It is
based on an expansion around the Ising fixed point. Results
are similar: n50.690(8), h50.0345(20), and g
51.355(10). Note that the estimate of h is now in perfect
agreement with the Monte Carlo result.
In this paper we also determine some other universal am-
plitude ratios that involve high-temperature quantities. First,
we determine the six-point universal ratios r6* , C42* , and
C222* , defined in Eq. ~A13!. The coefficient r6* is particularly
important since it parametrizes the small-magnetization ex-03613pansion of the critical equation of state in the high-
temperature phase @42#. We find
r6*50.90~15!. ~1.12!
Finally, we compute the universal ratio Rj
1 defined by
Rj
1[~aA1!1/3f 1, ~1.13!
where A1 and f 1 are defined in terms of the singular behav-
ior of the specific heat C and of the correlation length j ,
Csing’A1t2a, j’ f 1t2n for t[bc2b→01. We obtain
Rj
150.2885~15!, ~1.14!
in good agreement with other theoretical results @42#: Rj
1
50.290(10), obtained from the analysis of the correspond-
ing six-loop perturbative series, and Rj
150.282(3), derived
from a quite precise approximation of the equation of state.
The paper is organized as follows. In Sec. II we present
the Monte Carlo results. In Sec. II B we determine the criti-
cal temperature by performing a careful analysis of the
finite-size behavior of some RG invariant ratios near the
critical point. In Sec. II C we determine the four-point and
six-point couplings by using the extrapolation method of
Refs. @33–35#. In Secs. II D and II E we determine n and h
by using again the extrapolation method and by also per-
forming a more direct FSS analysis. Then, in Sec. II F we
study the finite-size behavior of the energy and of the spe-
cific heat near the critical point. We obtain an independent
estimate of a , which allows us to check the validity of the
hyperscaling relation 22a53n . Finally, in Sec. II G we
compute the universal ratio Rj
1
. For this purpose, we gener-
alize the extrapolation method of Refs. @33–35# to the en-
ergy. In spite of the necessary subtractions, the method
works quite well, providing a rather precise estimate. In Sec.
III we reanalyze the six-loop perturbative series of Ref. @26#,
using the new Monte Carlo estimate of the fixed point. We
employ the different resummation methods discussed in Ref.
@26# and also a method based on an expansion around the
Ising fixed point. Finally, in the appendix we report the defi-
nitions of the quantities that are used throughout the paper.
II. NUMERICAL RESULTS
A. The Monte Carlo simulation
We have performed a high-precision Monte Carlo simula-
tion of the model with Hamiltonian ~1.1! with J51 at den-
sity x50.8. Such a value has been chosen on the basis of the
results of Ref. @13#, which showed that for such a value of x
scaling corrections are particularly small. In the simulations
we have considered cubic lattices of size L3, L516, 32, 64,
128, and 256, with periodic boundary conditions. Simula-
tions have been performed for several values of b between
0.275 and 0.285 78. Two-thirds of the simulations refer to
the interval 0.275<b<0.2856 ~we will call the correspond-
ing data the high-temperature results!, while one-third of the
CPU time was used in simulations in a narrow interval
around the critical point, 0.285 72<b<0.285 78. The aver-6-3
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3104 (L516), 363103 (L532), 273103 (L564), 12
3103 (L5128), and 33103 (L5256). The runs were per-
formed on a cluster with Dual Athlon MP 1.2 MHz proces-
sors. The total CPU time is ’17.4 CPU-years of a single
processor. As random number generator we have used a
combination of the Parisi-Rapuano generator @43# and of a
congruential generator @44#. Results for each sample have
been obtained as follows. Starting from a random spin con-
figuration, we perform 2000 iterations, each of them consist-
ing alternatively of a Metropolis sweep and of a full
Swendsen-Wang update. We use both a local and a nonlocal
dynamics to guarantee equilibration of short-distance and
long-distance modes. Then, we perform 2000 full Swendsen-
Wang updates, measuring all quantities ~see the Appendix for
definitions! every ten iterations. To estimate correlation func-
tions we use improved estimators that significantly reduce
the statistical errors. Note that we have been much more
conservative than Ref. @13#: There, only 200 Swendsen-
Wang iterations were performed for equilibration. For quan-
tities that involve the disorder average of products of sample
averages, there is a bias due to the finite length of the run for
each sample. In order to take this bias into account we have
performed a bias correction following Ref. @45#.
B. Determination of the critical temperature
As a first step in our analysis we have determined the
critical temperature bc . For this purpose we consider the
results of the simulations for 0.285 72<b<0.285 78, which
is a small interval around bc . We consider four invariant
ratios, U4 , U6 , U22 , and j/L , see the Appendix for defini-
tions. Standard FSS predicts that, in the FSS limit b→bc ,
L→‘ at (b2bc)L1/n fixed, each quantity R(b ,L) behaves
as
R~b ,L !5Rˆ @~b2bc!L1/n# , ~2.1!
where Rˆ (z) is a universal function. Since b2bc is particu-
larly small for the data, we can expand Rˆ (z) in powers of z,
keeping only the first term ~we checked that the addition of
the term of order z2 does not change the results!. Thus, we fit
each quantity R(b ,L) by using
R~b ,L !5R*1a~b2bc!L1/n, ~2.2!
with R*, bc , a , and n being free parameters. In each fit we
include all data with L>Lmin and, in order to detect correc-
tions to scaling, we use Lmin516, 32, and 64. The results are
reported in Table I.
There is a slight evidence of corrections to scaling, but it
is interesting to note that they have opposite sign in U4 , U6,
and j/L . Conservatively, we would obtain
bc50.285 7447~24!, ~2.3!
where the central value is the average of the estimates ob-
tained for U4 and j/L (Lmin564), and the error is so as to
include one error bar for both U4 and j/L .03613These fits are not particularly sensitive to the exponent n ,
which is quite poorly determined. We obtain n50.72(6).
One could imagine of improving the results by fixing n .
However, the dependence of bc on n is very small and no
significant change is observed.
In order to include scaling corrections we also perform
fits of the form
R~b ,L !5R*1a~b2bc!L1/n1bL2v, ~2.4!
where we include the leading scaling correction. These fits
are not sensitive to the value of n and thus we fix it, taking
n50.69. We keep v as a free parameter, since we do not
know which is the most important correction to scaling for
our data. Indeed, the leading correction has exponent v
50.37(6), but there is evidence that for p50.8 leading cor-
rections have a very small amplitude @13#. In order to be able
to keep v as a free parameter, we analyzed at the same time
two different observables. We restrict our attention to U4 ,
U6, and j/L , since U22 is too noisy. Using all data with L
>16 ~if the data with L516 are discarded, the fit is unstable!
and taking properly into account the covariance between the
two observables, we obtain the following.
~a! Analysis of j/L and U4. v50.70(11), bc
50.285 7435(8), (j/L)*50.5943(8), U4*51.6502(24),
b(j/L)520.017(7), b(U4)520.13(3); x2547.5, DOF
550.
~b! Analysis of j/L and U6. v50.71(11), bc
50.285 743 5(8), (j/L)*50.5942(8), U6*53.318(11),
b(j/L)520.017(7), b(U4)520.67(16); x2546.7, DOF
550.
Here DOF is the number of degrees of freedom. The re-
sults are quite stable, indicating the presence of corrections
with exponent v50.7(1), in agreement with the idea that
scaling corrections with exponent v’0.4 are very small. The
effective exponent v50.7(1) is quite close to the next-to-
TABLE I. Results of the fit R(b ,L)5R*1a(b2bc)L1/n. DOF
is the number of degrees of freedom of the fit.
Lmin x2/DOF R* bc n
U4
16 115.2/25 1.6337~4! 0.285 7520~7! 0.804~44!
32 17.5/20 1.6385~6! 0.285 7477~6! 0.727~43!
64 7.4/12 1.6407~11! 0.285 7462~9! 0.726~60!
U6
16 134.4/25 3.2348~22! 0.285 7530~8! 0.817~46!
32 18.8/20 3.2597~28! 0.285 7480~6! 0.727~43!
64 7.4/12 3.2710~54! 0.285 7463~9! 0.726~60!
U22
16 35.0/25 0.1500~8! 0.285 7266~141! 1.23~51!
32 25.0/20 0.1484~6! 0.285 7425~68! 1.06~54!
64 21.2/12 0.1480~10! 0.285 7454~83! 0.93~66!
j/L
16 22.6/25 0.5921~2! 0.285 7414~6! 0.733~34!
32 17.4/20 0.5926~3! 0.285 7423~6! 0.708~37!
64 11.8/12 0.5934~6! 0.285 7432~9! 0.722~54!6-4
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i.e., v250.8(2). Thus, we mainly observe next-to-leading
corrections, which in any case are quite small. In particular,
they are of little relevance to j/L . The coefficient b, cf. Eq.
~2.4!, is very small and the estimates of bc obtained from the
combined fits are fully compatible with those obtained for
j/L without scaling corrections.
These analyses that keep into account scaling corrections
hint at values of bc lower than estimate ~2.3!. We are thus
led to consider
bc50.285 744~2 ! ~2.5!
as our final estimate.
From the above-reported analyses, we also obtain esti-
mates of the invariant ratios R* at the critical point. We
obtain
S jL D *50.5943~9 !,
U4*51.650~9 !,
U6*53.32~5 !,
U22* 50.1480~10!. ~2.6!
We quote the results obtained in fits ~2.4!, while the error is
so as to include also the result of the fit without scaling
corrections and Lmin564. For U22 we only consider the fits
without scaling corrections. Note that U22* Þ0, indicating the
absence of self-averaging at the critical point, in agreement
with the theoretical arguments of Ref. @46#.
We can compare our results with those of Ref. @13#. They
found bc50.285 7421(52), U4*51.653(20), U22*
50.145(7), (j/L)*50.598(7), which are in full agreement
with our final results.
C. Determination of the four-point and six-point couplings
In this section we wish to determine the four-point cou-
plings G4* and G22* and the six-point universal ratios r6* ,
C42* , and C222* , See Appendix for definitions. Note that these
quantities are defined in the high-temperature phase and one
should take first the infinite-volume limit and then the limit
b→bc , cf. Eq. ~A14!. In order to perform this task we have
applied the extrapolation method of Refs. @33–35# to our
high-temperature data, i.e., to the results with b<0.2856
@corresponding to j‘(b)&89]. This method is extremely
powerful in order to compute the infinite-volume behavior of
critical quantities and it has been applied to several models,
including spin glasses @47#.
The idea is the following. Given a long-distance quantity
S(b ,L), in the FSS limit we can write
S~b ,sL !
S~b ,L ! 5FSj~b ,L !/L1O~L2v,j2v!, ~2.7!
where s is an arbitrary ~rational! number ~here we always
consider s52). Here FS(z) is a universal function defined03613for 0<z<z*[(j/L)*50.5943(9) such that FS(0)51 and
FS(z*)5ss, where s is the exponent characterizing the
critical behavior of S(b ,L) at the critical point, i.e.,
S(bc ,L);Ls. Equation ~2.7! is the basis of the extrapola-
tion technique since, in the absence of scaling corrections, it
allows us to compute S(b ,sL) on a lattice of size sL in
terms of quantities defined on a lattice of size L and of the
function FS(z). In practice, one works as follows. First, one
performs several runs, determining S(b ,sL), S(b ,L),
j(b ,sL), and j(b ,L). By means of a suitable interpolation,
this provides the function F(z) for S and j . Then, S‘(b) and
j‘(b) are obtained from S(b ,L) and j(b ,L) by iterating
Eq. ~2.7! and the corresponding equation for j(b ,L). Of
course, one must be very careful about scaling corrections,
discarding systematically lattices with small values of L till
the results become independent of L within error bars.
Let us first discuss the four-point couplings for which we
will obtain quite precise estimates. In Figs. 1, 2, and 3 we
report the data for S(b ,2L)/S(b ,L) for G4 , G22 , and j ,
respectively, together with a fit of the data with L>64. As
discussed in Refs. @33,34#, we parametrize FS(z) with a
FIG. 1. Ratios G4(b ,2L)/G4(b ,L) vs j(b ,L)/L . The solid
curve is a fit using all data with L>64.
FIG. 2. Ratios G22(b ,2L)/G22(b ,L) vs j(b ,L)/L . The solid
curve is a fit using all data with L>64.6-5
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of the fit changes by less than 1 by going from n to n11. In
these analyses we have taken n57. The parametrization of
FS(z) as a polynomial in e21/z is theoretically motivated:
indeed, for zero-momentum quantities, FS(z) approaches 1
with corrections of order e2a/z, a’1, as z→0. This choice
is not strictly correct for j since in this case @49# Fj(z)51
1O(z2). However, these power corrections are expected to
be very small for our definition of finite-volume correlation
length @50#, and therefore the systematic error due to our
choice of parametrization should be small.
Looking at the figures, it is quite difficult to distinguish
any correction to scaling, i.e., systematic deviations from the
fitted curve. However, at a closer look one may see that some
points with L516 are out of the curve ~in all cases by less
than three error bars, so that these differences are barely
significant!. Conservatively, we have decided to discard all
L516 data. In order to check further for corrections to scal-
ing we have computed infinite-volume estimates S‘(L) us-
ing only data with L>Lmin , Lmin532, 64. Additionally, we
have also systematically discarded points that are far from
the critical point by including only data with b>bmin for
several values of bmin .
FIG. 3. Ratios j(b ,2L)/j(b ,L) vs j(b ,L)/L . The solid curve is
a fit using all data with L>64.03613Using the extrapolation procedure we have outlined
above, for each Lmin and bmin we obtain infinite-volume es-
timates j‘(b), G4,‘(b), and G22,‘(b). To obtain the esti-
mate at the critical point, the extrapolated values for the cou-
pling constants have been fitted by using
S‘~b!5S*1a~bc2b!, ~2.8!
with bc50.285 744(2). The results are reported in Tables II
and III for 0.275<bmin<0.284 ~corresponding to 4.45&j‘
&15.86).
To check for corrections to scaling, we have also per-
formed a different analysis. First we fit S(b ,2L)/S(b ,L) tak-
ing into account a scaling correction with exponent v , i.e.,
assuming
S~b ,2L !
S~b ,L ! 5FSj~b ,L !/L1
1
Lv GSj~b ,L !/L, ~2.9!
and use both functions, FS(z) and GS(z), to perform the
infinite-volume extrapolation. Then, the infinite-volume re-
sults for the coupling constants are fitted by using
S‘~b!5S*1a~bc2b!vn. ~2.10!
In order to perform the analysis we should fix the exponents
v and n . We use n50.69, and repeat the analysis using v
50.8 ~the next-to-leading exponent predicted by field theory
@28#! and v50.4, which is the leading exponent determined
in Ref. @13#. The results corresponding to v50.8 are re-
ported in Table IV. It is essential to include the results with
L516 in the analysis, otherwise the data do not show FSS
corrections and the fit is unstable. Therefore, we cannot
check the goodness of the Ansatz by discarding data with
small L, i.e., present results for different values of Lmin as
done before.
Let us first discuss the results for G4* . The fits without
corrections to scaling show a significant ~at the level of the
reported errors! decrease as bmin is increased and also a
slight dependence on Lmin . Corrections to scaling are posi-
tive and the estimate decreases with increasing bmin , so that
one only obtains an upper bound G4*&43.4. On the otherTABLE II. Results for the renormalization constant G4* . On the left we report the results for Lmin532, on
the right those for Lmin564. We report two different x2. The first one (xestr2 ) refers to the fit that allows the
determination of the curve FG4(z), cf. Eq. ~2.7!, the second one (xfit
2 ) to fit ~2.8!. In addition to the x2 we
also report the number of DOF. The results have two errors: the first one is the statistical error, the second one
gives the variation of the estimate as bc is varied within one error bar, cf. Eq. ~2.5!.
bmin xestr
2 /DOF xfit
2 /DOF G4* xestr
2 /DOF xfit
2 /DOF G4*
0.2750 14.9/22 17.3/16 43.65(610)
0.2780 14.9/22 16.8/15 43.63(610) 9.0/11 15.9/15 43.56(912)
0.2800 14.9/21 13.4/14 43.59(710) 9.0/11 13.1/14 43.51(1010)
0.2810 14.9/20 11.9/13 43.60(811) 9.0/11 12.7/13 43.52(1011)
0.2820 14.8/19 9.2/12 43.55(811) 9.0/11 11.8/12 43.47(1110)
0.2830 12.1/17 9.1/11 43.41(1111) 7.4/10 12.7/11 43.45(1210)
0.2835 12.0/15 7.6/10 43.34(1211) 7.4/9 10.8/10 43.40(1511)
0.2840 9.1/13 9.3/9 43.34(1712) 7.1/8 9.7/9 43.32(1811)6-6
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bmin xestr
2 /DOF xfit
2 /DOF G22* xestr
2 /DOF xfit
2 /DOF G22*
0.2750 19.5/22 13.6/16 26.18(310)
0.2780 19.5/22 14.2/15 26.18(310) 12.0/11 11.3/15 26.25(410)
0.2800 19.1/21 13.1/14 26.18(310) 12.0/11 11.5/14 26.25(410)
0.2810 17.4/20 10.9/13 26.22(310) 12.0/11 11.3/13 26.25(511)
0.2820 17.4/19 6.2/12 26.19(310) 12.0/11 8.9/12 26.23(510)
0.2830 16.9/17 5.7/11 26.18(410) 11.7/10 8.4/11 26.23(610)
0.2835 16.8/15 4.9/10 26.19(511) 11.3/9 8.2/10 26.25(611)
0.2840 12.1/13 2.5/9 26.12(710) 10.4/8 1.5/9 26.11(811)hand, the fit with v50.80 gives results independent of bmin
within error bars; moreover the x2 of fit ~2.10! is systemati-
cally lower than that of fit ~2.8!. Clearly the data are very
well fitted by assuming a correction-to-scaling exponent v
50.80. For v50.40 the results strongly depend on bmin ,
varying from G4*542.49(14) for bmin50.275 to G4*
543.47(40) for bmin50.2835. Also, the x2 is larger than the
x2 obtained using v50.8. There is therefore little evidence
for such a small correction-to-scaling exponent, confirming
again that for density x50.8 the leading scaling corrections
are very small. As final estimate we take
G4*543.3~2 !, ~2.11!
which is consistent with all results.
Let us now consider the results for G22* . The results of
Table III show no dependence on bmin and a tiny dependence
on Lmin which could be of purely statistical origin. With the
present error bars there is no evidence for nonanalytic scal-
ing corrections and indeed the results obtained using v
50.80 ~see Table IV! are perfectly consistent with those of
the fits with purely analytic corrections. Our final estimate is
G22* 526.2~1 !. ~2.12!
The error is rather conservative and is such to include all
estimates.
We should note that our results are compatible with the
FT predictions of Ref. @28#, where it is shown that in infinite03613volume G22,‘(b) and G4,‘(b) have scaling corrections with
next-to-leading exponent v’0.8(2) of similar relative size.
In particular, the results of Ref. @28# give aG22
520.23(10)aG4, where a is the coefficient defined in Eq.
~2.10!. From the fits we obtain instead aG4520(5) and
aG22521.5(1.0). The errors should be taken with caution:
They simply give the variation of the parameter a with bmin
for 0.275<bmin<0.281 ~for larger values the statistical error
becomes larger than uau) and do not include any possible
systematic effect. Assuming these values with their errors,
we estimate aG22520.08(5)aG4, which is in reasonable
agreement with the FT result.
As a check we have repeated the analysis for H4[G4
13G22 . Since the procedure is nonlinear, this represents an
important consistency check. We obtain
H4*524.7~2 !, ~2.13!
which is in full agreement with the estimates reported above.
Finally, we consider the six-point couplings r6 , C42 , and
C222 . We apply again the extrapolation procedure we have
used for G4 and G22 . However, in this case there are larger
systematic errors. The extrapolation curve F(z), cf. Eq.
~2.7!, is poorly determined for z&0.3, since the six-point
couplings have large statistical errors when j(b ,L)/L is
small. A large error on the curve gives a large systematic
error on the extrapolations and induces correlations among
the results for different b ~such correlations are instead smallTABLE IV. Results for G4* and G22* for fits with a correction-to-scaling exponent v50.8. We report two
different x2. The first one (xestr2 ) refers to the fit that allows the determination of the curve F(z), cf. Eq. ~2.9!,
the second one (xfit2 ) to fit ~2.10!. In addition to the x2 we also report the number of DOF. We only report the
statistical error; the error due to bc is negligible.
bmin xestr
2 /DOF xfit
2 /DOF G4* xestr
2 /DOF xfit
2 /DOF G22*
0.2750 30.0/29 12.6/16 43.28~8! 31.8/29 12.1/16 26.15(3)
0.2780 29.9/28 10.9/15 43.31~9! 31.6/28 11.1/15 26.16(4)
0.2800 29.5/26 10.8/14 43.30~10! 31.1/26 9.9/14 26.16(4)
0.2810 25.4/24 9.0/13 43.43~11! 22.1/24 8.8/13 26.26(5)
0.2820 24.3/22 9.0/12 43.30~13! 22.0/22 5.8/12 26.21(6)
0.2830 21.3/19 6.4/11 43.37~17! 21.1/19 3.6/11 26.25(7)
0.2835 13.4/16 7.1/10 43.53~22! 18.1/16 3.2/10 26.33(9)
0.2840 10.6/13 7.9/9 43.26~29! 12.3/13 2.7/9 26.00(13)6-7
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error bars and to determine the final results. For these rea-
sons we have taken a conservative attitude. We have gener-
ated different sets of extrapolated data by changing the de-
gree n of the interpolation polynomial and bmin ~in all cases
we set Lmin516 in order to have a sufficiently large number
of points in the small-z region!. Then, we determine the
range that includes most (’2/3) of the extrapolated data
with their error bars. The central value of such an interval
gives the final result, while its half width gives the error. We
obtain
r6*50.90~15!,
C42* 50.12~5 !,
C222* 50.45~15!. ~2.14!
In Fig. 4 we report the final results together with the results
for a single extrapolation, so that the reader can see the qual-
ity of our numerical results and how much conservative our
final error bars are. Note that in this analysis we have not
made any attempt to evaluate corrections to scaling. In any
case, we expect them to be small compared with the large
errors we quote.
The numerical estimates can be compared with the FT
results. We shall discuss the four-point couplings in Sec. III.
For what concerns the six-point couplings, the analysis of the
available four-loop series in the fixed-dimension scheme @51#
is not very precise. We only mention the estimate r6*
51.120.5
10.1 reported in Ref. @42#, which agrees with the more
precise result ~2.14!.
D. The exponent n
In order to determine the exponent n we have followed
two different strategies: ~a! we have determined extrapolated
values j‘(b) using our extrapolation method and then we
FIG. 4. Infinite-volume results for the six-point ratios r6(b),
C42(b), and C222(b) from the extrapolation with Lmin516, bmin
50.275, and degree of the interpolation polynomial n57. On the
horizontal axis we report j‘(b). We also report the final results
r6*50.90(15), C42* 50.12(5), and C222* 50.45(15).03613have performed a fit j‘(b);(bc2b)2n; ~b! we have per-
formed a purely FSS analysis without extrapolations. The
advantage of method ~b! is that we can keep both bc and v
as free parameters, and thus check the previously determined
value for bc and our claim that scaling corrections with
small values of v are tiny.
In the first case we proceed as before. If we neglect scal-
ing corrections, we can generate infinite-volume estimates
j‘(b) by using the extrapolation procedure based on Eq.
~2.7! and then we can determine n from fits of the form
ln j‘~b!52n ln~bc2b!1a1b~bc2b!. ~2.15!
As a second possibility we can include corrections with
exponent v in the extrapolation, see Eq. ~2.9!, and fit the
extrapolated data with
ln j‘~b!52n ln~bc2b!1a1b~bc2b!vn. ~2.16!
We report in Fig. 5 the results for the analytic fit with Lmin
532 and Lmin564 and for the nonanalytic fit with v50.80
and Lmin516 for several values of bmin . We observe that
results with and without nonanalytic corrections differ sig-
nificantly, much more than the statistical errors. However,
corrections have opposite trends. Analytic fits give results
that decrease as bmin is increased while nonanalytic fits have
the opposite behavior. Compatible results are obtained for
bmin>0.283. For b50.283 we obtain n50.6847(15) from
the first analysis with Lmin564 and n50.6818(24) from the
second analysis. A reasonable estimate would be 0.683(3)
which includes all results. It should be noted that the results
depend strongly on bc that has been fixed to bc
50.285 744(2). By varying bc within one error bar, n varies
approximately by 60.003. Thus, collecting everything to-
gether, this method gives the final result
FIG. 5. Results for the exponent n vs bmin . We report the results
obtained by fitting the extrapolated high-temperature data without
scaling corrections ~they are labeled Lmin532 and Lmin564) and
with scaling corrections with exponent v50.8 ~labeled v50.80),
and the results obtained by using all data and parametrization ~2.20!
~labeled FSS!. The horizontal lines correspond to the final result n
50.683(3).6-8
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Estimate ~2.17! has been obtained by using only the high-
temperature data, i.e., those with b<0.2856. A more precise
estimate can be obtained by performing a direct FSS analysis
that allows us to use both the high-temperature and the
critical-point results for the correlation length. In this way,
we do not need to fix bc and we can also keep v as a free
parameter. We start from the general FSS expression
j
L 5Fu1~ t !L1/n,u2~ t !L2v, ~2.18!
where only one correction-to-scaling operator has been taken
into account. Here t[(bc2b), and u1(t) and u2(t) are non-
linear scaling fields satisfying u1(0)50 and u2(0)Þ0.
Equation ~2.18! can be rewritten in the scaling limit as
j
L 5 f 1~ tL
1/n!1L21/n f 2~ tL1/n!1L2v f 3~ tL1/n!,
~2.19!
with f 1(0)Þ0 and f 3(0)Þ0. The three scaling functions
represent the three types of contributions we expect: f 1(x) is
the leading FSS curve, f 2(x) corresponds to the analytic cor-
rections, and f 3(x) is the nonanalytic FSS correction. The
function f 2(x) is related to f 1(x) by f 2(x);x2 f 18(x), a rela-
tion that follows from the fact that this correction is due to
the expansion of the scaling field u1(t)5t1at21O(t3). The
existence of the infinite-volume limit fixes the behavior of
these functions for x→‘: f 1(x);x2n, f 2(x);x12n and
f 3(x);x (v21)n.
Now, we wish to determine bc , n , and v by fitting the
numerical data for j/L with Eq. ~2.19!. For this purpose, we
must parametrize the scaling functions reported above with
expressions containing a finite number of parameters. Thus,
we consider an even integer n and parametrize:
j
L 5@Pn~ tL
1/n!1L2v~11ptL1/n!vnQn~ tL1/n!#2n/n,
Pn~x !5(
i50
n
aix
i
, Qn~x !5(
i50
n/2
bix2i, ~2.20!
where t[(bc2b). This parametrization has the correct be-
havior both for small and large x for any n. Note that our
choice of writing Qn(x) as a polynomial in x2 is due only to
practical considerations: since corrections are small, Qn(x)
cannot be parametrized with as many parameters as Pn(x);
on the other hand, to guarantee the correct large-x behavior
Qn(x) and Pn(x) must have the same degree. We also made
some analyses writing Qn(x) as a polynomial in x3—in this
case n must be a multiple of 3—without finding significant
differences. The value of n has been chosen on the basis of
the x2 of the fit: n has been increased until the x2 does not
change significantly as n is increased by 2. The results of the
analyses we present correspond to n512.
In the analyses we have kept n , v , p, bc , $ai%, and $bi%
as free parameters. The fit is stable only if we include the03613data with L516, otherwise there are no scaling corrections
at the level of our error bars and therefore it is impossible to
determine v . To check for corrections, we have systemati-
cally discarded points far from bc , including in the analysis
only data with b>bmin for several values of bmin . In order
to have a mostly linear fit, we have fitted (j/L)2n/n. The
results are reported in Table V.
The results for bc are quite stable, in full agreement with
the analyses reported in Sec. II B for j/L and with the final
estimate ~2.5!. The estimates of v vary significantly and
have a quite large error. There is however very little evidence
of scaling corrections with v&1, as already discussed in
Sec. II B. Finally, let us consider n . As can be seen from Fig.
5 the results are in rough agreement with those found before
and apparently become independent of bmin for b*0.282.
Our final estimate is
n50.683~3 !, ~2.21!
which is compatible with the results of all analyses. Estimate
~2.21! is in very good agreement with the result n
50.6837(53) of Ref. @13#.
E. The exponent h
In order to compute the exponent h and correspondingly
g5(22h)n , one can analyze the critical behavior of the
susceptibility x . However, we have found much more con-
venient to analyze z[x/j2. Indeed, because of statistical
correlations between x and j , the relative error on z is sig-
nificantly smaller than that on x . Moreover, the FT analysis
of Ref. @28# indicates that z has much smaller scaling cor-
rections than x .
In order to determine h we perform two different analy-
ses. The first one uses the high-temperature data and follows
closely the analysis of the correlation length presented in
Sec. II D. Given z(b ,L) we determine the curve Fz(z), cf.
Eq. ~2.7!. The ratios z(b ,2L)/z(b ,L) are reported in Fig. 6,
together with a fit of the points with L>64. There are clear
scaling corrections, especially when j(b ,L)/L*0.3: the data
with L516, and also some points with L532, are system-
atically above the curve. As before, we discard all points
with L516 and perform the extrapolation using data with
L>Lmin , with Lmin532,64, in order to detect scaling correc-
tions. The extrapolated values are fitted by using
TABLE V. Results of the FSS analysis using parametrization
~2.20! with n512 as a function of bmin . Here DOF is the number of
degrees of freedom of the fit.
bmin x
2/DOF n v bc
0.2750 51/62 0.6851~15! 1.71~18! 0.285 7434~7!
0.2780 50/60 0.6842~22! 1.60~28! 0.285 7434~7!
0.2800 45/57 0.6823~36! 1.32~35! 0.285 7433~7!
0.2810 43/54 0.6803~52! 1.10~34! 0.285 7435~8!
0.2820 41/51 0.6827~36! 1.51~66! 0.285 7433~7!
0.2830 39/47 0.6836~28! 2.1~1.3! 0.285 7430~7!
0.2835 30/43 0.6836~23! 3.6~2.5! 0.285 7428~8!6-9
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and fixing bc50.285 744(2). The results are reported in
Table VI. They show a systematic dependence on Lmin and
bmin and seem to indicate hn’0.0240, but it is difficult to
set an error bar. Conservatively, we write
hn50.0240~15!, ~2.23!
which includes the estimates with bmin50.284 with their er-
ror bars. Using the estimate of n reported in Sec. II D, n
50.683(3), we obtain
h50.035~2 !. ~2.24!
We have also repeated the analysis including scaling cor-
rections with v50.8. In the extrapolation procedure we use
Eq. ~2.9!, and then we fit the extrapolated data by using
ln z‘~b!5hn ln~bc2b!1a1b~bc2b!vn. ~2.25!
The results are reported in Table VII. They show a system-
atic upward trend, indicating that scaling corrections with
v50.8 do not correctly describe the data. This is also evi-
FIG. 6. Ratios z(b ,2L)/z(b ,L) vs j(b ,L)/L . The solid curve is
a fit using all data with L>64.036136dent from the x2 of fit ~2.25! which is quite large for small
bmin . A lower value of v , say v50.4, gives even worse
results, confirming that corrections with v&1 are very
small, in agreement with the FT analysis of Ref. @28#. In any
case the results of Table VII indicate that hn*0.0220, in
agreement with Eq. ~2.23!.
The second analysis we consider uses the data at the criti-
cal point. For b’bc we have
z~b ,L !5L2h f 1~ tL1/n!1L2h2v f 2~ tL1/n!, ~2.26!
where t[bc2b . If we expand for t’0, we can write
ln z~b ,L !52h ln L1a1btL1/n1cL2v. ~2.27!
We first perform an analysis neglecting scaling corrections
(c50) for several values of Lmin . If we fix bc
50.285 744(2) and n50.683(3), we obtain
Lmin516:h50.0331~216 !, x2/DOF576/26;
Lmin532:h50.0347~318 !, x2/DOF527/21;
Lmin564:h50.0354~6114!, x2/DOF522/13.
The first error is statistical, while the second one is due to the
error on bc . The error due to the error on n can be neglected.
There are apparently some scaling corrections, but it should
be noted that the difference between the results with Lmin
532 and 64 is not significant given the statistical error bars.
We also perform an analysis with scaling corrections with
exponent v50.80. Using all data, i.e., taking Lmin516, we
obtain h50.0382(8116), c520.111(16123), x2/DOF
5 29/25. This result is higher than the estimates obtained
before, but still compatible with the quoted errors.
The analysis at the critical point gives therefore results
that are in full agreement with those obtained before, con-
firming the correctness of estimate ~2.24!, and with the result
of Ref. @13#, h50.0374(45).TABLE VI. Results for the critical exponent hn . On the left side we report the results for Lmin532, on
the right side those for Lmin564. We report two different x2. The first one (xestr2 ) refers to the fit that allows
the determination of the curve Fz(z), cf. Eq. ~2.7!, the second one (xfit2 ) to the fit ~2.22!. In additon to the x2
we also report the number of DOF. The results have two errors: the first one is the statistical error, the second
one gives the variation of the estimate as bc is varied within one error bar, cf. Eq. ~2.5!.
bmin xestr
2 /DOF xfit
2 /DOF hn xestr
2 /DOF xfit
2 /DOF hn
0.2750 37.1/22 16.2/15 0.0249(111)
0.2780 37.1/22 16.1/14 0.0249(211) 15.7/11 12.4/14 0.0253(211)
0.2800 36.7/21 11.0/13 0.0246(211) 15.7/11 11.6/13 0.0252(211)
0.2810 36.7/20 5.9/12 0.0243(211) 15.7/11 10.6/12 0.0251(311)
0.2820 36.3/19 5.5/11 0.0242(311) 15.7/11 11.0/11 0.0250(311)
0.2830 35.1/17 4.0/10 0.0241(411) 15.5/10 9.9/10 0.0248(412)
0.2835 33.2/15 1.5/ 9 0.0236(512) 15.5/9 4.9/9 0.0243(612)
0.2840 22.6/13 4.7/ 8 0.0236(712) 12.0/8 2.7/8 0.0245(811)-10
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In this section we wish to determine the exponent a and
check the hyperscaling relation 22a5dn . Unfortunately,
we have measured the specific heat C(b ,L) only near the
critical point and thus we can determine a only from the
behavior for b’bc .
RG predicts that, in the FSS limit, the energy scales as
E~b ,L !’Ebulk~b!1L (a21)/ng1~ tL1/n!
1L (a21)/n2vg2~ tL1/n!, ~2.28!
where t[bc2b and we have included one scaling correc-
tion. Note that Ebulk(b) is expected to have an exponentially
small dependence on L, which can be neglected for all prac-
tical purposes. Near the critical point we can expand this
expression in powers of tL1/n obtaining for the energy and
the specific heat the expressions
E~b ,L !’aE1bEt1cEL (a21)/n1dEtLa/n1eEL (a21)/n2v,
~2.29!
C~b ,L !’aC1bCt1cCLa/n1dCtL (a11)/n1eCLa/n2v,
~2.30!
with aC5bE and cC5dE .
We wish now to determine a/n . We consider the specific
heat, since in this case the singular behavior is stronger. In
Eq. ~2.30! we have not used hyperscaling, so that the expres-
sion depends on two independent exponents a and n , or
more precisely a/n and 1/n . In order to simplify the analy-
sis, we now analyze the specific heat using hyperscaling to
rewrite the correction term. Thus, Eq. ~2.30! becomes
C~b ,L !5aC1bCt1cCLa/n1dCtL3/2(a/n11)1eCLa/n2v,
~2.31!
TABLE VII. Results for the critical exponent hn using scaling
corrections with exponent v50.8. We report two different x2. The
first one (xestr2 ) refers to the fit that allows the determination of the
curve Fz(z), cf. Eq. ~2.9!, the second one (xfit2 ) to fit ~2.25!. In
addition to the x2 we also report the number of DOF. We report two
errors: the first one is the statistical error, the second one gives the
variation of the estimate as bc is varied within one error bar, cf. Eq.
~2.5!.
bmin xestr
2 /DOF xfit
2 /DOF hn
0.2750 24.5/29 174/15 0.0179(211)
0.2780 24.5/28 55.8/14 0.0193(211)
0.2800 24.1/26 29.0/13 0.0203(311)
0.2810 22.5/24 19.3/12 0.0210(412)
0.2820 20.0/22 11.0/11 0.0217(512)
0.2830 19.4/19 6.1/10 0.0228(712)
0.2835 19.2/16 4.8/9 0.0226(812)
0.2840 14.2/13 5.3/8 0.0230(1213)036136which depends only on a/n . We begin by neglecting the
correction-to-scaling term, i.e., we set eC50. Fixing bc
50.285 744(2), a five-parameter fit of the data with L
>Lmin gives
Lmin516, a/n520.119~716 !, x2/DOF512.0/24,
Lmin532, a/n520.115~17111!, x2/DOF511.6/19.
The first error is the statistical one, while the second one
gives the variation of the estimate as bc is varied by one
error bar. Two things should be noticed: the analytic term
proportional to t is very small compared with the statistical
errors. Indeed, bC523(8318) and bC5230(167124) in
the two fits. Moreover, corrections to scaling are apparently
small, since the results do not depend on Lmin . As a check,
we have also performed an analysis with a correction term
(eCÞ0). We find a/n520.109(5016), eC520.3(1.4),
and x2/DOF511.9/23, for v50.8 and Lmin516. The coef-
ficient eC is compatible with zero, while the x2 of the fit
changes only by 0.1 in spite of the fact that we have added
an additional parameter. There is no evidence of scaling cor-
rections. As final estimate of a/n we take the result with
Lmin532 and eC50,
a
n
520.115~28!. ~2.32!
If we use hyperscaling and the estimate of n of Sec. II D,
n50.683(3), we obtain a/n520.072(13). This estimate is
in reasonable agreement with ~2.32! confirming the validity
of hyperscaling. Using Eq. ~2.32! and n50.683(3) we ob-
tain a520.079(19), which is in reasonable agreement with
the estimate obtained using hyperscaling a520.049(9).
We can also check hyperscaling directly by comparing the
results for the energy and the specific heat. If we define u1
[a/n , u2[(22a)/n , we can rewrite Eqs. ~2.29! and ~2.30!
as
E~b ,L !5aE1bEt1cEL (u12u2)/21dEtLu1,
C~b ,L !5bE1dELu11dCtL (3u11u2)/2, ~2.33!
where we have neglected scaling corrections and have set
bC50 in agreement with the previous analysis. If hyperscal-
ing is satisfied we should find u253. A combined analysis of
E(b ,L) and C(b ,L) fixing bc gives
Lmin516: a/n520.119~616 !,
u252.952~1718 !, x2/DOF533.4/51;
Lmin532: a/n520.112~1619 !,
u252.930~43112!, x2/DOF529.3/41.
Here, as before, the first error is the statistical one, while the
second gives the error due to bc . The estimates of a/n are
compatible with Eq. ~2.32!, while u2 is in reasonable agree-
ment with 3, confirming again the validity of hyperscaling.-11
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We now wish to compute the universal ratio Rj
1 that is
related to the universality of the singular part of the free
energy per correlation volume. More precisely, let us con-
sider the infinite-volume free-energy density F‘(b)
F‘52
1
Vln Z ~2.34!
and the infinite-volume specific heat C‘(b)
5]2F‘(b)/]b2. In the critical limit t[bc2b→0 we can
write
F‘~b!5Fbulk~b!1F1t22a1corrections,
C‘~b!5Cbulk~b!1A1t2a1corrections, ~2.35!
where A15(22a)(12a)F1. If j‘(b)’ f 1t2n in the same
limit t→01, RG predicts the universality of F1( f 1)3, or
equivalently of
Rj
1[~aA1!1/3f 1. ~2.36!
We now compute Rj
1 using our high-temperature results for
the energy E(b ,L) and for the correlation length j(b ,L).
We define a quantity R(b ,L),
R~b ,L ![F2 a12a~E~b ,L !2aE2bEt !tG
1/3
j~b ,L !,
~2.37!
where aE and bE are defined in terms of the expansion of
Fbulk(b) for t→0:
dFbulk~b!
db [Ebulk~b!5aE1bEt1O~ t
2!. ~2.38!
It is easy to check that
lim
t→0
lim
L→‘
R~b ,L !5Rj
1
. ~2.39!
In order to compute R(b ,L), we must specify the values of
the two constants aE and bE in Eq. ~2.37!. For this purpose
we exploit the fact that Ebulk(b) is the same function in Eq.
~2.28! and in Eq. ~2.38!, so that aE and bE coincide with the036136constants defined in Eq. ~2.29!. Thus, aE and bE can be de-
termined independently by using the critical-point data for
the energy and the specific heat. We thus proceed as follows.
We consider Eq. ~2.33!, fix bc50.285 744(2), u253, a/n
52/n23, n50.683(3), and compute aE and bE by analyz-
ing E(b ,L) and C(b ,L) near the critical point. Then, we
determine R(b ,L). The error on R(b ,L) takes into account
the error on E(b ,L), j(b ,L), aE , and bE , and also the
variation of the estimates as n and bc vary within one error
bar. In order to be conservative, we use a worst-error esti-
mate summing all errors together. Once R(b ,L) has been
computed we use the extrapolation method presented in Sec.
II C.
In Fig. 7 we report the ratios R(b ,2L)/R(b ,L) together
with a fit of the data with L>64 ~a good fit is obtained by
using a polynomial with n510). Apparently, there are no
scaling corrections, but at a closer look one finds systematic
deviations for L516. As before, these points will be dis-
carded in the analytic fits.
The results of the fits with analytic corrections are re-
ported in Table VIII for Lmin532 and Lmin564. For small
bmin they show an upward trend and then apparently stabilize
around 0.2874(3). In order to check the role of the correc-
tions to scaling, we have repeated the analysis by adding
scaling corrections with exponent v50.80. The results are
FIG. 7. Ratios R(b ,2L)/R(b ,L) vs j(b ,L)/L . The solid curve
is a fit using all data with L>64.TABLE VIII. Results for the universal ratio Rj
1
. Definitions are as in Table II. The error due to bc is
negligible.
bmin xestr
2 /DOF xfit
2 /DOF Rj
1 xestr
2 /DOF xfit
2 /DOF Rj
1
0.2750 14.7/19 40.2/16 0.286 74~13!
0.2780 14.7/19 31.3/15 0.286 88~14! 10.4/8 20.1/15 0.286 77~16!
0.2800 14.6/18 23.9/14 0.287 03~15! 10.4/8 16.5/14 0.286 89~17!
0.2810 14.6/17 20.9/13 0.287 12~17! 10.4/8 15.8/13 0.286 98~19!
0.2820 13.8/16 20.4/12 0.287 18~18! 10.4/8 13.2/12 0.287 09~20!
0.2830 13.6/14 15.4/11 0.287 44~22! 10.3/7 10.8/11 0.287 26~23!
0.2835 12.9/12 12.8/10 0.287 49~26! 10.3/6 9.45/10 0.287 36~27!
0.2840 12.9/10 11.5/9 0.287 37~32! 10.2/5 8.63/9 0.287 30~33!-12
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dent of bmin confirming that the data are very well fitted by
assuming such an exponent. The final estimate is somewhat
higher than that obtained in the analytic fits, indicating that
in this case nonanalytic scaling correction may play an im-
portant role. We do not know which of the two fits is the
most reliable one and thus we have taken as final estimate
Rj
150.2885~15!, ~2.40!
which is compatible with the results of both analyses.
Estimate ~2.40! is in good agreement with the results of
other methods. A six-loop computation in the fixed-
dimension FT approach gives @42# Rj
150.290(10), while by
using approximate parametric representations of the equation
of state one obtains @42# Rj
150.282(3).
III. COMPARISON WITH FIELD-THEORY RESULTS
The critical behavior of the RIM has been extensively
studied using the FT approach. Quantitative predictions can
be obtained by using different techniques: perturbative meth-
ods in the four-point renormalized couplings in fixed dimen-
sion d53 or in Ae , e[42d , or nonperturbative methods
based on approximate RG equations, see Refs. @23–
26,28,51–56# The most accurate results have been obtained
in the first approach: six-loop expansions for the b functions
and the critical exponents have been derived and analyzed in
Refs. @57,26#. The corresponding estimates of the critical ex-
ponents, e.g., n50.678(10) and h50.030(3), are in satis-
factory agreement with the Monte Carlo results presented
before.
The main problem of the perturbative approach is the
non-Borel summability of the series @21,22#. This fact makes
the analysis more subtle and less precise than in the case of
the pure Ising model. The difficulties of the perturbative ap-
proach appear in the determinations of the fixed-point values
u* and v* of the renormalized couplings ~they are normal-
ized so that at tree level u5u0 /m , v5v0 /m , m being the
renormalized mass!, which are directly related to the quanti-
ties we have measured in the Monte Carlo simulation ~see
Ref. @42# for a derivation of these relations!: G4*5v*, G22*
5u*/3, and H4*[G4*13G22* 5u*1v*. The analysis of the
six-loop series provided results somewhat dependent on the
TABLE IX. Results for the universal ratio Rj
1 using scaling
corrections with exponent v50.8. Definitions are as in Table IV.
The error related to bc is negligible.
bmin xestr
2 /DOF xfit
2 /DOF Rj
1
0.2750 32.0/25 10.5/16 0.289 08~19!
0.2780 30.8/24 9.5/15 0.288 97~21!
0.2800 30.5/22 8.6/14 0.288 95~24!
0.2810 29.7/20 7.6/13 0.288 97~26!
0.2820 28.5/18 8.5/12 0.288 98~30!
0.2830 27.9/15 8.5/11 0.289 05~36!
0.2835 17.8/12 5.2/10 0.289 51~45!
0.2840 15.7/9 6.4/9 0.289 67~56!036136resummation method @58#. Indeed, we found @26# G4*
537.7(2), G22* 524.3(6), H4*524.8(1.8) ~double Pade´-
Borel method!; G4*536.8(3), G22* 524.0(1), H4*
524.8(6) ~conformal Pade´-Borel method!; G4*538.6(7),
G22* 524.8(2), H4*524.2(9) ~direct conformal method!.
The estimates of H4* are in good agreement with the Monte
Carlo result ~2.13!, H4*524.7(2). On the other hand, the
estimates of G4* and G22* —combining the results we would
have guessed G4*538.0(1.5) and G22* 524.5(6) with errors
that are, at first sight, quite conservative—differ significantly
from the Monte Carlo estimates ~2.11! and ~2.12!.
These discrepancies call for a reanalysis of the perturba-
tive series of the exponents, verifying if the use of the Monte
Carlo results for G4* and G22* leads to significantly different
estimates. We have thus repeated the analysis, using the dif-
ferent resummation methods outlined in Refs. @26,55#. We
find
n50.686~4 !, h50.026~3 !, g51.355~8 !, ~3.1!
where the errors include the results of the different resum-
mation methods. It is reassuring that these estimates are
close to those found in Ref. @26#, n50.678(10), h
50.030(3), and g51.330(17), and also reasonably close to
the Monte Carlo estimates. The small variation of the esti-
mates of the critical exponents is due to the particular struc-
ture of the perturbative series: if they are rewritten in terms
of y[u1v and u, the resummations depend mostly on y*
5H4* , which is correctly determined by FT methods, and
only slightly on u* that is instead poorly known. We should
also observe that the new estimate of n is closer to the Monte
Carlo result, while the estimate of h is slightly worse. There-
fore, the FT estimates do not become more accurate if more
precise results for u* and v* are used. This is an indication
that, at least for the critical exponents, the location of the
fixed point is not the main source of error on the results.
We also tried an alternative procedure based on an expan-
sion of the RG functions around the unstable Ising fixed
point u50, v5gI* , where @2# gI*523.56(2). The analysis
of the Ising-to-RIM RG flow reported in Ref. @28# and the
discussion reported above show that it is convenient to intro-
duce new variables y[u1v and z[2u . In terms of y and z,
the RIM fixed point is located in y*5H4*524.7(2) and z*
523G22* 518.6(3), while the Ising fixed point is at yI
5gI* , z50. Then, we write y5gI1dy , obtaining for any
RG function f (y ,z),
f ~y ,z !5(
i , j
c i j~gI!dyiz j, ~3.2!
ci j~gI!5(
k
f i jkgIk . ~3.3!
The value of f (y ,z) at the RIM fixed point is then obtained
as follows. First, we compute the coefficients ci j(gI*) at the
Ising fixed point, by using the conformal-mapping method
and exploiting the known large-order behavior of the expan-
sion of ci j(gI) that is determined by the Ising fixed point.-13
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h , n , 1/n , g , and 1/g around the Ising fixed point.
h n 1/n g 1/g
c¯ 10 0.050~6! 0.105~3! 20.273(5) 0.181~3! 20.1193(8)
c¯ 20 0.032~8! 0.016~4! 0.00~1! 0.014~5! 0.008~6!
c¯ 30 0.011~6! 0.004~5! 0.00~3! 0.00~1! 0.00~1!
c¯ 01 0 0.0500~4! 20.127(1) 0.0987~6! 20.0646(1)
c¯ 02 20.0062(2) 0.0056~9! 20.003(3) 0.015~2! 20.005(2)
c¯ 03 0.0010~2! 20.003(1) 0.017~3! 20.007(2) 0.06~1!
c¯ 04 0.0001~5! 0.00~1! 0.00~1! 0.00~2! 0.001~1!
c¯ 11 0 0.017~1! 20.003(1) 0.032~1! 20.0024(2)
c¯ 12 20.0018(4) 20.003(2) 0.018~6! 20.006(3) 0.009~3!
c¯ 13 0.0007~4! 20.004(3) 0.00~1! 20.009(7) 0.005~5!
c¯ 21 0 0.0033~6! 0.0006~6! 0.005~1! 20.0004(2)
c¯ 22 20.0009(4) 20.003(2) 0.007~1! 20.005(4) 0.003~1!Then, we evaluate the double series at dy*5H4*2gI*
51.14(20) and z*523G22* 518.6(3). Here, we are neglect-
ing the fact that the RG functions are nonanalytic at the Ising
fixed point @38–41#. Note that f (gI*,0) is the value of the
same quantity for the Ising universality class, so that expan-
sion ~3.2! provides the differences between RIM and Ising
critical exponents, i.e., D f 5 f RIM2 f Ising , which are expected
to be rather small. Of course, this expansion is, at most,
asymptotic. But one may hope that the RIM and Ising fixed
points are sufficiently close, so that the first few terms of the
expansion around the Ising fixed point allow us to obtain
more accurate estimates of the exponents of the RIM. In
Table X we report the estimates of the first coefficients
ci j(gI*) for h2h I , n2n I , g2g I , 1/n21/n I , and 1/g
21/g I . The results for the critical exponents are reported in
Table XI as a function of the order o[ max(i1j) of the
expansion. We thus obtain the following estimates: h2h I
520.0017(13), n2n I50.060(5), 1/n21/n I
520.135(15), g2g I50.12(1), 1/g21/g I520.07(1).
The estimate we quote corresponds to o53, while the error
is so as to include the results with o52 and o54. Then,
using the estimates @9# h I50.0364(5), n I50.6301(4), g I
51.2372(5), we finally obtain
n50.690~5 !, h50.035~2 !, g51.357~10!, ~3.4!036136which are again in substantial agreement with the MC re-
sults.
The expansion around the Ising fixed point can also be
performed along the Ising-to-RIM RG trajectory @28#, which
is obtained as the limit u0→02 of the RG trajectories in the
u, v plane. At least in principle, this expansion is expected to
be better behaved than the previous one, since RG functions
should be analytic near the Ising fixed point only along this
trajectory, up to the random fixed point where nonanalytic-
ites are again present @28#.
An effective parametrization of the curve is given by the
first few terms of its expansion around z50, which is given
by
y2yI5T~z !5c2z21c3z31 , ~3.5!
where @28# c250.0033(1) and c351(2)31025. The fact
that y2yI is of order z2 is the main reason why we intro-
duced the variable y and is due to the identity @28#
]bv
]u U
u50
1
]bu
]u U
u50
2
]bv
]v U
u50
50. ~3.6!
Substituting expansion ~3.5! into the double expansion ~3.2!,
we obtain an expansion in powers of zTABLE XI. Results obtained by using expansion ~3.2! for various truncations o[max(i1j). The first
error is due to the uncertainty on the values of the coefficients ci j(gI*), the second one is due to the
uncertainty on the location of the RIM fixed point.
o h2h I n2n I 1/n21/n I g2g I 1/g21/g I
1 0.0033(416) 0.056(012) 20.145(015) 0.110(114) 20.072(112)
2 20.0025(418) 0.063(112) 20.147(315) 0.126(215) 20.076(113)
3 20.0017(518) 0.060(112) 20.135(315) 0.120(214) 20.070(212)
4 20.0016(618) 0.062(1013) 20.137(2015) 0.123~2014! 20.070(1012)-14
THREE-DIMENSIONAL RANDOMLY DILUTE ISING . . . PHYSICAL REVIEW E 68, 036136 ~2003!TABLE XII. Estimates of the coefficients e¯ i5(6p) ie i(gI*), cf. Eq. ~3.7!, for the expansions of h , n , 1/n ,
g , and 1/g around the Ising fixed point.
i h n 1/n g 1/g
1 0 0.0500~6! 20.1278(4) 0.0987~6! 20.064 62(7)
2 20.0028(4) 0.013~1! 20.022(3) 0.027~2! 20.013(2)
3 0.0008~4! 20.002(1) 0.012~2! 20.005(2) 0.0065~8!f ~y ,z !5 f gI1T~z !,z5(
i
e i~gI!zi, ~3.7!
which should be then evaluated at gI5gI* and z5z*. The
values of the coefficients ei(gI*) at the Ising fixed point have
been computed by using a conformal mapping and a Borel
transform. The results for i51,2,3 are reported in Table XII.
The estimates of the difference between the critical expo-
nents of the Ising and RIM universality classes are h2h I
520.0020(18), n2n I50.060(5), 1/n21/n I
520.136(20), g2g I50.119(10), and 1/g21/g I
520.070(10). These results are obtained by truncating ex-
pansion ~3.7! to third order, while the error is the sum of the
uncertainty due to the resummation, due to the truncation of
the series ~the difference between the second-order and the
third-order result!, and due to the uncertainty on z* ~we used
the Monte Carlo result!. Then, by using the estimates @9#
h I50.0364(5), n I50.6301(4), g I51.2372(5), we finally
obtain
n50.690~8 !, h50.0345~20!, g51.355~10!, ~3.8!
which do not differ significantly from estimates ~3.4!.
Note that the estimate of h obtained by using the expan-
sion around the Ising fixed point is now in perfect agreement
with the Monte Carlo result, at variance with the direct esti-
mate ~3.1!. The estimate of n is also in substantial agreement
with the numerical estimate n50.683(3). Therefore, the ex-
pansion around the Ising fixed point appears to be a useful
alternative method to compute the critical properties of the
RIM.
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APPENDIX: NOTATIONS
We consider Hamiltonian ~1.1! with J51 on a finite lat-
tice L3 with periodic boundary conditions. Given a quantity
O depending on the spins $s% and on the random variables
$r% we define the sample average at fixed distribution $r%
^O&~b ,$r%![
1
Z~$r%! ($si%
Oe2bH[s ,r], ~A1!036136where Z($r%) is the sample partition function. Of course, we
are interested in averaging over the random dilution and thus
we consider disorder-averaged quantities
^O&~b!5E @dr#^O&~b ,$r%!, ~A2!
where
@dr#5)
i
@xd~r i21 !1~12x !d~r i!# . ~A3!
We define the two-point correlation function and the suscep-
tibility x(b ,L)
G~x;b ,L ![^r0s0rxsx&, ~A4!
x~b ,L ![(
x
G~x;b ,L !. ~A5!
We also consider the second-moment correlation length j . In
infinite volume it is defined as
j‘
2 ~b![
1
6x‘~b!(x uxu
2G‘~x;b!. ~A6!
The finite-volume generalization is by no means unique. We
use
j2~b ,L ![
Gˆ ~0;b ,L !2Gˆ ~qmin ;b ,L !
qˆ min
2 Gˆ ~qmin ;b ,L !
, ~A7!
where qmin[(2p/L,0,0), qˆ [2sin q/2, and Gˆ (q;b ,L) is the
Fourier transform of G(x;b ,L). This finite-volume defini-
tion has the correct infinite-volume limit and shows a fast
convergence as L→‘ @49,50#.
We also define the energy E(b ,L) and the specific heat
C(b ,L):
E~b ,L ![3G~e;b ,L !,
C~b ,L ![
]E~b ,L !
]b
, ~A8!
where e5(1,0,0). We also compute higher-order couplings.
Setting
mk[K S (
i
r is iD kL , mk1k2 . . . kn[mk1mk2 . . . mkn,
~A9!-15
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over random dilution by
Vx2~b ,L ![Vx~b ,L !5m2 , ~A10!
Vx4~b ,L ![m423m22 ,
Vx6~b ,L ![m6215m42130m222 ,
where V[L3 is the volume. Moreover, we also define
Vx22~b ,L ![m222m2
2
,
Vx42~b ,L ![m422m4m223m22213m22m2 ,
Vx222~b ,L ![m22223m22m212m2
3
. ~A11!
Then, we define the four-point couplings
G4~b ,L ![2
x4
j3x2
2 ,
G22~b ,L ![2
x22
j3x2
2 ,
H4~b ,L ![G413G22 , ~A12!
and the six-point universal ratios
r6~b ,L ![102
x6x2
x4
2 ,036136C42~b ,L ![42
x42x2
x4x22
,
C222~b ,L ![62
x222x2
x22
2 . ~A13!
We will be interested in the critical value of these quantities.
If S(b ,L) is any of them, we compute its fixed-point value
~note that the order of the limits cannot be interchanged!
S*5 lim
b→bc
lim
L→‘
S~b ,L !. ~A14!
Finally, we define the Binder parameters
Un~b ,L ![
mn
m2
n/2 ,
U22~b ,L ![
m222m2
2
m2
2 , ~A15!
and the corresponding critical-point values
U*5 lim
L→‘
lim
b→bc
U~b ,L !. ~A16!
Note that the order of limits is reversed with respect to Eq.
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