Abstract. The one-dimensional Schrödinger equation with the point potential in the form of the derivative of Dirac's delta function, λδ ′ (x) with λ being a coupling constant, is investigated. This equation is known to require an extension to the space of wavefunctions ψ(x) discontinuous at the origin x = 0. Griffiths, Kurasov and Elander (GKE) have derived the boundary conditions for this interaction using an averaged formula with the equal (1/2) weights at the left and right limits to the origin for a wavefunction ψ(±0) and its derivative ψ ′ (±0). However, the recent studies, where a resonant non-zero transmission across this potential has been established to occur on discrete sets {λ n } ∞ n=1 in the λ-space, contradict to the GKE conditions, used widely by many authors. The present paper aims at solving this discrepancy under a generalization of the GKE suggestion using arbitrary weights at the left and right limiting values for ψ(±0) and ψ ′ (±0).
The Schrödinger operators with singular zero-range potentials called also exact models of quantum mechanics (for details and references see book [1] ) attract a considerable interest. In this paper we consider the one-dimensional Schrödinger equation
where the prime stands for the differentiation with respect to the spatial coordinate x and ψ(x) is the wavefunction for a particle of mass m (we use units in which 2 /2m = 1) and energy E. The point potential V (x) has the form of the derivative of Dirac's delta function, i.e.,
where λ is a coupling constant.
Until recently there was an opinion that potential (2) does not allow any transmission reflecting an incident quantum particle at all energies [2, 3, 4] . In this case the particle states on the left (R − ) and the right (R ) half-lines are separated. However, recently in a series of papers [5, 6, 7, 8, 9] , it was established the existence of discrete resonance sets in the λ-space at which the transmission across the barrier V (x) becomes non-zero resulting in the existence of non-separated states. More precisely, if the distribution δ ′ (x) is appropriately regularized by a sequence of finite-range functions ∆ ′ ε (x) with a squeezing parameter ε through the limit ∆ ′ ε (x) → δ ′ (x) in the sense of distributions, then in the zero-range limit ε → 0 equation (1) with potential (2) admits a countable set of resonances {λ n } ∞ n=1 with a partial transparency. Moreover, as shown for some particular cases of regularizing sequences ∆ ′ ε (x) [6, 7] and proved rigorously in a general case [9] , the structure of the resonance set depends on the profile of ∆ ′ ε (x). Outside this set potential (2) is fully non-trasparent acting as a perfect wall.
The regularization procedure based on the potentials ∆ ′ ε (x) consisting of rectangles [5, 6, 8] allows to follow the way how the cancellation of divergencies emerging from the kinetic energy operator −d 2 /dx 2 and the product λδ ′ (x)ψ(x) is accomplished explicitly in the ε → 0 limit resulting to the total Hamiltonian defined on the wavefunctions ψ(x) discontinuous with its derivatives at the origin. Therefore the limiting total Hamiltonian is no sum of the kinetic and potential terms anymore, so that the intersection of the domains of the kinetic energy operator and the total Hamiltonian consists of only the single state vector {0}. More precisely, as found in [6] , the boundary conditions (with accuracy to a constant) at x = 0 in the zero-range limit are of the form
where the functions ρ = ρ(λ) = 1 and g = g(λ) depend on the profile of a regularizing sequence ∆ ′ ε (x). These functions are defined and take finite values only on a resonance set, i.e., for all λ ∈ {λ n } ∞ n=1 . At each resonance level λ = λ n , n ∈ N, equations (3) can be rewritten through the transfer matrix Λ = Λ(λ) which connects the boundary conditions at x = −0 and x = +0:
where A = A(λ) ≡ ρ −1 and B = B(λ) ≡ g. Note that in general B = 0 and in this case the point dipole interaction is accompanied by an effective δ-potential. The resonance values for the reflection (R) and transmission (T ) coefficients can be given in terms of A and B as follows
Outside the resonances we have B = ∞, so that R = −1 and T = 0. The case A = 1 corresponds to the δ-interaction, while the case A = 1 to potential (2) . Clearly, boundary conditions (4) are invariant under the transformation ψ(±0) → Aψ(∓0) and
They form a subfamily of the whole family of non-separated connection matrices [10] Λ = e iχ λ 11 λ 12 λ 21 λ 22 (6) with real parameters χ ∈ [0, π) and λ ij ∈ R, i, j = 1, 2, fulfilling the condition
On the other hand, potential (2) has been considered as a particular example in the general theory of self-adjoint extensions for point interactions developed by Albeverio et al [10] and based on Kurasov's extension of the distribution theory to the space of test functions discontinuous at the origin [11] . This extension was based on the independent suggestion of Griffiths [12] and Kurasov and Elander [13] (the reference taken from [10] ) to define the distributions δ (n) (x) on the space of test functions ψ(x) discontinuous at x = 0 through the averaged formula
with the equal (1/2) weights at the left and right limits of the function ψ(x) and its derivatives ψ (n) (x) to the origin. Particularly, for n = 1 the well defined product
for any continuous function ψ(x) and its continuous derivative at x = 0 was supposed to be generalized as
As a result, this equation leads to the boundary conditions given by the diagonal matrix [10, 12] Λ = On the boundary conditions for the δ ′ -interactions obtained through regularizing sequences 4 used in many studies (see, e.g., papers [4, 14, 15, 16] ). When additionally in potential (2) the term gδ(x) is included, matrix (10) is modified to [10, 16] 
However, here we are dealing only with δ ′ -potential (2) and its corresponding connection matrix (10) .
The common feature of the results obtained by the regularization procedure [5, 6] and those obtained within the theory of self-adjoint extensions is matrix form (4). The difference is that A and B in (4) take discrete values A n . = A(λ n ) and B n . = B(λ n ) depending on the regularizing sequences ∆ ′ ε (x), whereas in (10) they continuously depend on λ, namely A = (2 + λ)/(2 − λ) and B ≡ 0. The continuous behaviour of A and B on the parameter λ means that there are many of self-adjoint extensions. Contrary, while using the regularization approach, we are dealing only with physically motivated models, each of which corresponds to a given regularizing sequence. Clearly, matrix (10) cannot cover all the discrete values A n and B n obtained by using different sequences ∆ ′ ε (x) which give in the zero-range limit the same δ ′ (x) function. Therefore the boundary conditions given by matrix (10) should be extended in such a way in order to have some free parameters in the matrix Λ. This can be done if we generalize the averaged expressions on the right-hand-side of equation (9) in an asymmetric way as follows. For any discontinuous function ψ(x) instead of equation (9) we write
with arbitrary coefficients α and β. This expression makes sense since it is a linear combination of the functions δ(x) and δ ′ (x). The particular case with α = 1/2 and β = 0 results in equation (9) . The presence of the last term with the coefficient β is motivated by the necessity of having the boundary conditions with B = 0 in the matrix Λ given by (4). Clearly, for functions ψ(x) from C ∞ 0 (R) equation (12) reduces to standard formula (8) .
In order to obtain the boundary condition which corresponds to suggestion (12), we represent the wavefunction ψ(x) in the form
where k = √ E and Θ(x) is the unit step function. Representation (13) describes the waves propagating to the left and to the right from the origin and its second derivative is
where we have used the relations −ikψ(−0) = ψ ′ (−0) and ikψ(+0) = ψ ′ (+0). Next, we insert the right-hand-sides of equations (12) and (14) into equation (1) . The latter equation will be satisfied if the coefficients at δ(x) and δ ′ (x) cancel out. As a result, we obtain the boundary conditions
which can be rewritten in the form of matrix equation (4) with
In the particular case α = 1/2 and β = 0 the matrix Λ takes the form of matrix (10).
In conclusion, in the present paper it is shown that the boundary conditions defined by matrix (10) can be extended to those given by equations (4) and (17). Since the distribution δ ′ (x)ψ(x) is defined as a linear combination of δ(x) and δ ′ (x), the theory of self-adjoint extensions [10, 11] based on suggestion (12) can be generalized to the case of arbitrary values of the coefficients α and β in a similar way. On the other hand, for any resonance set {λ n } ∞ n=1 with the corresponding sequences {A n } ∞ n=1 , A n ∈ R \ {1}, and {B n } ∞ n=1 , B n ∈ R, obtained by the regularization, it is possible to find the corresponding values α n and β n being subsets of the α-and β-sets in equations (17) . Indeed, solving equations (17) with respect to α and β, we find the discrete values α n = 1 λ n + 1 1 − A n and β n = A n B n (1 − A n ) 2 (18)
as functions of λ n , A n and B n , n ∈ N. At the resonance values α n and β n , n ∈ N, the cancellation of divergencies emerging from the kinetic energy and potentail terms occurs in the ε → 0 limit of a regularizing sequence ∆ ′ ε (x). Thus, if the boundary conditions for potential (2) are extended properly, i.e., according to suggestion (12) , there is no contradiction (as mentioned, e.g., in [16] ) with the results obtained recently in papers [5, 6, 7, 8, 9] .
