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Nuestro objetivo (como ya fue establecido en la primera parte de estas 
notas) es calcular una fórmula cerrada para el término general de una sucesión 
recursiva lineal. Antes de proseguir, recordemos la definición: 
Definición: Una sucesión { Xn}nEIN de números complejos se dice recursiva 
lineal si existen k E IN y números complejos o:o , a 1 , •.. , o:k- 1 tales que 
Xn+k = O:Q.Xn + O:l.Xn+l + · · · + O:k-l·Xn+k-1 Vn E IN. 
3. La fórmula general 
En esta sección, mostraremos cómo se obtiene una fórmula general para 
el término n-ésimo de una sucesión recursiva lineal. Para eso, usaremos la 
siguiente 
Definición: Sea P = .2:: aiXi E C [X]- {O} un polinomio de grado k y sea 
O<i<k 
{ Xn }nEI.'\ una sucesión reZursiva lineal. Se dice que { Xn }nEN satisface p si 
O:Q.Xn + 0:I.Xn+1 + ... + O:k.Xn+k = 0 Vn E JN. 
Es decir, astamos asociando un polinomio a la ecuación de recurrencia de 
la sucesión. Por ejemplo, una sucesión geométrica de razón .A satisface los poli-
nomio& (X- .A) y (X2 - >.2 ) (ver Ejemplos 1 y 2), cualquier sucesión aritmética 
satisface el polinomio X 2 - 2X + 1 (ver Ejemplo 3) y la sucesión de Fibonacci 
satisface el polinomio (X2 - X- 1) (ver (1) en Introducción). 
Para encontrar una fórmula general del término n-ésimo de una sucesión re-
cursiva lineal {xn}nEJN, traducimos nuestro problema a una ecuación matricial. 
3 
k-1 
Supongamos que { Xn}nEL'\ satisface un polinomio p = X k - :2: O'i.xi en 
i=O 
k-1 
e[X). Es decir, para todo n E IN, Xn+k = L a¡.Xn,i· En notación matricial, 
i=O 
podemos escribir: 
o 1 o o o Xn Xn+l 
o o 1 o o Xn+l Xn+2 
o o o 1 o Xn-2 Xn+3 Vn E N 
o o o o 1 Xn+k-2 Xn+k-1 
a o 0'1 0'2 0'3 D'k-1 Xn-k-1 Xn+k 
y más generalmente, si notamos con e p a la matriz 
o 1 o o o 
o o 1 o o 
o o 
Cp= 
o 1 o 
o o o o 1 




(Cp)l. X3 Xj+3 Vj E N. 
X k Xj+k 
Por lo tanto, tomando j + 1 m , tendremos que el término m-ésimo de 
la sucesión {xn}nEIN será una combinación lineal fija de los coeficientes de 
(Cp)m-1. Nuestro problema se reduce, por lo tanto, a encontrar una fórmula 
4 
para las potencias de la matriz Cp. Para eso, consideraremos primero un caso 
particular. 
3.1. El caso de las raíces simples 
Supongamos que el polinomio P tiene todas sus raíces simples. Como la 
matriz Cp tiene a P como polinomio característico (notar que Cp es la matriz 
compañera del polinomio P), la matriz Cp resulta diagonalizable. Es decir , si 
A1 , ... Ak son las raíces de P en e, existe una matriz D E Ck x k inversible tal 
que 
A1 o o o 
o A2 o o 
D.Cp.D- 1 = o o A3 o 
o o o A k 
y por lo tanto, usando la convención 0° = 1 si es necesario, 
An-1 
1 o o o 
o An-1 2 o o 
(Cp )n-1 = n-1. o o An-1 3 o .D Vn E IN. 
o o o An-1 k 
Es decir, los coeficientes de (Cp)n-l serán combinaciones lineales fijas de 
,n-1 ,n-1 ,n-l y por lo tanto el término n-ésimo de la sucesión también 
"I ' "2 '···'"k 
será una combinación lineal fija de A~-l, A2- 1, ... , A~-l, con lo que queda de-
mostrada la siguiente 
Proposición. Sea { xn}nEL"\ una sucesión recursiva lineal que satisface un poli-
nomio P E C[X) de grado k cuyas raíces Al , A2, ... , Ak son todas distintas. 
Entonces existen a1, a2, ... , ak E e tales que 
5 
k-1 
Supongamos que { Xn}nEL'\ satisface un polinomio p = X k - :2: O'i.xi en 
i=O 
k-1 
e[X). Es decir, para todo n E IN, Xn+k = L a¡.Xn,i· En notación matricial, 
i=O 
podemos escribir: 
o 1 o o o Xn Xn+l 
o o 1 o o Xn+l Xn+2 
o o o 1 o Xn-2 Xn+3 Vn E N 
o o o o 1 Xn+k-2 Xn+k-1 
a o 0'1 0'2 0'3 D'k-1 Xn-k-1 Xn+k 
y más generalmente, si notamos con e p a la matriz 
o 1 o o o 
o o 1 o o 
o o 
Cp= 
o 1 o 
o o o o 1 




(Cp)l. X3 Xj+3 Vj E N. 
X k Xj+k 
Por lo tanto, tomando j + 1 m , tendremos que el término m-ésimo de 
la sucesión {xn}nEIN será una combinación lineal fija de los coeficientes de 
(Cp)m-1. Nuestro problema se reduce, por lo tanto, a encontrar una fórmula 
4 
para las potencias de la matriz Cp. Para eso, consideraremos primero un caso 
particular. 
3.1. El caso de las raíces simples 
Supongamos que el polinomio P tiene todas sus raíces simples. Como la 
matriz Cp tiene a P como polinomio característico (notar que Cp es la matriz 
compañera del polinomio P), la matriz Cp resulta diagonalizable. Es decir , si 
A1 , ... Ak son las raíces de P en e, existe una matriz D E Ck x k inversible tal 
que 
A1 o o o 
o A2 o o 
D.Cp.D- 1 = o o A3 o 
o o o A k 
y por lo tanto, usando la convención 0° = 1 si es necesario, 
An-1 
1 o o o 
o An-1 2 o o 
(Cp )n-1 = n-1. o o An-1 3 o .D Vn E IN. 
o o o An-1 k 
Es decir, los coeficientes de (Cp)n-l serán combinaciones lineales fijas de 
,n-1 ,n-1 ,n-l y por lo tanto el término n-ésimo de la sucesión también 
"I ' "2 '···'"k 
será una combinación lineal fija de A~-l, A2- 1, ... , A~-l, con lo que queda de-
mostrada la siguiente 
Proposición. Sea { xn}nEL"\ una sucesión recursiva lineal que satisface un poli-
nomio P E C[X) de grado k cuyas raíces Al , A2, ... , Ak son todas distintas. 
Entonces existen a1, a2, ... , ak E e tales que 
5 
Vn E N. o 
Ahora utilizaremos esta Proposición para encontrar una fórmula general de 
algunas sucesiones que ya vimos. 
Consideremos la sucesión periódica { Xn }nEr\ (Ejemplo 5) definida por 
¡ ::: ~ X3 = 5 
Xn+3 = Xn Vn E lN. 
Esta sucesión satisface el polinomio P = X 3 - 1 y, por lo tanto, usando la 
Proposición anterior, deben existir a, b y e en e tales que 
- 1 b (-1 + iv'J)n-1 ' (-1- iv'J)n-1 
Xn - a. + . 2 -r c. 2 Vn E N. 
Teniendo en cuenta las igualdades paran= 1, n = 2 y n = 3, se obtiene 
a+b+c=1 
a+ b. ( -l:/..13) +c. ( -l~iV3) = 5 
y, resolviendo el sistema se tiene que a = 3. b = -1 + i 1 y e = -1 - i "~. Es 
decir, para todo n E IN, 
Xn ~ 3 + ( ~1 + i ~) ( ~ 1 ~ iv'J) n-l + ( ~ 1 _ i ~) ( -1 ~ iv'J) n-l 
Consideremos ahora la sucesión de Fibonacci Un}nEJ:'\ (ver Introducción) 
definida por 
{ ;: : ~ 
fn+2 = fn + f n+! Vn E IN. 
6 
Esta sucesión satisface el polinomio P = X"L - X - 1 que tiene por raíces a 
1+2...15 y a 1-2...15. Por lo tanto, existen a y b en e tales que 
f _ ( 1 +VS)n-1 b ( 1 _vg)n-1 n-a. 2 + . 2 Vn E N. 
Como f¡ = 1 y h = 1, tenemos que 
{
a+b=1 
a. e 2...15) + b. c-2...15) = 1 
de donde a=~· (1+2...15) y b =- Js· e-2...15) con lo que 
f = _1 (1 + VS)n __ 1 (1- y'5)n 
n yÍ5 2 yÍ5 2 Vn E N. 
A p licación: Sean a y b números naturales. Queremos estimar la cantidad 
de divisiones necesarias para calcular el máximo común divisor entre a y b 
mediante el algoritmo de Euclides. 
Lema: Sean a ~ b números naturales. Consideramos que el algoritmo de 
Euclides siempre comienza dividiendo el mayor número por el menor. Si fn ~ 
a < fn+l (donde Ji es el i-ésimo número de Fibonacci), la cantidad de divisiones 
necesarias para efectuar el algoritmo de Euclides está acotada por n. 
Demostración: Lo demostraremos por inducción en n. Si n = 1 ó n = 2 el 
resultado es obvio. Supongamos n > 2. Como f n ~ a < f n+ 1, el resto r de la 
división de b por a es menor que f n+ 1. Pueden darse dos casos. 
i) r < fn en cuyo caso el algoritmo de Euclides entre a y r inYolucra a lo sumo 
n- 1 divisiones (por hipótesis inductiva) y por lo tanto entre a y b involucra 
a lo sumo n divisiones como queríamos demostrar. 
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ii) fn ~ r < a < fn-rl· En este caso, el siguiente paso será dividir a a por r. Si 
llamamos q al cociente y r' al resto, tenemos que: 
r
1 
=a- r.q ~a- r < fn+1 - fn = fn-1 
Luego, el algoritmo de Euclides entre r y r' involucra a lo sumo n- 2 divisiones 
(por hipótesis inductiva) y por lo tanto, entre a y b involucra a los sumo n 
divisiones como queríamos demostrar. o 
Proposición: Sean a ~ b números naturales. El número de divisiones nece-
sarias para calcular el máximo común divisor entre a y b por medio del Algo--
ritmo de Euclides está acotado por 5(D + 1), donde D es la cantidad de cifras 
del desarrollo decimal de a. 
Demostración: Usando el Lema anterior, si queremos estimar el número de di-
visiones necesarias, deberíamos encontrar todos los n tales que fn ~ a. Usando 
la fórmula general de los números de Fibonacci tenemos que 
_1 (1 + .j5)n __ 1 (1- .j5)n <a 
J5 2 .j5 2 -
y esto implica 
1 (1 + .)5) n 
- -1 <a 
.j5 2 
con lo cual 
( 1 
+ JS) nlog10 2 < log10 (v'5.(a + 1)) < log10 (a) + 1 
y por lo tanto 
n < 5(log10 a+ 1). 
Notar que log10 a es la cantidad de cifras del desarrollo decimal de a. D 
8 
3.2. El caso de las raíces múltiples 
El razonamiento anterior e\'identemente no funciona en el caso en que la 
sucesión satisface un polinomio con raíces múltiples ya que la matriz Cp no es 
diagonalizable pero igualmente se puede tratar de encontrar una expresión para 
los coeficientes de la matriz (Cp)n- 1. Para eso utilizaremos la forma normal de 
Jordan de dicha matriz. Como la matriz Cp es la compañera del polinomio P, 
tanto el polinomio característico como el minimal de Cp es P y por lo tanto, si 
)q, ... , Ar son las raíces distintas de P, la forma normal de Jordan de Cp tendrá 
un solo bloque de Jordan asociado a cada autovalor de P. Es decir, existe una 
matriz D E {1cxk inversible tal que 
1>-..1 o o o 
o 1).2 o o 
D.Cp.D-1 = o o 1>.3 o 
o o o 1>-.r 
donde cada 1>.; es bloque de Jordan, es decir, una matriz del tipo 
..Xi o o o o 
1 ,\i o o o 
1>.; = o 1 ,\ -t o o 
o o o 1 
..Xi 
Elevando la matriz de Jordan de Cp a la n- 1 multiplicando por bloques 
se tiene que 
(J>-.
1 
)n-1 o o o 
o (h_2 )n-1 o o 
(Cp)n-1 = n-1_ o o (1>._3)n-1 o .D. 
o o o (J>.r )n-1 
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Por lo tanto bastará saber elevar un bloque de Jordan para obtener infor-
mación sobre los coeficientes de (Cp)n- 1 . Supongamos que 1>.; E C jxj y 
observemos algunas propiedades: 
• ) El bloque de Jordan J>., se puede escribir como suma de dos matrices 
que conmutan: 





























Como las dos matrices conmutan, para elevar la suma a la n- 1, podemos 
usar la fórmula del binomio de Newton. 
y notamos con Ir a la matriz identidad en uxr, tenemos que 
1 ( o o) N= 
Ii-l O 
10 
o o o 
D .v' = (o o o o Ii-2 o 
y, para 1 :::; i :::; j - 1, 
o o o o 




Es decir, a medida que se eleva la matriz N, los unos van "bajando" una 
fila por vez. 
Si i ~ j, Ni = O. Así que, aplicando la fórmula del binomio de Newton 
n-1 
obtenemos (J>.Jn- 1 = (>.iij + N)n-1 = ¿(n[1)J;¡-1-lNl. Con la convención 
l=1 
que (ni 1) =O si i > n- 1, se tiene que (J>.;)n- 1 es igual a 
(n-l)>.r:-j (n-l)>.r:-j t-1 (~-J)>.r:-i+2 ]-l t J-2 t ]-3 t (n-J)>. ·n-2 )..~-! 1 t t 
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Luego, tenemos una fórmula para (Cp )n-l. Notar que CJ=i) es un polinomio 
d d . '\.-J.O ,n-j_,n-1,1-j p l (n-1),n-j_ e gra o J - 1 en n y, s1 -"t r , "'i - "'i ·-"i . or o tanto, j-1 ·-"i -
CJ=i) . .x;-j . .xf-1 es un polinomio de grado j - 1 en n mulÚplicado por .xr-1 . 
Para el caso Ai = O usamos la convención 0° = 1 y oJ = O si j E 'll- {O} para 
resumir la escritura. Queda demostrado entonces el siguiente 
Teorema. Sea {xn}nEr'\ una sucesión recursiva lineal que satisface un poli-
nomio P E e [X] cuyas raíces complejas no nulas son ..\ 1 , ..\2 , ... , Ar con mul-
tiplicidades s1, s2, ... , Sr respectivamente y O es raíz de P con multiplicidad s 
(eventualmente s = 0). Entonces existen polinomios f¡,f2, ... ,fr en C[X) con 
gr(fí) ~ Si - 1 O Ji = 0 y C1, ... , C5 E e tales que 
S 
Xn = h (n).>.~-l + h(n) . ..\~-l + ... + fr(n) . .x~-l + L q .on-i Vn E JN. o 
i=l 
Encontremos ahora una fórmula general para la sucesión, definida en el 
Ejemplo 6, cuyo término n-ésimo cuenta la cantidad máxima de operaciones 
necesarias para triangular una matriz den x n por el método de Gauss. Recorde-
mos que 
Xl = 0 
X2 = 3 
X3 = 13 
X4 = 34 
Xn+4 = 4xn+3 - 6Xn+2 + 4xn+l - 1xn Vn E JN. 
El polinomio P asociado a esta recursión es 
Utilizando el teorema anterior para la sucesión { xn}nE~, obtenemos que su 
término general debe ser de la forma 
Xn = a.n3 + b.n2 + c.n + d Vn E 1N 
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para a, b, e y d complejos. Igualando los primeros cuatro términos de la sucesión 





8a + 4b + 2c + d = 3 
27a + 9b + 3c + d = 13 
64a + 16b + 4c + d = 34 
2 3 1 2 1 
x = -n - -n - -n 
n 3 2 6 V n E JN. 
Ejercicio 6. Calcular las fórmulas generales de las siguientes sucesiones: 
i) { 
a1 = 1 , a2 = O, a3 = 1 , a4 = O 
an+4 = 10an+1 - 35an+2 + 50an+l - 24an si n ~ 1 
ii) { 
a1 = 1 , a2 = 1 , a3 = 1 , a4 = 1 
an+4 = -6an+3- 13an+2- 12an+l - 4an 
n 
iii) an = L i 2 sin ~ 1 
i=l 
n 
iv) an = L i 3 si n ~ 1 
i=l 
n 
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gr(fí) ~ Si - 1 O Ji = 0 y C1, ... , C5 E e tales que 
S 
Xn = h (n).>.~-l + h(n) . ..\~-l + ... + fr(n) . .x~-l + L q .on-i Vn E JN. o 
i=l 
Encontremos ahora una fórmula general para la sucesión, definida en el 
Ejemplo 6, cuyo término n-ésimo cuenta la cantidad máxima de operaciones 
necesarias para triangular una matriz den x n por el método de Gauss. Recorde-
mos que 
Xl = 0 
X2 = 3 
X3 = 13 
X4 = 34 
Xn+4 = 4xn+3 - 6Xn+2 + 4xn+l - 1xn Vn E JN. 
El polinomio P asociado a esta recursión es 
Utilizando el teorema anterior para la sucesión { xn}nE~, obtenemos que su 
término general debe ser de la forma 
Xn = a.n3 + b.n2 + c.n + d Vn E 1N 
12 
para a, b, e y d complejos. Igualando los primeros cuatro términos de la sucesión 





8a + 4b + 2c + d = 3 
27a + 9b + 3c + d = 13 
64a + 16b + 4c + d = 34 
2 3 1 2 1 
x = -n - -n - -n 
n 3 2 6 V n E JN. 
Ejercicio 6. Calcular las fórmulas generales de las siguientes sucesiones: 
i) { 
a1 = 1 , a2 = O, a3 = 1 , a4 = O 
an+4 = 10an+1 - 35an+2 + 50an+l - 24an si n ~ 1 
ii) { 
a1 = 1 , a2 = 1 , a3 = 1 , a4 = 1 
an+4 = -6an+3- 13an+2- 12an+l - 4an 
n 
iii) an = L i 2 sin ~ 1 
i=l 
n 
iv) an = L i 3 si n ~ 1 
i=l 
n 




Ejercicio 7. Sea n E IN , sean a , b E e y sea A E e nxn la matriz 
b a o o o o 
a b a o o o 
o a b a o o 
A= o o a b o o 
o o o o b a 
o o o o a b 
Calcular det(A) en función de los valores de a, by n. 
Ejercicio 8. Dados k E lNo y a E IR, se considera la integral 
lar. cos kx - cos ka sk = dx. o cos x - cos a 
i) Probar que Sk+I = 2 cosa S k- Sk-I V k E lN. 
ii) Calcular Sk Vk E lNo. 
Ejercicio 9. 
i) Se considera la sucesión { an}nEI.'\ definida por la fórmula 
Encontrar una definición recursiva lineal para { an}nEL\'. Deducir que 
[(1 + J2)n] = n + 1 (mod 2) Vn E W (donde [x] significa parte entera 
de x). 
ii) Encontrar p y q números naturales tales que 
14 
Ejercicio 10. Sean A y E vértices opuestos de un octógono regular. Una rana 
está en el vértice A y comienza a saltar de vértice en vértice, con las siguientes 
dos reglas: 
I) Desde un vértice cualquiera del octógono distinto de E, puede saltar a 
cualquiera de los dos vértices adyacentes. 
II) Cuando llega al vértice E, la rana deja de saltar y se queda allí. Para 
cada número natural n, sea an el número de caminos distintos que puede seguir 
la rana con exactamente n saltos, terminando en E. 
Probar que 
4. Una generalización: Sucesiones mutuamente recursivas lineales 
Consideremos ahora las sucesiones {an}nEJ.\ y {bn}nEI.\ definidas por 
b¡ =o ~ = 1 
'Iratemos de traducir las ideas precedentes a esta situación. 'Iransformando 
la definición anterior a una operación entre matrices tenemos, como antes, que 
( ~ ~ ~ o o o 
o 1 1 
El polinomio característico de la matriz es 
15 
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15 
y todas sus raíces son simples, por lo tanto la matriz es diagonalizable. Luego 
existen complejos a:1, 0:2, /31, /32, 11, 12, Ó¡ y ó2 tales que 
y 
an = a:I-(V2 + .J3)n-l + {3¡.( -V2 + .J3)n-I+ 
+¡¡.(V2- .J3)n-l + ó¡.(-V2- .J3)n-1 
bn = 0:2.(V2 + .J3)n-1 + fJ2.(-V2 + .J3)n-1+ 
+12.(J2- -13t-l + Ó2.(-J2- .J3)n-l. 
Resolviendo los sistemas lineales asociados a los primeros cuatro términos 
de las sucesiones tenemos que, 
an = ( 3 ~2-/3) .(1 + ( -1)n-1). ( V2 + -13) n-l + 
+ ( 3 ~2-/3) .(1 + (-1t-1). ( V2- -13) n-l Vn E IN 
y 
bn = ( '{;) .(1 + (-1)n). ( /U73) n + 
+ ( -1¿) .(1 + (-1r). ( V2- -13) n Vn E Ji\T. 
Este método se puede adaptar a varias sucesiones mutuamente recursivas 
lineales. Como la demostración es esencialmente la misma que en el caso de una 
sola sucesión, nos limitaremos a dar una definición y a establecer el resultado. 
Definición: Sean {a~)}nEN (1::; i::; r) r sucesiones en e 1.'\. Se dice que son 
mutuamente recursivas lineales si existe k E IN y complejos a:)í) (1 ::; i ::; 
r , O ::; j ::; k - 1) tales que 
(i) _ "" ( "" (s) (s) ) 
an+k - ~ ~ aj .an+j 
I~s~r O~j9-1 
(1 ::; i ::; r) Vn E IN. 
16 
Es decir , cada término de cada sucesión depende linealmente de los k términos 
anteriores de todas las sucesiones. En este caso podemos obtener una matriz A. 

















Usando la forma normal de Jordan de A para obtener An-l como antes, 
podemos dar una fórmula del término general de cada sucesión {a~) }nEl'\. (La 
única diferencia es que, como la matriz A no es una matriz compañera, su forma 
de Jordan puede tener más de un bloque de Jordan para cada autovalor, pero 
los cálculos son esencialmente los mismos). 
Para terminar, podemos enunciar el siguiente resultado cuya demostración 
se deduce de lo hecho anteriormente. 
Proposición: Sean {a~)}nEl'\ (1::; i::; r) r sucesiones mutuamente recursivas 
l. 1 eN (í) mea es en . Entonces, cada { an }nEl'\ (1 ::; i ::; r) satisface una fórmula 
como la dada en el Teorema de la sección 3.2. o 
Ejercicios 
Ejercicio 11. Sea Un}nEN la sucesión de Fibonacci. Calcular el término 
general de la sucesión {Fn}nEI."\ definida por 
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Vn E I"l. 
Ejercicio 12. Calcular una fórmula general para las sucesiones {an}nEr\ y 
{bn}nEN definidas por 
b¡ =o 
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