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Abstract. Recently has been investigated that the ground-state wavefunction of the
one dimensional quantum spin-1/2 chain models is multifractal in general with non-
trivial fractal dimension. We are studying this phenomena for the quantum Ising
chain with aperiodic perturbation. By performing a block real-space renormalization
approach, we obtain the ground-state wave function and we extract the generalized
multifractal dimension and the multifractal spectrum. For a spin chain with negative
wandering exponent the multifractal quantities have the same behavior with the
unperturbed chain while for a spin chain with a vanishing wandering exponent are
dependent on the coupling ratio. Finally, for a spin chain with positive wandering
exponent, the multifractal quantities present a different non-linear behavior.
1. Introduction
Quantum spin chains are a convenient laboratory for the studies of novel and unique
phases of matter and especially for the quantum phase transitions [1]. The quantum
Ising chain in the presence of a transverse magnetic field is a prototypical model on the
studies of quantum phase transitions, defined by the Hamiltonian
H = −J
∑
i
σzi σ
z
i+1 − h
∑
i
σxi , (1)
where σx,z are the usual Pauli matrices. With J , we denote the ferromagnetic
interactions between next-neighbor spins and with h, the transverse magnetic field
placed on each lattice site. The model undergoes a quantum phase transition from
a ferromagnetic (J > h) to paramagnetic phase (J < h). The two phases are separated
by a quantum critical point, located at
∏
i hi =
∏
i Ji.
For a quantum many-body system, an interesting questions arises whether a
quantum wavefunction is multifractal and especially, the ground-state wave function.
In the basis of z-components of each spin σi, of a system containing N number of spins,
|~σ〉 = |σ1 · · ·σN〉 with σi = ±1, any wave function of spin-1/2 can be represented as
|ψ〉 =
∑
{σi}
ψ~σ |~σ〉 , (2)
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2where we consider all the spin configurations of the Hilbert space of a size, M = 2N . The
M number of coefficients, they are following the normalization condition 1 = 〈ψ|ψ〉 =
M∑
{σi}=1
|ψ~σ|2.
In this case, multifractality can occur to the coefficients ψ~σ of the wavefunction,
and can scale non trivially with the Hilbert space dimension M [2] as
Yq =
∑
{σi}
|ψ~σ|2q ∼
M→∞
M−τq , (3)
where Yq is the so called Inverse Participation Ratio (IPR) [3,4]. The exponent τq defines
the generalized multifractal dimension exponent Dq, by the relation τq = Dq(q − 1).
Now consider as S(q,M), the related Re´nyi entropy of the states of eq. (2) of an
M ×M matrix, as
S(q,M) = − 1
q − 1ln
(∑
{σi}
|ψ~σ|2
)
. (4)
Knowing the related Re´nyi entropy, we are able to determine the generalized multifractal
dimension Dq, in the limit M →∞ [5] by
Dq = lim
M→∞
S(q,M)
lnM
. (5)
In general, Dq has a non-linear dependence on q in many different physical problems
[2, 5–10]. The physical quantity which preserves this behavior can be labeled as
multifractal by the fact that it can be characterized by some non-integer dimensions,
known as fractal dimensions. By extracting the values of the fractal dimensions and in
our case, the generalized fractal dimension Dq, we can define the mutlifractality which is
a theory that it can describe and simplicity the physical problem. In quantum systems,
especially for the disordered systems, such as the Anderson model, the wavefunctions
shows highly nontrivial fluctuations [11]. These fluctuations can be precisely described
by a multifractal analysis by extracting the exponents Dq. These kind of measurements
has been recently applied to the experimental study of disordered conductors [12] and
cold atoms [13,14].
Atas and Bogomolby [15,16], they proved by analytical and numerical studies that
the ground-state wavefunction of a quantum spin chain models is multifractal. They
considered chains that they can be mapped into a free-fermion model [17], extracting
analytical results and they confirmed them by an exact diagonalization numerical
technique. For the quantum Ising chain, the generalized multifractal dimension is equal
to zero in the ferromagnetic phase, while is equal to one in the paramagnetic. On
the other side, the scaling of the Shannon-Re´nyi entropy of eq. (4), has been studied
extensively for the Shannon value q = 1 as well as for the Re´nyi q ≥ 2, for several
spin chains [18, 19] but without to emphasize to the existence of multifractal behavior
in the system. Mirlin and Evers [5], they studied the multifractal properties for the
critical fluctuations of various quantities for the Anderson transition. They found the
3generalized multifractal dimension Dq of eq. (5) to have different values in the localized
and delocalized phase, while for a general case, the Dq has a non-linear behavior with
q. Finally, Monthus [20] using an analytical block real-space renormalization group
scheme, she confirmed the basic features of the Dq as well as she studied the Shannon-
Re´nyi entropy for the pure and random quantum Ising chain.
A second quantity of multifractal formalism [2, 5] that we are going to study here
is the multifractal spectrum or singularity spectrum f(α), defined by
NM(α) ∝
M→∞
M f(α), (6)
where NM(α) is the number of configurations m having a weight |ψσ|2 ∝ M−α.
Considering the saddle-point method, the IPR of eq. (3) for large M can be written
[5, 16,20] as
Yq(M) ∼M−τ(q) and τ(q) = qα− f(α), α = τ ′(α), (7)
where the miltifractal spectrum can be calculated via Legendre transform
f(α) = qα− τ(q), α = τ ′(q). (8)
In this article, we are going to study the behavior of multifractal quantities, Dq
and f(α) for the quantum Ising model in a presence of an aperiodic perturbation.
We will consider different kind of aperiodicy, such as bounded, unbounded and the
intermediate case. Our motivation is to study the evolution of different kind of aperiodic
modulation on the multifractal quantities. Each aperiodic modulation lead the system
to a different critical point and therefore is interesting to study how this is able to
affect the multifractal quantities. In practice, we are extending the block real-space
renormalization procedure of Monthus [20, 21] for the aperiodic quantum Ising chain.
The article is organized as follows. In section 2, we discuss the properties of an aperiodic
sequences generated through substitutions and the relevance/irrelevance criterion. In
section 3, we are presenting the idea of the block real-space renormalization for the
aperiodic quantum Ising chain. In section 4, we extract the multifractal quantities for
the Period-Doubling sequence and we compare them with the other aperiodic sequences
of the table 1. Finally, our conclusions are summarized in section 5.
2. Aperiodic sequences
The context of aperiodicity is connected with the studies of the critical phenomena
since it is related with several properties of the experimental area of quasicrystals [22].
The aperiodic scheme, has the characteristic to introduce in to the system, different
types of spatial heterogeneities with an example from mathematics the Penrose tilling.
The aperiodic modulation are generated by iterated application of substitution rules on
letters A, B,... such as A → S(A) → S(S(A)) → ... and B → S(B) → S(S(B)) → ...
The properties of a given sequence are controlled by a substitution matrix M , defined
4by the corresponding rules and contain the number of letters A,B, ... in S(A), S(B), ...
as
M =

n
S(A)
A n
S(B)
A ...
n
S(A)
B n
S(B)
B ...
...
...
 , (9)
where for example the matrix element n
S(A)
A gives the number of letter A in the
substitution pattern S(A). As an example, the Period-Doubling sequence defined by
the substitution rules, S(A) → AB and S(B) → AA, has the following substitution
matrix,
MPeriod-Doubling =
(
1 1
2 0
)
. (10)
In the table 1, we are presenting the three different types of aperiodic sequences that we
will consider in this article. With ω, we denote the wandering exponent, defined by the
Aperiodic Sequences
Thue-Morse
(ω < 0)
Period-Doubling
(ω = 0)
Rudin-Shapiro
(ω > 0)
Substitution Rules
A → AB, B →
BA
A → AB, B →
AA
A → AB, B →
AC, C → DB,
D → DC
Iterations (n=4)
A A A
AB AB AB
ABBA ABAA ABAC
ABBABAAB ABAAABAB ABACABDB
......... ......... .........
Table 1: Definition of the substitution rules of the aperiodic sequences: Theu-Morse,
Period-Doubling and Rudin-Shapiro. In the last box is presented the first four iterations
of the subsection rules.
ratio of the largest with the second-largest eigenvalues of the substitution matrix. From
the substitution matrix M , several characteristics of the sequence can be extracted, by
making use of the right eigenvectors VA of M ,
MVA = ΛAVA,
such as the length Ln of the sequence, which is asymptotically proportional to the largest
eigenvalue of M . The asymptotic density of the letters A in the sequence, is given as a
5function of the corresponding eigenvectors,
ρA∞ =
V1(1)∑
i V1(i)
.
The exponent ω, is the measure of the geometric fluctuations introduced into the system
by the application of the substitution rules [23]. For negative ω, the fluctuations are
bounded and become negligible as the system size is grow by the iteration procedure.
On the other side, for positive ω, the fluctuations are unbounded and they grow
randomnly with the iteration of the letter substitution rules. Finally, for vanishing
ω, the fluctuations grow logarithmicaly with the iteration procedure.
A similar argument of the Harris criterion [24] for the relevance of the disordered
layered perturbations, introduced by Luck [25] for the relevance of the aperiodic
perturbation. According to Luck’s criterion, aperiodic modulation may be relevant,
marginal or irrelevant, depending on the correlation length critical exponent ν of the
unperturbed system and on the wandering exponent ω of the corresponding aperiodic
sequence. The Luck’s criterion prediction for the sequences of the table 1, are
summarized to, irrelevant for the Thue-Morse, marginal for the Period-Doubling and
relevant critical behavior for the quantum Ising chain. These conclusions confirmed with
various techniques, such as, free-fermions [26], and renormalization procedure [27].
3. Block Real-Space Renormalization Group approach
The type of block real-space renormalization (BRG) procedure which we are interested
about, introduced by Fernandez-Pacheco [28] for the critical behavior of the pure
quantum Ising chain. This self-dual procedure, reproduces the critical point of the model
as well as the correlation length exponent ν in agreement with the exact solution. The
method applied to the study of the critical point of other models too, like Potts [29]
and Ashkin-Teller [30]. Recently, the method extended to higher dimensions for the
pure and the random quantum Ising chain by Migazaki et al. [31,32] and Monthus [21].
For the random Ising chain [21], the method confirms the critical exponent ψ = 1/2
of the Infinite-Disorder Fixed-Point (IDFP) [33]. Finally, the method applied to the
multifractal properties of the pure and random quantum Ising chains for the ground-
state quantum wave function [20] as well as for the excited-states [34].
The main idea [21, 28], is to replace each block of spin (σi−1, σi) with a new
renormalized one (σR(i)). One of the block spin’s is considered as a fixed parameter
S0 = ±1, i.e. the spin σzi on the z-basis. The corresponding one-spin Hamiltonian of
the block is diagonalized, producing two eigenvalues and eigenstates. The ground-state
state, is obtained by the low-state and is dependent on S0. Then, the method proceed
by dropping the high-energy states and keeping the low-energy states. The projector is
defined on the coarse-grained system and the effective couplings are obtained and found
to be smaller that the previous. We are presenting the approach with more details in
the following.
6Here, we are extending the idea of Monthus [21] for the quantum Ising chain in
the presence of an aperiodic perturbation. Due to the block nature of the approach,
we are considering aperiodic sequences with a “conventional” double letter generation
of the substitution rules, like these of the table 1. In order, to apply analytically the
BRG approach for the aperiodic chain, we apply an aperiodic modulation both, to the
interaction coupling J and to the transverse field h.
3.1. Renormalization into a blocks
As a representative example, we apply the BRG into the Period-Doubling quantum
Ising chain. For convenience, we consider the substitution rules of the sequence with
numbers instead of letters, like 0→ 01 and 1→ 00. According to the substitution rules,
the exchange couplings J and the transverse fields h of the quantum Ising chain of the
Hamiltonian of eq. (1) are considered in the following manner of the two blocks as
(block-a)→ 01
(block-b)→ 00.
The BRG procedure of ref. the [21] in now applied to all the possible blocks of the
chain. The renormalization is divided into:
• Block-a: Renormalization of the block J0J1.
The Hamiltonian term for this block (represented in Fig. 1) is
i− 1 i i+ 1
h0 h1
J0 J1
Figure 1: Lattice representation of the block-a.
Ha = −J0σzi−1σzi − J1σzi σzi+1 − h0σxi−1 − h1σxi . (11)
The Hamiltonian is divided into the intra and extra term, Ha = Hintra +Hextra as
Hintra = −J0σzi−1σzi − h1σxi (12)
and
Hextra = −J1σzi σzi+1 − h0σxi−1. (13)
We consider the spin σzi−1 as a fixed parameter into the two eigenvalues S
a
0 = ±1 and
the Hintra contained the interaction and transverse field in the spin σi. Therefore,
we diagonalize the one-spin conventional Hamiltonian
H(Sa0 )a = −J0Sa0σzi − h1σxi (14)
7obtaining the eigenvalues
λ±i = ±
√
J20 + h
2
1 (15)
and the eigenvectors
|λ−i (Sa0 )〉 =
√√√√1 + J0Sa0√J20+h21
2
|Si = +〉+
√√√√1− J0Sa0√J20+h21
2
|Si = −〉
|λ+i (Sa0 )〉 = −
√√√√1− J0Sa0√J20+h21
2
|Si = +〉+
√√√√1 + J0Sa0√J20+h21
2
|Si = −〉 .
. (16)
The two corresponding ground-states for the block-a are obtained by the tensor
products
|GS(Sa0 )〉 = |Sa0 〉 ⊗
(
⊗Nai=1 |λ−i (Sa0 )〉
)
, (17)
where Na in the number of blocks-a in the lattices. We proceed by keeping only the
lowest-states, |λ−i (Sa0 )〉 and dropping the highest-states |λ+i (Sa0 )〉 in order to have
access to the ground-state of the system by performing course-graining. For that
reason, we define the projector onto the two ground-states
Pa =
∑
Sai =±1
|GS(Sa0 )〉 〈GS(Sa0 )| . (18)
The application of the projector in the intra part of the Hamiltonian is producing
the renormalized spin σR(i−1) by
Paσ
z
i−1Pa = σ
z
R(i−1), (19)
Paσ
z
i Pa =
J0√
J20 + h
2
1
σzR(i−1) (20)
Paσ
x
i−1Pa =
h1√
J20 + h
2
1
σxR(i−1). (21)
Then, the renormalized Hamiltonian is obtained by projection into the remaining
part of the Hamiltonian for the eq. (11), (12) and (13)
HRa = Pa(Ha −Hintra)Pa, (22)
giving the renormalized Hamiltonian for the block-a:
HRa = −JaσzR(i−1)σzR(i+1) − haσxR(i), (23)
with the renormalized interaction coupling
Ja =
J0J1√
J20 + h
2
1
(24)
and the renormalized transverse field
ha =
h0h1√
J20 + h
2
1
. (25)
8• Block-b: Renormalization of a block J0J0
Repeating the procedure for the block-b, we consider the block Hamiltonian
Hb = Hintra +Hextra as
Hintra = −J0σzi−1σzi − h0σxi (26)
and
Hextra = −J0σzi σzi+1 − h0σxi−1. (27)
Therefore, we obtain the one-spin conventional Hamiltonian
H(Sb0) = −J0Sb0σzi − h0σxi , (28)
extracting the eigenvalues
λ±i = ±
√
J20 + h
2
0 (29)
and the eigenvectors
|λ−i (Sb0)〉 =
√√√√1 + Sb0J0√J20+h20
2
|Si = +〉+
√√√√1− Sb0J1√J20+h20
2
|Si = −〉
|λ+i (Sb0)〉 = −
√√√√1− Sb0J0√J20+h20
2
|Si = +〉+
√√√√1 + Sb0J1√J20+h20
2
|Si = −〉 .
. (30)
For this block of spins by repeating the previous procedure on the ground-state
projection on the lowest-lying states of the |λ−i (Sb0)〉, we obtain the renormalized
couplings
Jb =
J20√
J20 + h
2
0
, (31)
and the renormalized transverse field
hb =
h20√
J20 + h
2
0
. (32)
3.2. Renormalization procedure
Our idea is to renormalize the lattice in a two different ways, instead of the clean case,
where each block is renormalized in one way [21]. For the Thue-Morse (more details
in the Appendix A.1) and Period-Doubling sequences that defined by two substitution
rules, we define two types of renormalized blocks. For the Rudin-Shapiro sequence with
four substitution rules (more details in the Appendix B.1), we define four types of
renormalized blocks correspondingly.
We present here the renormalization procedure for the Period-Doubling sequence.
The number 0, occupy a part of the chain which is given by the asymptotic density
ρ0∞ = 2/3. Then, the number 0, will define Na = 2N/3 number of blocks-a.
Correspondingly, the block-b, will follow the asymptotic density of the number 1 and
will generate a Nb = N/3 number of blocks.
9In Fig. 2, we present the BRG procedure for an example of N = 16 lattice sites. The
chain in each RG iteration is divided into N/2. The lattice under the BRG evolution, in
the first iteration is renormalized into the new couplings of Ja and Jb. The new transverse
fields are the ha and hb. The second iteration, creates the couplings Ja′ , Jb′ and the
fields ha′ , hb′ and so on. We observe that our choice into the block renormalization
leaves the lattice invariant in each iteration procedure. Each time, the aperiodic chain
has the same form with the initial case but with new renormalized couplings and fields.
In particular, for the block-a, the RG proceed as: Na → Na′/2→ Na′′/4 · · ·Nak/2k, for
k-number of iterations. The same applies for the block-b.
h0 h1 h0 h0 h0 h1 h0 h1 h0 h1 h0 h0 h0 h1 h0 h0 hq
J0 J1 J0 J0 J0 J1 J0 J1 J0 J1 J0 J0 J0 J1 J0 J0
a-block b-block a-block a-block a-block b-block a-block b-block
1st RG-step
Ja Jb Ja Ja Ja Jb Ja Jb
ha hb ha ha ha ha ha hb hq
a′-block b′-block a′-block a′-block
2nd RG-step
Ja′ Jb′ Ja′ Ja′
ha′ hb′ ha′ ha′ hq
a′′-block b′′-block
Figure 2: Block RG procedure for the Period-Doubling sequence for a lattice of N = 16
spins. The first spin chain correspond to the initial 1-d lattice, the second chain the
first RG iteration with couplings Ja, Jb and transverse fields ha, hb. Finally, the last
chain correspond to the third RG iteration. The field hq don’t participate in the
renormalization procedure.
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3.3. The critical point
In order to extract the quantum critical point of the system, we consider the average of
the variance, lnh− lnJ from the factor ∆ [32] as
∆ =
1
N
N∑
i=1
ln
hi
Ji
. (33)
In our aperiodic chain the renormalized quantity of eq.(33) is written as a sum of the
renormalized blocks
∆˜ = ∆a + ∆b
= Naln
(ha
Ja
)
+Nbln
(hb
Jb
)
= ln
(h0h1
J0J1
)Na
+ ln
(h20
J20
)Nb
,
(34)
where Na and Nb are the asymptotic densities of the letters 0 and 1 of the Period-
Doubling sequence (where ρ0∞ = Na = 2/3 and ρ
1
∞ = Nb = 1/3) and therefore
asymptotic densities of the two blocks.
According to the Pfeuti [35] exact solution for the quantum Ising chain, on the
critical point, the interaction couplings are related with the magnetics fields with the
condition
∏
i Ji =
∏
i hi. Then, the expression inside the logarithm on eq. (34) has to
be equal to unity. On the critical point, the two transverse field h0 and h1 related to
the two interaction coupling J0 and J1 by the relation
h20h1 = J
2
0J1. (35)
4. Multifractality for an aperiodic quantun spin chain
4.1. BRG rules for the IPR
According to our previous discussion about the BRG evolution in the aperiodic system,
the IPR will follow the same procedure. In particular, the IPR is divided into the Y aq
for the block-a and Y bq for the block-b. Following the procedure for the clean chain [20],
the IPR of the eq. (3) under the BRG approach is given as
Yq(N) =
∑
S1=±1
∑
S2=±1
...
∑
SN=±1
∣∣ψ(S1, S2, ..., SN)∣∣2q
=
( ∑
S1=±1
...
∑
SNa=±1
[∣∣∣ψRa ∣∣∣2q Na/2∏
i=1
y˜aq (i)
])( ∑
S1=±1
...
∑
SNb=±1
[∣∣∣ψRb ∣∣∣2q Nb/2∏
i=1
y˜bq(i)
])
.
(36)
The y˜a,bq (i−1; i) represents the IPR of the wave-functions λ(−)a,bi (Sa,b0 ) of the two blocks,
given by
y˜a,bq (i− 1; i) ≡
∑
Sa,bi =±1
∣∣∣〈Sa,bi |λ(−)a,bi (Sa,b0 )〉∣∣∣2q . (37)
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For each block, the IPR for the wave-function is written as
y˜aq (i− 1; i) =
[1 + J0√
h21+J
2
0
2
]q
+
[1− J0√
h21+J
2
0
2
]q
(38)
and
y˜bq(i− 1; i) =
[1 + J0√
h20+J
2
0
2
]q
+
[1− J0√
h20+J
2
0
2
]q
. (39)
The above expressions are independent of the two spins Sa0 and S
b
0 and by introducing
the ratios Ka = J0/h1 and Kb = J0/h0, we define the auxiliary functions
yaq =
[1 + Ka√
1+K2a
2
]q
+
[1− Ka√
1+K2a
2
]q
, (40)
ybq =
[1 + Kb√
1+K2b
2
]q
+
[1− Kb√
1+K2b
2
]q
. (41)
Then, the BRG rules for IPR of eq.(36), can be summarized as
Yq(N) = Y
a
q (Na)Y
b
q (Nb) (42)
where
Yq(Na,b) =
(Na,b/2∏
i=1
yq(Ka,b)
)
Y Rq (
Na,b
2
) (43)
and
Y Rq (
Na,b
2
) =
∑
S1
∑
S2
· · ·
∑
SNa,b
∣∣∣ψR(S1, S2, ..., SNa,b)∣∣∣2q . (44)
The renormalization procedure of IPR of eq. (42), given as function of the IPR of the
two blocks of eq. (43) and (44), is controlled by the ratio couplings Ka and Kb as well
as by the numbers Na and Nb which they are invariant in each RG iteration.
4.2. BRG rules for the Shannon-Re´nyi entropy
According to our analysis so far, the Shannon-Re´nyi entropy of eq. (4) and by considering
the expression of the IPR of eq. (3), the Shannon-Re´nyi entropy for the aperiodic chain
can be expressed as a sum of the entropy of the two possible blocks
Sq(N) =
lnYq(N)
1− q = S
a
q (Na) + S
b
q(Nb), (45)
where for each block, according to the eq. (43) and (44), the entropy corresponds to
Sa,bq (Na,b) =
Na,b/2∑
i=1
lnyq(Ka,b)
1− q + S
R
q (
Na,b
2
). (46)
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With SRq (
Na,b
2
) =
lnY Rq (
Na,b
2
)
1−q , we denote the entropy of each renormalized block of the
chain.
The Shannon-Re´nyi entropy of eq. (46) as well as in the clean case of ref.
[20] depends mainly on the factors ya,bq (Ka,b) of each block. The choice of block
renormalization lead the Shannon-Re´nyi entropy in the first iteration to be
Sq(N) =
Na
2
lnyaq (Ka)
1− q +
Nb
2
lnybq(Kb)
1− q + S
R
q . (47)
The last term represents, the renormalized entropy. According to the BRG evolution
which we discussed and presented in Fig. 2, the two control parameters Ka and Kb
remain the same in each iteration K
(j+1)
a′,b′ = K
(j)
a,b , where with the index j we denote the
RG iteration number. The BRG rule for the Shannon-Re´nyi entropy can be written in
the form
Sq(N) =
Na
2
lnyaq (K
(j=1)
a )
1− q +
Nb
2
lnybq(K
(j=1)
b )
1− q
+
Na
4
lnyaq (K
(j=2)
a )
1− q +
Nb
4
lnybq(K
(j=2)
b )
1− q + · · ·
+
Na
2k
lnyaq (K
(j=k)
a )
1− q +
Nb
2k
lnybq(K
(j=k)
b )
1− q ,
(48)
4.3. Generalized Multifractal Dimension
From the eq. (5) and following the analysis for the clean case of ref. [20] for the Shannon-
Re´nyi entropy of eq. (47) and (48), the generalized multifractal dimension Dq(N)
for the Period-Doubling aperiodic Ising chain, is given as sum of series of the RG of
k = 1, 2, ..+∞ number of iterations on each block
Dq(N) = lim
N→∞
Sq(N)
N ln2
=
+∞∑
k=1
dq(Ka) + dq(Kb)
2k
, (49)
with the auxiliary functions for each block
dq(Ka) = Na
lnyq(Ka)
(1− q)ln2 =
2
3
ln
([1+ Ka√
1+K2a
2
]q
+
[1− Ka√
1+K2a
2
]q)
(1− q)ln2 (50)
and
dq(Kb) = Nb
lnyq(Kb)
(1− q)ln2 =
1
3
ln
([1+ Kb√
1+K2
b
2
]q
+
[1− Kb√
1+K2
b
2
]q)
(1− q)ln2 . (51)
Since we are interested for the dependence of the generalized fractal dimension Dq on
the coupling ratio ρ = J1/J0 for the quantum Ising chain with different type of aperiodic
13
(a) The Thue-Morse sequence (b) The Period-Doubling sequence
Figure 3: Generalized Fractal Dimension Dq as a function of Re´nyi index q for ten values
of the coupling ratio ρ.
modulation, we repeat the BRG study of the subsections 4.1 and 4.2, for the Thue-
Morse (for more details see Appendix A.2) and Rudin-Shapiro (for more details see
Appendix B.2) sequence of the table 1. For all the cases, we extract the Dq similar to
the eq. (49) and we perform a numerical simulation on Dq for ten values of ρ (to increase
from 0 to 1). We locate our system on the critical point according to the eq. (35) for
the Period-Doubling and the corresponding functions for the other sequences.
For the Thue-Morse sequence in Fig. 3a, with negative wandering exponent ω,
we observe that Dq is independent of the coupling ratio ρ. The Fig. 3a is equal to the
uniform quantum Ising chain [15,20]. On the other side, for the Period-Doublin sequence
in Fig. 3b, with vanishing wandering exponent, the Dq vary with the coupling ratio. We
observe that as the coupling ratio is increasing, the Dq is slightly increasing for negative
values of q and decreasing for positive q. The dependence of Dq with the coupling ratio
for the marginal Period-Doubling sequence remind us the dependence of the dynamical
exponent z with the ρ for the same sequence obtained with exact calculations [36] as
well as with Strong-Disorder RG approach [37, 38]. Both aperiodic sequences, present
the usual non-linear behaviour which we discussed in the Introduction 1.
In the Fig. 4, we present the Dq for the Rudin-Shapiro aperiodic sequence with
a positive wandering exponent ω. We consider the case of the ref. [37], where they
chose, Jb = ρJa, Jc = ρ
2Ja and Jd = ρ
3Ja, for 0 < ρ < 1. In this case, the Dq has
a different shape for negative values of the Re´nyi index q, in contrast to the previous
aperiodic sequences. We observe that the spectrum of Dq is larger for negative q and
smaller for positive. When the coupling ratio is equal to ρ = 1, the diagram of Dq, is
the same with the previous cases. For a values of ρ 6= 1 the Dq is widenly modified and
is different from the Period-Doubling sequence of Fig. 3b, where the coupling ratio was
relevant in the diagram but was not able to lead to very different values of Dq. This
can be understood by the fact that in Rudin-Shapiro sequence we have a bigger range
of couplings and the inequality in the values can create a different spectrum of Dq. On
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Figure 4: Generalized Fractal Dimension Dq as a function of Re´nyi index q for Rudin-
Shapiro sequence.
q Exact Value BRG [20] TM PD RS
1/2 0.841 [15] 0.771 0.760 0.723 1.720
1 0.610 [19] 0.600 0.592 0.644 1.136
2 0.308 [19] 0.415 0.424 0.474 0.897
Table 2: Special values of the Dq for the Thue-Morse (TM), the Period-Doubling (PD)
and the Rudin-Shapiro (RS) sequences.
the other side, the block renormalization approach [20,28] that we are considering here,
we believe that is able to capture the general characteristics of the Dq, while in cases
with more complicated substitution rules, such Rudin-Shapiro sequence where multiple
interaction couplings can create different kind of geometric fluctuations, a more careful
block RG choice is required.
In the table 2, we compute the Dq from the relation (49) for three different values of
q, in order to compare them with the explicit exact values for q = 1/2 of the ref. [15,16]
and the numerical values for q = 1 and q = 2 of the ref. [19]. We have to note that for
the pure chain, the BRG results on the above values of q, they found to be close to the
exact value for q = 1 and far from the numerical values for q 6= 1, as was presented in
the ref. [20]. In our case, we considered the relation (35) for the couplings on the critical
point. For the Thue-Morse sequence, the values of Dq are very close to the results of
the ref. [20]. For the Period-Doubling sequence, the results are getting worst comparing
the previous case. Finally, for the Rudin-Shapiro, the results of Dq are very far from
both the exact and the BRG results.
15
4.4. Multifractal spectrum
In order to calculate the multifractal spectrum f(α), we consider the saddle-point
calculation in α for the IPR, where the multifractal spectrum can be parameterized
in terms of the coefficients [20] as
αq =
−∂qlnYq
lnM
= −
∑M
m=1|ψm|2q ln|ψm|2q∑M
m=1|ψm|2q lnM
(52)
and
f(αq) = −
∑M
m=1|ψm|2q ln |ψm|
2q∑M
m=1|ψm|2q∑M
m=1|ψm|2q lnM
(53)
where αq is the saddle-point value of α related to the exponent τ(q) by Legendre
transform.
According to the ref. [20] for the clean chain and considering the auxiliary functions
(40) and (41) of IPR of the eq. (36) and (37), the equations for the multifractal spectrum
can be written for each block as
αq(Ka,b) = − 1
ln2
([1 + Ka,b√
1+K2a,b
]q
ln
[
1 +
Ka,b√
1+K2a,b
]
+
[
1− Ka,b√
1+K2a,b
]q
ln
[
1− Ka,b√
1+K2a,b
]
[
1 +
Ka,b√
1+K2a,b
]
+
[
1− Ka,b√
1+K2a,b
] )
(54)
and
fKa,b(αq) = qαq(Ka,b) +
ln
([
1 +
Ka,b√
1+K2a,b
]q
+
[
1− Ka,b√
1+K2a,b
]q)
ln2
. (55)
Then, the BRG approach for the multifractal spectrum of the Period-Doubling sequence
can be summarized as
αq = Naαq(Ka) +Nbαq(Kb) (56)
and
f(αq) = NafKa(αq) +NbfKb(αq), (57)
where Na = 2/3 and Nb = 1/3.
We are interested in the dependence of the f(α) with the coupling ratio ρ on the
critical point of eq. (35). In Fig. 5 we present the scaling of f(α) as extracted from the
eq. (54),(55) and (56),(57) for the Thue-Morse and Period-Doubling sequences. The
first case of the Thue-Morse sequence, the coupling ratio is irrelevant for the multifractal
spectrum. The Fig. 5a is equivalent with the clean chain [16,20]. On the other hand, for
the Period-Doubling sequence, the coupling ratio ρ is relevant for the f(α), as presented
in the Fig. 5b. The spectrum α is found to be in the same region with the Thue-Morse
case. The non-linear behavior of f(α) is the same with the clean case.
Finally, the f(α) for the Rudin-Shapiro sequence is presented in Fig. 4. The
coupling ratio ρ is relevant here and the spectrum α extends in larger region. The
multifractal spectrum has similar form with the ref. [39], where the authors studied
16
(a) The Thue-Morse sequence. (b) The Period-Doubling sequence.
Figure 5: Multifractal spectrum f(α) as function of α for the Thue-Morse and Period-
Doubling sequences for different values of the coupling ratio ρ.
Figure 6: The multifractal spectrum f(α) as a function of α for different values of the
coupling ration ρ for the Rudin-Shapiro sequence.
the multifractal spectrum of the Fourier spectrum of a general aperiodic sequence with
positive wandering exponent. In our case, for the aperiodic quantum Ising chain, the
multifractal spectrum has the same peak with the ref. [39], f(α) = 1 but for different
value of the spectrum α = 0, instead α ≈ 1.29. In our case, the spectrum takes negative
and positive values since we consider the index q in the region of q = [−5, 5]. The
authors of ref. [39], they consider only positive region of the index values where in our
case, we are interested to compare with the results of the clean case of ref. [15, 20].
5. Conclusion
The context of multifractality investigated recently for the ground-state wavefunction
of various quantum spin chains [15,16] where it found to be multifractal in general and
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to have non-linear behavior with the index q. In this article, we studied the generalized
fractal dimension Dq and the multifractal spectrum f(α) for the aperiodic quantum Ising
chain. We performed a block real-space renormalization procedure [21,28] to obtain the
ground-state wave functions and to extract the Infinite Participation Ratio and the
related Shannon-Re´nyi entropy for three type of aperiodic perturbation on the critical
point. From these quantities, we computed the Dq and f(α).
For the irrelevant Thue-Morse sequence with negative wandering exponent, the
system is independent of the coupling ratio ρ and both quantities are similar to
the unperturbed system. For the marginal Period-Doubling sequence with vanishing
wandering exponent, the multifractal quantities vary with the coupling ratio but preserve
the same non-linear behavior with previous case. Finally, for the relevant Rudin-Shapiro
sequence with positive wandering exponent, we observe a different behavior for the
Dq and the different values of coupling ratio, dramatically affect the spectrum of Dq
and f(α). We conclude that the quantum ground-state wavefunction of the aperiodic
quantum Ising chain is multifractal. The resulting quantities, Dq and f(α), depends on
the wandering exponent ω. The summary follows the Luck criterion [25] in the sense
that, the the wandering exponent control the behavior of the multifractality on the
critical point.
We have to note that our block real-space renormalization scheme, captures
approximately the multifractal quantities as follows from the table 2, where we compare
our results with the known exact values. In this case an exact diagonalization
approach for the calculation of the ground-state wave function of the aperiodic chain
is required and especially for the Rudin-Shapiro sequence. Our scope was to study
the general characteristics of the evolution of ω to the multifractal quantities but an
exact diagonalization approach will clarify the results in a better precision. Will be
interesting to extend the BRG study of the multifractal quantities in other models with
aperiodic perturbation, such as, Potts and Ashkin-Teller as well as to the three-site
antiferromagnetic Ising model [40].
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Appendix A. The Thue-Morse sequence
Appendix A.1. Block RG rules and critical point
From the substitution rules, 0→ 01 and 1→ 10, we define the two blocks
(block-a)→ 01
(block-b)→ 10.
After the diagonalization of the two conventional Hamiltonians, we obtain the two
lowest-lying energy states for each block
|λ−i−1(Sa0 )〉 =
√√√√1 + J0Sa0√J20+h21
2
|Si−1 = +〉+
√√√√1− J0Sa0√J20+h21
2
|Si−1 = −〉
|λ−i−1(Sb0)〉 =
√√√√1 + J1Sa0√J21+h20
2
|Si−1 = +〉+
√√√√1− J1Sb0√J21+h20
2
|Si−1 = −〉
. (A.1)
and the effective couplings and transverse fields
Ja =
J1J0√
J20 + h
2
1
, ha =
h0h1√
J20 + h
2
1
(A.2)
Jb =
J0J1√
J21 + h
2
0
, hb =
h1h0√
J21 + h
2
0
. (A.3)
From the effective couplings, we obtain the critical point
h0h1 = J0J1 (A.4)
Appendix A.2. Generalized Multifractal Dimension
The generalized multifractal dimension, as we presented in eq.(49) is given as a sum of
the two auxiliary functions for each block
dq(Ka) = Na
lnyq(Ka)
(1− q)ln2 =
1
2
ln
([1+ Ka√
1+K2a
2
]q
+
[1− Ka√
1+K2a
2
]q)
(1− q)ln2 , (A.5)
dq(Kb) = Nb
lnyq(Ka)
(1− q)ln2 =
1
2
ln
([1+ Kb√
1+K2
b
2
]q
+
[1− Kb√
1+K2
b
2
]q)
(1− q)ln2 (A.6)
where Ka = J0/h1 and Kb = J1/h0, are the control parameters for each block.
19
Appendix B. The Rudin-Shapiro sequence
Appendix B.1. Block RG rules and critical point
From the substitution rules, 0 → 01, 1 → 02, 2 → 31 and 3 → 32, we define the
following four blocks
(block-a)→ 01
(block-b)→ 02
(block-c)→ 31
(block-d)→ 32.
We consider four type of intra-part Hamiltonian for each block, we obtain the lowest-
lying states for each block
|λ−i−1(Sa0 )〉 =
√√√√1 + J0Sa0√J20+h21
2
|Si−1 = +〉+
√√√√1− J0Sa0√J20+h21
2
|Si−1 = −〉
|λ−i−1(Sb0)〉 =
√√√√1 + J0Sb0√J20+h22
2
|Si−1 = +〉+
√√√√1− J0Sb0√J20+h22
2
|Si−1 = −〉
|λ−i−1(Sc0)〉 =
√√√√1 + J3Sc0√J23+h21
2
|Si−1 = +〉+
√√√√1− J3Sc0√J23+h21
2
|Si−1 = −〉
|λ−i−1(Sd0)〉 =
√√√√1 + J3Sd0√J23+h22
2
|Si−1 = +〉+
√√√√1− J3Sd0√J23+h22
2
|Si−1 = −〉 .
. (B.1)
The effective couplings and transverse fields are
Ja =
J1J0√
J20 + h
2
1
, ha =
h0h1√
J20 + h
2
1
(B.2)
Jb =
J2J0√
J20 + h
2
2
, hb =
h0h2√
J20 + h
2
2
. (B.3)
Jc =
J1J3√
J23 + h
2
1
, hc =
h1h3√
J23 + h
2
1
. (B.4)
Jd =
J2J3√
J23 + h
2
2
, hb =
h3h2√
J23 + h
2
2
. (B.5)
Since in this case, they involved four blocks, we consider the asymptotic density of each
block, ρa∞ = ρ
b
∞ = ρ
c
∞ = ρ
d
∞ = 1/4. Therefore, from our analysis on eq. (3.3), the
critical point for the Rudin-Shapiro sequence is given by the relation
h0h1h2h3 = J0J1J2J3. (B.6)
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Appendix B.2. Generalized Multifractal Dimension
The generalized multifractal dimension, as we presented in eq.(49) is given as a sum of
the four auxiliary functions for each block
dq(Kµ) = Nµ
lnyq(Kµ)
(1− q)ln2 =
1
2
ln
([1+ Kµ√
1+K2µ
2
]q
+
[1− Kµ√
1+K2µ
2
]q)
(1− q)ln2 , (B.7)
where for simplicity we refer as µ = a, b, c, d, since each block occupies the same part of
the sequence. The control parameters are given as a functions of couplings and fields as,
Ka = J0/h1, Kb = J0/h2, Kc = J3/h1 and Kd = J3/h2. Then, the generalized fractal
dimension is given as a function of the auxiliary function of eq. (B.7) for each block.
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