This paper is concerned with the cooperative output regulation problem for multi-agent systems under the directed interaction topology. Comparing with the existing work where the exosystem is common for all the agents, a scenario in which the agents track multiple trajectories with different exogenous signals is considered. The main aim of the study is focused on the design of distributed feedback control laws, such that the agents in diverse clusters track the different reference trajectories exponentially, while rejecting the disturbances asymptotically. Considering that all the agents in each cluster cannot access the exogenous signal, the cooperative output regulation problem of the linear single-integrator agents is solved by devising a distributed state feedback control scheme. Furthermore, it is considered that all the states of the plant cannot be accessed by the agents within each cluster either, the cooperative output regulation problem of linear agents is solved by designing a distributed output feedback controller. Sufficient solvability conditions for those two problems are established, which are shown to be necessary and sufficient under some constraints. . Her current research interests include control theory of fuzzy systems and distributed parameter systems with their engineering applications.
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The cooperative output regulation problem of multi-agent systems aims at the design of a distributed feedback controller such that the closed-loop system composed of the multi-agent systems, the exosystem and the controller is exponentially stable, and the outputs of the multi-agent systems track asymptotically a class of reference inputs and reject a class of disturbances. Both the reference inputs and the disturbances are generated by a neutrally stable system called exosystem, and the reference inputs and the disturbances are called exogenous signals. The problem is distinct from the traditional output regulation problem [1] [2] [3] , and what makes it interesting is that the control design for each agent cannot all access the measurement information of the exosystem. Therefore the problem can be solved by neither the centralized control scheme nor the decentralized control scheme, in which the local control law of every agent needs the measurement information of the exosystem.
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A leader-follower framework is presented in the literatures to handle the cooperative output regulation problem of the linear multi-agent systems, see, for example, [4] . More specifically, by taking the agents as the followers and the exosystem as a leader, all the followers and the leader together are considered as a multi-agent system. As a result, the agents which are the neighbors of the leader can access the measurement information of the exosystem and use it for feedback control, while those which are not can only use the measurement outputs of themselves and their neighbors for feedback control. The distributed control methods via both feed forward design and internal model design (for agents with uncertain parameters) are developed to solve the cooperative output regulation problem, incorporated with the interaction topological conditions among the agents. So far many interesting results have been reported in the literatures. To mention a few, the cooperative output regulation problem of the linear multi-agent system is solved under a fixed interaction topology, where the diagraph is required to contain a directed spanning tree, and a dynamic state feedback controller is designed based on a distributed observer [5] . The problem can also be solved via both dynamic state feedback control and dynamic output feedback control under a switching interaction topology, if there exists an infinite time subsequence such that every follower is reachable from the leader in the union of the switched graphs [6] . The results are later extended to solve the cooperative output regulation problem of the multi-agent system with singular heterogeneous dynamics [7] and the multi-agent system with input delay [8] , respectively. When the parameter uncertainty is concerned, the cooperative output regulation problem of the multi-agent systems is solved by both distributed state feedback control and output feedback control based on the internal model design [4] , [9] , where the diagraph of the interaction topology contains a directed spanning tree. It is noted that all these results are developed with an assumption that all the agents are subject to a common exosystem.
The bipartite consensus is investigated in the literatures [10] , where the agents are divided into two subgroups and they reach the agreements about two opposite variables, respectively. In the study of social network and aircrafts, a generalization of cooperative (single-party) and bipartite (two-party) consensus can be found, which are described as synchronization of the agents to multiple trajectories or multi-party consensus. For instance, Facebook users can express their feelings using six different Emoji and the aircrafts in formation flying track different trajectories [11] . Obviously, it is more complicated for the members in a system to synchronize differently comparing to only being cooperative or in a purely friend-opponent relation.
A closely relevant topic is cluster consensus or synchronization [12] , which means all agents in the same cluster reach cooperative consensus, but the motions of different clusters may not coincide. The cluster consensus for linearly coupled oscillators is firstly investigated in [13] , where the graph of each cluster is undirected and connected, and the desired cluster pattern is realized by the pining control technique. Then under the directed interaction topology which is fixed or switching, the sufficient conditions guaranteeing the cluster consensus are presented by requiring the in-degree balanced condition in [14] . However, it is shown in [15] the group consensus cannot be reached under some interaction topologies although they satisfy all the needed assumptions in [14] , and the problem is revisited by considering the generic linear agents in [15] . The sufficient graphic conditions are given which answers a question that under what kind of interaction topologies among the clusters the cluster consensus can be achieved. In [16] , a feedback controller is designed to achieve the cluster synchronization when the induced network topology of each cluster has a directed spanning tree and the couplings within each cluster are sufficiently strong. An extra balanced condition is imposed on the network topology of each cluster to allow for the cluster synchronization under arbitrary switching network topologies. The authors further investigates the group consensus phenomenon for multiple interacting clusters of double-integrator agents in the presence of both cooperative and competitive inter-cluster couplings in [17] . It shows that for most cases, there holds a consistent structural result that group consensus can be achieved if the underlying topology for each cluster of agents satisfies certain connectivity assumptions and further, the intra-cluster couplings are sufficiently strong. In [18] , the observer-based control scheme is designed to achieve cluster consensus for linear multi-agent systems, and the gain matrices are revelent to the eigenvalues of the Laplacian matrix of the network topology.
In this work, we aim to solve the cluster-based cooperative output regulation problem for the multi-agent systems, i.e. to design the distributed feedback control laws such that the agents in different clusters track their reference inputs exponentially while rejecting the disturbances asymptotically, respectively, where the exogenous signals differ in accordance to the diverse clusters. Considering that not all the agents in each cluster can access the exogenous signal, the cluster-based cooperative output regulation problem of the linear single-integrator agents is solved by devising a distributed state feedback control scheme. Moreover, since not all the states of the plant can be accessed by the agents within each cluster either, the cluster-based cooperative output regulation problem of linear agents is solved by designing a distributed output feedback controller. The sufficient solvability conditions with respect to the graphic topologies for those two problems are established, which are shown to be necessary and sufficient under some assumptions proposed in the literatures [5] , [15] . Hence, it is shown that our results can be viewed as a generalization of some related existing results. Here the network topology is general and no assumptions are needed such as Assumption 1 in [17] and Assumption 1 in [16] that the sum of the inter-cluster couplings are zero. Besides, the designed controller gain matrices and the observer gain matrices are irrelevant to the eigenvalues of the Laplacian matrix of the network topology, which essentially differs from the work in [18] . In summary, we investigate the cluster-based cooperative output regulation problems with the general directed network topology, and we find the simple graphic topological conditions under which the cluster-based cooperative output regulation problems can be solved. Neither any assumptions for the network topology are needed, nor the conditions on the inter-cluster couplings or the inter-agent couplings.
The rest of this paper is organized as follows. Some preliminaries of the graph theory is presented in Section 2. The results for the cluster-based cooperative output regulation problem for linear single-integrator systems are given in Section 3, and the related results for linear systems are shown in Section 4. The simulation results are illustrated in Section 5, and we conclude this work in Section 6.
The notation used in the paper is described as follows. Let ⊗ denote the Kronecker product, and x the Euclidean norm of a finite dimensional vector x. I n is the identity matrix and 0 n the zero matrix with dimensions n × n. Let diag{ 1 , . . . , p } denote the block diagonal matrix with the ith main diagonal block being matrix i , and further diag{ 1 , . . . , 1 n 1 , . . . , p , . . . , p n p } indicates there are n l matrices l , l = 1, . . . , p, on the main diagonal positions, respectively. λ(M ) means the eigenvalues of the matrix M , and if M is symmetric, λ min (M ) and λ max (M ) are respectively its smallest and largest eigenvalues. M > 0 suggests M is a positive definite matrix. When the subscripts m and n are dropped, the dimensions of those vectors and matrices are assumed to be compatible with the context.
I. PRELIMINARIES
Let G = (V , ε, A ) denote a weighted digraph of order N with a finite nonempty set of nodes V = {1, . . . , N }, a set of edges ε ⊂ V × V , and a weighted adjacency matrix A = a ij ∈ R N ×N , where a ij is the weight of the directed edge (j, i) satisfying a ij = 0 if (j, i) is the edge of G and a ij = 0 otherwise. Moreover, we assume a ii = 0 for all i ∈ V . In case of a ij = 0, the node j is called the parent node and i the child node. The set of neighbors of node i in G is denoted
A directed tree is such a directed graph whose every node except the root, which has only children but no parent, has exactly one parent.
Lemma 1 [19] : Let L be a Laplacian matrix of a non-negatively weighted diagraph G. Then, L has at least one zero eigenvalue and all of the nonzero eigenvalues are in the open right half plane. Furthermore, G has a directed spanning tree if and only if L has a zero eigenvalue with algebraic multiplicity 1.
Suppose N agents will evolve into or work in p clusters with interactions. Without loss of generality, we can relabel the indices of the agents so that the node set of the lth cluster can be denoted as V l = {n 1 +n 2 +· · ·+n l−1 +1, . . . , n 1 +n 2 + · · · + n l }, where n l is the number of nodes in the lth cluster, l = 1, . . . , p, satisfying n 0 = 0, and n 1 + n 2 + · · · + n p = N . Then we can partition the graph G of the interaction topology among the agents by dividing the node set
A more specific description of the graph partition is given in the following definition.
Definition 1 [15] : Given any graph G with the partition
Then the Laplacian matrix associated with G is in the following form:
where L ll is associated with graph G l and L lm specifies the information exchange from cluster Gm to G l , l,m = 1, . . . , p. Remark 1: The induced graph G is assumed to be acyclic in [15] , i.e. there are no cycles in graph G, which leads to an induced Laplacian matrix L in a lower triangular block form. Take notice that in this paper there can be no assumption of the acyclic partition on the induced graph G and the associated Laplacian matrix L is in an arbitrary form.
II. CLUSTER-BASED COOPERATIVE OUTPUT REGULATION OF LINEAR SINGLE-INTEGRATOR SYSTEMS
In this section, the cluster-based cooperative output regulation problem of the linear single-integrator agents is presented. By considering the exogenous signals cannot be accessed by all the agents in each cluster, the distributed state feedback control is designed to solve the problem.
Consider the agent with the following linear singleintegrator dynamics:
where x i ∈ R n , u i ∈ R m , e i ∈ R n are the state, the control input, and the regulated output of the ith agent, respectively; v i ∈ R q is the exogenous signal representing the reference input to be tracked and/or the disturbance to be rejected. If the agents are in a same cluster then they have identical exogenous signals, otherwise they have different exogenous signals. Thus ∀i ∈ V l , v i =v l , which are generated by the following exosystems:
where S l are neutrally stable matrices satisfying the following assumption: Assumption 1: The matrices S l , l = 1, . . . , p, have no eigenvalues with negative real parts.
All the agents in each cluster cannot access the exogenous signals for feedback control due to the communication constraint or the energy constraint. A distributed dynamic compensator is designed in the following form to generate the estimation of the exogenous signals, which is used for the next feedback control design:
where ∀i ∈ V l ,S i = S l ; η i ∈ R q is the compensator state; L is a gain matrix to be determined; d i > 0 if node i can access the exogenous signal v i and d i = 0 otherwise; a ij > 0 if there is a communication coupling from node j to node i and a ij = 0 otherwise.
Then the Cluster-based Cooperative Output Regulation Problem of the Single-integrator Systems (CCORPSS) can be stated as to design a distributed feedback controller such that the closed-loop system composed of the multi-agent system, the exosystems and the controller is exponentially stable, and the agents in diverse clusters track the different reference trajectories exponentially while rejecting the disturbances asymptotically, respectively.
With the compensator, the dynamic state feedback control law is defined as follows:
where G and K i are gain matrices to be determined. As the controller is based on the distributed compensator, thus in the following we call the controller a distributed controller. Remark 2: Regard the exosystems as the leaders of the clusters, respectively, and the agents in those clusters as their followers. For l = 1, . . . , p, letḠ l be the graph comprising G l , the leader, and the directed edges from the leader to those agents in V l . Then the associated Laplacian matrix of
. . , p. D l specifies which agents in the lth cluster can access the measurements of the leaders.
Then the Laplacian matrixL of the induced graph G is:
where
Then the closed-loop system by the composition of the singleintegrator systems (2), the exosystems (3), and the control law (5) can be denoted as follows:
With the above preparations, now we rephrase the CCORPSS below.
Given the single-integrator systems in (2), the exosystems in (3), and the diagraph G, find the control law in (5) such that the following properties hold: Property 1.1: The matrix A c is Hurwitz, that is, all the eigenvalues of A c have negative real parts. Property 1.2: For any initial conditions x i (0), η i (0), v i (0), the trajectories of the closed-loop system (7) satisfy lim t→∞ e i (t) = lim t→∞ (Cx i (t) + Fv i (t)) = 0 ∀i ∈ V l , i = 1, . . . , N , l = 1, . . . , p.
In order to solve the problem, a standard assumption is needed below.
Assumption 2: For every l = 1, . . . , p, there exists a unique solution (X l , U l ) such that the following regulator equations hold:
Notice that for the single-integrator system (2), the above regulator equation has a solution with X l being the same one, yet U l is different as S l is different, for l = 1, . . . , p. Before solving the problem, we give some lemmas which will be used to prove the solvability condition of the problem. Lemma 2 [1] : Consider the following autonomous system:ẋ
andS are constant matrices with conformable dimensions. AssumeS has no eigenvalues with negative real parts andȂ c is Hurwitz. Then lim t→∞ȇ (t) = 0 if and only if there exists a unique matrix X c such that
Lemma 3: If D l is designed such that eachḠ l , l = 1, . . . , p, has a directed spanning tree, then for the Laplacian matrixL there exists a positive diagonal matrix such that
Proof: By condition (H 24 ) of Theorem 2.3 in [20] , there exists a diagonal positive matrix such that (10) holds if L is a nonsingular M-matrix. Then by condition (C 10 ) it is equivalent to proveL is nonsingular andL +D is nonsingular for each positive diagonal matrixD. In fact, as the cluster
and D l is designed such that eachḠ l , l = 1, . . . , p, has a directed spanning tree, then there is no root in the followers of each cluster. SupposeL is singular. Then it must not be full rank. By the elementary transformation, there would be a zero row inL , which implies there is a follower node which has only child nodes but no parent nodes, that is, there would be a follower node which is a root. That is a contradiction. Therefore,L must be nonsingular. Besides, asL +D is strongly diagonally dominant, thus it is also nonsingular. Therefore,L is a nonsingular M-matrix. The proof is completed. 
Lemma 3 it has > 0 if D l is designed such that eachḠ l , l = 1, . . . , p, has a directed spanning tree. Let γ = λ min ( ), VOLUME 7, 2019 and choose a scalar µ such that 0 < µ ≤ γ . Then (I q , S l ) is detectable yields a solution Q to the following Riccati inequality
Now we present the solvability condition of the problem. Theorem 1: Under Assumptions 1, and 2, choose G such that BG is Hurwitz, and let K i = U l − GX l ∀i ∈ V l and L = Q −1 C T v with Q determined by the Riccati inequality in (12) . Then the CCORPSS can be solved by the distributed state feedback control law in (5) if eachḠ l , l = 1, . . . , p, has a directed spanning tree.
Proof: From the structure of A c , showing S −L ⊗LC v is Hurwitz suffices to prove A c is Hurwitz. The Riccati inequality in (12) guarantees the following inequality:
Define a Lyapunov function as follows:
Deriving the Lyapunov function along (11) yieldṡ
where = diag{ 1 , . . . , p }, with i ∈ R n l ×n l , l = 1, . . . , p, being the diagonal submatrices of . Let L = Q −1 C T v , and υ η = √ ⊗ I q e η . Then the above equality can be rewritten aṡ
which together with (13) impliesV < 0. Then lim t→∞ e η (t) = 0 and the eigenvalues of S −L ⊗ LC v are all with negative real parts. Thus A c is Hurwitz, that is, (G, K i , L) renders the closed-loop system (7) Property 1.1.
To show Property 1.2 holds, let
and As the eigenvalues of A c and S do not coincide, X c is the unique matrix satisfying (14) . Then by (14) and (15), X c is the unique solution satisfying (9) . By Lemma 2, lim t→∞ e(t) = 0. If an acyclic cluster partition is assumed, i.e. there are no cycles among G l , l = 1, . . . , p, which leads to the induced Laplacian matrix in a lower triangular block form [15] , then the sufficient condition in Theorem 1 is also necessary in this case.
Theorem 2: Suppose the graph G has an acyclic partition, choose G such that BG is Hurwitz, and let K i = U l − GX l ∀i ∈ V l and L = Q −1 C T v with Q determined by the Riccati inequality in (12) . Then under Assumptions 1, and 2, the CCORPSS can be solved by the distributed state feedback control law in (5) if and only if eachḠ l , l = 1, . . . , p, has a directed spanning tree.
Proof: Sufficiency was shown in Theorem 1. Here we need only to prove the necessity.
If G has an acyclic partition, then the Laplacian matrixL reduces to the lower triangular block form [15] , i.e.
If the CCORPSS can be solved by the distributed control law in (5), then A c in (7) is Hurwitz, so is S −L ⊗ LC v . Assume that λ l , = 1, . . . , n l , are the eigenvalues of L ll , l = 1, . . . , p, respectively. Then there exist invertible matrices T l , l = 1, . . . , p, such thatL ll , l = 1, . . . , p, are similar to Jordan canonical matrices, i.e. T −1 lL ll T l = J l = diag{J l1 , . . . , J ls l }, where J lk , k = 1, . . . , s l , l = 1, . . . , p, are upper triangular Jordan blocks, whose principle diagonal elements consist of λ l , = 1, . . . , n l , l = 1, . . . , p. Then we have
SinceJ is a lower triangular block matrix, the eigenvalues of S−L ⊗LC v are given by the eigenvalues of I n l ⊗S l −J l ⊗LC v , l = 1, . . . , p, which, simultaneously, are given by those of S l − λ l LC v , l = 1, . . . , p, = 1, . . . , n l . Therefore, all the eigenvalues of S l − λ l LC v , l = 1, . . . , p, are in the open left half plane. By Assumption 1, S l has no eigenvalues with negative real parts for every l = 1, . . . , p. If there exists λ l = 0 for some fixed l and , then the corresponding eigenvalue of S l − λ l LC v would not be in the open left half plane. Thus all λ l , = 1, . . . , n l , l = 1, . . . , p, satisfy λ l = 0, and Re(λ l ) > 0 according to Lemma 1. Recall the form of the Laplacian matrix ofḠ l , i.e.L ll = 0 0 1×n l −D l I n lL ll , which indicates eachL ll , l = 1, . . . , p, has exactly one zero eigenvalue. By Lemma 1 again, eachḠ l , l = 1, . . . , p, contains a directed spanning tree. If all the exosystems are subject to a common exosystem, i.e.v 1 = S 1 v 1 , then the sufficient condition in Theorem 1 is also necessary, which is shown below.
Theorem 3: Under Assumptions 1, and 2, let
where Q is determined by the Riccati inequality in (12) with l = 1. Then the CCORPSS can be solved by the distributed state feedback control law in (5) if and only if eachḠ l , l = 1, . . . , p, has a directed spanning tree.
If the CCORPSS can be solved by the distributed control law in (5) , then A c in (7) is Hurwitz, which implies the eigenvalues of S −L ⊗ LC v are all in the open left half plane. Assume that λ l , l = 1, . . . , p, = 1, . . . , n l , are the eigenvalues ofL . Then there exists an invertible matrix T such thatL is similar to a Jordan canonical matrix, i.e.
where J k , k = 1, . . . , s, are upper triangular Jordan blocks, whose principle diagonal elements consist of λ l , = 1, . . . , n l , l = 1, . . . , p. Then
which means the eigenvalues of S −L ⊗ LC v are given by the eigenvalues of S 1 − λ l LC v , = 1, . . . , n l , l = 1, . . . , p. Similar to the proof of Theorem 2, we can show all λ l , = 1, . . . , n l , l = 1, . . . , p, satisfy λ l = 0 and Re(λ l ) > 0. Therefore,L is a nonsingular M-matrix by condition (G 20 ) of Theorem 2.3 in [20] . That suggests each principle submatrix ofL is a nonsingular M-matrix. Hence, eachL ll , l = 1, . . . , p, is a nonsingular M-matrix, and again by condition (G 20 ) the real part of each eigenvalue ofL ll , l = 1, . . . , p, is positive. Recall the form of the Laplacian matrix ofḠ l , i.e.L ll = 0 0 1×n l −D l I n lL ll , and we can conclude eachL ll , l = 1, . . . , p, has exactly one zero eigenvalue. By Lemma 1, eachḠ l , l = 1, . . . , p, has a directed spanning tree.
III. CLUSTER-BASED COOPERATIVE OUTPUT REGULATION OF LINEAR SYSTEMS
In this section, the cluster-based cooperative output regulation problem of the linear agents is addressed. By considering the states of the plant which cannot be accessed by all the agents in each cluster either, the distributed output feedback controller is designed to solve the problem. The agents with the linear system dynamics are described as follows:ẋ
where y i is the output to be regulated of agent i; v i = v l , ∀i ∈ V l , is generated by the exosystems in (3) . Similarly, some standard assumptions are listed below. Assumption 3: The pair (A B) is stabilizable, and every pair [C F], A E 0 S l , for l = 1, . . . , p, is detectable. Assumption 4: For every l = 1, . . . , p, there exists a unique solution (X l , U l ) such that the following regulator equations hold:
Still consider the graph G of the interaction topology among the agents has p cluster partition {V 1 , . . . , V p }, and G 1 , . . . , G p denote the underlying graph topologies of clusters {V 1 , . . . , V p }, respectively, which induce the digraph G in the sense of Definition 1.
The following output feedback control law based on a distributed observer is introduced:
are gain matrices to be designed; d i > 0 if agent i can access the regulated output e i , and d i = 0 otherwise; a ij is the same as what is defined in (5) . Let x c = x T ξ T η T T , and let ξ = ξ T 1 , . . . , ξ T N T . Then the closed-loop system consisting of systems in (16) , the exosystems in (3), and the control law in (18) is:
Now we formulate the cluster-based cooperative output regulation problem for the linear agents mathematically. VOLUME 7, 2019 Cluster-Based Cooperative Output Regulation Problem of Linear Systems (CCORPLS): Given the linear agents in (16) , the exosystems in (3), and the diagraph G, find the control law in (18) such that the following properties hold:
Property 2.1: The matrix A c is Hurwitz, that is, all the eigenvalues of A c have negative real parts. Property 2.2: For any initial conditions x i (0), ξ i (0), η i (0), the solutions of the closed-loop system (19) satisfy lim t→∞ e i (t) = lim t→∞ (Cx i (t) + Fv i (t)) = 0 ∀i ∈ V l , i = 1, . . . , N , l = 1, . . . , p.
Define (16) , and (18),
Let e ζ = [e T ζ 1 . . . e T ζ N ] T , and then (20) can be rewritten compactly as follows:
whereĀ = diag I n 1 ⊗Ā 1 , I n 2 ⊗Ā 2 , . . . , I n p ⊗Ā p . Similarly, if eachḠ l , l = 1, . . . , p, contains a directed spanning tree, then a scalar µ can be chosen so that the following Riccati inequality has a solution by Assumption 3:
The solvability condition of the problem are presented as the second of the main results in the following theorem. Theorem 4: Under Assumptions 1, 3, and 4, let K 1 be such that A + BK 1 is Hurwitz, K 2i = U l − K 1 X l , ∀i ∈ V l , and L = Q −1C T with Q determined by the Riccati inequality in (22) . Then the CCORPLS can be solved by the distributed output feedback control law in (18) if eachḠ l , l = 1, . . . , p, contains a directed spanning tree.
Proof: A c in (19) is equivalent to the following matrix, by subtracting the first row from the second row and adding the second column to the first column:
is stabilizable implies there exists K 1 such that A+BK 1 is Hurwitz. Thus we need only to show A L is Hurwitz. Define a Lyapunov function as follows: The derivative of the Lyapunov function along (21) yieldṡ
where l = ( l )⊗ Ā T l Q + QĀ l , l = 1, . . . , p. Substituting L = Q −1C T into the above equality giveṡ
Let ϑ = √ ⊗ I n+q e ζ . Theṅ As the eigenvalues of A c and S do not coincide, X c is the unique matrix satisfying (24) . Then by (24) and (25), X c is the unique solution satisfying (9) . By Lemma 2, lim t→∞ e(t) = 0. The proof is completed. If the exosystems are common, or if the Laplacian matrix is in a lower triangular form, then we have the following two corollaries which indicate the necessary and sufficient solvability conditions. The proofs are similar to those of Theorem 2 and Theorem 3, respectively, and thus are omitted.
Corollary 1: Suppose the exosystems are common. Under Assumptions 1, 3, and 4, let K 1 be such that A + BK 1 is Hurwitz, K 2i = U l − K 1 X l , ∀i ∈ V l , and L = Q −1C T with Q determined by the Riccati inequality in (22) . Then the CCORPLS can be solved by the distributed output feedback control law in (18) if and only if eachḠ l , l = 1, . . . , p, has a directed spanning tree.
Corollary 2: Suppose the graph partition is acyclic. Under Assumptions 1, 3, and 4, let K 1 be such that A + BK 1 is Hurwitz, K 2i = U l − K 1 X l , ∀i ∈ V l , and L = Q −1C T with Q determined by the Riccati inequality in (22) . Then the CCORPLS can be solved by the distributed output feedback control law in (18) if and only if eachḠ l , l = 1, . . . , p, has a directed spanning tree.
Remark 3: If there is only one cluster, then Corollary 1 reduces to the solvability condition of the cooperative output regulation problem in [5] ; if the rejection of disturbances is not considered, Corollary 2 can be reduced to the necessary and sufficient cluster consensus condition by a simple transformation, which can cover the sufficient condition in [15] .
IV. ILLUSTRATIVE EXAMPLE
Consider the following linear agents:
where the exogenous signals are generated by the following exosystem:v with ω 1 = 1, ω 2 = 0.9, and ω 3 = 0.8. The cluster partition is shown in Figure 1 , where 3 clusters are defined and the graph of the interaction topology among the agents are divided into G 1 , G 2 and G 3 , with V 1 = {1, 2}, V 2 = {3, 4, 5}, and V 3 = {6, 7}. Each cluster has the different exogenous signal from the others, and agents 1, 4 and 7 in clusters G 1 , G 2 and G 3 , respectively, can access the exogenous signals. The control objective is aimed at designing a distributed output feedback control law in the form of (18) , which makes the agents in every cluster track their reference inputs and reject the disturbances, respectively. It is testable that the conditions in Theorem 2 are satisfied. Solving the regulator equations in (17) The pole assignment method is utilized to find the matrix gain K 1 = [0 0 − 2] guaranteeing A + BK 1 to be Hurwitz; then K 2i = U 1 − K 1 X 1 = [1 1] ∀i ∈ V 1 , K 2i = U 2 − K 2 X 2 = [1.19 0.8] ∀i ∈ V 2 , and K 2i = U 3 − K 3 X 3 = [1.36 0.6] ∀i ∈ V 3 . Apply the distributed output feedback control law in (18) to (26). Figure 2 shows the regulated outputs of the agents, and Figure 3 shows the outputs of the agents, respectively. It can be seen that agents can track the desired trajectories and reject the disturbance effectively, verifying the effectiveness of the theoretical results.
V. CONCLUDING REMARKS
The cluster-based cooperative output regulation problem has been investigated in this paper. It is focused on the cooperative output regulation of the multi-agent systems that involve into or work in clusters, and the exogenous signals differ in accordance to the different clusters. The aim is to design the distributed feedback control laws, with which the agents in diverse clusters track the different reference trajectories exponentially, while rejecting the disturbances asymptotically, respectively. The problem for the linear single-integrator agents has been firstly considered, and the distributed state feedback control law has been designed to solve the problem. Then the problem for the linear agents has been solved by designing the distributed output feedback control law. The sufficient solvability conditions are obtained, which have been shown to be necessary and sufficient under some conditions. Simulation results have verified the effectiveness of the developed theoretical methods. The work in this paper can provide a framework, and based on the framework, the other issue that the agents have to be close to each other in order to exchange information can be solved, which will be the future work for us, as well as the cluster-based cooperative output regulation problem of the nonlinear multi-agent systems [21] [22] [23] [24] .
