Abstract: This paper provides an overview of problems in multivariate modeling of epidemiologic data, and examines some proposed solutions. Special attention is given to the task of model selection, which involves selection of the model form, selection of the variables to enter the model, and selection of the form of these variables in the model. Several conclusions are drawn, among them: a) model and variable forms should be selected based on regression diagnostic procedures, in addition to goodness-of-fit tests; b) vari-
Introduction
All statistical methods are based on mathematical models for the process generating the data. Statistical modeling may be defined as using the data to select an explicit mathematical model for the data-generating process. Model selection and model explicitness distinguish modeling from more basic statistical methods.
Although modeling can be useful for detecting and summarizing data patterns in a more efficient manner than simple stratified analyses, these advantages are purchased by a higher risk of bias. The assumptions used in most modeling procedures are more restrictive than those used in simple stratified analyses; if one or more of these assumptions are incorrect, the estimates and tests derived from modeling may be seriously compromised. Vandenbroucke' proposed two complementary solutions to this problem: a) attempt to fit a complete family of models in order to see what conclusions seem to follow regardless of the model one selects; and b) validate modeling results against the results obtained from simple cross-tabulation. The latter suggestion is relatively straightforward to implement, and was in fact recommended by the forefathers of current modeling approaches in epidemiology.2 The first suggestion, however, is not quite as straightforward to implement, because any truly "complete" family of models will be too large to allow one to fully explore the consequences of using different models in the family. Neither suggestion gets at the problem of deciding which variables should be controlled (by stratification or modeling) when estimating exposure effects.
The present paper provides an overview of the problems that arise in the selection of models and control variables, and examines some of the proposed solutions. Because current knowledge is so limited, the present paper is not intended to provide a definitive guide to modeling. Nevertheless, some conclusions and recommendations can be culled from the literature. One recommendation is worth stating at the outset: To maximize the validity of model-based estimates, an investigator should use both the data and prior information to critically evaluate the epidemiologic assumptions implied by the model and the statistical assumptions required by the model.
The Problem of Model Selecion
Investigators who decide to use a multivariate model to estimate exposure effects face a bewildering variety of potential models. Consider a situation in which one wishes to estimate the effect of one exposure factor, and one has data containing seven potential "control" variables (covariates) with possible confounding or interactive effects. How many different models could one construct for the process that generated these data?
First, one has a virtually limitless number of model forms to choose from, since there is a model form corresponding to every way in which one can express the dependent variable (e.g., incidence rate) as a mathematical function of the exposure and control variables. Having selected a model form, one will have to choose a subset from the 27 = 128 possible subsets ofthe variables to enter in the model. Having selected, say, four ofthe seven variables to enter in the model as control variables, one will have to choose among six possible two-way interactions of the four control variables, plus four possible two-way interactions of the control variables with the exposure, for a total of 26+4 = 1,024 possible combinations of two-way interactions to enter in the model. For every control variable measured on a continuous scale, one will also have to choose from the infinitude of forms in which to enter the variable in the model, e.g., it could be entered: a) as a categorical variable (in which case the number of categories and the appropriate cutpoints must be chosen); b) as a single continuous variable, possibly after some transformation (e.g., logarithmic); or c) as several polynomial terms, e.g., x and x2 (in which case the number of variables in the model is increased).
All of the above choices are complicated by the fact that they are confounded, in that what appear to be the best model and variable forms will be influenced by the choice of variables and product terms, and vice-versa.* Even restriction to a few common forms of models and transformations will still leave thousands of possible choices. Small wonder, then, that many investigators adopt an automated approach packaged model, enter continuous variables "as is" (without considering transformations), and select variables for the model according to some mechanical algorithm. The b) The joint effects of exposure and the control variables are multiplicative (for example, if a one-unit increase in x alone multiplies incidence two-fold and a one-unit increase in z, alone multiplies incidence three-fold, a simultaneous one-unit increase in both x and z, will multiply incidence by six-fold). Neither assumption is reasonable in all applications.9 Although much research has been done examining alternative or more general model forms,'S'9 none of this research has directly addressed the issue of how much inferences about exposure effects will be distorted if the effects are estimated from a model whose assumptions are violated (i.e., a misspecified model). This is somewhat unfortunate, since in epidemiologic applications any model is at best a rough approximation to the "true" disease pattern. There is however a growing body of research on the effect of using an incorrect model (e.g., see White20), and several conclusions can be drawn from this work.
First, the usual standard-error estimates for the coefficient estimates will be biased if After this preliminary screening, there still may be more candidate variables than observations, in which case one cannot fit a model containing all the candidate variables. Even if one can enter all or most of the candidate variables in a model, the estimate of exposure effect derived from the resulting model may be highly unstable or biased; this is especially likely to occur if the set of variables entered in the model has a high multiple correlation with the study exposure. It thus can be valuable to select for control only a limited subset of the candidate variables. In doing so, however, one will confront the following dilemma: No matter what selection procedure is used, the validity ofthe estimates and tests obtained from the final model depends on the assumption that the omitted variables are not in fact confounders (conditional on control of the included variables); but, in practice, there will always be uncertainty regarding the validity of this assumption (were there no uncertainty, no variable-selection algorithms would be needed).
In a sense, variable selection parallels screening for disease: a variable-selection algorithm is a screening device, and a good algorithm will be highly sensitive for detecting confounders and highly specific for screening out nonconfounders. Nevertheless, the performance of an algorithm must be evaluated primarily in terms of the validity of the In most situations, if one includes the product ("interaction") of two variables in a model, one should also include the single terms ("main effects") for each variable;8 this rule is sometimes called the hierarchy principle.29 Models containing a product xz but not both components x and z depend on the coding of x and z for proper interpretation, and are usually implausible or nonsensical in subject-matter terms. For example, if x and z are binary indicators of the presence of two conditions (1 = present, 0 = absent), a model with xz but neither x nor z entered implies that x and z have an effect only in one another's presence.
The decision to enter a product term involving exposure in the model may be based in part on the magnitude of the variation in effect (effect modification) that is apparent when the term is in the model. In the preceding example, if z" and z' represent high and low observed values of z, the magnitude of variation in the effect of exposure level x" versus exposure level x' can be measured by the ratio of the odds ratios: Here, significance testing is useful. A small p value for the product-term coefficient indicates that at least the direction of variation in effect (e.g., increasing or decreasing with z) will be correctly estimated if the term is entered. On the other hand, a large p value indicates that such variation as exists cannot be estimated with any assurance that the apparent direction of variation is correct. Furthermore, if the coefficient of the product term cannot be accurately estimated, a more accurate estimate of the average effect of exposure may result from omitting the term. Thus there is some justification for omitting from the model product terms involving exposure with "nonsignificant" p values, as long as one recognizes that this omission is more out of statistical necessity than actual lack of effect variation, and that the criterion for significance may be best set much higher than 0.05. In particular, one should not conclude from a large p value that no variation is present, since a large p value may also result if important variation is present but there is insufficient power to detect it. On the other hand, one must be aware that the need for such product terms indicates that the model form may be a poor one for representing exposure effects.
Effects of Measurement Error
There has been considerable research on the effects of measurement error on effect estimates. Most of this literature is highly technical, but since measurement error is usually a major source of bias in estimates, the analyst should be aware of its potential effects.
Errors of measurement in a variable are nondifferential if they are not associated with the true value of any variables in the problem; otherwise the errors are differential. The errors in two variables are said to be independent if the errors in one variable are not associated with the errors in the other; otherwise the errors are said to be dependent. One important result is that if the errors in the outcome variable and a covariate are independent and nondifferential, the bias in the covariate coefficient estimate produced by these errors will be "towards the null," i.e. toward zero. 5 confront the problem of control-variable selection; and both types of analyses will ultimately be limited by the size and quality of the data set, for neither approach can compensate for methodological shortcomings of the study (such as misclassification, selection bias, or lack of power to address the questions of interest).
The chief advantages of modeling are that it allows one to control more potential confounders than one could in simple stratified analysis, and it allows one to more precisely estimate variation in the effect of exposure across levels of other factors (effect modification). These advantages come at the price of stronger assumptions about effects of exposure and covariates on outcome measures. This need for stronger assumptions implies that proper use of modeling will be more laborious than stratified analyses, since the assumptions should be carefully checked. More effort will also be required to correctly interpret and intelligibly present modeling results.
One can view the problems discussed here as consequences of a more general problem of causal inference in epidemiology: Because confounding is a complex and unknown function of many covariates, there is rarely enough information in nonexperimental data to allow one to construct an acceptably accurate estimate of exposure's effect from the data alone.37 One can obtain an effect estimate of acceptable precision only by making certain assumptions (e.g., that the effects of all the continuous covariates follow a linear dose-response curve); if, however, these additional assumptions are incorrect, then the estimate based on the assumptions will be biased to an unknown degree.37 A particular consequence of this dilemma is that one should not expect a model-based estimate to incorporate lower total error than a simple stratified estimate which is adjusted for the same covariates, unless some of the additional implications of the model (e.g., linearity of dose response) are approximately correct. This caution applies even if the model is only used to construct a risk score for stratification (e.g., as in reference 3).
Vandenbroucke' proposed a set of sensible guidelines for employing stratified and modeling methods in a complementary fashion. These 
