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1. Introduction
An important theorem of Schur asserts that the Hadamard product of positive semidefinite matri-
ces is positive semidefinite; see [4] for a comprehensive overview of Hadamard product and Schur’s
theorem. Let A = (Aαβ) and B = (Bαβ) be p× p blockmatrices in which each block is an n× nmatrix
with complex entries. Horn, Mathias and Nakamura [7] defined a block Hadamard product A  B by
A  B := (AαβBαβ), where AαβBαβ denotes the usual matrix product of Aαβ and Bαβ . If A and B are
Hermitian matrices, then A  B is Hermitian if and only if
Aαβ commutes with Bαβ , α, β = 1, . . . , p. (1)
This indicates that Schur’s theorem can be generalized to the block Hadamard product only under
certain commutation assumptions. In Section 3 of the present short note we shall discuss the question
to what extent commutativity is needed to generalize Schur’s theorem. We shall prove that A  B is
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positive semidefinite if A and B are positive semidefinite and every block of A commutes with every
block of B. On the other hand, an example due to Marcus and Watkins [11] shows that as soon as this
rather strong commutation assumption is slightly weakened, positive semidefiniteness of A  B may
be lost. Section 3 also contains a generalization of Oppenheim’s inequality [12] to the block Hadamard
product and some results that are closely related to Schur’s theorem, for example, estimates for the
lower bound of the minimal eigenvalue of A  B.
Sincemanyproperties of theHadamardproduct of twomatrices canbe easily obtained from the fact
that it is a principal submatrix of their Kronecker product, it is natural to study a corresponding block
Kronecker product if one is interested in the product  . In Section 2we shall introduce a suitable block
generalization of the Kronecker product and give its basic properties. We mention that our definition
of a block Kronecker product is aimed at applications to the block Hadamard product and differs from
known block generalizations of the Kronecker product, whichwere introduced for other purposes; see
[10] for a short account of the subject as well as [8,9,13].
For a matrix with complex entries we denote by A∗, A, A+ and A¯ its adjoint, transpose, Moore–
Penrose inverse, and matrix with complex conjugate elements, respectively. If A is a square matrix, let
det A be its determinant, and if it is invertible, A−1 stands for its inverse.
2. A block Kronecker product
LetN be the set of positive integers. Form, n, p, q ∈ N letMm,n be the linear space ofm×nmatrices
with complex entries and let Mp,q(Mm,n) be the space of p × q block matrices A = (Aαβ)β=1,...,qα=1,...,p,
whose α, β entry belongs toMm,n. IdentifyingMp,q(Mm,n) withMpq,mn, we can apply to the matrices
ofMp,q(Mm,n) any matrix operation.
Definition 2.1. Let m, n, l, p, q, s, t ∈ N. For A ∈ Mm,l and B = (Bμν) ∈ Ms,t(Ml,n) define a block
Kronecker product A B by
A B := (ABμν)ν=1,...,tμ=1,...,s ,
where ABμν denotes the usual matrix product of A and Bμν . If A = (Aαβ) ∈ Mp,q(Mm,l) set
A  B := (Aαβ  B)β=1,...,qα=1,...,p .
In the case m = n = l = 1 the previous block Kronecker product coincides with the Kronecker
product ofmatriceswith complex entries and in the case p = q = s = t = 1 the usualmatrix product
is obtained. Note that
the matrix in the ((α − 1)s + μ)th block row and the ((β − 1)t + ν)th block
column of A  B is equal to AαβBμν , α = 1, . . . , p, β = 1, . . . , q, μ = 1, . . . , s,
ν = 1, . . . , t,
(2)
and that the operation  has the following properties.
Property (i): The block Kronecker product establishes a bilinear map
 : Mp,q(Mm,l) × Ms,t(Ml,n) → Mps,qt(Mm,n).
Property (ii): The block Kronecker product is associative, i.e.
(A  B) C = A  (B  C)
for A ∈ Mp,q(Mm,l), B ∈ Ms,t(Ml,n), C ∈ Mu,v(Mn,k), u, v, k ∈ N.
Property (iii):We have
A  B = A¯  B¯
for A ∈ Mp,q(Mm,l), B ∈ Ms,t(Ml,n).
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Many properties of the Kronecker product depend on the fact that multiplication of complex num-
bers is commutative. To generalize them to our block Kronecker product it is necessary to make some
commutation assumptions. In what follows we deal with the spaceMp,q := Mp,q(Mn,n) of p× q block
matrices, whose blocks are n × n matrices. Set Mp := Mp,p, Mn := Mn,n and denote by Ip ∈ Mp the
pn × pn identity matrix, which is partitioned according to the block structure of the matrices ofMp.
Definition 2.2. We call matrices A ∈ Mp,q, B ∈ Ms,t block commuting and denote this by AbcB if
every n × n block of A commutes with every n × n block of B.
Using (2), it follows that for matrices A ∈ Mp,q, B ∈ Ms,t the following assertions are true.
Property (iv): (A  B) = A  B and (A  B)∗ = A∗  B∗ if and only if AbcB.
Property (v): Let A and B be Hermitian. Then A  B is Hermitian if and only if AbcB.
The following generalization of themixed-product property of the Kronecker product plays a key role.
Proposition 2.3. Let p, q, s, t, u, v ∈ N, A ∈ Mp,q, B ∈ Ms,t , C ∈ Mq,u, D ∈ Mt,v.
(a) If BbcC then (A  B)(C D) = AC  BD.
(b) A  B = (A  Is)(Iq  B).
(c) A  B = (Ip  B)(A  It) if and only if AbcB.
Proof. Using (2) one obtains (a) by elementary computations. Assertion (b) and the “if-part” of (c) are
immediate consequences of (a). Since the matrix in the ((α − 1)s + μ)th block row and ((β −
1)t + ν)th block column of (Ip  B)(A  It) is equal to BμνAαβ , from (2) it follows that equality
A  B = (Ip  B)(A  It) yields AαβBμν = BμνAαβ , α = 1, . . . , p, β = 1, . . . , q, μ = 1, . . . , s,
ν = 1, . . . , t. 
The preceding proposition is useful in several directions. As its first applicationwe obtain a formula
for the Moore-Penrose inverse of the block Kronecker product of two matrices.
Lemma 2.4. Let A ∈ Mp,q, B ∈ Ms,t .
(a) If B is invertible, then AbcB if and only if AbcB
−1.
(b) If AbcB and AbcB
∗, then AbcB+.
Proof. Assertion (a) follows from the fact that B−1 is a polynomial in B. Since B+ = limε↓0 B∗
(BB∗ + εIs)−1, see [5, Problem 7.3.9], we obtain (b) from (a). 
Proposition 2.5. Let A ∈ Mp,q, B ∈ Ms,t and assume that AbcB.
(a) If AbcB
∗, then (A  B)+ = A+  B+.
(b) If A or B is normal, then (A  B)+ = A+  B+.
Proof. (a)Use Lemma2.4 andProposition2.3 to verify thatA+  B+ satisfies all characterizing features
of (A  B)+; see [5, Problem 7.3.7].
(b) Assume that B is normal, which implies that s = t. For any n× n block Aαβ of A consider the block
diagonal matrix Dαβ := Aαβ  Is. Since Aαβ commutes with every block of B, Dαβ commutes with B
and, hence, withB∗. Thus Aαβ commuteswith every block ofB∗ and Lemma2.4 yieldsAbcB+. Applying
(a), we get (A  B)+ = A+  B+. If A is normal, the proof is analogous. 
Even in the case p = q = s = t = 1, examples show that the formula (A  B)+ = A+  B+ need
not be valid if A and B are not block commuting and A and B are not normal. For example, choose
A = B :=
(
1 1
0 0
)
∈ M1(M2).
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Then A  B = A2 = A and A+ = 1
2
A∗, hence, (A  B)+ = 1
2
A∗ = 1
4
A∗ = A+  B+.
For squarematrices the result of Proposition 2.3 can be complemented by another useful assertion.
Proposition 2.6. For p, s ∈ N, there exists a block permutation matrix P ∈ Mps such that
P(A  B)P = B A if A ∈ Mp, B ∈ Ms and AbcB, (3)
in particular,
P(A  Is)P = Is A for any A ∈ Mp. (4)
Proof. There is a permutation matrix P ∈ Mps such that
P(A ⊗ B)P = B ⊗ A for A ∈ Mp, B ∈ Ms, (5)
where A ⊗ B denotes the Kronecker product of A and B; see [6, Eq. (4.3.12)]. Let P ∈ Mps denote the
block permutation matrix whose α, β block entry is the n × n unit matrix or the n × n zero matrix
if the α, β entry of P is 1 or 0, respectively. Replacing the operations with complex numbers in (5) by
corresponding operations with n × nmatrices, we see that (5) implies (3). 
Corollary 2.7. Let A ∈ Mp, B ∈ Ms. Then:
(a) det(A  B) = det As · det Bp,
(b) A  B is invertible if and only if A and B are invertible,
(c) for invertible A and B we have (A  B)−1 = A−1  B−1 if and only if AbcB.
Proof. Proposition 2.3 (b) and (4) yield (a) and, hence, (b). The “if part” of (c) follows from Lemma 2.4
(a) and Proposition 2.3 (a). Assume, conversely, that (A  B)−1 = A−1  B−1. By Proposition 2.3 (b)
and (4) we get
(A  B)−1 = (Ip  B)−1(A  Is)−1
= (Ip  B−1)(P(Is A)P)−1 = (Ip  B−1)(A−1  Is)
which implies that A−1  B−1 = (Ip  B−1)(A−1  Is). To obtain AbcB apply Proposition 2.3 (c) and
Lemma 2.4 (a). 
From Corollary 2.7 (a) we can conclude that the block Kronecker product of square matrices A and
B is invertible if and only if A and B are invertible. The following example shows that, in contrast with
the Kronecker product, the block Kronecker product of two non-square matrices can be invertible.
Example 2.8. Let
A :=
⎛
⎝1 0 1 0
1 0 0 0
⎞
⎠ ∈ M1,2(M2), B :=
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0
0 0
0 1
0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
∈ M2,1(M2).
Then
A  B =
⎛
⎜⎜⎜⎜⎜⎜⎝
1 0 1 0
1 0 0 0
0 1 0 1
0 1 0 0
⎞
⎟⎟⎟⎟⎟⎟⎠
is invertible.
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With the aid of Proposition 2.3 (b), which identifies the block Kronecker product with a usual
matrix product, one can obtain several properties of the former from known properties of the latter.
For example, if A ∈ Mp, B ∈ Ms are Hermitian, then A  Is and Ip  B are Hermitian and A  B becomes
the product of two Hermitian matrices, a fact that can be expressed in several equivalent forms [5,
Theorem 4.1.7]. Let us mention the following results for positive semidefinite matrices, which could
also be formulated in a form where the roles of A and B are changed.
Corollary 2.9. Let A ∈ Mp, B ∈ Ms.
(a) If A is positive semidefinite and B is Hermitian, then A  B has only real eigenvalues, the number
of positive and negative eigenvalues of A  B is not larger than p times the number of positive and
negative eigenvalues of B, respectively, and the dimension of the null space of A  B is not smaller
than p times the dimension of the null space of B.
(b) If A is positive definite and B is Hermitian, then A  B is a diagonalizable matrix, whose number
of positive, negative and zero eigenvalues equals p times the number of positive, negative and zero
eigenvalues of B, respectively.
(c) If A is positive definite and B is such that A  B is Hermitian, then B is a diagonalizable matrix that
has only real eigenvalues, and the number of positive, negative and zero eigenvalues of A  B equals
p times the number of positive, negative and zero eigenvalues of B, respectively.
Proof. Use Proposition 2.3 (b), formula (4) and then [5, Problem 7.6.3] and [5, Theorem 7.6.3] to obtain
(a) and (b), respectively. Since (A  Is)−1(A  B) = Ip  B, assertion (c) follows from (b). 
Remark 2.10. Note that under the assumptions of Corollary 2.9 (a) thematrixA  B it is not necessarily
diagonalizable.
FromCorollary 2.9 (a) it follows that all eigenvalues ofA  B are real and non-negative ifA and B are
positive semidefinite. We can strengthen this result by giving estimates for the eigenvalues of A  B.
To do this, we denote by λmax(A) and λmin(A) the largest and smallest eigenvalue, respectively, of a
matrix A, all eigenvalues of which are real.
Proposition 2.11. Let A ∈ Mp, B ∈ Ms be positive semidefinite. Then
λmin(A)λmin(B)  λmin(A  B),
λmax(A  B)  λmax(A)λmax(B).
Proof. IfA andB are positive semidefinite, then by Proposition 2.3 (b) and (4) it follows thatA  B is the
product of two positive semidefinitematricesA  Is and Ip  B. Sincewe haveλmax(A) = λmax(A  Is),
λmin(A) = λmin(A  Is) and analogous relations for B and Ip  B, the inequalities follow from the
corresponding inequalities for the eigenvalues of a product of positive semidefinite matrices. 
Corollary 2.12. Let A ∈ Mp, B ∈ Ms be positive semidefinite. Then A  B is positive semidefinite if and
only if AbcB. Moreover, A  B is positive definite if and only if A and B are positive definite and AbcB.
Proof. The first assertion follows from Corollary 2.9 (a) and Property (v). The second assertion is a
consequence of the first one and of Corollary 2.7 (a). 
3. Block Hadamard product
Definition 3.1. For A = (Aαβ), B = (Bαβ) ∈ Mp,q, define the block Hadamard product A  B by
A  B := (AαβBαβ)β=1,...,qα=1,...,p .
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The block Hadamard product was introduced in [7]. If n = 1, i.e., if A and B are p× qmatrices with
complex entries, it coincides with the classical Hadamard product. If p = q = 1, it is identical with
the usual matrix product. Since A  B is a principal submatrix of A  B, the results of Section 2 can be
applied to obtain some properties of the block Hadamard product.
Proposition 3.2. If A, B ∈ Mp are positive semidefinite and AbcB, then
λmin(A)λmin(B)  λmin(A  B), (6)
λmax(A  B)  λmax(A)λmax(B). (7)
Proof. Use Corollary 2.12 and Proposition 2.11. 
Corollary 3.3. Let A, B ∈ Mp and AbcB. If A and B are both positive semidefinite or both positive definite,
then A  B is positive semidefinite or positive definite, respectively.
Proposition 3.4. Let A, B ∈ Mp. If AbcB and A and B are positive definite, then
A−1  B−1 = B−1 A−1  (A  B)−1 = (B A)−1.
In particular, if AbcA and A is positive definite, then
A−1 A−1  (A A)−1 (8)
and
A A−1 = A−1 A  Ip  (A−1 A)−1 = (A A−1)−1. (9)
Proof. UseCorollary 2.12, Corollary 2.7 (c), Lemma2.4 (a) and the fact that for a positive definitematrix
C, the inverse of a principal submatrix is not larger than the corresponding principal submatrix of C−1
with respect to Loewner’s semi-ordering. 
Letusmention that inequalities (8) and (9) canbeeasilyderived fromthecorresponding inequalities
for the classical Hadamard product [5, Theorem 7.7.9]. For if AbcA and A is Hermitian, then the blocks
of A form a commuting family of normal matrices. Therefore, there exists a unitary U ∈ Mn such that
(U  Ip)A(U∗  Ip) = D, where any blockDαβ of thematrixD is diagonal. In thismanner further results
for the Hadamard product can be generalized to the block Hadamard product [2, Theorem 5].
Inequality (7) remains true for arbitrary positive semidefinite matrices and in this much more
general form it is an immediate consequence of the still more general inequality (3.13) in [7]. To what
extent can commutation assumptions be weakened in inequality (6) or at least in its Corollary 3.3?
Condition (1) is necessary for A  B to be positive semidefinite if A and B are positive semidefinite. On
the other hand, Marcus and Watkins [11] constructed positive definite matrices A,D ∈ M2 such that
A :=
(
A I2
I2 D
)
is positive definite butA A is not. This example shows that if one has non-commutativity
at least for two blocks, then positive definiteness of A  B can be spoiled. For a better understanding of
the previous example recall that according to Albert’s theorem [1, Theorem 1], amatrix A :=
(
A I2
I2 D
)
is
positive semidefinite if and only if A  D−1  0. Therefore, to obtain a matrix A  0 such that A A
is not positive semidefinite, one has only to choose A andD in such away that inequality A  D−1  0
is satisfied, but A2  D−2 is not satisfied. Moreover, taking into account the Loewner–Heinz theorem
and the fact that the map a → Aa, a ∈ (0,∞), is continuous, we can conclude that there exists a
positive semidefinite matrix of the form
(
A I2
I2 D
)
such that
(
Aa I2
I2 D
a
)
is not positive semidefinite for any
a > 1 (here Aa is defined according to usual functional calculus for normal matrices). As to a ∈ (0, 1),
we can show that for n  2 there exist positive definitematrices A, B,D ∈ Mn such that ( A BB D )  0, but(
Aa Ba
Ba Da
)
is not positive semidefinite. Note first that if A, B,D ∈ Mn are positive definite, then according
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to Albert’s theorem the matrix
(
A B
B D
)
is positive semidefinite if and only if D  BA−1B. Therefore, if for
some a ∈ (0, 1) and arbitrary positive definite matrices A, B ∈ Mn we would have
(
Aa Ba
Ba (BA−1B)a
)
 0,
we would obtain the inequality
(BA−1B)a  BaA−aBa. (10)
This would imply that A−a = (B−1BA−1BB−1)a  B−a(BA−1B)aB−a, hence BaA−aBa  (BA−1B)a,
which together with (10) would give (BA−1B)a = BaA−aBa for arbitrary positive definite matrices
A, B ∈ Mn. But such an equality is not true.
For block matrices of special structure the commutation assumption of Corollary 3.3 can be weak-
ened. The following result is a slight generalization of Theorem 2 in [2].
Proposition3.5. LetA = (Aαβ), B = (Bαβ) ∈ Mp,q be such thatAαβ commuteswithBαβ ,α = 1, . . . , p,
β = 1, . . . , q. If bothmatrices A˜ :=
(
Ip A
A∗ Iq
)
and B˜ :=
(
Ip B
B∗ Iq
)
are positive semidefinite or positive definite,
then A˜  B˜ is positive semidefinite or positive definite, respectively.
Proof. Since A˜ is positive semidefinite or positive definite if and only if A is a contraction or strong
contraction, respectively, the result follows from inequality (3.13) in [7]. 
Using Corollary 3.3, we can strengthen inequalities (6) and (7) somewhat.
Proposition 3.6. Let A, B = (Bαβ) ∈ Mp,q . If A and B are positive semidefinite and AbcB, then
λmin(A) · min
α
λmin(Bαα)  λmin(A  B) = λmin(B A), (11)
λmax(A  B) = λmax(B A)  λmax(A) · max
α
λmax(Bαα). (12)
Proof. According to Corollary 3.3, (A− λmin(A)Ip) B is positive semidefinite. Let x = (x1, . . . , xp)
be a normalized eigenvector of A  B corresponding to the eigenvalue λmin(A  B) and is partitioned
according to the block structure of B. Then
0  x∗[(A − λmin(A)Ip) B]x = λmin(A  B) − λmin(A)
p∑
α=1
x∗αBααxα
 λmin(A  B) − λmin(A) · min
α
λmin(Bαα),
which gives (11). Relation (12) is proved in a similar way. 
Note that if A ∈ Mp, then A  J = A, where J ∈ Mp is thematrix in which all blocks are equal to the
n × n identity matrix In. This shows that any positive semidefinite matrix can be written as a product
of two block commuting positive semidefinite matrices. Moreover, we have the following result.
Proposition 3.7. Let C ∈ Mp be positive definite. There are positive definite matrices A, B ∈ Mp such that
C = A  B, AbcB and BbcB.
Proof. The proof is similar to Djokovic´’s proof [3] of the corresponding fact for the Hadamard product,
see also [4, p. 107]. For a ∈ R, a  1, set
Ja := (1 − a)Ip + aJ, K := (1 − a−1)Ip + a−1J.
Since J1 = J, we have C = C  J1, and since C is assumed to be positive definite, from a continuity
argument it follows that there exists a1 > 1 such that C  Ja1 is positive definite. But Ja1 Ka1 = Ja1 ,
which yields C = C  Ja1 Ka1 , where C  Ja1 and Ka1 are positive definite. 
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We conclude by generalizing Oppenheim’s inequality; see [12] or [5, Theorem 7.8.6].
Proposition 3.8. Let A, B = (Bμν) ∈ Mp. If A and B are positive semidefinite and AbcB, then
det A ·
p∏
μ=1
det Bμμ  det(A  B) = det(B A). (13)
Proof. We use induction with respect to p. If p = 1, we have
det A det B11 = det A det B = det(AB) = det(A  B).
Let p  2 and assume that (13) is true for matrices fromMp−1. Consider the partition
A =
⎛
⎝A1 a
a∗ App
⎞
⎠ , B =
⎛
⎝B1 b
b∗ Bpp
⎞
⎠ ,
where A1, B1 ∈ Mp−1, a, b ∈ Mp−1,1. Assume first that A and B are positive definite. Then Schur’s
determinant formula for block matrices gives
det(A  B) = det
⎛
⎝A1  B1 a  b
a∗  b∗ AppBpp
⎞
⎠
= det(A1  B1) · det(AppBpp − (a∗  b∗)(A1  B1)−1(a  b))
(14)
and according to Corollary 3.3 the matrix A  B is positive definite. Therefore
AppBpp − (a∗  b∗)(A1  B1)−1(a  b)  0 (15)
by Albert’s theorem. Moreover
C :=
⎛
⎝A1 a
a∗ a∗A−11 a
⎞
⎠
is positive semidefinite, hence
C  B =
⎛
⎝A1  B1 a  b
a∗  b∗ a∗A−11 aBpp
⎞
⎠  0
and
a∗A−11 aBpp − (a∗  b∗)(A1  B1)−1(a  b)  0. (16)
However,
AppBpp − (a∗  b∗)(A1  B1)−1(a  b)
= (App − a∗A−11 a)Bpp + a∗A−11 aBpp − (a∗  b∗)(A1  B1)−1(a  b)
and since (App − a∗A−11 a)Bpp > 0, we obtain from (15) and (16) that
det
(
AppBpp − (a∗  b∗)(A1  B1)−1(a  b))  det((App − a∗A−11 a)Bpp). (17)
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From (14), (17), and the induction assumption it follows that
det(A  B)  det(A1  B1) · det((App − a∗A−11 a)Bpp)
 det A1 ·
p−1∏
μ=1
det Bμμ · det(App − a∗A−11 a) · det Bpp
= det A ·
p∏
μ=1
det Bμμ.
Thus, (13) is proved for positive definitematrices and canbe extended topositive semidefinitematrices
by a continuity argument. 
Remark 3.9. We conjecture that under the assumptions of Proposition 3.8 the stronger inequality
det(A  B) + det(AB)  det A
p∏
μ=1
det Bμμ + det B
p∏
μ=1
det Aμμ
is true.
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