Abstract
Introduction
In knowledge management literature it has often been pointed out that the relation between knowledge, information and data is important, and often misunderstood. It has also been argued that this misunderstanding leads to problems in information system design. For example, Davenport and Prusak state that: "Knowledge is neither data nor information, though it is related to both, and the differences between these terms are often a matter of degree…Confusion about what data, information, and knowledge are-how they differ, what those words mean-has resulted in enormous expenditures on technology initiatives that rarely deliver what the firms spending the money needed or thought they were getting." (Davenport and Prusak, 1998:1) Sometimes it is argued that the problems originate from our insufficient realization that there, indeed, exist considerable differences between data, information, and knowledge. For example, Sveiby maintains that:
"Some of the present confusion concerning how to do business in the knowledge era would probably be eliminated if we had a better understanding of the ways in which information and knowledge are both similar and different. The widespread but largely unconscious assumption that information is equal to knowledge and that the relationship between a computer and information is equivalent to the relationship between a human brain and human knowledge can lead to dangerous and costly mistakes." (Sveiby, 1997:24) In this paper, I will present a model that explicates the relationship between data, information, and knowledge. I will also show that the conventional view on this relationship requires rethinking, and that the traditional hierarchy of data, information, and knowledge needs to be reconsidered if we want to develop information system support for knowledge management and organizational memory. This reconsideration will also have important implications for the organizational information processing view that sees organization design as a problem of optimizing its information processing capacity.
The intuitive idea that knowledge is something more than information has lead many authors to make distinctions between raw data, information and knowledge. At first, these concepts look almost obvious to common sense, and yet-and maybe because of it-they have been a constant source of confusion. For example, according to some authors, data are understood to be symbols which have not yet been interpreted, information is data with meaning, and knowledge is what enables people to assign meaning and thereby generate information (Spek and Spijkervet, 1997:13) . Or, data are simple observations of states of the world, information is data endowed with relevance and purpose, and knowledge is valuable information (Davenport, 1997:9) . Or, information is meaningless, but becomes meaningful knowledge when it is interpreted (Sveiby, 1997:42) . Or, information consists of facts and data that are organized to describe a particular situation or condition whereas knowledge consists of truths and beliefs, perspectives and concepts, judgments and expectations, methodologies and know-how (Wiig, 1993:73) . Or, information is a flow of meaningful messages to start with, but becomes knowledge when commitment and belief is created as a result of these messages (Nonaka and Takeuchi, 1995:58) .
Underlying all these models of knowledge as a "higher form of information" is the idea that knowledge has to be extracted from its raw materials, and in the process, meaning has to be added to them. Although for example Nonaka and Takeuchi, Wiig, and Sveiby point out that knowledge is about action, most of the time knowledge is conceptualized as meaningful, accurate, and usable representation of facts in context. The underlying conception also assumes sequentiality; a process model where something simple is converted into something more complex and valuable. Some researchers extend this view to organizational information processing and sensemaking. For example, Dutton and Jackson point out that strategic issues do not come in prepackaged form, but that "decision makers selectively attend to some emerging developments while ignoring others. Those selected are subsequently interpreted and infused with meanings" (1987:77) .
Organizational information processing literature and much of the organizational decision-making literature adopts the associated idea of knowledge as representations of objective reality stored in memory. The distinctions between data, information and knowledge are often claimed to be central within the traditional information processing view. The existence of "thorny epistemological issues" (Meindl, Stubbart and Porac, 1994:292 ) is recognized but not discussed, and references to relevant literature outside the cognitivistic tradition are rarely explicitly made.
If we assume that the object of our knowledge is an external reality that can be studied empirically to learn its structure and states, it is intuitively clear that first we need to observe some simple facts before we can create knowledge. It is however commonly known that raw data do not exist, and that even the most elementary perception is already influenced by potential uses, expectations, context, and theoretical constructs (e.g., Rorty, 1980; Lakoff, 1987; Kuhn, 1970; Gibson, 1950; Berger and Luckmann, 1966 ). This empirical model has during the last century been heavily criticized by several prominent philosophers of knowledge, for example, by Bergson (1988) , James (1977) , Husserl (1982) , Heidegger (1968) , Mead (1977) , Merleau-Ponty (1962), and Polanyi (1967) . Although their criticisms have approached the problem of objectivistic and empirisistic knowledge from somewhat different directions, they share the fundamental insight that the world as an object of human knowing exists only as an interpreted world that is completely infused with meaning. A human cognition cannot see simple facts without these facts being part of its current meaning structure.
Moreover, much of this meaning structure is unarticulated background against which articulation and explication happens. Therefore, organizational memory and memory support systems need also to address this unarticulated component of meaning. As Polanyi noted, it is impossible to articulate all meaning at the same time. Tacit knowledge, following Polanyi's (1998) or Husserl's (1982:70) terminology, is that 'halo of consciousness' or background against which meaning emerges as intended, conscious and focal. The tacit component is dynamic in the sense that whenever the focus of our knowing changes, some previously tacit meaning becomes focal and the rest of the meaning structure becomes tacit (Tuomi, 1998c) .
The emergence of focal knowledge always happens in a relationship to its tacit background. Explication of knowledge means in practice that some meaning structure is taken for granted. A key question in the design of organizational memory systems is, therefore, to address those socially shared stocks of meaning that remain tacit in the process of articulation. This paper is conceptual and it gives practical implications for information system development. The paper is structured as follows:
First, I will discuss the conventional view on the hierarchical relationship between data, information, and knowledge. After showing that this conceptualization has important problems, I will show how an alternative view addresses these problems. I will then discuss in more detail those stocks of tacit knowledge that are needed to articulate information as documents, tools, and practices, and point out some difficulties with one of the prominent Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 0-7695-0001-3/99 $10.00 (c) 1999 IEEE Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 theories of knowledge creation that relies on the conceptual distinction between tacit and explicit knowledge, i.e., the one proposed by Nonaka and Takeuchi. I will then discuss the problem of interpersonal stocks of tacit knowledge, showing that the conventional view of seeing data as a raw material for information and knowledge is misleading in many practical situations. Finally, I will show that this creates major challenges for organizational memory and knowledge management system design, and argue that we need to use the model presented in the paper to design effective knowledge management and organizational memory systems.
The hierarchy of knowledge
Data has commonly be seen as simple facts that can be structured to become information. Information, in turn, becomes knowledge when it is interpreted, put into context, or when meaning is added to it. There are several variations of this widely adopted theme. The common idea is that data is something less than information, and information is less than knowledge. Moreover, it is assumed that we first need to have data before information can be created, and only when we have information, knowledge can emerge.
A representation of this view is shown in Figure 1 . This figure adds intelligence and wisdom as two further types of knowledge.
In Figure 1 , data are assumed to be simple isolated facts. When such facts are put into a context, and combined within a structure, information emerges. When information is given meaning by interpreting it, information becomes knowledge. At this point, facts exist within a mental structure that consciousness can process, for example, to predict future consequences, or to make inferences. As the human mind uses this knowledge to choose between alternatives, behavior becomes intelligent. Finally, when values and commitment guide intelligent behavior, behavior may be said to be based on wisdom. The underlying view sees the construction of knowledge somewhat similar to using letters as atoms for building words that are subsequently combined to meaningful sentences. The symbolic curve in Figure 1 , is intended to make the point that the value of the various forms of data-information-knowledge increase through learning. In this process data is increasingly "refined" This view is shared by most authors, although the details differ. For example, Davenport and Prusak state that:
"Data is a set of discrete, objective facts about events…Data describes only a part of what happened; it provides no judgment or interpretation and no sustainable basis of action…Data says nothing about its own importance or relevance." (Davenport and Prusak, 1998:2-3) According to Davenport and Prusak, however, data turns into information as soon as it is given meaning. Information must inform: "it's data that makes a difference…Unlike data, information has meaning …Data becomes information when its creator adds meaning" (Davenport and Prusak, 1998:3-4) .
As Davenport and Prusak point out, we have an intuitive sense that knowledge is something more than data or information, something broader, deeper, and richer. Davenport and Prusak maintain that "knowledge derives from information as information derives from data" (1998:6). They view knowledge as refined information, in which human cognition has added value. Information becomes knowledge through cognitive effort. For example, the human mind can compare information about a specific situation with other situations it has known, anticipate implications for decisions and actions, relate one bit of knowledge to other bits of knowledge, and share interpretations with other people. As a result, and unlike data and information, knowledge contains judgment. According to Davenport and Prusak, "values and beliefs are integral to knowledge, determining in large part what the knower sees, absorbs, and concludes from his observations" (Davenport and Prusak, 1998:12) . Although there seems to exist a consensus about the idea that knowledge is more than information, there are several different views on their exact relation. One of the more detailed descriptions of the conceptual hierarchy of knowledge has been given by Earl (1994) . It differs from most extant hierarchies as the distinguishing character of knowledge is its social acceptance. This reflects the idea that knowledge has to be interpersonal or objective. According to Earl, there are actually four levels of knowledge needed to understand organizational information, each level representing an increasing amount of structure, certainty and validation. First, organizational events are represented, collected and processed to generate data. Data are further manipulated, presented and interpreted to generate information. Information then leads to knowledge as it is tested, validated and codified (1994:59). Earl emphasizes the idea that knowledge emerges through inter-personal validation. The underlying conception, however, is still the one based on viewing data as the raw material from which knowledge is created.
The reason for us to see knowledge as an end result of a process that creates it out of data and information is that in majority of work done within the traditional view the underlying epistemology is based on realistic and empirisistic assumptions. In the history of Western epistemology, this line of thinking can be traced back to Aristotle. The world is assumed to exist independent of its observers, and true knowledge has to be independent of the knower, potentially available to all careful observers. This Aristotelian view on knowledge is also adopted by Nonaka and Takeuchi (1995) , who maintain that knowledge is justified true belief. This is a logical consequence of their position that knowledge is, strictly speaking, created only by individuals, but that the process of knowledge conversion is essentially social. As a consequence, truth becomes a necessary aspect of knowledge, grounding intrapersonal knowledge into objective and interpersonal reality. Despite their effort to play down the importance of "truth" as a constitutive factor in "knowledge," (1995:58) their conception of individual knowledge makes such "objectivity" unavoidable.
Indeed, there is much empirical support for such a view. The evidence, however, is fundamentally dependent on adopting exactly the same view that is supported by the created evidence. A process description, where meaning-free information is translated into meaningful knowledge inherently requires an empirisistic model of information. This widely accepted information processing metaphor assumes that knowledge emerges through a set of stages that refine inputs of the process to its outputs. For example, Corner et al. assert that "the concept of stages is used because it depicts the basic structure of information processing and is extensively supported by empirical research " (1994:294) . When a researcher adopts a conceptualization founded on the distinction between data, information and knowledge, the conceptual package already includes the idea of sequential information processing, not on empirical but on theoretical level. Therefore, it would be impossible that non-sequential models could emerge as a result of empirical research within this tradition.
The reversed hierarchy
Indeed, given the discussion above, it should not be difficult to recognize that the hierarchy of datainformation-knowledge should be turned the other way around. Data emerges last-only after there is knowledge and information available. There are no "isolated pieces of simple facts" unless someone has created them using his or her knowledge. Data can emerge only if a meaning structure, or semantics, is first fixed and then used to represent information. This happens, for example, when information is stored in a semantically well defined computer database. In that special case, we have to decontextualize knowledge, and structure it according to pre-defined semantics into "isolated" and independent database entries. Ideally, the data so produced can be completely detached from any meaning, so that it can be automatically processed using a computer program.
Data, therefore, exist only as a solution to a practical problem: how to dissect information into two forms that can be modeled, represented, and processed separately. This also explains why database architects have believed that it is extremely important that database structure has an underlying well-defined semantics, and that the database content should be represented in a standard normal form. However, these requirements do not arise from any knowledge processing requirements as such; instead, they are artifacts created by information processing machines that rely on meaningless manipulation of syntactical structures.
A computer system is an artifact that is based on a very unique way of dividing meaning into two parts. As the computer does not have access to the meaning of the content it processes, computer programmers have to represent meaning in a way that makes automatic processing possible. This programmers can do in two basically different ways. Either interpretation of what a specific item of data means can be based on a pre-defined state-model that branches the program according the item being processed, or the meaning of processed content needs to be represented in the data structure. The first alternative corresponds to a "procedural" representation of meaning, and the latter to a "positional" representation of meaning. Indeed, as Rosen (1985; conventional digital computers generate a rather unique division between semantics and syntax as a result of their design as systems that comprise both hardware and software.
This reversed hierarchy is depicted in Figure 2 . The meaning structure that underlies knowledge for an individual is articulated through cognitive effort to become focal and structured. If the meaning is articulated within a linguistic and conceptual context, it can become verbal and textual. At that point we conventionally call it information. It can be represented in a document, and put into a file, for example.
When such articulated knowledge is stored in computer memory for automatic manipulation, the meaning of information must be represented. In effect, information has to be split into "atoms" that have no meaning that would need to be taken into account in automatic processing. At this point we have created data. To arrive at this point, a lot of cognitive effort and design work is needed. In most cases, there also has to be negotiations among all interested parties, where the specific way the meaning is fixed is discussed. In practice, this happens, for example, by defining a conceptual model for a database. The data elements are defined on a level where all meaning that is needed for their automatic processing is represented through the data structure. For example, a specific location or datafield in the structure is used to indicate "an individual person," and another "a city." The value of the field may change, indicating a different individual or city, but the meaning of the content is fixed. In such an ideal computer system, there are no "exceptions."
Data, therefore, does not become information after meaning is added to it. On the contrary, data is created from information by putting information into a predefined data structure that completely defines its meaning. Instead of being raw material for information, data emerges as a result of adding value to information by putting it into a form that can be automatically processed.
This value adding depends on the fact that there are computers that can process information, and which need to store both programs and processed content in syntactically the same form. A similar relation between artifacts and corresponding "simple facts" that can be processed by them, however, underlies the empirical approach also more generally. For example, it is often thought that measurements made in a physical laboratory are the prototypical sources of empirical data. For instance, it is assumed that we can observe temperature using a thermometer, and based on the observed data points we can make sense of the data by giving it structure, and by creating a model that explains the data. This view, however, forgets that the meaning of the data is determined by the instrument itself. The creation of computer databases, shown above in Figure 2 is one specific example of this process. A more prototypical example from the domain of thermophysics is shown in Figure 3 . In the context of Figure 3 we can say that when the tool of measurement exists, we can no more freely reinterpret what its readings mean. In the process of creating a measurement tool important aspects of knowledge are sedimented into the structure of the measuring device. Another way of saying this is that the tool we use to collect data on temperature fixes those meaning relations that define what temperature is. Data, therefore exists only after such a pre-judgment is made. A thermometer is created simultaneously with the possibility to observe temperature as data. Therefore, the reading in the thermometer does not make sense without knowledge of those principles that guided the construction of a thermometer. Of course, this does not mean that all who want us use a thermometer, need to know all the intricate details that went into its construction. Thermometer can be used in many different ways in different social practices. But for an empirical scientist-the person who was looking for objective, accurate, and reliable data that can not change when the observer changes-the meaning of temperature data is fixed within and through the conceptual system of thermodynamics.
As Mead puts it: "However, the experimental scientist, apart from some philosophic bias, is not a positivist. He has no inclination to build up a universe of such scientific data…The reference of his data is always to the solution of problems in the world that is there about him, the world that tests the validity of his hypothetical reconstructions. Nothing would more completely squeeze the interest out of his world than the resolution of it into the data of observation." (Mead, 1977:61) One of the reasons for emphasizing empirical observations is that they provide means to create interpersonal knowledge. When an artifact is created, it fixes part of the meaning of the world in its structure, and this artifact can be used by several people to coordinate the meaning in their respective worlds. Often, however, this requires more than just giving a tool such as a computer program or a thermometer to another person. Packaged with the tool there is a practice of using it, and most of the knowledge about this practice needs to be learned before the tool can be used appropriately. For example, to understand what a specific number means in an accounting database, one may have to learn accounting practices for several years, as well as to know what schemata were used to store knowledge in the database.
Even in those cases where knowledge is not articulated in language, knowledge may be expressed in acts that, in themselves, can be viewed as articulations of tacit knowledge. As a result of cultural and social development, such activity may lead to creation of artifacts that articulate collective knowledge. In addition to being written down, organizational knowledge emerges as plans, experiences, language, habits, models, practices, tools, and institutions that guide action within the organization (Leont'ev, 1978; Giddens, 1984; Douglas, 1987; Suchman, 1987; Berger and Luckmann, 1966) .
Information as explicit knowledge
The reversed hierarchy presented above conceptualizes information as a product that is created from knowledge. As a product, it is externalized and made interpersonal. Underlying this view is the idea that information is created from knowledge through a process of articulation. When knowledge is given structure and when it is embedded in artifacts it can become a physical information object that can be shared. In some cases this articulation happens through language, in other cases it may happen through creation of designs, images, and tools.
When we design information systems it is, however, important to note that explicit and articulated knowledge is only a tip of an iceberg. For example, to make sense of a document stored in a computer system, a lot of contextual knowledge is needed, and usually this knowledge is not stored within the computer system. Instead, system designers implicitly rely on culturally shared and accumulated stocks of knowledge. For example, knowledge sharing via documents is so prevalent in all modern organizations that sometimes knowledge management is considered to be a new name for document management. Articulation of knowledge in organizations, however, requires considerable effort and well-developed stocks of socially shared knowledge as prerequisites. Only when we assume the existence of socially shared stocks of knowledge, knowledge sharing can be understood as document sharing, and knowledge as articulated text. In practice, however, it is also clear that simply increasing the distribution of documents within an organization is not the final solution for organizational knowledge management problems.
A natural response to this challenge is to strive to add more contextual information to document management systems, or to try to more fully represent that tacit organizational knowledge that was previously left unarticulated. This is, however, not a robust or complete solution to the problem. Indeed, in practice it amounts to putting more technology to solve a problem that was originally created by using this same technology. Instead of doing more of the same, we have to do something different.
For example, we have to reconsider the relationship between tacit and explicitly articulated knowledge. Michael Polanyi (1998; 1967) argued that "we can know more than we can tell." In Polanyi's terminology, knowing emerges in dynamic interaction between focal and subsidiary components of meaning. According to Polanyi, subsidiary knowledge consists of subliminal and contextual cues, from which we cannot be aware as such. Instead, these subliminal and marginal cues provide the context against which focal knowledge gets its shape. For example, eye-muscle movements have to remain subliminal for perceptional stability to be possible. Similarly, there exist marginal cues "at the corner of the eye," which we see, but without being able to "know" them directly unless they become focal, and which we know only through their influence in the focal perception. Thus our awareness of these subliminal and marginal cues can only be subsidiary to our focal awareness. According to Polanyi, marginal cues include both peripheral cues seen "at the corner of the eye," but also cues that result from our previous experiences and our expectations. This background component Polanyi called tacit knowledge, arguing that it acts as the necessarily unarticulated background against which all focal meaning is distinguished (Prosch, 1986) . Following Polanyi, Nonaka and Takeuchi base their knowledge creation model on dynamic interaction between two types of knowledge. Tacit knowledge, according to Nonaka and Takeuchi, is personal, contextspecific, and therefore hard to formalize and communicate. Explicit knowledge, in contrast, refers to knowledge that is transmittable in formal, systematic language (Nonaka and Takeuchi, 1995:59) . According to Nonaka and Takeuchi, tacit knowledge includes cognitive and technical elements. The cognitive elements include mental models, such as schemata, paradigms, perspectives, beliefs, and viewpoints, and they help individuals to perceive and define their world. The technical elements, on the other hand, include concrete know-how, crafts, and skills. The central idea in NonakaTakeuchi model is that new knowledge is created in articulation of tacit mental models, in a kind of "mobilization process." In this process, tacit knowledge is converted into explicit form.
As Nonaka and Takeuchi start with the primary distinction between tacit and explicit knowledge, it is worth noting the different ways Polanyi and Nonaka and Takeuchi use this distinction. For Polanyi, tacit knowledge is a precondition for meaningful focal knowledge, and there is no explicit knowledge without subsidiary, marginal, and tacit meaning structure that underlies all focal knowledge. It is therefore impossible to separate two different "stocks" of knowledge, one tacit, another focal. Instead, the tacit stock of knowledge is the background from which the knower attends to the focal knowledge.
Using Polanyi's concept of tacitness, therefore, on the individual level knowledge is not converted into a separate set of explicit individual level knowledge. Instead, the structure of meaning changes so that some parts of it become focal, in relation to "the rest" which provides the periphery and the background.
On the social level, essentially the same process happens when individual tacit knowledge becomes collectively shared tacit knowledge. In this "socialization" process the tacit background is provided by socially shared meaning structure, built through a social and cultural process that is internalized by the members of the society during their cognitive and social development.
In contrast to Polanyi, Nonaka and Takeuchi use the tacit-explicit distinction to differentiate unarticulated and articulated stocks of knowledge. Often they also equate articulation with verbalization. Therefore, their knowledge conversion model could better be understood using the Vygotskian approach, which specifically addresses those cognitive and social processes that underlie the emergence of symbols, concepts, language Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 0-7695-0001-3/99 $10.00 (c) 1999 IEEE Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 and conceptual systems (Tuomi, 1998b; Vygotsky, 1978b; Vygotsky, 1986b) .
In contrast to, for example, Vygotsky (1986) , Leont'ev (1978) , and Luhmann (1995) , who extensively discuss the simultaneous emergence of language and inter-personal conceptual worlds, within the Nonaka-Takeuchi model language and culture are to a large extent taken as given. New concepts, however, emerge against an existing meaning structure, which includes the tacit background of already available conceptual structure. New concepts are not created in isolation and then put into the right place in the conceptual structure. Instead, they are solutions to problems that emerge as results to challenges posed by the social and physical environment (Dewey, 1991) . One could say that concepts are created to fill-or cover-holes that have become perceptible in the meaning structure.
If we use Vygotsky's theory of concept formation, we can say that there are two interrelated processes that underlie conceptual articulation (Tuomi, 1998a) . First, there is the development of generalization and combination that leads to collections, chain complexes, and pseudo-complexes. Second, there is the parallel development of abstraction that leads to distinction of patterns, similarities, features, and conceptual features. Therefore, we could equate one of the Nonaka-Takeuchi knowledge conversion modes, combination, with the Vygotskian process of spontaneous concept generation. From the cognitive point of view, explication and combination are not two different conversion processes or two different modes of knowledge creation that follow one another. Instead, explication and combination should be viewed as articulation that happens through simultaneous development of abstraction and generalization.
The Nonaka-Takeuchi model should, therefore, be clarified by adding to it one crucial component: that communally shared stock of knowledge which makes socialization, articulation, and externalization possible in the first place. This stock is built-up and replenished through social meaning processing. This process connects humans-in-society and communities through sociocultural development, and also restricts the possibilities of meaning processing. Some of the new knowledge created is easily connected to existing meaning structure, whereas some knowledge disappears to oblivion without leaving any noticeable trace to the collective memory (Douglas, 1987) .
Using this distinction between tacit and explicit knowledge, we can distinguish two types of information. First, information can be potential knowledge. This is an "observer's" point of view, who perceives the environment as a potential source of meaningful events that make a difference. Second, information can be articulated as artifacts that are intended to act as media for communication. This it the "communicator's" point of view, which actually assumes interpersonal meaning processing. In the first case information is anything that makes sense, in the second it is something that is intended to make sense. Thus we can differentiate two types of information: data that is discovered through observation using natural perception or measurement tools; or information that is uncovered from a communicated message. In both cases, however, information emerges against a stock of tacit knowledge that is needed to interpret this information. Therefore it is also misleading to say that information or meaning is "transmitted" in observation or in communicated messages. Instead, meaning is imputed to observations and messages by the observer or "receiver". Information, therefore, can not be separated from its background, and what can be information for someone depends on the state of the sensemaker in question (Luhmann, 1995; Maturana and Varela, 1988) .
In practice it is important to note that only if we can take for granted that there is available background knowledge that is required to make sense of information, we can forget this background knowledge, and focus on the information in itself. This is the case, for example, in information theory, which assumes a given set of predefined messages that are "transmitted" via a noisy communication channel.
In practice, the problem of tacit background is not only contained within one individual. Instead, we have to address a slightly more complicated situation. In almost all knowledge management and organizational memory systems, the problem is not just extending and augmenting the cognitive capabilities of a single individual. Instead, the problem is about creating systems that can support interpersonal knowledge management.
The problem of interpersonal information
When organizations use information systems to support knowledge management and organizational memory, the problem is often viewed from the point of view of someone trying to understand data stored in computer systems. This view leads to the conventional data-information-knowledge hierarchy. Somewhere in the memory of a computer is stored some information in the form of data, and the problem is to find it and make sense of it.
This view, however, does not produce the complete picture. In practice, the problem of interpreting organizationally stored data resembles the one shown in Figure 4 . Someone has articulated knowledge using languages and conceptual systems available, and-in the case of a computer database-represented the articulated knowledge using a predefined conceptual schemata. Someone else then accesses this data and tries to recover its potential meaning.
As was discussed in the previous section, the success of this sensemaking attempt depends on the sensemaker's stock of tacit knowledge. Moreover, if the person who stored the data wishes that the sensemaker interprets the data in a predefined way, both the original articulator and the sensemaker need to have overlapping meaning structure. One could say that they have to share some world where the data can make sense. A primary requisite is, for example, that the sensemaker approaches the data as meaningful data that is intended to mean something. Underlying this is an attitude that is based on trust: the sensemaker has to expect that the data are not only random noise and bits, but that there is a message waiting to be interpreted (Tuomi, 1998a:74) .
In Figure 4 , the second person actively tries to reconstruct meaning to the data created by the person who first articulated and stored it. In this process, she or he uses all available meaning structure, most of it tacit and not represented in the computer system. One could view the small downward arrow in Figure 4 as a process that tries to imitate the original articulation process. If it is obvious what the articulated data means, for example, what are the procedures of recording a specific item in a database, not much effort is needed to figure out what the articulator thought when storing the data. Then the process represented in the small upward arrow simply consists of making sense of the data itself. However, more generally this sensemaking requires that the second person has to understand also the way the original articulator decided to fix the meaning structure and represent it in a computer system. Thus, the datainformation-knowledge hierarchy emerges only after the knowledge-information-data articulation has created data. The fact that the two downward arrows in Figure 4 are often missed is because most early information systems have been developed for routine operations. There the articulation process is, indeed, defined in detail, and often formalized as standard operating procedures.
In knowledge intensive, non-routine and creative organizational processes, this is not necessarily the case. The model shown in Figure 4 has direct implications on the design of knowledge management and organizational memory systems. I will discuss these in the next section.
Implications for knowledge management and OM design
As was discussed above, information systems for knowledge management and organizational memory should be seen as media that is used as an interpersonal cognitive artifact. A critical factor in designing such artifacts is to consider those knowledge stocks that are needed to make sense of the information stored in the system. As long as information systems are used for automatic processing of limited types of routine work, it may be relatively easy to expect that people who use the computer system share all that knowledge that is needed to make sense of the outputs generated by the system. When computers are used to support collaboration, however, collective sensemaking becomes a problem. It may be the case, for instance, that people using the system do not speak the same language, that their expectations and practices differ, or that they have different stocks of cultural knowledge. In practice, it is therefore important to view knowledge management and organizational memory systems as essentially social systems, where technology complements and supports the processing of knowledge and meaning. An important implication of this is that information system designers need to understand those social processes that underlie meaning processing. Knowledge management systems are not automatic data processing systems, and therefore knowledge management initiatives easily fail if they are conceived as technology problems. The difficult thing, of course, is that knowledge management then requires a broad understanding of social, technical, and cognitive aspects of human organizations. The relevant contributions of the related different traditions and disciplines are not well known at this point of time.
When traditional computer databases are used to store knowledge, the conceptual design of the database fixes the semantics and makes it difficult or impossible to reinterpret stored data (Tuomi, 1995) . This is a problem, for example, if the computer system is used to support strategy processes, business intelligence, or creation of new product designs (Tuomi, 1996) . In all these cases, information is ambiguous and equivocal-not because we would lack information, but because the world is not ready, but under construction.
When tacit knowledge is articulated and data is created out of it, a lot of flexibility in interpretation is lost. This may lead to organizational rigidity. It may look attractive, for example, to create organization-wide information systems where the same repositories of data are used in all organizational processes. Underlying this view is sometimes an exceedingly empiristic and objectivistic belief that when we get the semantics "right" the organization will be able to function as a perfect machine. In some cases, one could argue that, indeed, the organization has become a perfect machine that is fixed in its operations by the information systems that it has implemented. Therefore, a major challenge for the designers of organization memory and knowledge management systems is to understand, not only the relationships between tacit and explicit stocks of organizational knowledge, but also the costs of changing their relationships when the world changes. The human mind can change the relation between peripheral and focal knowledge in a fraction of a second. Individual and collective reconfiguration of meaning may happen is minutes, days, or months. But often the reconfiguration of semantics in large organizational information systems takes years, especially if everything depends on everything, and all meaning has to be reinterpreted when any of the articulated meaning relations are touched. Therefore, the organizational cost of neglecting the tacit stocks that underlie organizational knowledge processes may be very high. The traditional data-informationknowledge hierarchy easily leads to this neglect, and therefore we need to remind ourselves that it should not be taken for granted.
It may appear that the inflexibility of "hard-wiring" organizational semantics can be overcome by storing knowledge in the smallest possible semantic atoms and by deploying multidimensional databases, data mining, and other data discovery tools. The trade-offs depend on the stability of the mapping between the conceptual model and the used model of the world. In some cases, the "conceptual atoms" may be relatively stable, for example, if they are core concepts in well developed and culturally central conceptual systems. In rapidly changing environments, however, it may be difficult to find enough stability to widely use semantically fixed databases to store organizational knowledge (Volberda, 1996) . A practical implication, however, is that theoretically it can be said that the search for the "perfect atoms of knowledge" is a dead end. Instead, we have to look for "atoms" that have the right life-cycle properties in relation to the world they are describing, and in relation to the uses they have within an organization.
Conclusion
In this paper, the commonly used hierarchy of datainformation-knowledge was analyzed, and it was shown that it is useful to turn the conventional hierarchy around. Information can be created only after there is knowledge, and data emerges as a by-product of cognitive artifacts that assume the existence of socially shared practice of using these artifacts.
A practically important aspect of knowledge management and organizational memory support systems is the social process that makes it possible for the users of the system to make sense of each other's worlds. Organizational memory and knowledge management systems can not be understood as stand-alone systems; instead, they combine technical artifacts with social processes. Much of the effort of designing successful systems goes into designing those social processes that make the use of these systems possible. Although in some cases the underlying social processes are so standardized that knowledge management can be reduced to effective document management, in most cases this is not the case.
As Sveiby (1997:83-4) points out: "In our information-intensive society, more and more of us are engaged in converting Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 0-7695-0001-3/99 $10.00 (c) 1999 IEEE Proceedings of the 32nd Hawaii International Conference on System Sciences -1999 information into knowledge and knowledge into information. This explicit knowledge product usually takes the form of information. In this process of gathering, reducing, and presenting, oversimplification, and self-interest color the result and become part of the structure."
More generally we could say that this self-interest is a view of world and reality. Only by sharing a language and a world, communication becomes possible. At the same time, communication can create new shared worlds, languages, practices and designs, and enable the emergence of interpersonal knowledge that can be shared, stored, and managed in an organization.
