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Abstract In this paper, a new method of gear fault diagnosis is proposed based on a combination of
the time synchronized averaging method (TSA), time-varying ARMA model and MARTIN distance. This
method contains three major steps. In the first step, a TSA method is proposed for averaging the gearbox
signal. The second step deals with selection of a proper ARMA model for a signal produced via a gearbox
and using an adaptive filter (with a weighted least square algorithm) for identifying the time-varying
parameters of the model. In the last step, a new time-varying distance is defined for gear fault diagnosis.
The proposed distance is an extension of the MARTIN distance. Finally, as the case study, the method is
used on a YAMAHA gearbox for identifying gear faults. The results of the diagnosis are satisfactory.
© 2011 Sharif University of Technology. Production and hosting by Elsevier B.V.
Open access under CC BY license. 1. Introduction
There are several methods for the fault diagnosis of gears.
These methods are divided into two major groups. One
group contains non-parametric methods, such as wavelet, TSA,
time–frequency distribution spectrum and cepstrum analysis.
The second group consists of parametric methods, which are
not as extended as the former, but which have very good po-
tential in gear fault diagnosis because of some advantagesmen-
tioned by Poulimenos and Fassois [1]. These include improved
accuracy, resolution, tracking of the time varying system etc.
Wang andWong [2] use the former, using a parametric autore-
gressive (AR) model for gear fault diagnosis. Elyureh [3] estab-
lished a threshold that ensures a negligible false alarm for each
gear in a CH-53 aircraft gearbox, using vibration data. James and
Limmer [4] produced a conditional index, made from an ARMA
model of an undamaged and a damaged gear signal, and com-
pared it with other statistical indexes. Baillie and Mathew [5]
used AR modeling for the fault diagnosis of a rolling bear-
ing. They added the neural-network to achieve better results.
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Open access under CC BY license.Ettefagh et al. [6] also focused on using parametricmodel-based
filters for fault diagnosis of the gear. Before passing a signal
from the filter, they used an accurate TSA technique. On the
other hand, recently, the distance theory, which is a common
method in socioeconomics for clustering data [7,8], has been
used for fault diagnosis in gearbox systems using features de-
rived from parametric or non-parametric methods. Elyureh [3]
used Mahalonobis metric for identifying gear fault. Decker and
Lewicki [9] also used different vibration-based diagnostic met-
rics for identifying cracks in a helicopter gearbox. Trendafilova
and Heylen [10] applied stochastic pattern recognition for clas-
sification toward damage localization. In everyworkmentioned
above and related to the parametric methods, the parameters
of themodel were estimated in various ways, but in all of them,
the parametric model was stationary.
In this paper, for solving the drawbacks of previous work
(stationary condition of the parametric models), an adaptive
filter is used for estimating ARMA model parameters, in which
the non-stationary property of a signal produced by a gearbox
is involved. One important distance is the MARTIN distance
which was first introduced by Martin [11] and later developed
and investigated by Cock et al. [12] and Cock and Moor [13].
The MARTIN distance is the measurement between two ARMA
model parameters. Recently, the MARTIN distance has been
applied to structural health monitoring [14]. In this paper, for
the first time, this distance is used for gear fault diagnosis in
a non-stationary form. In Section 2 of this paper, a parametric
modeling technique using an adaptive filter is described. In
the third section, the MARTIN distance is used for the fault
diagnosis of a dynamic system modeled by a time-varying
ARMA model. In Section 4, the proposed method is established
on the experimental averaged data. Finally, the results are
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respectively.
2. Time-varying ARMAmodel identification
Most system identification techniques are established by
supposing that the system is stationary, but this assumption
is incorrect in practical situations. In other words, most real
systems have non-stationary behavior. For example, when
there is a fault in one of the gears of a gearbox, the vibration
signal emitted by the gearbox body is non-stationary in one
rotation of the gear shaft. Signal modeling of non-stationary
systems is more difficult than for stationary ones. Most studies
in gear fault diagnosis are focused on the non-parametric
modeling of time-varying systems; for example, Winger–Ville
distribution, Choi–Williams distribution, STFT, Wavelet and
other time–frequency techniques [15]. It has been shown that
in stationary systems, parametric models have some suitable
properties and advantages compared with non-parametric
systems [1], but applying a parametric model for analyzing
non-stationary gearbox signals, emitted from time-varying
systems, has not been considered by other researchers. ARMA
models are well-known parametric models which have been
used in the identification of stationary systems. If parametric
models are considered in the modeling of non-stationary
systems, the parameters should be estimated and considered
in a time-varying form. Time-varying ARMA models have
parameters, varying with time. One of the first applications of
using time-varying ARMA models was in producing a time-
varying spectrum [16]. In mechanical and structural systems,
some distinguished work using ARMA models has been done
by Ben Mard et al. [17] and Petsounis and Fassois [18].
But as mentioned, the time-varying ARMA model has not
been applied to a non-stationary gearbox signal. One way to
estimate the time-varying parameters of ARMAmodels is using
adaptive filter algorithms [19]. Neidzwiecki [20] introduced
some important techniques to identify time-varying models,
such as AR and ARMA. The weighted least square (WLS) is
one of the most famous algorithms in adaptive filter theory,
mentioned in [20], to estimate ARMA parameters. In this paper,
WLS is selected for ARMAmodel estimation. In the following, a
summary of this method is described.
Consider a time-varying ARMA model for modeling the
signal, y(t), as follows:
y(t) = ϕT (t).θ(t)+ ν(t)
ϕ(t) = [y(t − 1), . . . , y(t − na), ν(t − 1), . . . , ν(t − nc)]T
θ(t) = a1(t), . . . , ana(t), c1(t), . . . , cnc (t)T
t = 1, . . . ,N.
(1)
In Eq. (1), y(t) is non-stationary signal or process, ai(t) and
ci(t) are time-varying autoregressive (AR) and moving average
(MA) parameters, respectively. In addition, ν(t) is a white noise
process, N is the length of data (sample number) and na and nc
are the order of the AR andMA parts of the model, respectively.
Now for modeling of the signal, θ(t) should be estimated as
described in the following.
In the WLS algorithm, the purpose is to minimize the equa-
tion as below:
Jω(θ) =
t−1
i=0

ω(i)

y(t − i)− ϕT (t − i)θ2 . (2)
ω(i) is the weighted sequence of non-negative coefficients:
ω(0) = 1 ≥ ω(1) ≥ · · · ≥ 0. (3)Setting zero, the gradient of J with respect to θ , and assuming
that the regression matrix is positive, that is:
R(t) =
t−1
i=0

ω(i)ϕ(t − i)ϕT (t − i) ≥ 0, (4)
one obtains the following explicit formula [20]:
⌢
θ (t) =

t−1
i=0
ω(i)ϕ(t − i)ϕT (t − i)
−1

ω(i)y(t − i)ϕT (t − i) = R−1(t)S(t), (5)
where
⌢
θ (t) is the estimate of the θ(t). Here, the exponential
weight function is used:
ω(i) = λi, 0 < λ < 1. (6)
Because of the ill-conditioned problem of inversion, Eq. (5) can-
not be used directly to estimate θ , so a recursive version of
estimating θ should be used. R(t) and S(t) can be written as
follows [20]:
R(t) = λR(t − 1)+ ϕ(t)ϕT (t)
S(t) = λS(t)+ y(t)ϕ(t) (7)
leading to:
⌢
θ = R−1(t)S(t)
= R−1(t) λR(t − 1) ⌢θ (t − 1)+ y(t)ϕ(t)
= R−1(t) R(t) ⌢θ (t − 1)+ ϕ(t) y(t)− ϕT (t) ⌢θ (t − 1)
= θˆ (t − 1)+ p(t)ϕ(t)ε(t)
p(t) = R−1(t) = λp−1(t − 1)+ ϕ(t)ϕT (t)−1 .
(8)
After applying the matrix inversion lemma [20], one arrives
at the following WLS algorithm:
⌢
θ (t) = θˆ (t − 1)+ k(t)ε(t)
ε(t) = y(t)− ϕT (t) ⌢θ (t − 1)
k(t) = p(t − 1)ϕ(t)
λ+ ϕT (t)p(t − 1)ϕ(t)
p(t) = 1
λ
[
p(t − 1)− p(t − 1)ϕ(t)ϕ
T (t)p(t − 1)
λ+ ϕT (t)p(t − 1)ϕ(t)
]
.
(9)
One of the first square root algorithms known to have good
numerical properties was proposed by Battin [21]. In this
algorithm, the following equation is derived using Eq. (7):
S(t)ST (t) = S(t − 1)√
λ
[
In − r(t)r
T (t)
β(t)
]
ST (t − 1)√
λ
r(t) = ST (t − 1)ϕ(t)
β(t) = λ+ rT (t)r(t)
n = na + nc .
(10)
Eq. (10) can be written as follows:
[
In − r(t)r
T (t)
β(t)
]
=
[
In − r(t)r
T (t)
α(t)
] [
In − r(t)r
T (t)
α(t)
]
α(t) = β(t)+λβ(t). (11)
Using Eqs. (10) and (11), S(t) can be updated as follows:
S(t) = S(t − 1)√
λ
[
In − r(t)r
T (t)
α(t)
]
. (12)
So by considering Eqs. (10) and (11), Potter’s WLS algorithm is
written as:
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⌢
θ (t) = ⌢θ (t − 1)+ k(t)ε(t)
ε(t) = y(t)− ϕT (t) ⌢θ (t − 1)
r(t) = ST (t − 1)ϕ(t)
β(t) = λ+ rT (t)r(t)
k(t) = S(t − 1)r(t)
β(t)
S(t) = 1√
λ
[
S(t − 1)− β(t)
α(t)
k(t)rT (t)
]
.
(13)
Sayed and Kailath [22] developed the Potter WLS algorithm by
updating
⌢
θ as follows:
⌢
θ (t) = ⌢θ (t − 1)+

β(t)
λ
k(t)
 ε(t)
β(t)
λ
 . (14)
By using the method mentioned in this section, which is used
in other sections for identification of signals derived from
the gearbox body, ARMA time-varying parameters of a non-
stationary process can be estimated.
3. Non-stationary MARTIN distance for fault diagnosis
In this paper, fault diagnosis is carried out by applying the
MARTIN distance, which has not been directly used in previous
fault diagnosis methods. The MARTIN distance itself was first
defined by Martin [11] as follows.
3.1. Definition
LetM1 andM2 be the non-stationary ARMA model of differ-
ent processes. The distance betweenM1 andM2 is defined as:
dM(M1,M2) =
 ∞−
n=0
n |c1(n)− c2(n)|2, (15)
where c1(n) and c2(n) are cepstrum coefficients of M1 and M2,
which are defined as the inverse Fourier transform of the power
spectrum of the ARMA model, that is:
Ln {P1(z)} =
−
n∈z
c1(n)z−n
Ln {P2(z)} =
−
n∈z
c2(n)z−n
(16)
where Ln{} is the Fourier transform operator, and P1(z) and
P2(z) are the power spectrum ofM1 andM2, respectively. It has
been shown that cepstrum coefficients for ARMA(p, g) are [23]:
1
n

p−
j=1
(αj)
n −
q−
j=1
(βj)
n

n > 0
Ln(ν) n = 0
1
n

p−
j=1
(α∗j )
−n −
q−
j=1
(β∗j )
−n

n < 0.
(17)
αj and βj are ARMA parameters, and ν is the variance of the
white noise process used in ARMA modeling.
Because the ARMA model is time-varying (with time-
varying parameters), the distance is time-varying. In the follow-
ing section, the time-varying distance will be used for the fault
diagnosis of a gearbox signal.
4. Experimental test
AYAMAHAmotor cycle gearbox is used for the experimental
test. The schematic design of the gearbox canbe seen in Figure 1.Figure 1: The schematic design of the YAMAHA motorcycle gearbox.
Figure 2: Experimental setup of gearbox and data acquisition systems.
In this figure, gears A4 and B4 are a pair of driving and driven
gears. Gears A2 and A4mounted on the output shaft and B1 and
B3 mounted on the input shaft were fixed in the gearbox. The
rest of the gears move axially across the shafts, depending on
the specific speed. As the rotation speed of the motor (input
shaft) is 24.05 Hz (fr), according to Figure 1, the rotation speed
of the output shaft is 29.06 Hz, and the meshing frequency is
697.5 Hz. The driver of the gearbox is a one-phase electrical
motor with a power of 380 W and with a nominal speed of
1420 RPM. The output of the gearbox is coupled to a simple
frictional coupling. Figure 2 shows the experimental setup. Two
kinds of damage on gears are considered. One kind of damage
is the broken tooth of a gear, and the others are the 5% and 20%
wearing of the gear profile’s tooth (Figure 3). An accelerometer
is used for measuring the gearbox body acceleration. The
position of the accelerometer is near the input shaft bearing.
The direction of measuring acceleration is in parallel with the
input shaft. A tachometer is applied for damage detection of the
specified gear in the gearbox, and the TSA method is applied
for denoising the signal. For selection of a suitable sampling
frequency, the spectrum of the signal is considered (Figure 4).
The maximum frequency of the test, considering the input
speed, the number of gearboxes and the amount of gear is
690 Hz ( 142060 × 29 = 690). The dominant mesh frequency is
in the 7th harmonic (fmax = 7 × 690 = 4830 Hz) and by
considering the Nyquist theorem, the sampling frequency of
16384 Hz is proper. The total time for collecting the signal is
16 s.
For applying the proposed MARTIN distance-based method
in this paper, the noise of the signal must be reduced by a TSA
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Figure 4: Spectrum of the gearbox signal.
method. An efficient TSAmethod, proposed in [24], is applied in
this paper. In this method, it is unnecessary to have a constant
shaft angular speed, so the limitation of constant speed has
been omitted, which is very important in practical situations,
or, in other words, the signal produced by the gearbox body
could be non-stationary. Knowing the exact speed of the shaft is
necessary, which is impossible using just a tachometer. So a 3rd
order polynomial curve has been used for the fitting of a known
speed point, which is produced by a tachometer. Independent
polynomial curves have been considered for every revolution of
the shaft. For producing the polynomial, three conditions must
be considered as follows:
1. The area under the polynomial curve must be equal to the
average speed.
2. The turning point of the polynomial curve must be at the
middle of every revolution.
3. The sleeps of the curve at the end of every revolution must
be equal.
By considering these three conditions, three equations contain-
ing four coefficients of a polynomial could be constructed. For
finding the fourth equation, increasing or decreasing the behav-
ior of curves between two adjoining revolutions should be con-
sidered. So, four equations may be derived as follows:
aix3i + bix2i + cixi + di = ωi, (18)
3(xi + xi+1)ai + 2bi = 0, (19)
3aix2i + 2bixi + ci = 3ai−1x2i + 2bi−1xi + ci−1, (20)
aix3i + bix2i + cixi + diFigure 5: Continuous shaft speed and extracted polynomial curve.
=

ωi+1 +
ωi+1 − ωi2
 ωi+1 > ωi
ωi+1 −
ωi+1 − ωi2
 ωi+1 < ωi. (21)
In the above equations, the index of i and i+1 shows the ith and
i+1th revolution of the shaft respectively andωi is the angular
shaft speed in the ith revolution, identified by a tachometer. By
extracting the unknown coefficient of the polynomial curve (ai,
bi, ci and di), using the above equations, the speed of the shaft at
every time is in hand. Figure 5 shows that the continuous shaft
speeds have been derived by the mentioned method. Now to
correct the time resolution of every revolution, a coefficient, tfni ,
should be calculated as follows:
tfni =
ωni
ω¯
. (22)
ωni is instant speed which is known by the polynomial curves
of the shaft, andϖ is the base speedwhich is the average speed
of the shaft through the general time domain. So, the corrected
time for every revolution is as follows:
tni = t(n−1)i + tfni∆tni . (23)
tni and t(n−1)i are the nth and (n − 1)th time step of the ith
revolution of the shaft, and∆tni is the time resolution of the nth
time step in the ith revolution. Until now, the time resolution of
every revolution is in handwith considering speed change. Now
the signal point of every revolutionmust be averaged. For doing
this task, a sinusoidal function, as follows, must be fitted on the
signal at every revolution:
yni = ani(t). sin

2π.
fs
τs
.tni

. (24)
yni is the sinusoidal function of the ith revolution in the nth time
step, ani is the time-varying amplitude, fs is the approximate
cycle number of the gear engaging, and τs is the approximate
time of the gear engaging. For best fitting, real signals have been
used. Figure 6 is the real signal of the gear engaging. By using
this real signal, ani is as follows:
ani(t) = amax −

amax − amin
τs
×

tni −
[
tni
τs
]
× τs

. (25)
In Eq. (25), amax and amin are the maximum and minimum
amplitudes of the signal, respectively, which have been selected
as 1 and 30 by considering the raw signal. Also, from the signal,
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Figure 7: Undamaged averaged (TSA) gearbox signal.
the fs and τs have been selected as 4 cycles and 0.0013 s,
respectively ([ ] is the integer symbol). Before adding xni
(acceleration of the signal in the nth time step of the ith
revolution) to xn(i−1) (acceleration of the signal in the nth time
step in the (i − 1)th revolution), yi(n) − y(i−1)(n) must be
added to xni ; then the averaged signal could be extracted. The
produced averaged signal has been used for the gear fault
diagnosis method introduced in earlier sections.
5. Results and discussion
5.1. TSA of the gear box signal
The TSA signals of undamaged anddamaged gears,which are
derived at the first step, have been shown in Figures 7–10. The
TSA of the undamaged gear is illustrated in Figure 7. In addition,
the TSA signals of broken wearing, with 20% and 5%, are
illustrated in Figures 8–10, respectively. It should bementioned
that the samples in the horizontal axis of thementioned figures
correspond to one revolution of a specified gear in the gearbox.
As seen from these figures, except for the broken gear (Fig-
ure 8), other damage cases are not observable from just these
averaged signals, or the confidence of diagnosing is not high. In
other words, in Figure 8, the position of the peak illustrates the
damage position in the gear, but in other figures, such peaks areFigure 8: Damaged averaged gearbox (TSA) signal in broken gear.
Figure 9: Damaged averaged gearbox (TSA) signal in wearing with 20%.
Figure 10: Damaged averaged (TSA) gearbox signal in wearing with 5%.
not observable. Therefore, to complete the diagnosing task, the
MARTIN distance has been used for increasing the confidence
of diagnosis.
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broken gear.
Figure 12: MARTIN distance for damaged and undamaged gear for the case of
in wearing with 20%.
5.2. Applying MARTIN distance on TSA signals
The result of the tests when using the MARTIN distance on
the case of a broken gear is illustrated in Figure 11. In addition,
the corresponding results of the wearing gear with 20% and 5%
have been shown in Figures 12 and 13, respectively.
As seen from these figures, the MARTIN distance has two
major properties. One property is that in every case, the
MARTIN distance for the damaged gear is more than that of
the undamaged one throughout the samples, and the second
property is that in the vicinity of the sample, which corresponds
to the damaged location in the gear, the MARTIN distance is
greatest. The second property is not clearly observed for low
severity damage, as is seen for the damaged cases of wearing
with 5% in Figure 13. However, the first property is correct
for every damaged case. Therefore, by MARTIN distance, it
is possible, at least, to detect existing damage. In addition,
by comparing Figures 8 and 11, it can be deduced that the
height of the peak, which shows the damage position in the
gear, is higher in Figure 11 than the corresponding one in
Figure 8. Therefore, theMARTIN distance-basedmethod ismore
sensitive to damage occurrence. The mentioned judgment is
also true when comparing Figures 9 and 12, in which theFigure 13: MARTIN distance for damaged and undamaged gear for the case of
in wearing with 5%.
Table 1: Summarized results of the comparison between the proposed
MARTIN-based and TSA methods.
Broken
case
Weaning with
20% case
Weaning with
5% case
Detection ability of
the damage
TSA ✓ TSA ✓ TSA ✓
MARTIN ✓ MARTIN ✓ MARTIN ✓
Localizing ability of
the damage
TSA ✓ TSA TSA
(4.3) (×) (×)
MARTIN ✓ MARTIN ✓ MARTIN ✓
(7.1) (2.6) (1.4)
✓: OK.
×: not able.
Thenumber inside the parentheses is the amount of the feature (proportion
of the peak amount in the damaged state of the gear to the healthy one in
each case).
TSA and MARTIN distance methods are applied for damage
diagnosis, respectively. Finally, by considering Figures 10 and
13, it is observable that by applying MARTIN distance, damage
detection is possible when comparing the distance plot for both
the healthy and damaged states of the gearbox in Figure 13. In
other words, the average amount of distance in the damaged
state (dashed line in Figure 13) is more than the corresponding
one in the healthy state (solid line); therefore, it is possible
to detect the damage in the gearbox. However, this type of
detection is not possible only using the TSA method when
comparing Figures 8 and 10, which are associated with the
TSA signal of the undamaged and damaged gearbox state,
respectively.
It should be noted that themain reason for not detecting the
damage by TSA is the existence of noise in the signal. Therefore,
the noise should be identified before proposing amethod for its
elimination. One important method for noise identification in
the signal is using ARMA models. Therefore, by considering the
non-stationary nature of the noise in this case study, the time
varying ARMA model should be applied. After identification
of the ARMA model for the contaminated signal with noise,
the proposed MARTIN distance is a good candidate method for
eliminating the noise effect, and consequently the damage can
be identified.
Table 1 contains the summarized above mentioned results
and discussion. It should be added that the selected features in
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state of the gear compared to the healthy one.
6. Conclusion
The MARTIN distance theory has been applied for damage
detection in stationary systems using the ARMA model.
However, analysis of non-stationary signals emitted from time-
varying systems, using this theory, is rare in the literature.
In this paper, a new method was proposed for applying the
MARTIN distance to time-varying systems based on a time-
varying ARMAmodel. For the case study, the proposed method
was applied to amotorcycle gearbox for detecting gear damage.
In the first step, a TSA method was applied for decreasing the
noise of the gearbox signal, in the second step, theWLS has been
used for identifying an ARMA model on the extracted signal,
and in the last step, the proposedMARTIN distance was utilized
based on estimated time-varying ARMA parameters. In these
steps, the parameters of the ARMA model have been used for
constructing a distance between healthy gearbox signals with
unknown ones to diagnose the gear damage. Broken gears and
wearing ones with 5% and 20% were considered as two types
of damage in the experimental case study. In both gear damage
and the healthy state of the gearbox, the MARTIN distance was
estimated and illustrated. By considering the results, it was
found that theMARTIN distance is able to localize the damage in
the case of broken and wearing gears with 20%. In addition, for
the wearing gear with 5%, the proposed method was just able
to detect the gear damage. Also the proposed method is more
sensitive to damage than the TSA method.
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