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1 Introduction
Dans cette the`se, je me suis inte´resse´ a` la dynamique des feuilletages trans-
versalement holomorphes avec une approche probabiliste, plus pre´cise´ment a`
l’aide du mouvement brownien.
Tenter d’obtenir des informations sur la dynamique d’un feuilletage a`
l’aide du mouvement brownien n’est pas une nouveaute´. En effet, en conside´rant
un brownien le long des feuilles dans une varie´te´ feuillete´e, Lucy Garnett
([Ga]) a de´fini des mesures sur cette varie´te´ appele´es mesures stationnaires ou
harmoniques : ce sont des mesures de probabilite´ invariantes par l’ope´rateur
de diffusion associe´e au noyau de la chaleur le long des feuilles.
Cette the´orie peut eˆtre pense´e commme une ge´ne´ralisation de la the´orie
des marches ale´atoires dans les groupes : en effet, e´tant donne´ un groupe G
d’home´omorphismes d’une varie´te´ X, et µ une mesure de probabilite´ sur G,
on peut construire des mesures ν sur X (appele´es mesures µ-stationnaires ou
µ-harmoniques) qui permettent d’obtenir des informations sur le comporte-
ment asymptotique de l’action sur X d’une large composition d’e´le´ments de
G choisis inde´pendament les uns des autres et suivant la loi µ. De la meˆme
manie`re, on aurait envie, pour comprendre la dynamique d’un feuilletage,
de munir d’une mesure de probabilite´ µ le pseudogroupe d’holonomie du
feuilletage et de de´finir des mesures µ-stationnaires. C’est en quelque sorte
ce que font les mesures harmoniques de Lucy Garnett. Citons le travail de
Se´bastien Alvarez [Al] qui e´tablit, dans le cas de certains fibre´s feuillete´s, une
correspondance bijective entre les mesures harmoniques au sens de Garnett
et les mesures sur la fibre qui sont µ-stationnaires pour une certaine mesure
de probabilite´ µ sur le groupe d’holonomie de la fibre.
L’approche de Garnett a notamment servi a` Etienne Ghys pour de´montrer
un re´sultat remarquable ([Gh]) : soitF un feuilletage orientable de dimension
2 sur une varie´te´ compacte. Alors la re´union des feuilles qui sont compactes
ou diffe´omorphes a` l’une des 6 surfaces suivantes (plan, monstre du Loch-
Ness, cylindre, e´chelle de Jacob, arbre de Cantor, arbre de Cantor fleuri) est
un bore´lien de mesure totale pour toute mesure harmonique (de´finie a` partir
de n’importe quelle me´trique le long des feuilles).
Dans le cas particulier des feuilletages transversalement holomorphes,
Bertrand Deroin et Victor Klepstyn montrent dans ([DK]), en utilisant la
the´orie de L. Garnett une proprie´te´ d’attraction des feuilles vers les ensembles
minimaux du feuilletage. Plus pre´cise´ment, pour un feuilletage transversale-
ment holomorphe d’une varie´te´ compacte M , on a la dichotomie suivante :
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1. Soit il existe une mesure transverse invariante
2. Soit il existe un nombre fini d’ensembles minimaux M1, ...,Mk et un
nombre fini de mesures de probabilite´s ν1, ..., νk supporte´es par ces en-
sembles minimaux tel que l’on ait : pour tout x dans M et presque
toute trajectoire brownienne ω partant de x, ω tend vers l’un des Mj
et se distribue sur Mj avec la mesure νj au sens ou` :
lim
t→∞
1
t
ω∗leb[0,t] = νj
(leb[0,t] est la mesure de Lebesgue de l’intervalle [0,t])
Contrairement aux travaux cite´s plus haut, dans mon travail, j’ai tente´
d’obtenir des informations sur la dynamique du feuilletage en conside`rant un
mouvement brownien non pas tangent aux feuilles mais transverse a` celles-ci.
Cette the`se est constitue´ de deux parties :
1. dans la premie`re partie, je m’inte´resse aux composantes de Fatou et
Julia d’un feuilletage transversalement holomorphe d’une varie´te´ com-
pacteM . J’y de´montre un re´sultat concernant l’accumulation des feuilles
du Fatou sur l’ensemble de Julia. La preuve repose sur la projection du
mouvement brownien dans M sur l’espace des feuilles.
2. dans la seconde partie, je m’inte´resse aux structures projectives com-
plexes et plus particulie`rement au prolongement analytique (le long
d’une trajectoire brownienne) de germes de sections locales de l’appli-
cation de´veloppante associe´e a` une structure projective. Les re´sultats
obtenus s’appliquent a` l’e´tude de certains feuilletages holomorphes, les
feuilletages dits de type Riccati.
La premie`re partie s’inte´resse donc aux composantes de Fatou et Julia
d’un feuilletage transversalement holomorphe F d’une varie´te´ compacte M .
Celles-ci ont e´te´ de´finies par Etienne Ghys, Xavier Gomez-Mont et Jordi
Saludes dans [GGS]. Dans leur article, ils partitionnentM en un ouvert sature´
appele´ ensemble de Fatou et un ferme´ sature´ appele´ ensemble de Julia. Cette
de´composition rajoute une colonne dans le dictionnaire de Sullivan [S] qui
e´tablit des connexions entre d’une part les ensembles de Fatou et Julia au sens
classique et d’autre part les ensembles limites et de discontinuite´ associe´s a`
l’action d’un groupe kleinien sur la sphe`re de Riemann P1. Notons e´galement
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que Taro Asuke de´finit dans [As] des composantes de Fatou et Julia d’un
feuilletage transversalement holomorphe d’une manie`re un peu diffe´rente.
Rentrons plus en de´tail dans l’article [GGS] : soit M une varie´te´ com-
pacte connexe munie d’un feuilletage transversalement holomorphe. L’en-
semble de Fatou est de´fini comme l’ensemble des points x appartenant a` M
tels qu’il existe un champ de vecteurs normal (une section du fibre´ normal
au feuilletage), basique (constant le long des feuilles) et non nul en x (nous
reviendrons plus tard sur la re´gularite´ exige´e sur le champ de vecteurs : suf-
fisamment pour eˆtre inte´grables mais pas trop non plus afin que le Julia soit
le plus petit possible). L’ensemble de Fatou est donc un ouvert sature´. Son
comple´mentaire est appele´ ensemble de Julia. Il est alors facile de de´montrer
(en inte´grant ces champs de vecteur basiques normaux non nuls) que chaque
composante du Fatou a une proprie´te´ d’homoge´ne´ite´ : e´tant donne´s x1 et x2
deux points appartenant a une meˆme composante connexe du Fatou, il existe
un home´omorphisme deM envoyant x1 sur x2 et pre´servant (globalement) le
feuilletage. Cette proprie´te´ d’homoge´ne´ite´ permet de montrer, en s’inspirant
de la the´orie de Molino ([Mo]), qu’une composante connexe F de l’ensemble
de Fatou est de l’un des trois types suivants (voir the´ore`me (2.6)) :
1. une composante errante : les feuilles de F sont ferme´es dans F
2. une composante semi-errante : les fermetures des feuilles de F forment
un feuilletage de codimension 1 re´el qui fibre au dessus d’une varie´te´
de dimension 1.
3. une composante dense : toutes les feuilles de F sont denses dans F
Dans ce travail, nous nous inte´ressons plus spe´cialement au cas d’une
composante errante de l’ensemble de Fatou. Ghys, Gomez-Mont et Saludes
montrent que si F est une telle composante de l’ensemble de Fatou, alors
l’espace des feuilles est une surface de Riemann analytiquement finie (voir
(2.7)). Munissons M d’une me´trique et conside´rons le mouvement brownien
associe´ a` cette me´trique et partant d’un point de F . De´finissons alors la
mesure µ sur ∂F comme la mesure de sortie de F du mouvement brownien.
Rappelons enfin qu’une varie´te´ feuillete´e est dite minimalisable si il existe
une me´trique sur celle-ci telle que toutes les feuilles soient des sous-varie´te´s
immerge´es minimales. Le re´sultat principal de cette partie s’e´nonce alors
ainsi :
The´ore`me 1.1. Soit (M,F ) une varie´te´ compacte munie d’un feuilletage
transversalement holomorphe et minimalisable. Soit F une composante er-
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rante de l’ensemble de Fatou. Alors, µ-presque tout point de ∂F est un point
d’accumulation de chacune des feuilles de F .
Remarques 1.2. 1. L’hypothe`se de minimalisabilite´ du feuilletage est es-
sentielle dans notre preuve mais il est tout a` fait possible que la conclu-
sion du the´ore`me soit encore vraie sans faire cette hypothe`se. Cette
hypothe`se n’est cependant pas si restricive qu’on pourrait croire : par
exemple, un feuilletage sans mesure transverse invariante est minima-
lisable. Cette proprie´te´ est une conse´quence de la caracte´risation des
feuilletages minimalisables de Sullivan : un feuilletage est minimalisable
si aucun cycle feuillete´ ne peut eˆtre approche´ arbitrairement pre`s par
des p-homologies tangentes (voir [S2] ou [CC1] pour plus de pre´cisions).
2. On peut montrer directement que toute feuille de F s’accumule sur ∂F
(sans l’hypothe`se de minimalisabilite´). En effet, si L est une feuille de
F , il n’est pas difficile de se convaincre que si L ne s’accumule pas sur
∂F , alors L est compact. Or d’apre`s le the´ore`me de stabilite´ globale de
Reeb (e´galement valable pour les feuilletages de codimension 1 complexe
[B]), comme L est sans holonomie, cela implique que toutes les feuilles
sont compactes et sans holonomie. Il apparait alors clairement que F =
M .
3. Voici les grandes lignes de la preuve (une preuve comple`te sera donne´e
plus loin) : on de´finit un mouvement brownien surM partant d’un point
x0 ∈ F . En utilisant l’hypothe`se de minimalisabilite´ du feuilletage, on
montre qu’un choix convenable de me´triques sur M et sur le quotient
Σ := F/F fait de la projection p : F → Σ un morphisme harmonique.
Une telle application pre´servant le brownien, il ne reste plus qu’a` utili-
ser la re´currence du brownien sur Σ pour conclure.
Dans la deuxie`me partie de cette the`se, je me suis inte´resse´ aux struc-
tures projectives complexes branche´es. Si Σ est une surface de Riemann, une
structure projective branche´e sur Σ est la donne´e d’un atlas sur Σ dont les
cartes sont des applications holomorphes non constantes vers des ouverts
de P1 et dont les changements de carte sont des restrictions de biholomor-
phismes de P1, c’est a` dire d’e´le´ments de PSl(2,C). A toute structure projec-
tive, on associe une application de´veloppante D : Σ˜ → P1 et un morphisme
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ρ : π1(Σ)→ PSl(2,C) ve´rifiant :
∀x ∈ Σ˜, ∀α ∈ Π1(Σ),D(α.x) = ρ(α).D(x)
L’application ρ est appele´e repre´sentation de monodromie et ρ(Π1(Σ)) est
appele´ groupe de monodromie.
Dans [CDFG], les auteurs se sont inte´resse´s au prolongement analytique
de germes de sections locales de D le long de chemins dans P1. Ils montrent
que si le groupe de monodromie est dense dans PSl(2,C) et si h est un
germe de section locale de D , alors l’ensemble des points singuliers pour le
prolongement analytique de h est P1 tout entier (voir la proposition (6.3)).
J’ai tente´ de de´montrer une version brownienne de cette proposition. Plus
pre´cise´ment, je me suis pose´ la question suivante. Etant donne´e z0 un point
de P1, et h un germe de section locale de D en z0, existe-t-il pour presque
toute trajectoire brownienne ω partant de z0 un temps d’arreˆt fini T (ω) tel
que h se prolonge le long de ω([0, T (ω)[) mais pas le long de ω([0, T (ω)]). A
la vue de la proposition et de sa de´monstration, je m’attendais a` ce que la
re´ponse soit positive. Mais il n’en est rien. J’obtiens au contraire le the´ore`me
suivant :
The´ore`me 1.3. Donnons nous une structure projective complexe branche´e
sur une surface de Riemann Σ hyperbolique et analytiquement finie (c’est a`
dire biholomorphe a` une surface de Riemann compacte prive´e d’un nombre
fini de points). Soit D : Σ˜→ P1 une application de´veloppante et ρ : Π1(Σ)→
PSl(2,C) une application de monodromie associe´e a` cette structure projec-
tive. Notons Γ = ρ(Π1(Σ)). Soient (x0, z0) ∈ Σ˜× P1 ve´rifiant D(x0) = z0 et
notons h le germe d’holonomie de la section locale de D ve´rifiant h(z0) = x0.
Sous les hypothe`ses suivantes :
1. D est surjective.
2. Γ est un groupe non compact n’ayant aucun sous-groupe d’indice fini
qui soit re´ductible.
Alors, on a :
1. Pour presque tout ω ∈ Ωx0, D(ω(t)) n’a pas de limite quand t→∞.
2. Pour presque tout ω ∈ Ωz0, h se prolonge le long de ω([0,∞[).
Remarques 1.4. 1. Graˆce au the´ore`me d’invariance conforme du mou-
vement brownien, les deux conclusions du the´ore`me pre´ce´dent sont
e´quivalentes.
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2. Un sous groupe Γ de PSl(2,C) est dit re´ductible si il laisse fixe un point
de la sphe`re de Riemann P1.
3. Ωx0 (resp Ωz0) correspond a` l’ensemble des trajectoires browniennes
dans D = Σ˜ (resp P1) munie de la me´trique de Poincare´ (resp me´trique
sphe´rique) et partant de x0 (resp z0).
Le the´ore`me pre´ce´dent affirme que, dans le cas ou` D est surjective, pour
presque toute trajectoire brownienne ω partant de x0 dans D, D(ω(t)) n’a pas
de limite quand t tend vers l’infini. Ne´anmoins, pour presque toute trajectoire
brownienne ω partant de x0 dans D, il existe un point de P
1 pre`s duquel
D(ω(t)) passe presque tout son temps t. Plus pre´cise´ment, je de´montre :
The´ore`me 1.5. Fixons une structure projective complexe non branche´e sur
une surface de Riemann Σ hyperbolique et compacte. Soit D : Σ˜ → P1 une
application de´veloppante et ρ : Π1(Σ) → PSl(2,C) une application de mo-
nodromie associe´e a` cette structure projective. Notons Γ = ρ(Π1(Σ)). Suppo-
sons que Γ soit non compacte et n’ait aucun sous-groupe d’indice fini qui soit
re´ductible. Soit x0 appartenant a` Σ˜. Alors, pour presque tout ω ∈ Ωx0, pour
tout ǫ > 0, il existe z(ω) ∈ P1 tel que l’on ait :
lim
t→∞
1
t
· leb {u ∈ [0, t] tel que D(ω(u)) ∈ D(z(ω), ǫ)} = 1
Remarque 1.6. Dans le the´ore`me (1.3), nous avions suppose´ que Σ e´tait
analytiquement finie et que la structure projective sur Σ e´tait e´ventuellement
branche´e. Ici, la surface Σ est compacte et la structure projective sur celle-ci
est non branche´e. Ces hypothe`ses plus fortes rendent la preuve moins tech-
niques mais ne sont, a` mon avis, pas ne´cessaire.
Pour prouver les deux the´ore`mes pre´ce´demment cite´s (1.3) et (1.5), on uti-
lisera le proce´de´ de discre´tisation de Furstenberg-Lyons-Sullivan qui permet
d’associer a` un mouvement brownien dans D une marche ale´atoire droite
dans Π1(Σ). Cette marche ale´atoire est ensuite pousse´e par ρ et de´finit
une marche ale´atoire droite dans le groupe de monodromie Γ qui est un
sous-groupe de type fini de PSl(2,C). Les marches ale´atoires dans de tels
groupes sont e´tudie´es en de´tail dans la section (7). On y rede´finit les outils
de base de la the´orie, on y rede´montre certains re´sultats classiques avant de
de´montrer une proprie´te´ de proximalite´ (7.1) qui est l’ingre´dient clef de la
preuve des the´ore`mes (1.3) et (1.5) et qui dit en substance la chose suivante :
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tirons ale´atoirement dans un sous-groupe de type fini de PSl(2,C) une suite
d’e´le´ments (γi)i≥0 inde´pendamment les uns des autres avec une mesure µ et
conside´rons le produit Xn = γ1 · · · γn. Alors, si le groupe engendre´ par le
support de µ est assez gros et sous une hypothe`se de premier moment pour µ,
on a que presque suˆrement, il existe deux suites (yn)n∈N et (zn)n∈N d’e´le´ments
de P1 tel que :
1. Xn envoie le comple´mentaire d’un disque exponentiellement petit centre´
en yn dans un disque exponentiellemnt petit centre´ en zn.
2. Xn envoie un disque exponentiellement petit centre´ en yn vers le comple´mentaire
d’un disque centre´ en zn et de rayon constant.
Dans le dernier paragraphe, on appliquera le the´ore`me (1.3) a` l’e´tude du
prolongement analytique de germes d’holonomie de feuilletages. Soit S une
surface complexe munie d’un feuilletage holomorphe singulier de dimension
(complexe) un. Soient C1 et C2 deux sous varie´te´s analytiques de S trans-
verses au feuilletage partout sauf en un nombre fini de points. La donne´e
d’une feuille L du feuilletage intersectant transversalement C1 en p1 et C2
en p2 et d’un chemin continu contenu dans L de´finit un germe d’application
holomorphe h : (C1, p1)→ (C2, p2) appele´ germe d’holonomie du feuilletage.
On peut s’inte´resser au prolongement analytique de h le long de trajectoires
continues partant de p1 et contenues dans C1. C’est ainsi que Frank Loray
conjecture dans [L] que si F est le feuilletage dans P1 × P1 de´fini par une
e´quation du type dy
dx
= P (x,y)
Q(x,y)
, si L1 et L2 sont 2 droites verticales non inva-
riantes par le feuilletage et h : (L1, p1)→ (L2, p2) est un germe d’holonomie
du feuilletage, alors l’ensemble des singularite´s de h pour le prolongement
analytique est au plus de´nombrable.
Dans [CDFG], les auteurs trouvent des contre-exemples a` cette conjec-
ture : ils construisent des feuilletages holomorphes du plan projectif complexe
P
2 ayant un germe d’holonomie entre 2 lignes alge´briques dont le prolonge-
ment analytique a un ensemble plein de singularite´s (voir le the´ore`me (11.4)).
Leur preuve repose sur la construction du feuilletage obtenu par suspension
de l’application de monodromie associe´e a` une structure projective sur la
sphe`re de Riemann prive´e d’un nombre fini de points : Σ = P1−{p1, ..., pn}.
Le feuilletage obtenu est un feuilletage holomorphe non singulier sur une sur-
face complexe S fibre´e en P1 au dessus de Σ. Par construction, tout germe
d’holonomie du feuilletage d’une fibre du fibre´ vers la diagonale du fibre´ est
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un germe de section de D . Si on choisit un groupe de monodromie dense dans
PSl(2,C), on aura alors que de tels germes ont un ensemble plein de singu-
larite´s. Ne´anmoins, ce qu’affirme le the´ore`me (1.3), c’est que de tels germes
se prolongent le long de presque toute trajectoire brownienne.
Le feuilletage construit plus haut est un feuilletage holomorphe non sin-
gulier d’une surface non compacte. Dans [CDFG], les auteurs montrent com-
ment compactifier la surface S et le feuilletage pour obtenir un feuilletage
holomorphe singulier de P2 conservant les meˆmes proprie´te´s. Remarquons
e´galement que le feuilletage ainsi construit est de type Riccati. Sur de tels
feuilletages, je montre le re´sultat suivant :
The´ore`me 1.7. Donnons nous un feuilletage de Riccati de P1 × P1. Soient
σ1 et σ2 deux sections de la fibration verticale. Pour i ∈ {1, 2}, notons Ci =
σi(P
1). Soit h : (C1, p1) → (C2, p2) un germe d’holonomie du feuilletage.
Supposons que le groupe de monodomie Γ du feuilletage agisse de manie`re
minimale sur P1. Alors h se prolonge le long de presque toute trajectoire
brownienne dans C1 partant de p1 (on choisit le brownien sur C1 associe´ a`
la me´trique (note´e sph1) image par σ1 de la me´trique sphe´rique sur P
1).
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Premie`re partie
Composantes de Fatou et de
Julia d’un feuilletage
transversalement holomorphe
2 De´finitions
Dans cette premie`re section, nous allons de´finir les composantes de Fa-
tou et de Julia d’un feuilletage transversalement holomorphe en suivant la
pre´sentation de [GGS].
Soit M une varie´te´ compacte connexe de dimension re´elle d + 2 munie
d’un feuilletage F transversalement holomorphe. Un tel feuilletage peut eˆtre
de´fini par un atlas maximal (Ui, ϕi, γij). Les Ui sont des ouverts recouvrant
M . Les applications ϕi : Ui → C sont des submersions a` fibres connexes et
les applications de changement de carte γij : ϕj(Ui ∩ Uj)→ ϕi(Ui ∩ Uj) sont
des biholomorphismes et ve´rifient ϕi = γij ◦ ϕj.
On regarde (M,F ) comme un feuilletage de codimension 1 complexe.
Notons TM le fibre´ tangeant a` M , TF le sous fibre´ de TM constitue´ des
vecteurs qui sont tangeants aux feuilles et ν1,0 le fibre´ quotient TM/TF . On
a la suite exacte :
0 −→ TF −→ TM −→ ν1,0 −→ 0
Soit E un fibre´ vectoriel au dessus de M . On dit qu’un germe de section
X de E en un point x de M a un module de continuite´ ǫ log ǫ si il existe une
constante C, un voisinage U de x et une trivialisation du fibre´ au dessus de
U pour laquelle pour tous x1, x2 appartenant a` U , on ait :
| X(x2)−X(x1) |< −C | x1 − x2 | log | x1 − x2 |
On note C ǫ log ǫ(E) le faisceau des sections du fibre´ E qui ont un module de
continuite´ ǫ log ǫ. On a alors la suite exacte courte suivante :
0 −→ C ǫ log ǫ(TF ) −→ C ǫ log ǫ(TM) −→ C ǫ log ǫ(ν1,0) −→ 0
Le fibre´ vectoriel ν1,0 est constant le long des feuilles. En effet, ce fibre´
vectoriel peut eˆtre de´fini par le cocycle : Ui ∩ Uj → C∗, p 7→ γ′ji(ϕi(p)). Ces
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applications sont constantes sur les fibres de ϕi c’est a` dire le long des feuilles.
De`s qu’on a un fibre´ constant le long des feuilles, on peut de´finir des sections
du fibre´ qui sont constantes le long des feuilles. On parle alors de sections
basiques du fibre´.
De meˆme que ν1,0, le fibre´ ν1,0 ⊗ ν0,1∗ est un fibre´ constant le long
des feuilles. Notons L∞
F
(ν1,0 ⊗ ν0,1∗) le faisceau des sections basiques de ce
fibre´ qui sont essentiellement borne´es. Notons e´galement CF (ν
1,0) le fais-
ceau des sections basiques continues de ν1,0 ve´rifiant : ∀σ ∈ CF (ν1,0), ∂σ ∈
L∞
F
(ν1,0⊗ν0,1∗). Notons C ǫ log ǫ
F
(TM) := π−1(CF (ν
1,0)) (ou` π est la projection
π : C ǫ log ǫ(TM) −→ C ǫ log ǫ(ν1,0)). On a la suite exacte courte suivante :
0 −→ C ǫ log ǫ(TF ) −→ C ǫ log ǫ
F
(TM) −→ CF (ν1,0) −→ 0
Le premier faisceau est fin donc H1(M,Cǫ log ǫ(TF )) = 0, et on a la suite
suivante :
0→ H0(M,Cǫ log ǫ(TF ))→ H0(M,Cǫ log ǫ
F
(TM))→ H0(M,CF (ν1,0))→ 0
Ainsi tout champ de vecteurs basique normal X ∈ H0(M,CF (ν1,0)) se
rele`ve en un champ de vecteurs basique qui a un module de continuite´ ǫ log ǫ.
De tels champs de vecteurs ont la proprie´te´ d’eˆtre inte´grable.
On a donc montre´ :
Lemme 2.1. [GGS]
1. Tout champ de vecteurs X ∈ H0(M,CF (ν1,0)) se rele`ve en un champ
de vecteurs appartenant a` H0(M,Cǫ log ǫ
F
(TM)).
2. Tout champ de vecteurs X ∈ H0(M,Cǫ log ǫ
F
(TM)) de´finit un flot a` un
parame`tre re´el φ :M × R→M qui pre´serve le feuilletage.
Definition 2.2. – L’ensemble de Julia de (M,F ) est l’ensemble ferme´
sature´ pour le feuilletage de´fini par :
Julia(F ) =
{
x ∈M tel que X(x) = 0 ∀X ∈ H0(M,CF (ν1,0))
}
– L’ensemble de Fatou de (M,F ) est l’ensemble ouvert sature´ pour le
feuilletage de´fini comme le comple´mentaire de l’ensemble de Julia
Proposition 2.3. Les feuilles de l’ensemble de Fatou sont sans holonomie.
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De´monstration. Soit L une feuille de l’ensemble de Fatou etX ∈ H0(M,CF (ν1,0))
non nul sur L. Soient X˜ et Y˜ des releve´s deX et iX dansH0(M,Cǫ log ǫ
F
(TM))
et soit
φ : C×M → M
(teiθ, x) 7→ φ(teiθ, x)
ou` φ(teiθ, x) de´signe le flot a` l’instant t et partant de x de X˜ cos θ + Y˜ sin θ.
Soit γ : [0, 1]→ L un chemin continu. Par compacite´ de γ([0, 1]), il existe V0
un voisinage de 0 dans C tel que pour tout x ∈ γ([0, 1]), V0 est plonge´ par
φ(., x) dans M en un disque Tx transverse au feuilletage. Ainsi, l’application
d’holonomie :
holγ,Tγ(0),Tγ(1) : Tγ(0) −→ Tγ(1)
envoie φ(z, γ(0)) sur φ(z, γ(1)) pour tout z appartenant a` V0. En particulier,
si γ est un lacet : γ(0) = γ(1) et
holγ,Tγ(0),Tγ(1) : Tγ(0) −→ Tγ(1)
est l’identite´. 
Remarque 2.4. La de´finition de composantes de Fatou et Julia qui vient
d’eˆtre donne´e est a` priori valable pour des feuilletages non singuliers. Mais,
comme le pre´cise [GGS], on peut l’e´tendre a` des feuilletages holomorphes
(singuliers) ge´ne´riques de P2 : conside´rons en effet un feuilletage holomorphe
de P2 dont les singularite´s pi soient hyperboliques. On sait alors que si on
choisit des boules Bi centre´es en les pi suffisamment petites, le feuilletage
est transverse a` ∂Bi. La varie´te´ N = M − ∪Bi est une varie´te´ a` bord mu-
nie d’un feuilletage transverse au bord que l’on peut donc de´doubler en une
varie´te´ compacte sans bord M˜ munie d’un feuilletage F˜ transversalement
holomorphe non singulier. On utilise alors la de´finition pre´ce´dente pour par-
tionner M˜ en 2 sous ensembles Fatou(F˜ ) et Julia(F˜ ). On revient ensuite
a` (M,F ) en de´finissant Fatou(F ) comme le sature´ de Fatou(F˜ ) ∩ N et
Julia(F ) comme le sature´ de Julia(F˜ )∩N union les singularite´s pi (remar-
quons que les se´paratrices sont dans le Julia puisqu’elles ont de l’holonomie).
Utilisant l’existence de champs de vecteurs basiques normaux non nuls
en tout point de l’ensemble de Fatou, les auteurs montrent la proprie´te´ d’ho-
moge´ne´¨ıte´ suivante :
Proposition 2.5. [GGS] soit Fk une composante connexe de l’ensemble de
Fatou et Fk la restriction de F a` Fk. Etant donne´s x1 et x2 deux points
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de Fk, il existe un home´omorphisme de M envoyant x1 sur x2 et pre´servant
(globalement) le feuilletage
De´monstration. D’une part, e´tant donne´ un point x de Fk, il est facile de
trouver des home´omorphismes pre´servant le feuilletage et envoyant x sur
tout point situe´ dans la meˆme feuille que x (il suffit d’inte´grer des champs
de vecteur tangents au feuilletage).
D’autre part, pour ce qui est de la direction transverse, on utilise le fait
que si x est dans l’ensemble de Fatou, alors il existe X ∈ H0(M,CF (ν1,0))
avecX(x) 6= 0. Soient X˜ et Y˜ des releve´s deX et iX dansH0(M,Cǫ log ǫ
F
(TM)).
Conside´rons l’application :
φ : C×M → M
(teiθ, x) 7→ φ(teiθ, x)
ou` φ(teiθ, x) de´signe le flot a` l’instant t et partant de x de X˜θ := X˜ cos θ +
Y˜ sin θ. Le champ de vecteurs X˜θ est basique, donc a` te
iθ fixe´, l’applica-
tion φ(., teiθ) pre´serve le feuilletage. On obtient ainsi des home´omorphismes
pre´servant le feuilletage et envoyant x sur tout point y situe´ dans un disque
(topologique) transverse au feuilletage et centre´ en x. On de´montre la pro-
position en composant des applications des deux types. 
La proposition pre´ce´dente est l’ingre´dient clef pour de´montrer le the´ore`me
suivant :
The´ore`me 2.6. [GGS] Soit (M,F ) une varie´te´ compacte munie d’un feuille-
tage transversalement holomorphe. Soit Fk la restriction de F a` une compo-
sante connexe Fk de Fatou(F ). Alors, 3 cas exclusifs peuvent se produire :
1. cas d’une composante errante : les feuilles de Fk sont ferme´es dans Fk
2. cas d’une composante semi-errante : les fermetures des feuilles de Fk
forment un feuilletage de codimension 1 re´el qui fibre au dessus d’une
varie´te´ de dimension 1.
3. cas d’une composante dense : toutes les feuilles de Fk sont denses dans
Fk
Dans leur article, Ghys, Gomez-Mont et Saludes s’inte´ressent se´pare´ment
a` ces 3 cas. Pour ce qui est du cas errant, ils de´montrent le re´sultat suivant :
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The´ore`me 2.7. [GGS] soit Fk une composante errante de l’ensemble de
Fatou. Alors, l’espace des feuilles Σk := Fk/Fk est une surface de Riemann
analytiquement finie, c’est a` dire que Σk s’obtient en privant une surface de
Riemann compacte d’un nombre fini de points.
Remarque 2.8. On peut noter l’analogie avec le re´sultat d’Ahlfors disant
que si Γ est un groupe kleinien de type fini, alors le quotient de l’ensemble
de discontinuite´ Ω(Γ) par l’action de Γ est une surface de Riemann analyti-
quement finie
Terminons cette section en donnant quelques exemples de feuilletages
transversalement holomorphes et de leurs composantes de Fatou et de Julia.
On pourra en trouver bien d’autres dans [GGS].
1. Les flots line´aires du tore T3 : le feuilletage de R3 par droites paralle`les
est invariant par l’action de Z3 et passe donc au quotient en un feuille-
tage de T3 transversalement holomorphe. Selon le choix de la pente
des droites paralle`les de de´part, on obtient un feuilletage constitue´ soit
d’une composante du Fatou errante, soit d’une composante du Fatou
semi-errante, soit d’une composante dense. Ces exemples sont moyen-
nement inte´ressants dans la mesure ou` l’ensemble de Julia est vide mais
illustrent les 3 types de composantes du Fatou que l’on peut rencontrer.
2. Soit B une varie´te´ compacte et h : Π1(B) → PSl(2,C). Notons Γ =
h(Π1(B)). Le groupe Π1(B) agit sur B˜ × P1 :
(B˜ × P1)× Π1(B) −→ B˜ × P1
((x, z), α) 7−→ (x.α, ρ(α)−1.z)
Le quotientM = (B˜×P1)/Π1(Σ) est une varie´te´ fibre´e en P1 au dessus
de B. Notons F le feuilletage suspension sur M de´fini comme le quo-
tient par l’action de Π1(B) du feuilletage horizontal F˜ de B˜×P1. Dans
le cas d’une suspension, pour comprendre la dynamique du feuilletage,
il suffit de comprendre la dynamique de l’action de Γ sur une fibre de
la projection p :M → B. Si F0 est une telle fibre, l’intersection de l’en-
semble de Fatou avec F0 correspond exactement aux points z de la fibre
pour lesquels il existe un champ de vecteurs Γ-invariant non nul en z.
Si par exemple, Γ est un groupe kleinien, on se convaint, a` l’aide de la
remarque qui vient d’etre faite que les points de l’ensemble limite pour
l’action de Γ sur F0 sont dans le Julia de F . Mais ce ne sont pas tout
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a` fait les seuls : il faut rajouter d’e´ventuels points fixes elliptiques de
l’ensemble de discontinuite´. Comme dit dans l’article [GGS], il s’agit la`
d’une limite de la the´orie puisqu’on aurait envie que les feuilles corres-
pondant a` ces points fixes elliptiques (elles ont une holonomie finie et
donc une dynamique qui n’est pas tre`s chaotique) soient dans le Fatou.
Remarquons que dans la de´finition de Asuke ces feuilles sont dans le
Fatou.
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3 Morphismes harmoniques et mouvement brow-
nien
3.1 Morphismes harmoniques
Cette sous-section e´nonce sans preuve les the´ore`mes dont nous aurons
besoin par la suite concernant la the´orie des morphismes harmoniques. Pour
plus d’informations sur le sujet et les preuves des re´sultats annonce´s, le lec-
teur pourra se re´fe´rer par exemple a` ([W]) dans lequel l’auteur fait un bref
survol de la the´orie ou encore au livre plus complet ([U]).
Soient (M, g) et (N, h) deux varie´te´s riemanniennes C∞ de dimensions
respectivesm et n. Pour simplifier, nous supposons e´galement queM est com-
pact sans bord. On note ∆M = div(grad) l’ope´rateur de Laplace-Beltrami
sur M . Une fonction f :M → R de classe C∞ ve´rifiant ∆Mf = 0 est appele´e
fonction harmonique. On a la de´finition suivante :
Definition 3.1. Une application Φ : (M, g) → (N, h) de classe C∞ est
un morphisme harmonique si pour toute fonction harmonique f : V → R
de´finie sur un ouvert V de N avec Φ−1(V ) non vide, la compose´e f ◦ Φ est
une fonction harmonique sur Φ−1(V ).
Nous verrons plus loin que de tels applications sont caracte´rise´es par le
fait qu’elles pre´servent le mouvement brownien, proprie´te´ que nous utiliserons
pour la preuve du the´ore`me (1.1).
Nous allons maintenant donner quelques caracte´risations utiles des mor-
phismes harmoniques. En premier lieu, nous de´finissons la notion d’applica-
tion harmonique entre deux varie´te´s riemanniennes.
Definition 3.2. Soit Φ : (M, g)→ (N, h) une application C∞. L’e´nergie de
Dirichlet de Φ est par de´finition la quantite´ :
E(Φ) =
1
2
∫
M
| dΦ |2 dvol
– vol est la mesure volume sur M associe´e a` la me´trique g
– | dφx | de´signe la norme de Hilbert-Schmidt de la diffe´rentielle de Φ en
x, c’est a` dire que si (ei) est une base orthonorme´e de TxM :
| dΦx |2=
m∑
i=1
hΦ(x)(dΦx(ei), dΦx(ei))
19
Rappelons qu’une variation C∞ a` un parame`tre (Φt) de Φ est une appli-
cation C∞ M×]− ǫ, ǫ[→M , (x, t) 7→ Φt(x) avec ǫ > 0 et Φ0 = Φ.
Definition 3.3. Une application Φ : (M, g) → (N, h) de classe C∞ est une
application harmonique si c’est un point critique pour l’e´nergie de Dirichlet
c’est a` dire si pour tout variation C∞ a` un parame`tre (Φt) de Φ :
d
dt
E(Φt)|t=0 = 0
Definition 3.4. Une application Φ : (M, g) → (N, h) de classe C∞ est
dite horizontalement faiblement conforme si pour tout point p de M tel que
dΦp 6= 0, la diffe´rentielle dΦp envoie l’espace horizontal ker(dΦp)⊥ de manie`re
conforme sur TΦ(p)N , c’est a` dire que dΦp est surjective et qu’il existe un
nombre λ(p) 6= 0 tel que pour tous X, Y ∈ ker(dΦp)⊥, on ait :
hφ(p)(dΦp(X), dΦp(Y )) = λ(p)
2gp(X, Y )
Nous avons la caracte´risation suivante des morphismes harmoniques :
The´ore`me 3.5. [Fug] Une application Φ : (M, g)→ (N, h) de classe C∞ est
un morphisme harmonique si et seulement si Φ est une application harmo-
nique et Φ est horizontalement faiblement conforme.
Voici une autre caracte´risation :
The´ore`me 3.6. [BE] Dans le cas ou` n = 2, une application Φ : (M, g) →
(N, h) de classe C∞ horizontalement faiblement conforme est une applica-
tion harmonique (et donc est un morphisme harmonique d’apre`s le the´ore`me
pre´ce´dent) si et seulement si les fibres au dessus de toute valeur re´gulie`re de
Φ sont des sous-varie´te´s de M minimales pour la me´trique g.
Enfin, nous avons :
The´ore`me 3.7. [Fug] Une application C∞ Φ : (M, g) −→ (N, h) est un
morphisme harmonique si et seulement si il existe une fonction λ :M −→ R
telle que pour toute fonction f : N −→ R de classe C∞ on ait :
∆M(f ◦ Φ) = λ2 · (∆Nf) ◦ Φ
Cette dernie`re caracte´risation ne nous sera pas vraiment utile dans la
suite, mais je la cite quand meˆme car c’est cette caracte´risation qui permet a`
Darling [D] de montrer qu’un morphisme harmonique pre´serve le mouvement
brownien.
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3.2 Les morphismes harmoniques pre´servent le brow-
nien
Nous commenc¸ons par une construction succinte du mouvement brownien
sur une varie´te´ riemannienne. Des constructions comple`tes du mouvement
brownien peuvent eˆtre trouve´es par exemple dans [CC2] ou encore dans [H].
Soit (M, g) une varie´te´ riemannienne, connexe, comple`te et a` ge´ome´trie
borne´e. Le mouvement brownien (Bt)t≥0 sur (M, g) est le processus de diffu-
sion engendre´ par l’ope´rateur de Laplace-Beltrami ∆ sur (M, g). De manie`re
plus pre´cise, soit p une solution fondamentale de l’e´quation de la chaleur sur
M , c’est a` dire une fonction p :M×M×[0,+∞[→ R de classe C2 par rapport
a` la premie`re variable x et C1 par rapport a` la troisie`me t et ve´rifiant :
∂
∂t
p(x, y, t) = ∆xp(x, y, t)
lim
t→0
∫
M
p(x, y, t)f(y)dy = f(x)
pour toute fonction continue borne´e f sur M , la convergence e´tant celle de
la convergence uniforme sur tout compact et dy e´tant la mesure volume surM
associe´e a` la me´trique. Notons Ω(M) := {ω : [0,+∞[→M tel que ω continu}
et Ωx(M) := {ω ∈ Ω(M) tel que ω(0) = x}. L’ensemble Ω(M) est muni de la
tribu cylindrique B, c’est a` dire la tribu engendre´e par les ensembles (appele´s
cylindres) du type :
C = {ω ∈ Ω(M) tel que ω(t1) ∈ A1, ..., ω(t1) ∈ A1}
ou` t1 < t2... < tn est une suite finie de temps et les Ai sont des bore´liens de
M . Si C est un tel cylindre et x est un point de M , on de´finit la mesure P˜x
de C par :
P˜x(C) =
∫
A1
∫
A2
...
∫
An
p(x, y1, t1)p(y1, y2, t2 − t1)
...p(yn−1, yn, tn − tn−1)dyn...dy2dy1
La de´finition de P˜x sur les cylindres s’e´tend de manie`re unique en une mesure
de probabilite´ (encore note´e P˜x) sur la tribu B toute entie`re. Les P˜x sont
appele´es mesures de Wiener. Si µ est une mesure de probabilite´ sur M , on
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peut de´finir une mesure P˜µ sur Ω(M) par :
P˜µ =
∫
x∈M
P˜xdµ(x)
Si µ est une mesure de probabilite´ sur M , un mouvement brownien de loi
initiale µ est une application mesurable B de´finie sur un espace probabilise´
(Ω,F ,P) :
B : (Ω,F ,P) −→ (Ω(M),B)
et ve´rifiant :
1. pour A bore´lien de M , P(B0(ω) ∈ A) = µ(A)
2. pour C ∈ B, P(B(ω) ∈ C) = P˜µ(C)
Enfin, on parle de mouvement brownien partant d’un point x de M lorsque
la loi initiale µ est un Dirac en x.
En 1940, Paul Le´vy de´montre le the´ore`me d’invariance des trajectoires
du mouvement brownien par transformations conformes (voir [Le]). Plus
pre´cise´ment :
The´ore`me 3.8. [Le´vy] Soit (Bt)t≥0 un mouvement brownien plan issu d’un
point b0 du plan et f une fonction holomorphe sur C. Alors, le processus
(f(Bt))t≥0 est un mouvement brownien change´ de temps. Autrement dit, il
existe une application (ω, t) → σ(ω, t) de´finie sur Ω × R+ telle que, le pro-
cessus (f(Bσ−1(s)))s≥0 soit un mouvement brownien plan issu de f(b0). L’ap-
plication σ ve´rifie les proprie´te´s suivantes :
– a` t fixe´, l’application ω → σt(ω) est mesurable
– a` ω fixe´, l’application t→ σω(t) est strictement croissante
Remarque 3.9. on peut donner une expression du changement de temps :
σ(ω, t) =
∫ t
0
| f ′(Bu(ω)) |2 du
Cette proprie´te´ a bien suˆr servi a` e´tudier le mouvement brownien plan
a` l’aide des fonctions analytiques. Mais inversement, elle peut aussi servir
a` e´tudier les proprie´te´s des fonctions analytiques par des me´thodes proba-
bilistes. Citons, par exemple, la simple et jolie preuve du petit the´ore`me de
Picard (voir ([Da]) ou ([Du]) a` l’aide de cette proprie´te´ d’invariance conforme
du brownien.
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Le the´ore`me qui suit est une ge´ne´ralisation du the´ore`me d’invariance
conforme de Le´vy. Il dit que les applications entre varie´te´s riemanniennes qui
pre´servent le brownien sont les morphismes harmoniques. Cette proprie´te´ a
d’abord e´te´ de´montre´e dans le cas de morphismes harmoniques entre espaces
euclidiens dans [BCD] puis dans le cas ge´ne´ral de morphismes harmoniques
entre varie´te´s riemanniennes dans [D].
The´ore`me 3.10. [D] Soit Φ : M −→ N de classe C∞. L’application Φ est
un morphisme harmonique si et seulement si on a la proprie´te´ suivante : soit
(Bt)t≥0 un brownien sur M issu d’un point a et arreˆte´ en un temps d’arreˆt
T . Il existe un processus croissant σ : Ω × [0, T [−→ [0,+∞[ et un brownien
(B′s)s≥0 partant de φ(a) tel que
Φ ◦B = B′ ◦ σ
Remarques 3.11. 1. Φ ◦ B = B′ ◦ σ signifie : pour tout ω ∈ Ω et pour
tout t ∈ [0, T (ω)[, on a : Φ ◦Bt(ω) = B′σt(ω)(ω).
2. Le the´ore`me d’invariance conforme du brownien de Paul Le´vy est une
conse´quence imme´diate de ce the´ore`me. En effet, une fonction holo-
morphe sur C est un morphisme harmonique
3. Le changement de parame´trage de temps est donne´ par :
σω(t) =
∫ t
0
λ2(Bu(ω))du
ou` λ est le facteur d’horizontal conformite´ de Φ (de´fini dans la de´finition
(3.4))
4. il faut prendre bien garde au fait que, dans ce dernier the´ore`me, on
n’a pas ne´cessairement lim
t→T
σt = ∞ presque suˆrement : les trajectores
Φ ◦Bt sont donc e´ventuellement seulement des portions de trajectoires
browniennes. Il est facile de s’en convaincre lorsque T < ∞. Mais
meˆme lorsque T = ∞, on n’a pas ne´cessairement lim
t→T
σt = ∞ presque
suˆrement comme le montre l’exemple suivant : conside´rons l’inclusion
du disque de Poincare´ munie de la me´trique de Poincare´ dans la sphe´re
de Riemann P1 munie de la me´trique sphe´rique. Cette application est
e´videmment un morphisme harmonique et il est clair que lim
t→∞
σω(t) est
fini presque suˆrement
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5. la preuve de ce the´ore`me n’est pas particulie`rement difficile. On peut
la trouver dans [D]. Elle repose sur la caracte´risation de Fuglede des
morphismes harmoniques (3.7)
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4 Preuve du the´ore`me (1.1)
Soit M une varie´te´ compacte de dimension d + 2 munie d’un feuilletage
F transversalement holomorphe. Supposons, de plus, que le feuilletage est
minimalisable. Soit F une composante errante de l’ensemble de Fatou et Σ =
F/F , l’espace des feuilles, qui est une surface de Riemann analytiquement
finie. Le but de cette partie est de montrer que, pour presque tout a ∈ ∂F , et
pour tout x ∈ F la feuille passant par x s’accumule sur a. Le terme presque
tout est a` prendre au sens de la mesure de sortie d’un brownien partant d’un
point x0 de F .
Commenc¸ons par donner une ide´e de la preuve : on commence par mon-
trer que, sous l’hypothe`se de minimalisabilite´ du feuilletage, on peut mu-
nir M d’une me´trique g et Σ d’une me´trique h de sorte que la projection
p : (F, g|F ) −→ (Σ, h) soit un morphisme harmonique. Soit maintenant Bt
un brownien partant d’un point x0 de F arre´te´ au temps T de sortie de F et
soit a ∈ ∂F de sorte que a appartienne au support de la mesure de sortie de
F du brownien. Si Va est un voisinage de a, on a que, avec une probabilite´
strictement positive, Bt ∈ Va pour t assez proche de T . D’autre part, p est un
morphisme harmonique. Donc p pre´serve le brownien et donc par le the´ore`me
(3.10), p(Bσ−1(s)) est un brownien dans Σ arre´te´ au temps lim
t→T
σt. On montre
en fait que lim
t→T
σt = ∞ et donc que p(Bσ−1(s)) est un vrai brownien de´fini
pour tous temps. Puisque Σ est analytiquement finie, le mouvement brow-
nien est re´ccurent dans Σ. Et donc, si U est un ouvert quelconque de F , il
existe une suite (sn)n∈N tendant vers l’infini telle que p(Bσ−1(sn)) appartienne
a` p(U). Cela implique qu’il existe une suite (tn)n∈N tendant vers T telle que
Btn apprtienne a` p
−1(p(U)) = sat(U) (sat(U) de´signe le sature´ de U pour
le feuilletage). Finalement, on a montre´ que pour tout U ouvert dans F et
tout voisinage Va de a, sat(U) ∩ Va 6= ∅. Nous verrons que cela implique le
the´ore`me.
Mettons tout ceci en place. Munissons Σ d’une me´trique h a` courbure
constante e´gale a` +1, 0 ou −1 selon le type de Σ et dans la classe conforme
de Σ. On a le
Lemme 4.1. il existe une me´trique g sur M ve´rifiant :
1. les feuilles de F sont minimales
2. p : (F, g|F ) −→ (Σ, h) est horizontalement conforme, c’est a` dire qu’il
existe λ : F → R∗ continue telle que si X et Y sont 2 champs de
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vecteurs orthogonaux aux fibres de p, on ait pour tout x appartenant
F : hp(x)(p
′
x(X(x)), p
′
x(Y (x))) = λ
2(x).gx(X(x), Y (x)).
De´monstration. soit g0 une me´trique sur M rendant les feuilles minimales.
Soit A un atlas constitue´ d’un nombre fini de cartes feuillete´es φα : Uα →
Vα ⊂ R2 et λα une partition de l’unite´ subordonne´e a` cet atlas. Soient e1 et
e2 deux champs de vecteur sur Uα ve´rifiant :
– (φα)∗(ei) =
∂
∂xi
, pour i = 1, 2
– ei ∈ TF⊥, pour i = 1, 2
On comple`te (e1, e2) avec des sections de TF|Uα de sorte que, pour tout
x ∈ Uα, b(x) = (e1(x), e2(x), e3(x), ..., ed+2(x)) soit une base de TxM . On a :
matb(x)g0(x) =
(
A 0
0 B
)
avec A =
(
a b
c d
)
. On de´finit la me´trique gα0 sur Uα par :
matb(x)g
α
0 (x) =
(
C 0
0 B
)
avec C =
(
1 0
0 1
)
. Puis on pose : g =
∑
α
λαg
α
0 . Cette me´trique g ve´rifie
toutes les proprie´te´s demande´es : en effet, on a tout fait pour que la pro-
jection p soit horizontalement conforme et une modification de la me´trique
orthogonalement aux fibres ne modifie pas le caracte`re minimal de celles ci.

La projection p : (F, g|F ) −→ (Σ, h) est horizontalement conforme et ses
fibres sont minimales. Donc, d’apre`s le the´ore`me (3.6), p est un morphisme
harmonique. Par conse´quent, par le the´ore`me (3.10), p pre´serve le brownien
a` un reparame´trage de temps pre`s. Donc, si Bt est un brownien partant d’un
point x0 de F arre´te´ au temps T = inf {t tel que Bt ∈ F c} de sortie de F ,
p(Bσ−1(s)) est un brownien dans Σ partant de p(x0) et arreˆte´ au temps lim
t→T
σt.
Il s’ave`re que lim
t→T
σt =∞. Il s’agit d’une simple conse´quence de la proposition
suivante :
Lemme 4.2. Soit γ : [0,+∞[→M un chemin continu tel que γ(0) ∈ F . Soit
t0 := inf{t ∈ [0,+∞[; γ(t) /∈ F}. Alors p ◦ γ n’a pas de limite quand t tend
vers t0.
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De´monstration. Supposons qu’au contraire lim
t→t0
p◦γ(t) = z0 ∈ Σ. Soit U une
carte feuillete´e de´finie sur un voisinage de γ(t0) : U est identifie´ avec A× B
ou` A est un ouvert de Rd, B un ouvert de C tel que les plaques du feuilletage
sont les A × {z}. Il existe t1 < t0 tel que pour tout t ≥ t1, on ait γ(t) ∈ U .
Soit x0 ∈ p−1({z0}) et soit X un champ de vecteurs basique normal non nul
en x0. Soient X˜ et Y˜ des releve´s de X et iX (via π : H
0(M,Cǫ log ǫ
F
(TM))→
H0(M,CF (ν
1,0))) et soit
φ : C×M → M
(teiθ, x) 7→ φ(teiθ, x)
ou` φ(teiθ, x) de´signe le flot a` l’instant t et partant de x de X˜ cos θ + Y˜ sin θ.
En utilisant l’identification de U et A×B faite plus haut, on a, pour r assez
petit :
φ(D(0, r)× Lx0) ∩ U =
∐
i∈I
A× Vi
ou` les Vi sont des disques (topologiques) ferme´s deux a` deux disjoints. Re-
marquons e´galement que les
∐
i∈I A × Vi ne rencontrent pas l’ensemble de
Julia et que e´ventuellement I = ∅. Soit V = φ(D(0, r)×Lx0) et W = p(V ) :
W est un voisinage de z0. Donc, il existe t2 > t1 tel que pour tout t ∈ [t2, t0[,
on ait p ◦ γ(t) ∈ W . Donc, pour tout t ∈ [t2, t0[, γ(t) ∈ p−1(W ) ∩ U =
V ∩ U = ∐i∈I A × Vi. Donc il existe i ∈ I tel que pour tout t ∈ [t2, t0[, on
ait γ(t) ∈ A × Vi, ce qui contredit le fait que γ(t0) appartient a` l’ensemble
de Julia.

Corollaire 4.3. Presque suˆrement lim
t→T
σt =∞
De´monstration. Presque suˆrement,
B : [0, T [ → M
t 7→ Bt
est continue. Donc, d’apre`s le lemme pre´ce´dent, presque suˆrement p ◦ Bt
n’a pas de limite quand t tend vers T . Or par le the´ore`me d’invariance du
brownien par les morphismes harmoniques, il existe un brownien B′s sur Σ
tel que pour tout t ∈ [0, T [, on ait : p ◦ Bt = B′σt . Donc, presque suˆrement,
B′σt n’a pas de limite quand t tend vers T . Donc, ne´cessairement, limt→T
σt =∞

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Notons µ la mesure de sortie de F : µ(A) = Px0(BT ∈ A), pour A bore´lien
dans ∂F . Nous pouvons maintenant montrer le the´ore`me, c’est a` dire que
pour µ presque tout a ∈ ∂F , pour tout x ∈ F , a ∈ Lx.
Comme Σ est analytiquement fini, le processusB′s := (p(Bσ−1(s)))0≤s≤σ(T )=+∞
est re´ccurent dans Σ. Soient x ∈ F , Ux un voisinage de x, a ∈ supp(µ) et Va
un voisinage de a dans M . Nous allons montrer que sat(Ux) ∩ Va 6= ∅. En
effet, le fait que a appartienne au support de µ implique µ(Va) 6= 0. Si on note
A = {ω tel que BT (ω)(ω) ∈ Va}, on a Px0(A) = µ(Va) > 0. Et donc, pour tout
ω ∈ A, Bt(ω) ∈ Va pout t assez proche de T (ω). D’autre part, le fait que B′s
soit re´current sur Σ entraine que pour presque tout ω ∈ Ω, il existe sn tendant
vers l’infini telle que Bsn(ω) ∈ p(Ux). Donc, pour presque tout ω ∈ Ω, il existe
tn tendant vers T (ω) telle que Btn(ω) ∈ p−1(p(Ux)) = sat(Ux). On a donc,
pour presque tout ω ∈ A (c’est a` dire sur un ensemble de probabilite´ posi-
tive), il existe une suite tn tendant vers T (ω) telle que Btn(ω) ∈ sat(Ux)∩Va.
En particulier, sat(Ux) ∩ Va 6= ∅.
De´duisons-en que a ∈ Lx : pour tout voisinage Ux de x et tout voisinage
Va de a, on a :sat(Ux) ∩ Va 6= ∅. Donc, il existe xn → x et ∃ yn → a avec
yn ∈ Lxn . Soit Xn une suite de champs de vecteurs basiques non nuls en
xn et ve´rifiant Φn(1, xn) = x ou` Φn : R ×M −→ M est le flot associe´ au
champ de vecteurs Xn. On a : Xn(yn) → 0 (car yn → a ∈ Julia). Donc
Φn(1, yn)→ a. Or Φn(1, .) :M −→M pre´serve le feuilletage, ce qui implique
que Φn(1, yn) ∈ Lx. On a donc bien montre´ que a ∈ Lx.
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Deuxie`me partie
De´veloppe´s de browniens
5 Structures projectives
L’objet de cette partie est de faire une bre`ve introduction aux struc-
tures projectives complexes. On pourra se re´fe´rer au survol de David Dumas
[Dum], ou encore a` l’article de David Marin et Franck Loray [LM] pour plus
d’informations.
Definition 5.1. Soit Σ une surface de Riemann. Une structure projective
complexe branche´e sur Σ est la donne´e d’un atlas maximal (φi : Ui → Vi) ou`
les Ui sont des ouverts recouvrant Σ, les φi sont des applications holomorphes
non constantes de Ui a` valeurs dans Vi (ouverts de la sphe`re de Riemann
P
1) tel que les applications de changement de carte γij : φj(Ui ∩ Uj) →
φi(Ui ∩ Uj) sont des restrictions de transformations de Mo¨bius de P1 (c’est
a` dire d’e´le´ments de PSl(2,C))
Remarque 5.2. Le terme branche´ vient du fait que les applications φi peuvent
avoir des points critiques. En fait, les φi de´finissent une structure d’orbifold
sur Σ avec des changements de coordonne´es projectives. Si les φi n’ont pas
de points critiques, alors ils de´finissent un atlas de surface de Riemann avec
changements de coordonne´es projectives et dans ce cas, on parle simplement
de structure projective complexe.
Fixons nous une telle carte φi : Ui → Vi. Si Uj est une autre carte in-
tersectant Ui, l’application γij ◦ φj : Uj → P1 co¨ıncide avec φi sur Ui ∪ Uj
et permet donc de prolonger φi a` Uj. Continuer ainsi de proche en proche
nous permet de de´finir une application holomorphe D de´finie non pas sur
Σ mais sur son reveˆtement universel Σ˜. Cette application D : Σ˜ → P1 est
appele´e application de´veloppante de la structure projective. Elle est de´finie
a` une post-composition pre`s par une transformation de Mo¨bius (le choix de
la carte de de´part).
A ceci est associe´ de manie`re canonique un morphisme ρ : π1(Σ) →
PSl(2,C) ve´rifiant :
∀x ∈ Σ˜, ∀α ∈ Π1(Σ), D(α.x) = ρ(α).D(x)
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L’application ρ est appele´e repre´sentation de monodromie et son image ρ(Π1(Σ))
groupe de monodromie de la structure projective. L’application de´veloppante
D e´tant de´fini a` une post-composition pre`s par une transformation de Mo¨bius,
il vient que ce groupe de monodromie est de´fini a` conjugaison pre`s par cette
transformation de Mo¨bius.
Ainsi, a` toute structure projective complexe branche´e, on peut associer
un couple application de´veloppante-repre´sentation de monodromie (D , ρ).
Il n’est pas difficile de se convaincre que re´ciproquement, la donne´e d’un tel
couple sur une surface de Riemann de´finit sur celle-ci une structure projective
complexe.
Exemples 5.3. 1. Soit Σ une surface de Riemann hyperbolique. Σ a pour
reveˆtement universel le demi plan de Poincare´ H et Σ = H/Γ ou` Γ est
un sous groupe de PSl(2,R) agissant librement et proprement discon-
tinuˆment sur H. Le couple (D , ρ) = (i : H →֒ P1, i : Γ →֒ PSl(2,C))
(ou` i de´signe l’inclusion dans les 2 cas) de´finit une structure projective
sur Σ appele´e structure projective uniformisante de Σ.
2. Soit Γ un groupe kleinien (sous groupe discret de PSl(2,C)) tel que
l’ensemble de discontinuite´ Ω(Γ) associe´e a` l’action de Γ sur P1 soit
non vide. Le quotient Ω(Γ)/Γ est une surface de Riemann qui peut eˆtre
munie d’une structure projective de la manie`re suivante : on recouvre
le quotient Ω(Γ)/Γ par des ouverts Ui suffisamment petits et on fait
le choix de sections locales si (au dessus des Ui) de la projection p :
Ω(Γ) → Ω(Γ)/Γ. Les si : Ui → Ω(Γ) ⊂ P1 forment un atlas de Σ pour
lequel les changemnts de cartes sont des e´le´ments de Γ c’est a` dire des
transformations de Mo¨bius.
Nous utiliserons des structures projectives sur des sphe`res e´pointe´es :
Σ = P1 − {p1, ...pd}.
Definition 5.4. une structure projective sur une telle surface est dite de type
parabolique si il existe une coordonne´e locale w autour de chaque pi telle que
dans cette coordonne´e, une certaine application de´veloppante de la structure
projective s’e´crive :
D =
1
2iπ
log(w − w(pi))
Proposition 5.5. [CDFG] Si Σ est la sphe`re de Riemann prive´e d’au moins
4 points, alors il existe une structure projective de type parabolique sur Σ
dont le groupe de monodromie soit dense dans PSl(2,C)
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6 Prolongement analytique de germe d’appli-
cation de´veloppante
Soient (C0, p0) et (C1, p1) deux surfaces de Riemann pointe´es et un germe
de fonction holomorphe h : (C0, p0) → (C1, p1). Soit τ : [0, t] → C0 un
chemin continu ve´rifiant τ(0) = p0. On dit que la suite de disques ouverts
D0, D1, ..., Dn recouvre τ si il existe 0 = t0 < t1 < ... < tn = t tel que
τ([tk, tk+1]) ⊂ Dk. On dit que h admet un prolongement analytique le long
de τ([0, t]) si il existe une suite de disques D0, D1, ..., Dn recouvrant τ et des
fonctions holomorphes fk : Dk → C1 telles que le germe de f0 en p0 soit e´gal
a` h et que pour tous k ∈ {0, ..., n− 1}, on ait fk = fk+1 sur Dk ∩Dk+1.
Definition 6.1. On dit que q ∈ C0 est une singularite´ pour h si il existe un
chemin continu τ : [0, 1]→ C0 tel que
1. τ(0) = p0 et τ(1) = q.
2. ∀ǫ > 0, h admet un prolongement analytique le long de τ([0, 1− ǫ]).
3. h n’admet pas de prolongement analytique le long de τ([0, 1]).
Si τ est un tel chemin, il se peut tre`s bien que pour un autre chemin
τ ′ : [0, 1]→ C0 joignant p0 a` q, h se prolonge le long de τ ′([0, 1]). On a donc
la de´finition plus forte suivante :
Definition 6.2. Si D est un disque topologique contenant p0 et si pour tout
chemin τ : [0, 1]→ C0 ve´rifiant τ(0) = p0 et τ(1) ∈ ∂D, on a :
1. ∀ǫ > 0, h admet un prolongement analytique le long de τ([0, 1− ǫ]).
2. h n’admet pas de prolongement analytique le long de τ([0, 1]).
on dit que ∂D est un bord naturel pour le prolongement analytique de h.
Proposition 6.3. [CDFG] Soit Σ une surface de Riemann hyperbolique mu-
nie d’une structure projective. Soit D une application de´veloppante associe´e
a` cette structure projective et h un germe d’une section locale de D .
1. Si la structure projective est la structure projective uniformisante, alors
h a un bord naturel pour le prolongement analytique.
2. Si le groupe de monodromie est dense dans PSl(2,C), alors l’ensemble
des points singuliers pour le prolongement analytique de h est P1 tout
entier.
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De´monstration. On pourra se re´fe´rer a` [CDFG] pour une preuve comple`te.
Nous ne donnons ici que quelques ide´es de preuve qui nous semblent e´clairant
pour la suite.
1. on a vu que dans ce cas l’application de´veloppante est l’inclusion i :
H →֒ P1. Donc ∂H ⊂ P1 est un bord naturel pour le prolongement
analytique de h.
2. Soit h un germe d’une section locale de D en un point z0 appartenant
a` P1 et posons p0 = h(z0). La preuve repose sur le lemme suivant :
Lemme 6.4. [CDFG] Pour tout z ∈ P1, il existe un ensemble fini A de
Π1(Σ) et une suite infinie (αn)n∈N d’e´le´ments de A ayant les proprie´te´s
suivantes (notons An = α1α2....αn et A0 = id) :
(a) le diame`tre de la boule
Bn =
{
w ∈ P1 tel que | d(ρ(An)) | (w) ≥ 1
2n
}
tend exponentiellement vite vers 0
(b) pour tout n ∈ N, ρ(An)(P1 − Bn) ⊂ D(z, cste2n )
(c) pour tout n ∈ N, ni z0 ni ρ(αn)(z0) n’appartient a` Bn−1
Dans ce lemme (dont nous passons la preuve qui se trouve dans [CDFG]),
on a muni P1 de la me´trique sphe´rique a` courbure constante positive
qui s’e´crit dans l’une des 2 cartes de P1 : | ds |= |dz|
1+|z|2
. Si γ est une
transformation de Moebius, dγ de´signe la de´rive´e de γ et | dγ | (z) est
la norme sphe´rique en z. Enfin, si z ∈ P1 et α ∈ R, D(z, α) de´signe
le disque de centre z et de rayon α (pour la distance associe´e a` la
me´trique sphe´rique). Montrons que ce lemme implique la proposition :
Graˆce aux proprie´te´s (a) et (c) du lemme pre´ce´dent, on montre qu’on
peut construire pour tout n ∈ N, un chemin C∞ cn : [0, 1]→ Σ˜ joignant
p0 a` αn(p0), de longueur borne´e par une consatnte inde´pendante de n et
telle que pour n assez grand D ◦cn ne rencontre pas Bn−1. On construit
alors le chemin c : [0,∞[→ Σ˜ comme la concate´nation infini des che-
mins an := An−1cn (joignant An−1(p0) a` An(p0)). Par ρ-e´quivariance,
on a :
D ◦ an = ρ(An−1) ◦D ◦ cn
Comme D ◦cn ne rencontre pas Bn−1, on en de´duit, par la proprie´te´ (a)
du lemme pre´ce´dent que la longueur de D ◦ an tend exponentiellement
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vite vers 0 et donc D ◦ c(t) converge, quand t tend vers l’infini, vers
un point dans P1, ce point ne pouvant eˆtre que z (car par la proprie´te´
(b) du lemme pre´ce´dent, D ◦ an ⊂ D(z, cste2n−1 )). Ainsi z est un point
singulier pour le prolongement analytique de h.

Nous venons de montrer que pour une structure projective sur une surface
de Riemann hyperbolique analytiquement finie d’application de´veloppante
D et de groupe de monodromie Γ dense dans PSl(2,C) ; si z0 ∈ P1 et h
est un germe d’holonomie d’une section locale de D en z0, alors pour tout z
appartenant a` P1, il existe un chemin continu b : [0, T ]→ P1 joignant z0 a` z
(b(0) = z0, b(T ) = z) tel que h se prolonge le long de b([0, T − ǫ]) pour tout
ǫ > 0 mais pas le long de b([0, T ]). On aurait envie de ge´ne´raliser ce re´sultat
a` presque toute trajectoire brownienne partant de z0, c’est a` dire de montrer
que pour presque tout ω ∈ Ωz0 , il existe un temps d’arreˆt T (ω) < +∞ tel que
h se prolonge le long de ω([0, T (ω)−ǫ]) mais pas le long de ω([0, T (ω)]). Pour y
arriver, il parait naturel, en restant dans l’esprit de la preuve de la proposition
pre´ce´dente, de montrer que pour presque toute trajectoire browniennne ω
partant de p0 dans dans Σ˜, il existe z(ω) ∈ P1 tel que lim
t→∞
D(ω(t)) = z(ω).
Or il n’en est rien comme le montre le the´ore`me (1.3).
Remarquons que si le groupe de monodromie Γ est dense dans PSl(2,C),
alors les 2 hypothe`ses du the´ore`me (1.3) sont ve´rifie´es. En effet si Γ est
e´le´mentaire, il est e´vident que Γ n’est pas dense dans PSl(2,C) et si D n’est
pas surjective alors (Im(D))c est un ferme´ non vide Γ-invariant strictement
inclus dans P1. Donc Γ n’est pas dense dans PSl(2,C).
Plac¸ons nous sous les hypothe`ses du the´ore`me (1.5). Bien que pour une
trajectoire brownienne typique ω partant de p0 dans Σ˜, D(ω(t)) n’ait pas de
limite quand t tend vers l’infini, il existe un point de P1 pre`s duquel D(ω(t))
passe presque tout son temps t. C’est ce qu’exprime le the´ore`me (1.5).
Pour prouver ces 2 the´ore`mes (1.3 et 1.5), nous aurons besoin de re´sultats
concernant la the´orie des marches ale´atoires dans les groupes. C’est l’objet
de la section qui suit. Nous y de´finissons la notion de mesure stationnaire,
e´nonc¸ons et rede´montrons quelques re´sultats de base de la the´orie pour finir
par la preuve de la proposition (7.1) qui est un point clef de la preuve des 2
the´ore`mes.
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7 Marches ale´atoires dans les sous-groupes
de PSl(2,C)
7.1 Introduction
Dans toute cette partie, Γ est un sous groupe de PSl(2,C) de type
fini et µ une mesure de probabilite´ sur Γ. Notons supp(µ) le support de
µ et < supp(µ) > le groupe engendre´ par supp(µ). Conside´rons la marche
ale´atoire droite sur Γ de loi µ. Plus pre´cisemment, posons Ω = ΓN
∗
, τ la tribu
cylindrique sur Ω et P = µN
∗
. Les applications coordonne´es hi : Ω→ Γ sont
des variables ale´atoires P-inde´pendantes identiquement distribue´es de loi µ.
Posons Xn(ω) = h1(ω)...hn(ω). L’objet de cette partie est d’e´tudier l’action
de Xn sur P
1. Pre´cisons quelques notations : si X =
(
x1
x2
)
∈ C2 −
(
0
0
)
, on
note [X] sa classe dans P1 = C2 −
(
0
0
)
/C∗. On a l’action naturelle :
PSl(2,C)× P1 −→ P1(
a b
c d
)
,
[
x1
x2
]
7−→
[
ax1 + bx2
cx1 + dx2
]
Nous travaillerons avec la distance naturelle sur l’espace projectif P1 de´finie
pour X =
(
x1
x2
)
et Y =
(
y1
y2
)
∈ C2 −
(
0
0
)
par
d([X], [Y ]) =
| x1y2 − y1x2 |√| x1 |2 + | x2 |2√| y1 |2 + | y2 |2
Notons D(x, α) le disque de centre x et de rayon α. Enfin, si g ∈ PSl(2,C),
|| g ||= sup
||X||=1
|| gX ||, ou` || X || est la norme euclidienne du vecteur X ∈ C2.
Le but de cette partie est de de´montrer le re´sultat suivant, peut-eˆtre bien
connu des spe´cialistes mais pour lequel je ne connais pas de re´fe´rence pre´cise :
Proposition 7.1. sous les hypothe`ses suivantes :
1.
∫
Γ
log(|| γ ||)dµ(γ) < +∞
2. < supp(µ) > est non compact et n’a pas de sous groupe d’indice fini
re´ductible.
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Alors, il existe 0 < λ′ < λ′′ tels que pour P-preque tout ω ∈ Ω, il existe N(ω)
tel que, pour tout n > N(ω), il existe yn(ω), zn(ω) ∈ P1 tel que :
1. Xn(ω)((D(yn(ω), e
−λ′n))c) ⊂ D(zn(ω), e−λ′n)
2. d(Xn(ω)(D(yn(ω), e
−2λ′′n)), zn(ω)) ≥ 12
Nous rede´montrons e´galement le re´sultat classique suivant :
The´ore`me 7.2. [Fur2] Soit ν une mesure µ-stationnaire sur P1. Supposons
de plus que < supp(µ) > est non e´le´mentaire. Alors, pour presque tout ω ∈ Ω,
il existe z(ω) tel que la suite de mesures Xn(ω).ν converge faiblement vers la
mesure de Dirac δz(ω).
Nous expliquerons la notion de mesure µ-stationnaire dans la sous-section
suivante.
Remarque 7.3. Une fois les the´ore`mes prouve´s, il ne sera pas difficile de se
convaincre que la suite des zn(ω) de´finie dans la proposition (7.1) converge
vers le z(ω) de´fini au the´ore`me (7.2)
7.2 Mesures stationnaires
Dans cette sous-partie, je de´finis la notion de mesures stationnaires, e´nonce
et de´montre les re´sultats de base. La pre´sentation est largement inspire´e de
[Ma].
L’action de Γ sur P1 nous fournit une action de Γ sur l’ensemble P(P1)
des mesures de probabilite´ bore´liennes sur P1 : celle-ci est de´finie pour γ ∈ Γ,
ν ∈ P(P1) et A bore´lien dans P1 par γ · ν(A) = ν(γ−1(A)).
On de´finit e´galement les mesures de convolution. µ∗n := µ ∗ µ ∗ ... ∗ µ
est la mesure image sur Γ de la mesure produit µ⊗n sur Γn par l’application
produit Γ× ...×Γ→ Γ, (γ1, ..., γn) 7→ γ1...γn. La loi de Xn est µ∗n. De meˆme,
si ν ∈ P(P1), on de´finit la mesure µ ∗ ν comme la mesure image sur P1 de
la mesure produit sur Γ × P1 par l’application Γ × P1 → P1, (γ, x) 7→ γ.x.
Donc si A est un bore´lien de P1 :
µ ∗ ν(A) =
∑
γ∈Γ
µ(γ)ν(γ−1(A))
et si f est une fonction continue sur P1 :
µ ∗ ν(f) =
∑
γ∈Γ
µ(γ)
∫
x∈P1
f(γx)dν(x)
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Definition 7.4. La mesure ν ∈ P(P1) est dite µ-stationnaire (ou µ-harmonique)
si µ ∗ ν = ν, c’est a` dire si pour tout bore´lien A dans P1, on a :∑
γ∈Γ
µ(γ)ν(γ−1(A)) = ν(A)
Proposition 7.5. [Fur] Il existe une mesure µ-stationnaire sur P1.
De´monstration. En effet, si x ∈ P1, la suite de mesures de probabilite´s :
νn =
1
n+ 1
.(δx + µ ∗ δx + ...+ µ∗n ∗ δx)
est une suite d’e´le´ments de P(P1) qui est compact pour la topologie faible.
On ve´rifie facilement que toute valeur d’adhe´rence de cette suite est une
mesure µ-stationnaire. 
Proposition 7.6. [Wo] Si < supp(µ) > est non e´le´mentaire, alors ν est
sans atome.
De´monstration. Supposons le contraire. Notons M l’ensemble des atomes de
poids maximal. M est invariant par l’action de < supp(µ) >. En effet soit
x0 ∈M . On a :
ν({x0}) =
∑
γ∈Γ
µ(γ)ν({γ−1(x0)}) (1)
Or pour tout γ ∈ Γ, ν({γ−1(x0)}) ≤ ν({x0}). On en de´duit, graˆce a` l’e´quation
1, que pour tout γ ∈ supp(µ), ν({γ−1(x0)}) = ν({x0}). Donc pour tout γ
appartenant au semi-groupe engendre´ par le support de µ, on a γ−1M ⊂M .
Comme M est fini, on en de´duit que γ−1M =M . Donc M est invariant par
l’action de < supp(µ) > et est un ensemble fini, ce qui est impossible car
< supp(µ) > est non e´le´mentaire. 
Le the´ore`me qui est a` la base de toute la the´orie des marches ale´atoires
est le suivant :
The´ore`me 7.7. [Fur2] Soit ν une mesure µ-stationnaire sur P1. Alors, pour
presque tout ω ∈ Ω, il existe une mesure λ(ω) ∈ P(P1) tel que la suite de
variable ale´atoire Xn(ω).ν converge faiblement vers λ(ω).
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De´monstration. Soit f une fonction continue sur P1, notonsM fn := Xn.ν(f) =∫
P1
f(Xn.x)dν(x). La suite de variables ale´atoires (M
f
n )n∈N est une martin-
gale relativement a` la filtration canonique Fn associe´e a` la suite Xn. En
effet :
E
[
M fn+1/Fn
]
= E
[∫
P1
f(Xn+1.x)dν(x)/Fn
]
= E
[∫
P1
f(Xn.hn+1.x)dν(x)/Fn
]
=
∑
γ∈Γ
µ(γ).
∫
P1
f(Xn.γ.x)dν(x)
=
∫
P1
f(Xn.x)d(µ ∗ ν)(x)
=
∫
P1
f(Xn.x)d(ν)(x) =M
f
n
Soit f ∈ C 0(P1). La suite (M fn )n∈N est une martingale borne´e donc est
presque-suˆrement convergente. Donc, pour tout f ∈ C 0(P1), il existe Ωf tel
que P(Ωf ) = 1 et pour tout ω ∈ Ωf , on ait lim
n→∞
M fn (ω) = Λ(ω, f). Or, C
0(P1)
est se´parable c’est a` dire contient un sous ensemble D de´nombrable et dense
pour la norme sup. Soit Ω′ =
⋂
f∈D Ωf . On a P(Ω
′) = 1 et pour tout ω ∈ Ω′,
l’application Λω : D −→ R, f 7−→ Λ(ω, f) est uniforme´ment continue (elle
est 1-lipschitzienne). Λω se prolonge donc en une application toujours note´e
Λω : C
0(P1) −→ R. L’application Λω est alors une forme line´aire continue
positive et ve´rifie Λω(1) = 1. Donc, par le the´ore`me de repre´sentation de
Riesz, pour tout ω ∈ Ω′, il existe une mesure de probabilite´ λ(ω) ve´rifiant
pour tout f ∈ Ω′, Λω(f) =
∫
P1
fdλ(ω). Donc pour tout ω ∈ Ω′, Xn(ω).ν
converge faiblement vers λ(ω).

7.3 preuve du the´ore`me (7.2)
La preuve qui suit de ce re´sultat classique est largement inspire´ de [Bou].
Pour prouver le the´ore`me, il nous suffit de montrer que la mesure λ obtenue
dans le the´ore`me (7.7) est un Dirac.
Nous commenc¸ons par de´montrer la proposition suivante :
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Proposition 7.8. soit (gn)n∈N ∈ PSl(2,C) tel que || gn ||→ ∞, alors il
existe une sous suite ni et il existe y, z ∈ P1 tel que pour tout x ∈ P1 − {y},
on ait lim
i→∞
gni .x = z.
La proposition est une conse´quence imme´diate du lemme suivant (on note
(e1, e2) la base canonique de C
2) :
Lemme 7.9. si || gn ||→ ∞ et || gne1 ||≥|| gne2 || et si z est une valeur
d’adhe´rence de gn[e1], alors il existe une sous suite ni et il existe y ∈ P1 tel
que pour tout x ∈ P1 − {y}, on ait lim
i→∞
gni .x = z
De´monstration. Soit z une valeur d’adhe´rence de gn[e1]. Quitte a` extraire :
gn.[e1]→ z. Posons gn =
(
an bn
cn dn
)
et g′n =
(
a′n b
′
n
c′n d
′
n
)
:= 1
||gne1||
(
an bn
cn dn
)
.
Comme || gne1 ||≥|| gne2 ||, on a : | a′n |≤ 1, | b′n |≤ 1, | c′n |≤ 1 et | d′n |≤ 1
et donc quitte a` extraire a` nouveau, a′n, b
′
n, c
′
n et d
′
n tendent respectivement
vers a, b, c et d. Remarquons que :
ad− bc = lim
n→∞
det(gn)
|| gne1 ||2 = 0
On a :
gn[e1] =
[
an
cn
]
=
[
a′n
c′n
]
−→
[
a
c
]
Pour tout x ∈ P1 −
[−b
a
]
,on a : gnx −→
[
a
c
]
.
En effet, soit X =
(
x1
x2
)
tel que [X] 6=
[−b
a
]
(=
[−d
c
]
). On a :
gn[X] =
[
a′nx1 + b
′
nx2
c′nx1 + d
′
nx2
]
−→
[
ax1 + bx2
cx1 + dx2
]
– premier cas : c 6= 0. Alors :[
ax1 + bx2
cx1 + dx2
]
=
[
c(ax1 + bx2)
c(cx1 + dx2)
]
=
[
a(cx1 + dx2)
c(cx1 + dx2)
]
=
[
a
c
]
– deuxie`me cas : c = 0. Alors | a |= 1 et d = 0. Donc
[
a
c
]
=
[
1
0
]
et[
ax1 + bx2
cx1 + dx2
]
=
[
ax1 + bx2
0
]
=
[
1
0
]
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Plac¸ons nous maintenant sous les hypothe`ses du the´ore`me (7.2). On a
alors :
Lemme 7.10. presque suˆrement : supn≥0 || Xn ||= +∞.
De´monstration. Sinon il existe A ∈ Ω tel que P(A) > 0, il existe M > 0 tel
que pour tout n ∈ N, et pour tout ω ∈ A, on ait || Xn(ω) ||≤ M . Comme
< supp(µ) > n’est pas un groupe e´le´mentaire, on a pour n assez grand :
P
(|| h1(ω)...hn(ω) ||> M2) > 0
Donc par inde´pendance des hi, on a :
P
(∪i∈N || hin+1(ω)...h(i+1)n(ω) ||> M2) = 1
Donc, il existe ω ∈ A, il existe i ∈ N tel que :
|| hin+1(ω)...h(i+1)n(ω) ||> M2
Donc :
M2 <|| hin+1(ω)...h(i+1)n(ω) ||
=|| Xin(ω)−1X(i+1)n(ω) ||
≤|| Xin(ω)−1 || . || X(i+1)n(ω) ||
=|| Xin(ω) || . || X(i+1)n(ω) ||
≤M2
Contradiction. (on a utilise´ a` la quatrie`me ligne le fait que pour g ∈ Sl(2,C),
|| g ||=|| g−1 ||) 
Nous sommes maintenant en mesure de prouver que les mesures λ(ω)
de´finies au the´ore`me (7.7) sont des Diracs δz(ω). D’apre`s le lemme pre´ce´dent
(7.10), pour presque tout ω il existe ni tel que lim
i→∞
|| Xni(ω) ||= +∞. Donc,
d’apre`s la proposition (7.8), quitte a` extraire, il existe y(ω), z(ω) ∈ P1 tel
que pour tout x ∈ P1 − {y(ω)}, on ait lim
i→∞
Xni(ω).x = z(ω). Or ν est sans
atome. Donc Xni(ω)ν −→ δz(ω). Et donc λ(ω) = δz(ω).
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7.4 preuve de la proposition (7.1)
Sous les hypothe`ses de la proposition, il existe un re´el λ > 0 tel que
P-preque suˆrement, on ait :
1
n
log || Xn ||−→ λ (2)
Remarque 7.11. 1. λ est appele´ l’exposant de Lyapounov de la marche
ale´atoire.
2. Le fait que 1
n
log || Xn || converge presque suˆrement fut originellement
prouve´ dans [KF] et est en fait une simple conse´quence du the´ore`me er-
godique sous-additif de Kingmann. Ce fait utilise la premie`re hypothe`se
de la proposition (
∫
Γ
log(|| γ ||)dµ(γ) < +∞).
3. Le fait que la limite soit strictement positive est une conse´quence de
l’autre hypothe`se de la proposition (< supp(µ) > est non compact et
n’a aucun sous groupe d’indice fini re´ductible) et sa preuve peut eˆtre
trouve´e par exemple dans [Fur].
Prenons λ′ et λ′′ tels que 0 < λ′ < λ < λ′′. P-presque suˆrement, on a pour
n assez grand :
eλ
′n ≤|| Xn ||≤ eλ′′n (3)
Rappelons la de´composition de Cartan d’un e´le´ment de Gl(2,C). Si g ∈
Gl(2,C), il existe k, k′ appartenant au groupe des matrices orthogonales
O(2,C) et a =
(
a1 0
0 a2
)
une matrice diagonale (avec a1 ≥ a2) tels que
g = kak′. Appliquons cette de´composition a` Xn : on a Xn = knank
′
n avec
kn ∈ O(2,C) et an =
(
αn 0
0 α−1n
)
et | αn |≥ 1. Comme || an ||=| αn |, que kn
pre´serve la norme et par l’e´quation (3), on obtient :
eλ
′n ≤| αn |≤ eλ′′n (4)
Lemme 7.12. si (e1, e2) est la base canonique de C
2 et a =
(
α 0
0 α−1
)
avec
| α |2>
√
3
2
alors on a :
1. d([X], [e2]) ≥| α |−1⇒ d([aX], [e1]) ≤| α |−1
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2. d([X], [e2]) ≤| α |−2⇒ d([aX], [e1]) ≥ 12
De´monstration. Travaillons dans la carte U1 = {[X] = [x1, x2]; x1 6= 0} →
C, [x1, x2] 7−→ x2x1 = z. On a :
d([X], [e2]) =
1√
1+ | z |2
Donc
d([X], [e2]) ≥| α |−1⇔| z |2≤| α |2 −1
et
d([X], [e2]) ≤| α |−2⇔| z |2≥| α |4 −1
On calcule :
d([aX], [e1]) =
| α |−2| z |√
1+ | α |−4| z |2
Poson β =| α |−2 et f(x) = βx√
1+β2x2
. Il s’agit de montrer que :
1. x ≤
√
1
β
− 1⇒ f(x) ≤ √β
2. x ≥
√
1
β2
− 1⇒ f(x) ≥ 1
2
f ′(x) = β
(1+β2x2)3/2
> 0. Donc f est croissante et donc :
x ≤
√
1
β
− 1⇒ x ≤
√
1
β
⇒ f(x) ≤ f(
√
1
β
) =
√
β√
1 + β
≤
√
β
ce qui montre le premier point. Pour le deuxie`me, on a :
x ≥
√
1
β2
− 1⇒ f(x) ≥ f(
√
1
β2
− 1) =
√
1− β2√
2− β2 ≥
1
2
pour β ≤
√
2
3
(ie pour | α |2≥
√
3
2
). 
On peut a` pre´sent terminer la preuve du the´ore`me en utilisant le lemme
pre´ce´dent et le fait qu’une transformation orthogonale pre´serve la distance
d. En effet, pour n assez grand, on a :
an((D([e2], e
−λ′n))c) ⊂ an((D([e2], | αn |−1))c)
⊂ D([e1], | αn |−1)
⊂ D([e1], e−λ′n)
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Donc :
ank
′
n((D([k
′−1
n e2], e
−λ′n))c) ⊂ D([e1], e−λ′n)
Par conse´quent :
knank
′
n((D([k
′−1
n e2], e
−λ′n))c) ⊂ D([kne1], e−λ′n)
Donc si on pose : yn = k
′−1
n ([e2]) et zn = kn([e1]), on obtient pour n assez
grand :
Xn((D(yn, e
−λ′n))c) ⊂ D(zn), e−λ′n)
On obtient la deuxie`me assertion par un raisonnement analogue. Pour n assez
grand :
an(D([e2], e
−2λ′′n)) ⊂ an(D([e2], | αn |−2))
⊂ (D([e1], 1
2
))c
Donc, pour n assez grand :
Xn(D(yn, e
−2λ′′n)) ⊂ (D(zn, 1
2
))c
Prouvons a` pre´sent la remarque (7.3) Soit α une valeur d’adhe´rence de
zn diffe´rente de z. Soit ni tel que lim
i→∞
zni = α. Par le the´ore`me (7.2), presque
suˆrement Xni .ν(D(α,
d(z,α)
2
)→ δz(D(α, d(z,α)2 )) = 0. Par la proposition (7.1),
on en de´duit que ν(D(yni , e
−λ′ni))→ 1. Quitte a` extraire a` nouveau, on peut
supposer yni → y ∈ P1. On aurait alors que ν({y}) = 1, ce qui contredit le
fait que ν est sans atome.
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8 Le proce´de´ de discre´tisation de Furstenberg-
Lyons-Sullivan
Ce proce´de´ va nous permettre d’associer a` une trajectoire brownienne
dans D une marche ale´atoire droite dans Π1(Σ) et d’appliquer les re´sultats
de la partie pre´ce´dente. Les preuves des re´sultats annonce´s peuvent eˆtre
trouve´es dans [LS] et nous suivons la pre´sentation de [KL]. Soit Σ une surface
de Riemann hyperbolique et analytiquement finie. So groupe fondamental
Π1(Σ) agit sur Σ˜ (= D), le reveˆtement universel de Σ, par isome´trie pour
la me´trique de Poincare´ du disque. Pour tout X appartenant a` Π1(Σ), on
de´finit : FX = X.D(0, δ) et VX = X.D(0, δ
′) (disques ferme´s) avec δ < δ′ et
δ choisis suffisamment petits pour que les FX soient 2 a` 2 disjoints. Notons
(Ωx,Px) l’ensemble des trajectoires browniennes partant de x dans D muni
de la mesure de Wiener associe´e a` la me´trique de Poincare´ du disque. La
re´union
⋃
X∈Π1(Σ)
FX est un ensemble re´current pour le mouvement brownien
(car Σ est analytiquement finie). Pour x ∈ Fe, notons ǫ∂Vex la mesure de sortie
de Ve d’un brownien partant de x. La constante de Harnack C
′ du couple
(Fe, Ve) est de´finie par :
C ′ = sup
{
dǫ∂Vex
dǫ∂Vey
(z); x, y ∈ Fe, z ∈ ∂Ve
}
ou` dǫ
∂Ve
x
dǫ
∂Ve
y
est la de´rive´e de Radon-Nikodym. Remarquons que les e´le´ments
de Π1(Σ) agissant par isome´trie sur D, la constante de Harnack du couple
(FX , VX) est la meˆme pour tout X ∈ Π1(Σ).
Si ω ∈ Ωx, x ∈ Ve, on de´finit :
S0(ω) = inf {t ≥ 0;ω(t) /∈ Ve}
et, pour n ≥ 1 :
Rn(ω) = inf {t ≥ Sn−1(ω);ω(t) ∈ ∪FX}
Sn(ω) = inf {t ≥ Rn(ω);ω(t) /∈ ∪VX}
On de´finit e´galement :
Xn(ω) par w(Rn(ω)) ∈ FXn(ω)
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κn(ω) =
1
C

 dǫ∂VXn(ω)Xn(ω).0
dǫ
∂VXn(ω)
ω(Rn(ω))
(ω(Sn(ω)))


ou` C est une constante choisie de sorte qu C ′ < C. On a, par de´finition de
C, C ′ et κn :
1
C2
≤ κn ≤ C′C < 1.
Notons (Ω0 × [0, 1]N,P0 ⊗ leb⊗N) = (Ω˜, P˜). Soit Nk : Ω˜ → N : (ω, α) =
(ω, (αn)n∈N) = ω˜ 7→ Nk(ω˜) la variable ale´atoire de´finie par :
N0(ω˜) = 0
Nk(ω, α) = inf {n > Nk−1(ω, α);αn < κn(ω)}
Notons e´galement : γn = X
−1
n Xn+1 Le the´ore`me essentiel est le suivant :
The´ore`me 8.1. [LS] il existe µ une mesure de probabilite´ sur Π1(Σ) (la loi
de XN1) telle que si A est un bore´lien de D :
P˜(XN1 = x1; ...;XNk = xk, ω(SNk) ∈ A)) = µ(x1)µ(x−11 x2)...µ(x−1k−1xk)ǫ
∂Vxk
xk.0
(A)
Corollaire 8.2. [LS] (XNk)k∈N est une re´alisation d’une marche ale´atoire
droite sur Π1(Σ) de loi µ, c’est a` dire que (γNk := X
−1
Nk
XNk+1)k∈N est une
suite de variables ale´atoires inde´pendantes identiquement distribue´es de loi
µ.
Nous aurons e´galement besoin des proprie´te´s suivantes :
Proposition 8.3. 1. Il existe un re´el T > 0 tel que presque suˆrement
SNk
k
tende vers T quand k tend vers l’infini.
2. La mesure µ a pour support Π1(Σ) tout entier et a un premier moment
fini par rapport a` la distance d associe´e a` la me´trique de Poincare´ de
D, c’est a` dire que
∫
γ∈Π1(Σ)
d(γ.0, 0) dν(γ) < +∞
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9 Preuve du the´ore`me (1.3)
Pour simplifier l’e´criture, on prend x0 = 0 et ω ∈ Ω0. Pour prouver
ce the´ore`me, nous allons utiliser le processus de discre´tisation de la partie
pre´ce´dente et la proposition (7.1). Pour simplifier les notations, prenons x0 =
0. Si ω˜ = (ω, α) ∈ Ω, ω s’e´crit comme une concate´nation infinie de chemins :
ω = ω0 ∗ β1 ∗ ω1 ∗ β2 ∗ ω2...
ou` ω0 = ω|[0,RN1 ] et pour k ≥ 1, βk = ω|[RNk ,SNk ] et ωk = ω|[SNk ,RNk+1 ]. Posons
ck = X
−1
Nk
.ωk. On a alors :
ω = ω0 ∗ β1 ∗XN1c1 ∗ β2 ∗XN2c2...
et par ρ-e´quivariance :
D(ω) = D(ω0) ∗D(β1) ∗ ρ(XN1)D(c1) ∗D(β2) ∗ ρ(XN2)D(c2)...
On va maintenant pousser en avant par le morphisme ρ la marche ale´atoire
droite XNk dans Π1(Σ) afin d’obtenir une marche ale´atoire droite dans Γ et
d’appliquer la proposition (7.1). Pour cela, notons µ˜ = ρ∗µ (ou` µ est la
mesure sur Π1(Σ) de´finie par le processus de discre´tisation de la section
pre´ce´dente (8.1)) et YNk = ρ(XNk). Le processus (YNk)k≥0 est une re´alisation
de la marche ale´atoire droite sur Γ de loi µ˜. Notons qu’il existe une constante
a telle que pour tout γ ∈ Π1(Σ), on ait log(|| ρ(γ) ||) ≤ a.d(0, γ.0). On en
de´duit, en utilisant la deuxie`me partie de la proposition (8.3), que l’inte´grale∫
γ∈Π1(Σ)
log(|| ρ(γ) ||) dµ(γ) < +∞ et donc que
∫
γ∈Γ
log(|| γ ||)dµ˜(γ) < +∞.
Les hypothe`ses de la proposition (7.1) sont donc satisfaites. Par conse´quent,
il existe 0 < λ′ < λ′′ tels que pour P˜-preque tout ω˜ ∈ Ω˜, il existe N(ω˜) tel
que pour tout k > N(ω˜), il existe yk(ω˜), zk(ω˜) ∈ P1 tel que :
1. YNk((D(yk, e
−λ′k))c) ⊂ D(zk, e−λ′k)
2. d(YNk(D(yk, e
−2λ′′k)), zk) ≥ 12
Donc, si on montre que pour presque tout ω˜, il existe une suite (kn)n∈N
tendant vers l’infini telle que :
D(ckn) ∩D(ykn , e−2λ
′′kn) 6= ∅ et D(ckn) ∩ (D(ykn , e−λ
′kn))c 6= ∅
alors le the´ore`me suivra imme´diatement. En effet, on aura alors que, pour
une infinite´ de k, la portion de chemin ρ(XNk)D(ck) de D(ω) visite a` la fois
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D(zk, e
−λ′k) et D(zk,
1
2
)c, ce qui empeˆche D(ω(t)) d’avoir une limite quand t
tend vers l’infini.
Pour montrer ceci, posons :
Ek = {D(ck) ∩D(yk, e−2λ′′k) 6= ∅} ∩ {D(ck) ∩ (D(yk, e−λ′k))c 6= ∅}
Il s’agit de montrer que
P˜( ∩
n≥0
∪
k≥n
Ek) = 1 (5)
Il s’ave`re que la suite (P˜(Ek))k∈N est non sommable (nous verrons plus loin
que P˜(Ek) est minore´e par
cste
k
). Donc si (Ek)k∈N e´tait une suite d’e´ve´nements
inde´pendants, on pourrait conclure imme´diatement graˆce au lemme de Borel-
Cantelli. Mais, il n’est pas difficile de se convaincre que ces Ek ne sont pas
inde´pendants. Pour contourner ce proble`me, nous allons de´montrer l’affirma-
tion suivante :
∃c > 0, ∃N0 > 0 tel que ∀N ≥ N0, ∀k > N, P˜(Ek|Eck−1, ...EcN) ≥
c
k
(6)
Commenc¸ons par montrer que (6) implique (5). Pour montrer (5), il suffit
de montrer que ∀N ∈ N, P˜(
∞⋂
n=N
Ecn) = 0. Fixons N ≥ N0 :
P˜(
∞⋂
n=N
Ecn) = lim
k→∞
P˜(
k⋂
n=N
Ecn)
Soit k > N . Posons uk = P˜(
k⋂
n=N
Ecn) et αk = P˜(E
c
k/E
c
k−1, ...E
c
N). On a :
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uk = αk.uk−1
= αkαk−1...αN+1.uN
≤ (1− c
k
)(1− c
k − 1)...(1−
c
N + 1
).uN
=
k∏
n=N+1
(1− c
n
).uN
≤
k∏
n=N+1
e−
c
n .uN
= exp(−
k∑
n=N+1
c
n
).uN −→
k→∞
0
On a donc ∀N > N0, P˜(
∞⋂
n=N
Ecn) = 0. Et si N < N0, on a
∞⋂
n=N
Ecn ⊂
∞⋂
n=N0
Ecn. Donc P˜(
∞⋂
n=N
Ecn) = 0.
Nous allons maintenant montrer l’ine´galite´ (6). Pour montrer ceci, nous
aurons besoin du lemme suivant qui, grossie`rement parlant expriment le fait
suivant : si D est surjectif, alors pour un certain r > 0, l’intersection du
disque de centre 0 et de rayon r et de l’image re´ciproque par D d’un disque
de rayon e−2λ
′′k contient un disque dont rayon est de l’ordre de e−2λ
′′k. Plus
pre´cise´ment :
Lemme 9.1. ∃β > 0, ∃r > 0, ∃N0 ∈ N tel que ∀y ∈ P1, ∃x ∈ D(0, r) tel que
∀k ≥ N0, on ait :
D(x, βe−2λ
′′k) ⊂ D−1(D(y, e−2λ′′k))
De´monstration. D est surjective, donc ∃r > 0 tel que D(D(0, r)) = P1. Soit
1
β
= sup
D(0,2r)
| D ′ |. Soit N0 ∈ N tel que βe−2λ′′N0 < r. Soit y ∈ P1 et soit
x ∈ D(0, r) tel que D(x) = y. Soit maintenant k ≥ N0 et x1 ∈ D(x, βe−2λ′′k).
On a : d(D(x),D(x1)) ≤ sup
D(x,βe−2λ′′k)
| D ′ | .d(x, x1). Or par construction,
D(x, βe−2λ
′′k) ⊂ D(0, 2r). On en de´duit que d(D(x),D(x1)) ≤ 1β .β.e−2λ
′′k =
e−2λ
′′k, ce qui termine la preuve du lemme. 
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Nous pouvons a` pre´sent montrer l’ine´galite´ (6). Remarquons tout d’abord
que, pour k assez grand :
Ek =
{
D(ck) ∩D(yk, e−2λ′′k) 6= ∅
}
En effet,
{
D(ck) ∩ (D(yk, e−λ′k))c 6= ∅
}
=
{
ck ∩D−1(D(yk, e−λ′k))c 6= ∅
}
est
un e´ve`nement certain pour k assez grand. Ceci est duˆ au fait que, si D
est un disque dans D, alors D−1(D(yk, e
−λ′k)) ∩ D est une re´union finie de
disques topologiques de diame`tre tendant vers 0 quand k tend vers l’infini,
et le nombre de ces disques est majore´ par le degre´ de D|D. Ainsi la suite ck
de chemins continus joignant ∂V0 a` ∪Fγ ne peut, pour k assez grand, eˆtre
incluse dans D−1(D(yk, e
−λ′k)).
Soit N ∈ N assez grand et k > N . PosonsDk(ω˜) = D−1(D(yk(ω˜), e−2λ′′k))
et fixons γ ∈ Π1(Σ). Nous allons montrer le lemme :
Lemme 9.2.
P˜(Ek |Eck−1, ...EcN) ≥ inf
x∈D(0,r)
P˜
(
{c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γN1 = γ}
)
De´monstration.
P˜(Ek |Eck−1, ...EcN)
= P˜ ({ck ∩Dk 6= ∅} / {ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅})
≥ P˜ ({ck ∩Dk 6= ∅} ∩ {γNk = γ} | {ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅})
= P˜ ({ck ∩Dk 6= ∅} | {γNk = γ, ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅}) .µ˜(γ)
car les e´ve´nements {γNk(ω˜) = γ} et {ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅}
sont inde´pendants.
≥ inf
y∈P1
P˜
(
{ck ∩D−1(D(y, e−2λ′′k)) 6= ∅} | {γNk = γ,
ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅}
)
.µ˜(γ)
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car ck(ω˜) et yk(ω˜) sont inde´pendants sachant γNk(ω˜) = γ : en effet, yk
de´pend de γNk . Mais, sachant γNk = γ, yk ne de´pend pas du chemin ck
joignant ∂Ve a` Fγ.
= inf
y∈P1
P˜
(
{ck ∩D−1(D(y, e−2λ′′k)) 6= ∅} ∩ {γNk = γ} |
{ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅}
)
toujours car {γNk = γ} et {ck−1 ∩ Dk−1 = ∅, ..., cN ∩ DN = ∅} sont
inde´pendants.
= inf
y∈P1
P˜
(
{ck ∩D−1(D(y, e−2λ′′k)) 6= ∅} ∩ {γNk = γ}
)
car l’e´ve´nement
{
ck ∩D−1(D(y, e−2λ′′k)) 6= ∅ ∩ γNk = γ
}
est inde´pendant
de l’e´ve´nement {ck−1 ∩Dk−1 = ∅, ..., cN ∩DN = ∅}.
≥ inf
x∈D(0,r)
P˜
(
{ck ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γNk = γ}
)
cette dernie`re ine´galite´ re´sulte du lemme (9.1).
= inf
x∈D(0,r)
P˜
(
{c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γN1 = γ}
)

Il reste donc a` montrer qu’ il existe une constante c telle que pour k assez
grand, on ait :
inf
x∈D(0,r)
P˜
(
{c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γN1 = γ}
)
≥ c
k
La preuve de ce fait est un peu technique mais repose sur l’ide´e simple
suivante : pour calculer la valeur de
inf
x∈D(0,r)
P˜
(
{c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γN1 = γ}
)
on se rame`ne a` e´tudier la probabilite´ qu’une trajectoire brownienne du plan
euclidien partant du point d’affixe 1
2
atteigne le disque de centre 0 et de
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rayon e−k avant d’atteindre le bord du disque unite´. En utilisant l’invariance
du brownien par l’exponentielle complexe, cette probabilite´ est e´gale a` la
probabilite´ qu’une trajectoire brownienne partant du point d’affixe − log(2)
atteigne la droite d’e´quation x = −k avant d’atteindre la droite d’e´quation
x = 0. Un calcul simple montre que cette probabilite´ vaut log(2)
k
.
Posons ǫ = δ
′−δ
4
. Dans la suite, Py de´signe la mesure de Wiener d’un
brownien partant de y (brownien associe´ a` la me´trique de Poincare´ lorsque
y sera dans le disque et associe´ a` la me´trique euclidienne lorsque y sera dans
C). Notons e´galement Pm :=
∫
Pydm(y) ou` m corresond a` la mesure de sortie
de V0 = D(0, δ
′) d’un brownien partant de 0, c’est a` dire la mesure uniforme
sur D(0, δ′). Notons enfin pour A bore´lien, et ω trajectoire brownienne, TA
le temps d’atteinte de A. Soit x ∈ D(0, r). Nous allons distinguer 2 cas :
Premier cas : x ∈ (D(γ.0, δ + 2ǫ))c On a alors D(x, ǫ)∩D(γ.0, δ+ ǫ) = ∅.
On a alors :
P˜({c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γN1 = γ})
≥ P˜({c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γ1 = γ} ∩ {N1 = 1})
≥ P˜({c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γ1 = γ} ∩ {α1 ≤ 1
C2
})
=
1
C2
.Pµ(TD(x,βe−2λ′′k) ≤ T∪Fα ∩ TFγ ≤ T∪Fα)
Si on prend k assez grand pour que βe−2λ
′′k < ǫ
2
, par la proprie´te´ de
Markov forte, cette quantite´ est
≥ 1
C2
.Pµ(TD(x, ǫ
2
) ≤ T∪Fα). inf
y∈∂D(x, ǫ
2
)
Py(TD(x,βe−2λ′′k) ≤ T∂D(x,ǫ))
. inf
z∈∂D(x,ǫ)
Pz(TFγ ≤ T∪Fα)
Comme x ∈ D(0, r), ∃a > 0 (inde´pendant de x) tel que :
Pm(TD(x, ǫ
2
) ≤ T∪Fα). inf
z∈∂D(x,ǫ)
Pz(TFγ ≤ T∪Fα) ≥ a
Lemme 9.3. Il existe b > 0 (inde´pendant de x) tel que :
∀y ∈ ∂D(x, ǫ
2
), Py(TD(x,βe−2λ′′k) ≤ T∂D(x,ǫ)) ≥
b
k
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De´monstration. Notons Deucl(x, α) le disque de centre x et de rayon
α dans C pour la distance euclidienne. Soit y ∈ ∂D(x, ǫ
2
). Il existe un
biholomorphisme Ψk identifiant :
– D(x, βe−2λ
′′k) et Deucl(0, c1e
−2λ′′k) := D1(k)
– D(x, ǫ
2
) et Deucl(0, c2) := D2
– D(x, ǫ) et Deucl(0, 1) := D3
– y et c2
Par invariance conforme :
Py(TD(x,βe−2λ′′k) ≤ T∂D(x,ǫ)) = Pc2(TD1(k) ≤ T∂D3)
L’application exp envoie :
– la droite ∆1(k) d’e´quation x = log(c1e
−2λ′′k) sur ∂D1(k)
– la droite ∆2 d’e´quation x = log(c2) sur ∂D2
– la droite ∆3 d’e´quation x = 0 sur ∂D3
Par invariance conforme, on a :
Pc2(TD1(k) ≤ T∂D3) = Plog(c2)(T∆1(k) ≤ T∆3) =
− log(c2)
2λ′′k − log(c1) ≥
b
k
pour k assez grand et une certaine constante b

On a donc bien trouve´ une constante c = ab
C2
telle que pour N ∈ N
assez grand et pour tout k > N , on ait P˜(Ek /E
c
k−1, ...E
c
N) ≥ ck .
Deuxie`me cas : x ∈ D(γ.0, δ + 2ǫ) : Alors pour k assez grand,D(x, βe−2λ′′k) ⊂
D(γ.0, δ + 3ǫ).
P˜({c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γN1 = γ})
≥ P˜({c1 ∩D(x, βe−2λ′′k) 6= ∅} ∩ {γ1 = γ} ∩ {γ2 = γ} ∩ {N1 = 2})
≥ 1
C2
.(1− C
′
C
).Pµ(TFγ ≤ T∪Fα). inf
y∈∂Fγ
Py(TD(x,βe−2λ′′k) ≤ T∂Vγ )
. inf
z∈∂∂Vγ
Pz(TFγ ≤ T∪Fα)
On conclut de la meˆme manie`re que dans le premier cas en montrant
que cette quantite´ est e´gale a` c
k
pour une certaine constante c.
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10 Preuve du the´ore`me (1.5)
De meˆme que pour prouver le the´ore`me pre´ce´dent, nous allons utiliser
le processus de discre´tisation de Furstenberg-Lyons-Sullivan. Pour simplifier
les notations, prenons x0 = 0. Soit ω˜ = (ω, α) ∈ Ω. Le chemin ω s’e´crit
comme une concate´nation infinie de chemins (remarquons que les notations
sont le´ge´rement modifie´es par rapport a` la partie pre´ce´dente) :
ω = β0 ∗ ω0 ∗ ω1 ∗ ...
ou` β0 = ω|[0,SN0 ] et pour k ≥ 0, ωk = ω|[SNk ,SNk+1 ]. Posons, pour k ≥ 0,
ck = X
−1
Nk
.ωk. On a alors :
ω = β0 ∗XN0c0 ∗XN1c1...
et par ρ-e´quivariance :
D(ω) = D(β0) ∗ ρ(XN0)D(c0) ∗ ρ(XN1)D(c1)...
Tout comme dans la preuve du the´ore`me (1.3), la suite de variables
ale´atoires XNk est la re´alisation d’une marche ale´atoire droite dans Π1(Σ)
de loi µ et la suite de variables ale´atoires YNk = ρ(XNk) est la re´alisation
d’une marche ale´atoire droite dans ρ(Π1(Σ)) de loi µ˜ = ρ∗µ. La proposition
(7.1) nous de´finit alors deux suites ale´atoires d’e´le´ments de P1 : yk(ω˜) et
zk(ω˜). Le the´ore`me (7.2), de´finit un point ale´atoire de P
1 : z(ω˜). Et par la
remarque (7.3), presque suˆrement, zk(ω˜)→ z(ω˜).
Remarquons que pour de´montrer le the´ore`me, il suffit de montrer que
pour P˜-presque tout ω˜ = (ω, α) ∈ Ω˜, pour tout ǫ > 0, on a :
lim
t→∞
1
t
· leb {u ∈ [0, t] tel que D(ω(u)) ∈ D(z(ω˜), ǫ)} = 1 (7)
Si on pose pour k ≥ 0 :
Tk(ω˜) = leb
{
t ∈ [SNk , SNk+1 ] tel que D(ck(ω˜)(t)) ∈ D(yk(ω˜), e−λ
′k)
}
et
φn(ω˜) =
1
n
n−1∑
k=0
Tk(ω˜)
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il nous suffit de montrer que presque suˆrement
lim
n→∞
φn = 0 (8)
Montrons que (8) ⇒ (7). D’apre`s la proposition (8.3), il existe T tel que
presque suˆrement
lim
n→∞
SNn
n
= T (9)
Soit donc ω˜ appartenant a` l’ensemble de mesure pleine sur lequel (8) et (9)
sont ve´rifie´s. Soit ǫ > 0. Par la remarque (7.3), zk(ω˜)→ z(ω˜). Donc, il existe
I0(ω˜) tel que ∀k ≥ I0, D(zk(ω˜), e−λ′k) ⊂ D(z(ω˜), ǫ). On a donc :
1
n
n−1∑
k=0
Tk(ω˜) −→ 0
=⇒ 1
SNn
n−1∑
k=0
Tk(ω˜) −→ 0
=⇒ 1
SNn
n−1∑
k=I0
leb
{
t ∈ [SNk , SNk+1 ] tel que D(ck(ω˜)(t)) ∈ D(yk(ω˜), e−λ
′k)
}
) −→ 0
=⇒ 1
SNn
n−1∑
k=I0
leb
{
t ∈ [SNk , SNk+1 ] tel que D(ω(t)) /∈ D(zk(ω˜), e−λ
′k)
}
−→ 0
par la proposition (7.1)
=⇒ 1
SNn
n−1∑
k=I0
leb
{
t ∈ [SNk , SNk+1 ] tel que D(ω(t)) /∈ D(z(ω˜), ǫ)
} −→ 0
=⇒ 1
SNn
n−1∑
k=1
leb
{
t ∈ [SNk , SNk+1 ] tel que D(ω(t)) /∈ D(z(ω˜), ǫ)
} −→ 0
=⇒ 1
SNn
.leb {t ∈ [0, SNn ] tel que D(ω(t)) /∈ D(z(ω˜), ǫ)}) −→ 0
=⇒ 1
SNn
.leb {t ∈ [0, SNn ] tel que D(ω(t)) ∈ D(z(ω˜), ǫ)}) −→ 1
=⇒ lim sup 1
t
· leb {u ∈ [0, t] tel que D(ω(u)) ∈ D(z(ω˜), ǫ)} = 1 =⇒ (7)
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La dernie`re implication est due a` (9). Nous devons maintenant montrer
(8). Pour cela, nous allons majorer, pour k assez grand, E[Tk(ω˜)] par
1
k
. Nous
commenc¸ons par une se´rie de lemmes qui seront utiles par la suite (plusieurs
de ces lemmes sont inspire´s de [BHM] :
Lemme 10.1. Pour C1 ∈ R+ et k ∈ N∗, de´finissons :
Bk = {ω˜ tel que SN1(ω˜) > C1. log(k)}
Pour C1 assez grand, il existe a0 > 0 tel que pour tout k ∈ N∗, on ait :
P˜(Bk) ≤ a0
k2
De´monstration. Comme Σ est compacte, on peut montrer (voir [Pi]) qu’il
existe a1 et a2 strictement positifs tel que pour tout z ∈ Ve :
Pz(S1 ≥ r) ≤ a1e−a2r (10)
Or,
P˜(SN1 ≥ r) =
∑
k≥1
P˜(Sk ≥ r ∩N1 = k)
=
∑
k≥1
∫
Sk≥r
1N1=kdP˜
=
∑
k≥1
∫
Sk≥r
E[1N1=k|ω]dP˜
=
∑
k≥1
E [E(1N1=k|ω).1Sk≥r]
≤
∑
k≥1
(1− 1
C2
)k−1P˜(Sk ≥ r)
E(.|ω), P˜(.|ω) de´signent respectivement l’espe´rance et la probabilite´ condi-
tionnelle sachant ω. La troisie`me e´galite´ est duˆe au fait que l’e´ve´nement
Sk ≥ r ne de´pend que de la trajectoire brownienne ω et est inde´pendant de
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la suite αn. Enfin, la dernie`re ine´galite´ est duˆe au fait que, presque suˆrement :
E(1N1=k|ω) = P˜(N1 = k|ω)
≤ P˜(N1 ≥ k|ω)
= P˜
(∩k−1n=1κn(ω) < αn|ω)
≤ P˜
(
∩k−1n=1{
1
C2
< αn}|ω
)
= P˜
(
∩k−1n=1
{
1
C2
< αn
})
=
k−1∏
n=1
P˜
(
1
C2
< αn
)
= (1− 1
C2
)k−1
Par l’ine´galite´ de Markov, on a pour tout λ0 > 0
P˜(Sk ≥ r) = P0(Sk ≥ r) ≤ e−λ0rE[eλ0Sk ]
E[eλ0Sk ] = E
[
eλ0(S1+
∑k−1
i=1 Si+1−Si)
]
= E
[
eλ0.S1 .eλ0.(S2−S1)...eλ0.(Sk−Sk−1)
]
≤
(
sup
z∈Ve
Ez
[
eλ0.S1
])k
La dernie`re ine´galite´ e´tant duˆe a` la proprie´te´ de Markov forte.
Pour tout z ∈ Ve, on a :
Ez
[
eλ0.S1
]
= 1 +
∫
u>0
euPz(S1 ≥ u
λ0
)du
≤ 1 +
∫
u>0
eua1e
−a2
u
λ0 du
= 1 +
a1
a2
λ0
− 1
La dernie`re e´galite´ est vraie pour λ0 < a2
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On obtient alors :
P˜(SN1 ≥ r) ≤ e−λ0r
∑
k≥1
(1− 1
C2
)k−1
(
1 +
a1
a2
λ0
− 1
)k
La somme pre´ce´dente est convergente a` condition de prendre λ0 suffisa-
ment proche de 0. Fixons donc un tel λ0. Il existe alors une constante a0 telle
que :
P˜(SN1 ≥ r) ≤ a0 · e−λ0r
En prenant r = C1 log(k), on obtient :
P˜ (SN1 ≥ C1 log(k)) ≤ a0 · k−λ0C1
Pour C1 assez grand, λ0C1 > 2 et le lemme est de´montre´.

Lemme 10.2. Pour C2 ∈ R+ et k ∈ N∗, de´finissons :
Ak = {ω˜ tel que c0(ω˜) ∩D(0, C2 log(k))c 6= ∅}
Pour C2 assez grand, il existe a3 > 0 tel que pour tout k ∈ N∗, on ait :
P˜(Ak) ≤ a3
k2
De´monstration. Si ω est une trajectoire brownienne, notons :
ξt = sup
0≤u≤t
d(ω(0), ω(t))
Fixons C1 > 0 de sorte que la conclusion du lemme (10.1) soit ve´rifie´e. On
a :
P˜(Ak) ≤ P˜(Ak ∩ {SN1 ≥ C1 log(k)}) + P˜(Ak ∩ {SN1 ≤ C1 log(k)})
≤ P˜(SN1 ≥ C1 log(k)) + P0(ξC1 log(k) ≥ C2 log(k))
Or, on a l’estimation suivante, valable pour un brownien de´finie sur une
varie´te´ a` courbure borne´e (voir [P]) : il existe une constante c > 0 tel que
pour tout y ∈ D et pour tout r ≥ 2, on ait Py(ξ1 ≥ r) ≤ e−cr2 . Donc, pour
λ1 > 0 fixe´, on a :
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Ey[e
λ1ξ1 ] = 1 +
∫
u>0
euPy(ξ1 ≥ u
λ1
)du
≤ 1 +
∫
u>0
e
u−cu
2
λ21 du
La dernie`re inte´grale est convergente. Soit a4(λ1) la constante ve´rifiant
ea4 = 1 +
∫
u>0
e
u−cu
2
λ21 du. En utilisant successivemnt l’ine´galite´ de Markov et
la proprie´te´ de Markov du Brownien, et en notant Ent(t) la partie entie`re de
t, on obtient
P(ξt ≥ r) ≤ e−λ1rE[eλ1ξt ]
≤ e−λ1rE
[
eλ1.
∑Ent(t)−1
k=0 supk≤s≤k+1 d(ω(k),ω(s))
]
≤ e−λ1r.(supy∈DEy[eλ1ξ1 ])t
Pour t = C1 log(k) et r = C2 log(k), on obtient :
P˜
(
ξC1 log(k) ≤ C2 log(k)
) ≤ k−λ1C2 .ka4C1
Et donc :
P˜(Ak) ≤ a0
k2
+ k−λ1C2+a4C1
Quitte a` choisir C2 suffisament grand, −λ1C2+a4C1 < −2. Et donc, il existe
a3 > 0 tel que pour k assez grand, on ait : P˜(Ak) ≤ a3k2 .

Fixons une fois pour toutes une constante C2 ve´rifiant le lemme pre´ce´dent.
On a :
Lemme 10.3. Il existe C3 ∈ R tel que, pour tout k assez grand, on ait :
Card {γ ∈ Π1(Σ) tel que d(0, γ.0) ≤ C2 log(k)} ≤ kC3
De´monstration.
lim sup
r→∞
1
r
log (Card {Π1(Σ).0 ∩D(0, r)}) = α > 0
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Donc, il existe α′ > α et il existe R > 0 tel que pour tout r ≥ R, on ait :
Card {Π1(Σ).0 ∩D(0, r)} ≤ eα′r
Donc, en prenant r = C2 log(k) et pour k assez grand, on obtient :
Card {Π1(Σ).0 ∩D(0, C2 log(k))} ≤ eα′C2 log(k) = kα′C2

Lemme 10.4. Il existe C4, C
′
4 ∈ R+∗ tel que pour tout x ∈ D(0, C2 log(k)),
on ait :
1
kC4
≤| D ′(x) |≤ kC′4
De´monstration. | D ′(x) | de´signe ici le module de la de´rive´ de D en x en
conside´rant la me´trique hyperbolique du disque au de´part et sphe´rique a`
l’arrive´e. Notons F le domaine fondamental de Dirichlet associe´ a` l’action de
Π1(Σ) sur D, c’est a` dire :
F = {z ∈ D tel que ∀γ ∈ Π1(Σ) d(z, 0) ≤ d(z, γ.0)}
Notons γ1, ...γd l’ensemble des γ ∈ Π1(Σ) tels que F ∩γF 6= ∅. Le fait suivant
est classique :
∃v > 0 tel que ∀x ∈ D(0, r), ∃y ∈ F , ∃l ≤ v.r, ∃i1, ..., il ∈ {1, ...d} tels
que x = γi1 ...γily.
Soit x ∈ D(0, C2 log(k)). Il existe i1, ..., il ∈ {1, ...d} avec l ≤ v.C2. log(k)
tel que x = γi1 ...γily.
D(x) = D(γi1 ...γily)
= ρ(γi1)...ρ(γil).D(y)
Donc :
D
′(x) = (ρ(γi1))
′
ρ(γi2 )...ρ(γil ).D(y)
...ρ(γil)
′
D(y).D
′(y)
Posons b1 = supy∈F | D ′(y) | et b2 = supz∈P1,i=1...d | ρ(γi)′(z) |. Notons
que b1 <∞ car le domaine de dirichlet F est compact (car Σ est compact).
On a :
| D ′(x) |≤ bv.C2. log(k)2 .b1 ≤ kC
′
4
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pour k assez grand.
Pour la minoration, on fait un raisonnement analogue en utilisant le fait
que infy∈F | D ′(y) |> 0 (car on a suppose´ que la structure projective e´tait
non branche´e). 
Cette se´rie de lemmes va nous servir a` montrer le re´sultat suivant :
Lemme 10.5. Pour k assez grand, on a :
E[Tk] ≤ 1
k
De´monstration. Voici l’ide´e de la preuve : pour calculer E[Tk], on se rame`ne
a` peu de choses pre`s, a` e´valuer, pour un brownien ω de loi initiale la mesure
uniforme sur ∂D(0, δ′) et arre´te´ au temps ale´atoire SN1 , l’espe´rance du temps
que D(ω(t)) passe dans un disque de rayon e−k inclus dans P1. D’apre`s l’in-
variance du brownien par l’application conforme D , cela revient a` e´valuer
l’espe´rance du temps qu’un brownien dans P1 arre´te´ au temps σω(SN1) passe
dans un disque de rayon e−k. Les lemmes (10.1), (10.2) et (10.4) qui viennent
d’etre de´montre´s vont servir a` controler le temps SN1 et le reparame´trage de
temps σω(t) =
∫ t
0
| D ′(ω(u)) |2 du.
Commenc¸ons par quelques notations :
– EA de´signe l’espe´rance conditionnellement a` l’e´ve´nement A.
– Uk(y, ω˜) = leb
({
t ∈ [SN0 , SN1 ] tel que D(c0(ω˜(t))) ∈ D(y, e−λ′k)
})
.
– Ωγ := {ω˜ tel que γN1(ω˜) = γ}.
E[Tk] =
∑
γ∈Π1(Σ)
E
γNk=γ[Tk] · µ(γ)
Or, on a :
E
γNk=γ[Tk] ≤ sup
y∈P1
E
γNk=γ
[
leb
{
t ∈ [SNk , SNk+1 ] tq D(ck(ω˜)(t)) ∈ D(y, e−λ
′k)
}]
= sup
y∈P1
E
γN1=γ[leb
{
t ∈ [SN0 , SN1 ] tq D(c0(ω˜)(t)) ∈ D(y, e−λ
′k)
}
]
L’ine´galite´ de la premie`re ligne est due au fait que ck(ω˜) et yk(ω˜) sont
inde´pendants sachant γNk = γ et l’e´galite´ de la seconde au fait que les ck(ω˜)
59
sont identiquement distribue´s. On a donc :
E[Tk] ≤
∑
γ∈Π1(Σ)
sup
y∈P1
E
γN1=γ[Uk(y, ω˜)].µ(γ)
=
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ
Uk(y, ω˜)dP˜(ω˜)
≤
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ack∩B
c
k
Uk(y, ω˜)dP˜(ω˜))
+
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ak∩Bk
Uk(y, ω˜)dP˜(ω˜)) (11)
Majorons tout d’abord le second terme de cette somme : d’apre`s la pro-
position 8.3, il existe T > 0 tel que presque suˆrement,
SNk
k
tende vers T .
Donc, il existe C > 0 tel que presque suˆrement, on ait pour tout k ∈ N∗ :
SN1 ≤ Ck. Or, par de´finition de Uk, on a Uk ≤ SN1 . Donc Uk ≤ Ck. Et donc :
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ak∩Bk
Uk(y, ω˜)dP˜(ω˜)) ≤ (P˜(Ak) + P˜(Bk)) · Ck
Donc, par les lemmmes (10.1)et (10.2), il existe une constante C5 telle
que : ∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ak∩Bk
Uk(y, ω˜)dP˜(ω˜)) ≤ C5
k
Majorons maintenant le premier terme de la somme dans l’e´quation (11)
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ack∩B
c
k
Uk(y, ω˜)dP˜(ω˜)
≤
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ack∩B
c
k
∫ SN1(ω˜)
SN0(ω˜)
1
D(c0(ω˜(t))∈D(y,e−λ
′k)dt dP˜(ω˜)
=
∑
d(0,γ.0)≤C2 log(k)
sup
y∈P1
∫
Ωγ∩Ack∩B
c
k
∫ SN1(ω˜)
SN0(ω˜)
1
D(c0(ω˜(t))∈D(y,e−λ
′k)dt dP˜(ω˜)
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a` ω˜ = (ω, α) fixe´, faisons le changement de variable
s = σω(t) =
∫ t
0
| D ′(c0(w˜(u))) |2 du
On obtient que la quantite´ pre´ce´dente est e´gale a` :
=
∑
d(0,γ.0)≤C2 log(k)
sup
y∈P1
∫
Ωγ∩Ack∩B
c
k
∫ σω(SN1(ω˜))
σω(SN0(ω˜))
1
D(c0(ω˜(σ
−1
ω (s)))∈D(y,e−λ
′k)
· 1| D ′(c0(ω˜(σ−1ω (s))) |2
ds dP˜(ω˜) (12)
Or σω(SN0(ω˜)) ≥ 0 et si ω˜ ∈ Ωγ ∩Ack ∩Bck, on a, d’apre`s le lemme (10.4) :
σω(SN1(ω˜)) =
∫ SN1(ω˜)
0
| D ′(c0(w˜(u))) |2 du ≤ C1 log(k).k2C′4
On a e´galement, par le lemme (10.4) :
(σ−1ω )
′(s) =
1
| D ′(c0(ω˜(σ−1ω (s))) |2
≤ k2C4
Avec les notations suivantes :
– m est la mesure image par D de la mesure riemannienne sur ∂Ve.
– Pm =
∫
P1
Pxdm(x) (Px est la mesure de Wiener).
– Bs est le processus brownien sur P
1.
On obtient, par invariance conforme du brownien, que le terme (12) est
majore´ par le produit de
Card {γ ∈ π1(Σ) tel que d(0, γ.0) ≤ C2 log(k)}
et de
sup
y∈P1
∫
Ωµ
∫ C1 log(k).k2C′4
0
1Bs(ω)∈D(y,e−λ
′k).k
2C4ds dPm(ω)
Donc d’apre`s le lemme (10.3) et Fubini, on obtient que cette quantite´ est
majore´e par :
≤ kC3 .k2C4 sup
y∈P1
∫ C1 log(k).k2C′4
0
Pm(Bs ∈ D(y, e−λ′k))ds
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≤ kC3 .k2C4 .C1 log(k).k2C′4 sup
y∈P1
sup
s∈R+
Pm(Bs ∈ D(y, e−λ′k)) (13)
Enfin, il n’est pas difficile de se convaincre que :
sup
y∈P1
sup
s∈R+
Pm(Bs ∈ D(y, e−λ′k)) ≤ C5e−λ
′k
2 (14)
On obtient ainsi une majoration pour le premier terme de la somme 11 :
il existe une constante C6 telle que pour k assez grand, on ait :
∑
γ∈Π1(Σ)
sup
y∈P1
∫
Ωγ∩Ack∩B
c
k
Uk(y, ω˜)dP˜(ω˜) ≤ C6
k
Finalement, pour k assez grand, on a :
E[Tk] ≤ 1
k

Il nous reste a` de´duire de ce dernier lemme que presque-suˆrement lim
n→∞
φn =
0. Soit ǫ0 > 0,
P˜(| φn − E(φn) |≥ ǫ0) ≤ var(φn)
ǫ20
Donc, si on montre que var(φn) est sommable, on aura par Borel-Cantelli que,
presque-suˆrement, pour n assez grand | φn − E(φn) |≤ ǫ0 et finalement que,
presque-suˆrement lim
n→∞
φn = 0. Montrons donc que var(φn) est sommable :
var(φn) =
1
n2
.var(
n−1∑
k=0
Tk)
=
1
n2
.
(
n−1∑
k=0
var(Tk)− 2.
∑
0≤i<j≤n−1
cov(Ti, Tj)
)
≤ 1
n2
.
n−1∑
k=0
var(Tk) + 2.
1
n2
.
∑
0≤i<j≤n−1
| cov(Ti, Tj) |
Or, var(Tk) = E(T
2
k ) − (E(Tk))2 et on montre de la meˆme manie`re que
pre´cedemment que E(T 2k ) ≤ 1k . Donc 1n2 .
(∑n−1
k=0 var(Tk)
)
est sommable.
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| cov(Ti, Tj) |≤| E(Ti.Tj) | + | E(Ti) | . | E(Tj) |. On montre e´galement,
en reprenant la preuve de manie`re quasiment identique, que | E(Ti.Tj) |≤ 1ij .
D’ou` 1
n2
.
∑
0≤i<j≤n−1 | cov(Ti, Tj) | est sommable.
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11 Application au prolongement analytique
de germes d’holonomie de feuilletages
Dans cette section, nous conside´rons des feuilletages holomorphes singu-
liers (de dimension 1 complexe) sur des surfaces complexes et nous inte´ressons
au prolongement analytique de germes d’holonomie de feuilletages entre sous
varie´te´s analytiques de dimension 1. Commenc¸ons par quelques de´finitions :
Definition 11.1. Soit M une surface complexe de dimension 2. Un feuille-
tage holomorphe non singulier sur M de dimension 1 est la donne´e d’un atlas
(Ui, ϕi)i∈I sur M maximal pour les proprie´te´s suivantes :
1. ∪i∈IUi =M
2. pour tout i ∈ I, ϕi : Ui → Ai×Bi est un biholomorphisme entre l’ouvert
Ui et le produit des 2 ouverts de C : Ai et Bi
3. si (Ui, ϕi) et (Uj, ϕj) sont 2 e´le´ments de l’atlas ve´rifiant Ui ∩ Uj 6= ∅
alors le changemnt de carte ϕij = ϕj(Ui ∩ Uj) → ϕi(Ui ∩ Uj) est de la
forme :
ϕij(z, w) = (γij(z, w), ηij(w))
ou` γij et ηij sont des fonctions holomorphes.
Definition 11.2. Soit M une surface complexe de dimension 2. Un feuille-
tage holomorphe singulier sur M de dimension 1 est la donne´e d’un feuille-
tage holomorphe non singulier sur M − E ou` E est un ensemble discret de
points.
11.1 Germes d’holonomie de feuilletages
SoitM une surface complexe munie d’un feuilletage holomorphe singulier
F . Soient C0, C1 deux sous varie´te´s analytiques de M de dimension 1 et L
une feuille de F intersectant C0 en p0 et C1 en p1. Supposons de plus que
p0 et p1 ne sont pas des singularite´s du feuilletage et que L intersecte C0 et
C1 transversalement en p0 et p1. Soit γ : [0, 1] → L un chemin continu tel
γ(0) = p0 et γ(1) = p1. Alors pour tout p ∈ C0 assez proche de p0, on peut
trouver une famille continue γp : [0, 1] → M de chemins parame´tre´e par le
point p ∈ C0 assez proche de p0 ve´rifiant :
1. γp(0) = p
2. γp(1) ∈ C1
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3. γp0 = γ
4. Pour tout p, γp est contenu dans la feuille passant par p.
Le germe de l’application holomorphe p 7→ γp(1) en p0 ne de´pend pas du
choix de la famille de chemins γp et est appele´ germe d’holonomie associe´
a` γ. En fait, ce germe ne de´pend que de la classe d’homotopie (dans L) a`
extre´mite´s fixes du chemin γ.
11.2 Une conjecture de Frank Loray
Conside´rons l’e´quation diffe´rentielle dans C2 :
dy
dx
=
P (x, y)
Q(x, y)
(15)
ou` P et Q sont deux polynomes premiers entre eux.
Les solutions de cette e´quation diffe´rentielle de´finissent un feuilletage ho-
lomorphe singulier par courbes complexes sur C2. Souvent, en regardant
C
2 ⊂ P1 × P1 (resp C2 ⊂ P2), on prolonge le feuilletage de C2 a` P1 × P1
(resp P2).
Dans [L], F.Loray regarde le feuilletage de´fini par l’e´quation (15) dans
P
1 × P1 et fait la conjecture suivante :
Conjecture 11.3. Conside´rons le feuilletage dans P1×P1 de´fini par l’e´quation
(15). Soient 2 droites verticales L1 et L2 non invariantes par le feuilletage
et un germe d’holonomie du feuilletage h : (L1, p1) → (L2, p2). Alors, l’en-
semble des singularite´s de h pour le prolongement analytique est au plus
de´nombrable.
Dans [CDFG], les auteurs exhibent de nombreux contre-exemples a` l’aide
de diffe´rentes me´thodes. L’une d’entre elle est base´e sur la construction stan-
dard du feuilletage associe´e a` une structure projective et est l’objet de la
section qui suit.
11.3 Construction de feuilletages holomorphes associe´s
a` une structure projective
Donnons nous une structure projective complexe (non branche´e) sur une
surface de Riemann Σ hyperbolique. Soit D : Σ˜ → P1 une application
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de´veloppante et ρ : Π1(Σ) → PSl(2,C) une application de monodromie
associe´e a` cette structure projective. Notons Γ = ρ(Π1(Σ)). On a l’action
suivante :
Π1(Σ)× (Σ˜× P1) −→ Σ˜× P1
((x, z), α) 7−→ (x · α, ρ(α)−1 · z)
Le quotientM = (Σ˜×P1)/Π1(Σ) est une surface complexe qui est un fibre´
en P1 au dessus de Σ. Notons F le feuilletage suspension surM de´fini comme
le quotient par Π1(Σ) du feuilletage horizontal F˜ sur Σ˜ × P1. La diagonale
∆˜ = {(x,D(x)); x ∈ Σ˜} de Σ˜× P1 passe au quotient dans M en une courbe
holomorphe ∆ transverse au feuilletage F (car D est une submersion).
Soit x0 ∈ Σ et p−1(x0) la fibre de p : M → Σ au dessus de x0. Si on
fixe x˜0 ∈ Σ˜ tel que [x˜0] = x0 (ou` [x˜0] est la classe de x˜0 modulo l’action
de Π1(Σ)), on a une identification φx˜0 entre p
−1(x0) et P
1. L’application
φx˜0 : P
1 → p−1(x0), z 7→ [x˜0, z] (ou` [x˜0, z] de´signe la classe de (x˜0, z) modulo
l’action de Π1(Σ)). On a e´galement une identification entre Σ et ∆ : [x˜] 7→
[x˜,D(x˜)]. Le germe de l’application ∆ → p−1(x0), [x˜,D(x˜)] 7→ [x˜0,D(x˜)] en
[x˜0,D(x˜0)] est un germe d’holonomie du feuilletage. Via les identifications
de´crites plus hauts, ce germe correspond au germe de l’application multi-
forme : (Σ, x0)→ (P1,D(x˜0)), [x˜] 7→ D(x˜).
Si h est un germe de section locale de D , h est alors un germe d’holonomie
du feuilletage construit plus haut a` partir de D :
h : p−1(x0) −→ ∆
1. Si on choisit une surface de Riemann Σ munie de sa structure projective
uniformisante (5.3), alors une application de´veloppante D est l’inclu-
sion : D = i : D→ P1. Ainsi, si h est un germe de section locale de D ,
h a un bord naturel pour le prolongement analytique. (cf (6.3)).
2. Si Σ est munie d’une structure projective dont le groupe de monodromie
est dense dans PSl(2,C) et si h est un germe de section deD , l’ensemble
des singularite´s de h pour le prolongement analytique est plein d’apre`s
la proposition (6.3). Remarquons que le the´ore`me (1.3) affirme que ce
germe d’holonomie de feuilletage h se prolonge le long de presque toute
trajectoire brownienne.
On a donc trouve´ des feuilletages holomorphes (non singuliers) sur des
fibre´s en P1 au dessus d’une surface de Riemann et des germes d’holonomie du
66
feuilletage dont l’ensemble des singularite´s pour le prolongement analytique
soit a un bord naturel soit est plein. La varie´te´ M n’est pas une varie´te´ com-
pacte. Dans [CDFG], les auteurs montrent que l’on peut obtenir les memes
proprie´te´s sur des feuilletages holomorphes singuliers de P2. Pour y parvenir,
ils conside`rent le feuilletage qui vient d’etre construit en choisissant pour Σ
la sphe`re de Riemann prive´ de points ( Σ = P1 − {p1, ..., pd}), puis e´tendent
ce feuilletage aux fibres au dessus des pi, obtiennent alors un feuilletage holo-
morphe singulier de la premie`re surface de Hirzebruck qu’ils blow down pour
obtenir P2. Plus pre´cise´ment :
The´ore`me 11.4. [CDFG] il existe un feuilletage holomorphe de P2 dans
chacune des familles suivantes :
1. feuilletages ayant un germe d’holonomie entre 2 lignes alge´briques dont
le prolongement analytique a un bord naturel
2. feuilletages ayant un germe d’holonomie entre 2 lignes alge´briques dont
le prolongement analytique a un ensemble plein de singularite´s
De´monstration. On pourra se re´fe´rer a` l’article pour plus de de´tails. On part
de Σ = P1−{p1, ..., pd}, et d’une structure projective de type parabolique sur
Σ (voir la de´finition (5.4)). Pour chacune des deux parties du the´ore`me, on
commence par construire une structure projective sur Σ de type parabolique.
1. Pour la premie`re partie, la structure projective de type parabolique
est construite de la manie`re suivante : on prend Σ = P1 − {p1, ..., pd}
(d ≥ 3). Prenons un polygoˆne a` d coˆte´s dans le disque de Poincare´ D
dont les coˆte´s sont des arcs de cercle (euclidien) note´s Ci (i = 1, ..., d)
perpendiculaires au bord de D et dont les sommets sont dans le bord
de D. Pour i = 1, ..., d, notons ri la re´flexion par rapport a` Ci et ρi =
ri ◦ ri+1 (avec la convention rd+1 = r1). Si Γ est le groupe engendre´
par les ρi, l’application D → D/Γ est un reveˆtement universel de Σ.
Conside´rons la structure projective de´finie par D = i : D →֒ P1. D est,
par construction de type parabolique.
2. Pour la seconde partie, on prend Σ = P1 − {p1, ..., pd} (d ≥ 4). Par
la proposition (5.5), il existe sur Σ une structure projective de type
parabolique.
Rappelons que, pour une structure projective de type parabolique, pour
chaque pi, dans une coordonne´e w identifiant le voisinage pi avec le disque
e´pointe´ D∗, l’application de´veloppante est donne´e par D(w) = 1
2iπ
log(w).
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Ainsi, la fibration p :M → Σ est de´fini au voisinage de pi comme le quotient
de H×P1 par l’action (x, z)→ (x+1, z+1) ou` x = 1
2iπ
log(w), le feuilletage
est le quotient du feuilletage horizontal et la courbe ∆ le quotient de la
diagonale.
On voudrait e´tendre la fibration au dessus du disque e´pointe´ qui vient
d’etre de´crite en une fibration au dessus du disque. Pour cela, on conside`re
pour n ≥ 0 l’e´quation :
wdt+ (wn − nt)dw = 0 (16)
ou` (w, t) ∈ D × P1. Le feuilletage induit par cette e´quation a une singula-
rite´ (0,∞) si n = 0 et 2 singularite´s ((0, 0) et (0,∞)) si n > 0. La droite
d’e´quation w = 0 est invariante pour le feuilletage. Dans la coordonne´e
x = 1
2iπw
log(w), l’e´quation devient : dt
dx
= nt−e
2iπnx
2iπ
dont les solutions sont
t(x) = cste−x
2iπ
.e2iπnx. Ainsi l’application (x, z) 7→ (x, t = (z−x)e2iπnx
2iπ
) induit un
biholomorphisme entre p−1(D∗) et D∗×P1 envoyant la fibration verticale sur
elle-meˆme, le feuilletage F sur le feuilletage de´fini par l’e´quation (16) et la
diagonale ∆ sur la droite d’e´quation t = 0.
Ainsi, on peut recoller au dessus de chaque cusp pi la fibration de´finie par
l’e´quation (16). On obtient alors une surface S fibre´ en P1 au dessus de P1
munie d’un feuilletage G ayant les proprie´te´s suivantes : les d fibres au dessus
des pi sont invariantes pour le feuilletage et tout autre fibre est transverse
au feuilletage. La section ∆ au dessus de P1 − {p1, ..., pd} se compactifie en
une section ∆′ au dessus de P1. Un calcul (fait dans [CDFG]) du nombre
d’auto-intersection ∆′2 de cette section donne :
∆′2 = 2 +
d∑
i=1
npi − 1 (17)
ou` chaque npi est l’entier n choisi dans l’e´quation 16 correspondant au recol-
lement au dessus du cusp en pi.
Si on prend np1 = 0 et npi = 1 pour i 6= 1, on obtient par l’e´quation (17)
que le nombre d’auto-intersection de la section ∆′ est e´gale a` 1 et donc que
la surface S est la premie`re surface de Hirzebruck F1. Le feuilletage G sur S
pose`de un germe d’holonomie p−1(x0)→ ∆′ dont l’ensemble des singularite´s
pour le prolongement analytique :
1. a un bord naturel dans le premier cas
2. est e´gale a` p−1(x0) dans le deuxie`me cas
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Blow down envoie S sur P2, le feuilletage G sur un feuilletage holomorphe
singulier de P2 et p−1(x0) et ∆
′ sur 2 lignes alge´briques L0 et L1 ayant les
proprie´te´s voulues. 
Notons que, bien que le germe d’holonomie du feuilletage construit dans
le deuxie`me partie du the´ore`me a un ensemble de singularite´s plein, celui-ci se
prolonge le long de presque toute trajectoire brownienne d’apre`s le the´ore`me
(1.3).
Les feuilletages de P2 construits dans la preuve du the´ore`me pre´ce´dent sont
des feuilletages de Riccati. Le the´ore`me que nous allons montrer (the´ore`me
(1.7)) dit que, plus ge´ne´ralement, pour tout feuilletage de Riccati, une large
classe de germes d’holonomie du feuilletage se prolonge le long de presque
toute trajectoire brownienne. Nous commenc¸ons par une sous-section sur les
feuilletages de Riccati :
11.4 Feuilletages de Riccati
Donnons nous un feuilletage de Riccati de P1 × P1. De tels feuilletages
sont de´finis par une e´quation du type :
dy
dx
=
a(x) + b(x)y + c(x)y2
p(x)
(18)
ou` a, b, c et p sont des polynomes. Le feuilletage holomorphe singulier de´fini
dans C2 par l’e´quation (18) se prolonge en un feuilletage holomorphe singulier
de P1 × P1. Il est e´vident que, si x est un ze´ro de p, la droite {x} × P1 est
invariante pour le feuilletage. Si x n’est pas un ze´ro de p et x 6= ∞, alors la
droite {x}×P1 est transverse au feuilletage : cette transversalite´ est e´vidente
en tout point (x, y) de {x} × C. Et pour e´tudier la transversalite´ au point
(x,∞), on fait le changement de coordonne´es y = 1
Y
, l’e´quation 18 devient
alors :
dY
dx
= −a(x)Y
2 + b(x)Y + c(x)
p(x)
Comme dY
dx
(x, 0) 6= ∞, on a bien que la droite {x} × P1 est transverse au
feuilletage au point (x,∞). Quant a` la droite verticale {∞} × P1, on peut
ve´rifier, graˆce au changement de coordonne´es x = 1
X
qu’elle est invariante
pour le feuilletage si et seulement si deg(p) < max(deg(a), deg(b), deg(c))+2
et que dans le cas contraire elle est transverse au feuilletage.
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La transversalite´ d’une fibre ge´ne´rique de la projection dans le premier
facteur P1 × P1 → P1 caracte´rise les feuilletages de Riccati dans le sens
ou` re´ciproquement, si pour un feuilletage donne´e par une e´quation du type
dy
dx
= P (x,y)
Q(x,y)
, il existe une droite verticale {x0} × P1 qui soit transverse au
feuilletage, alors l’e´quation de de´part est de type Riccati (e´quation 18). Cette
transversalite´ d’une fibre ge´ne´rique permet de de´finir une repre´sentation d’ho-
lonomie du feuilletage de la manie`re suivante : soit {a} ∈ P1 − {x1, ..., xn}
ou` {x1, ..., xn} sont les points de P1 tels que {xi} × P1 est invariante pour le
feuilletage. Soit α : [0, 1] → P1 − {x1, ..., xn} un lacet dans P1 − {x1, ..., xn}
base´ en a. Soit y ∈ P1. Il existe un unique chemin α˜ : [0, 1] → P1 × P1 rele-
vant α, contenu dans la feuille passant par (a, y) et ve´rifiant α˜(0) = (a, y).
Notons α˜(1) = (a, φα(y)). L’application P
1 → P1, y 7→ φα(y)) est un biho-
lomorphisme de P1 (une transformation de Mobiu¨s) et ne de´pend que de la
classe d’homotopie du lacet α. On a donc de´fini une repre´sentation :
ρ : π1(P
1 − {x1, ..., xn}, a) −→ PSl(2,C)
appele´e repre´sentation de monodromie du feuilletage. Le groupe Γ := ρ(π1(P
1−
{x1, ..., xn}, a)) est appele´ le groupe de monodromie.
Remarque 11.5. J’ai donne´ ici la de´finition la plus basique des feuilletages
de Riccati : feuilletages de P1×P1 de´finis par l’e´quation (18). Par extension
on de´finit les feuilletages de Riccati sur les surfaces complexes fibre´es en
P
1 au dessus de P1 comme les feuilletages qui sont transverses a` une fibre
ge´ne´rique. Au sens de cette de´finition, le feuilletage G de´fini sur la premie`re
surface de Hirzebruck F1 dans la preuve du the´ore`me (11.4) est un feuilletage
de Riccati. Le the´ore`me (1.7) s’e´tend sans peine aux feuilletages de Riccati
au sens de cette de´finition ge´ne´ralise´e
11.5 Preuve du the´ore`me (1.7)
Il s’agit en fait d’une simple application du the´ore`me (1.3). L’ide´e est la
suivante : le feuilletage munit naturellemnt les deux courbes holomorphes
Ci − {σi(x1), ..., σi(xn)} d’une structure projective branche´e. Si les appli-
cations de´veloppantes D1 et D2 associe´es a` ces structures projectives sont
bien choisies, alors tout germe h d’holonomie du feuilletgage entre C1 −
{σ1(x1), ..., σ1(xn)} et C2 − {σ2(x1), ..., σ2(xn)} s’e´crit : h = D−12 ◦ D1. On
conclut alors grace au the´ore`me (1.3).
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Plus pre´cise´ment, donnons nous deux sections σ1 et σ2 de la fibration
verticale. Pour i ∈ {1, 2}, la courbe complexe σi(P1−{x1, ..., xn}) est biholo-
morphe a` Ci−{σi(x1), ..., σi(xn)} et est munie naturellement d’une structure
projective branche´e : elle est obtenue en transportant l’unique structure pro-
jective de la fibre {a} × P1 le long des feuilles du feuilletage. Les points
de branchement correspondent aux points de Ci − {σi(x1), ..., σi(xn)} ou` le
feuilletage est tangent a` Ci − {σi(x1), ..., σi(xn)}.
Construisons explicitement une application de´veloppante associe´e a` cette
structure projective. Si α : [0, 1] → P1 − {x1, ..., xn} est un chemin continu
joignant a et x (α(0) = a et α(1) = x), il existe un unique chemin α˜ : [0, 1]→
P
1 × P1 relevant α, contenu dans la feuille passant par (x, σi(x)) et ve´rifiant
α˜(1) = (x, σi(x)). La valeur α˜(0) ne de´pend que de la classe d’homotopie du
chemin α partant de a et me de´finit donc une application
Di : ˜P1 − {x1, ..., xn} −→ P1
[α˜] −→ α˜(1)
Notons que, par construction Di est ρ-e´quivariante. Le fait que Γ agisse
de manie`re minimale sur P1 implique que D1 et D2 sont surjectives (car
im(Di) est un ouvert Γ-invariant). De plus Γ ne contient pas de sous-groupes
re´ductibles d’indice fini. On en de´duit que Γ n’est pas un groupe abe´lien
et donc que Ci − {σi(x1), ..., σi(xn)} est une surface de Riemann de type
hyperbolique. Si Γ est non compacte, alors toutes les hypothe`ses du the´ore`me
(1.3) sont ve´rifie´es. Si Γ est compacte, alors Γ est conjugue´ a` un sous groupe
du groupe projective spe´cial unitaire PSU(2,C), cas dans lequel il n’est pas
difficile de se convaincre que la conclusion du the´ore`me (1.3) reste valide.
Munissons maintenant la surface Ci − {σi(x1), ..., σi(xn)} (biholomorphe
a` P1−{x1, ..., xn}) de son unique me´trique (note´e hypi) a` courbure −1 dans
sa classe conforme. L’inclusion (Ci − {σi(x1), ..., σi(xn)}, hypi) →֒ (Ci, sphi)
pre´serve le brownien et le reparame´trage de temps σ donne´ par le the´ore`me
(3.10) ve´rifie lim
t→∞
σt =∞. On peut donc supposer que l’on conside`re des tra-
jectoires browniennes sur C1 partant de p1 /∈ {σi(x1), ..., σi(xn)} et associe´es
a` la me´trique hyp1.
Si h : (C1, p1) → (C2, p2) est un germe d’holonomie du feuilletage. h =
h2 ◦ germe(D1) ou` h2 est un germe de section locale de D2 en D1(p1). Si on
fait partir un brownien ω de p1, D1 se prolonge le long de ω et par invariance
conforme, apre`s reparame´trage de temps, D1 ◦ω est un brownien (de´fini pour
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tout temps positif par le the´ore`me (1.3)) partant de D1(p1). Encore par le
meˆme the´ore`me, h2 se prolonge le long de D1 ◦ ω.
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