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CG STAB [1] , [2] .
, SOR .
. , .
SOR SOR , Parterbed SOR
, MSOR .
2.
W. Niethammer J. Shade [3], Missirlis Evans[4],Hadjidimos[5]
. ,
[3]. $A$ $A=I-L-U=M-N$ . $M$
$N$ . W. Niethammer [7]
.








Sisler 2 . , $M \equiv\frac{1}{\omega}I-\beta L,$ $N\equiv$
$( \frac{1}{\psi}-1)I+(1-\beta)L+$ $-\vee$ ,
$V(\psi, \beta)=(I-\psi\beta L)^{-1}((1-\psi)I+(1-\beta)\psi L+\psi U)$
Two parametric method .
\mbox{\boldmath $\psi$} $=\alpha\omega,$ $\beta=\frac{1}{\alpha}(\alpha, \beta\neq 0)$ ,
$V(\psi, \beta)$ $=$ $(I -\psi\beta L)^{-1}((1-\psi)I+(1-\beta)\psi L+\psi U)$
$=$ $(I- \omega L)^{-1}((1-\alpha\omega)I+\alpha\omega(1-\frac{1}{\alpha})L+\alpha\omega U)$
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$=$ $\alpha(I-\omega L)^{-1}((1-\omega)I+\omega U)+(1-\alpha)(I-\omega L)^{-1}(I-\omega L)$
$=$ $\alpha T(\omega)+(1-\omega)I\equiv Z(\omega, \alpha)$
. Nitharmer SOR SOR
.
,\mbox{\boldmath $\psi$}\rightarrow \beta , $\betaarrow\alpha\omega$ , , $M \equiv\frac{1}{\omega}I-\alpha\omega L,$ $N \equiv(\frac{1}{\psi}-1)I+(1-\alpha\omega)L+U$
.
$V(\psi,\beta)$ $=$ $V(\omega, \alpha\omega)$
$=$ $(I-\alpha\omega^{2}((1-\psi)I+(\omega-\alpha\omega^{2}L+\omega U)$.
Hadjidimos AOR [5] .
P.Albrecht M.P.Klein SOR (ESOR ) [6].
SOR ESOR .
, ESOR SOR 2 . ,
$4\cross 4$ ESOR SOR 100
. SOR . .
,
. L.A.Hageman
D.M.Young [9] . , ESOR






$A(\epsilon)=(\begin{array}{llll}2 -1+ \epsilon-1- \epsilon 2 \end{array})$
$\rho(T(\epsilon))=\frac{\sqrt{|\epsilon^{2}-1|}}{2}$ .
.
. SOR $H_{\omega}(\epsilon)$ \mbox{\boldmath $\rho$}(H,(\epsilon )) . $\rho(H_{\omega}(\epsilon))<1$
(cz), $(b)$ .
$(a)$ $0<\omega<2$ , $pt= \frac{4}{2+\sqrt{\epsilon^{2}+3}}\geq 1$ for $\mathcal{E}^{2}\leq 1$ ,






D.M.Young [13] $A$ . , $A$ $n$
$D_{1}$ $D_{2}$ $k$ $n-k$ .
SOR (MSOR ) Young . , $A$
,M. M. Martin ,MSOR [14].
MSOR 4 . ,
.
$N$ $=$ $\{1,2, \cdots, n\}$ ,
$N(i)$ $=$ $N\backslash \{i\}$ , $i\in N$ ,
$N_{1}$ $=$ $\{1,2, \cdots, k\}$ , $k\in N$ ,
$N_{2}$ $=$ $\{k+1, \cdots, n\}$ , $k\in N$ ,
$P_{i}(A)$ $=$ $\sum|a_{ij}|$ , $i\in N$,
$P_{i}^{*}(A)$ $=$ $\sum_{i\in N(i)}^{i\in N(i)}|a_{ii}|$ , $i\in N$ .
$A\in C^{nn}$ , .
$C_{0}$ : $A$ .
$C_{1}$ : $A$
$|a_{ii}|>\alpha P_{i}(A)+(1-\alpha)P_{i^{*}}(A),$ $i\in N$
,\alpha \in $(0, 1$ ] .
$C_{2}$ : $A$













$1< \omega<\frac{164}{168}$ $B_{a’\supset}$ $\frac{15}{16}\omega<\omega’<m\dot{l}n\frac{200-15\omega}{184},$ $\frac{200-163\omega}{36}$
\langle $C_{2}$ )
$A_{2}=|\begin{array}{lll}1 1 91.1 1 09 0 1\end{array}|$
$\omega\in(0, \frac{2}{2.1})$ $’\supset$ $\omega’\in(0, \frac{2-.\omega}{1+005\omega})$
\langle $C_{3}$ )
$A_{3}=|\begin{array}{lllll}l 0 1.3 0 00 1 5 1 03 5 l 0 02 1 0 1 05 1 0 0 1\end{array}|$
$\omega\in(0,1]$ $\omega’\in(0, \frac{2}{1.89})$







. $Ax=b$ , $A$
\langle , $Z$ $A$ $I+S$ . ,
$S=(\begin{array}{llll}0 -a_{12} 0 00 0 -a_{23} 0\cdots \cdots \cdots \cdots 0 0 0 -a_{n-ln}0 0 0 0\end{array})$
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. $A$ 1 $0$ . ,
$Z$ $A=(a_{ij})$ $a_{ii}>0$ $a_{ij}<0$ .
$a_{ii}=1$ . $A_{m}$
$A_{m}=(I+S)A=I-L-SL-(U-S+SU)$
. $i=1,2,$ $\cdots,$ $n-1$ , $a_{ii+1}a_{i+1i}\neq 1$ , $(I-SL-L)^{-1}$
. , $A_{m}$ ,
. , ,
$T_{m}=(I-SL-L)^{-1}(U-S+SU)$ .
,A , $T_{m}=(I-SL-L)^{-1}U^{2}$ .


















. I+S I+U . ,
$A_{a}x=b_{a}$
, $A$ $=(I+U)A,$ $b_{a}=(I+U)b$ . , $A_{a}$ $A$
. , $A_{a}=D_{a}-E_{a}-F_{a}$
. .
1. $A=D-E-F$ $Z$ $T$
$i$ ,
$\rho(T)\leq\max_{i}\frac{f_{i}}{d_{i}-e_{i}}$
, $d_{i},$ $e_{i},$ $f_{i}$ $D,$ $E,$ $F$ $i$ .
2 $A$ Z Am’Aa Z
.
. $A_{m}=D_{m}-E_{m}$ –F $A_{a}=D_{a}-E_{a}-F_{a}$ $A=(a_{ij})$
, ,
$f_{i^{m}}$ $=$ $- \sum_{j=i+1}^{n}\{a_{ij}-a_{ii+1}a_{i+1j}\}\geq 0$
$d_{i}^{m}$ $=$ $1-a_{ii+1}a_{i+1i}\geq 0$
$e_{i}^{m}$ $=$ $- \sum_{j=1}^{i-1}\{a_{ij}-a_{ii+1}a_{i+1j}\}\geq 0$ ,
$f_{i^{a}}$ $= \sum_{j=i+1}^{n}\sum_{k=i+1,k\neq j}^{n}a_{ik}a_{kj}\geq 0$
$d_{i}^{a}$ $=$ $1- \sum_{k=i+1}^{n}a_{ik}a_{ki}\geq 0$




, $A_{m}$ , A Z . $\blacksquare$
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3[18]. $A=I-L-U$ $n\cross n$ . $A$ [ ]
,
(I - $|L|-|U|$ ) $v=v’$ $[(I-|L|-|U|)^{T}v=v’]$
$v$ , v’ .
. $A$ $Z$ $1\leq i<n-1$
,
$\frac{f_{i^{m}}}{d_{i}^{m}-e_{i}^{m}}>\frac{f_{i^{a}}}{d_{i}^{a}-e_{i}^{a}}$ $(\geq 0)$ .








$a= \frac{-p}{n}$ , $b= \frac{-p}{n+1}$ , $c= \frac{-p}{n+2}$
. 1 .
, Z ,
$A=(\begin{array}{lllll}1 -0.2 -0.1 -0.4 -0.2-0.2 1 -0.3 -0.1 -0.6-0.3 -0.2 1 -0.1 -0.6-0.1 -0.1 -0.1 1 -0.01-0.2 -0.3 -0.4 -0.3 1\end{array})$ .
$-\vee n\iotah$ $3\not\subset k$ , [18] $\downarrow RE$ $B^{\grave{\grave{a}}}\overline{/T\backslash }$ . $arrow\vee$
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