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Abstract
We show that the communication complexity of the parity of the sum of binary digits of x + y is at least 0.085667 . . . n+ O(1)
where x and y are n-bit integers. We also obtain a nontrivial (but weaker) lower bound on the parity of the total number of prime
divisors of x + y counted with multiplicity.
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1. Introduction
Let us denote by Bn the set of n-bit integers
Bn = {x ∈ Z : 0 ≤ x ≤ 2n − 1}.
Throughout this work we do not distinguish between n-bit integers x ∈ Bn and their binary expansions. Thus Bn can
be considered as the n-dimensional Boolean cube Bn = {0, 1}n as well.
We also recall the notion of communication complexity. Given a Boolean function b(x, y) of 2n variables
x = (x1, . . . , xn) ∈ Bn and y = (y1, . . . , yn) ∈ Bn,
we assume that there are two collaborating parties and the value of x is known to one party and the value of y is
known to the other; however each party has no information about the values of the other. The goal is to create a
communication protocol P such that, for any inputs x, y ∈ Bn , at the end at least one party can compute the value
of b(x, y). The largest number of bits exchanged by a protocol P, taken over all possible inputs x, y ∈ Bn , is called
the communication complexity C(P) of this protocol. The smallest possible value of C(P), taken over all possible
protocols, is called the communication complexity C(b) of the function b; see [2,13,15].
Typically, the strongest known complexity lower bounds are obtained for Boolean functions, which are specially
tailored for the corresponding computational model. The main emphasis and motivation of this work are different.
We do not design any new “record breaking” Boolean functions. Instead, we concentrate on Boolean functions which
naturally arise from some decision problems having a clear number theoretic flavour. In fact, various complexity
lower bounds for Boolean functions associated with some other natural number theoretic problems have already been
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studied and can be found in a number of works [1,4–6,11,12,17]. Here we demonstrate that several recent results on
arithmetic functions on sumsets can be applied to studying several new Boolean functions in a similar spirit. We also
hope that these results may find some other applications in complexity theory and thus attracting more attention to
this kind of technique provides additional motivation for this work.
More precisely, suppose that, for an integer x ≥ 1,
• σ(x) denotes the sum of binary digits of x ;
• Ω(x) denotes the number of prime divisors of x , counted with their multiplicities;
• P(x) denotes the largest prime divisor of x
(we also put σ(0) = ω(0) = P(0) = 0).
We obtain lower bounds on the communication complexity of deciding the parity of σ(x + y) and Ω(x + y) and
the size of P(x + y). That is, for x, y ∈ Bn , we consider the Boolean functions f (x, y), g(x, y) and h(x, y) of 2n
variables, defined by the parity conditions
f (x, y) ≡ σ(x + y) (mod 2) (1)
and
g(x, y) ≡ Ω(x + y) (mod 2), (2)
and by the inequalities
h(x, y) =
{
1, if P(x + y) ≥ 2e−1/2n;
0, if P(x + y) < 2e−1/2n . (3)
It is useful to recall that for any fixed α ∈ [0, 1], there are about ρ(α−1)2n integers x ∈ Bn with P(x) ≤ 2αn , where
ρ(u) is the Dickman function; see [19]. In particular, ρ(e1/2) = 1/2.
We also discuss some other examples of number theoretic functions for which similar results can be obtained.
Throughout this work we use log z to denote the binary logarithm of z > 0.
2. Preparations
We say that a set S ⊆ Bn is a cylinder if there is a set J ⊆ {1, . . . , n} such that the membership x ∈ S does not
depend on components x j , j ∈ J , of x = (x1, . . . , xn) ∈ Bn . The discrepancy 1(b) of b is defined as
1(b) = 2−2n max
S,T
|N1(S, T )− N0(S, T )|,
where the maximum is taken over all cylinders S, T ⊆ Bn and Nµ(S, T ) is the number of pairs (x, y) ∈ S × T with
b(x, y) = µ.
The link between discrepancy and communication complexity is provided by the following statement from [15],
which is a partial case of Lemma 2.2 from [2].
Lemma 1. The bound
C(b) ≥ 3
2
log
(
1
1(b)
)
+ O(1)
holds.
Our main tool is the following bound which is a special case of a more general result given by Theorem 1 from [14].
Lemma 2. Let
α = 1
2
log
√
2
sin(pi/8)
= 0.942888 . . . .
Then for the function f (x, y) given by (1) and any two sets X ,Y ∈ Bn the bound
#{(x, y) ∈ X × Y : f (x, y) = 0} = #X#Y
2
+ O(2αn(#X#Y)1/2)
holds.
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We also need the following bound which is Theorem 1 of [16] (see also Lemma 2 of [16]).
Lemma 3. For the function g(x, y) given by (2) and any two sets X ,Y ∈ Bn the bound
#{(x, y) ∈ X × Y : g(x, y) = 0} = #X#Y
2
+ O(2n(#X#Y)1/2n−1)
holds.
Then a result of [7] (see also [8]) immediately implies the following bound.
Lemma 4. For the function h(x, y) given by (3) and any two sets X ,Y ∈ Bn the bound
#{(x, y) ∈ X × Y : h(x, y) = 0} = #X#Y
2
+ O(2n(#X#Y)1/2n−1)
holds.
3. Bounds on communication complexity
Now we can prove our main results.
Theorem 1. Let
β = 3
2
(
1− 1
2
log
√
2
sin(pi/8)
)
= 0.085667 . . . .
Then for the communication complexity of the function f (x, y) given by (1), the bound
C( f ) ≥ βn + O(1)
holds.
Proof. Using the trivial bound #X , #Y ≤ 2n , we derive from Lemma 2 that 1( f ) = O (2−(1−α)n). Now the result
follows from Lemma 1. 
The error terms in Lemmas 3 and 4 are much weaker than that of Lemma 2. Accordingly, our estimates are weaker
as well.
Theorem 2. For the communication complexity of the function g(x, y) given by (2), the bound
C(g) ≥ 3
2
log n + O(1)
holds.
Proof. Using the trivial bound #X , #Y ≤ 2n , we derive from Lemma 3 that 1(g) = O (n−1). Now the result follows
from Lemma 1. 
Theorem 3. For the communication complexity of the function h(x, y) given by (3), the bound
C(h) ≥ 3
2
log n + O(1)
holds.
Proof. Using the trivial bound #X , #Y ≤ 2n , we derive from Lemma 4 that 1(h) = O (n−1). Now the result follows
from Lemma 1. 
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4. Remarks
The bound of Theorem 2 is significantly weaker than that of Theorem 1. On the other hand, it is intuitively obvious
that since Ω(x) is a much harder function to compute than σ(x), its communication complexity should be at least as
high as that of σ(x). It would be very interesting to remove this disparity or at least obtain a linear lower bound on
C(h).
Using results about the distribution of arithmetic functions on sumsets one can obtain the scope of various results.
For example, let ω(x) be the number of distinct prime divisors of x (counted without their multiplicities). It is easy to
derive from [9,10,18] that for any sufficiently dense setsX ,Y ∈ Bn the inequality ω(x+ y) < log log(x+ y) holds for
approximately half of the pairs (x, y) ∈ X × Y which leads to a lower bound on the complexity of the corresponding
Boolean function.
Finally, we remark that using a recent bound of [3] of double-exponential sums over points on an elliptic curve over
a finite field, one can obtain analogues (albeit somewhat weaker) of the already known results on the communication
complexity of the Diffie–Hellman function; see [12,17].
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