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Abstract
This paper considers the relation between the northwest-corner truncation and the stationary
distribution vector of an ergodic (infinitesimal) generator (i.e., the infinitesimal generator of
an ergodic continuous-time Markov chain). We first introduce the normalized fundamental
matrix of the northwest-corner truncation, which is obtained by normalizing each row of the
fundamental matrix. We then present some limit formulas associated with the normalized
fundamental matrix. One of the limit formulas shows that the normalized fundamental
matrix converges, as its order (size) goes to infinity, to a stochastic matrix whose rows are
all equal to the stationary distribution vector, though some technical conditions are required.
This limit formula yields the matrix-infinite-product forms of the stationary distribution
vectors of upper and lower block-Hessenberg Markov chains.
Keywords: Fundamental matrix; Northwest-corner truncation (NW-corner truncation); Block-
Hessenberg Markov chain (BHMC); Level-dependent M/G/1-type Markov chain; Level-
dependent GI/M/1-type Markov chain; Level-dependent quasi-birth-and-death process (LD-
QBD); Matrix-infinite-product-form solution (MIP-form solution)
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1 Introduction
Let {Z(t); t ≥ 0} denote an ergodic (i.e., irreducible and positive-recurrent) continuous-time
Markov chain with state space Z+ := {0, 1, 2, . . . }. Let Q := (q(i, j))i,j∈Z+ denote the infinites-
imal generator (or Q-matrix; see, e.g., [1, Section 2.1]) of the ergodic Markov chain {Z(t)}, i.e.,
for all i ∈ Z+, ∑
j∈Z+
q(i, j) = 0; q(i, i) ∈ (−∞, 0); q(i, j) ≥ 0, j ∈ Z+ \ {i}.
∗This research was supported in part by JSPS KAKENHI Grant Numbers JP15K00034.
†E-mail: masuyama@sys.i.kyoto-u.ac.jp
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We refer toQ as the ergodic (infinitesimal) generator. We then define π := (π(i))i∈Z+ as a unique
and positive stationary distribution vector of the ergodic generator Q (see, e.g., [1, Chapter 5,
Theorems 4.4 and 4.5]), i.e., π is a positive vector such that πQ = 0 and πe = 1, where e
denotes a column vector of ones whose order depends on the context.
For n ∈ Z+, let [n]Q := ( [n]q(i, j))i,j∈{0,1,...,n} denote the (n + 1) × (n + 1) northwest-corner
(NW-corner) truncation of the ergodic generator Q, i.e., [n]q(i, j) = q(i, j) for all i, j ∈ Zn :=
{0, 1, . . . , n}. It should be noted that [n]Q can be considered the transient generator of an absorbing
Markov chain with transient states Zn and absorbing states Zn := Z+ \Zn (see, e.g., [4, Chapter 8,
Section 6.2]). The absorbing Markov chain characterized by [n]Q eventually reaches the absorbing
states from any transient state with probability one due to the ergodicity of the original Markov
chain {Z(t); t ≥ 0}. Therefore, (− [n]Q)
−1 ≥ O, 6= O (see, e.g., [16, Theorem 2.4.3]), where O
denotes the zero matrix, which has an appropriate number of elements (depending on the context).
The nonnegativematrix (− [n]Q)
−1 is called the fundamental matrix of the transient generator [n]Q,
which is the continuous-time counterpart of the fundamental matrix defined for the discrete-time
absorbing Markov chains (see [4, Chapter 4, Section 6] and [11, Chapter 5]).
We now define [n]F , n ∈ Z+, as
[n]F = diag
−1{(− [n]Q)
−1e}(− [n]Q)
−1, (1.1)
where diag{ · } denotes the diagonal matrix whose i-th diagonal element is equal to the i-th element
of the vector in the braces. It follows from (1.1) that [n]F ≥ O and [n]Fe = e, i.e., F is row
stochastic (stochastic, for short, hereafter). We refer to [n]F as the normalized fundamental matrix
of [n]Q.
The main purpose of this paper is twofold. The first purpose is to present a limit formula for
the normalized fundamental matrix [n]F :
[n]F → eπ as n→∞, (1.2)
which is derived from the following formula (see Theorem 2.1 below):
[n]π :=
[n]α(− [n]Q)
−1
[n]α(− [n]Q)−1e
→ π as n→∞, (1.3)
where [n]α is a 1 × (n + 1) probability vector. The limit formula (1.3) requires its convergence
conditions related to the f -modulated drift condition [26, Section 14.2.1] (which is often called
the Foster-Lyapunov drift condition; see [25]). Without such convergence conditions, we can also
derive a limit formula for the normalized linear combination of the row subvectors of (− [n]Q)
−1:
For any fixed finite B ( Z+,
[n]α(− [n]Q)
−1
[n]EB
[n]α(− [n]Q)−1 [n]EBe
→
πB
πBe
as n→∞, (1.4)
where πA := (π(i))i∈A, A ∈ Z+, is a subvector of π, and where [n]EA, A ⊆ Zn, is a matrix that
can be permuted such that
[n]EA =
( A
A I
Zn \ A O
)
.
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Note here I denotes the identity matrix of an appropriate order.
The second purpose is to derive, from the limit formulas (1.3) and/or (1.4), the matrix-infinite-
product (MIP) forms of the stationary distribution vectors in upper and lower block-Hessenberg
Markov chains (upper and lower BHMCs, for short)∗. For convenience, we denote, by the MIP-
form solution, the MIP form of the stationary distribution vector.
The first limit formula (1.3) yields MIP-form solutions with single limits for both upper and
lower BHMCs. For convenience, we refer to such MIP-form solutions as single-limit MIP-form
solutions. The single-limit MIP-form solution of the upper BHMC requires some technical condi-
tions (though that of the lower BHMC does not). Moreover, the second limit formula (1.4) yields
another MIP-form solution of the upper BHMC, which has a double-limit expression but does not
require any technical conditions. Such MIP-form solutions with double limits may be referred to
as the double-limit MIP solutions to distinguish them from the single-limit MIP-form solutions.
It should be noted that he first limit formula (1.3) is related to the truncation approximation of
Markov chains. According to Gibson and Seneta [6], the probability vector [n]π in (1.3) can be
considered the linearly augmented truncation approximation to the stationary distribution vector
π of the original Markov chain {Z(t); t ≥ 0}. Note that if
[n]α = (0, . . . , 0,
ν-th
1 , 0, . . . , 0) =: [n]e
⊤
〈ν〉,
then [n]π in (1.3) is reduced to the ν-th-column-augmented truncation approximation [n]π〈ν〉 to π.
Especially, [n]π〈0〉 and [n]π〈n〉 are referred to as the first- and last-column-augmented truncation
approximations, respectively.
For discrete-time ergodic Markov chains, Wolf [36] discusses the convergence of several aug-
mented truncation approximations including the linearly augmented one (see also [6]). Wolf [36]’s
results are directly applicable to uniformizable continuous-timeMarkov chains (see, e.g., [34, Sec-
tion 4.5.2]). As for the continuous-time Markov chain, there are some studies on the convergence
of augmented truncation approximations. Hart and Tweedie [8] prove that limn→∞ [n]π〈0〉 = π
under the condition that Q is exponentially ergodic. Hart and Tweedie [8] also assume that Q is
(stochastically) monotone, under which they proved the convergence of any augmented truncation
approximation. Masuyama [23] presents computable and convergent error bounds for the last-
column-block-augmented truncation approximation, under the condition thatQ is block monotone
and exponentially ergodic. Without block monotonicity, Masuyama [24] derives such convergent
error bounds under the condition that Q satisfies the f -modulated drift condition and some tech-
nical ones.
We now remark that the idea of the normalized fundamental matrix is inspired by the studies of
Shin [31] and Takine [33]. Shin [31] presents an algorithm for computing the fundamental matrix
of the transient generator of finite level-dependent quasi-birth-and-death processes (LD-QBDs)
with absorbing states, based on matrix analytic methods [7, 16, 27]. The matrix analytic methods
are the foundation of many iterative algorithms [2, 3, 5, 13, 28, 32] for computing the stationary
distribution vectors of upper and lower BHMCs (including LD-QBDs). These iterative algorithms
∗Upper and lower BHMCs are sometimes called level-dependent M/G/1-type and GI/M/1-type Markov chains, respec-
tively.
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require to solve the system of linear equations for the boundary probabilities. Unlike the existing
algorithms, Takine [33] proposes an algorithm for a special class of upper BHMCs, which does
not require to solve the system of linear equations for the boundary probabilities. The algorithm
proposed in [33] computes the conditional stationary distribution vector of the levels below a given
one, by using a limit formula associated with the submatrix of (− [n]Q)
−1, which is related to our
limit formula (1.4) but different from ours (for details, see Section 3.1).
In this paper, we develop algorithm for computing the stationary distribution vectors of upper
and lower BHMCs, based on their MIP-form solutions. As mentioned above, there are two types of
the MIP-form solutions: the single-limit and double-limit MIP-form solutions. Using the single-
limit MIP-form solutions, we establish numerically stable algorithms for upper and lower BHMCs.
These algorithms do not require to determine the maximum number of blocks (or levels) involved
in computing. On the other hand, the existing algorithms in [2, 3, 5, 13, 28, 32], as well as Takine’s
algorithm [33], require such input parameters, though it is, in general, difficult to determine the
parameters appropriately. This problem does not arise from our algorithms originating from the
single-limit MIP-form solutions.
We note that, as far as upper BHMCs are concerned, our algorithm (mentioned above) does
not always stop within a finite number of iterations. Thus, we develop an alternative algorithm
for upper BHMCs by using the double-limit MIP-form solution, instead of the single-limit one.
This alternative algorithm always stops after a finite number of iterations, though it requires the
maximum number of blocks involved in computing, as with the existing algorithms.
The rest of this paper is divided into two sections. Section 2 derives the limit formulas as-
sociated with the normalized fundamental matrix. Section 3 presents the MIP-form solutions of
BHMCs and the algorithms for computing the solutions.
2 Normalized fundamental matrix of the NW-corner trunca-
tion
In this section, we first discuss the relation between the normalized fundamental matrix [n]F and
the linearly augmented truncation of the ergodic generator Q. We then present limit formulas
associated with [n]F . We also consider the normalized linear combination of the row subvectors
of the fundamental matrix (− [n]Q)
−1, which is related to the linearly augmented truncation ofQ.
We now describe the notation used hereafter. We denote by [ · ]i,j (resp. [ · ]i), the (i, j)-th (rep. i-
th) element of the matrix (resp. vector) in the square brackets. We may also extend, depending on
the context, a finite matrix (resp. vector) to an infinite matrix by appending an infinite number of
zeros to the original matrix (resp. vector) in such a way that the existing elements remain in their
original positions. For example, when we write [n]Q− [n+1]Q−Q, we set [n]q(i, j) = 0 for (i, j) ∈
(Z+)
2 \ (Zn)
2 and [n+1]q(i, j) = 0 for (i, j) ∈ (Z+)
2 \ (Zn+1)
2. Finally, we introduce the following
notation: If Hn := (hn(i, j))i,j∈Zn , n ∈ Z+, is a matrix such that limn→∞ hn(i, j) = h(i, j) for
(i, j) ∈ Z+, then we represent this situation as limn→∞Hn =H := (h(i, j))i,j∈Z+.
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2.1 Relation between the normalized fundamental matrix and linearly aug-
mented truncation approximation
For any n ∈ Z+, let [n]Q := ( [n]q(i, j))i,j∈Zn denote
[n]Q = [n]Q− [n]Qe [n]α, (2.1)
where [n]α := ( [n]α(i))i∈Zn is an arbitrary probability vector such that
∑n
i=0 [n]α(i) = 1. Note
here that [n]Qe ≤ 0 for all n ∈ Z+ and limn→∞ [n]Qe = 0. It thus follows from (2.1) that
lim
n→∞
[n]Q = Q, (2.2)
and that [n]Qe = 0 and [n]q(i, j) ≥ 0 for i 6= j, which implies that [n]Q is a conservativeQ-matrix
(see, e.g., [1, Section 1.2]). Moreover, since [n]Q is finite, it has at least one stationary distribution
vector. Indeed, let [n]π := ( [n]π(i))i∈Z+ , denote
[n]π =
[n]α(− [n]Q)
−1
[n]α(− [n]Q)−1e
, n ∈ Z+, (2.3)
which is a stationary distribution vector of [n]Q.
We note that the Q-matrix [n]Q is the continuous-time counterpart of the linear-augmented
truncation of the transition probability matrix (see, e.g., [6]). Thus, we refer to [n]Q as the linear-
augmented truncation ofQ. We also refer to [n]α as the augmentation distribution vector of [n]Q.
Furthermore, we define [n]Q〈ν〉 := ( [n]q〈ν〉(i, j))i,j∈Zn as a linear-augmented truncation [n]Q with
[n]α = [n]e
⊤
〈ν〉, where [n]e〈ν〉, ν ∈ Zn, denotes the (n + 1) × 1 unit vector whose ν-th element is
equal to one. By definition,
[n]Q〈ν〉 = [n]Q− ( [n]Qe) [n]e
⊤
〈ν〉. (2.4)
We call [n]Q〈ν〉 the ν-th-column-augmented (n+1)× (n+1) NW-corner truncation (ν-th-column-
augmented truncation, for short) ofQ.
For any n ∈ Z+ and ν ∈ Zn, let [n]π〈ν〉 := ( [n]π〈ν〉(i))i∈Zn denote the stationary distribution
vector of the ν-th-column-augmented truncation [n]Q〈ν〉. It then follows from (2.3) and [n]α =
[n]e
⊤
〈ν〉 that
[n]π〈ν〉 =
[n]e
⊤
〈ν〉(− [n]Q)
−1
[n]e
⊤
〈ν〉(− [n]Q)
−1e
= [n]e
⊤
〈ν〉 [n]F , n ∈ Z+, ν ∈ Zn, (2.5)
where the second equality holds due to (1.1). Furthermore, (2.5) leads to
[n]F =

[n]π〈0〉
[n]π〈1〉
...
[n]π〈n〉
 , n ∈ Z+.
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2.2 Limit formulas for the normalized fundamental matrix
For later use, we introduce the notation. Let N = {1, 2, 3, . . . }. For any row vector α := (α(j))
and matrixA := (a(i, j)), let
‖α‖ =
∑
j
|α(j)|, ‖A‖ = sup
i
∑
j
|a(i, j)|,
respectively. Let abs{ · } denote the element-wise absolute operator for vectors and matrices. Thus,
abs{α}e = ‖α‖. For any set S ⊆ Z+, let 1S := (1S(i))i∈Z+ denote a column vector whose i-th
element 1S(i) is given by
1S(i) =
{
1, i ∈ S,
0, i ∈ Z+ \ S.
Finally, we define the empty sum as zero, e.g.,
∑k
m=ℓ am = 0 if ℓ > k, where {am;m =
0,±1,±2, . . . } are a sequence of numbers.
We now make two assumptions to show our limit formula for [n]F .
Assumption 2.1 There exist some b ∈ (0,∞), column vector v := (v(i))i∈Z+ ≥ e and finite set
C ⊂ Z+ such that
Qv ≤ −q+ − e+ b1C, (2.6)
where q+ = (|q(i, i)|)i∈Z+ > 0
Remark 2.1 Assumption 2.1 is a special case of the f -modulated drift condition for continuous-
time Markov chains (see Condition 1 below), which is the continuous time counterpart of the drift
condition described in [26, Section 14.2.1]. Suppose that the generatorQ is irreducible and regular
(non-explosive). It then follows from [14, Theorem 1.1] that Assumption 2.1 holds if and only if
Q is ergodic with a unique stationary distribution vector π such that πq+ <∞.
Assumption 2.2 The following hold:
[n]Qv ≤ −q
+ − e+ b′1C, n ∈ Z+, (2.7)
lim
n→∞
[n]Qv = Qv. (2.8)
sup
i∈Z+\C
 ∑
j∈Z+\C
q(i, j)
|q(i, i)|+ 1
(v(j)− v(i))+
 <∞, (2.9)
where (x)+ = max(x, 0) for x ∈ (−∞,∞).
Remark 2.2 Suppose that v, appearing in Assumption 2.1, satisfies the following:
1 ≤ v(0) ≤ v(1) ≤ v(2) ≤ · · · . (2.10)
From (2.1) and (2.10), we have [n]Qv ≤ Qv for n ∈ Z+. Substituting this inequality into (2.6)
yields (2.7) with b′ = b. Moreover, using (2.2) and the dominated convergence theorem, we obtain
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(2.8). Therefore, Assumption 2.1 together with (2.10) is sufficient for the first two conditions (2.6)
and (2.8) of Assumption 2.2. Furthermore, we have, from (2.6),
sup
i∈Z+\C
 ∑
j∈Z+\C
q(i, j)
|q(i, i)|+ 1
(v(j)− v(i))+]

≤ sup
i∈Z+
{
∞∑
j=i+1
q(i, j)
|q(i, i)|+ 1
(v(j)− v(i))
}
,
which shows that the last the condition (2.9) holds if
sup
i∈Z+
{
∞∑
j=i+1
q(i, j)
|q(i, i)|+ 1
(v(j)− v(i))
}
<∞.
We can find a similar statement in [36, Theorem 5.2].
Remark 2.3 The condition (2.9) implies (2.22), which guarantees that a superharmonic vector
v ≥ 0 (see, e.g., [36, Definition 4.1 and Lemma 4.4]) of PC := diag{1Z+\C}Pdiag{1Z+\C} (i.e.,
PCv ≤ v) is a potential of PC, or equivalently,
v =
∞∑
m=0
(PC)
m (v − PCv) .
Under Assumptions 2.1 and 2.2, we obtain the following result.
Theorem 2.1 If Assumptions 2.1 and 2.2 hold, then
lim
n→∞
‖ [n]π − π‖ = 0, (2.11)
Proof. Let P := (p(i, j))i,j∈Z+ denote
P = I +∆−1Q. (2.12)
where
∆ = diag{q+ + e}. (2.13)
Since the generatorQ is ergodic, P is an irreducible stochastic matrix. Let̟ denote
̟ =
π∆
π∆e
, (2.14)
which is well-defined due to Assumption 2.1 (see Remark 2.1). From (2.12), (2.14) and πQ = 0,
we have̟P = ̟ and thus̟ is a unique stationary distribution vector of P . From (2.14), we
also have
π =
̟∆−1
̟∆−1e
. (2.15)
Let [n]P , n ∈ Z+, denote the (n+ 1)× (n+ 1) NW-corner truncation of P , i.e.,
[n]P = I + [n]∆
−1
[n]Q, (2.16)
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where [n]∆ denotes the (n+1)×(n+1) NW-corner truncation of∆. We then define [n]P , n ∈ Z+,
as
[n]P = [n]P + (I − [n]P )e [n]α, (2.17)
We also define [n]̟, n ∈ Z+, as the stationary distribution vector of [n]P〈ν〉. It is known [30,
Lemma 7.2] that
[n]̟ =
[n]α(I − [n]P )
−1
[n]α(I − [n]P )−1e
. (2.18)
By (2.16), we rewrite (2.17) and (2.18) as
[n]P = I + [n]∆
−1( [n]Q− [n]Qe [n]α) = I + [n]∆
−1
[n]Q, (2.19)
[n]̟ =
[n]α(− [n]Q)
−1
[n]∆
[n]α(− [n]Q)−1 [n]∆e
. (2.20)
From (2.3) and (2.20), we also have
[n]π =
[n]̟∆
[n]̟∆e
. (2.21)
Furthermore, by (2.12) and (2.19), we rewrite the conditions (2.6)–(2.9) as
Pv ≤ v − e + b1C,
[n]Pv ≤ v − e + b
′
1C, n ∈ Z+,
lim
n→∞
[n]Pv = Pv,
and
sup
i∈Z+\C
 ∑
j∈Z+\C
p(i, j)(v(j)− v(i))+
 <∞. (2.22)
Therefore, Corollary 4.5 of [36] implies that
lim
n→∞
‖ [n]̟ −̟‖ = 0. (2.23)
We are now ready to prove (2.11). Let d = ∆−1e. It then follows from (2.5), (2.15) and (2.21)
that
[n]π − π =
[n]̟∆
−1
[n]̟d
−
̟∆−1
̟d
=
[
1
[n]̟d
( [n]̟ −̟) +
(
1
[n]̟d
−
1
̟d
)
̟
]
∆
−1
=
1
[n]̟d
[
( [n]̟ −̟) + (̟ − [n]̟)d
̟
̟d
]
∆
−1, (2.24)
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where, as mentioned in the beginning of this section, the finite probability vectors [n]π〈ν〉 and
[n] 〈̟ν〉 are extended to the infinite ones by appending zeros to these vectors. From (2.24), we have
‖ [n]π − π‖ = abs{ [n]π − π}e
≤
1
[n]̟d
[
abs{ [n]̟ −̟}+ abs{̟ − [n]̟}d
̟
̟d
]
d
=
2 · abs{ [n]̟ −̟}d
[n]̟d
. (2.25)
We discuss the convergence of the right-hand side of (2.25). It follows from (2.13) that
d =∆−1e ≤ e. (2.26)
It also follows from (2.26) that [n]̟d ≤ [n]̟e = 1 for n ∈ Zν−1. Therefore, using (2.23) and the
dominated convergence theorem, we obtain
lim
n→∞
[n]̟d =̟d ∈ (0,∞) for any fixed ν ∈ Z+. (2.27)
In addition, using (2.23) and (2.26), we have
abs{ [n]̟ −̟}d ≤ abs{ [n]̟ −̟}e
= ‖ [n]̟ −̟‖ → 0 as n→∞, (2.28)
where the limit holds for any fixed ν ∈ Z+. Applying (2.27) and (2.28) to (2.25) yields (2.11). ✷
Corollary 2.1 Suppose that Assumption 2.1 and (2.9) are satisfied. Furthermore, suppose that for
each n ∈ N and ν ∈ Zn there exists some bn,ν ∈ (0,∞) such that
[n]Qνv ≤ −q
+ − e + bn,ν1C. (2.29)
We then have
lim
n→∞
[n]F = lim
n→∞

[n]π〈0〉
[n]π〈1〉
...
[n]π〈n〉
 = eπ. (2.30)
Proof. We can see that, for all n ∈ N and ν ∈ Zn,
lim
n→∞
[n]Qνv = Qv.
Thus, Assumption 2.2 holds with [n]Q = [n]Qν for all n ∈ N and ν ∈ Zn. Consequently, Theo-
rem 2.1 implies this corollary.
Corollary 2.1 presents the limit formula for the whole [n]F and thus requires the technical
conditions originated from Assumption 2.2. However, without these technical condition, we obtain
a limit formula for a single and fixed row of [n]F .
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Theorem 2.2 If Assumption 2.1 holds, then
lim
n→∞
‖ [n]e
⊤
〈ν〉 [n]F − π‖ = 0 for any fixed ν ∈ Z+. (2.31)
Proof. For n ∈ Z+, let [n]̟〈ν〉 and [n]P 〈ν〉, n ∈ Zν−1, denote
[n]̟〈ν〉 =
[n]e
⊤
〈ν〉(I − [n]P )
−1
[n]e
⊤
〈ν〉(I − [n]P )
−1e
, (2.32)
[n]P 〈ν〉 = [n]P + (I − [n]P )e [n]e
⊤
〈ν〉, (2.33)
where [n]P is given in (2.16), i.e., [n]P is the (n+ 1)× (n+ 1) NW-corner of P in (2.12). It then
follows that [n]̟ is a stationary distribution vector of [n]P . Substituting (2.16) into (2.32) yields
[n]̟〈ν〉 =
[n]e
⊤
〈ν〉(− [n]Q)
−1
[n]∆
[n]e
⊤
〈ν〉(− [n]Q)
−1
[n]∆e
.
From this and (2.3), we have
[n]π =
[n]̟ [n]∆
−1
[n]̟ [n]∆−1e
, n ∈ Z+.
In addition, by (2.1) and (2.16), we rewrite (2.33) as
[n]P 〈ν〉 = I + [n]∆
−1( [n]Q− [n]Qe [n]α)
= I + [n]∆
−1
[n]Q. (2.34)
In fact, it is known [36, Theorem 5.1] (see also [6, Theorem 3.1]) that limn→∞ ‖ [n]̟〈ν〉−̟‖ =
0. Therefore, using the above results, and following the proof of Theorem 2.1, we can readily prove
that limn→∞ ‖ [n]π − π‖ = 0. ✷
Corollary 2.2 Suppose that, for all n ∈ Z+, the augmentation distribution vector [n]α satisfies
[n]α = (α0, α1, . . . αm, 0, 0, . . . , 0),
where m ∈ Zn is fixed arbitrarily and independently of n. We then have
lim
n→∞
‖ [n]π − π‖ = 0.
Proof. In the present setting, (2.3) and (2.5) yield
[n]π =
∑m
ν=1 αν [n]e
⊤
〈ν〉(− [n]Q)
−1∑m
j=1 αj [n]e
⊤
〈j〉(− [n]Q)
−1e
=
m∑
ν=1
[n]π〈ν〉
αν [n]e
⊤
〈ν〉(− [n]Q)
−1e∑m
j=1 αj [n]e
⊤
〈j〉(− [n]Q)
−1e
=
m∑
ν=1
γν [n]π〈ν〉, (2.35)
where
γν =
αν [n]e
⊤
〈ν〉(− [n]Q)
−1e∑m
j=1 αj [n]e
⊤
〈j〉(− [n]Q)
−1e
, ν ∈ Zm.
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Note here that
∑m
ν=1 γν = 1. Thus, applying Theorem 2.2 to (2.35), we have
lim
n→∞
‖ [n]π − π‖ ≤
m∑
ν=1
γν lim
n→∞
‖ [n]π〈ν〉 − π‖ = 0.
The proof is completed ✷.
Remark 2.4 Theorem 2.2 does not necessarily implies that if Assumption 2.1 holds then, for any
fixedm ∈ Z+,
lim
n→∞
‖ [n+m]e
⊤
〈n〉 [n+m]F − π‖ = 0,
or equivalently, limn→∞ ‖ [n+m]π〈n〉 − π‖ = 0. In fact, although this is the discrete-time case,
Gibson and Seneta [6] provide an example such that the last-column-augmented truncation ap-
proximation [n]π{n} does not converge to π as n→∞ (see also [36]).
2.3 Limit formula for the normalized linear combination of the row-subvectors
of the fundamental matrix
In this subsection, we consider the normalized linear combination of the row-subvectors of the
fundamental matrix (− [n]Q)
−1. To this end, fix a finite B ⊂ Z+ arbitrarily, and let B
∗ = max{i ∈
B}. For n ≥ B∗, let B+n denote the index set of the nonzero rows (if any) of (− [n]Q)
−1EB, i.e.,
B+n = {ν ∈ Zn; [n]e
⊤
ν (− [n]Q)
−1
[n]EBe > 0}
=
{
ν ∈ Zn;
∑
j∈B
[
(− [n]Q)
−1
]
ν,j
> 0
}
. (2.36)
For convenience, let B+n = ∅ for n < B
∗.
Lemma 2.1 The following hold:
B+n ⊆ B
+
m, if B
∗ ≤ n ≤ m, (2.37)
∞⋃
n=0
B+n ⊇ B. (2.38)
Proof. Let P (t) := (p(t)(i, j))i,j∈Z+ denote the transition matrix function of the Markov chain
{Z(t)} with ergodic generator Q, i.e., P(Z(t) = j | Z(0) = i) for all i, j ∈ Z+. It then follows
from [1, Chapter 2, Proposition 2.14] that, for all i, j ∈ Z+ and t ≥ 0,[
exp{ [n]Qt}
]
i,j
ր
[
P (t)
]
i,j
> 0 as n→∞.
Thus, using the monotone convergence theorem, we have, for all i, j ∈ Z+,[
(− [n]Q)
−1
]
i,j
=
[∫ ∞
0
exp{ [n]Qt}dt
]
i,j
ր
[∫ ∞
0
P (t)dt
]
i,j
=∞ as n→∞. (2.39)
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From (2.36) and (2.39), we have (2.37). Recall that the finite set B is fixed independently of n. It
thus follows from (2.39) that, for all sufficiently large n ≥ B∗,[
(− [n]Q)
−1
]
i,j
> 0 for all i, j ∈ B,
which implies that (2.38) holds. ✷
We now define the normalized linear combination of the row-subvectors of (− [n]Q)
−1. Let
[n]π
∗
B, n ≥ B
∗, denote
[n]π
∗
B =
[n]αB(− [n]Q)
−1
[n]EB
[n]αB(− [n]Q)−1 [n]EBe
, (2.40)
where [n]αB := ( [n]αB(i))i∈Zn is a probability vector such that∑
i∈B+n
[n]αB(i) > 0. (2.41)
Note here that [n]π
∗
B in (2.40) is well-defined due to (2.38) of Lemma 2.1. It follows from (2.40)
and (2.3) that, for n ≥ B∗,
[n]π
∗
B =
[n]π [n]EB
[n]π [n]EBe
=
[n]πB
[n]πBe
, (2.42)
where [n]πB = [n]π [n]EB. A limit formula for [n]π
∗
B is presented in the following theorem, which
does not require Assumption 2.1 or 2.2.
Theorem 2.3 Let π∗B = πB/(πBe). We then have
lim
n→∞
[n]π
∗
B = lim
n→∞
[n]αB(− [n]Q)
−1
[n]EB
[n]αB(− [n]Q)−1 [n]EBe
= π∗B, (2.43)
where the first equality is due to (2.40).
Proof. It is not assumed that the ergodic generator Q has a special structure. Thus, without loss
of generality, it suffices to prove that, for an arbitrarym ∈ Z+,
lim
n→∞
[n]π
∗
Zm
= π∗Zm . (2.44)
We partitionQ and [n]Q, n ≥ m, as
Q =
( Zm Zm
Zm QZm QZm,Zm
Zm QZm,Zm QZm
)
, (2.45)
[n]Q =
( Zm Zn \ Zm
Zm [n]QZm [n]QZm,Zm
Zn \ Zm [n]QZm,Zm [n]QZm
)
, (2.46)
respectively. We then defineQ∗Zm and [n]Q
∗
Zm
as
Q∗Zm = QZm +QZm,Zm(−QZm)
−1QZm,Zm , (2.47)
[n]Q
∗
Zm
= [n]QZm + [n]QZm,Zm(− [n]QZm)
−1
[n]QZm,Zm , (2.48)
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respectively. The Q-matrix Q∗Zm (resp. [n]Q
∗
Zm
) is the generator of a censored Markov chain with
state space Zm, which is obtained by observing the Markov chain with generator Q (resp. [n]Q)
only when it is running in Zm. Since Q is ergodic, Q
∗
Zm
is also ergodic and thus has a unique
stationary distribution vector π∗Zm = πZm/(πZme). On the other hand, [n]Q is not necessarily
ergodic, but it has a stationary distribution vector [n]π
∗
Zm
= [n]πZm/( [n]πZme).
We note that the following holds (see Appendix A.1):
lim
n→∞
[n]Q
∗
Zm
= Q∗Zm . (2.49)
Moreover, it follows from [9, Section 4.1, Eq. (9)] that
[n]π
∗
Zm
− π∗Zm = [n]π
∗
Zm
( [n]Q
∗
Zm
−Q∗Zm)D
∗
Zm
, n ≥ m, (2.50)
whereD∗Zm is the deviation matrix of the transition matrix function with generatorQ
∗
Zm
, i.e.,
D∗Zm =
∫ ∞
0
(
exp{Q∗Zmt} − eπ
∗
Zm
)
dt.
Applying (2.49) to (2.50) results in (2.44). Consequently, we have proved that (2.43) holds. ✷
3 Matrix-infinite-product-form solutions for block-Hessenberg
Markov chains
This section considers the case where the ergodic generator Q is in block-Hessenberg form. To
this end, we introduce some symbols and rewriteQ as a block-structured generator.
Letmℓ’s, ℓ ∈ Z+, denote positive integers. Let n−1 = −1 and ns =
∑s
ℓ=0mℓ − 1 for s ∈ Z+.
We then partition the state space Z+ into the substate spaces Ls’s, s ∈ Z+, where
Ls = {ns−1 + 1, ns−1 + 2, . . . , ns}, s ∈ Z+. (3.1)
We refer to the substate space Ls as level s, and partitionQ level-wise, i.e.,
Q =

L0 L1 L2 L3 · · ·
L0 Q0,0 Q0,1 Q0,2 Q0,3 · · ·
L1 Q1,0 Q1,1 Q1,2 Q1,3 · · ·
L2 Q2,0 Q2,1 Q2,2 Q2,3 · · ·
L3 Q3,0 Q3,1 Q3,2 Q3,3 · · ·
...
...
...
...
...
. . .
, (3.2)
whereQk,ℓ = (q(i, j))(i,j)∈Lk×Lℓ for k, ℓ ∈ Z+. By definition, the cardinality of Ls is equal toms.
Thus,Qk,ℓ is anmk ×mℓ matrix. In what follows, we discuss the ergodic generatorQ partitioned
in (3.2). Thus, we partition its stationary distribution vector π as follows:
π =
(L0 L1 L2 · · ·
π0 π1 π2 · · ·
)
,
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where πk = πLk for k ∈ Z+ (πLk is introduced before Theorem 2.3).
In this section, we consider two linearly augmented truncations. To this end, we use two
augmentation distribution vectors (s)
̂
α and (s)α̂, whose probability masses are, respectively, con-
centrated on the first and last blocks, that is,
(s)
̂
α =
( L0 L1 · · · Ls−1 Ls
α0 0 · · · 0 0
)
, (3.3)
(s)α̂ =
(L0 L1 · · · Ls−1 Ls
0 0 · · · 0 αs
)
, s ∈ Z+, (3.4)
where αℓ is a 1 ×mℓ probability vector. We then define two linearly augmented truncations (s)
̂
Q
and (s)Q̂ as follows.
Definition 3.1 For s ∈ Z+, let
(s)
̂
Q = (s)Q− (s)Qe (s)
̂
α, (3.5)
(s)Q̂ = (s)Q− (s)Qe (s)α̂, (3.6)
where (s)Q = [ns]Q.
Let (s)
̂
π and (s)π̂ denote the stationary distribution vectors of (s)
̂
Q and (s)Q̂, respectively. It
then follows from (2.3) and Definition 3.1 that
(s)
̂
π =
α0(− (s)Q)
−1
α0(− (s)Q)−1e
=
(α0, 0, . . . , 0)(− (s)Q)
−1
(α0, 0, . . . , 0)(− (s)Q)−1e
, s ∈ Z+, (3.7)
(s)π̂ =
αs(− (s)Q)
−1
αs(− (s)Q)−1e
=
(0, . . . , 0,αs)(− (s)Q)
−1
(0, . . . , 0,αs)(− (s)Q)−1e
, s ∈ Z+. (3.8)
Note that (s)Q = [ns]Q (see Definition 3.1), which is partitioned as follows:
(s)Q =

L0 L1 · · · Ls
L0 Q0,0 Q0,1 · · · Q0,s
L1 Q1,0 Q1,1 · · · Q1,s
...
...
...
. . .
...
Ls Qs,0 Qs,1 · · · Qs,s
, s ∈ Z+.
For later use, we partition (− (s)Q)
−1 as
(− (s)Q)
−1 =

L0 L1 · · · Ls
L0 (s)X0,0 (s)X0,1 · · · (s)X0,s
L1 (s)X1,0 (s)X1,1 · · · (s)X1,s
...
...
...
. . .
...
Ls (s)Xs,0 (s)Xs,1 · · · (s)Xs,s
, s ∈ Z+. (3.9)
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We also partition (s)
̂
π and (s)π̂ as
(s)
̂
π =
( L0 L1 · · · Ls
(s)
̂
π0 (s)
̂
π1 · · · (s)
̂
πs
)
, s ∈ Z+,
(s)π̂ =
( L0 L1 · · · Ls
(s)π̂0 (s)π̂1 · · · (s)π̂s
)
, s ∈ Z+.
The rest of this section is divided into three subsections. Section 3.1 discusses the computation
of the stationary distribution vector in upper block-Hessenberg Markov chains, based on the se-
quence { (s)π̂; s ∈ Z+} that converges to the stationary distribution vector π under some technical
conditions. Section 3.2 develops an algorithm for computing the stationary distribution vector π in
lower block-Hessenberg Markov chains, by using the result in Section 3.1 and the duality of upper
and lower BHMCs. This algorithm generates a sequence { (s)
̂
π; s ∈ Z+} that always converges to
π. Finally, Section 3.3 considers a special case where the generatorQ is of GI/M/1 type (see, e.g.,
[7]), i.e.,Q is a block-Toeplitz-like generator in lower block-Hessenberg form.
3.1 Upper block-Hessenberg Markov chain
In this subsection, we assume that the generator Q is in upper block-Hessenberg form (i.e., is of
level-dependent M/G/1-type):
Q =

L0 L1 L2 L3 · · ·
L0 Q0,0 Q0,1 Q0,2 Q0,3 · · ·
L1 Q1,0 Q1,1 Q1,2 Q1,3 · · ·
L2 O Q2,1 Q2,2 Q2,3 · · ·
L3 O O Q3,2 Q3,3 · · ·
...
...
...
...
...
. . .
, (3.10)
whereQk,ℓ = O for k ∈ Z+ and ℓ = 0, 1, . . . ,max(k − 1, 0).
Remark 3.1 IfQ in (3.10) is block-tridiagonal, i.e.,Qk,ℓ = O for all k, ℓ ∈ Z+ such that |k−ℓ| ≥
2, thenQ can be considered the generator of a level-dependent quasi-birth-and-death process (LD-
QBD) (see [5, 29]).
3.1.1 MIP-form solution
It follows from (3.10) that
(s)Q =

Q0,0 Q0,1 Q0,2 · · · Q0,s−2 Q0,s−1 Q0,s
Q1,0 Q1,1 Q1,2 · · · Q1,s−2 Q1,s−1 Q1,s
O Q2,1 Q2,2 · · · Q2,s−2 Q2,s−1 Q2,s
...
...
...
. . .
...
...
...
O O O · · · Qs−1,s−2 Qs−1,s−1 Qs−1,s
O O O · · · O Qs,s−1 Qs,s

, s ∈ Z+. (3.11)
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The NW-corner truncation (s)Q of Q is also in the upper block-Hessenberg form. Therefore, as
we will see later, we can derive an efficient recursive formula for the last block
( (s)Xs,0, (s)Xs,1, . . . , (s)Xs,s)
of (− (s)Q)
−1 in (3.9). To derive this formula, we define {U ∗k ; k ∈ Z+} recursively as follows:
U ∗k =

(−Q0,0)
−1, k = 0,(
−Qk,k −
k−1∑
ℓ=0
Uk,ℓQℓ,k
)−1
, k ∈ N,
(3.12)
where Uk,ℓ’s, k ∈ N, ℓ ∈ Zk−1, are given by
Uk,ℓ = (Qk,k−1U
∗
k−1)(Qk−1,k−2U
∗
k−2) · · · (Qℓ+1,ℓU
∗
ℓ ). (3.13)
Since the empty sum is defined as zero, Eq. (3.12) is expressed as the single equation (i.e., the
equation for k ∈ N is extended to the one for k ∈ Z+). Note here that U
∗
k is nonsingular, which is
proved in Appendix B.1. Note also that U ∗k is nonnegative and U
∗
ke > 0 (see Remark B.1).
The following lemma provides a matrix-product-form expression of the (s)Xs,ℓ’s.
Lemma 3.1 If the ergodic generatorQ is in upper block-Hessenberg form (3.10), then
(s)Xs,ℓ = U
∗
sUs,ℓ, s ∈ Z+, ℓ ∈ Zs, (3.14)
e⊤(s)Xs,ℓ = e
⊤U ∗sUs,ℓ > 0, ℓ ∈ Zs, (3.15)
where Us,s = I for s ∈ Z+.
Remark 3.2 Shin [31] presents the similar expressions of all the blocks (s)Xk,ℓ’s in a special case
whereQ in (3.10) is reduced to be block tridiagonal (see Theorem 2.1 therein), i.e., to the generator
of an LD-QBD (see Remark 3.1).
Remark 3.3 It is stated in [33, Remark 2] that if the ergodic generator Q is in upper block-
Hessenberg form (3.10) then
πℓ = πkUk,ℓ, k ∈ N, ℓ ∈ Zk−1. (3.16)
For the reader’s convenience, we provide a complete proof of (3.16) in Appendix A.2.
Proof of Lemma 3.1 The inverse (s)Q
−1 of (s)Q is the unique solution of (s)Q
−1
(s)Q = I . Thus,
the last block row ( (s)Xs,0, (s)Xs,1, . . . , (s)Xs,s) of (− (s)Q)
−1 is the unique solution of the follow-
ing equations:
O = (s)Xs,0Q0,0 + (s)Xs,1Q1,0, (3.17)
O =
k+1∑
ℓ=0
(s)Xs,ℓQℓ,k, k = 1, 2, . . . , s− 1, (3.18)
−I =
s∑
ℓ=0
(s)Xs,ℓQℓ,s. (3.19)
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Solving (3.17) with respect to (s)Xs,0 and applying (3.12) to the result, we have
(s)Xs,0 = (s)Xs,1Q1,0U
∗
0 = (s)Xs,1U1,0, (3.20)
where the second equality follows from (3.13).
We now suppose that, for some k ∈ {1, 2, . . . , s− 1},
(s)Xs,ℓ = (s)Xs,kUk,ℓ for all ℓ ∈ Zk−1, (3.21)
which holds at least for k = 1 due to (3.20). Substituting (3.21) into (3.18) and using (3.12), we
obtain
O =
k−1∑
ℓ=0
(s)Xs,kUk,ℓQℓ,k + (s)Xs,kQk,k + (s)Xs,k+1Qk+1,k
= (s)Xs,k
(
Qk,k +
k−1∑
ℓ=0
Uk,ℓQℓ,k
)
+ (s)Xs,k+1Qk+1,k
= (s)Xs,k(−U
∗
k )
−1 + (s)Xs,k+1Qk+1,k,
which leads to
(s)Xs,k = (s)Xs,k+1Qk+1,kU
∗
k . (3.22)
Using (3.22) and (3.13), we rewrite (3.21) as
(s)Xs,ℓ = (s)Xs,k+1Qk+1,kU
∗
kUk,ℓ
= (s)Xs,k+1Uk+1,ℓ for all ℓ ∈ Zk.
Therefore, by induction, we have
(s)Xs,ℓ = (s)Xs,sUs,ℓ for all ℓ ∈ Zs−1. (3.23)
To complete the proof of (3.14), we show that (s)Xs,s = U
∗
s . Applying (3.23) to (3.19) and
following the derivation of (3.22), we obtain
−I = (s)Xs,sQs,s +
s−1∑
ℓ=0
(s)Xs,sUs,ℓQℓ,s
= (s)Xs,s
(
Qs,s +
s−1∑
ℓ=0
Us,ℓQℓ,s
)
= (s)Xs,s(−U
∗
s )
−1,
which results in (s)Xs,s = U
∗
s .
Finally, we prove (3.15). SinceQ is in upper block-Hessenberg form (3.10), the Markov chain
{Z(t)} must go through Ls to move from
⋃∞
k=s+1Lk to
⋃s−1
k=0Lk. Therefore, for each s ∈ N and
j ∈
⋃s−1
k=0 Lk, there exists at least one state i ∈ Ls from which the Markov chain {Z(t)} can
reach state j ∈
⋃s−1
k=0 Lk avoiding
⋃∞
k=s+1Lk. This implies that, for each s ∈ N, the submatrix
( (s)Xs,0, (s)Xs,1, . . . , (s)Xs,s−1) of (− (s)Q)
−1 has no zero columns. In addition,U ∗s ≥ (−Qs,s)
−1,
which shows that all the diagonal elements of (s)Xs,s = U
∗
s are positive. As a result, (3.15) holds.
✷
Using Lemma 3.1, we obtain an expression of (s)π̂ = ( (s)π̂0, (s)π̂1, . . . , (s)π̂s) for s ∈ Z+.
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Lemma 3.2 If the conditions of Lemma 3.1 are satisfied, then
(s)π̂k =
αsU
∗
sUs,k
αs
∑s
ℓ=0U
∗
sUs,ℓe
, s ∈ Z+, k ∈ Zs. (3.24)
Proof. It follows from (3.8) and (3.9) that
(s)π̂ =
αs(Xs,0, (s)Xs,1, . . . , (s)Xs,s)
αs
∑s
ℓ=0 (s)Xs,ℓe
. (3.25)
Applying Lemma 3.1 to (3.25), we have (3.24). ✷
The following theorem is an immediate consequence of Lemma 3.2 and Theorem 2.1.
Theorem 3.1 (Single-limit MIP-form solution) Suppose that the ergodic generator Q is in up-
per block-Hessenberg form (3.10), and that Q satisfies Assumption 2.1. If Assumption 2.2, with
replaced [n]Q by (s)Q̂, holds for s ∈ Z+, then
lim
s→∞
‖ (s)π̂ − π‖ = 0, (3.26)
and thus
πk = lim
s→∞
αsU
∗
sUs,k
αs
∑s
ℓ=0U
∗
sUs,ℓe
, k ∈ Z+. (3.27)
We now define Uk, k ∈ Z+, as
Uk = Qk+1,kU
∗
k , k ∈ Z+.
It then follows from (3.13) that
Us,ℓ = Us−1Us−2 · · ·Uℓ, ℓ ∈ Zs−1. (3.28)
Substituting this into (3.27) yields
πk = lim
s→∞
αsU
∗
sUs−1Us−2 · · ·Uk
αs
∑s
ℓ=0U
∗
sUs−1Us−2 · · ·Uℓe
, k ∈ Z+, (3.29)
which shows that πk is expressed as a (normalized) matrix infinite product. We thus refer to the
expression (3.29), or equivalently, (3.27) as the matrix-infinite-product-form (MIP-form) solution.
We also refer to this MIP-form solution as the single-limit MIP-form solution to emphasize that
the solution is expressed by single limit (i.e., taking the limit with respect to the single variable n).
3.1.2 Computation of π based on the MIP-form solution
We discuss the computation of π = (π0,π1, . . . ) based on (3.26) and the MIP-from solution
(3.27). From (3.24), we have
(s)π̂k =
αsU
∗
s,k
αsu∗s
, s ∈ Z+, k ∈ Zs, (3.30)
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where
U ∗s,k = U
∗
sUs,k, s ∈ Z+, k ∈ Zs, (3.31)
u∗s =
s∑
ℓ=0
U ∗s,ℓe =
s∑
ℓ=0
U ∗sUs,ℓe, s ∈ Z+. (3.32)
Combining (3.31) with (3.12) and (3.13), we have
U ∗0,0 = U
∗
0 = (−Q0,0)
−1, (3.33)
U ∗s,k =
{
U ∗sQs,s−1 ·U
∗
s−1,k, s ∈ N, k ∈ Zs−1,
U ∗s , s ∈ N, k = s.
(3.34)
From (3.32), (3.33) and (3.34), we also have
u∗0 = U
∗
0e = (−Q0,0)
−1e, (3.35)
u∗s = U
∗
s
(
e+Qs,s−1u
∗
s−1
)
, s ∈ N. (3.36)
Furthermore, applying (3.13) to (3.12) with k = s ∈ N, we obtain
U ∗s =
(
−Qs,s −Qs,s−1
s−1∑
ℓ=0
U ∗s−1Us−1,ℓQℓ,s
)−1
=
(
−Qs,s −Qs,s−1
s−1∑
ℓ=0
U ∗s−1,ℓQℓ,s
)−1
, s ∈ N, (3.37)
where the second equality follows from (3.31).
As a result, under these assumptions, we can establish an algorithm for computing π under the
conditions of Theorem 3.1.
Algorithm 1: Upper block-Hessenberg Markov chain
Input: Q, ε ∈ (0, 1), {α0,α1,α2, . . . }.
Output: (s)π̂ = ( (s)π̂0, (s)π̂1, . . . , (s)π̂s), where s ∈ Z+ is fixed when the iteration stops.
(i) Set s = 0.
(ii) ComputeU ∗0 = U
∗
0,0 = (−Q0,0)
−1 and u∗0 = U
∗
0e.
(iii) Compute (0)π0 = α0U
∗
0 /(α0u
∗
0).
(iv) Iterate the following:
(a) Increment s by one.
(b) ComputeU ∗s = U
∗
s,s by (3.37).
(c) Compute {U ∗s,k; k ∈ Zs−1} by (3.34) and u
∗
s by (3.36).
(d) Compute { (s)π̂k; k ∈ Zs} by (3.30).
(e) If ‖ (s)π̂ − (s−1)π̂‖ < ε, then stop the iteration; otherwise return to step (a).
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Remark 3.4 If the conditions of Theorem 3.1 does not hold, then Algorithm 1 may not stop after
a finite number of iterations.
Remark 3.5 If Algorithm 1 stops at s = N , then an N + 1 number of the inverse matrices U ∗s ’s
are computed because one inverse matrix U ∗s is computed for each s ∈ Z+. The computation of
such inverse matrices is the most time-consuming part of Algorithm 1. However, we can com-
pute U ∗s by a stable and efficient procedure proposed by Le Boudec [17] (see Proposition B.1 in
Appendix B.2).
3.1.3 Comparison with previous studies
We discuss the comparison of our Algorithm 1 with the existing ones in previous studies. As
mentioned in Remark 3.1, the LD-QBD is a special case of upper BHMCs. Thus, Algorithm 1 is
applicable to LD-QBDs and works more efficiently for them because (3.37) is reduced to
U ∗s =
(
−Qs,s −Qs,s−1U
∗
s−1,s−1Qs−1,s
)−1
, s ∈ N.
It is well-known (see [5, 29]) that ifQ in (3.10) is reduced to be the generator of the LD-QBD then
the stationary distribution vector π = (π0,π1, . . . ) is in the matrix product form
πk = π0R
(1)R(2) · · ·R(k), k ∈ N,
where π0 is the solution of
π0(Q0,0 +R
(1)Q1,0) = 0,
π0
(
e +
∞∑
ℓ=1
R(1)R(2) · · ·R(ℓ)e
)
= 1,
and where the matricesR(k)’s are the minimal nonnegative solutions of
Qk−1,k +R
(k)Qk,k +R
(k)R(k+1)Qk+1,k = O, k ∈ N. (3.38)
From (3.38), we obtain
R(k) = Qk−1,k(−Qk,k −R
(k+1)Qk+1,k)
−1, k ∈ N, (3.39)
which enables us to compute the matricesR(N−1),R(N−2), . . . ,R(1), givenR(N) for someN ∈ N.
Thus, we refer to (3.39) as the backward recursion for {R(k); k ∈ N}.
Based on the above results, Phung-Duc et al. [28] propose a simple algorithm for LD-QBDs
(a similar algorithm is discussed in [2]). According to the algorithm, we first choose a sufficiently
large N ∈ N such that
∑∞
k=N+1πke is expected to be negligible. Next, for a sufficiently large L ∈
N, we compute an approximationR
(N)
L toR
(N) by the backward recursion (3.39) withR(N+L) =
O. It is shown (see [28, Proposition 2.4]) that limL→∞R
(N)
L = R
(N). However, we have to
determine L by trial and error (for the details, see [28, Algorithms 1 and 3]).
Bright and Taylor [5] develop an elaborate algorithm for LD-QBDs, which generates R
(N)
L
with L = 2ℓ+1 − 1 (ℓ ∈ Z+) by using the logarithmic reduction approach originally developed for
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level-independent QBDs (see [15]). However, logarithmic reduction does not work well for LD-
QBDs. Indeed, Bright and Taylor’s algorithm [5] has the same computational complexity as that
of Phung-Duc et al.’s algorithm [28], and the former is more memory-consuming than the latter
(for details, see [28, Section 3.2]).
We now suppose that L is given in advance. In this case, Phung-Duc et al.’s algorithm [28]
computes L inverse matrices to obtainR
(N)
L , and then computesN−1 inverse matrices in generat-
ingR
(k)
L ’s, k = N−1, N−2, . . . , 1, by the backward recursion (3.39) withR
(N) = R
(N)
L , in order
to obtain (π0,π1, . . . ,πN) (of course, approximately). It should be noted that the computation of
R
(N)
L corresponds to the situation that the iteration index s of Algorithm 1 reaches N + L− 1 and
thus (N+L−1)π, which is an approximation to (π0,π1, . . . ,πN+L−1), is obtained as the result of
computing N + L inverse matrices (see Remark 3.5). Consequently, Algorithm 1 has the same
computational complexity as that of Phung-Duc et al.’s algorithm [28] even when the situation is
best for the latter one, i.e., L is given in advance.
There are some studies on upper BHMCs. Shin and Pearce [32] establish an algorithm for
computing the stationary distribution vector of the discrete-time upper BHMC. Similar algorithms
are proposed for a BMAP/M/1 generalized processor-sharing queue (Li et al. [18]) and for an
asymptotically level-independent M/G/1-type Markov chain (Klimenok and Dudin [13]). These
algorithms transform the original transition probability matrix (or the original generator in the
continuous-time case) into a level-independent one (i.e., block-Toeplitz-like one) except for a fi-
nite number, say N , of levels. They thus require us to compute, from scratch, Neuts’ G-matrix
[27] and the stationary probabilities of the first N levels (i.e., L0,L1, . . . ,LN−1) every time N is
incremented one by one. On the other hand, each iteration of Algorithm 1 inherits the results from
the previous iteration.
In the rest of this subsection, we compare Takine [33]’s results with our results presented
in Sections 3.1.1 and 3.1.2. For this purpose, we first present a corollary of Theorem 2.3 and
Lemma 3.1.
Corollary 3.1 Suppose that the ergodic generator Q is in upper block-Hessenberg form (3.10).
We then have
lim
s→∞
e⊤U ∗sUs,k
e⊤U ∗sUs,ke
=
πk
πke
, k ∈ Z+. (3.40)
Furthermore, if there exists some k ∈ Z+ such that
U ∗sUs,ke > 0 for all sufficiently large s ∈ Zk, (3.41)
then
lim
s→∞
diag−1{U ∗sUs,ke}U
∗
sUs,k =
eπk
πke
. (3.42)
Proof. In the proof of this corollary, we fix B = Lk and n = ns. It follows from (2.38) in
Lemma 2.1 that, for each k ∈ Zs, at least one row of (− [ns]Q)
−1
[ns]ELk is nonnegative and thus
B+ns ∩ Lk 6= ∅. We now fix
[ns]αLk =
(L0 L1 · · · Ls−1 Ls
0 0 · · · 0 e⊤/ms
)
.
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Substituting this into (2.40) (with n = ns and B = Lk), we have
[ns]π
∗
Lk
=
(0, . . . , 0, e⊤/ms)(− [ns]Q)
−1
[ns]ELk
(0, . . . , 0, e⊤/ms)(− [ns]Q)
−1
[ns]ELke
=
e⊤ (s)Xs,k
e⊤ (s)Xs,ke
=
e⊤U ∗sUs,k
e⊤U ∗sUs,ke
, (3.43)
where the second and third equalities are due to (3.9) and Lemma 3.1, respectively. Combining
(3.43) and Theorem 2.3 to this equation yields
lim
s→∞
e⊤U ∗sUs,k
e⊤U ∗sUs,ke
=
πk
πke
, k ∈ Z+,
which shows that (3.40) holds.
Next, we prove (3.42), which requires the additional condition (3.41) with some k ∈ Z+.
Under this additional condition,
B+ns ⊇ Lk for all sufficiently large s ∈ Zk.
To proceed further, fix
[ns]αLk = (0, . . . , 0, [ms]e
⊤
〈ν〉/ms).
It then follows from (3.9) and Lemma 3.1 and (2.40) (with n = ns and B = Lk) that
[ns]π
∗
Lk
=
[ms]e
⊤
〈ν〉U
∗
sUs,k
[ms]e
⊤
〈ν〉U
∗
sUs,ke
, k ∈ Z+, s ∈ Zk, ν = 1, 2, . . . , ms. (3.44)
Therefore, from (3.44), Theorem 2.3 and πLk = πk, we obtain
lim
s→∞
[ms]e
⊤
〈ν〉U
∗
sUs,k
[ms]e
⊤
〈ν〉U
∗
sUs,ke
=
πk
πke
for all ν = 1, 2, . . . , ms,
which implies that (3.42) holds. ✷
The first limit formula (3.40) of Corollary 3.1 holds for the general ergodic generator Q in
the upper block-Hessenberg form (3.10). On the other hand, the second one (3.42) requires the
additional condition that (3.41) holds for some k ∈ Z+. A similar formula to (3.42) is presented
by Takine [33] (see Theorem 3 therein):
lim
s→∞
diag−1{Us,ke} ·Us,k =
eπk
πke
, k ∈ Z+, (3.45)
under [33, Assumption 1]† that, for all sufficiently large s ∈ N, the Qs,s−1’s are nonsingular and
theQs,s’s are of the same order.
†This additional assumption is removed by [12].
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Assumption 1 in [33] implies that Us,ke > 0 for all sufficiently large s ∈ N (see (21) therein)
and thus (3.41) holds. Therefore, under this assumption, we have (3.42). In fact, from (3.42), we
can derive (3.45) as follows:
lim
s→∞
diag−1{Us,ke} ·Us,k
= lim
s→∞
diag−1{Us,ke}(U
∗
s )
−1diag{U ∗sUs,ke}
× diag−1{U ∗sUs,ke} ·U
∗
sUs,k
= lim
s→∞
diag−1{Us,ke} · (U
∗
s )
−1diag{U ∗sUs,ke} ·
eπk
πke
= lim
s→∞
diag−1{Us,ke} ·Us,ke
πk
πke
=
eπk
πke
,
where the third equality holds because
(U ∗s )
−1diag{U ∗sUs,ke}e = (U
∗
s )
−1U ∗sUs,ke = Us,ke.
Similarly, from (3.45), we can also derive (3.42) and thus (3.40).
Based on (3.16) and (3.45), Takine [33] proposes an algorithm that computes {πk; k ∈ ZN}
for a given (sufficiently large) N . The outline of the algorithm is as follows (for details, see [33,
Section 3]):
(i) Start with choosing N ∈ N sufficiently large;
(ii) compute
xs,N := m
−1
s e
⊤diag−1{Us,Ne} ·Us,N , (3.46)
for a sufficiently large s ∈ ZN , wherems is equal to the cardinality of Ls; and
(iii) compute
xs,k := xs,NUN,k, k = N − 1, N − 2, . . . , 0,
and then
x
(N)
s,k :=
xs,k∑N
ℓ=0 xs,ℓe
=
xs,NUN,k∑N
ℓ=0 xs,NUN,ℓe
, k ∈ ZN . (3.47)
This algorithm generates the probability vector x
(N)
s := (x
(N)
s,0 ,x
(N)
s,1 , . . . ,x
(N)
s,N ), which can be
considered an approximation to π = (π0,π1, . . . ). Indeed, applying (3.45) to (3.46) yields
lim
s→∞
xs,N =
πN
πNe
; (3.48)
and combining (3.48), (3.47) and (3.16) leads to
lim
s→∞
x
(N)
s,k =
πNUN,k∑N
ℓ=0 πNUN,ℓe
=
πk∑N
ℓ=0πℓe
, k ∈ ZN ,
which results in
lim
N→∞
lim
s→∞
x
(N)
s,k = lim
N→∞
πk∑N
ℓ=0 πℓe
= πk, k ∈ Z+.
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Takine’s algorithm [33], described above, requires the truncation parameter N ∈ N. On the
other hand, Algorithm 1 does not require such a parameter, though it does require the conditions of
Theorem 3.1 for its convergence (see Remark 3.4). Actually, provided that the truncation parameter
N ∈ N is given, we can establish an alternative algorithm to Algorithm 1, based on the following
result.
Corollary 3.2 (Double-limit-MIP-form solution) Suppose that the ergodic generatorQ is in up-
per block-Hessenberg form (3.10). For N ∈ N and s ∈ ZN , let η
(N)
s := (η
(N)
s,0 ,η
(N)
s,1 , . . . ,η
(N)
s,N )
denote a probability vector such that
η
(N)
s,k =
e⊤U ∗sUs,k
e⊤
∑N
ℓ=0U
∗
sUs,ℓe
, k ∈ ZN , s ∈ ZN . (3.49)
Furthermore, let π(N) := (π
(N)
0 ,π
(N)
1 , . . . ,π
(N)
N ) denote a probability vector such that
π
(N)
k =
πk∑N
ℓ=0πℓe
, k ∈ ZN . (3.50)
We then have
lim
s→∞
‖η(N)s − π
(N)‖ = 0, (3.51)
and thus
πk = lim
N→∞
lim
s→∞
e⊤U ∗sUs,k
e⊤
∑N
ℓ=0U
∗
sUs,ℓe
, k ∈ Z+. (3.52)
Proof. This corollary can be proved in the same way as the proof of (3.40) in Corollary 3.1. ✷
Remark 3.6 Since the η
(N)
s ’s are probability vectors of finite order N , it follows from (3.51) that
{η
(N)
s ; s ∈ ZN} is a Cauchy sequence, which leads to
lim
s→∞
‖η(N)s − η
(N)
s−1‖ = 0.
It follows from (3.28) and (3.52) that
πk = lim
N→∞
lim
s→∞
e⊤U ∗sUs−1Us−2 · · ·Uk
e⊤
∑N
ℓ=0U
∗
sUs−1Us−2 · · ·Uℓe
, k ∈ Z+. (3.53)
We refer to the limit formula (3.53) (and thus (3.52)) as the double-limit MIP-form solution to
distinguish the difference of it from (3.29). The double-limit MIP-form solution (3.52) shows that,
for all sufficiently large N ∈ N and s ∈ ZN , the probability vector η
(N)
s is an approximation to
π = (π0,π1, . . . ).
From this perspective, we consider a way of computing π. We define u
(N)
s , s ∈ Z+, as
u(N)s =
min(N,s)∑
ℓ=0
U ∗s,ℓe =
min(N,s)∑
ℓ=0
U ∗sUs,ℓe, s ∈ Z+, (3.54)
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where the second equality follows from (3.31). Using (3.31) and (3.54), we rewrite (3.49) as
η
(N)
s,k =
e⊤U ∗s,k
e⊤u
(N)
s
, k ∈ ZN , s ∈ ZN . (3.55)
Note here that (3.32) and (3.54) lead to u
(N)
s = u∗s for s ∈ ZN . Thus, (3.35) and (3.36) yield
u
(N)
0 = U
∗
0e = (−Q0,0)
−1e,
u(N)s = U
∗
s
(
e+Qs,s−1u
(N)
s−1
)
, s = 1, 2, . . . , N. (3.56)
In addition, it follows from (3.34) and (3.54) with s > N that
u(N)s = U
∗
sQs,s−1u
(N)
s−1, s ∈ ZN = {N + 1, N + 2, . . . }. (3.57)
Combining (3.56) and (3.57) results in
u(N)s =
{
U ∗s
(
e +Qs,s−1u
(N)
s−1
)
, s = 1, 2, . . . , N,
U ∗sQs,s−1u
(N)
s−1, s = N + 1, N + 2, . . . .
(3.58)
Consequently, we can compute the approximation η
(N)
s to π by the following algorithm.
Algorithm 2: Upper block-Hessenberg Markov chain
Input: Q, ε ∈ (0, 1), {α0,α1, . . . ,αN} and the truncation parameter N ∈ N.
Output: η
(N)
s = (η
(N)
s,0 ,η
(N)
s,1 , . . . ,η
(N)
s,N ), where s ∈ Z+ is fixed when the iteration stops.
(i) Set s = 0.
(ii) ComputeU ∗0 = U
∗
0,0 = (−Q0,0)
−1 and u
(N)
0 = U
∗
0e.
(iii) Iterate the following:
(a) Increment s by one.
(b) ComputeU ∗s = U
∗
s,s by (3.37).
(c) Compute {U ∗s,k; k ∈ Zs−1} by (3.34) and u
(N)
s by (3.58).
(d) If s ≥ N + 1, compute {η
(N)
s,k ; k ∈ ZN} by (3.55).
(e) If s ≥ N + 2 and ‖η
(N)
s − η
(N)
s−1‖ < ε, then stop the iteration; otherwise return to
step (a).
Algorithm 2 always stops after a finite number of iterations (see Remark 3.6), though it requires
the truncation parameter N ∈ N. In fact, the parameter N can be determined by using the f -
modulated drift condition (for details, see [14] and [26, Section 14.2.1]).
Condition 1 (f -modulated drift condition) There exist some b ∈ (0,∞), column vectors v :=
(v(i))i∈Z+ ≥ 0 and f := (f(i))i∈Z+ ≥ e and finite set C ⊂ Z+ such that
Qv ≤ −f + b1C. (3.59)
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It is implied in [14, Theorem 1.1] that Condition 1 holds if and only if Q is ergodic, provided
Q is irreducible. It also follows from (3.59) that πf ≤ b and thus
π(i) ≤
b
f(i)
, i ∈ Z+. (3.60)
We can use this inequality to estimate the tail of the stationary distribution vector π.
We assume that
∞∑
i=0
1
f(i)
=
∞∑
k=0
∑
i∈Lk
1
f(i)
<∞,
where the second equality is due to (3.1). Thus, for any ε > 0, there exists someNε ∈ N such that
∞∑
k=Nε+1
∑
i∈Lk
b
f(i)
≤
ε
2
. (3.61)
Combining (3.60) and (3.61) yields
∞∑
k=Nε+1
πke =
∞∑
k=Nε+1
∑
i∈Lk
π(i) ≤
ε
2
. (3.62)
We also define π(Nε) := (π
(Nε)
0 ,π
(Nε)
1 , . . . ,π
(Nε)
Nε
) as a probability vector such that
π
(Nε)
k =
πk∑Nε
ℓ=0πℓe
, k ∈ ZNε .
Using (3.62), we have
‖π(Nε) − π‖ =
Nε∑
k=0
(π
(Nε)
k − πk)e +
∞∑
k=Nε+1
πke
=
Nε∑
k=0
(
πk∑Nε
ℓ=0 πℓe
− πk
)
e+
∞∑
k=Nε+1
πke
= 1−
Nε∑
k=0
πke+
∞∑
k=Nε+1
πke
= 2
∞∑
k=Nε+1
πke ≤ ε, (3.63)
which shows thatπ is approximated byπ(Nε) within error εmeasured in terms of the total variation
distance. Furthermore, from (3.63) and (3.51), we have
‖η(Nε)s − π‖ ≤ ‖η
(Nε)
s − π
(Nε)‖+ ‖π(Nε) − π‖
≤ ‖η(Nε)s − π
(Nε)‖+ ε→ ε as s→∞.
Therefore, for a sufficiently large s ∈ ZN , the total variation error of the approximation η
(Nε)
s for
π is less than the tolerance ε. Unfortunately, it is in general difficult to determine such a value of
s in advance.
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We now go back to Algorithm 1. Although Algorithm 1 requires the convergence conditions
(see Remark 3.4), it is free from the problem of determining parameter N . Algorithm 1 also
has another remarkable feature. Recall here that Algorithm 1 generates a sequence of the linear-
augmented truncation approximations (s)π̂’s. Therefore, we can obtain an upper bound for ‖ (s)π̂−
π‖, following the studies [19, 20, 23, 21, 22, 24, 35] on the error estimation of the truncation
approximation of Markov chains (therein the f -modulated drift condition plays an important role).
Using such an upper bound, we can establish sophisticated stopping criteria for Algorithm 1, which
guarantee the accuracy of the resulting approximation to π. The details of this topic are beyond
the scope of this paper and thus are omitted here.
3.2 Lower block-Hessenberg Markov chain
We assume that the ergodic generator Q is in lower block-Hessenberg form (i.e., is of level-
dependent GI/M/1-type):
Q =

L0 L1 L2 L3 · · ·
L0 Q0,0 Q0,1 O O · · ·
L1 Q1,0 Q1,1 Q1,2 O · · ·
L2 Q2,0 Q2,1 Q2,2 Q2,3 · · ·
L3 Q3,0 Q3,1 Q3,2 Q3,3 · · ·
...
...
...
...
...
. . .
, (3.64)
whereQk,ℓ = O for k ∈ Z+ and ℓ ∈ Zk+1. We then have
(s)Q =

Q0,0 Q0,1 O · · · O O O
Q1,0 Q1,1 Q1,2 · · · O O O
Q2,0 Q2,1 Q2,2 · · · O O O
...
...
...
. . .
...
...
...
Qs−2,0 Qs−2,1 Qs−2,2 · · · Qs−2,s−2 Qs−2,s−1 O
Qs−1,0 Qs−1,1 Qs−1,2 · · · Qs−1,s−2 Qs−1,s−1 Qs−1,s
Qs,0 Qs,1 Qs,2 · · · Qs,s−2 Qs,s−1 Qs,s

.
We permutate the columns and rows of (s)Q by arranging the subsets {Lk; k = 0, 1, . . . , s} of
the state space Z+ in the descending order (Ls,Ls−1, . . . ,L0). We denote the resulting matrix by
(s)Q˜. Clearly, (s)Q˜ is in the same form as (s)Q in (3.11), i.e., in the upper block-Hessenberg form:
(s)Q˜ =

Qs,s Qs,s−1 Qs,s−2 · · · Qs,2 Qs,1 Qs,0
Qs−1,s Qs−1,s−1 Qs−1,s−2 · · · Qs−1,2 Qs−1,1 Qs−1,0
O Qs−2,s−1 Qs−2,s−2 · · · Qs−2,2 Qs−2,1 Qs−2,0
...
...
...
. . .
...
...
...
O O O · · · Q1,2 Q1,1 Q1,0
O O O · · · O Q0,1 Q0,0

. (3.65)
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We also partition (− (s)Q˜)
−1 as
(− (s)Q˜)
−1 =

Ls Ls−1 · · · L0
Ls (s)Y0,0 (s)Y0,1 · · · (s)Y0,s
Ls−1 (s)Y1,0 (s)Y1,1 · · · (s)Y1,s
...
...
...
. . .
...
L0 (s)Ys,0 (s)Ys,1 · · · (s)Ys,s
. (3.66)
It also follows from (3.8), (3.66) and the definition of (s)Q˜ that
( (s)
̂
πs, (s)
̂
πs−1, . . . , (s)
̂
π0) =
(0, . . . , 0,α0)(− (s)Q˜)
−1
(0, . . . , 0,α0)(− (s)Q˜)−1e
=
α0( (s)Ys,0, (s)Ys,1, . . . , (s)Ys,s)
α0
∑s
ℓ=0 (s)Ys,ℓe
, s ∈ Z+. (3.67)
We now define { (s)U˜
∗
k ; k ∈ Zs},s ∈ Z+, recursively as follows:
(s)U˜
∗
k =
(
−Qs−k,s−k −
k−1∑
ℓ=0
(s)U˜k,ℓQs−ℓ,s−k
)−1
, k ∈ Zs, (3.68)
where (s)U˜k,ℓ’s, k = 1, 2, . . . , s, ℓ ∈ Zk−1, are given by
(s)U˜k,ℓ = (Qs−k,s−k+1 (s)U˜
∗
k−1)
× (Qs−k+1,s−k+2 (s)U˜
∗
k−2) · · · (Qs−ℓ−1,s−ℓ (s)U˜
∗
ℓ ). (3.69)
Note here that (s)U˜
∗
k and (s)U˜k,ℓ are obtained by replacing, withQs−k,s−ℓ,Qk,ℓ in (3.12) and (3.13),
respectively. Thus, Lemma 3.1 implies that
(s)Ys,ℓ = (s)U˜
∗
s (s)U˜s,ℓ, s ∈ Z+, ℓ ∈ Zs, (3.70)
where (s)U˜ℓ,ℓ = I for ℓ ∈ Zs. Substituting (3.70) into (3.67), we have
(s)
̂
πk =
α0 (s)U˜
∗
s (s)U˜s,s−k
α0
∑s
ℓ=0 (s)U˜
∗
s (s)U˜s,ℓe
, k ∈ Zs, (3.71)
which is the counterpart of the expression of (s)π̂k presented in Lemma 3.2.
Let
(s)R
∗
k = (s)U
∗
s−k, s ∈ Z+, k ∈ Zs, (3.72)
(s)Rk,ℓ = (s)Us−k,s−ℓ, s ∈ Z+, k ∈ Zs, ℓ = k, k + 1, . . . , s. (3.73)
where (s)Rℓ,ℓ = I for ℓ ∈ Zs. Using (3.72) and (3.73), we rewrite (3.71) as
(s)
̂
πk =
α0 (s)R
∗
0 (s)R0,k
α0
∑s
ℓ=0 (s)R
∗
0 (s)R0,ℓe
, k ∈ Zs. (3.74)
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Furthermore, using (3.68), (3.69), (3.72) and (3.73), we establish the recursion of { (s)R
∗
k; s ∈
Z+, k ∈ Zs}: For k = s, s− 1, . . . , 0,
(s)R
∗
k =
(
−Qk,k −
s∑
ℓ=k+1
(s)Rk,ℓQℓ,k
)−1
, (3.75)
where (s)Rk,ℓ’s, k ∈ Zs−1, ℓ = k + 1, k + 2, . . . , s, are given by
(s)Rk,ℓ = (Qk,k+1 (s)R
∗
k+1)(Qk+1,k+2 (s)R
∗
k+2) · · · (Qℓ−1,ℓ (s)R
∗
ℓ). (3.76)
We now define (s)Rk, s ∈ N, k ∈ Zs, as
(s)Rk = Qk−1,k (s)R
∗
k, k ∈ Zs. (3.77)
Substituting (3.77) into (3.76), we have, for s ∈ N and k ∈ Zs−1,
(s)Rk,ℓ = (s)Rk+1 (s)Rk+2 · · · (s)Rℓ, ℓ = k + 1, k + 2, . . . , s. (3.78)
Using (3.78), we rewrite (3.74) as
(s)
̂
πk =
α0 (s)R
∗
0 (s)R1 (s)R2 · · · (s)Rk
α0
∑s
ℓ=0 (s)R
∗
0 (s)R1 (s)R2 · · · (s)Rℓe
, k ∈ Z+. (3.79)
Furthermore, it follows from Theorem 2.2 and Definition 3.1 that if Assumption 2.1 holds then
lim
s→∞
‖ (s)
̂
π − π‖ = 0.
Combining this with (3.74) and (3.79) yields the (single-limit)MIP-form solution ofπ = (π0,π1, . . . )
in the lower block-Hessenberg case, which is summarized in the following theorem.
Theorem 3.2 (MIP-form solution) Suppose that the ergodic generatorQ is in lower block-Hessenberg
form (3.64). If Assumption 2.1 holds, then
πk = lim
s→∞
α0 (s)R
∗
0 (s)R0,k
α0
∑s
ℓ=0 (s)R
∗
0 (s)R0,ℓe
, k ∈ Z+, (3.80)
or equivalently,
πk = lim
s→∞
α0 (s)R
∗
0 (s)R1 (s)R2 · · · (s)Rk
α0
∑s
ℓ=0 (s)R
∗
0 (s)R1 (s)R2 · · · (s)Rℓe
, k ∈ Z+.
Using the MIP-form solution (3.80), we establish an algorithm that generates the sequence
{ (s)
̂
π; s ∈ Z+} convergent to π in the lower block-Hessenberg case. The MIP-form solution
(3.80) consists of (s)R
∗
0 and { (s)R0,k k = 1, 2, . . . , s}. In order to obtain (s)R
∗
0, we compute
(s)R
∗
s, (s)R
∗
s−1, . . . , (s)R
∗
1 by (3.75) and (3.76), where (s)R
∗
s = (−Qs,s)
−1. Given the (s)R
∗
k’s, we
can compute { (s)R0,k; k = 1, 2, . . . , s} by the recursion:
(s)R0,k =
{
I, k = 0,
(s)R0,k−1Qk−1,k (s)R
∗
k, k = 1, 2, . . . , s,
(3.81)
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which follows from (3.76). It should be noted that, for different values of s, we have to indepen-
dently compute the component matrices (s)R
∗
0 and (s)R0,k’s of the MIP-form solution (3.80). This
fact implies that the algorithm in the lower block-Hessenberg case (Algorithm 3 below) is less
effective than Algorithm 1 in the upper block-Hessenberg case.
Algorithm 3: Lower block-Hessenberg Markov chain
Input: Q, ε ∈ (0, 1), α0.
Output: (s)
̂
π = ( (s)
̂
π0, (s)
̂
π1, . . . , (s)
̂
πs), where s ∈ Z+ is fixed when the iteration stops.
(i) Set s = 0.
(ii) Compute (0)R
∗
0 = (−Q0,0)
−1.
(iii) Compute (0)π0 = α0 (0)R
∗
0/(α0 (0)R
∗
0e).
(iv) Iterate the following:
(a) Increment s by one.
(b) For k = s, s− 1, . . . , 0, compute (s)R
∗
k by (3.75) and (3.76).
(c) For k = 1, 2, . . . , s, compute (s)R0,k by (3.81).
(d) Compute { (s)
̂
πk; k ∈ Zs} by (3.74).
(e) If ‖ (s)
̂
π − (s−1)
̂
π‖ < ε, then stop the iteration; otherwise return to step (a).
Remark 3.7 Corollary 2.2 guarantees that Algorithm 3 stops after a finite number of iterations if
Assumption 2.1 holds.
Remark 3.8 Algorithm 3 increments the iteration index s one by one and thus generates the prob-
ability vector (s)
̂
π of the smallest order that satisfies the stopping criterion ‖ (s)
̂
π − (s−1)
̂
π‖ < ε.
Unlike Algorithm 1, however, the iterations of Algorithm 3 are performed independently one an-
other. More specifically, for each s ∈ Z+, Algorithm 3 computes { (s)R
∗
k; k ∈ Zs} from scratch
and thus s+ 1 inverse matrices. Therefore, until the iteration index s reaches N ∈ N, Algorithm 3
computes (N+1)(N+2)/2 inverse matrices whereas Algorithm 1 computesN+1 inversematrices
(see Remark 3.5). To reduce the computational cost and accelerate the convergence of the result-
ing probability vectors, we can increment the iteration index s in such a way that s = s0, s1, . . . ,
where {si; i ∈ Z+} is an increasing and divergent sequence of nonnegative integers. A possible
choice of {si} is that si = 2
i − 1 for i ∈ Z+. In this case, 2
i+1 − 1 inverse matrices have been
computed when the i-th iteration ends, i.e., when level 2i − 1 is the maximum of levels involved
in computing, which shows that the total number of inverse matrices computed increases linearly
with the maximum level.
To the best of our knowledge, there are no previous studies on computing the stationary distri-
bution vector of the lower BHMC, except for Baumann and Sandmann’s work [3]. They proposed
an algorithm for a special case of lower BHMCs, which is referred to as the level-dependent quasi-
birth-and-death process (LD-QBD) with catastrophes therein. Their algorithm is very similar to
the ones for ordinary LD-QBDs in [2, 28] and thus requires the maximum N ∈ N of levels in-
volved in computing. When N is given, Baumann and Sandmann’s algorithm [3] generates N
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inverse matrices by the backward recursion (3.39) and computes the system of linear equations
for π0. Therefore, the computational complexity of their algorithm is of the same order as that of
Algorithm 3 in the situation where the maximum level N is determined by trial and error.
3.3 GI/M/1-type Markov chain
In this subsection, we consider the GI/M/1-type Markov chain. Since the GI/M/1-type Markov
chain a special case of lower block-Hessenberg Markov chains, the results presented in this sub-
section can be directly obtained from those in Section 3.2. However, as we will see later, we can
establish an effective algorithm like Algorithm 1 for the upper BHMC by using the special struc-
ture of the GI/M/1-type Markov chain. To achieve this, we utilize the results in Section 3.2 in an
(apparently) indirect way.
We fix s ∈ N arbitrarily. We assume that the ergodic generatorQ in (3.64) is reduced to
Q =

L0 L1 L2 L3 · · ·
L0 B0 B1 O O · · ·
L1 B−1 A0 A1 O · · ·
L2 B−2 A−1 A0 A1 · · ·
L3 B−3 A−2 A−1 A0 · · ·
...
...
...
...
...
. . .
, (3.82)
In this case, (s)Q˜ in (3.65) is reduced to
(s)Q˜ =

Ls Ls−1 Ls−2 · · · L2 L1 L0
Ls A0 A−1 A−2 · · · A−s+2 A−s+1 B−s
Ls−1 A1 A0 A−1 · · · A−s+3 A−s+2 B−s+1
Ls−2 O A1 A0 · · · A−s+4 A−s+3 B−s+2
...
...
...
...
. . .
...
...
...
L1 O O O · · · A1 A0 B−1
L0 O O O · · · O B1 B0

. (3.83)
Note here that (s)Q˜ in (3.83) is equivalent to (s)Q˜ in (3.65) with
Qk,ℓ =
{
Aℓ−k, k, ℓ ∈ {1, 2, . . . , s},
Bℓ−k, k = 0 or ℓ = 0,
(3.84)
where ℓ ≤ k + 1. Substituting (3.84) into (3.68) yields, for s ∈ N,
(s)U˜
∗
s =
(
−B0 −
s−1∑
ℓ=0
(s)U˜s,ℓBℓ−s
)−1
, (3.85)
(s)U˜
∗
k =
(
−A0 −
k−1∑
ℓ=0
(s)U˜k,ℓAℓ−k
)−1
, k ∈ Zs−1, (3.86)
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Furthermore, substituting (3.84) into (3.69) yields the following: For s ∈ N,
(s)U˜s,ℓ = (B1 (s)U˜
∗
s−1) (s)U˜s−1,ℓ, ℓ ∈ Zs−1, (3.87)
and, for k = 1, 2, . . . , s− 1,
(s)U˜k,ℓ = (A1 (s)U˜
∗
k−1)(A1 (s)U˜
∗
k−2) · · · (A1 (s)U˜
∗
ℓ ), ℓ ∈ Zk−1. (3.88)
Since U˜ ∗0 = (−A0)
−1, we can prove by induction that (s)U˜
∗
k ’s in (3.86) and (s)U˜k,ℓ’s in (3.88) are
independent of s. To utilize this fact, we introduce the notation:
U˜ ∗k =
(
−A0 −
k−1∑
ℓ=0
U˜k,ℓAℓ−k
)−1
, k ∈ Z+, (3.89)
where U˜k,ℓ’s, k ∈ N, ℓ ∈ Zk−1, are given by
U˜k,ℓ = (A1U˜
∗
k−1)(A1U˜
∗
k−2) · · · (A1U˜
∗
ℓ ). (3.90)
Using (3.89) and (3.90), we rewrite (3.85)–(3.87) as
(s)U˜
∗
s =
(
−B0 −B1
s−1∑
ℓ=0
U˜ ∗s−1U˜s−1,ℓBℓ−s
)−1
, (3.91)
(s)U˜
∗
k =
(
−A0 −
k−1∑
ℓ=0
U˜k,ℓAk−ℓ
)−1
, k ∈ Zs−1,
(s)U˜s,ℓ = B1 · U˜
∗
s−1U˜s−1,ℓ, ℓ ∈ Zs−1, (3.92)
where U˜ℓ,ℓ = I for ℓ ∈ Z+. Note here that (3.71) holds in the present setting since the GI/M/1-
type Markov chain is a special case of the lower BHMC. Thus, substituting (3.92) into (3.71), we
readily obtain, for s ∈ N,
(s)
̂
π0 =
α0 (s)U˜
∗
s
α0 (s)U˜ ∗s
(
e+B1
∑s−1
ℓ=0 U˜
∗
s−1U˜s−1,ℓe
) , (3.93)
(s)
̂
πk =
α0 (s)U˜
∗
sB1 · U˜
∗
s−1U˜s−1,s−k
α0 (s)U˜ ∗s
(
e+B1
∑s−1
ℓ=0 U˜
∗
s−1U˜s−1,ℓe
) , k = 1, 2, . . . , s. (3.94)
In addition, Theorem 2.2 (together with Definition 3.1) shows that lims→∞ ‖ (s)
̂
π − π‖ = 0 and
thus the following result holds.
Theorem 3.3 If the ergodic generatorQ is given by (3.82), then
π0 = lim
s→∞
α0 (s)U˜
∗
s
α0 (s)U˜ ∗s
(
e +B1
∑s−1
ℓ=0 U˜
∗
s−1U˜s−1,ℓe
) ,
πk = lim
s→∞
α0 (s)U˜
∗
sB1 · U˜
∗
s−1U˜s−1,s−k
α0 (s)U˜ ∗s
(
e +B1
∑s−1
ℓ=0 U˜
∗
s−1U˜s−1,ℓe
) , k ∈ N.
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Remark 3.9 The GI/M/1-type structure (3.82) of Q implies that supi∈Z+ |q(i, i)| < ∞, which
leads to
∑
i∈Z+
π(i)|q(i, i)| <∞, i.e., Assumption 2.1 holds (see Remark 2.1).
Using Theorem 3.3, we develop an algorithm for computing the stationary distribution vector of
the GI/M/1-type Markov chain, which is performed in a similar way to Algorithm 1. For k ∈ Z+,
let u˜∗k and U˜
∗
k,ℓ’s, ℓ ∈ Zk, denote
u˜∗k =
k∑
ℓ=0
U˜ ∗k U˜k,ℓe, k ∈ Z+, (3.95)
U˜ ∗k,ℓ = U˜
∗
k U˜k,ℓ, k ∈ Z+, ℓ ∈ Zk, (3.96)
Note that, since U˜k,k = I for k ∈ Z+, we have u˜
∗
0 = U˜
∗
0e = (−A0)
−1e and U˜ ∗k,k = U˜
∗
k for
k ∈ Z+. Note also that (3.93) and (3.94) can be rewritten in terms of u˜
∗
s−1, as follows:
(s)
̂
π0 =
α0 (s)U˜
∗
s
α0 (s)U˜ ∗s
(
e +B1u˜
∗
s−1
) , (3.97)
(s)
̂
πk =
α0 (s)U˜
∗
sB1U˜
∗
s−1,s−k
α0 (s)U˜ ∗s
(
e +B1u˜∗s−1
) , k = 1, 2, . . . , s, (3.98)
where (s)U˜
∗
s is given by (3.99) below (which follows from (3.91) and (3.96)):
(s)U˜
∗
s =
(
−B0 −B1
s−1∑
ℓ=0
U˜ ∗s−1,ℓBℓ−s
)−1
, s ∈ N. (3.99)
In what follows, we derive the recursion of {u˜∗k} and {U˜
∗
k,ℓ}. From (3.90) and (3.96), we obtain
U˜k,ℓ = A1U˜
∗
k−1U˜k−1,ℓ = A1U˜
∗
k−1,ℓ, k ∈ N, ℓ ∈ Zk−1. (3.100)
Applying (3.100) to (3.95), (3.96) and (3.89) yields
u˜∗k = U˜
∗
k
(
e+A1u˜
∗
k−1
)
, k ∈ N, (3.101)
U˜ ∗k,ℓ = U˜
∗
kA1U˜
∗
k−1,ℓ, k ∈ N, ℓ ∈ Zk−1, (3.102)
and
U˜ ∗k =
(
−A0 −A1
k−1∑
ℓ=0
U˜ ∗k−1,ℓAℓ−k
)−1
, k ∈ N, (3.103)
respectively.
We are now ready to present the algorithm for the GI/M/1-type Markov chain, which is de-
scribed in Algorithm 4 below.
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Algorithm 4: GI/M/1-type Markov chain
Input: Q, ε ∈ (0, 1), α0.
Output: (s)
̂
π = ( (s)
̂
π0, (s)
̂
π1, . . . , (s)
̂
πs), where s ∈ N is fixed when the iteration stops.
(i) Set s = 0 and (s)
̂
π = 0.
(ii) Compute
U˜ ∗0 = U˜
∗
0,0 = (−A0)
−1, u˜∗0 = U˜
∗
0e.
(iii) Iterate the following:
(a) Increment s by one.
(b) Compute (s)U˜
∗
s by (3.99).
(c) Compute { (s)
̂
πk; k ∈ Zs} by (3.97) and (3.98).
(d) If ‖ (s)
̂
π − (s−1)
̂
π‖ < ε, then stop the iteration; otherwise go to step (iii.e).
(e) Compute U˜ ∗s (= U˜
∗
s,s), u˜
∗
s and {U˜
∗
s,ℓ; ℓ ∈ Zs−1} by (3.103), (3.101) and (3.102),
where k = s; and then return to step (iii.a).
A Proofs
A.1 Proof of (2.49)
To avoid repeating the same phrase, fix m ∈ Z+ arbitrarily, and let n ∈ Z+ \ Zm. It follows from
(2.2), (2.45) and (2.46) that
lim
n→∞
[n]QZm = QZm , limn→∞ [n]
QZm,Zm = QZm,Zm ,
lim
n→∞
[n]QZm,Zm = QZm,Zm, limn→∞ [n]
QZm = QZm .
According to these limits together with (2.47) and (2.48), it suffices to show that
lim
n→∞
(− [n]QZm)
−1 = (−QZm)
−1.
Note that Zn \Zm ր Z+ \Zm as n→∞ and that [n]QZm is a principal submatrix of theQ-matrix
QZm . Thus, we have (see [1, Chapter 2, Proposition 2.14]), for i, j ∈ Z+ \ Zm and t > 0,[
exp
{
[n]QZmt
}]
i,j
ր
[
exp
{
QZmt
}]
i,j
as n→∞. (A.1)
From (2.1), we also have
[ [n]Q]i,j = [ [n]QZm ]i,j +
∞∑
ℓ=n+1
q(i, ℓ) [n]α(j), i, j ∈ Zn \ Zm, (A.2)
which leads to[
exp
{
[n]QZmt
}]
i,j
≥
[
exp
{
[n]QZmt
}]
i,j
, i, j ∈ Zn \ Zm, t > 0. (A.3)
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In addition, for i, j ∈ Zn \ Zm and t > 0,[
exp
{
[n]QZmt
}]
i,j
= P
(
Z(t) = j, sup
u∈[0,t]
Z(u) ≤ n, inf
u∈[0,t]
Z(u) ≥ m+ 1 | Z(0) = i
)
. (A.4)
We now define [n]δ
(t)
Zm
(i), i ∈ Zn \ Zm, t > 0, as
[n]δ
(t)
Zm
(i) =
∞∑
j=m+1
[
exp
{
QZmt
}]
i,j
−
n∑
j=m+1
[
exp
{
[n]QZmt
}]
i,j
= P
(
sup
u∈[0,t]
Z(u) ≥ n+ 1, inf
u∈[0,t]
Z(u) ≥ m+ 1 | Z(0) = i
)
. (A.5)
It then follows from (A.2), (A.4), (A.5) and
∑n
j=m+1 [n]α(j) ≤ 1 that, for i, j ∈ Zn \Zm and t > 0,[
exp
{
[n]QZmt
}]
i,j
≤
[
exp
{
[n]QZmt
}]
i,j
+ [n]δ
(t)
Zm
(i).
Combining this and (A.3) yields, for i, j ∈ Zn \ Zm and t > 0,[
exp
{
[n]QZmt
}]
i,j
≤
[
exp
{
[n]QZmt
}]
i,j
≤
[
exp
{
[n]QZmt
}]
i,j
+ [n]δ
(t)
Zm
(i). (A.6)
It also follows from (A.1) and (A.5) that, for i ∈ Z+ and t > 0,
[n]δ
(t)
Zm
(i)ց 0 as n→∞. (A.7)
Using (A.7) and the monotone convergence theorem, we have∫ ∞
0
[m+1]δ
(t)
Zm
(i)dt− lim
n→∞
∫ ∞
0
[n]δ
(t)
Zm
(i)dt
= lim
n→∞
∫ ∞
0
{
[m+1]δ
(t)
Zm
(i)− [n]δ
(t)
Zm
(i)
}
dt
=
∫ ∞
0
[m+1]δ
(t)
Zm
(i)dt,
which yields
lim
n→∞
∫ ∞
0
[n]δ
(t)
Zm
(i)dt = 0, i ∈ Z+, t > 0. (A.8)
Furthermore, using (A.1) (A.6), (A.8) and the monotone convergence theorem, we obtain
lim
n→∞
∫ ∞
0
exp{ [n]QZmt}dt = limn→∞
∫ ∞
0
exp{ [n]QZmt}dt =
∫ ∞
0
exp{QZmt}dt,
which leads to
lim
n→∞
(− [n]QZm)
−1 = lim
n→∞
(− [n]QZm)
−1 = (−QZm)
−1.
The proof is completed.
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A.2 Proof of (3.16)
It follows from (3.10) and (3.11) that the first k blocks of πQ = 0 are given by
(π0,π1, . . . ,πk−1) (k−1)Q+ (πk,πk+1, . . . )

O · · · O Qk,k−1
O · · · O O
...
. . .
...
...
O · · · O O
 = 0,
and thus
(π0,π1, . . . ,πk−1)
= (πk,πk+1, . . . )

O · · · O Qk,k−1
O · · · O O
...
. . .
...
...
O · · · O O
 (− (k−1)Q)−1
= (O, . . . ,O,πkQk,k−1)(− (k−1)Q)
−1
= πkQk,k−1( (k−1)Xk−1,0, (k−1)Xk−1,1, . . . (k−1)Xk−1,k−1),
where the last equality follows from (3.9). Therefore,
πℓ = πkQk,k−1 (k−1)Xk−1,ℓ, ℓ ∈ Zk−1.
Applying Lemma 3.1 and (3.13) to the above equality, we have
πℓ = πkQk,k−1U
∗
k−1Uk−1,ℓ = πkUk,ℓ, ℓ ∈ Zk−1,
which shows that (3.16) holds.
B Discussion on matrix U ∗k
B.1 Nonsingularity of U ∗
k
Let T ∗k , k ∈ Z+, denote
T ∗k = Qk,k +
k−1∑
ℓ=0
Uk,ℓQℓ,k, k ∈ Z+. (B.1)
Substituting (B.1) into (3.12) yields U ∗k = (−T
∗
k )
−1 for k ∈ Z+. Furthermore, (B.1) shows
T ∗0 = Q0,0 since the empty sum is defined as zero. Note here that Q0,0 is the (0, 0)-th block,
i.e., the zero-th diagonal block of the partitioned ergodic generator Q in (3.2), which implies that
T ∗0 = Q0,0 is nonsingular. In what follows, we prove by induction the nonsingularity of T
∗
k for
k ∈ N.
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We suppose that there exists some k ∈ N such that, for all m ∈ Zk−1, T
∗
m is nonsingular and
thus U ∗m = (−T
∗
m)
−1 is well-defined. We then partition (k)Q as
(k)Q =

Q0,k
(k−1)Q
Q1,k
...
Qk−1,k
O · · · O Qk,k−1 Qk,k
 . (B.2)
Since the generator Q is ergodic, its diagonal blocks Qk,k and (k−1)Q are nonsingular. Further-
more, (k)Xk,k, i.e., the (k, k)-th block of (− (k)Q)
−1, is given by (see, e.g., [10, Section 0.7.3])
(k)Xk,k =
−Qk,k − (O, . . . ,O,Qk,k−1)(− (k−1)Q)−1

Q0,k
Q1,k
...
Qk−1,k


−1
=
(
−Qk,k −Qk,k−1
k−1∑
ℓ=0
(k−1)Xk−1,ℓQℓ,k
)−1
, (B.3)
where the second equality follows from (3.9); more specifically, the fact that the last block row of
(− (k−1)Q)
−1 is equal to
( (k−1)Xk−1,0, (k−1)Xk−1,1, . . . , (k−1)Xk−1,k−1).
Applying Lemma 3.1 to (B.3) and using (3.13) and (B.1) yields
(k)Xk,k =
(
−Qk,k −Qk,k−1U
∗
k−1
k−1∑
ℓ=0
Uk−1,ℓQℓ,k
)−1
=
(
−Qk,k −
k−1∑
ℓ=0
Uk,ℓQℓ,k
)−1
= (−T ∗k )
−1. (B.4)
As a result, we have proved by induction that T ∗k is nonsingular for all k ∈ Z+.
Remark B.1 Since (− (k)Q)
−1 is nonnegative, it follows from (B.4) and U ∗k = (−T
∗
k )
−1 that
(k)Xk,k = (−T
∗
k )
−1 = U ∗k ≥ O. In addition, since the original generator Q is ergodic, its
diagonal elements are all finite and negative. Therefore, all the diagonal elements of (− (k)Q)
−1 is
positive. This fact implies that
(k)Xk,ke = (−T
∗
k )
−1e = U ∗ke > 0.
B.2 Computation of U ∗
k
In this subsection, we discuss the computation of U ∗k = (−T
∗
k )
−1. We begin with the following
lemma.
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Lemma B.1 For k ∈ Z+, the matrix T
∗
k is a Q-matrix, i.e., all the nondiagonal elements of T
∗
k
are nonnegative and T ∗k e ≤ 0.
Proof. From (B.3), (B.4) and (3.9), we have
T ∗k = (− (k)Xk,k)
−1
= Qk,k + (O, . . . ,O,Qk,k−1)(− (k−1)Q)
−1

Q0,k
Q1,k
...
Qk−1,k
 , (B.5)
where Qk,k is a Q-matrix and the second term of (B.5) is nonnegative. Therefore, it suffices to
show T ∗k e ≤ 0. It follows from (B.2) and (k)Qe ≤ 0 that
(k−1)Qe+

Q0,k
Q1,k
...
Qk−1,k
 e ≤ 0,
which leads to
(− (k−1)Q)
−1

Q0,k
Q1,k
...
Qk−1,k
 e ≤ e.
Using this inequality and (B.5), we obtain
T ∗k e = Qk,ke+ (O, . . . ,O,Qk,k−1)(− (k−1)Q)
−1

Q0,k
Q1,k
...
Qk−1,k
 e
≤ Qk,ke+Qk,k−1e ≤
∞∑
ℓ=0
Qk,ℓe = 0,
where the last inequality follows from
∑
ℓ∈Z+
Qk,ℓe = 0 and
∑
ℓ∈Z+\{k}
Qk,ℓe ≥ 0. The statement
of the present lemma has been proved. ✷
We now define P ∗k , k ∈ Z+ as
P ∗k = I + T
∗
k /θk, (B.6)
where θk denotes the maximum of the absolute values of the diagonal elements of T
∗
k . It follows
from Lemma B.1 and the nonsingularity of T ∗k that P
∗
k is strictly substochastic, i.e., P
∗
k ≥ O,
P ∗k e ≤ e, 6= e and sp(P
∗
k ) < 1, where sp(P
∗
k ) denotes the spectral radius of P
∗
k . Thus, from
(B.6), we have
(−T ∗k )
−1 = θ−1k (I −P
∗
k )
−1 = θ−1k
∞∑
m=0
(P ∗k )
m ≥ O, 6= O. (B.7)
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According to (B.7), we can obtain (−T ∗k )
−1 approximately by computing P ∗k , (P
∗
k )
2, . . . ,
(P ∗k )
M for sufficiently largeM ∈ N and summing them up. However, Le Boudec [17] proposes a
more efficient algorithm for computing (−T ∗k )
−1, which is based on the following proposition.
Proposition B.1 ([17, Proposition 1]) Let {Vn;n ∈ Z+} and {Wn;n ∈ Z+} denote sequences
of matrices such that
Vn =
{
P ∗k , n = 0,
(Vn−1)
2, n ∈ N,
(B.8)
Wn =
{
I, n = 0,
(I + Vn−1)Wn−1, n ∈ N.
(B.9)
It then holds that
lim
n→∞
Wn = (I − P
∗
k )
−1.
It follows from (B.8) and (B.9) that Wn =
∑2n−1
m=0 (P
∗
k )
m. Therefore, Le Boudec’s algo-
rithm [17] logarithmically reduces the number of iterations for computing
∑M
m=0(P
∗
k )
m.
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