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The Standard Model of Particle Physics describes the fundamental
building blocks of matter and phenomena up to the highest particle
interaction energies. The theory demands the existence of a scalar
particle: the Higgs boson. The Higgs boson was discovered by the
ATLAS and CMS collaborations at CERN using bosonic final states and
is measured to have a mass of around 125 GeV. This particle is predicted
to decay predominantly into pairs of b-quarks at this mass, but suffers
from overwhelming backgrounds from the multijet production expected
from QCD interactions. Therefore, H→ bb̄ production in association
with a leptonically decaying W or Z boson is considered, with Z → νν̄,
W → `ν and Z → ``, where ` denotes electrons and muons.
This thesis presents a search for the Higgs boson decaying into bb̄
pairs in association with a W or Z boson using the ATLAS detector
at the Large Hadron Collider (LHC) at CERN. The analysis uses the
full dataset recorded during pp collisions at the LHC in Run-1, corre-
sponding to 4.7 fb−1 at
√
s = 7 TeV and 20.3 fb−1 at
√
s = 8 TeV. A
multivariate technique and a kinematic cut-based approach have been
used to maximize the signal over background ratio, where a particular
emphasis on the latter approach is made in this thesis.
Final state radiation and reconstruction effects may decrease the
bb̄ resonance resolution significantly, while comparably decreasing the
probability of observing the decay over the background. The b quark
pairs from the Higgs boson are reconstructed as topological clusters
formed to jets in the ATLAS calorimeter. Thus, the reconstruction and
calibration of these jets are crucial for the final Higgs mass resolution
and paramount for the search and for future precision measurements
of V H, H→ bb̄ production. This thesis presents the development and
iii
evaluation of advanced techniques to improve the invariant dijet mass
reconstruction of the H→ bb̄ candidate. Sequential jet calibrations,
semileptonic corrections and pT corrections to account for the interplay
between jet resolution/scale and the underlying signal pT spectrum
obtained from Monte Carlo simulations have been studied. A major
focus has been made on the development and evaluation of an event-
level kinematic likelihood fitting framework to exploit the full kinematic
potential of V H topologies within the detector uncertainties of the
reconstructed final state signatures in order to improve the measurement
of the b-tagged jet kinematics.
The jet energy calibrations of the H→ bb̄ signal candidates yield
an overall improvement of the dijet invariant mass resolution of up
to ∼ 30%, and of the expected statistical significance of ∼ 12%. The
analysis procedure is validated using the resonant V Z(bb̄) production
in the same final states as for the Higgs boson search, and is observed,
compatible with the Standard Model expectation, with a significance of
4.9 standard deviations and a signal strength of µ̂V Z = 0.74
+0.17
−0.16. For
a Higgs boson mass of 125.36 GeV, the observed (expected) deviation
from the background-only hypothesis is found with a significance of
1.4 (2.6) standard deviations and a signal strength is determined to be
µ̂V H = 0.52± 0.32(stat.)± 0.24(syst.).
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The work presented in this thesis is based on the work of thousands of people,
who have contributed to the design, construction, operation and maintenance of the
ATLAS detector, the Large Hadron Collider (LHC), the CERN computing infrastructure,
and the international LHC computing grid. Furthermore, the ATLAS data anlaysis
presented in this thesis relies on a number of different calibrations, particle reconstruction
algorithms, and performance evaluations, which have been made by many others. The
direct contributions by the author are summarized here, and for each chapter listed below.
Generally, all figures and tables, which do not contain a reference in the caption, are the
result of the author’s own work.
The author has made direct contributions to the reconstruction and calibration
of electrons, muons and (b-tagged) jets, foremost, in the analysis-specific context of
the Higgs boson H→ bb̄ resonance search in association with a W or Z boson, using
the full LHC Run-1 dataset recorded by the ATLAS detector in 2011 and 2012. The
detector-level reconstruction of these particles are described in Section 3.2, and the
analysis-level reconstruction is the focus of Chapters 4, 5, and 6. Furthermore, the author
has played a key role in the development of the Higgs boson analysis framework (e.g.
implementing, validating, optimizing event selections; Table 5.2), which was used for the
particle reconstruction studies mentioned above, and for optimizing the analysis, and for
the final production of WH → `νbb̄ input distributions (see e.g. Figure 5.11b) for the
profile likelihood fit (Section 5.7).
For muons, the author validated the ATLAS muon trigger wrapper algorithm
(Trig-MuSuperEF) before it went into production, i.e. before it could be actively used
in the ATLAS collaboration. This involved the development of validation software to
compare track-based information with the standalone predecessors of this algorithm
(Trig-MuonEF and TrigMuGirl). The author also designed, developed, implemented and
managed two software packages for the ATLAS Virtual Point 1 (VP1) event display to
access and process muon data from the online ATLAS trigger system, to filter and search
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muon trigger data, and to associate this data to reconstructed muon tracks. This software
helped in studying analysis-selected muons that have passed specified trigger criteria.
The VP1 event displays in Figure 4.2 have been produced by the author. For isolated
electrons and muons, the author measured track- and calorimeter isolation efficiencies
and scale factors using a tag-and-probe method. This includes studies of the dependence
of nearby jets. The measurement is presented in Section 4.2.3 and the resulting scale
factors are used in Chapter 5 for the WH → `νbb̄ channel.
For jets, the author evaluated the impact of the global sequential calibration (Sec-
tion 4.3.3) for b-tagged jets selected by the analysis (Section 5.3). The results of this
evaluation are shown in Section 5.4.2. The author implemented and evaluated a semilep-
tonic jet energy correction, the muon-in-jet correction, as shown in Section 5.4.3. The
author derived, implemented and evaluated a jet energy resolution correction, as shown in
Section 5.4.4. Furthermore, the author designed, developed, implemented and evaluated
an event-level kinematic likelihood fit targeting the ZH → ``bb̄ process. Chapter 6
is dedicated to this fit and all presented material in this chapter are the result of the
author’s own work.
Additionally, the direct contributions by the author are briefly outlined for the relevant
chapters below:
Chapter 3: The author, as mentioned above, validated muon trigger algorithms, as used
by ATLAS (Section 3.2.7).
Chapter 4: The author produced for H→ bb̄ candidates in ATLAS 8 TeV data the event
displays for each analysis channel shown in Figure 4.2. The author derived and
implemented tag-and-probe algorithms for the WH → `νbb̄ and ZH → ``bb̄ channels
and measured the track- and calorimeter isolation efficiencies and corresponding scale
factors presented in Section 4.2.3. The author extracted the average jet response as
a function of pT and η, and produced Figure 4.26b. The corresponding η correction
factors are shown in Figure 4.27. The author studied the average number of tracks
and the average track width associated to jets, and evaluted the relative impact
of these quantities in the global sequential calibration in terms of the response to
light-quark, b-quark, and gluon-induced jets (Figures 4.30 and 4.31). The author
evaluated the efficiency of the overlap removal discussed in Section 4.5.
Chapter 5: The author contributed to the implementation and the optimization of
the event selection discussed in Section 5.3, in order to improve the sensitivity
of the H→ bb̄ search. All jet energy calibrations presented in Sections 5.4.2 to
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5.4.5 are the result of the author’s own work. The author contributed to the data
analysis framework producing the distributions of the 1-lepton channel shown in
Figure 5.11b. The author’s jet energy and isolation efficiency studies mentioned
above also contributed to the systematic uncertainties discussed in Section 5.6.
Chapter 6: The author is the sole developer of the event-level kinematic likelihood fit
presented in this chapter and therefore, all results shown in this chapter are based
on the author’s own work.
Chapter 7: The author has performed the statistical significance test discussed in Sec-
tion 7.1 with results summarized in Table 7.1.
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Chapter 1.
Introduction
The fundamental building blocks of nature and their governing dynamics and interactions
have been unified in a theoretical framework over the past 50 years: the Standard Model
of Particle Physics. Until today, this model has proven to predict or to describe, with
an extraordinary experimental agreement, all particle phenomenology observed at high
energy particle accelerator experiments. At the centre of this model, there is a postulated
particle, which is expected to give mass to other particles in the model: the Higgs boson.
For many years, since it was proposed in 1964 [1–4], this particle has been only an
unconfirmed prediction.
The unprecedented energy regime presented in proton-proton collisions at the Large
Hadron Collider led to the announcement, by the ATLAS and CMS experiments in July
2012 [5, 6], of the observation of a new particle with a mass of ∼ 125 GeV and with
properties consistent with those predicted by the Standard Model. The measurements
leading to this discovery have been mainly performed in the bosonic decay modes of the
new particle. It is essential to also prove its coupling to fermions, as predicted by the
theory. While the first evidence for the Higgs boson decay to a tau-lepton pair has been
found [7], it remains of profound importance to confirm the Higgs boson’s predominant
decay to a pair of bottom-quarks: H→ bb̄.
An inclusive search for H→ bb̄ signals is not feasible at hadron colliders, due to the
overwhelming backgrounds produced via strong interactions. Alternatively, the associated
Higgs boson production process, V H → leptons + bb̄, with additional electron, muon and
neutrino final states from a leptonically decaying W or Z vector boson (V ), can be used
to efficiently trigger on a cleaner signature in the detector and to reduce the backgrounds
2
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in the H→ bb̄ signal search. This thesis presents a direct search for V H production1
using the full LHC Run-1 dataset, collected by the ATLAS detector in proton-proton
collisions at centre-of-mass energies of 7 and 8 TeV [8]. A special emphasis is made on
reconstruction methods of V H final state signatures, in particular b-quark induced jets,
with the aim to improve the discrimination from other Standard Model processes. The
thesis is organized as follows:
In Chapter 2, the Standard Model of Particle Physics is reviewed, from the as-
sortment of fundamental particles and interactions to the theoretical underpinnings
using the language of quantum field theory. In particular, the theory’s mechanism of
spontaneous symmetry breaking, predicting the existence of the Higgs boson, is described.
Furthermore, an overview of the Higgs boson production and decay modes at the Large
Hadron Collider is given, followed by a presentation of its discovery channels and recent
measurements of its properties by the ATLAS experiment, which further motivate the
search for the associated H→ bb̄ production. Finally, some of the basic limitations of the
Standard Model are summarized.
In Chapter 3, an overview of the Large Hadron Collider with its performance
capabilities, physics motivations and experiments is given, followed by a more detailed
review of the ATLAS experiment. This includes a description of the experimental
conditions during the data taking periods in 2011 and 2012, which have been used for
the analysis presented in this thesis. As each ATLAS detector subsystem is presented,
the corresponding methods to detect particles in the subdetector and to measure basic
properties are introduced. Given the subject matter of this thesis, enhanced focus is
made on Inner Detector and Calorimeter measurements. The discussion of particle
reconstruction at the subdetector-level in this chapter serves as the basis for the higher
physics object calibrations discussed in Chapter 4.
In Chapter 4, the reconstruction and calibration of V H final states are described,
namely electrons, muons, b-tagged jets and missing transverse energy. Data and simulated
events, i.e. through Monte Carlo simulation, are compared to derive the (final) physics
analysis objects of the H→ bb̄ search, which are later used in Chapters 5 and 6. For
electrons and muons, a tag-and-probe method is introduced to evaluate isolation criteria
of these objects. For jets, b-tagging efficiencies are discussed and jet energy calibration
methods are studied. For neutrinos, basic reconstruction techniques for missing transverse
energy and their performance are reviewed.
1The term ”V H production” is commonly used in this thesis to denote the process: V H → leptons+bb̄.
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In Chapter 5, the analysis strategy to search for V H production in the LHC Run-1
dataset is presented, utilizing the different kinematics of the physics objects introduced in
Chapter 4, and is summarized in terms of the following subjects: Monte Carlo datasets,
kinematic selection of physics objects and events, background compositions obtained from
Monte Carlo simulation and their modelling (i.e. comparisons with data), experimental
and systematic uncertainties and the global fit model, merging decay channels and
kinematic regions.
In Chapter 6, the event-level kinematic likelihood fitting technique is introduced
and the construction of a maximum-likelihood model targeting the ZH → ``bb̄ topology
is presented, where ` denotes electrons or muons. The detector uncertainties of the decay
channel’s reconstructed final state signatures entering the fit are discussed and used to
exploit the event topology’s full kinematic potential. Furthermore, the corresponding
software design and development of a kinematic likelihood fitting framework with its
event-level implementation in the V H analysis are presented. Using this framework, the
fit performance is evaluated using Monte Carlo events.
In Chapter 7, the results of the V H analysis, using the full LHC Run-1 dataset and
the Higgs boson search strategy and reconstruction methods described in Chapters 4 to
6, are presented. This includes the validation of the analysis procedure using the diboson
production, V Z → leptons + bb̄, the extracted Higgs boson signal strength and limit,
and the sensitivity improvements from jet calibrations and kinematic likelihood fitting.
In Chapter 8, the content of this thesis is briefly summarized and an outlook with
final remarks is given.
Chapter 2.
The Standard Model and the Higgs
boson
The ancient idea, originating from natural philosophy, that a basic simplicity and
regularity can govern the apparent complexity and diversity of the universe with matter
of finite fragmentation has inspired modern particle physics to explore the crucial and
pervasive role of symmetry in nature. It has led to a successful comprehensive formulation
of a quantum field theory, classifying the fundamental building blocks of matter and
describing their electroweak and strong interactions: The Standard Model of Particle
Physics (SM). This model describes all particles discovered to date and represents one
of the best experimentally validated theories in science achieving an impressive level of
agreement.
In this chapter, the fundamental constituents and symmetries of the SM are reviewed
in Section 2.1, followed by a discussion of the spontaneous symmetry breaking in the
theory’s electroweak sector and the Higgs boson in Section 2.2. Higgs boson production
at the LHC and the latest experimental results from the ATLAS collaboration are
briefly summarized in Section 2.3. Finally, some of the SM limitations are highlighted in
Section 2.4. Throughout this chapter, natural units are adopted: ~ = c = 1.
The review presented in this chapter highlights only the basic SM aspects, thus
the interested reader is referred to the original literature or standard text books, such
as [9–12].
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2.1. The Standard Model constituents
The Standard Model defines two classes of elementary particles: fermions and bosons.
The former are the matter constituents, composed of leptons and quarks, and the latter
are the interaction quanta mediating the strong, electromagnetic and weak interactions
and the mass-giving Higgs boson. Both classes and their phenomenological assortment
of particles are briefly reviewed, followed by a more detailed discussion of the underlying
gauge theory.
The fundamental fermions, also referred to as the matter fields, are spin-1/2 particles
and are grouped into three generations of leptons and quarks, ordered by their increasing
mass:
1. up-quark u, down-quark d, electron e, electron neutrino νe,
2. charm-quark c, strange-quark s, muon µ, muon neutrino νµ,
3. top-quark t, bottom-quark b, tau τ , tau neutrino ντ .
They can be represented by complex spinor fields ψ(x) obeying the Dirac equation,
(i/∂ −mf)ψ(x) = 0, where mf is the fermion mass and the equation’s negative energy
solution is interpreted as the corresponding positive-energy antiparticle of opposite
charge. Each fermion is decomposed into its left-handed (L) and right-handed (R)
chirality components. The left-handed components form weak isodoublets, characterized
by their same behaviour under weak interactions with the third component of the weak
isospin I3 = ± 1/2 (total weak isospin: I =1 /2), whereas the right-handed components
form weak isosinglets, which have I3 = 0 and do not interact weakly. This is summarized
in Table 2.1, including the different quantum numbers.
The three lepton families contain each a neutral neutrino and a corresponding charged
massive lepton. While charged leptons interact both weakly and electromagnetically, the
neutrinos only interact via the weak force. Despite the results from neutrino oscillation
experiments, the Standard Model makes the approximation that neutrinos are massless
and thus they appear only with their left-handed components in the model.
The three quark families contain each an up-type quark (u, c, t) and a down-type




, respectively. Quarks distinguish
themselves from leptons by also interacting strongly and carrying an additional colour
quantum number - red, green, blue (RGB) - the charge of the strong interaction. Due to
the confinement property of the strong force [13], quarks cannot be observed in isolation
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uR cR tR 0 4/3 2/3 R,G,B
dR sR bR 0 −2/3 −1/3 R,G,B
Table 2.1.: The fundamental fermions and their quantum numbers in the Standard Model,
including the third component of the weak isospin I3, the hypercharge Y , the
electric charge Q and the colour charge C. The corresponding anti-fermions have
inverted quantum numbers.
but are bound in colour-singlet or “colour-neutral” composite particles, the hadrons.
These appear in nature in the form of integer spin mesons (qq̄ states) and odd half-integral
spin baryons (qqq states).
The fundamental vector bosons, also referred to as the force carriers or gauge vector
fields, are spin-1 particles that mediate the fundamental interactions:
• The massive charged W ± and neutral Z0, responsible for the weak interactions.
• The massless photon γ, the carrier of the electromagnetic force.
• The eight massless gluons g, the mediators of the strong interactions.
The fourth fundamental interaction, gravity, is not included in the SM, since a consistent
formulation of quantum gravity does presently not exist. However, the strength of gravity
is nearly 30 orders of magnitude weaker than the weak force. Thus gravitational effects are
expected to become only relevant at energies near the Planck scale (MP ≡ 1.22× 1019 GeV)
and are therefore negligible at the energy scales currently accessible by accelerator
experiments with orders of a few TeV.
Symmetries and the application of group theory have played a profound role in
modern physics, paving the way from special relativity, quantum mechanics to relativistic
quantum field theories, and have guided the construction of a unified description of weak,
electromagnetic and strong interactions between the elementary particles [14]. This theory
must ensure the invariance under Poincaré transformations, i.e. space-time translations,
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rotations and Lorentz boosts, for the compatibility with the laws of special relativity.
From Noether’s theorem [15] we know that the invariance of the theory’s action (time
integral of the Lagrangian) under some group of transformations (symmetry) implies the
existence of conserved quantities, i.e. symmetries imply conservation laws. Moreover,
demanding the theory’s Lagrangian to be invariant under local gauge transformations
leads to a dynamical description of interacting fields, i.e. symmetries imply dynamics.
This also allows the renormalizability of the theory with a unitary behaviour at high
energies, i.e. the independence of the dynamics at energy scale Ei from dynamical effects
arising at Ej  Ei. These basic concepts in combination with phenomenological findings
have governed the development of the Standard Model.
The electromagnetic and weak interactions between quarks and leptons are described
by the Glashow-Weinberg-Salam Electroweak Theory (EW)[16–18], which is a Yang-Mills
theory [19] based on the symmetry group SU(2)L⊗U(1)Y of left-handed weak isospin and
hypercharge (Y ). The strong interactions between quarks are described by the theory
of Quantum Chromodynamics (QCD) [20–25] based on the colour-charge (C) symmetry
group SU(3)C . In the Standard Model, both QCD and EW theory are combined to build
a unified framework to describe these three forces of nature. The associated Lagrangian
density of the model,
LSM = LQCD + LEW, (2.1)
is invariant under the gauge group
SU(3)C︸ ︷︷ ︸
QCD
⊗SU(2)L ⊗ U(1)Y︸ ︷︷ ︸
EW
, (2.2)
where the QCD sector, described in Section 2.1.1, can be treated separately from the EW
sector, described in Section 2.1.2. Three independent coupling constants can be derived
as a result of the independent product of the three symmetry groups and are discussed
in the following sections. A cornerstone of the Standard Model is the introduction of
a mechanism that spontaneously breaks the electroweak symmetry to allow particles
to acquire mass and postulates the existence of a scalar boson: the Higgs boson. This
mechanism was proposed by Higgs, Brout, Englert, Guralnik, Hagen and Kibble in
1964 [1–4] and will be summarized in the dedicated Section 2.2.
In summary, the Standard Model is a unified framework based on QCD and EW
theory and comprises 3 charged leptons and 6 coloured quarks, described by 21 Dirac






















































































































Color Charge (R, G or B)
Spin
Figure 2.1.: The Standard Model of Particle Physics, showing the assortment of all funda-
mental fermions and bosons with their basic properties. G/M ≡ GeV/MeV.
spinors, 3 neutral leptons, described by 3 Weyl spinors [26], 5 electroweak and coloured
strong force-mediating vector bosons, described by 12 gauge fields, and a mass-giving
scalar boson field, described by a complex doublet. An overview of the Standard Model
constituents and their basic properties is given in Figure 2.1.
2.1.1. The QCD sector
Quantum Chromodynamics is a non-abelian (non-commuting) gauge theory, invariant
under local SU(3)C gauge transformations, and describes the strong interactions between
coloured quarks in the Standard Model. The theory considers three colour-charge states
(R, G, B or their corresponding anti-colours R̄, Ḡ, B̄), replicated in six quark flavours
(u, d, c, s, t, b), and eight types of gluons carrying and mediating colour-charge between
the quarks, expressed by eight linearly independent colour/anti-colour combinations.
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The quark fields qr, with flavour index r = 1, ..., 6, transform as SU(3)C triplets in
colour space and the colour octet of gluon fields Gaµ, a = 1, ..., 8, corresponds to the eight
generators of the SU(3)C group, T
a = λa/2, expressed by the Gell-Mann λ-matrices [27],
and obey the commutation relations
[
T a, T b
]








where the fabc (a, b, c = 1, ..., 8) are the SU(3)C structure constants, which are anti-













where quark fields couple minimally to gluon fields through the covariant derivative





with α, β = 1, 2, 3 referring to quark colour indices in the fundamental representation of
SU(3)C and gs referring to the QCD gauge coupling constant. The third non-abelian
term of the strength tensor for the gluon fields,
F aµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν , (2.6)
gives rise to triple and quartic self-interactions of gluons. Although allowed by QCD
alone, Equation 2.4 omits explicit mass terms for the quarks, which are forbidden by
the chiral symmetry of the electroweak part of the Standard Model and instead will be
generated later through spontaneous symmetry breaking (see Section 2.2).
The QCD Lagrangian is invariant under local gauge transformations, i.e. quark fields
can be redefined independently at each space-time point x, without changing the physical
content:
q(x)→ q′(x) = eiTaαa(x)q(x) ≡ U(x)q(x) (2.7)
Dµq(x)→ D′µq′(x) ≡ U(x)q(x)
where U(x) ∈ SU(3)C and α(x) is an arbitrary function. In order to cancel unphysical
polarization states of the gluons and allow the definition of inverse propagators, LQCD
must be extended with so-called ghost and gauge-fixing terms [28], respectively.
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QCD αs(Mz) = 0.1185 ± 0.0006















pp –> jets (NLO)(–)
Figure 2.2.: Measurements of αs as a function of the energy scale Q. The order of perturbative
QCD calculations used in the extraction of αs are denoted by NLO (next-to-
leading order), NNLO (next-to-NLO), res. NNLO (NNLO with next-to-leading
log resummation) and N3LO (next-to-NNLO) [12].
Two key features of QCD can be understood in terms of the variation of the strong
coupling constant αs ≡ g2s/4π, the absolute size of which is not given by the theory, but
is predicted through its energy scale dependence1 and can be determined experimentally.
The running coupling αs(Q
2) [29] determines the effective strength of the strong force as
a function of the momentum transfer Q2 of the particle interaction process under study,







) + ..., (2.8)
where the 1-loop β-function coefficient is defined as β0 = (33− 2nf )/(12π) > 0 with nf
number of accessible quark flavours and ΛQCD refers to the QCD scale. As shown in
Figure 2.2, the running coupling decreases as the energy scale increases. As previously
mentioned, coloured quarks and gluons are not observed as free particles (partons), but as
hadrons, meaning as colour-singlet or colour-neutral combinations of quarks, anti-quarks
and gluons. At low energies or large distances between colour-charges, αs diverges and
1The ”beta function”, β(αs) = µ
2(dαs/dµ
2), encodes the energy scale (µ) dependence of the coupling
αs for a given QCD process (see renormalization group equation [12]).
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exceeds unity below Q2 < 1 GeV, leading to the confinement of quarks and gluons. On the
contrary, at high energies or short distances the coupling becomes weak and quarks may
overcome the binding energy of the hadron (asymptotic freedom) [23,24], which permits
perturbative expansions in αs. When these coloured partons are produced in high-energy
collisions and the distance between colour-charges increases, it is energetically more
favourable to fragment into colour-neutral hadrons (hadronization) and finally produce
an entire hadron shower, which leaves a distinct signature in a particle detector, referred
to as a jet. The reconstruction of jets and the identification of the their originating
parton play a key role in this thesis and will be discussed in more detail in Chapters 3
and 4.
2.1.2. The Electroweak sector
The electroweak theory describes electromagnetic and weak interactions and is based on
the symmetry group SU(2)L ⊗ U(1)Y . As previously mentioned, fermion fields ψ(L,R)k ,
with the generation index k = 1, 2, 3, are described in terms of left-handed (L) doublets
and right-handed (R) singlets, while the latter do not undergo weak interactions. They
can be expressed through their corresponding chirality projection operators P(L,R):















with the “fifth gamma matrix” γ5 ≡ iγ0γ1γ2γ3. The fermion current formed with ψk
(i.e. ψ̄kγ
µψk) transforms as a vector, while the fermion current formed with γ
5ψk (i.e.
ψ̄kγ
µγ5ψk) is an axial vector, which exhibits the parity symmetry P violating ”V − A
nature” of electroweak interactions. Thus, left- and right-handed fermionic multiplets







ψ`Rk = `Rk , (2.10)













= DRk , (2.11)
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where the quark colour charge index is omitted and D′k =
∑
m VkmDk is a quark flavour
rotated mixture using the Cabibbo-Kobayashi-Maskawa quark mixing matrix Vkm [30, 31].
The unified electroweak force is carried by two charged and two neutral gauge bosons,
where charged currents induce flavour transitions and neutral ones conserve flavour. The
theory considers one gauge field Bµ that corresponds to the weak hypercharge generator
Y of the U(1)Y group and three gauge fields W
a
µ (a = 1, 2, 3) that correspond to the
weak isospin generators Ia = τa/2 of the SU(2)L group, where τ
a are the non-commuting





c and [Y, Y ] = 0, (2.12)
where εabc is the antisymmetric tensor. The weak hypercharge and the third component
of the weak isospin are related to the electric charge Q (in units of e) via the relation2:




The corresponding quantum numbers (eigenvalues) for left- and right-handed fermions
have been summarized in Table 2.1.
















































with the gauge covariant derivative defined as
Dµ = ∂µ + igI




2This relation is identical to the Gell-Mann-Nishijima relation obtained in the quark model of hadrons.
3Equation 2.14 does not contain any mass terms, which are introduced via electroweak symmetry
breaking in Section 2.2.
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where the coupling constants g and g′ are associated with the gauge fields W aµ and Bµ,
respectively. Their corresponding field strength tensors in Lgauge are
W aµν = ∂µW
a
ν − ∂νW aµ − gεabcW bµW cν (2.16a)
Bµν = ∂µBν − ∂νBµ, (2.16b)
and similar to Equation 2.6 in the QCD sector, the third term in Equation 2.16a gives rise
to triple and quartic self-interactions of the W aµ fields. While these fields couple only to
left-handed fermions, the Bµ field couples to both chiralities and has no self-interactions.
The physical fields of the gauge bosons, W ± , Z0 and γ, can be obtained via a mixture





W 1µ ∓ iW 2µ
)
(2.17a)
Z0µ = cos θwW
3
µ − sin θwBµ (2.17b)
Aµ = sin θwW
3
µ + cos θwBµ, (2.17c)
where the neutral Z0µ boson and photon Aµ fields are formed by introducing the Weinberg
(electroweak mixing) angle θw, which is related to the electric charge e and the coupling








e = g sin θw = g
′ cos θw, (2.18b)
where mW and mZ are the W
± and Z0 boson masses, respectively. However, there are no
mass terms in Equation 2.14, which means all particles are massless. Explicit mass terms
cannot be introduced in LEW, as this would violate local SU(2)L⊗U(1)Y gauge invariance.
For instance, a fermion mass term mψψ̄ψ = mψψ̄(PL + PR)ψ = mψ(ψ̄RψL + ψ̄LψR)
is manifestly non-invariant under SU(2)L transformations, since ψL (isodoublet) and
ψR (isosinglet) have different gauge transformations. From experiments we also know









′µ is clearly not invariant under local U(1)Y transformations, with
Bµ → B′µ = Bµ + ∂µΛ(x) and Λ(x) ∈ U(1)Y . Similarly this can also be shown for the
W aµ fields under SU(2)L transformations. In the following dedicated Section 2.2, we will
discuss a solution to this famous problem through a mechanism based on spontaneous
electroweak symmetry breaking (EWSB).
The Standard Model and the Higgs boson 15
2.2. Electroweak Symmetry Breaking
The local gauge invariant and renormalizable theory we have introduced so far successfully
describes strong and electroweak interactions between massless elementary particles.
Particle masses can be generated in this theory through the Brout-Englert-Higgs (BEH)
mechanism [1–4], which involves the symmetry of the electroweak sector to be broken
spontaneously to the residual electromagnetic symmetry U(1)Q:
SU(3)C ⊗ SU(2)L ⊗ U(1)Y EWSB−−−−→ SU(3)C ⊗ U(1)Q. (2.19)
The basic idea behind this concept is that the theory’s vacuum state breaks the internal
gauge symmetry and as particles are propagating through the vacuum, their effective
masses can be induced. We shall see that this requires a scalar field, obeying rotational
and translational invariance, with a non-vanishing and constant vacuum expectation
value.
Let us begin by introducing an SU(2)L doublet of complex scalar fields with four














with a weak hypercharge of Y = 1 and weak isospin of I3 = ± 1
2
. A scalar contribution to
the electroweak Lagrangian, defined in Equation 2.14, can be added in a minimal configu-
ration, that respects the theory’s SU(2)L⊕U(1)Y gauge invariance and renormalizability,
of the form
LHiggs = (DµΦ)†DµΦ− V (Φ), (2.21)
with the covariant derivative declared in Equation 2.15, implying three and four-point
interactions between gauge and scalar fields, and with the Higgs potential V (Φ) expressed
in its most general form as
V (Φ) = µ2Φ†Φ + λ(Φ†Φ)2 with µ, λ ∈ R, (2.22)
where, despite the notation, the parameter µ2 can be either positive or negative, while
the λ parameter must be positive to ensure vacuum stability of the theory, i.e. the
potential is bounded from below. The vacuum state |0〉 of Φ can be either unique or
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Figure 2.3.: Illustration of the Higgs potential V (Φ) with µ2 > 0 (left) and µ2 < 0 (right) [32].
degenerate. As shown in Figure 2.3, for the case that µ2 > 0, the potential has a unique
global minimum at Φ = 0, whereas for µ2 < 0, there is a local maximum at Φ = 0 with an
SU(2)L ⊗ U(1)Y invariant manifold of global minima lying on a non-zero circumference
below V (Φ) = 0. The minima of V (Φ) are specified by
dV
d(Φ†Φ)






≡ v2/2 > 0. (2.23)
By choosing a vacuum from these minima, one spontaneously breaks the symmetry in the
ground state. In order for the photon to remain massless, a non-zero vacuum expectation














Since the vacuum carries no electric charge, i.e. Q〈Φ〉0 = (I3 + Y/2)〈Φ〉0 = 0, the U(1)Q
group of electromagnetism remains unbroken, thus SU(2)L ⊗ U(1)Y → U(1)Q.
At this point, we can expand Φ around the chosen ground state, rewrite it in terms
of four real fields, θ1,2,3(x) and H(x) with φ3 = v + H(x), and make a local gauge
transformation to the unitary gauge [33]:







in which the unphysical θ-fields, the so-called Goldstone bosons, disappear and the
physical H(x) field remains, the Higgs boson. Finally, one can expand LHiggs in the
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unitary gauge






































where the inverse formulae of Equation 2.17 and the relation (g cos θw+g
′ sin θw)
2 = g2+g′2
are used. The previously massless W ± and Z0 boson fields have absorbed the three
degrees of freedom of the Goldstone bosons to form their longitudinal polarizations and







(g2 + g′2)1/2v =
mW
cos θw
, mγ = 0. (2.27)











)1/2 ' 246 GeV, (2.29)
but λ(µ) cannot be directly predicted or inferred by other Standard Model parameters.
However, lower and upper bounds on the Higgs boson mass can be derived from theoretical
considerations (i.e. stability, unitarity, triviality bounds). In the following Section 2.3,
we will focus on the experimental search for the Higgs boson at the LHC.
Besides the generation of boson masses, the fermion masses can also be generated
through the Higgs field by adding the SU(2)L ⊗ U(1)Y invariant Yukawa Lagrangian
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where λψ is a fermion Yukawa coupling to the Higgs field and Φ̃ = iτ2Φ
∗ is the isodoublet












(v +H) ēLeR, (2.31)
and the electron mass can be identified as me =
λev√
2
. Hence, the Yukawa couplings
between the Higgs field and the fermions are proportional to the mass of the fermions.
2.3. Higgs boson searches at the LHC
The BEH mechanism, reviewed in the previous Section, allows the W ± and Z0 vector
bosons and charged fermions to acquire mass in the Standard Model, and predicts the
existence of an observable massive particle, the Higgs boson, with mH =
√
2λv, where λ
is an unknown parameter in the theory. Besides the small Higgs production cross-section
and challenging experimental conditions, the a priori unknown mass leads to a very
broad phase space region to develop search strategies for the Higgs boson. Furthermore,
the collision energy to produce a Higgs boson was not achievable for sometime after
its prediction. Thus, for decades it remained an unconfirmed prediction. Nevertheless,
strong constraints on the Standard Model Higgs boson mass were made by theoretical
arguments, direct searches at particle experiments, such as LEP (Large ElectronPositron
Collider) at CERN and the Tevatron at Fermilab, and indirectly from fits to electroweak
precision data.
Finally, on 4th July 2012, a Higgs-like boson with an invariant mass of ∼ 125 GeV
has been discovered at the Large Hadron Collider (LHC) at CERN. This has been a
glorious milestone for Particle Physics and has opened the door to a rich precision physics
programme. Given that all properties of the SM Higgs boson are determined once its mass
is known, stringent experimental tests of these properties can be made to provide further
constraints on the theory. These may include precision measurements of the SM Higgs
mass, width, differential cross-sections, couplings and quantum numbers (charge, spin,
CP). Moreover, these may also lead to hints beyond our Standard Model expectations.
After an overview of the different SM Higgs boson production and decay modes in
proton-proton collisions at the Large Hadron Collider (LHC) at CERN in Section 2.3.1,
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the Higgs discovery is reviewed in Section 2.3.2, followed by a brief summary of Higgs
property measurements by the ATLAS experiment in Section 2.3.3.
2.3.1. Higgs boson production and decay modes
The main production modes of the Higgs boson at the LHC are gluon-gluon fusion
(ggF), vector boson fusion (VBF), W/Z boson Higgs-strahlung (V H) and associated
top-quark pair production (tt̄H). Their corresponding Feynman diagrams are shown
in Figure 2.4. The predicted cross-sections as a function of the Higgs mass mH [34–36],
based on perturbative QCD calculations, are shown for each process at a centre-of-mass
energy of
√
s = 8 TeV as well as inclusively for
√
s = 7, 8, 14 TeV in Figure 2.5. The
uncertainties on these cross-sections arise from e.g. the QCD scale, parton distribution
functions and αs [34] (see Sections 2.1.1 and 4.1). In order of decreasing production rates,
the four processes are discussed below.
• Gluon-gluon fusion, i.e. pp→ gg → H, is the dominant Higgs production mode
at the LHC with a predicted cross-section of ∼ 19 pb at mH = 125 GeV. Since
gluons do not couple directly to the Higgs boson, the production is mediated via a
heavy-quark loop. As the Yukawa coupling strength is proportional to the fermion
mass, the heaviest quark, the top-quark, is preferred in the loop.
• Vector boson fusion (VBF), i.e. pp→ qq → qqV ∗V ∗ → qqH with V = W,Z, is




























Figure 2.4.: Feynman diagrams of the main production modes of the Higgs boson at the LHC.
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Figure 2.5.: Predicted production cross-sections of the Standard Model Higgs boson as a
function of its mass for each production process exclusively (left) and inclusively
(right) [34–36].
(∼ 8.2% of ggF). This process leaves a distinct signature in a detector with two
highly energetic jets in the very forward regions, nearly collinear to the proton
beams.
• Higgs-strahlung from vector bosons, i.e. the associated production with a W or
Z boson, pp → qq̄ → V → V H, has a lower cross-section than VBF production
with ∼ 0.7 pb or ∼ 0.4 pb at mH = 125 GeV for the associated production with
a W boson or Z boson (∼ 3.7% or 2.2% of ggF), respectively. The experimental
signature of the vector boson decaying to leptons provides an improved trigger
efficiency and reduces QCD background contributions.
• Associated production with a top-quark pair, i.e. pp → gg → tt̄tt̄ → tt̄H,
has a much lower cross-section than Higgs-strahlung with ∼ 0.1 pb at mH = 125 GeV
(∼ 0.7% of ggF). While this process presents a challenging final state, with two W
bosons, two b-quarks and a Higgs boson, it can probe the direct coupling of the
Higgs boson to fermions.
The Higgs boson has different decay modes occurring at rates determined by the
couplings, which are proportional to the fermion mass or to the square of the W/Z boson
mass. Hence, the Higgs boson favours decays to the heaviest kinematically accessible
particles, leading to variations of its decay fractions or branching ratios (BR) as a function
of its mass, as shown in Figure 2.6a. In the following, the different decay modes for a
Higgs mass of mH = 125 GeV are briefly discussed.
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At this mass, the Higgs boson predominantly decays into a pair of b-quarks with
a branching ratio of 58% [37]. Therefore, the observation of this decay mode provides
direct sensitivity to the Higgs boson coupling to fermions and is crucial to constrain the
total Higgs boson decay width [38], and to enable a measurement of absolute Higgs boson
couplings via a global combined fit to all accessible Higgs boson production and decay
modes. However, the overwhelming QCD multijet background in the dominant gluon
fusion production process gg → H → bb̄ makes an inclusive search for H→ bb̄ nearly im-
possible and experimentally extremely challenging. While the VBF and tt̄H productions
suffer from large hadronic activity and complex final states with large QCD background
contributions, the associated production of a Higgs boson with a weak vector boson, W
or Z [39], offers a promising alternative, since the leptonically decaying vector bosons,
Z → νν, W → `ν, and Z → `` with ` = e, µ, can be efficiently used for triggering and
background reductions [40,41]. These Higgs boson decay channels are focus of this thesis.
Another important decay mode, sensitive to the coupling of the Higgs boson to
fermions, is H → τ+τ− with a branching ratio of 6%. It can be exploited in all
production modes, but is experimentally difficult due to neutrinos in the final state
and the discrimination of hadronically decaying τ ’s from light-quark (u, d) induced jets.
Other fermionic decay modes, such as H → cc̄, probing the coupling to the second quark
generation with the signal dominated by strong c-pair production, and H → µµ, probing
 [GeV]HM

























































































































Figure 2.6.: Predicted branching ratios of the Standard Model Higgs boson decay as a function
of its mass (left) and times the production cross-sections (right) [34–36].
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the coupling to the second lepton generation with a very small signal, have a much lower
rate with branching ratios of about 3% and 0.02%, respectively.
The dominant bosonic decay mode is H → WW ∗ with a branching ratio of 22%. The
experimental challenges in this mode are: large hadronic activity in case of W → qq̄
decays and a large Higgs boson mass resolution in case of W → `ν decays, due to the
presence of neutrinos. H → gg is the second largest bosonic decay mode with a branching
ratio of about 9%, however, it is indistinguishable from QCD backgrounds. Despite an
even smaller branching ratio of about 3%, the H → ZZ∗ decay mode provides a clean
experimental environment with an excellent mass resolution, when considering charged
leptonic Z boson decays. The H → ZZ → 4` channel is also known as the “golden
channel”. Similarly, the H → γγ decay mode, mediated by a t-quark or W boson loop,
has a very small branching ratio of 0.23%, but a distinctive signature with two isolated
and energetic photons, identifiable against a smooth background of di-photon production.
In summary, the production cross sections times the corresponding branching ratios
of accessible modes as a function of the Higgs boson mass are shown in Figure 2.6b.
2.3.2. Discovery of the Higgs boson
On 4th of July 2012, the ATLAS and CMS experiments at the LHC announced the
discovery of a new boson with a mass of about mH = 125 GeV and with properties
consistent with those expected from the Higgs boson of the Standard Model [5, 6].
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Figure 2.7.: Invariant mass distributions of the di-photon system in the H → γγ search (left)
and of the four-lepton system in the H → ZZ∗ → 4` search (right) [5].
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Figure 2.8.: The observed local significance (p0) as a function of the Higgs boson mass. The
dashed curve indicates the expectation for a SM Higgs boson signal hypothesis
(µ = 1) at the given mass and the horizontal lines show the corresponding
significances in σ levels [5].
In the case of the ATLAS experiment, datasets corresponding to integrated luminosities
of 4.6−4.8 fb−1 collected at √s = 7 TeV in 2011 and 5.8−5.9 fb−1 at √s = 8 TeV in 2012
have been used. An excess of events above the expected background yield was observed
with a local significance of 5.9 standard deviations, corresponding to the probability of
p0 = 1.7× 10−9, that the background can produce a fluctuation greater than or equal
to the observed excess in data. The ratio of the measured signal yield to the Standard
Model expectation was found to be µ = 1.4± 0.3 at the fitted Higgs boson mass. This
observation was mainly driven by the combination of measurements in the bosonic decay
modes: the H → γγ and H → ZZ∗ → 4` channels with the highest mass resolution and
the equally sensitive H → WW ∗ → `ν`ν channel with a lower mass resolution. The
invariant mass distributions of the high-resolution channels are shown in Figure 2.7 and
the local significance as a function of the Higgs boson mass is shown in Figure 2.8.
2.3.3. ATLAS measurements of Higgs boson properties
Since the discovery of a Higgs-like boson, as described in the previous Section 2.3.2, its
nature has been investigated more precisely in terms of property measurements, including
mass, production strengths, couplings, and spin, to strengthen the hypothesis that this
new particle is indeed the SM Higgs boson. Any deviations from the Standard Model
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Figure 2.9.: The profile likelihood ratio −2 ln Λ(mH) as a function of mH (a) and the like-
lihood contour −2 ln Λ(S,mH) as a function of the normalized signal yield
S = σ/σSM(mH = 125.36 GeV) and mH (b) for the H → γγ and H → ZZ∗ → 4`
decay channels and their combination [42].
expectations for these properties would be a sign for new physics. These measurements
are made using the full LHC Run-1 dataset of proton-proton collisions recorded by the
ATLAS experiment, consisting of integrated luminosities of 4.5− 4.7 fb−1 at √s = 7 TeV
and 20.3− 20.7 fb−1 at √s = 8 TeV.
An improved mass measurement is made using only the bosonic decay modes H → γγ
and H → ZZ∗ → 4`, which have the best mass resolution [42]. Their reconstructed
invariant mass spectra are combined in a profile likelihood ratio Λ as a function of the
common Higgs mass mH , which is profiled in the fit with the test statistics −2 ln Λ. The
measured combined mass is found to be:
mH = 125.36± 0.37(stat)± 0.18(syst) GeV. (2.32)
The individual and combined mass measurements are shown in Figure 2.9a. The two
individual mass measurements are compatible within 2.0σ, corresponding to a probability
of 4.8%. As the likelihood contours in Figure 2.9b show, the profile likelihood ratio as a
function of the combined best-fit mass mH and the normalized signal yield
4, defined as
S = σ/σSM(mH = 125.36 GeV), confirms that no significant correlation between S and
mH exists and thus exhibits the model independence of this mass measurement.
4The normalized signal yield S is very similar to the signal strength µ = σ/σSM(mH), i.e. the mH
dependence of the SM cross-sections and BRs is removed and fixed to the combined best-fit mass.
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Figure 2.10.: Likelihood contours for diboson final states and a Higgs boson mass of mH =
125.5 GeV in the (µggF+tt̄H , µVBF+V H) plane [43].
The relative contributions from different production modes can be evaluated with
corresponding signal strengths contributing to the same final state. The gluon-induced
and top-quark-mediated processes, ggF and tt̄H, are assigned to µggF+tt̄H , and the
quark-induced and vector-boson-mediated processes, VBF and V H, are assigned to
µVBF+V H . The considered final states are from the H → γγ, H → ZZ∗ → 4` and
H → WW ∗ → `ν`ν decay channels. The resulting likelihood contours in Figure 2.10
show no significant deviation from the Standard Model coupling expectations. For the
combination of all three diboson channels, similar to the method described above, the




−0.4(sys) provides a 3.3σ evidence that a fraction of
the Higgs boson production proceeds through the VBF mode [43].
The coupling of the discovered Higgs particle to gauge bosons has been observed in
different production and decay modes, and constraints have been made, directly and
indirectly, at the ± 10% level. Indirect evidence of the coupling to fermions, mainly
through the top-quark loop in the ggF production mode, was found with a significance
larger than 5σ [36, 43]. Recently, the first direct evidence of the coupling to fermions was
found in the search for the H → τ+τ− decay channel [7]. Both, hadronic and leptonic τ
decays have been considered and an excess of events above the expected background yield
from other Standard Model processes was observed with a local significance of 4.5 standard
deviations. As shown in Figure 2.11 for the individual channels and their combination,
an overall signal strength of µ = 1.42+0.27−0.26(stat.)
+0.32
−0.24(syst.)± 0.10(theory syst.) for mH =
125.36 GeV has been obtained. While H → τ+τ− confirms the direct coupling to the
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Figure 2.11.: The H → τ+τ− best-fit value for the signal strength µ in the individual decay
channels and their combination [7].
third generation leptons, the H→ bb̄ decay mode remains to be observed and is crucial
to confirm the direct coupling to the quark sector. Further details of the H→ bb̄ search
are discussed from Chapter 4 onwards, as it is the main topic of this thesis.
Besides the couplings, the Standard Model predicts the Higgs boson to be a spin-0 and
CP-even particle: JP = 0+. This hypothesis is tested against the alternatives: 0−, 1±
and 2+ [44–46]. The tests are based on combinations of different kinematic observables of
final states in the resonance rest frame [47]. The Higgs boson parity has been determined
in the H → ZZ∗ → 4` channel, using the logarithm of a profile likelihood ratio to test
JP = 0+ against JP = 0−, and is found to be ”positive” with a confidence level of 97.8%.
According to the Landau-Yang theorem, the direct decay of a spin-1 particle into a
photon pair is forbidden [48,49]. Since the H → γγ process is observed, the 1+ and 1−
hypotheses are strongly disfavoured and rejected at a confidence level of at least 99.7%, by
combining measurements in the H → ZZ∗ → 4` and H → WW ∗ → `ν`ν decay channels.
Finally, the 2+ hypothesis is tested in fractional variations of ggF and qq̄ annihilation
production processes, considering all three diboson channels, H → γγ, H → ZZ∗ → 4`
and H → WW ∗ → `ν`ν, and is excluded at a confidence level of > 99.9%. Thus, in
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agreement with the Standard Model expectation, the discovered Higgs boson is indeed a
spin-0 particle with even parity.
2.4. Limitations of the Standard Model
The Standard Model is a mathematically-consistent renormalizable quantum field theory
and presently represents our best description of particle phenomenology with an impressive
level of agreement. Over many decades the theory has been extensively tested by different
particle experiments. A recent milestone has been the 2012-discovery of the 1964-predicted
Higgs boson, and so far all of its property measurements, as described in Section 2.3.3,
are in agreement with the Standard Model expectations. Assuming that all of the Higgs
boson decay channels are observed and their properties are validated, one may think that
the Standard Model is complete. However, the Standard Model5 cannot be considered
to be even close to a complete theory of everything, as it fails to answer a number of
critical questions and misses a number of ingredients to fully describe nature.
The Gauge Problem. There is no explanation in the SM for why only the elec-
troweak part of the theory’s gauge group6 SU(3)C⊗SU(2)L⊗U(1)Y is chiral. Furthermore,
while charge quantization is incorporated in the model (multiplets of e/3), it can also
not be explained by the theory.
The Fermion Problem. Since the construction of all matter under ordinary
terrestrial conditions is possible with only the first fermion generation (νe, e
−, u, d),
there is no obvious explanation in the theory for the existence of the first generation’s
heavier copies, which are known from the laboratory (but also seen in nature: atmospheric
muons and muon-neutrinos from the sun). There is also no explanation or prediction for
the observed hierarchical pattern of fermion masses, spanning over 5 orders of magnitude
between the electron and the top-quark, and even more when considering non-zero
neutrino masses. Aside from that, the Standard Model Lagrangian does not include
right-handed neutrinos and thus they are considered massless, which is in contrast to
neutrino oscillation phenomena observed in atmospheric, solar and accelerator-based
experiments [50–52]. Before a formal incorporation of neutrino masses in the model, it
still has to be determined if neutrinos are Dirac fermions, as all others in the Standard
5The SM contains 19 independent free parameters (or more when introducing massive neutrinos), which
is considered excessive for a fundamental theory.
6The complexity of the gauge structure also suggests the existence of an underlying unification of the
fundamental interactions.
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Model, or if they are Majorana fermions (particle + anti-particle coincide) [26]. Another
concern is, that there is neither the non-equilibrium condition nor sufficient CP violation
built in the Standard Model to adequately explain the observed asymmetry between
baryons and antibaryons in the universe.
The Gravity Problem. As discussed in Section 2.1, gravitational effects are not
accounted for in the Standard Model, which are expected to have a non-negligible
impact on particle phenomenology at the Planck scale (MP ). A quantum formulation
of General Relativity [53–58] cannot be unified with the other fundamental interactions
within the Standard Model framework, and moreover yields another problem related
to the cosmological constant. The spontaneous SU(2)L ⊗ U(1)Y breaking, discussed in
Section 2.2, generates an expectation value of 〈0|V (v)|0〉 = −µ4/4λ for the minima of
the Higgs potential V (Φ), which becomes crucial when the theory is coupled to gravity
and hence, contributes to the cosmological constant
Λcosm = Λbare︸︷︷︸
8πGNV (0)
+ ΛEWSB︸ ︷︷ ︸
8πGN |〈0|V |0〉|
, (2.33)
where GN is the gravitational constant and the second term, induced via the BEH
mechanism, is about 1056 times larger than the observed Λobs value. This can be solved
through a fine-tuned cancellation, by adding a +µ4/4λ term to the Higgs potential. This
seems to be rather an unnatural feature of the Standard Model.
The Higgs/Hierarchy Problem. The Standard Model cannot explain why the
electroweak scale is many orders of magnitude smaller than the Planck scale. As an














Figure 2.12.: Feynman diagrams for the one-loop corrections to the Higgs boson mass.
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quadratically-divergent radiative corrections from the loop diagrams in Figure 2.12:
m2H = (m
2
H)bare +O(λ, g2, h2)Λ2, (2.34)
where Λ is the next higher scale in the theory, i.e. if there is no new physics up to gravity,
the next scale would be the Planck scale, Λ = MP . Hence, the scale of mH should be O(Λ)
and thus very large, which is in contrast to direct/indirect experimental constraints, the
discovery of a ∼ 125 GeV Higgs boson and theoretical arguments suggesting mH < 1 TeV
(in order to unitarize the WW scattering amplitude). Therefore, a contrived non-natural
fine-tuned cancellation between the bare Higgs mass and the radiative corrections is
introduced, which clearly motivates the development of theories beyond the Standard
Model, such as Supersymmetry.
The Strong CP Problem. Another fine-tuning problem is known as the strong
CP problem. An additional term, with a small upper bound measured to be close to
zero, can be added to the QCD Lagrangian in Equation 2.4, that would violate the CP
symmetry in strong interactions, which however, has never been experimentally observed.
The Dark Matter/Energy Problem. Cosmological observations revealed that our
universe is made of ∼ 68.3% of dark energy (leading to the acceleration of the expansion
of the universe [59]), ∼ 26.8% of dark matter (emitting minimal to no light, but has
gravitational effects), and ∼ 4.9% of ordinary matter (mainly baryons), which is the only
matter explained by the Standard Model [60]. For instance, a dark matter candidate is
provided by supersymmetric models and this prediction is currently being tested at the
LHC.
2.5. Summary
The Standard Model of Particle Physics represents a well-established quantum field
theory, a unified framework of QCD and EW theory, describing the elementary particles
and their strong, electromagnetic and weak interactions. Numerous experiments over
nearly half a century have reassured the consistency of the model. The relic of the model’s
BEH mechanism, giving mass to the W ± and Z0 vector bosons and chiral fermions, is
the Higgs scalar boson, which remained undiscovered for decades.
A triumph of the Standard Model and certainly of theoretical physics in general
has been the discovery of a new particle, consistent with the predicted Higgs boson, by
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the LHC experiments, ATLAS and CMS. To date all measurements of its properties
are compatible with the Standard Model expectations. While these measurements have
been mainly performed in the bosonic decay modes of the new particle, it is essential
to directly observe its coupling to fermions. Recently, a 4.5σ evidence was found in the
H → τ+τ− search. The predominant Higgs decay mode, H→ bb̄, is focus of this thesis.
Even though the Standard Model is currently the best description of observed particle
phenomenology, there are a number of limitations. Therefore, even despite the discovery
of the Higgs boson, and the measurements described in this thesis, the Standard Model
cannot be a full description of nature at the quantum level and this motivates continued
research into both theoretical and experimental particle physics.
Chapter 3.
The ATLAS Experiment at the LHC
The continuous desire of mankind to unravel the complex structure of our universe and
to understand the underlying fundamental interactions and elementary particles, has
led to the development of high-energy particle accelerator experiments to reproduce and
study conditions close to the birth of our universe, while constantly stimulating and
fostering engineering innovation and technological progress. Along with many physics
discoveries and technological milestones, this desire and mission has been pursued since
1954 at CERN, the European Organization for Nuclear Research (acronym for Conseil
Européen pour la Recherche Nucléaire) near Geneva, Switzerland. The latest addition
to CERN’s accelerator complex is today the world’s largest and most powerful particle
accelerator in history, the Large Hadron Collider (LHC) [61].
The LHC has opened a new era of Particle Physics with the unique opportunity to
explore phenomena in nature at energies far above the electroweak scale. At the core of
its physics programme stands the quest to understand the Higgs boson as predicted by
the Standard Model of Particle Physics and any deviations of this grand theory to yield
new physics beyond our current knowledge. This challenging task has been taken by two
major LHC experiments, ATLAS (A Toroidal LHC ApparatuS) [62] and CMS (Compact
Muon Solenoid) [63].
In this chapter, a general overview of the LHC and its experiments is given, followed
by a more detailed presentation of the ATLAS detector.
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3.1. The Large Hadron Collider
The LHC is a superconducting hadron accelerator and collider hosted by the 26.7 km
circular tunnel1 formerly used by the Large Electron-Positron collider (LEP) [64] and
brings two counter-rotating beams to collision at four interaction points. Each interaction
point is the home of a large particle detector. It is designed to collide proton beams with
a centre-of-mass energy, corresponding to twice the beam energy, up to
√
s = 14 TeV
and an instantaneous luminosity, representing the collision rate per unit area, up to
L = 1034 cm−2s−1 as well as heavy ion (Pb) beams with an energy of 2.76 TeV per
nucleon and a peak luminosity of L = 1027 cm−2s−1.
Figure 3.1.: Schematic overview of the CERN accelerator complex [65]: from initial particle
sources, LINear ACcelerators (LINACs) and synchrotrons to the LHC.
In order to achieve such high collision energies, the LHC depends on an entire
accelerator chain prior to its beam injections, as shown in Figure 3.1. For proton
1The LHC tunnel lies between 45 m and 170 m below the surface on a 1.4% inclined plane with a slope
towards the Léman lake of Geneva.
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beams the journey begins with protons stripped from hydrogen atoms from a bottle
of hydrogen gas entering a linear accelerator (Linac2) to increase their energy up to
50 MeV before injecting them into the Proton Synchrotron Booster (PSB), reaching
1.4 GeV. Subsequently, protons are fed into the Proton Synchrotron (PS) to accelerate
them up to 25 GeV and are passed to the Super Proton Synchrotron (SPS) to finally
inject proton bunches into the LHC machine with an energy of 450 GeV.
For nominal LHC operation, 2808 bunches per proton beam are injected at a bunch
spacing of 24.95 ns (∼ 7.5 m) with each bunch containing ∼ 1.15× 1011 protons. These
bunch trains are then accelerated by a 400.8 MHz superconducting Radio Frequency (RF)
cavity system, increasing the beam energy by 485 keV at each turn, and governed by
superconducting magnets with a 8.33 T field and an operating temperature below 1.9 K.
Given the spatial limitations in the tunnel, the magnet system adopted a two-in-one
design with counter-circulating magnetic fluxes passing through the two beam channels
within the same cold mass (iron yoke) and cryostat using superfluid helium. Figure 3.2
shows a schematic cross-section of a LHC dipole magnet and supporting structures.
Figure 3.2.: Schematic cross-section of a superconducting LHC dipole magnet system and
supporting structures [61].
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Rare decay processes such as for the Higgs boson or processes involving new physics
beyond the Standard Model are generally characterized by orders of magnitude smaller
production cross-sections σprocess at the LHC, as shown in Figure 3.3. The rate of a























































































































































Figure 3.3.: Standard Model cross-sections σ for interesting physics processes as a function
of the centre-of-mass energy
√
s. The discontinuity at ∼ 4 TeV is due to the
transition from proton-antiproton collisions at the Tevatron to proton-proton
collisions at the LHC. The vertical lines indicate the Tevatron energy (1.96 TeV),
the past LHC energies in 2011 (7 TeV) and 2012 (8 TeV), the LHC design energy
(14 TeV) and the future High-Energy LHC (33 TeV) [66].
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Figure 3.4.: Simulation of beam envelopes in the ATLAS interaction region, showing how
the LHC clockwise (blue) and anti-clockwise (red) beams are squeezed at the
interaction point (units in m). [67].




where the integrated luminosity2 L =
∫
Ldt is independent of the physics process,
assuming a Gaussian beam distribution with two identical circular beam structures, it












where Nb denotes the number of protons in each bunch, nb the total number of circulating
bunches in each proton beam, frev the frequency of revolution in the ring, γr the relativistic
gamma factor for a given beam energy, εn the normalized transverse beam emittance, β
∗
the beta function at the point of collision, and the geometric term F (θc) to account for
the luminosity reduction as a result of the beam crossing angle θc at the interaction point,
where σz and σ
∗ are the RMS of the bunch length and transverse beam size respectively.
Therefore, intense beams (⇑: Nb, nb) of small emittances (⇓: εn) with strongly focussed
profiles (⇓: β∗) at the interaction point are needed in order to increase the luminosity
and the statistically limited discovery reach for processes with small cross-sections. As
2The integrated luminosity L = N/σ is usually expressed in inverse cross-section units, i.e. fb−1, and
is a measure of the collected data size.
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illustrated in Figure 3.4, proton beams are squeezed in the transverse plane by magnetic
quadrupoles to achieve a confined target area of O(µm×µm).
LHC Parameter 2010 2011 2012 Design
Beam energy [TeV] 3.5 3.5 4 7
β∗ for ATLAS & CMS [m] 2.0/3.5 1.5/1.0 0.6 0.55
Bunch spacing [ns] 150 75/50 50 25
Number of bunches 368 1380 1380 2808
Number of p/bunch 1.2× 1011 1.45× 1011 1.7× 1011 1.15× 1011
Peak luminosity [cm−2s−1] 2.1× 1032 3.7× 1033 7.7× 1033 1× 1034
Stored beam energy [MJ] ∼ 28 ∼ 110 ∼ 140 ∼ 362
Max. 〈µ〉 4 17 37 19
Table 3.1.: LHC beam parameters and performance overview for runs in 2010, 2011 and 2012
in comparison with the design values [68].
After the very first LHC p-p collisions at a centre-of-mass energy of 900 GeV in
November 2009, the collider reached
√
s = 7 TeV in 2010, which was mostly dedicated
to the commissioning of the machine. To increase the luminosity in 2011 and 2012, the
number of bunches and p/bunch was significantly increased, while the bunch spacing
was reduced. As a consequence, the presence of so-called pile-up events increased, which
come from multiple multiple pp interactions from the same bunch crossing as the hard
collision of interest (”in-time pile-up”) or from a previous bunch crossing with electronic
signals still present in the detector due to the integration time of the readout systems
(”out-of-time pile-up”). Pile-up can be expressed with the integrated luminosity as
a function of the mean of the Poisson distribution on the number of interactions per
bunch crossing calculated for each bunch 〈µ〉 for centre-of-mass energies of 7 and 8 TeV
separately. Some of the key design parameters of the LHC are summarised and compared
to previous collider runs in Table 3.1 and Figure 3.5.
The LHC delivered to ATLAS a total integrated luminosity of 5.46 fb−1 and 22.8 fb−1
at
√
s = 7 TeV in 2011 and
√
s = 8 TeV in 2012 respectively. Between these two years
the peak instantaneous luminosity was raised from 3.7× 1033 to 7.7× 1033, while the
maximal 〈µ〉 increased from 17 to 37. This data taking period is refered to as Run-1 in
this thesis. The LHC is expected to restart for Run-2 in 2015 with a 25 ns bunch spacing
and a
√
s = 13 TeV.
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Mean Number of Interactions per Crossing
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Figure 3.5.: The mean number of interactions per bunch crossing (a) and the total integrated
(b) and peak instantaneous (c) luminosity delivered by the LHC to, and recorded
by ATLAS during stable beams at
√
s = 7 TeV and
√
s = 8 TeV [69].
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The LHC hosts seven experiments to probe nature in the high-energy domain: the
general-purpose detectors ATLAS and CMS are focussed on the search for new particles
and physics phenomena beyond our current knowledge, ALICE (A Large Ion Collider
Experiment) [70] is dedicated to understand the quark-gluon plasma created in Pb ion
and p-Pb collisions, LHCb (Large Hadron Collider beauty) [71] is devoted to heavy flavour
physics and precise CP violation measurements in B meson decays, TOTEM (TOTal
Elastic and diffractive cross section Measurement) [72] at the CMS interaction point and
LHCf (Large Hadron Collider forward) [73] at the ATLAS interaction point study forward
particles travelling close to the beams and simulate reaction chains induced by cosmic
rays in the atmosphere, and MoEDAL (Monopole and Exotics Detector at the LHC) [74]
at the LHCb interaction point searches for the magnetic monopole and highly-ionising
Stable Massive Particles (SMPs), which are predicted by theories beyond the Standard
Model of Particle Physics.
In the remainder of this chapter, the ATLAS detector and its recent performance are
presented.
Figure 3.6.: The underground LHC layout, feeding 4 major experiments to probe nature:
ATLAS (Point 1), CMS (Point 5), LHCb (Point 8) and ALICE (Point 2) [75].
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3.2. The ATLAS experiment
The ATLAS experiment is driven by an international collaborative effort of over 3000
physicists from 38 countries to probe nature at the unprecedented high-energy frontier
presented by the LHC. The ATLAS detector represents one of the largest and most
complex scientific machines ever constructed and has been designed and optimized for
the high-luminosity LHC environment. It is 44 m long, has a diameter of 25 m, weighs
approximately 7000 t and is located ∼ 92 m below the ground at the LHC Point 1, as
illustrated in Figure 3.6.
The detector is based on a cylindrical layout with the interaction point at its centre
and nominally obeys a forward-backward symmetry and an almost hermetic coverage
with respect to this point. It consists of subdetector systems, utilizing different state-of-
the-art technologies, high granularities and radiation resistances, to perform dedicated
high-precision measurements, which in combination allow the reconstruction and charac-
terization of particles and event topologies. As shown in Figure 3.7, the subdetectors in
ATLAS are arranged coaxial (”barrel region”) or perpendicular to the beam (”end-cap
region”) and are composed of tracking, electromagnetic/hadronic calorimetry and muon
Figure 3.7.: Schematic cut-away view of the ATLAS detector [62].
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spectrometry components. As particles transverse these different subdetector volumes,
they interact with different materials and transfer their energy in a characteristic recog-
nizable way. This basic particle identification principle is illustrated in Figure 3.8 and
described below.
The innermost precision tracking detector system is operated in a solenoidal magnetic
field to bend the trajectories of electrically charged particles (e.g. electrons, muons,
hadrons) using a Lorentz force and to measure their momenta from the curvature of
the reconstructed ionization tracks. Furthermore, the identified trajectories are used
to reconstruct interaction vertices. The intermediate layer comprises the calorimetry
system to absorb both incident neutral and charged particles and to measure their energy
deposits. Electromagnetic (EM) calorimeters use scintillating material to reconstruct
dense/short showers (e.g. from initial photons, electrons) with a cascade of photon
production via bremsstrahlung and e± pair production from energetic photons. Hadronic
calorimeters use heavy material to reconstruct broad/long hadron showers produced by
a cascade of strong force interactions. The outermost muon spectrometer is operated in
a toroidal magnetic field to bend the muon trajectories, to extrapolate the tracks in the
muon chambers to the matching tracks in the inner tracking detector and to measure
Figure 3.8.: Illustration of different particles interacting with ATLAS detector volumes.
The ATLAS Experiment at the LHC 41
the muon momenta from the track curvatures. Weakly interacting particles, such as
neutrinos, do not interact with the detector material and can be reconstructed using
the transverse energy imbalance of the event. A more detailed discussion of the particle
reconstruction relevant to this thesis and for final states from the W/Z associated H→ bb̄
production is presented in Chapter 4.
In order to cope with the challenging LHC conditions while maximizing the physics
reach, ATLAS requires subdetectors with ultra-fast, radiation-hard front-end electronics
and sensors, high granularity and excellent particle reconstruction efficiencies over a
large acceptance range. Furthermore, an highly efficient trigger system is needed to
identify events of interest. The basic performance goals for each detector component
are summarized in Table 3.2. The following sections describe each subdetector in more
detail.
Detector component Required Resolution Pseudorapidity Coverage
Measurement Trigger
Tracking σpT/pT = 0.05%pT ⊕ 1% ± 2.5
EM calorimetry σE/E = 10%/
√
E ⊕ 0.7% ± 3.2 ± 2.5
Hadronic calorimetry
⇒ barrel & end-cap σE/E = 50%/
√
E ⊕ 3% ± 3.2 ± 3.2
⇒ forward σE/E = 100%/
√
E ⊕ 10% 3.1 < |η| < 4.9 3.1 < |η| < 4.9
Muon spectrometer σpT/pT = 10% at pT = 1 TeV ± 2.7 ± 2.4
Table 3.2.: Basic ATLAS performance goals for each detector component [62].
3.2.1. Coordinate system
A consistent description of ATLAS detector regions and interacting particles demands the
definition of a coordinate system and common nomenclature, which are introduced here
and used throughout this thesis. The nominal interaction point (IP), where collisions are
expected to occur, marks the centre of the coordinate system with the z-axis along the
beam line and the x− y plane transverse to the beam line. A positive z is defined in the
anti-clockwise LHC direction (called side-A) and a negative z is defined vice versa (called
side-C), using the view as in Figure 3.6. A positive x is defined horizontally towards the
centre of the LHC ring and a positive y is defined vertically facing upwards from the IP.
This is also known as a right-handed coordinate system.
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Transverse quantities used in this thesis are commonly labelled with a T-index, such
as e.g. the transverse momentum pT, and are measured in the x−y plane. The azimuthal
angle φ and radius ρ are measured around the beam line in the x − y plane relative
to the positive x-axis and the polar angle θ is measured from the beam line relative










It is a widely used quantity for relativistic particles and derives from the limit case for

































p2 +m20 is the particle’s energy and pz is the momentum components along
the z-axis. The rapidity is typically used for massive objects such as jets. Differences in
rapidity are Lorentz-invariant3; this is only approximately the case for the pseudorapidity.
Another important Lorentz-invariant quantity is the distance between two particles
in the η − φ plane:
∆R ≡
√
(∆η)2 + (∆φ)2. (3.5)
3.2.2. Magnet system
The ATLAS magnet system comprises four large superconducting magnets: one central
solenoid providing a 2 T axial magnetic field along the beam axis for the inner tracking
detector and three external toroids providing a 0.5 T and 1 T toroidal magnetic field
(B-field) for the muon chambers in the barrel and end-cap regions, respectively. Together
a B-field over a volume of approximately 12,000 m3 is provided.
In order to retain an excellent calorimeter performance, the solenoid was optimized
to achieve a nominal contribution of ∼ 0.66 radiation lengths to incident particles, which
3In a p − p collision, partons carry a priori an unknown proton momentum fraction, meaning the
overall boost of the collision is unknown. Thus Lorentz-invariant quantities are preferred.







Figure 3.9.: Geometry of the ATLAS magnet system (left) and a simulation of the magnetic
field map (right).
also required the solenoid windings to share a common vacuum with the LAr calorimeter.
The solenoid is 5.8 m long and has an inner/outer diameter of 2.46/2.56 m.
The toroid systems are each composed of 8 coils, aligned radially and distributed
symmetrically. The coils are cooled down to ∼ 4.5 K using individual cryostats in the
barrel region and a common cryostat in the end-cap regions. The barrel toroid is 25.3 m
long and has an inner/outer diameter of 9.4/20.1 m. The bending power in the interfacing
regions of the barrel and end-cap toroids is optimized by rotating the coils of the end-cap
toroids by 22.5◦ with respect to the coils of the barrel toroid. The end-cap toroids are
each 5.0 m long and have an inner/outer diameter of 1.65/10.7 m. The geometry of the
entire magnet system and a simulation of the magnetic field map are shown in Figure 3.9.
3.2.3. Inner Detector
The ATLAS Inner Detector (ID) is a high-precision tracking system surrounding the
interaction point and is designed to reconstruct the trajectories of charged particles above
a transverse momentum of pT > 0.1 GeV
4 and within a pseudorapidity range of |η| < 2.5.
As discussed in Section 3.2.2, the ID operates within a solenoidal (homogeneous) B-field
to perform transverse momentum measurements and to determine both primary and
secondary vertices, whereas the latter is crucial for the identification of long-lived heavy
flavour particles such as b-quark initiated jets. Furthermore, electrons can be detected
4The nominal pT threshold for charged track reconstruction in the ID is at 500 MeV.
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Figure 3.10.: Layout of the ATLAS Inner Detector with the Pixel, SCT and TRT subdetectors
in the barrel and end-cap regions [76].
over a transverse energy range of 0.5 < ET < 150 GeV and within a pseudorapidity
range of |η| < 2.0. The system’s superior pattern recognition and sustainability is the
result of fine detector granularity, radiation-tolerant components and the combination
of independent ”- but complementary -” subdetectors, while the high particle flux
environment presented by the LHC pushes the limit of currently existing technology.
This challenging environment has driven the design of the ID, as laid out in Figure 3.10.
Charged tracks traversing the different layers from the interaction point in the barrel
and end-cap regions is illustrated in Figures 3.11 and 3.12 respectively.
From inner to outer radii, the ID comprises in a cylindrical envelope a Pixel detector
followed by a Semiconductor Tracker (SCT) and a Transition Radiation Tracker (TRT).
In order to minimize the material or occupancy in front of the calorimeter and to
reduce a bias of measurements, the tracking and calorimeter performance must be
balanced. Therefore, a tracking strategy 5 has been adopted, where a few high-precision
measurements at inner radii using fewer layers close to the interaction point are combined
with many lower precision measurements at outer radii using more layers apart from the
interaction point.
5Since the particle flux decreases with 1/r2 from the interaction point, the tracking detector with the
highest granularity is placed closest to the interaction point.
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Figure 3.11.: Illustration of a charged track traversing the different barrel layers of the ATLAS
Inner Detector from the interaction point [76].
Figure 3.12.: Illustration of charged tracks traversing the different end-cap layers of the
ATLAS Inner Detector from the interaction point [76].
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Figure 3.13.: The ID material distribution in terms of radiation length X0 (left) and interac-
tion length λ (right) as a function of |η| and averaged over φ [77].
Together with the required mechanical support structures, readout electronics and
cooling services, the total material of the ID is measured in radiation and interaction
lengths as shown in Figure 3.13 and mainly affects the efficiency of reconstructing low
momentum tracks.
As previously stated, one of the key measurements of the ID is to determine the
momentum of charged particles. As the simplified illustration in Figure 3.14 shows,
the trajectory6 of a charged particle leaving the interaction point in the x − y plane
(perpendicular to the beam pipe) is bent in φ by a uniform B field along the z-axis
(parallel to the beam pipe). At least three close-by detector layers register discrete space
points of the traversing particle to reconstruct its track. The direction of the track
curvature is a sign for a positive or negative charge of the particle. With the Lorentz
force and centripetal force acting on the particle, the radius R of the track curvature
is directly proportional to the momentum of the particle: p[GeV] = 0.3B[T]R[m]. The
radius can be measured as a function of the sagitta s,
R =
s






for R L, (3.6)
where the arc’s angle is defined as 2α (see Figure 3.14), L is the tracking detector’s lever






6The charged particle trajectory in an homogeneous B-field is given by an helix and its projection on
the x− y plane by a circle.
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Figure 3.14.: Illustration of a charged particle traversing three detector layers perpendicular
to a uniform B field, where R is the radius of curvature, s the sagitta of the
arc with angle 2α and L/2 the separation of the detector layers.
The momentum resolution thus depends on the accuracy in measuring s = L2/8R and



















· 8R = pσs ·
8
0.3BL2
∼ p · σs
0.3BL2
, (3.8)
where the sagitta uncertainty σs depends on the number N and the spacing of track







N + 5︸ ︷︷ ︸
limit case N→∞
, (3.9)
with σρφ for the resolution of measuring a track point in the ρ− φ plane. Therefore, a
good momentum resolution requires a large path length L, a strong magnetic field B and
an accurate measurement of s. These requirements have been challenging constraints
in the design of the ID. For example, the reconstruction of a high pT track with small
s requires detector layers with high granularity to be well-separated, while conversely
the reconstruction of a low pT track with larger s requires detector layers to be closer
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Figure 3.15.: Vertex displays of collision events in ATLAS with 2 (top), 7 (middle) and 25
(bottom) reconstructed vertices [80].
together. As summarized in Table 3.2, the overall pT resolution of the ID is
σpT
pT
= 0.05% · pT ⊕ 1%, (3.10)
where ⊕ denotes the addition in quadrature.
Once the trajectories of charged particles have been reconstructed, it is crucial to
extrapolate them back to inside the beam pipe and to associate them with a p-p collision
– a common primary vertex. An important measure to classify tracks is the impact
parameter, which is the distance of the track’s closest approach to its primary vertex on
the z-axis. Good quality tracks of stable particles are expected to have a small impact
parameter, while conversely a large impact parameter is expected for long-lived unstable
particles such as B-hadrons, which decay at a displaced secondary vertex. The ID is
responsible to distinguish between primary and secondary vertices and thus plays a
key role in the identification of long-lived particles. In order to cope with additional
vertices from pile-up, as introduced in Section 3.1 and demonstrated in Figure 3.15, the
ID requires also an excellent position resolution along the z-axis.
The following paragraphs describe each subdetector in more detail.
Pixel detector. The Pixel detector is the innermost component of the ID and
comprises three concentric silicon pixel cylinders centred around the beam pipe at radii
50.5, 88.5 and 122.5 mm in the barrel region and three silicon pixel disks perpendicular
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to the beam pipe at |z| = 495, 580 and 650 mm in each end-cap region. There are
1744 pixel sensors with each containing 47232 silicon pixels of nominal size 50× 400 µm2
and covering an active area of ∼ 1.7 m2. As a charged particle passes through a pixel,
which is a reverse-bias diode [81], electron-hole pairs are produced in the silicon and
if the resulting pulse of current exceeds a signal-to-noise threshold, a hit is registered
and the corresponding pixel position is stored. The detector measures in average three
points on a charged track within |η| < 2.5 and achieves an intrinsic position resolution
of 10 µm in the ρ − φ plane7 and 115 µm along the z or ρ-direction in the barrel or
end-cap regions respectively. The total number of readout channels is ∼ 80.4 M. The
impact parameter resolution in the transverse plane is better than 15 µm. The barrel
pixel layer closest to the interaction point is also referred to as the B-layer, since it
identifies secondary vertices and plays a key role in the identification of b-quark induced
jets in conjunction with calorimeter information. To improve the vertex resolution and
to enhance the reconstruction of b-jets, an additional pixel layer, the Insertable B-layer
(IBL) [82], has been installed even closer to the interaction point at radius ∼ 31 mm for
the upcoming LHC Run-2 in 2015.
Semiconductor Tracker. The Semiconductor Tracker (SCT) is a silicon strip
detector covering an active area of 63 m2 with four cylindrical layers around the beam
pipe at radii 299 - 514 mm in the barrel region and nine disk layers perpendicular to
the beam pipe at 853.8 < |z| < 2720.2 mm in each end-cap region. Based on similar
sensor technology used in the Pixel detector, SCT micro-strip sensors [83] are paired
back-to-back at a stereo rotation angle of 40 mrad to measure space points in both ρ− φ
and z or ρ coordinates. The SCT measures on average four points on a charged track
within |η| < 2.5 and with a mean strip pitch of 80 µm achieves an intrinsic position
resolution of 17 µm in the ρ − φ plane and 580 µm along the z or ρ-direction in the
barrel or end-cap regions respectively. The total number of readout channels is ∼ 6.3 M.
Transition Radiation Tracker. The Transition Radiation Tracker (TRT) is a
proportional drift tube tracker consisting of carbon-fibre reinforced Kapton straw tubes8
with a diameter of 4 mm and gold-plated tungsten wires with a diameter of 31 µm in the
centre of each tube. The tubes are filled with a gas mixture of 70% Xe, 27% CO2 and
3% O2 at 5− 10 mbar over-pressure and are operated as proportional counters, with the
7Using equation 3.9 and for N = 3 replacing the limit case with the derived factor
√
81 from [78], we
find a sagitta resolution of σs∼ 11.25 µm in the barrel region.
8Each TRT tube wall is coated on one side with a 0.2 µm Al cathode layer, which is protected by a
5− 6µm graphite-kapton layer, and coated on the other side with a heat-sealing 45µm polyurethane
layer.
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anode wire at ground potential and the cathode tube wall at a voltage of −1530V for an
expected gain of 2.5× 104. The barrel region at radii 560 - 1080 mm and |z| < 720 mm
contains in 76 layers a total of 52 544 tubes of 144 cm in length and are aligned parallel
to the beam pipe. The two symmetric end-cap regions at radii 617 - 1106 mm and
827 < |z| < 2744 mm contain each in 160 straw planes a total of 122 880 tubes of
37 cm in length and are arranged perpendicular to the beam pipe [84]. As a traversing
charged particle ionizes the gas in the tubes, the resulting free electrons drift towards
the wire, where they cascade in the strong electric field close to the wire and produce
a detectable signal, which is amplified, shaped and discriminated against a low 300 eV
threshold and a high 6− 7 keV threshold. The thresholds are used for measuring tracking
information, i.e. the drift time and thus distance of the charged track from the wire,
and for particle identification, i.e. larger energy deposits from transition radiation. The
tubes are interleaved with polypropylene fibres (barrel) and foils (end-caps) to create
transition radiation photons, which are emitted by relativistic charged particles as they
cross a boundary between two media of different dielectric constants. The emission of
transition radiation depends on the Lorentz factor γ = E/mc2 and is more likely to
occur for relativistic electrons than for heavier hadrons. These X-ray photons radiated
by electrons are absorbed in the Xe gas and yield much larger readout signals [85]. Each
signal hit can be measured with an intrinsic resolution of 130 µm in the ρ − φ plane.
Charged tracks with a pT > 0.5 GeV and |η| < 2.0 cross, on average, 36 tubes, except in
the transition between barrel and end-cap regions, 0.8 < |η| < 2.0, where this number
is reduced to 22. Due to the large number of track measurements and the high lever
arm, the TRT complements and significantly improves the precision of the momentum
measurements by the SCT and Pixel detectors.
3.2.4. Calorimetry system
Calorimetry finds its origin in thermodynamics and is based on a destructive measurement
process through which incident particles are fully absorbed in a block of matter and
through electromagnetic or strong interactions produce a shower of secondary particles
with progressively degraded energy. The deposited energy of charged shower particles
can then be detected in the form of charge or light and serves as a measurement of the
incident particle’s energy, which however must be calibrated as discussed in Chapter 4.
The ATLAS calorimetry system, as shown in Fig. 3.16, consists of sampling calorime-
ters, using alternating layers of an absorber for energy degradation and an active medium
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Figure 3.16.: The detector layout of the ATLAS calorimetry system [62].
for the energy measurement. This method can provide information about the longitudinal
shower development and stands in contrast to homogeneous calorimeters, which use a
common material for both energy degradation and signal generation, resulting in a better
energy resolution.
The inner layer of the calorimetry system uses electromagnetic calorimeters to
mainly measure electrons and photons through their electromagnetic interactions (e.g.
bremsstrahlung, pair-production) and are followed by the outer layer using hadronic
calorimeters to mainly measure hadrons through their strong interactions. The calorime-
ters cover a large pseudorapidity range of |η| < 4.9, which is in particular important to
reconstruct neutrinos by determining from the missing energy in the event.














The stochastic term is mainly due to sampling or statistical fluctuations related to the
physical shower development and originate from variations of the number of produced
charged particles crossing the active layers and the energy loss in the interleaved absorbing
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layers. Generally the resolution improves with the energy of the incident particle as 1/
√
E.
The noise term comes from the electronic noise of the readout chain and is pileup sensitive.
This term can be decreased by increasing the sampling fraction of the calorimeter to
raise the signal from the active medium and to achieve a higher signal-to-noise ratio. The
constant term includes contributions which are not directly related to the particle energy,
but to instrumental effects, such as energy calibration instabilities (e.g. from temperature
gradients, radiation damage), non-uniform signal response (e.g. from imperfections in
detector geometry and readout system), longitudinal/lateral leakage effects and energy
losses in detector mechanical structures.
Electromagnetic Calorimeter
A system of electromagnetic (EM) sampling calorimeters surrounding the Inner Detector
captures electromagnetic cascades or showers produced mainly by incident electrons,
positrons and photons. Governed by the laws of Quantum Electrodynamics, the cascade
for incident particle energies9 E0 & 1 GeV is built by two alternating processes: (i) an e±
radiates photons via bremsstrahlung as a result of the Coulomb interaction with electric
fields generated by atomic nuclei and over a radiation length X0 reduces to 1/e of its
initial energy; (ii) a photon with the energy twice the electron rest mass (2× 511 keV)
converts into a e+e− pair and over 9
7
X0 reduces to 1/e of its initial intensity [86]. The
cascade stops after reaching a critical energy10 Ec with an approximated total depth of
X = X0 ln(E0/Ec)/ln 2 and has a mean longitudinal shower profile described by a gamma
distribution with dE/dt ∝ tαe−βt, where t ≡ x/X0 with the shower position x ≤ X and
incident particle and detector media dependent parameters α and β [87]. In order to fully
absorb electromagnetic showers with incident particle energies < 5 TeV before reaching
the hadronic calorimeter systems, the total thickness of the EM calorimeter is chosen to
be > 22X0 in the barrel and > 24X0 in the end-cap regions.
The ATLAS EM calorimeter system comprises a barrel covering |η| < 1.475 and two
end-cap wheels covering 1.375 < |η| < 3.2. In an accordion geometry, lead as the passive
absorbing material (X0 = 0.56 cm) is interleaved with liquid argon (LAr) as the active
material (X0 = 14.0 cm). A calorimeter module, as shown in Figure 3.17, consists of
three high-granular layers and different characteristics from inner to outer radii:
9At lower energies, i.e. E0  1 GeV, electrons loose mainly their energy through ionization and photons
through Compton scattering and the photoelectric effect.
10The critical energy is Ec∼ 610(710) MeV/(Z + 1.24(0.92)) for solid (gaseous) absorbers with the
atomic number Z.
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Figure 3.17.: An illustration of the different layers of a barrel module of the ATLAS electro-
magnetic calorimeter [62].
1. Highly η-segmented strips of e.g. ∆η×∆φ = 0.025/8× 0.1 at |η| < 1.8 and a layer
thickness of ∼ 4.3X0 allow to resolve photon pairs from π0 decays.
2. Squared towers of e.g. ∆η×∆φ = 0.025× 0.025 at |η| < 2.5 with a layer of ∼ 16X0
capture the main part of the EM shower.
3. Towers of ∆η×∆φ = 0.050× 0.025 with a layer depth of ∼ 2X0 are used for the
containment of larger showers in η with ET > 50 GeV.







whereas (see Equation 3.11) test beam measurements have determined the stochastic
term a to be 10− 12%, the constant term c to be 0.2− 0.35% and the noise per cluster
to be ∼ 250 MeV [88].
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Figure 3.18.: Simplified schematic illustration of an hadron-induced cascade with a mean
energy fraction fπ0 (blue) leaving the hadronic sector (green) via π
0 production
and the average energy (red) decreases by a factor n after each generation.
Hadronic Calorimeter
A system of hadronic sampling calorimeters enclosing the EM calorimeters captures
cascades or showers with both hadronic and electromagnetic components produced mainly
by incident hadrons. The cascade is built by two classes of phenomena: (i) the production
of energetic secondary hadrons with a nuclear interaction length11 of λ∼ 35A1/3 g cm−2
between interactions with nuclei12; (ii) the production of sequential decays from nuclear
processes such as (de-)excitation, spallation, nucleon evaporation, fission etc. [86,87].
In these showers, as Figure 3.18 illustrates, a substantial fraction of the incoming
hadron energy E is transferred from the hadronic to electromagnetic sectors13 via mainly
π0 production with decays to photons, π0 → γγ. The relation between the average
electromagnetic (π0) energy fraction Fπ0 and the average hadronic energy fraction Fh
can be described via a power law [89]:






where E0 is a scale energy corresponding to the average energy needed for the production
of one pion, 〈m〉 is the average multiplicity per nuclear interaction with n cascade
generations and k = 1 + ln(1 − fπ0)/ln 〈m〉 defines the energy dependence of the EM
shower fraction with fπ0 for the mean fraction of π
0 production per nuclear interaction.
Nuclear effects such as those mentioned in (ii) produce a form of undetectable or
”invisible” energy, mainly caused by nuclear binding energy losses, soft neutrons, neutrinos,
muons and photons emitted with a considerable time delay (. 1µs). The fractions of
11The atomic weight of the absorbing detector material is denoted by A.
12The punch-through probability for hadrons traversing the detector material over a distance z without
nuclear interaction is P ≈ exp(−z/λ).
13On average one third of produced pions after each generation are π0’s (fπ0 ≈ 1/3).
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the EM (e) and hadronic (h) shower components resulting in visible signals represent
an important intrinsic characteristic of the hadronic calorimeter. For an incident pion
with energy E, the energy ratio of visible signals, which is commonly denoted by the e/π
ratio, can be derived based on the logic flow shown in Figure 3.19 as follows,

































and serves as an indicator for the performance of the hadronic calorimeter. Usually
e 6= h and e/π > 1 with a non-linear mean calorimeter response as a function of the
energy due to a decreasing Fh fraction as the incident hadron energy increases. Any
deviation of the e/h ratio from 1 typically leads to an increase in the uncertainty of the
energy measurement and gives rise to a constant term for the energy dependence of the
uncertainty. While the e/h ratio cannot be measured directly, it can be derived from
e/π signal ratios obtained from fits to experimental data.
Figure 3.19.: Logic energy flow diagram of an hadronic shower.
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Several compensating techniques have been developed to tune the e/π calorimeter
response in order to achieve e/π ≈ 1 for optimized performance. Offline hadronic
calibrations, as further discussed in Chapter 4, must then account for event-to-event
fluctuations in the invisible/escaped energy fraction. With this in mind, the choice
of passive absorbing and active readout materials, sampling fractions and detector
geometry has been carefully tuned for the ATLAS calorimetry system to achieve an
optimal intrinsic e/π response. The system comprises the Tile Calorimeter (TileCal),
the Hadronic End-cap Calorimeter (HEC) and the Forward Calorimeter (FCal).
The TileCal consists of a long central barrel with an extending barrel on each side
covering the region |η| < 1.7 and uses 14 mm low-carbon steel (iron) plates as absorbers
interleaved with 3 mm plastic scintillating tiles as active medium. As traversing shower
particles ionize the scintillator, the recombination of ion-electron pairs produces UV light
flashes, which are collected by wavelength shifting fibres and carried to photomultiplier
tubes for readout. There are three layers with a segmentation of ∆η×∆φ = 0.1× 0.1 in
the first two layers and 0.2× 0.1 in the last layer [90].
The HEC consists of two wheels in each end-cap region covering the range of
1.5 < |η| < 3.2 and uses 25-50 mm copper plates as absorbers interleaved with 8.5 mm
liquid argon (LAr) as active medium. The ionization charge from shower particles in
the LAr is collected via an applied high voltage between electrodes, producing a pulse of
current for readout. There are four layers with a segmentation of ∆η×∆φ = 0.1× 2π/64
at |η| < 2.5 and 0.2× 2π/32 at larger |η| [91].
The FCal consists of three cylindrical modules in each end-cap region covering the
region 3.1 < |η| < 4.9 and uses a coaxial hole matrix filled with an electrode structure
made of concentric rods and tubes, which are made of copper or tungsten as absorbers.
The 0.25− 0.50 mm gaps between the rod and the tube are filled with LAr as the active
medium [92].














⊕ 10%︸ ︷︷ ︸
FCal
(3.15)
whereas (see Equation 3.11) test beam measurements have determined the stochastic
and constant terms a(c) to be 56%(5.5%) for the TileCal, 71%(5.8%) for the HEC and
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Figure 3.20.: The calorimeter material distribution in terms of interaction length λ as a
function of |η|. This includes all material from the interaction point outwards.
For completeness, the material up to the entrance of the first muon spectrometer
layer is shown [62].
70%(3.0%) for the FCal [62]. The contribution from noise was less than ∼ 3 GeV and
the e/h ratio was determined to be between 1.36− 1.49 [88].
The thickness of the ATLAS detector is > 9.5λ, which is sufficient for the full
containment of hadronic showers. The material distribution of the calorimeters over the
full pseudorapidity range is shown in Figure 3.20 and can be compared to Figure 3.13.
3.2.5. Muon Spectrometer
Muons do not interact strongly and with a long lifetime (∼ 2.2µs, cτ ∼ 0.7 km) are the
only charged particles expected to penetrate all subdetectors in ATLAS. The fact that
muons pass through the calorimeters already serves as a basic identification of muons.
Therefore, the ATLAS muon spectrometer system (MS) forms the most outer layer of
ATLAS and encloses the calorimeters. As described in Section 3.2.2, the MS uses a
complex toroidal magnetic field to bend muons in the ρ− z plane, which is orthogonal to
the solenoidal field in the ID. The B-field map is reconstructed using 1800 Hall sensors
by determining the non-uniform bending power along muon trajectories and also the
relative position of each detector component is monitored using 12000 precision optical
sensors, which is crucial for a precise modelling of the spectrometer resolution.
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Figure 3.21.: Cross-sectional views of the ATLAS Muon Spectrometer: (left) the non-bending
plane in the barrel region with small/large MDT chambers in blue/orange and
RPC chambers in red [93]; (right) the bending plane with the barrel MDT
chambers in green, the end-cap MDT chambers in blue and the barrel/end-cap
RPC/TGC chambers in black/purple [62].
As shown in Figure 3.21, the MS comprises different chambers in the barrel and end-
cap regions. These subdetectors can be classified in two types: (i) high precision tracking
chambers to reconstruct the momentum of muons and (ii) fast-response chambers for
online triggering on muons and the identification of their originating bunch crossing. The
detectors belonging to type (i) are the Monitored Drift Tube (MDT) and the Cathode
Strip Chamber (CSC) and belonging to type (ii) are the Resistive Plate Chamber (RPC)
and the Thin Gap Chamber (TGC). These are all gaseous detectors using high voltage
across electrodes to collect the ionization charge deposited from traversing muons.
The MDT consists of Al cathode tubes with a diameter of 30 mm, central tungsten-
rhenium anode wires with a diameter of 50 µm at 3080 V and contain a gas mixture
of 93% Ar and 7% CO2 at 3 bar. The maximal drift time from the tube wall to the
wire is ∼ 700 ns and the average spatial resolution per tube is ∼ 80 µm. The tubes are
arranged along φ, combined in layers and grouped in chambers. These cover a range of
up to |η| < 2.7, except in the innermost end-cap layer reaching up to |η| < 2.0, as they
are replaced by CSC’s in this region.
The CSC consists of two end-cap wheels made of eight alternating small and large
chambers, covering the region 2.0 < |η| < 2.7. Each chamber contains anode multi-
wire layers with a wire diameter of 30 µm and interleaving layers of cathode readout
strips oriented perpendicular to the wires for measurements in the bending plane (ρ)
and oriented parallel to the wires for measurements in the transverse plane (φ). The
wire-strip spacing is equal to the wire pitch of 2.5 mm and the strip pitch is 0.25 mm with
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strip widths of 1.519 mm and 1.602 mm in the large and small chambers respectively.
Using a gas mixture of 80% Ar and 20% CO2 and an operating wire voltage of 1900 V,
the avalanche formed on the anode induces a charge on the cathode strips, which are
used for readout. The electron drift time is ≤ 40 ns leading to a time resolution of ∼ 7 ns
per plane. Charge interpolation between neighbouring strips can be used to improve the
spatial resolution, which reaches ∼ 60 µm in the ρ coordinate per plane and ∼ 5 mm in
the φ coordinate.
The RPC consists of three concentric cylindrical trigger stations attached to MDT
chambers in the barrel region with a coverage of |η| < 1.05. Each station uses two parallel
resistive plates with a 2 mm spacing containing a gas mixture of 94.7% C2H2F4, 5%
Iso-C4H10 and 0.3% SF6 and an applied field of 4.9 kV/mm. Metallic strips with a width
of 25− 35 mm are connected to the outer faces of both plates to read out the signal via
capacitive coupling. These pick-up strips are arranged on one plate parallel to the MDT
wires for the bending view of the trigger and on the other plate orthogonal to the MDT
wires for a φ measurement.
The TGC consists of multi-wire proportional chambers and is very similar to the
CSC, except that the wire-strip spacing of 1.4 mm is smaller than the wire pitch of
1.8 mm and thus allows for faster charge collection. The anode wire with a diameter of
30 µm is operated at nominally 2.9 kV within a highly quenching gas mixture of 55%
CO2 and 45% n-C5H12. The chambers are arranged in concentric wheels covering a range
of 1.05 < |η| < 2.4 and complement the MDT with a measurement of the φ coordinate.
The main parameters of each subdetector of the muon spectrometer are summarized
in Table 3.3. The spectrometer is able to determine the sagitta of high-momentum muon
tracks (pT∼ 1 TeV) with a precision of about 10%. While stand-alone measurements of
lower momentum tracks down to ∼ 3 GeV can be made, energy losses in the calorimeters
Detector Chamber resolution Measurements/track Number of
z/R φ time barrel endcap chambers channels
MDT 35 µm (z) − − 20 20 1088 339k
CSC 40 µm (ρ) 5 mm 7 ns − 4 32 30.7k
RPC 10 mm (z) 10 mm 1.5 ns 6 − 544 359k
TGC 2-6 mm (ρ) 3-7 mm 4 ns − 9 3588 318k
Table 3.3.: Summary of main parameters of the ATLAS muon spectrometer subdetectors [62].
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and multiple scattering effects start to dominantly limit the sagitta resolution and
therefore the measurement is complemented with the tracking information from the ID
to achieve a resolution of 2− 3% in the low-pT region.
3.2.6. Forward Detectors
The ATLAS detector is extended in the very forward region on each side by three
detectors: LUCID (LUminosity measurement using Čerenkov Integrating Detector), ZDC
(Zero-Degree Calorimeter) and ALFA (Absolute Luminosity For ATLAS). Their locations
along the beam pipe are shown in Figure 3.22.
LUCID consists of Čerenkov counters placed at z± 17 m and ∼ 10 cm from the
beam pipe (|η| ≈ 5.8) to detect inelastic p-p scattering for measurements of the integrated
luminosity and for online monitoring of beam conditions and the instantaneous luminosity.
ZDC consists of EM and hadronic calorimeter modules placed between the two beam
pipes after the split at z± 140 m to detect forward neutrons with |η| > 8.3 in heavy-ion
collisions. Besides determining the centrality of these collisions and reducing beam-
gas/halo effects via a tight coincidence requirement between ZDC arms, the interaction
point in ATLAS can be located with a 3 cm resolution in z.
ALFA consists of scintillating-fibre trackers inside Roman pots at z± 240 m and
∼ 1 mm from the beam pipe to detect elastic scattering at small angles, where the
amplitude is directly connected to the total cross-section via the optical theorem.
Figure 3.22.: Location of forward detectors along the beam pipe with respect to the ATLAS
interaction point (IP) [62].
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3.2.7. Trigger and Data Acquisition system
At the nominal LHC luminosity of L = 1034 cm−2s−1, as discussed in Section 3.1,
the total p-p cross-section with an interaction rate of about 109 evt/s (108 evt/s for
L = 1033 cm−2s−1, see Figure 3.3) is many orders of magnitude higher than the rare
physics processes of interest, such as Higgs boson production. ATLAS captures event
data using millions of read out channels, but technological constraints limit the amount
of data that can be recorded for offline physics analyses and thus a strict online selection
of interesting events must be deployed. This challenging task is taken by the ATLAS
Trigger and Data Acquisition system (TDAQ) with the aim to reduce the final data
storage rate from the incoming bunch-crossing rate of 40 MHz (20 MHz at 8 TeV with
a 50 ns bunch spacing) to 200 Hz (600 Hz in 2012) [62,94–96]. In other words, with a
typical event data size of 1.5 MB (1.6 MB in 2012), the TDAQ system must reduce the
storage rate from 60 TB/s (32 TB/s in 2012) to 300 MB/s (960 MB/s in 2012).
As illustrated in Figure 3.23, the TDAQ system is based on a three-level sequential
data filtering architecture: the custom hardware-based Level 1 (L1) utilizing coarse
calorimeter and muon spectrometer information and the software-based High Level
Trigger (HLT) composed of the Level 2 (L2) and the Event Filter (EF) utilizing online
and offline reconstruction algorithms running on a high-performance computing farm.
Each level has distinct duties:
• Level 1. Dedicated hardware components receive reduced-granularity information
from the RPCs and TGCs of the Muon Spectrometer - to identify high-pT muons
- and from the calorimeters to search for signatures such as large electromagnetic
energy deposits, jets, τ leptons, large transverse and missing energy. Identified
features are then collected and sent to the Central Trigger Processor to compare with
a menu of trigger conditions, before a L1 Accept event status is issued, which initiates
further feature extractions on event fragments by Read-Out Drivers (ROD) with
subsequent data transfers to the Read-Out System (ROS) for buffering. Meanwhile,
small Regions-of-Interest (RoIs) data packages are compiled, containing the η − φ
location and energies of triggered objects. ROIs hold only a few percent of the
data for each event and are sent to Level 2 to seed further processing. The entire
procedure introduces a latency of < 2.5 µs, compared to a bunch-crossing interval
of 25 ns (50 ns in 2012) and muon times-of-flight and broad calorimeter signal
widths exceeding this interval. Therefore, the event data from all detector channels
is moved into pipeline memories of dedicated buffering front-end electronics.
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Figure 3.23.: Schematic overview of the ATLAS Trigger and Data Acquisition system with
both design [62] and 2012 (Run-1) configurations [94–96].
• Level 2. Event fragments for the L1 RoIs are requested from the ROS with access
to the full detector granularity in these regions, which now includes the tracking
information from the Inner Detector. Reconstruction and signature algorithms
analyse features within the RoIs (e.g. track, calorimeter cluster) and determine
whether a particular feature meets certain criteria (e.g. pT threshold, shower shape,
track-cluster match). In case the event fulfils a list of trigger selection criteria, a L2
Accept event status is issued, which initiates the event to be fully built, prior to the
Event Filter processing.
• Event Filter. The L2 accepted events are completely reconstructed using the full
event information including object calibrations (e.g. calorimeter energy deposits)
and are analysed to make a final decision whether the event is of interest to any
offline physics analysis. The event is tagged and classified under ATLAS-defined
physics streams, such as electrons, muons, jets, photons, missing transverse energy
and τ leptons, and B-physics. Finally a EF Accept event status is issued, which
initiates the event data transfer to external permanent mass storage.
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3.2.8. Physics Data Processing
The collected Event Filter RAW data files are transferred to the Tier-0 CERN computing
centre, where physics object reconstruction is applied to generate a data structure with
all the variables needed for offline physics analyses and a size of about 500 KB per
event: the Event Summary Data (ESD) files. Other file formats contain ESD subsets
with only reconstructed final physics objects, such as AOD (Analysis Object Data) files
with an event size of about 100 KB and even further reduced DPD (Derived Physics
Data) files [97]. The latter file format has been chosen to produce customized slimmed
ROOT-based n-tuple versions (D3PD) for the analysis presented in this thesis.
For an efficient international collaborative data analysis effort, the processed Tier-0
data is distributed and replicated on the LHC Computing Grid (LCG) with a Tier 1-3
chain structure [98]. The analysis presented in this thesis has been performed using the
LCG as well as CERN-local computing clusters.
3.3. Summary
At the LHC, currently the world’s most powerful particle collider, the ATLAS experiment
explores phenomena in nature at unprecedented energies and at the boundary of current
technological limits, the ATLAS detector reconstructs particles leaving the interaction
point using superconducting solenoidal and toroidal magnets, precision inner tracking de-
tectors, hermetic electromagnetic and hadronic calorimeters, stand-alone muon chambers
and forward detectors. The ATLAS high-performance TDAQ system has collected and
distributed collision data during the LHC Run-1, from which 4.7 and 20.3 fb−1 of p-p
collision data at
√
s = 7 TeV in 2011 and
√
s = 8 TeV in 2012 respectively are used for
the analysis presented in this thesis.
Chapter 4.
Particle Reconstruction
The high-energy proton-proton collisions at the LHC produce many different particles,
interacting with the different subdetector systems of ATLAS and resulting in a wealth
of complex final state signatures. The corresponding electronic signals are passed
through a particle reconstruction, identification and calibration chain to finally form
“physics objects”. These objects represent either individual particles and particle jets,
i.e. through the interaction with ATLAS, or missing transverse energy inferring to non-
interacting particles. Each object contains a selection of different kinematic properties
and information about its path through the detector. The reconstruction algorithms to
build these objects in data are also used in simulations to test Standard Model predictions
and to evaluate the performance of the reconstruction.
The basic reconstruction of particles at the individual detector-level has been already
discussed in Section 3.2. The focus of this chapter is the high-level reconstruction and
calibration of physics objects, i.e. the final state particles, of the quark-initiated W/Z
vector boson associated H→ bb̄ production, as shown in Figure 4.1. The topology of
these physics objects are then used to derive the Higgs boson search strategy presented in








Figure 4.1.: Leading-order Feynman diagram for quark-initiated V H production.
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the following decay channels: ZH → νν̄bb̄, WH → `νbb̄ and ZH → `+`−bb̄ with ` = e, µ.
Respectively, these channels are classified by their number of charged leptons in the final
state and referred to the “0-lepton”, “1-lepton” and “2-lepton” channels. The physics
objects are electrons, muons, jets and neutrinos, whereas the presence of neutrinos refers
to an overall transverse momentum imbalance, EmissT , after considering all reconstructed
interacting particles. The event displays in Figure 4.2 show V H production candidates in
each decay channel with their corresponding physics objects reconstructed in the ATLAS
detector.
Charged tracks from particles traversing the detector must pass a minimum pT
threshold of 400 MeV to be considered in the object reconstruction. These tracks are
then extrapolated and associated to a collision vertex. If a vertex has more than three
associated tracks and the corresponding
∑
p2T of the tracks is the largest in the event, it
is labelled as the primary collision vertex.
In Section 4.1, an overview of Monte Carlo simulations is given, followed by Sections 4.2
to 4.4 with a detailed discussion of the reconstruction of each physics object used in the
V H analysis, presented in Chapter 5. Unless otherwise noted, all studies presented in
this chapter are based on the
√
s = 8 TeV data recorded by ATLAS, corresponding to
an integrated luminosity of 20.3 fb−1.
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(a) ZH → νν̄bb̄ candidate
(b) WH → µνbb̄ candidate
(c) ZH → e+e−bb̄ candidate
Figure 4.2.: ATLAS event displays of Higgs boson H→ bb̄ candidates in (a) the 0-lepton
channel, (b) the 1-lepton channel and (c) the 2-lepton channel in
√
s = 8 TeV
proton-proton collision data [99]. The topological calorimeter clusters associated
to b-quark induced jets from the Higgs boson candidate are shown in cones. For
the vector boson, the EmissT is shown as a dotted line, the muon as a solid red
line, and the electron as a solid green line.
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4.1. Monte Carlo simulation
Monte Carlo (MC) simulated samples are generated at the same centre-of-mass energy
as the corresponding data samples and are crucial to test or to extrapolate the particle
reconstruction performance for different collision run conditions, to derive calibrating
scale factors (SF) to match with data, to estimate signal and background events in
physics analyses and to compare measured data to Standard Model expectations or to
new physics models.
The production of MC samples generally follows a two-step procedure:
1. Event generation. The generation of an high-energy proton-proton collision event
can be factorised into different stages, spanning over the perturbative (αs  1
and high Q2) to the non-perturbative (αs ' 1 and low Q2) regime of QCD (see
Section 2.1.1). These stages are illustrated in Figure 4.3 and include:
• a hard scattering process, involving coloured parton (quark/gluon) creation,
based on matrix element computations, using fixed-order perturbation theory;
• a parton showering process with multiple QCD bremsstrahlung in the initial
and final state, evolving down to low momentum scales, until perturbation
theory breaks down (at the hadronization scale, of the order of a few ΛQCD);
• a hadronization process, occurring at the hadronization scale of the order of a
few ΛQCD, confines a system of QCD partons into colourless primary hadrons
by utilizing phenomenological fragmentation models;
• a hadron decay process accounts for unstable primary hadrons decaying into
stable particles, which are expected to propagate through a part of the detector;
• an underlying event process with secondary interactions between proton rem-
nants is based on phenomenological models with free parameters to be deter-
mined by experimental data, and typically produces soft hadrons throughout
the event.
The distribution of partons within the incoming protons governs the probability of a
particular interaction to take place. These distributions, can be modelled by fitting
parameterised functions, parton distribution functions (PDFs), to experimental
data and serve as external inputs to event generator tools. The main generators
used for the simulation of the signal and background processes in the V H analysis
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presented in this thesis are pythia [101,102], Sherpa [103] and herwig [104] (see
Section 5.2). The modelling of some particular processes can be improved by com-
bining different generators, e.g. the hard process generation with powheg [105–107]
or AcerMC [108] interfaced with pythia for the remaining processes. Additionally,
different tunes can be employed to adjust various modelling assumptions in different
event stages, i.e. effects which are not directly constrained by the theory.
2. ATLAS simulation. The particles produced by the event generator in step (1)
are propagated through a full model of the ATLAS detector based on the geant4
toolkit (GEometry ANd Tracking) [109]. This allows to simulate the passage of
particles through matter and their interactions with the active and passive detector
materials. In order to reduce the burden on computing resources and to increase
Figure 4.3.: Illustration of a tt̄H event in a proton-proton collision produced by an event
generator. The hard scatter (big red blob) with subsequent decay of top quarks
and the Higgs boson (small red blobs) is accompanied with additional QCD
radiation (blue) in the parton showering process, before the hadronization sets in
(light green blobs) and hadrons decay (dark green blobs). The underlying event
(purple), beam remnants (small turquoise blobs) and photon radiation (yellow)
are also shown [100].
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the MC event statistics, the atlfast-II simulation [110] can be used to reduce
the simulation time by more than one order of magnitude. It parametrises the
longitudinal and lateral energy profiles of electromagnetic and hadronic showers for
the response of the calorimeters, but still uses a full simulation for the Inner Detector
and Muon spectrometer. Finally, the deposited particle energies in sensitive detector
components run through a virtual digitization simulation [111], i.e. electronic signals
are produced according to the ATLAS detector readout system. These virtual
electronic detector signals are then treated in the same way as real experimental
data and passed through the same trigger and particle reconstruction chain.
4.2. Electrons and Muons
In this section, electron and muon physics objects, which are most relevant to the analysis
of the WH → `νbb̄ and ZH → ``bb̄ channels, are introduced. This includes specific
reconstruction quality criteria, in order to achieve a high selection efficiency or fake rate
reduction.
4.2.1. Reconstruction, identification and classification
The reconstruction and identification of electrons[113] is subject to large backgrounds from
misidentified hadron jets, secondary electrons from photon conversions, and non-isolated
electrons from heavy-flavour hadron decays. The following procedure has been employed
to provide good discrimination against these backgrounds. For the highest precision,
only electron candidates in the central region (with coverage by the Inner Detector) with
|η| < 2.47 are reconstructed. In this region, a sliding-window algorithm [114] scans EM
calorimeter cells with a window size of Nη×Nφ = 3× 5 in η − φ space and identifies
energy deposits with a total ET > 2.5 GeV as a seed cluster. If this energy cluster can
be associated to a reconstructed track in the Inner Detector (ID), an electron candidate
is found. At this stage, the electron-candidate reconstruction optimizes the overall
cluster energy using enlarged sliding window sizes and accounts for bremsstrahlung
effects [115]. The total reconstructed electron-candidate energy is calibrated, considering
different sources of energy loss, such as the material in front of the calorimeter, dead
material inside the calorimeter, lateral energy leakage outside of the reconstructed cluster
and longitudinal energy leakage beyond the calorimeter. Reference processes, such as
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Z → ee, are used to determine the absolute energy scale and to inter-calibrate the
different regions of the EM calorimeter, aiming for measured electron-candidate energies
to reproduce those obtained from Monte Carlo simulations [116]. The selected electron
candidates are then distinguished from backgrounds using a multivariate analysis (MVA)
technique: a likelihood-based electron identification method [112,117]. This method
combines EM shower-shape information, ID track reconstruction quality, track-cluster
matching quality (direction, momentum/energy), TRT information (high-threshold hits)
and photon conversion identification. The combination utilizes data-driven signal (S)
and background (B) probability density functions (PS/B,i(xi)) of electron discriminating









Different operating points or menus are derived by choosing x (different sets of variables)
and cutting loosely or tightly on dL to achieve different signal electron efficiencies and
background rejections. These operating points, in increasing order of purity (from
(a) (b)
Figure 4.4.: Electron identification efficiency measured in data for different likelihood operat-
ing points as a function of (a) ET and (b) η, compared to the MC prediction for
electrons from Z → ee decays [112].
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Menu Data eff. Data eff. MC eff. Bkg. composition (%)
Z → ee bkg bkg non-iso e bkg e hadron
VeryLooseLH 97.8± 0.1 3.0± 0.02 2.9± 0.03 15.7 67.1 13.9
LooseLH 92.8± 0.2 1.0± 0.01 1.0± 0.02 36.6 38.3 16.3
MediumLH 87.8± 0.3 0.5± 0.01 0.6± 0.01 41.8 34.8 9.1
TightLH 84.2± 0.3 0.4± 0.01 0.5± 0.01 49.1 24.1 9.2
VeryTightLH 77.0± 0.3 0.3± 0.01 0.3± 0.01 50.1 22.7 5.8
Table 4.1.: Electron likelihood identification menus and their signal and background effi-
ciencies, averaged over η and with 20 < ET < 50 GeV, in 8 TeV data and MC
simulation, containing all relevant 2 → 2 QCD processes. Based on MC infor-
mation, different background contributions after using each menu are shown:
non-isolated electrons from heavy-flavour hadron decays, background electrons
from photon conversions and Dalitz decays, and hadrons [112,117].
VeryLooseLH to VeryTightLH), and their corresponding data and background efficiencies
are summarized in Table 4.1. The electron identification efficiency is shown as a function
of ET and η in Figure 4.4. The final electron physics objects considered in the V H
analysis must have ET > 7 GeV and satisfy the “very-loose likelihood” (VeryLooseLH)
identification criteria [117]. This operating point has a signal data efficiency of about
98% and offers a good rejection against light-flavour hadron jets.
The identification and reconstruction of muons [118] relies mainly on the Muon
Spectrometer (MS) and the Inner Detector measurements, while the energy deposit
(on average ∼ 2 − 3 GeV) in the calorimeters can also be used. Depending on the
available information from the different subdetectors, the muon identification considers
independent track reconstructions in the MS and ID, and is performed according to
different reconstruction criteria. This leads to the following classification (types) of
muons.
• Stand-alone (SA) muon: The trajectory of the muon is reconstructed using only
the MS information with coverage up to |η| < 2.7. The muon’s direction of flight
and impact parameter at the interaction point are determined by extrapolating the
reconstructed MS track back to the beam line, for which the estimated energy loss
in the calorimeters is taken into account.
• Combined (CB) muon: A combined track is formed from the combination of an
independently reconstructed MS track and ID track. This combination provides
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a good rejection against muons from secondary interactions and from pion/kaon
decays-in-flight. Due to the limiting ID acceptance, only muons in the range of
|η| < 2.5 are reconstructed.
• Segment-tagged (ST) muon: If a track reconstructed in the ID can be extrap-
olated to at least one track segment in the MDT or CSC muon chambers, it is
identified as a muon. All track parameters are obtained from the ID measurements
with coverage up to |η| < 2.5.
• Calorimeter-tagged (CaloTag) muon: If a track reconstructed in the ID can
be associated to a characteristic charge deposit expected from minimum ionizing
particles in the calorimeters, it is identified as a muon. All track parameters are
obtained from the ID measurements with coverage up to |η| < 2.5.
CB muon candidates provide the best muon purity and represent the main type of muons
used as physics objects. While CB, ST and CaloTag muons depend on the reach of ID
measurements, SA muons can be used to extend the acceptance beyond the coverage
of the ID: 2.5 < |η| < 2.7. In the MS region 1.1 < η < 1.3, muons traverse only one
muon chamber and thus, SA muons cannot be reconstructed. In cases in which muons
only cross one layer of MS chambers, ST muons can be used to increase the acceptance.
The reconstruction of CaloTag muons is optimized in the region |η| < 0.1 with muon
momenta between 25 . pT . 100 GeV. While they still have the lowest purity of all the
muon types, they can recover the acceptance in the non-instrumented (service) region of
the MS at η ≈ 0. The actual reconstruction of SA, CB and ST muons in ATLAS can be
performed by three independent algorithms or chains1 in ATLAS [77]. One of these, the
MuID algorithm [119], also named ”Chain 2”, performs a global fit to all muon hits in
the ID and MS, and is used to reconstruct all muons in the V H analysis. Additionally,
ID tracks, associated to CB, ST or CaloTag muons, must comply with the following ID
track quality (hit) requirements:
• ≥ 1 Pixel hit2
• ≥ 5 SCT hits2
• ≤ 2 Pixel or SCT holes3
1The Staco algorithm, also named ”Chain 1”, performs a statistical combination of SA and ID tracks
using covariance matrices. The Muons algorithm, also named ”Chain 3”, unifies both Chain 1 and 2
approaches.
2If a track traverses an identified dead sensor, this number is reduced by one.
3A sensor is traversed by a track, but without hits.
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Figure 4.5.: Muon reconstruction efficiency measured in Z → µµ events for different muon
reconstruction types as a function of (a) η with pT > 10 GeV, and as a function
of pT for (b) CB and ST muons with 0.1 < |η| < 2.5, (c) CaloTag muons with
|η| < 0.1 and (d) SA muons with 2.5 < |η| < 2.7 [118].
• ≥ 9 TRT hits within 0.1 < |η| < 1.9.
The muon reconstruction efficiency for different muon types is shown in Figure 4.5. When
all muon types combined, the efficiency is about 99%. An overall good agreement between
data and MC simulation is found. In order to maximize the acceptance, the final muon
physics objects considered in the V H analysis may be any of the reconstructed muon
types discussed above, but they must satisfy even further requirements: all muons have
pT > 7 GeV, CaloTag muons have pT > 20 GeV and ID tracks with |η| < 0.1, SA muons
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have MS tracks with 2.5 < |η| < 2.7, and except for SA muons, the reconstructed muon
track impact parameter with respect to the primary vertex must be less than 0.1 mm in
the x− y plane (d0) and less than 10 mm along the z-axis (z0).
In this analysis, electrons and muons are further categorized in loose, medium and
tight leptons4, referring to an increasing level of purity.
• Loose leptons are all those that pass the reconstruction criteria mentioned above,
and in addition, are isolated from other particles (tracks, energy deposits). The






ptrkT for ∆R(`, trk) < 0.2, (4.2)
and is required to be less than 10% of the selected lepton candidate’s pT(i.e.
isotrk(`) < 0.1). In order to avoid double-counting, CaloTag muon candidates
within ∆R < 0.1 of a CB, ST or SA muon candidate are rejected.
• Medium leptons are loose leptons, with transverse energies/momenta larger than
25 GeV, however, only CB and ST muons with |η| < 2.5 are considered5.
• Tight leptons are medium leptons, but with more stringent isolation criteria:
besides tightening the track isolation limit to 4%, i.e. isotrk(`) < 0.04, the nearby






ETCT for ∆R(`,TC) < 0.3, (4.3)
is required to be also less than 4% of the selected lepton candidate’s energy. It is
reconstructed using noise-suppressed three-dimensional clusters of energy in the
calorimeters, based on a topological clustering (TC) algorithm [114]. The basic idea
of this algorithm is to build clusters by grouping neighbouring calorimeter cells,
which have significant energy deposits above the expected noise, and by following
the shower development (see Section 4.3.1). For electron candidates, isocalo(e)
is corrected for small out-of-cluster leakage in the isolation cone [120], and the
estimated ambient energy density contributions from the underlying event and from
4Electrons and muons are commonly referred to as leptons in this analysis.
5Studies have shown, SA and CaloTag muons increase the multijet background in the V H analysis, if
they are used to identify the vector boson decay products.
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Flavour Electrons Muons
Type Calo/Track-based CB/ST CaloTag SA
Loose
Quality VeryLooseLH MuID & ID track quality
|η| < 2.47 < 2.7 < 0.1 2.5− 2.7
ET (GeV) > 7 > 7 > 20 > 7
|d0| (mm) – < 0.1 < 0.1 –
|z0| (mm) – < 10 < 10 –
isotrk < 0.1 < 0.1 < 0.1 –
Medium
ET (GeV) > 25 > 25
– –




isotrk < 0.04 < 0.04
isocalo < 0.04 < 0.04
Table 4.2.: Inclusive loose, medium and tight lepton object definitions in the V H analysis.
The medium definition is built upon the loose definition, and the tight definition
is built upon the medium definition.
pileup are subtracted on an event-by-event basis, using the jet-area based technique
discussed in Section 4.3.3.
A summary of these lepton definitions is shown in Table 4.2.
4.2.2. Energy/Momentum resolution and scale
The miscalibration of the reconstructed electron cluster energy, i.e. the difference between
the measured response in data and MC simulation, can be expressed as Edata = EMC(1+α).
Electron energy scale corrections (α) as a function of η can then be derived in Z → ee
events, where the miscalibration induces a shift of the dielectron invariant mass peak.
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Figure 4.6.: Electron energy scale α (a) and effective constant term c (b) corrections derived
from Z → ee events, as a function of η [116].








a MC-driven template method [116] can be used to derive these resolution corrections
from Z → ee events. The resulting scale factors, α and c, are shown in Figure 4.6.
The Z boson resonance width measured in 8 TeV data provides a direct constraint
on the total energy resolution at a particular η and for the average ET of electrons
from Z boson decays, with 〈Ee(Z→ee)T 〉∼ 40 GeV. Taking these constraints into account,
the derived electron energy resolution, as shown in Figure 4.7a, is affected by different
 [GeV]TE
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Figure 4.7.: Fractional electron energy resolution distribution (a) and different contributing
uncertainties (b) as a function of ET at |η| = 0.2 [116].
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contributing uncertainties, as shown individually in Figure 4.7b. These include the
intrinsic resolution (sampling term), the impact of the detector material uncertainty,
pileup effects, and the constant term c. Contributions from pileup dominate at low ET ,
while c dominates at high ET . At ET = 40 GeV, the relative uncertainty is minimal,
where c contributes with an uncertainty of about 5%.
Similarly, the momentum scale and resolution of muons is studied. The simulated
muon pT, reconstructed in the ID and MS subdetectors, can be smeared to agree with
data. This requires a good understanding of the muon transverse momentum resolution,






⊕ r1 ⊕ r2× pT, (4.5)
where r0 (proportional to 1/pT) accounts for energy loss fluctuations in the traversed
material, r1 (constant in pT) exhibits the mis-modelling of local B-field inhomogeneities,
multiple scattering and local radial detector displacements, and r2 (proportional to
pT) represents the intrinsic detector resolution (see Table 3.2). Furthermore, the scale
difference, induced by the imperfect description of the radial detector dimensions and
the magnetic field integral, as well as the pT-dependence of the scale, induced by energy
losses between the interaction point and the MS, must be derived in detail.
The relative dimuon mass resolution, σmµµ/mµµ, for two muons with similar mo-


















Thus, the momentum dependence of the muon momentum resolution can be better
understood in terms of σmµµ/mµµ, by looking at the ID and MS measurements separately.
Generally, the ID measurements have a better momentum resolution than the MS.
The linear rise of the ID resolution in Figure 4.8a demonstrates a non-zero r2 term in
Equation 4.5. A non-zero r0 term corresponds to an increase of the MS resolution at low
momentum in Figure 4.8b. Given Equation 4.6, a relative momentum resolution can be
extracted, ranging from around 1.7% at central η and low momentum to about 4% at
forward η and higher momentum.
The different correction factors for both ID and MS measurements can be obtained
via a MC-driven template maximum likelihood fit [118] to compare Z → µµ events in
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Figure 4.8.: Relative dimuon mass resolution as a function of the average transverse mo-
mentum, 〈pT〉, for muons, from Z → µµ, Υ → µµ and J/ψ → µµ events,
reconstructed with only (a) the ID and (b) the MS [118].
simulation and data. A different methodology, using the muon track fit uncertainty on a
muon-by-muon basis, is described in the following.
Muon momentum uncertainty corrections
Since muon momenta are determined through track fits, their corresponding uncertainty
can be estimated from the shape of the χ2 function in the vicinity of its minimum. Due
to the approximate treatment of the detector alignment uncertainties in the χ2 function,
the momentum uncertainties from the track fit must be scaled to obtain the correct
momentum resolution.
The curvature of the muon trajectory, measured by the tracking system, is expected








where 1/preco and 1/pgen are respectively the inverse reconstructed and generator-level
(after final state radiation) momenta, and σq/p is the muon track fit uncertainty (charge
over momentum ratio error). Simulation studies have shown [121,122], the track fit
underestimates σq/p with non-Gaussian tails, originating from the Landau tails of the
muon energy loss distribution in the calorimeters. One can show that 1/preco is to a good
approximation Gaussian-distributed around the true value, 1/pgen, and a pull of width 1
can be achieved with a corrected σq/p as the standard deviation. Hence, a momentum
scale factor α(η) and a resolution scale factor β(η) can be introduced to correct for preco
systematic shifts with respect to pgen, and any σq/p underestimation. This yields the



















The parameters α and β can be determined from the measured dimuon spectrum in
Z → µµ events. As a result of an excellent momentum resolution, the invariant dimuon
mass mµµ at reconstruction level is also to a good approximation Gaussian-distributed
around the dimuon mass mgen at generator level. Since the mass resolution, σmµµ ,
varies according to its muons in (η, φ, pT)-space, it follows a superposition of Gaussian
distributions with different variances, σ2mµµ . If one requires that both muons fall into the
same η interval, with σmµµ not correlated with mµµ, a mass response function can be
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Figure 4.9.: Muon momentum scale factor α (a) and momentum resolution scale factor β (b)
as a function of η.
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(a) (b)
Figure 4.10.: Dimuon invariant mass resolution as a function of the leading muon η for CB
muons from Z → µµ events (a), and dimuon mass ratio for data and corrected


















where f(σ2mµµ) is the probability function of the mass variances. The momentum and
resolution scale factors can be extracted through a χ2 fit of this function to the dimuon
mass spectrum at reconstruction level, measured in Z → µµ events. The obtained scale
factors are shown as a function of η in Figure 4.9, and are used as part of an event-level
kinematic likelihood fit, discussed in Chapter 6.
The derived corrections improve the modelling6 of the dimuon mass resolution, as
shown in Figure 4.10a, and also the ratio of the fitted dimuon mean mass for data and
corrected MC shows an overall good agreement in Figure 4.10b.
6There are several sources of the observed data/MC discrepancy, as discussed above (see also Sections 4.1
and 3.2). For instance, uncertainties related to the detector material simulation and alignment.
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4.2.3. Isolation efficiencies and scale factors
As discussed in Section 4.2.1, stringent requirements on the track- and calorimeter isolation
of electrons and muons are made, as defined in Equations 4.2 and 4.3, respectively. Loose
and medium leptons must have isotrk < 0.1, while tight leptons must have both isotrk
and isocalo less than 0.04. The efficiency of these cuts can be measured in both data and
MC simulation using a tag-and-probe technique. Any differences in the modelling of the
isolation efficiency can then be corrected by deriving corresponding scale factors. In the
following, a measurement of isolation efficiencies and scale factors for tight electrons and
muons is presented, using Z → e+e− and Z → µ+µ− resonances in 2012 LHC data and
Z + jets events generated with Sherpa and simulated with atlfast-II.
Tag-and-probe algorithms
The basic idea of the tag-and-probe algorithm is to select the decay products of a well
known resonance using a discriminating variable (e.g. the dilepton invariant mass), and
to identify one associated tag-lepton of high quality to tag an interesting event and one
corresponding probe-lepton to probe or measure the efficiency of a particular cut.
There are two algorithms: one to probe track- and calorimeter isolation for electrons
in Z → e+e− events, and one for muons in Z → µ+µ− events. Both algorithms follow
the same procedure. Firstly, any given event must have fired a single-lepton trigger with
an energy/momentum threshold of at least 24 GeV (at Event Filter level; see Section 5.2)
and must contain at least two loose leptons, but without requiring any criterion on
isolation variables (see Table 4.2). In order for leptons to qualify as a tag or probe
candidate, the following minimal criteria must be satisfied:
• reconstructed as a VeryTightLH electron or tight MuID muon,
• an electron ET > 20 GeV or a muon pT > 15 GeV,
• within |η| < 2.47 (electron) or |η| < 2.5 (muon).
In addition, the tag selection excludes any leptons in the transition region7, 1.37 <
|η| < 1.52, and asks for an energy/momentum larger than 25 GeV. Since previous
studies indicated a bias of efficiency measurements resulting from the event trigger
7The transition region, 1.37 < |η| < 1.52, between the barrel and end-cap sections of the EM calorimeter
contains significantly material in front of the first active calorimeter layer (5 − 10X0), and is not
suitable for precision measurements.
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pre-selection [123], the selected candidates must be matched in η − φ space to the fired
trigger object. Furthermore, the following four systematic quality variations, based on
the isolation of the tag candidate, are used:
1. no isolation requirement,
2. pass track isolation (isotrk < 0.04) only,
3. pass calorimeter isolation (isocalo < 0.04) only,
4. pass both track- and calorimeter isolation (isotrk < 0.04, isocalo < 0.04).
Once a tag-lepton candidate is found, a probe-lepton is matched: it must be of opposite
charge and form together an invariant dilepton mass close to the Z boson pole mass,
mZ = 91.1876± 0.0021 GeV [12], using three quality variations:
1. loose mass window of |mZ −m``| < 30 GeV,
2. medium mass window of |mZ −m``| < 20 GeV,
3. tight mass window of |mZ −m``| < 10 GeV.
All possible permutations of tag-and-probe pairs in any given event are used for each of
the Nv ≡ 4× 3 systematic quality variations (v) and finally contribute to the efficiency




per variation and event, (4.10)
where Nprobe is the number of probe-leptons passing the basic selection criteria described
above and Nprobe + iso is the number of probe-leptons that pass additionally the track-
and calorimeter isolation criteria: isotrk < 0.04 and isocalo < 0.04. This procedure is







































































Figure 4.11.: Statistics in tag-and-probe quality variation bins for VeryTightLH electrons in
data. The relative difference to the loosest selection (max) is shown.
















(SFv − SFcomb)2, (4.14)
where SFcomb is the combined isolation efficiency scale factor, σ
stat
comb is the combined
statistical uncertainty and σsystcomb is the estimated systematic uncertainty, as a result of
the event-level tag-and-probe quality variations. The impact of the selection criteria on
the resulting scale factors are expected to be dominant at low ET (see Sections 4.1 and
3.2).
Nominal results
The nominal isolation efficiency and corresponding scale factors are measured as a
function of η and ET or pT in 8 TeV data and Z+jets MC events using the tag-and-probe
method described above. Figure 4.11 illustrates the statistics in the different variation
bins, showing as expected most events in the bin with the loosest criteria (no tag isolation,
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(c) Electron isolation efficiency SFs
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(g) Muon isolation efficiency SFs
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(h) Muon isolation efficiency SFs
Figure 4.12.: Lepton isolation efficiencies/SFs in 8 TeV data and Z+jets MC.
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loose mass window) and least events in the bin with the tightest criteria (track- and
calorimeter tag isolation, tight mass window).
The combined isolation efficiency measured in data and Z+jets MC is shown for
electrons in Figures 4.12a and 4.12b, and for muons in Figures 4.12e and 4.12f. The
data efficiency for both electron and muons drops down to ∼ 73% at low transverse
energy/momentum and central η, and rises above 90% over the entire η range for
ET > 60 GeV for electrons or pT > 45 GeV for muons. The resulting 2D scale factor
map is shown in Figure 4.12c for electrons and in Figure 4.12g for muons. The scale
factors range between 0.93− 1.03 for electrons and 0.95− 1.00 for muons. Figures 4.12d
and 4.12h show them also inclusively in energy/momentum. The 2D scale factor maps
are used in the final analysis of the WH → `νbb̄ channel and have shown to improve
the background modelling with respect to previous isolation efficiency calibrations. As
discussed in Section 5.6, these scale factors contribute to the experimental systematic
uncertainties.
A similar measurement has been made for VeryLooseLH electrons, probing only the
efficiency of track isolation, in the ZH → ``bb̄ analysis. As explained in Chapter 5, this
channel uses only loose and medium leptons. Since the values of the resulting scale
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Ldt = 20.3 fb∫ = 8 TeV s
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 Tag&Probe-µ+µ →Z Tight
(b)
Figure 4.13.: Muon isolation efficiency in the tightest tag-and-probe variation bin (a) and
combined scale factors (b) as a function of ∆R(µ, close-by jet).
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MC12 AFII: Sherpa Z(ee)+jets
19.93% 60.59% 19.47%
(a) Sherpa Z(e+e−)+jets MC
 R(el, jet)∆

















 Tag&Probe-e+ e→Z 
MC12 AFII: Pythia8 Z(ee)H(bb)
35.23% 58.78% 5.99%
(b) pythia ZH → e+e−bb̄ MC
 R(el, jet)∆


















 Tag&Probe-e+ e→Z 
-1
Ldt = 20.3 fb∫ = 8 TeV s
20.77% 58.71% 20.53%
(c) Data
Figure 4.14.: Distribution of the ∆R between a probe-electron, with/without track- and
calorimeter isolation criteria, and its nearest jet, measured in two different MC
(a/b) and data (c). The relative statistics (%) in three ∆R bins is shown.
Isolation dependence on close-by jets
The dependence of the isolation efficiency can be further tested by probing leptons in
the vicinity of jets. In fact, the efficiency reduces significantly with the nearby presence
of jets. Figure 4.13 shows the muon isolation efficiency as a function of the ∆R between
the probe-muon and its nearest jet. The efficiency decreases by about 30% when jets are
closer to the probing muon. In terms of the modelling, the resulting scale factors drop
by about 8%. Very similar results are found for electrons.
One finds a distinctive distribution of the ∆R between a probe-electron and its nearest
jet, as shown in Figure 4.14 (a nearly identical distribution is found for probe-muons).
The distribution is very similar between data and the MC simulation of the Z(e+e−)+jets
process, but is for instance quite different when compared to the MC simulation of
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Data/Z+jets: ∆R2
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Sherpa Z(ee)+jets
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Data/Z+jets: ∆R3
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Ldt = 20.3 fb∫ = 8 TeV s
Pythia8 Z(ee)H(bb)
 Tag&Probe-e+ e→Z VeryTightLH
Data/ZH: ∆R1
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Ldt = 20.3 fb∫ = 8 TeV s
Pythia8 Z(ee)H(bb)
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Data/ZH: ∆R2
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Ldt = 20.3 fb∫ = 8 TeV s
Pythia8 Z(ee)H(bb)
 Tag&Probe-e+ e→Z VeryTightLH
Data/ZH: ∆R3
Figure 4.15.: Electron isolation scale factors as a function of η in three ∆R(e, close-by jet)
bins, using Z+jets MC in the top row and ZH MC in the bottom row.
ηelectron cluster 
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 -2.12%≈ R2 ∆ ⇒ R1 ∆
 -2.87%≈ R3 ∆ ⇒ R2 ∆
 -4.93%≈ R3 ∆ ⇒ R1 ∆
(b)
Figure 4.16.: Ratio of electron isolation efficiency scale factors using Z+jets MC and ZH
MC for three different ∆R(e, close-by jet) regions as a function of η (a) and
their total average (b).
the ZH → e+e−bb̄ process. This is expected, given the very different event kinematics
between the two simulated processes. The ∆R(e, jet) distribution can be divided in
a close-by region (∆R1 = [0, 1.5)), a central region (∆R2 = [1.5, 3.0)) and a forward
region (∆R3 = [3.0,∞)). The statistics is very similar between data and Z+jets MC.
Comparing the ZH simulation to data, the jet multiplicity is about 15% higher in ∆R1
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Figure 4.17.: Muon isolation scale factors as a function of η and pT in three ∆R(µ, close-by jet)
bins, using Z+jets MC.
The isolation scale factors can be derived in each ∆R bin and compared between the
two simulations. These are shown, inclusively in ET , as a function of η in Figure 4.15.
When using the Z+jets MC, the scale factor distributions are similar across all ∆R bins.
This is not the case when using the ZH MC, where the distribution shifts up towards
higher ∆R bins.
The differences between the two simulations and their relative impact on the nominal
isolation efficiency scale factors, which use Z+jets MC, can be roughly estimated with an
envelope of the three ∆R variations. The ratio of the scale factors obtained with Z+jets
and ZH MC is shown in Figure 4.16a as a function of η in the three ∆R regions. The
Jet multiplicity
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Ldt = 20.3 fb∫ = 8 TeV s
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(b) Isolation efficiency in ∆R1
Figure 4.18.: The normalized jet multiplicity in the ∆R1, ∆R2 and ∆R3 of probe-electrons
in data, Z(e+e−)+jets and ZH → e+e−bb̄ MC (a); the isolation efficiency of
probe-muons for the tightest tag-and-probe variation as a function of the jet
multiplicity in the ∆R1 bin (b).
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best agreement is found at central η in the high-statistics ∆R2 bin. The corresponding
average, i.e. inclusive in η and ET , is shown in Figure 4.16b. This reveals a total
on-average scale factor variation of ∼ 4.9%.
Based on the top row of Figure 4.15, one may misconceive that the nominal isolation
efficiency scale factors, shown in Figure 4.12, are almost insensitive to ∆R variations.
However, the energy/momentum dependence has been neglected in this context. The
scale factors as a function of η and pT do indeed change under ∆R variations, as shown in
Figure 4.17 for muons (similar results are found for electrons). The largest mis-modelling
is seen in ∆R1.
Besides the presence of one jet, one can probe the isolation efficiency dependence on
the jet multiplicity in the different ∆R(`, jet) regions. The jet multiplicity, normalized
to unity for comparison, in each ∆R bin of a probe-electron is compared between data
and simulations of Z(e+e−)+jets and ZH → e+e−bb̄ in Figure 4.18a. The relative
contributions in each bin are very similar between data and Z+jets MC, while a generally
higher jet multiplicity is seen in case of the ZH MC. This is equivalent to the observations
shown in Figure 4.14. The isolation efficiency decreases as the number of close-by jets
increases. This is shown in Figure 4.18b for probe-muons and the jet multiplicity in its
close-by region, ∆R1, where the efficiency drops by about 8%.
Isolation dependence on the number of vertices
The dependence of the isolation efficiency can also be studied in terms of the number of
reconstructed vertices. Figure 4.19a shows a linearly decreasing isolation efficiency as
the number of vertices increases. From one to twenty vertices, the efficiency drops by
about 11%, and, as Figure 4.19b shows, the combined scale factors decrease as well, i.e.
the modelling degrades.
This pileup dependence can be understood by separating the track- and calorimeter
criteria for the probing leptons. Figure 4.20 reveals that only the calorimeter isolation
efficiency is very sensitive to pileup, while track isolation benefits from the required small
impact parameter with respect to the primary vertex and thus has an efficiency nearly
insensitive to pileup.
In conclusion, the isolation effects discussed in this section contribute to the systematic
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(a) Track & Calorimeter Iso. Eff.
Number of reconstructed vertices































Ldt = 20.3 fb∫ = 8 TeV s
)+jetsµµSherpa Z(
 Tag&Probe-µ+µ →Z Tight
(b) Track & Calorimeter Iso. SF
Figure 4.19.: Muon isolation efficiency in the tightest tag-and-probe variation bin (a) and
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(b) Calorimeter Iso. Eff.
Figure 4.20.: Muon track (a) and calorimeter (b) isolation efficiency as a function of the
number of reconstructed vertices.
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4.3. Jets
As a result of the strong interaction (see Section 2.1.1), a quark or a gluon, produced
in high-energy proton-proton collisions, almost instantly fragments and hadronises, and
subsequently leads to a collimated spray of hadrons and other secondary decay products:
a so-called jet. The definition of a jet is unavoidably ambiguous, as it requires the
definition of an algorithm with a prescription for identifying and grouping its constituents.
In that sense, a jet is an algorithm, containing a particular choice of clustering rules. This
choice often depends on the particular topology of interest and the kinematic range. The
ultimate goal is to map the observed final state hadrons onto their originating energetic
partons. The ATLAS calorimeters are well suited for the reconstruction of jets and to
extract their kinematic properties (e.g. momenta).
Topological energy clusters in the calorimeters (Section 4.3.1) serve as inputs to the
jet finding algorithm (Section 4.3.2) and the resulting jet energy must be calibrated
(Section 4.3.3). Furthermore, jets induced by b-quarks must be identified with a high
efficiency (Section 4.3.4). In the following, an overview of these jet reconstruction steps
is presented, and defines the final jet physics objects used in the V H analysis.
4.3.1. Topological energy clusters
The energy contributions of individual particles can only be approximately disentangled
as a result of the finite granularity of calorimeters and interleaved dead material as well as
different sources of signal noise. The calorimeter system in ATLAS has a fine segmentation
with about 200 000 individual cells of various sizes. As particles traverse the calorimeters,
energy is deposited in cells, both in the lateral and longitudinal directions. These energy
deposits must then be grouped into clusters, i.e. referring to a single-particle-induced
shower. There are mainly two types of clustering algorithms: one based on energy
deposits in fixed-size calorimeter towers of 0.1× 0.1 in ∆η×∆φ (see Section 4.2.1), and
one based on the dynamic three-dimensional combination of topologically connected cells,
called topoclusters [114]. The latter approach is chosen as the input to the jet finding
algorithm, discussed in the following section, and therefore is briefly discussed here.
A topocluster is built from an energetic seeding cell and the combination of neigh-
bouring cells in η − φ space, which are selected, if their energy is significantly above
the expected noise from the readout electronics and pileup. The algorithm is illus-
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Figure 4.21.: Illustration of topological energy cluster building; the signal-to-noise ratio labels
each cell. All non-white space belongs to one topocluster.
trated in Figure 4.21 and begins with identifying a seed cell with a signal-to-noise ratio,
|Ecell|/σcell|noise, above 4. The direct neighbours of the seed cell, in all three dimensions,
are then added to the cluster, if their signal-to-noise ratio is above a threshold of 2.
Finally, the cluster growth terminates, if a guarding ring of cells with a signal-to-noise
ratio above 0 is added to the cluster. A subsequent algorithm then searches for local
maxima in the 3D cluster, with energies larger than 500 MeV and larger than directly
neighbouring cells. In case more than one local maximum is found, the cluster is split.
4.3.2. Reconstruction algorithm
All topoclusters found in a given event serve as input objects to a jet finding algorithm.
There are many different jet algorithms, and the interested reader is referred to [125] for
an excellent review. Generally, a jet algorithm should be:
1. defined at any order of perturbation theory,
2. insensitive to the details of the hadronization process,
3. behaving equally at the parton, hadron and detector levels.
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(a) anti-kT (b) incl. kT (c) Cambridge/Aachen
Figure 4.22.: Simulation of a parton-level event, generated with herwig, showing the particle
clustering of different jet algorithms [125].
The second point refers to a property called infrared and collinear safety9. The former
implies that the algorithm must be insensitive to soft radiation, and the latter implies
an independence of having a fraction of pT carried by one particle or by two collinear
particles.
There are mainly two classes of algorithms: those based on geometrical (fixed) cones
in η − φ space [126,127], and those based on the sequential recombination of nearby
particles with respect to a certain distance measure [128–132]. The latter approach is used
for the jets defined in this thesis and is briefly discussed in the following.
All pairs (i, j) of noise-suppressed input objects, i.e. topoclusters, are evaluated in
terms of their relative distance measures, dij (particle-particle) and with respect to the
















where R is a cone-radius parameter [133], determining the extension of the jet, and ρ is
an integer number (distance scale). The particle-beam measure accounts for divergences
in the QCD branching probability between initial state and final state partons. The
algorithm begins by determining the minimum dmin of all dij and diB in the event. If
dmin is among one of the dij , the objects i and j are combined into a single new object k
using four-momentum10 recombination, and both i and j are removed from the input
object list, while k is added to it. If dmin is one of the diB, the object i is considered
9If one changes a given event by introducing a collinear splitting or by adding a soft-gluon emission,
the collection of hard jets, determined before the event modification, should remain unchanged.
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Figure 4.23.: Overview of the jet reconstruction channels used in the V H analysis
to be a jet by itself and is thus removed from the list. This procedure is carried out
iteratively until all objects are removed from the list. By construction, this algorithm is
infrared and collinear safe.
The parameter ρ can be chosen to obtain different algorithms with different properties,
as illustrated in Figure 4.22. For ρ = 0, one obtains the inclusive Cambridge/Aachen
algorithm [134–136], which performs the energy-independent recombination of objects
close in ∆R, i.e. leading to irregularly shaped jets, and reflects the angular ordering of
QCD radiation. For ρ = 1, one obtains the inclusive kT algorithm [137], which starts by
clustering soft (low-pT) particles and results in irregularly shaped jets. For ρ = −1, one
obtains the anti-kT algorithm [138], which begins by clustering hard (high-pT) particles
and results in regularly (circular) shaped jets. The anti-kT algorithm is currently the
default jet reconstruction algorithm in ATLAS and is also used for defining jets in the
V H analysis. ATLAS uses two different radius parameters, namely R = 0.4 and R = 0.6.
Unless otherwise noted, all jets are based on R = 0.4 in this thesis.
Different jet collections can be defined based on the input to the jet finding algorithm:
• Calorimeter jets use topoclusters (as described above);
• Track jets use charged particle tracks reconstructed in the Inner Detector (|ηtrack-jet| <
2.5−R = 2.1) and associated to the hardest primary collision vertex (PV)11 [139].
As a result, their pT is resistant to pileup effects and serves as a stable kinematic
reference to match to calorimeter jets.
11PVs must maximize
∑
(ptrkT > 500 MeV)
2 and have ≥ 1 Pixel hit, ≥ 6 SCT hits, |d0| < 1.5 mm and
|z0 sin θ| < 1.5 mm.
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• Truth jets use stable particles (i.e. lifetime τ with cτ > 10 mm [12]) generated in
MC simulations. Unless otherwise noted, these jets exclude final-state muons and
neutrinos. They may be used to calibrate simulated calorimeter jets.
All of these jet collections, summarized in Figure 4.23, are used in the V H analysis.
4.3.3. Jet energy calibrations
The energy of calorimeter jets is measured from associated topoclusters at the electro-
magnetic scale (EM), i.e. the baseline scale for the energy deposited by electromagnetic
showers in the calorimeters. Due to the non-compensating nature of the ATLAS calorime-
ters (e/π response ratio; see Section 3.2.4), the jet energy for hadrons is typically 15-55%
lower than the true energy. Besides fluctuations in the hadronic shower development and
its electromagnetic content (non-uniform response), there are pileup contributions and
energy losses in the dead material or cracks and out-of-cone effects. Therefore, the jet
energy has to be calibrated, before jets can be used in a physics analysis.
A 5-step calibration scheme for calorimeter jets at the EM scale is implemented and
aims to restore the jet energy scale (JES) to that of truth jets and to utilize internal jet
properties to improve the jet energy resolution without changing the average calibration
(GSC: global sequential calibration). This scheme, denoted by the EM+JES+GSC
calibration and summarized in Figure 4.24, is used for jets in the V H analysis and is
reviewed in the following.
Pileup suppression
The challenging pileup conditions at the LHC (see Figure 3.5a) significantly degrade the
jet energy resolution. The contribution of pileup interactions is corrected using a jet-area
based technique [140] as well as a residual correction derived from MC simulations[141,142].



























Figure 4.24.: Overview of the basic jet calibration chain used in the V H analysis
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out-of-time pileup, i.e. past/future collisions influencing energy deposits in the current
bunch-crossing, affect the jet energy scale. The in-time pileup activity can be characterized
by the number of reconstructed primary vertices NPV, and the out-of-time pileup activity
can be estimated by the expected average number of interactions 〈µ〉. The correction,
pcorrT , of the reconstructed jet p
EM
T , accounting for both in-time and out-of-time pileup
signal contributions, can be defined as follows:
pcorrT = p
EM






= pEMT − ρ ·AT︸ ︷︷ ︸
jet-area corr.
−α(NPV − 1)− β〈µ〉︸ ︷︷ ︸
residual corr.
. (4.16)
The jet-area correction estimates the pileup pT density (ρ) in the event and corrects the
jet pEMT according to its area AT [140]. It reduces the effect of global pileup fluctuations
and improves the jet energy resolution. The residual correction accounts for signal
threshold effects, in particular in the forward region, and out-of-time pileup effects. The
η-dependent correction factors α and β are obtained by comparison to truth jets in
simulated dijet events. As Figure 4.25 shows, the jet-area correction has a residual
|η|













































Figure 4.25.: Performance of pileup suppression techniques in terms of their effect on the
sensitivity to in-time pileup, i.e. the jet pEMT dependence on NPV average over all
〈µ〉 (a), and to out-of-time pileup, i.e. the jet pEMT dependence on 〈µ〉 averaged
over all NPV (b) [141].
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dependence on NPV at high η and has nearly no effect on the 〈µ〉 dependence. The
residual correction then removes these dependences over the entire η range.
Origin correction
The calorimeter jet direction is corrected to point back to the primary event vertex
instead of the nominal centre of the ATLAS detector. This correction does not affect the
jet energy.
Jet Energy Scale and Eta Calibration
The jet energy scale calibration is a MC simulation-based correction, which relates the
reconstructed jet energy to the corresponding one of the matched truth jet. In other





is restored to unity by applying the multiplicative jet energy scale calibration, which is
1/REM as a function of detector η. The response is shown in Figure 4.26.
After the above energy calibration, a bias found in the η distribution with respect
to the truth jets, is calibrated using an additive correction to the reconstructed η. This
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Figure 4.26.: Average jet response at the EM scale as a function of jet η for 7 TeV [143] (a)
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Figure 4.27.: Eta correction factors to be added to the reconstructed jet η.
Global Sequential Calibration
While the EM+JES calibration discussed above achieves an average jet response near
unity, the response remains dependent on the non-trivial details of the fragmentation
and showering properties of the jet and translates into a correlation to the particular
flavour of the parton inducing the jet [144]. This correlation leads to a degraded jet
energy resolution and contributes to the jet energy scale uncertainty in an analysis, which
employs a different event selection than the one used to derive the JES correction. The
effect is most pronounced when comparing the response to jets induced by light quarks
(u- and d-quarks) and by gluons [145,146]. This arises from their different characteristics:
Gluon-induced jets tend to contain more particles, which generally have a lower pT than
those originating from light quarks. Moreover, their angular energy profile is wider before
interacting with the ATLAS detector, and thus, the core of gluon jets has typically a lower
energy density when compared to light-quark jets. This effect is particularly exacerbated
by the magnetic field of the Inner Detector, which bends low-pT charged particles more
than those with a higher pT. Since the higher-pT particles in light-quark jets are more
likely to penetrate further into the calorimeter system, more of those will be reaching the
hadronic calorimeter layers. When considering the calorimeter response to soft particles
and topological clustering and noise threshold effects, one can expect a lower response
to gluon jets than to light-quark jets. The difference in calorimeter response between
EM+JES calibrated light-quark (q) and gluon (g) jets, Rq−Rg, is shown in Figure 4.28a.
The response difference reaches up to 8% at low pT and reduces down to about 2% at
high pT. This has a direct impact on analyses, where the exact flavour composition in a
particular sample is not well known. For instance, a JES uncertainty can be extracted
























































Figure 4.28.: Jet response difference of light-quark and gluon-induced jets as a function of
the truth jet pT for two different calibration schemes: the EM+JES calibration
(a) and the GSC (b) [143].
25% and the MC modelling of the data is established. One finds this uncertainty to
be about 2% at low pT and about 0.5% at high pT. However, a more sophisticated
calibration scheme can be derived by utilizing different internal jet properties, such as the
Global Sequential Calibration (GSC), which, as Figure 4.28b shows, significantly reduces
the response differences.
The GSC is applied on top of the EM+JES calibration and aims to not only reduce the
sensitivity to jet flavours, but also to improve the jet energy resolution without changing
the average jet energy scale. The calibration exploits the longitudinal and transverse
structure of the calorimeter shower associated to a jet, in order to compensate sequentially
for fluctuations in the jet energy measurement. The technique is illustrated in Figure 4.29.
The average jet response is parameterised as a function of the reconstructed jet precoT and
an observable χ (see definitions further below), which characterizes a particular property
of a jet: R(precoT , χ). The response dependence on χ is determined from MC simulations
in different regions of η and is then used to correct precoT based a jet’s particular value
of χ: pcorrT = p
reco
T ×R−1(precoT , χ). This correction is applied sequentially for different
jet properties of each jet in the event. While, before the correction, different jets with
different values of χ also have different average responses, after the correction, the average






























Figure 4.29.: Illustration of the technique adopted by the Global Sequential Calibration. The
response is Gaussian distributed, if the truth jet pT and the jet property χ is
fixed. If the average jet response R(precoT , χ) depends on χ, a correction p
corr
T as
a function of χ is derived to shift12 the average response for a fixed χ to unity,
and as a result the width of the energy response distribution is reduced with
the same mean.
more jets have a response closer to unity and therefore leads to an improved relative jet
energy resolution. In this procedure, the mean jet energy is left unchanged.
The choice of global jet properties used in the GSC is made to exploit characteristic
topologies of the energy deposits, using both track and calorimeter observables, which
are utilized sequentially:
1. fraction of the jet energy deposited in the first layer of the hadronic Tile calorimeter,
2. fraction of the jet energy deposited in the third layer of the EM LAr calorimeter,
3. number of tracks with ptrkT > 500 MeV associated to the jet,










5. number of segments behind the jet in the muon chambers.
The calorimeter based observables, (1) and (2), characterize in particular the longitudinal
structure of the jet and improve the resolution of EM+JES jets. The track based
observables, (3) and (4), reduce the jet flavour dependence. Finally, (5) accounts for
energy losses for ”punch-through” jets, reaching beyond the hadronic calorimeter.
12Before the correction, there may be a ”low χ” average response distribution, e.g. with a mean below
unity, and for the same property, a ”high χ” average response distribution, e.g. with a mean above
unity. After corrected jets contributing to the two distributions, both should have a mean at unity.
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Figure 4.30.: Inclusive number of associated tracks (a) and track width (b) of light-quark
and gluon-induced jets with |η| < 0.8 in 8 TeV simulated WH → `νbb̄ events.
The jet flavour discriminating power in the GSC arises only from (3) and (4), and has
been only implemented for light-quark and gluon-induced jets. As previously discussed
and shown in Figure 4.30, gluon jets have more associated tracks and a broader track
width. A nice separation between the two flavours can be seen in Figure 4.31, showing
their corresponding average number of tracks 〈ntrk〉 and average track width as a function
of the reconstructed jet precoT . Additionally, b-quark induced jets are shown, which are not













































































(b) Average track width
Figure 4.31.: Average number of associated tracks (a) and track width (b) of light-quark
and gluon-induced jets as a function of the reconstructed jet precoT for jets with
|η| < 0.8 in 8 TeV simulated WH → `νbb̄ events. The ratio B/(L,G) refers to
b-quark jets (B) and light-quark (L) or gluon (G) jets.
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and in this region, the ratio of b-quark induced jets to those induced by light-quarks or
gluons indicates a separation of about 20-25%.
Residual in-situ calibration
Residual data-to-MC differences are assessed using in-situ calibration techniques, where
the pT balance between the to-be-calibrated jets and well-measured reference objects




This ratio is measured in dijet, Z+jet, γ+jet or multijet events and is applied to jets
reconstructed in data [143].
In the 8 TeV dataset, an overall good agreement between data and MC simulation
was found. The total jet energy scale uncertainty, derived by the in-situ calibration, is
about 4% at low pjetT and decreases to about 1% at p
jet
T > 100 GeV.
Further energy corrections
A number of V H analysis specific jet energy corrections are derived after the event
selections, as defined in Section 5.3. These corrections aim at improve the reconstructed
dijet invariant mass resolution of H→ bb̄ candidates. This includes a semileptonic
correction (Section 5.4.3) accounting for muons reconstructed inside jets, a jet precoT
resolution correction (Section 5.4.4) to account for biases in the jet response due to
resolution and scale effects obtained from V H signal MC events, and finally an event-
level kinematic likelihood fit (Chapter 6) to improve the measurement of the jet kinematics
in the ZH → ``bb̄ channel.
4.3.4. Identification of b-quark induced jets
The identification of jets originating from b-quark fragmentation, also denoted by b-
tagging, is performed through an algorithm that exploits several unique properties of
the hadronization process of b-quarks and aims to distinguish them from jets originating
from light-quarks (u,d,s), gluons and c-quarks with a high efficiency. In the Standard
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Model, b-quarks, once produced, form b-flavoured hadrons (given the flavour-blindness of
the strong interaction) before undergoing a weak decay. The heaviest of all quarks, the
t-quark, which decays only weakly, and according to |Vtb| ≈ 1 in the CKM-matrix [30,31],
decays almost 100% to a b-quark and a W boson.
The b-quark fragments either directly into a ground state b-hadron (≈ 13%) or
into an excited b-hadron (≈ 87%), such as a B∗ or B∗∗, which instantly interacts
strongly or electromagnetically and decays to a ground state b-hadron along with other
particles. Since the displacement of the B∗ or B∗∗ decay vertices is experimentally not
distinguishable from the primary decay vertex, only the final transition from the ground
state b-hadrons is of interest. In this process, primarily B-mesons are produced. At
√
s = 7 TeV, the LHCb experiment measured 0.134± 0.004+0.011−0.010 for the ratio of B̄s
to B− and B̄0 meson production fractions and ∼ 0.404 (pT-dependent) for the ratio of
Λ0b baryon to B
− and B̄0 meson production fractions [147]. As part of this transition,
most of the quark’s energy is passed onto the final b-hadron, e.g. ≈ 70% on average for
b-quarks with a pT ≈ 45 GeV [148]. Generally, one finds that the fragmentation functions
for b-quarks are harder, i.e. with a larger energy transfer, than those for light-quarks or
c-quarks. This is particularly useful for b-tagging purposes.
The produced b-hadrons have a relatively large mass (mB ≈ 5.28 GeV), decay weakly
with an average lifetime of (1.568± 0.009) ps and, with a relativistic boost, travel a
distance at the level of millimetres [12], which is sufficient to be reconstructed by the
ATLAS detector. This decay length (Lxy) would be for a momentum of 50 GeV about
3 mm. As illustrated in Figure 4.32, this results in a significantly displaced vertex, a
secondary vertex (SV), with respect to the primary vertex (PV), and a significantly large
decay angle of the b-hadron decay products with respect to the flight direction of the
b-hadron (large impact parameter d0).
Since |Vcb|2 is significantly larger than |Vub|2 [30, 31], b-hadrons prefer to decay into
c-hadrons along with other particles (b→ c+X). The c-hadrons, produced in the final
states of e.g. B → (D± , D0, D̄0, D±s ) +X decay modes, have a lifetime not much lower
than b-hadrons, e.g. D± -mesons have τ = (1.040± 0.007) ps [12]. Thus a third vertex, a
tertiary vertex (TV), which is displaced from both PV and SV, can be used for b-tagging
purposes.
Furthermore, the presence of leptons in semileptonic b-hadron (b→ `) and subsequent
c-hadron (b→ c→ `) decays can be exploited in b-tagging algorithms. The corresponding












Figure 4.32.: Simplified illustration of the b-quark fragmentation, showing a displaced sec-
ondary vertex after a characteristic travelled distance Lxy, resulting in a large
impact parameter d0.
where ` may either an electron or a muon (thus about 42% in total) [12]. The produced
lepton will then have a 〈pT〉 comparable to the mass of its parent b- or c-hadron. This
means, one can search for a muon or an electron matched to a jet, require a significantly
large pT with respect to the axis of the jet, and combine other characteristics mentioned
above, to tag a jet as a b-jet. This way, one can achieve a good rejection against light-
quark jets faking b-jets, since in their case, leptons are mainly expected from in-flight
charged pion and kaon decays, from Dalitz decays of neutral pions as well as from photon
conversions and misidentified leptons.
ATLAS employs a series of algorithms to identify b-jets [149]. They are mainly based
on the B-hadron properties mentioned above. In summary, these are:
• displaced secondary vertex with a significant decay length Lxy,
• large B-hadron mass,
• large impact parameter d0,
• semileptonic e/µ decay of the B-hadron.
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Operating point w value b-jet eff. (%) c-jet RF τ-jet RF l-jet RF
80 Loose (L) 0.4050 79.85 3.04 6.40 29.12
70 Medium (M) 0.7028 70.00 5.34 14.90 135.76
60 - 0.8353 59.99 10.45 33.92 453.53
50 Tight (T) 0.9237 49.99 26.22 120.33 1388.28
Table 4.3.: MV1c b-tagging operating points with their discriminating weight (w), b-jet
efficiency and c-jet, τ -jet and light-quark (l) jet rejection factors (RF) [152].
The ATLAS MV1 b-tagging algorithm [149–151] combines13 in a neural network the
information from an algorithm based on the track impact-parameter significance, an
inclusive secondary vertex finder, and a b→ c decay chain fit into a single discriminant
w, ranging from 0 to 1. Jets with a large value of w are more likely to be a b-jet. In the
b-jet efficiency
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Figure 4.33.: MC-to-data calibration scale factors for b-jet (a), c-jet (b) and light-quark (l)
jet (c) MV1c efficiencies in a representative jet pT bin, 60 < pT < 90 GeV.
The error bars are statistical uncertainties and the green error bands include
systematic uncertainties as well [153].
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V H analysis presented in this thesis, the MV1c algorithm is used, which is an improved
version of MV1 with a higher c-jet rejection.
A continuous or pseudo-continuous b-tagging calibration scheme [153] is adopted, in
which one can apply a lower and upper cut on w. This allows to derive different b-tagging
quality criteria or operating points. As summarized in Table 4.3, the V H analysis uses
four operating points with different average b-tagging efficiencies, 80%, 70%, 60% and
50%, and with different rejection factors for c-jets, τ -jets and light-quark jets. The 80%,
70% and 50% operating points are denoted loose, medium and tight, respectively. These
operating points are inclusive, meaning a jet satisfying the tight criteria also satisfies
the loose criteria. However, they can also be used exclusively, for instance, one can
select jets, which satisfy the loose but not tight criteria. This allows to define in the
analysis different regions of sensitivity. In order for the b-tagging efficiency obtained in
MC simulation to match data, the distribution of w must be calibrated as a function of
jet pT, and in the case of light-quark jets, also |η|. A combinatorial likelihood method,
described in [154], is used to calibrate the b-jet, c-jet and light-quark jet efficiencies in
dedicated event samples such as tt̄ [155,156], D∗ [157] and dijet [158] events, respectively.
The corresponding efficiency scale factors in representative jet pT bins are shown in
Figure 4.33. Since these scale factors are dependent on the particular MC generator
used for their derivation, additional MC-to-MC scale factors are used to account for any
differences in e.g. the production of heavy-flavour hadrons and their decays.
4.4. Missing Transverse Momentum
The missing transverse momentum in a given collision event is defined as the momentum
imbalance in the transverse plane (x, y), in which the conservation of momentum is
expected [159,160]. This imbalance indicates the presence of particles that are not visible
to the detector and particularly in the context of the ZH → ννbb̄ and WH → `νbb̄
analyses refers to neutrinos14. In general, missing energy can only be measured in the
transverse plane, given that the incoming protons’ longitudinal momenta contain an
unknown fraction, which escapes the detector after the hard scattering through proton
remnants bypassing the acceptance.
13The output weight of different algorithms is used, namely the ip3d, sv1 and JetFitter [149].
14The missing transverse momentum is a key signature for searches beyond the Standard Model, and
e.g. may indicate the presence of stable, weakly-interacting supersymmetric particles.
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4.4.1. Reconstruction principle
The missing transverse momentum vector EmissT (its magnitude is denoted by E
miss
T )
is measured as the negative vector sum of the transverse momenta associated with
topological energy clusters in the calorimeters with |η| < 4.9. The energy of these
clusters is calibrated according to the associated reconstructed object in the event, such
as jets, electrons, τ leptons, and photons. This also includes muons, for which the energy
deposits in the calorimeters are removed to avoid double counting. The reconstruction
and calibration of EmissT is rather complex, since an excellent knowledge of all detector
effects is required in order to minimize the impact of the limited acceptance, the finite
detector resolution, the presence of dead material and various sources of noise, which
can mimic EmissT .
The EmissT reconstruction relies on measurements in both the calorimeters and the











where Emiss(x,y) are the negative sum of the momentum components px and py projected
onto the x and y direction, respectively. Additionally, further information from the
Inner Detector is used to include low pT particles, which did not reach the calorimeters.
Furthermore, in regions poorly covered by the muon spectrometer (e.g. |η| ∼ 0, |η| ∼ 1.2),
muons are reconstructed from the Inner Detector (e.g. ST muons).
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Figure 4.34.: Distribution of EmissT (a) and
∑
ET (b) in a data sample of W → eν events[160].
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(a) Inclusive (b) No jets with pT > 20 GeV
Figure 4.35.: Emissx and E
miss
y resolution inclusively (a) and with without jets with pT >
20 GeV (b) as a function of the total transverse momentum in the event measured
in data [160].
Another quantity used in the V H analysis is the track-based missing transverse
momentum pmissT , which is calculated as the negative vector sum of the transverse
momenta of tracks with |η| < 2.4 associated with the primary vertex. This quantity is
useful to suppress any non-collision background (i.e. halo energy deposit, no ID tracks)
and to estimate any multijet background.
For the actual reconstruction ofEmissT and p
miss
T , the RefFinal algorithm[62,159–163]
is used. Each object contributing to the EmissT calculation is calibrated, while no correc-
tions are applied for the derivation of pmissT .
A measurement of the genuine EmissT in W → eν events has been made in 8 TeV data
and compared to different expectations from MC simulations, as shown in Figure 4.34a.
The corresponding transverse energy of all reconstructed objects in the events is shown
in Figure 4.34b. Generally, a good modelling of the data is achieved, although no pileup
suppression techniques are applied. Different methods of pileup suppression have been
developed [164], and are used in the V H analysis.
4.4.2. Resolution
The EmissT resolution can be, to a good approximation, described by the simple relation:
σ = k×
√∑




y resolution as a function of the total transverse momentum in the event
measured in data is shown in Figure 4.35a inclusively, and in Figure 4.35b excluding jets
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with a pT > 20 GeV. The resolution after pileup suppression improves significantly in the
latter case.
4.5. Final object selection
In the sections above, all physics objects used in the V H analysis have been introduced
and defined: electron, muons, (b-)jets, and EmissT . This section briefly defines the final
selection of physics objects to be used in the analysis presented in Chapter 5.
Only physics objects and their quality criteria, as specified in Sections 4.2 to 4.4, are
used, if additionally the following two requirements are satisfied:
1. Jet Vertex Fraction (JVF): The contamination by jets from pileup interactions












where trkijk is the i
th track matched to the jth jet associated to the kth vertex. Jets
with a pT > 50 GeV and |η| < 2.4 must have |JVF| > 0.5. In case a jet has no
matched tracks, it is retained.
2. Overlap Removal: Double-counting of physics objects is avoided by sequentially
removing any ambiguities between loose leptons and jets:
2.1. if ∆R(jet, e) < 0.4, the jet is discarded;
2.2. if ∆R(jet, µ) < 0.4, the jet is discarded if it has Ntrk ≤ 4 matched tracks15,
otherwise the muon is discarded;
2.3. if ∆R(e, µ) < 0.2, the muon is discarded if it is a CaloTag muon, otherwise the
electron is discarded.
15In this case, the jet is likely to originate from a muon, which produced a shower in the calorimeter.
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4.6. Summary
In this chapter, the reconstruction of each final-state physics object considered for the
analysis of the ZH → νν̄bb̄, WH → `νbb̄ and ZH → `+`−bb̄ decay channels has been
presented. These are (1) isolated electrons identified with a likelihood-based discriminant,
(2) isolated MuID muons identified as CB/ST, CaloTag or SA, (3) jets reconstructed
with the anti-kT algorithm with a radius parameter R = 0.4, (4) b-tagged jets identified
with the MV1c algorithm, and (5) missing transverse momentum reconstructed with the
RefFinal algorithm. The final definition of objects (1)-(5), as stated in Section 4.5,
serves the H→ bb̄ search strategy presented in Chapter 5. Furthermore, Section 4.3.3
laid out the foundation for the development of an event-level kinematic likelihood fit,
which will be discussed in Chapter 6.
Chapter 5.
The (W/Z)H→ bb̄ Analysis
Strategy
In this chapter, the strategy to search for a H→ bb̄ resonance in association with a W or
Z boson is presented [8]1. The search uses the full integrated luminosity accumulated
by the ATLAS experiment during the Run-1 of the LHC and corresponds to 4.7 and
20.3 fb−1 from proton-proton collisions at
√
s = 7 TeV and
√
s = 8 TeV in 2011 and
2012, respectively.
A general overview of the analysis structure and the employed techniques is discussed
in Section 5.1, followed by a consecutive construction of the analysis in Sections 5.2 to
5.7. This includes a description of data and simulated samples, kinematic and topological
event selections, energy calibrations of H→ bb̄ dijet candidates, background compositions
in each decay channel, contribution of systematic uncertainties, and finally the statistical
procedure to combine all channels and to extract the signal yield.
5.1. Analysis Overview
As motivated in Section 2.3.1, the production of H→ bb̄ via the Higgs-strahlung process
provides additional final-state signatures from leptonically decaying vector bosons (V ≡
W,Z). Thus, different final states can be exploited, events can be categorized and the
search in each category can be optimized based on ”unique” kinematic and topological
features.
1The interested reader is referred to this reference for a detailed review of the analysis. The focus of
this chapter is only on the main analysis aspects, which are relevant in the context of this thesis.
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The analysis classifies events according to the number of charged leptons. Events
containing zero, one, or two charged leptons are targeting the Z → νν̄, W → `ν, or
Z → `` decay modes of the vector boson, respectively. The considered leptons, denoted
by `, are either electrons or muons. Thus, the analysis is performed in three distinct
channels: the 0-lepton channel is optimized for the ZH → νν̄bb̄ process, the 1-lepton
channel is optimized for the WH → `νbb̄ process, and the 2-lepton channel is optimized
for the ZH → `+`−bb̄ process. However, the channels are not completely exclusive. For
instance, in cases when the lepton from W → `ν is produced outside of the ATLAS
acceptance or is not identified, there is a non-negligible contribution from the 1-lepton
channel in the 0-lepton channel. In addition, some background contributions are common
between the different channels.
Each of the three analysis channels is further divided into different categories or
phase space regions. These categories are defined based on the transverse momentum
of the vector bosons (pVT), the number of reconstructed jets (either two or three), and
the number of b-tagged jets. Kinematic and topological selection criteria are defined for
each category in each channel, and are optimized to achieve a maximal sensitivity (i.e.
signal/
√
background = max.) in the search for the H→ bb̄ resonance.
The main source of background to this search originates from vector boson production
in association with (heavy-flavour) jets and from tt̄ production. Other backgrounds arise
from the production of dibosons (V Z and WW ), single-top quarks and QCD multijets.
All of these are briefly reviewed here.
V+ jet production If the vector boson is produced along with exactly two b-jets in
the final state, this background becomes nearly irreducible. The corresponding tree-level
production diagrams for the qq̄′ → W + bb̄, qq̄ → Z + bb̄ and gg → Z + bb̄ processes are
shown in Figures 5.1a and 5.1b. Different jet flavour combinations can also constitute
a background: V + bc, V + bl, V + cc̄, V + cl, and V + ll, where l denotes light jets
(i.e. u, d, or s-quark, or gluon). In all of these case, their contribution to the overall
background in this search relies strongly on the efficiency of the b-tagging algorithm, i.e.
the misidentification of c-jets and l-jets as b-jets.
tt̄ production. The other major background source is the t-quark pair production,
which has a significantly larger cross-section (see Figure 3.3). Its tree-level production
diagram is shown in Figure 5.1c. In case both W bosons from tt̄ decay leptonically, the
final state contains two b-jets, two leptons of opposite charge and significant EmissT . In
case one W boson decays leptonically and the other hadronically, the final state contains
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four jets (two always b-jets), one charged lepton and EmissT . Both of these cases are main
backgrounds in the V H analysis (the all-hadronic case with six final-state jets contributes
less). Different techniques can be employed to significantly suppress the tt̄ background.
For instance, besides two b-tagged jets, one can veto the presence of any additional jets
in the event. Particularly at high pWT , one finds the b-jets from V H production more
collimated than those recoiling b-jets from tt̄ production. Therefore, the background
from tt̄ production can be suppressed by limiting the angular separation between the
b-jet pair.
Diboson production. The diboson decays, WZ and ZZ, produce the same final-
state signature as the V H production, but with a ∼ 5 times larger cross-section. Since
the invariant dijet mass from Z → bb̄ is considerably lower than the expected dijet mass
from H → bb̄, one could efficiently suppress the background contribution from dibosons,
if the reconstructed dijet mass resolution would be ”good enough”. This means that the
signal contamination depends strongly on the jet reconstruction performance, i.e. how
much the tails of both dijet mass distributions overlap. The corresponding tree-level
production diagrams are shown in Figures 5.1d to 5.1f. The WW production, in case
of its decay into `νqq, can also constitute a background, but has a minor contribution.
This comes mainly from the hadronic W → cs decay and the misidentification of its jets
as b-jets. Therefore, this background source depends strongly on the b-tagging efficiency.
Single-top production. Based on the weak interaction, single top-quarks are pro-
duced via three separate sub-processes, as shown at tree-level in Figures 5.1g to 5.1j. In
the t-channel, a top quark is produced via the exchange of a virtual, space-like W boson
in association with a bottom and light quark. In the s-channel, a top quark and a bottom
quark are produced via the exchange of a virtual, time-like W boson. In the Wt-channel,
a top quark in association with a real W boson is produced via a t- or s-channel. Each
sub-process involves at least one b-jet in the final state. Similar to the tt̄ production
mentioned above, one can restrict the angular separation between the selected b-jets to
suppress the background background contributions from single-top production.
QCD multijet production. Multijet (MJ) events are produced via the strong
interaction with an enormously large cross section at the LHC, and thus potentially
give rise to large backgrounds. There are two classes of MJ background sources. The
first class arises from light-quark jets or photon conversions misidentified as electrons
and from semileptonic decays in heavy-flavour jets. Therefore, lepton isolation criteria,
as discussed in Section 4.2.3, are crucial to discriminate between vector boson decay
products and QCD multijets. The 1-lepton and 2-lepton channels are very sensitive to

























































































Figure 5.1.: Feynman diagrams of the main background production modes: (a) qq̄-initiated
V +bb̄; (b) gg-initiated Z+bb̄; (c) tt̄; (d) diboson t-chn., (e) u-chn., (f) s-chn.; (g)
single-top t-chn., (h) s-chn., (i) Wt s-chn., (j) Wt t-chn; (k,l) multijet examples.
this MJ class. The second class arises from fluctuations in calorimeter measurements
of jet energies, which produce ”fake” EmissT . This mainly affects the 0-lepton channel.
Since these fluctuations cannot be accurately determined by MC simulations, the MJ
background is estimated from data in each analysis channel. Figures 5.1k and 5.1l
illustrate the production of QCD multijets.
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There are two approaches or versions of the V H analysis:
1. a dijet-mass analysis, (cut-)based on the reconstructed invariant dijet mass of
the bb̄ system as the final discriminating variable,
2. a multivariate analysis (MVA), based on different kinematic variables in ad-
dition to the dijet mass and b-tagging information, serving as the combined final
discriminating variable.
Since the b-tagging information in the 8 TeV dataset is not available at the same level
of detail in the statistically-limited 7 TeV dataset, the MVA is only used for the 8 TeV
dataset. The MVA was chosen as the nominal analysis of the 8 TeV dataset, due to its
expected higher sensitivity of the H→ bb̄ search. Nevertheless, both MVA and dijet-mass
analysis are presented in this thesis.
For the final statistical analysis, a binned maximum likelihood fit (also denoted by
“global fit”) is used to not only extract the signal yield, but also to evaluate from data
the normalisations and shapes of the backgrounds. The fit utilizes the different phase
space regions in each channel and implements systematic uncertainties on the modelling
of the signal and backgrounds in the form of ”nuisance” parameters, which are varied in
the fit. Another dedicated fit is used to validate the analysis procedure, where the yield
of the (W/Z)Z → bb̄ production is measured in the same final states and with the same
event selection as for the H→ bb̄ search.
5.2. Data and MC samples
The analysis uses proton-proton collision data recorded by the ATLAS detector in 2011
and 2012, corresponding to 4.7 and 20.3 fb−1 at
√
s = 7 TeV and
√
s = 8 TeV, respectively.
Only collision data, collected during stable LHC beam conditions (see Section 3.1), with
all relevant subdetectors producing data of very high quality, is considered.
The Higgs signal and all background processes in the ATLAS detector, as described
above, are simulated using dedicated MC samples, based on the atlfast-II simulation
using the geant4 program (see Section 4.1). The different event generators, used for
both signal and background simulations, are summarized in Table 5.1.
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Process Generator
Signal(?)
qq̄ → ZH → ννbb̄/``bb̄ pythia8
gg → ZH → ννbb̄/``bb̄ powheg+pythia8
qq̄ →WH → `νbb̄ pythia8
Vector boson + jets
W → `ν Sherpa 1.4.1
Z/γ∗ → `` Sherpa 1.4.1










Table 5.1.: The generators used for the simulation of the signal and background processes.
(?) For 7 TeV data: pythia8 is used for the gg→ZH process, and herwig for
diboson processes [8].
The qq̄-initiated Higgs signal processes, qq̄ → V H (see Figure 4.1), are modelled using
pythia8 with the CTEQ6L1 [165] parton distribution functions (PDFs) and the AU2
tune [166,167] for the parton showering, hadronization, and multiple parton interactions.
This setup is further interfaced with the photos program [168] to simulate QED final-
state radiation. While V H production is dominated by the qq̄-initiated process in the
Standard Model, there is, in case of ZH production, also a significant contribution from
the gluon-gluon (gg) initiated process (see Figure 5.2). Therefore, gg-initiated ZH events
are generated at leading order (LO) in QCD with powheg using CT10 PDFs [169]
(based on the MiNLO approach [170]) and showered with pythia8 using the AU2 tune.
One finds that the Higgs boson pT spectrum is fundamentally different between the
gg- and qq̄-initiated ZH productions. This effect arises from the threshold behaviour
of the t-loop in gg → ZH [171]. The generated qq̄ → ZH samples and the gg → ZH
samples are combined by deriving their individual event weights from their corresponding
cross-sections. In case of qq̄-initiated V H production, the total cross-sections and











Figure 5.2.: Leading order Feynman diagrams for gg-initiated ZH production.
uncertainties (taken from [34]) are calculated at next-to-next-to-leading order (NNLO) in
QCD [172–174], with next-to-leading order (NLO) electroweak corrections [175] applied
as a function of pVT [176]. NLO corrections, derived in [177], are applied to the gg-initiated
ZH production, and yields an increase of the total ZH production cross-section by ∼ 5%.
The branching ratios of the Higgs boson decay (taken from [34]) are computed with
hdecay [178]. Signal samples are produced for eleven Higgs mass hypothesis, ranging from
100 to 150 GeV, in intervals of 5 GeV. Additionally to electrons and muons, τ leptons
are considered in the simulation of the W and Z decays, since they can be also selected
in the analysis2.
Different event generators are used for the background processes. The simulation of
the V+jets background is performed at LO in QCD with the sherpa generator using
CT10 PDFs. Their cross-sections are calculated at NNLO [179]. The production of tt̄ is
simulated with the powheg generator using also CT10 PDFs, and is interfaced with
pythia6 using CTEQ6L1 PDFs and the Perugia2011C tune [166,167]. The tt̄ cross-
section is calculated at NNLO, including soft gluon terms via next-to-next-to-leading
logarithmic resummation [180]. Both, diboson [181] and single-top productions [182–184]
are simulated with powheg+pythia6, as for tt̄, except the single-top t-channel, which
is simulated with the AcerMC generator instead of powheg.
5.3. Physics object and event selection
The analysis of the datasets begins with the identification of potentially interesting events.
The selection of these is based on different event triggering criteria for each analysis
channel. In the 0-lepton channel, events are selected by triggers based on significant
EmissT with a threshold of 80 GeV (70 GeV) for 8 TeV (7 TeV) data. Since the luminosity
2A fraction of signal events is selected in the analysis due to V → τν with τ → ντ `ν`.
The (W/Z)H→ bb̄ Analysis Strategy 118
increased during data recording in 2011 and 2012 (see Section 3.1), the EmissT trigger
menu and efficiency were improved, resulting in a complex configuration to maximize the
event acceptance. In the very beginning of data taking, EmissT triggers were not available
for a short period, thus, the 7 TeV dataset corresponds to only 4.6 fb−1 in the 0-lepton
channel. In the 1-lepton channel, events are mainly selected by two sets of single-lepton
triggers. The first set includes basic track isolation criteria for 8 TeV data, and has
an electron ET threshold of 24 GeV (20-22 GeV) and a muon pT threshold of 24 GeV
(18 GeV) for 8 TeV (7 TeV) data. The second set includes no isolation criteria and is only
used for 8 TeV data with higher thresholds: 60 GeV for electrons and 36 GeV for muons.
Due to the reduced muon trigger-chamber coverage in different regions of the detector
(see Sections 3.2.5 and 4.2), EmissT triggers, as described above, complement the selection
in the 1-lepton (µ) channel. In the 2-lepton channel, events are selected by single-lepton
triggers, as in the 1-lepton channel, as well as dielectron and dimuon triggers with an
electron ET threshold of 12 GeV and a muon pT threshold of 13 GeV for both 7 TeV and
8 TeV data.
All of the trigger-selected events are then processed and their final-state particle
composition is evaluated. The signal physics objects of this analysis are isolated electrons
and muons, jets originating from b-quark fragmentation, and significant EmissT . These
objects are reconstructed, as discussed in Chapter 4, in each trigger-selected event,
and must all satisfy the stringent object quality criteria, which have been defined in
Section 4.5. Subsequently, their multiplicity, kinematics and topological formation in
each event is evaluated and used to categorize them.
Any event is first classified based on its number of leptons. It is assigned to the
• 0-lepton channel, if the event contains no loose leptons,
• 1-lepton channel, if the event contains one tight lepton and no other loose leptons,
• 2-lepton channel, if the event contains one medium lepton, one loose lepton and
no other loose leptons.
If the event contains at least one jet with pT > 30 GeV and |η| > 2.5, it is discarded. This
requirement aims to reduce the tt̄ background. To be considered for further processing,
the event must contain exactly two or three jets with pT > 20 GeV and |η| < 2.5. Only
these jets are passed through the b-tagging algorithm. The highest-pT (leading) b-jet must
have pT > 45 GeV. The event is then further classified by the number of b-tagged jets,
which are labelled according to the operating points defined in Table 4.3 (see Section 4.3.4
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for definitions). If the event contains three loose b-jets, or contains three jets with the
lowest-pT jet being a loose b-jet, the event is rejected. The event is then assigned to the
1. 0-tag category, if the event contains no loose b-jets,
2. 1-tag category, if the event contains exactly one loose b-jet,
3. 2-tag category, if the event contains exactly two b-jets, forming a dijet system
under the
3.1. Tight (TT) category, if both jets are tight b-jets,
3.2. Medium (MM) category, if both jets are not TT-classified, but are medium
b-jets,
3.3. Loose (LL) category, if both jets are not TT/MM-classified, but are loose
b-jets.
If the event contains three jets, the dijet system can be built from jets in the 2-tag
category, or from a jet in the 1-tag category and the highest-pT (leading) non-b-tagged
jet in the event, or from the two leading jets in the 0-tag category.
After the above basic event selection and classification, a series of kinematic and
topological restrictions are enforced to suppress background contributions and to maximize
the sensitivity of the H→ bb̄ search. These selection criteria are summarized in Table 5.2
and are further discussed here. Besides optimizing the event selection as a function of
leptons, jets, b-tagged jets and their purity, one can also address different background
contributions in terms of the boost of the (leptons + jets) system by constraining its
topology as a function of the reconstructed pVT . In case of the 0-lepton channel, the
magnitude pZT refers to the reconstructed E
miss
T . In case of the 1-lepton channel, the
magnitude pWT refers to the vector sum of the lepton p
`
T and the E
miss
T . In case of
the 2-lepton channel, the magnitude pZT refers to the vector sum of both leptons’ p
`
T.
Generally, a better signal-to-background ratio can be achieved at higher pVT . The angular
separation between the two selected jets, i.e. the H→ bb̄ candidate, is correlated with pVT :
as pVT increases, the collimation of the dijet system increases. Therefore, the requirement
on ∆R(jet1, jet2) can be tightened as the p
V
T increases to emulate the expected signal
(before the jets merge and jet substructure techniques must be employed). For instance,
the background from tt̄ production can be suppressed by limiting the dijet separation
with a maximum value, while the background from V + jets production can be reduced
by requiring a minimum value for the dijet separation. This method, with five pVT bins, is
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Variable Dijet-mass analysis Multivariate analysis
Common selection
pVT [GeV] 0–90 90
(∗)–120 120–160 160–200 > 200 0–120 > 120











T ) < π/2 < π/2 < π/2
min[∆φ(EmissT , jet)] – > 1.5 > 1.5





T [GeV] > 120 (NU) > 120 (150) > 120 (150)
1-lepton selection
mWT [GeV] < 120 –
HT [GeV] > 180 – > 180 –
EmissT [GeV] – > 20 > 50 – > 20
2-lepton selection
m`` [GeV] 83-99 71-121
EmissT [GeV] < 60 –
Table 5.2.: Kinematic and topological event selections for the dijet-mass analysis and the
MVA. NU stands for ”Not Used”. (∗) In the 0-lepton channel, the lower edge of
the pVT bin is 100 GeV [8].
used in the dijet-mass analysis for exactly these reasons. The MVA, on the other hand,
has only two pVT bins, but incorporates both p
V
T and ∆R(jet1, jet2) as input variables (see
Table 5.4), which contribute to the final discriminant.
The QCD multijet background in the 0-lepton channel is significantly reduced by
constraining the event topology based on the angular separation between EmissT and the
track-based pmissT , the nearest jet and the H→ bb̄ dijet candidate. The tt̄ background





T (1− cos(φ` − φmiss)), where φ` and φmiss are the azimuthal angles of
the lepton and EmissT , respectively. The MJ contamination is also suppressed by setting a
lower bound on the scalar sum of EmissT , the pT of the two leading jets, and p
`
T (denoted
by the variable HT ). In the 2-lepton channel, the reconstructed dilepton mass m`` is
bound to be consistent with the Z boson mass.
The signal regions of the analysis contain events from the 2-tag category and are
defined in terms of the corresponding lepton channel (0, 1 or 2), the pVT interval, the
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mH = 125 GeV at
√
s = 8 TeV
Process Cross section × BR [fb]
Acceptance [%]
0-lepton 1-lepton 2-lepton
qq̄→ (Z→ ``)(H→ bb̄) 14.9 – 1.3 (1.1) 13.4 (10.9)
gg→ (Z→ ``)(H→ bb̄) 1.3 – 0.9 (0.7) 10.5 (8.1)
qq̄→ (W → `ν)(H→ bb̄) 131.7 0.3 (0.3) 4.2 (3.7) –
qq̄→ (Z→ νν)(H→ bb̄) 44.2 4.0 (3.8) – –
gg→ (Z→ νν)(H→ bb̄) 3.8 5.5 (5.0) – –
Table 5.3.: Standard Model values for cross section times branching ratio (BR) and acceptance
for the three channels at 8 TeV. The acceptance is shown for the MVA (dijet-mass
analysis) [8].
jet multiplicity (2 or 3), and in case of the dijet-mass analysis, the TT, MM and LL
categories. The latter distinction is incorporated in the MVA via directly including the
raw MV 1c b-tagging weights (see Table 5.4).
This concludes the discussion of the event selection for the dijet-mass analysis. In
case of the MVA, events are further processed to further improve the discrimination
between signal and backgrounds (see below). Before events are passed to the final global
fit (see Section 5.7), the energy calibration of the selected b-tagged jets is improved, as
described in Section 5.4 and Chapter 6.
The signal acceptance, and corresponding cross section times branching ratio, is
shown in Table 5.3 for each qq̄- and gg-initiated process considered. The acceptance is
computed as the fraction of remaining events in the combined 2-tag signal regions after
performing the full event selection. The 0-lepton channel, with respect to the 1-lepton
channel, adds about 7% in acceptance to the W (`ν)H process, and the 1-lepton channel,
with respect to the 2-lepton channel, adds about 9% in acceptance to the Z(``)H process.
MVA processing. After the full event selection and jet energy calibrations, events
are passed on as inputs to the MVA processing. Unlike in the cut-based dijet mass
analysis, the MVA aims to further improve the signal-to-background discrimination
by utilizing distinct variables, in addition to the dijet mass mbb, providing kinematic,
topological and b-tagging information. The combination of this information is based on
the concept of machine learning. Boosted Decision Trees (BDTs) [185,186] are trained
and evaluated in the 2-tag signal regions, as defined above. The training of the BDTs is
performed with the Toolkit for Multivariate Analysis (TMVA) [187] and utilizes different
MC samples for the evaluation of characteristic variables. The complete set of input
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Variable 0-Lepton 1-Lepton 2-Lepton
pVT × ×
EmissT × × ×
pb1T × × ×
pb2T × × ×
mbb × × ×
∆R(b1, b2) × × ×
|∆η(b1, b2)| × ×






MV 1c(b1) × × ×
MV 1c(b2) × × ×
Only in 3-jet events
p
jet3
T × × ×
mbbj × × ×
Table 5.4.: MVA input variables for the 0-, 1- and 2-lepton channels [8].
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Figure 5.3.: Example input variables to the MVA in the (LL, MM, TT)-combined 2-jet 2-tag
category: (a) leading jet pT after the kinematic likelihood fit in the 2-lepton
channel; (b) H→ bb̄ candidate mass as a function of ∆R(b1, b2) [8].
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variables used by the BDTs is shown in Table 5.4. A good agreement between data
and MC is found for the input variables and their correlations, as Figures 5.3a and
5.3b show. Figure 5.3a corresponds to the direct output of the kinematic likelihood fit
(see Chapter 6) in the 2-lepton channel. Finally, the MVA provides a single output, a
discriminating variable, denoted by BDTV H . The distributions of this variable for each
analysis channel are shown in Figure 5.12.
5.4. Energy calibration of Higgs candidates
All jets are reconstructed from topoclusters using the anti-kT algorithm, as discussed in
Section 4.3.2. Subsequently, their energy is calibrated using the EM+JES or the GSC,
whereas the latter includes the EM+JES calibration. The entire calibration chain for
jets, in order to be considered as physics objects in the V H analysis, has been already
presented in Section 4.3.3. In this section, the impact of these calibrations on selected
H→ bb̄ dijet candidates is evaluated. This evaluation is carried out after the full event
selection in terms of the reconstructed bb̄ invariant mass in the (LL+MM+TT)-combined3
2-tag signal region of the analysis (Section 5.4.2). Furthermore, two additional corrections
are presented to improve the energy calibration of the selected b-jets. This includes
a semileptonic correction (Section 5.4.3) and a resolution correction (Section 5.4.4).
These are applied in all three channels of the analysis and improve the mass resolution
significantly. In case of the 2-lepton channel, a kinematic likelihood fit replaces the
resolution correction, and is presented in Chapter 6. The dijet mass resolution is evaluated
and compared between the different jet energy calibrations, using the fit model introduced
in Section 5.4.1.
5.4.1. Mass resolution fit model
Different methods to evaluate resolution effects to dijet resonances have been employed
in the past, e.g. the standard deviation over the mean or Gaussian distributions to fit
the core of the dijet mass distribution. The former does not provide a good description
of the core resolution, given a significant contribution from the tails of the distribution.
The latter tries to provide a good description of the core, but is strongly dependent
on the fit range, particularly, if the tails of the distribution are asymmetric. Even
3Thereafter, (LL+MM+TT)-combined may be denoted by combined only.
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the convolution of multiple Gaussians cannot solve this problem completely, since each
Gaussian is symmetric. A reasonable solution of this problem is achieved by using a
logarithmic Gaussian distribution, the Novosibirsk function [188]. However, as recent
performance studies have shown[189], the quality of fits with this function varied between
8-10% around the peak position, i.e. the error associated to the peak evaluation varied
significantly. Since this analysis requires to evaluate resolution effects with a higher
precision, the basic Novosibirsk function cannot be used. Instead a variation of the
Novosibirsk function is considered: the Bukin function [190]. It is defined as






















where x corresponds to the x-value of the distribution (e.g. jet response, dijet mass), Ap
is an overall normalization factor, xp is the peak position, σp is the Gaussian width of
the core (FWHM, ”full width at half maximum”, divided by 2.335), ξ is an asymmetry
parameter, and i ∈ {low, high} corresponds to the lower (left) or higher (right) tail of
the distribution, beginning at









If x < xlow, then ρi = ρlow is the size of the lower tail, and if x ≥ xhigh, then ρi = ρhigh is
the size of the higher tail. Unless otherwise noted, Equation 5.1 will be used for all fits
presented in this section and Chapter 6. When resolutions and mean values are quoted
in this context, these correspond to the σp and xp Bukin fit results.
5.4.2. Evaluation of EM+JES and GS calibrations
On top of the basic EM+JES calibration, the GSC is applied to all jets in the analysis
(Section 4.3.3). It applies sequential corrections to the reconstructed jet pT as a function
of the jet response dependence on different jet properties, and aims to reduce the jet
energy resolution, while keeping the jet energy scale unchanged. The impact of using
GS-calibrated b-tagged jets (”GSC b-jets”) for the reconstruction of H→ bb̄ candidates
is evaluated in signal events with respect to the EM+JES calibration of b-tagged jets
(”EM+JES b-jets”).
Figure 5.4a shows the reconstructed dijet invariant mass, pWT -inclusively, in the
combined 2-tag signal region of the 1-lepton channel using WH → `νbb̄ signal MC
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 Invariant Mass [GeV]b b→H 
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(b) pWT < 90 GeV
 Invariant Mass [GeV]b b→H 
































(c) pWT > 200 GeV
Figure 5.4.: Dijet-invariant-mass distributions for GSC and EM+JES calibrated b-jets from
a Higgs boson with mH = 125 GeV in the combined 2-tag signal region of the 1-
lepton channel (dijet-mass analysis selection). The distributions are pWT inclusive
in (a), with pWT < 90 GeV in (b), with p
W
T > 200 GeV in (c), and are each fitted
to the Bukin function: the obtained mass resolution and in parentheses σp/xp is
shown, respectively.
(Table 5.1). Two mass distributions are shown: one with the mass formed by GSC b-jets,
and another, superimposed, with the mass formed by EM+JES b-jets. Fits to both
distributions reveal that the GSC improves the mass resolution by about 7% with respect
to the EM+JES calibration. This is expected, as mentioned above. For each fit, the
ratio σp/xp in percentage is shown in parentheses in the figure. One finds the mean of
the GSC distribution shifted to a ∼ 1% lower mass. This relates to a scale shift between
EM+JES and GSC at higher jet pT, i.e. a difference in jet response, as further discussed
and corrected for in Section 5.4.4.
The different jet energy resolution effects at lower and higher jet pT translate directly
into the invariant dijet mass reconstruction. Figures 5.4b and 5.4c show the dijet mass
in two different phase space regions of the analysis: the former with pWT < 90 GeV and
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the latter with pWT > 200 GeV. In general, the dijet mass resolution improves as the
pVT increases. Comparing the low p
W
T bin with the high p
W
T bin, the resolutions of both
EM+JES and GSC distributions improve by about 25-26%. The GSC improves the
resolution with respect to the EM+JES calibration from ∼ 8.6% at low pWT to about
1.7% less at high pWT . The mean of the GSC distribution shifts, similarly to the inclusive




As discussed in Section 4.3.4, about 42% of jets originating from b-quark fragmentation
decay semileptonically. Thus, a non-negligible amount of their energy is carried by muons
 Invariant Mass [GeV]b b→H 























 = 8 TeV Pythia8 MCs
 vvbb→ZH(125 GeV) 
Region: 2 jets, 2 b-tags
VpT Inclusive
(a) 0-lepton channel
 Invariant Mass [GeV]b b→H 






















 = 8 TeV Pythia8 MCs
 lvbb→WH(125 GeV) 
Region: 2 jets, 2 b-tags
VpT Inclusive
(b) 1-lepton channel
 Invariant Mass [GeV]b b→H 






















 = 8 TeV Pythia8 MCs
 llbb→ZH(125 GeV) 
Region: 2 jets, 2 b-tags
VpT Inclusive
(c) 2-lepton channel







Figure 5.5.: Dijet-invariant-mass distributions of GS-calibrated H → bb̄ candidates before
and after the muon-in-jet correction in the combined 2-tag signal regions of the
0-lepton channel (a), 1-lepton channel (b), and the 2-lepton channel (c). The
dijet mass resolution improvements are summarized in (d).
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and neutrinos, which escapes from the calorimeters. The correction described in the
section focuses on muons, which are detected by the muon spectrometer and have a
trajectory passing through a b-tagged jet cone. If the muon has a pT > 4 GeV and
a ∆R(µ, b-jet) < 0.4, the four-vector of the muon is added to the four-vector of the
matched b-tagged signal jet after removing the energy deposited by the muon in the
calorimeter. If two such muons are found within a jet, the one with the smaller ∆R is
used.
This correction, denoted by muon-in-jet correction, is applied to all selected GSC
b-jets in all three channels of the analysis and results in an improvement of the dijet mass
resolution. Figure 5.5 shows the mass distributions, inclusive in pVT , before and after the
muon-in-jet correction in the combined 2-tag signal region of each analysis channel in
simulated V H events. The dijet mass resolution for the signal is in average improved by
∼ 12% after this correction and is ∼ 11%.
5.4.4. Jet momentum resolution correction
Besides muons from semileptonic b-jet decays, as addressed in the previous section,
accompanying neutrinos may carry a significant fraction of the jet energy. This results in






with ptruthT 3 µ/ν, (5.3)






with ptruthT 63 µ/ν, (5.4)
as a function of the reconstructed jet precoT . R
all corresponds to the energy scale calculated
with respect to jets formed using all stable particles, i.e. including µ/ν from semileptonic
decays. Rcalo, on the other hand, excludes µ/ν in the ptruthT calculation, and is typically
used for basic JES calibrations.
A multiplicative precoT -dependent correction, 〈ptruthT /precoT 〉 = 1/Rall, is derived to
account for biases in the jet response due to resolution effects, such as those mentioned
above. This correction, denoted by resolution correction, is determined for the precoT
spectrum of b-tagged jets from the decay of a Higgs boson withmH = 125 GeV in simulated











































Figure 5.6.: Resolution correction for EM+JES and GS-calibrated b-jets as a function of the
reconstructed jet precoT , derived from the pT spectrum of jets from the bb̄ decay
of a Higgs boson with mH = 125 GeV in simulated V H events.
V H events. It incorporates information about the interplay of the jet resolution and the
underlying signal pT spectrum, i.e. how the spectrum is affected by various resolution
effects.
The resolution correction is shown in Figure 5.6 for both EM+JES and GS-calibrated
b-tagged jets. Besides different resolution effects at low precoT , the correction addresses
also scale effects mostly at higher precoT . The scale shift, observed between EM+JES and
GSC b-jets, can be understood as the product of two separate scaling contributions. Let
these be denoted by e.g. α× β. Given a falling-off jet pT spectrum, it is more likely for
jets to migrate to higher than to lower pT. Thus the correction must contain a term
with α < 1. The all-particle scale is expected to be less than 1, since precoT misses a
fraction of the energy carried by neutrinos. The calorimeter response, which misses
muons and neutrinos in ptruthT , is for EM+JES calibrated jets expected to be larger than
1, while, by construction of the GSC (see Section 4.3.3), it is about 1 for GS-calibrated
jets. This is the main source of the scale differences between the two calibrations. Since
both calibrations are based on the calorimeter response, the correction must contain a
term with β > 1 to map to the all-particle scale. In case of the EM+JES response, the
scale contributions to the resolution correction, α× β, balance out to unity, while for the
GSC response a scale difference (magnitude of β) with respect to the EM+JES response
remains. This scale shift turns out to be about 2-3% at higher precoT .
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Figure 5.7.: Dijet-invariant-mass distributions of GS-calibrated, muon-in-jet-corrected H →
bb̄ candidates before and after the resolution correction in the combined 2-tag
signal regions of the 0-lepton channel (a), 1-lepton channel (b), and the 2-lepton
channel (c). The dijet mass resolution improvements are summarized in (d).
This correction is applied only after the muon-in-jet correction. Figure 5.7 shows the
dijet mass distributions, inclusive in pVT , before and after the resolution correction in the
combined 2-tag signal region of each analysis channel in simulated V H events. The dijet
mass resolution for the signal is in average improved by ∼ 2% after this correction and is
∼ 10%.
5.4.5. Energy calibration summary
The total dijet mass resolution improvements after applying the muon-in-jet correction
and the resolution correction are shown for each channel of the dijet-mass analysis in
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Figure 5.8.: Dijet-invariant-mass distributions of GS-calibrated H → bb̄ candidates before
and after the muon-in-jet correction with subsequent resolution correction in
the combined 2-tag signal regions of the 0-lepton channel (a), 1-lepton channel
(b), and the 2-lepton channel (c). The dijet mass resolution improvements are
summarized in (d).
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Figure 5.9.: Dijet-invariant-mass distributions as in Figure 5.8c, but for the 2-lepton MVA
selection, using jets after the GSC (solid), after adding muons inside jets (dotted),
and after correcting resolution effects (dash-dotted).
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Figure 5.8. For comparison, the results are also shown for the 2-lepton MVA event
selection in Figure 5.9.
In both cases, the mass resolution for the signal is improved by about 14% after both
corrections and is about 10%.
5.5. Background composition
In this section, the composition and modelling of backgrounds in each channel of both
the dijet-mass analysis and the MVA are reviewed. The likelihood fit, described in
Section 5.7, is used to extract the normalisations of the various backgrounds and to
adjust their shapes within the constraints from systematic uncertainties discussed in
Section 5.6. The inputs to this fit are estimated from data for the MJ background and
are taken from simulation for the other backgrounds. In case of the V+jets4 and tt̄
backgrounds, dedicated corrections are applied before the fit, as explained below, and
their normalisations are left free to float in the fit. All distributions presented in this
section, are based on the background normalisations and shapes extracted from the fit.
Corrections. As mentioned before, the categorization of the analysis in bins of pVT
plays a crucial role in the search for H→ bb̄, since the sensitivity increases as a function
of pVT (i.e. the higher bins provide most sensitivity). Therefore, an accurate modelling
of its distribution is vital. Studies of the V+jets backgrounds in the 0-tag regions have
revealed a significant mismodelling of the pVT distribution, which was found to be strongly
correlated with the mismodelling of the ∆φ(jet1, jet2) distribution [191]. A reweighting
of the latter distribution, derived via fitting a parameterised function to the data-MC
ratio (see Figure 5.10a), considerably improves the modelling of the pVT distribution
(see Figures 5.10c and 5.10d), but also of other distributions, such as the dijet mass.
The ∆φ(jet1, jet2) reweighting is derived independently for both W+jets and Z+jets
backgrounds, and is applied in all regions of all analysis channels, based on the different
flavour compositions5. In tt̄-dominated regions, a mismodelling of the pVT variable has
also been observed. As mentioned in Section 5.2, tt̄ production is simulated with the
powheg generator interfaced to pythia. Since it was found that the top quark pT
4In the following, Z+hf denotes V + bb, V + bc, V + bl, and V + cc.
5In case of W+jets, the reweighting is only applied to W + l and W + cl. In case of Z+jets, the
reweighting is only applied to Z + l, but a dedicated pZT reweighting is used for Z + c and Z + b.
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Figure 5.10.: The ∆φ(jet1, jet2) and p
W
T distributions in the 2-jet 2-tag control region of
the 1-muon sub-channel using the MVA selection (a/c) before and (b/d) after
∆φ(jet1, jet2) reweighting, which is derived from the data-MC ratio in (a) [8].
spectrum in tt̄ events predicted by powheg [192] is too hard compared to the data, a
corresponding generator-level correction is applied to all tt̄ samples used in the analysis.
Dijet-mass analysis. Significant variations of the background compositions between
the different categories (pVT intervals, jet multiplicity, b-tagging) of the three analysis
channels are observed. In general, the ratio of signal events (S) over background events
(B) is enhanced in 2-jet events with medium and tight b-tagging (MM, TT) and is
strongly reduced in 3-jet events with loose b-tagging (LL). Figures 5.11a to 5.11c shows
representative dijet mass distributions for each analysis channel in the 2-jet MM+TT
categories with pVT > 120 GeV. In case of the 0-lepton channel, the main backgrounds
arise from V+hf (mainly bb dijets) and tt̄ production. In case of the 1-lepton channel,
tt̄ production is the largest source of background and is supplemented with significant
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Figure 5.11.: The dijet-mass distributions with MM and TT b-tagging and pVT > 120 GeV for
the 2-jet signal regions of each analysis channel [8].
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Figure 5.12.: The BDTV H distributions with MM and TT b-tagging and p
V
T > 120 GeV for
the 2-jet signal regions of each analysis channel [8].
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(c) 2-lepton channel
Figure 5.13.: The MV1c output distributions for the 1-tag control regions in the 2-jet cate-
gory [8].
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contributions from single top, multijet and W+hf (mainly bb dijets) productions. In case
of the 2-lepton channel, Z+hf (mainly bb dijets) is clearly the dominant background and
receives significant contributions from tt̄ and diboson productions.
MVA. The final discriminants of the MVA are the BDTV H output values, which for
the signal are expected to be larger than for the backgrounds. These values range from
−1 to +1. Figures 5.12a to 5.12c shows representative BDTV H distributions for each
analysis channel in the 2-jet MM+TT categories with pVT > 120 GeV. At high values, the
background composition is similar to the observations in the dijet-mass analysis discussed
above. The dominant contributions arise from V+hf (mainly bb dijets) and tt̄ production.
Since the MVA has a looser constraint on the ∆R(jet1, jet2) (see Table 5.2) than the
dijet-mass analysis, the tt̄ contamination is larger. At low values, one finds backgrounds
accumulating, which contain mainly light-quark jets and to a lesser extent, c-quark
jets. Besides these distributions, the likelihood fit (Section 5.7) uses also the output
weight of the MV 1c algorithm (Section 4.3.4) in the 1-tag category (Section 5.3). The
corresponding distributions, i.e. for the different b-tagging operating points (Table 4.3),
in 2-jet events with pVT > 120 GeV are shown for each analysis channel in Figures 5.13a
to 5.13c. One can see that especially the V+jets backgrounds with mainly light-quark
and c-quark jets can be constrained with these distributions in the likelihood fit.
Further distributions can be found in the Appendix A.
5.6. Systematic uncertainties
This analysis is affected by a number of different systematic uncertainties, both experi-
mental and theoretical. In this section, the different sources of these uncertainties, which
are taken into account by the likelihood fit (Section 5.7), are summarized below. For a
more detailed review, the reader is referred to [8, 143,152].
Experimental uncertainties. These uncertainties affect the trigger selection, and
the physics object reconstruction, identification, energy/momentum calibration and final
resolution. Many of these have a small impact on the discriminants of the analysis. For
instance, for electrons and muons, these are typically less than 1%. In terms of the jet
energy scale (JES), relative uncertainties of about 3% to 1% are assigned to jets with
pT∼ 20 GeV to 1 TeV, respectively. The different b-jet energy calibrations and corrections
to improve the dijet mass resolution are accounted for with uncertainties of the order
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Signal
Cross section (scale) 1% (qq̄), 50% (gg)
Cross section (PDF) 2.4% (qq̄), 17% (gg)
Branching ratio 3.3 %
Acceptance (scale) 1.5%–3.3%
3-jet acceptance (scale) 3.3%–4.2%
pVT shape (scale) S
Acceptance (PDF) 2%–5%
pVT shape (NLO EW correction) S
Acceptance (parton shower) 8%–13%
Z+jets
Z + l normalisation, 3/2-jet ratio 5%
Z + cl 3/2-jet ratio 26%




T , mbb̄ S
W+jets
W + l normalisation, 3/2-jet ratio 10%
W + cl, W+hf 3/2-jet ratio 10%
W + bl / W + bb ratio 35%
W + bc / W + bb, W + cc / W + bb ratio 12%
∆φ(jet1, jet2), p
V














Cross section and acceptance (scale) 3%–29%
Cross section and acceptance (PDF) 2%–4%
mbb̄ S
Multijet
0-, 2-lepton channels normalisation 100%
1-lepton channel normalisation 2%–60%
Template variations, reweighting S
Table 5.5.: Theoretical uncertainties on the V H signal and background modelling. An “S”
denotes when only a shape uncertainty is assessed [8].
The (W/Z)H→ bb̄ Analysis Strategy 138
1-2%. In terms of the jet energy resolution (JER), η-dependent relative uncertainties
ranging from 10-20% to 5% are assigned to jets with pT∼ 20 GeV to 1 TeV, respectively.
All JES uncertainties are propagated to the EmissT calculation. The contributions from
lepton-related uncertainties are rather small. The energy calibration and associated
resolution of energy clusters in the calorimeter, which are not associated to any other
physics object, are taken into account with an uncertainty of 8% and 2.5%, respectively.
Further uncertainties are related to the flavour-tagging efficiency of jets (e.g. MC-to-data
scale factor uncertainties ranging from 2-8%) and to the measurement of the integrated
luminosity (2.8%) and the average number of interactions per bunch crossing (4%).
Theoretical uncertainties. There are mainly two categories of theoretical uncer-
tainties, those affecting the V H signal modelling, and those affecting the background
modelling. For instance, the former category includes an uncertainty on the cross-sections,
which are used to normalize the qq̄ → WH, qq̄ → ZH, and gg → ZH MC signal samples.
The latter category includes, for instance, uncertainties on the used normalisations,
cross-sections, and ratios between 3-jet and 2-jet regions of the analysis. These are
summarized in Table 5.5. Their ranking, i.e. their importance in the analysis, is shown
in Figure 5.14.
5.7. Statistical procedure
In this section, the statistical procedure to extract the signal strength for V H(bb̄)
production from data is described. The corresponding results using the full LHC Run-1
dataset are presented in Chapter 7.
The procedure is based on a binned likelihood function, L(µ,θ), which is constructed
as the product of Poisson-probability terms over the bins of input distributions, and is
defined as:
L(µ,θ) = Pois(n|µS(θ) +B(θ))
[ ∏
b ∈ bins






where Pois( · ) are Poisson distributions with n,m for the number of events. It is a
function of the signal strength parameter, µ, that multiplies the expected Standard
Model Higgs boson production cross-section, i.e. the expected signal yield Y (θ)sig, in
each input bin (b). Since the signal samples are normalized to this cross-section, any
deviation from the measured µ value implies a deviation from the Standard Model. The
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background content in each bin is denoted by Y (θ)bkg. The expected (total) signal
(S) and background (B) yields are functions of nuisance parameters (NPs), θ, which
represent their dependence on the systematic uncertainties described in Section 5.6 and
are constrained by Gaussian or log-normal probability density functions. Furthermore,
an additional “penalty term”, Pois(m|BCR), is added and serves as a prior to a given NP
θ. If θ shifts away from its nominal value of zero, it is decreased by its prior. This term
is introduced to emphasise the fact that a NP has been measured in a different dataset
(m), where CR refers to a control region (see below).
A test statistic qµ is then built from the profile likelihood ratio Λµ, defined as




where the µ̂ and θ̂ parameters maximise the likelihood within 0 ≤ µ̂ ≤ µ, and ˆ̂θµ are
NPs that maximise the likelihood for a given µ. The qµ statistic can then be used to
measure the background-only hypothesis with the observed data, q0 = −2 ln Λ0, and to
derive exclusion intervals based on the CLs method [193,194].
The input distributions to this test statistics have been already discussed in the
previous sections are are summarized in Table 5.6 and discussed here. The inputs to the
fit in the dijet-mass analysis comprise:
• 81 2-tag signal regions, i.e. mbb̄ distributions in 0/1/2 lepton channels, up to 5 pVT
bins, 2/3-jet and LL/MM/TT categories;
Dijet-mass analysis MVA
Channel 0-lepton 1-lepton 2-lepton 0-lepton 1-lepton 2-lepton









Table 5.6.: The different input distributions entering the likelihood fit in the dijet-mass
analysis and the MVA. (∗) In the low pVT interval of the 0-lepton channel, the
MVA uses the mbb̄ distributions in the LL, MM and TT 2-tag categories as well
as the MV 1c distribution in the 1-tag category [8].
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• 11 1-tag control regions, i.e. MV 1c distributions combined in pVT < 120 GeV and
pVT > 120 GeV.
The inputs to the fit in the MVA comprise:
• 24 2-tag signal regions, i.e. BDTV H distributions in 0/1/2 lepton channels, up to 2
pVT bins, 2/3-jet and LL/MM/TT categories. In the 0-lepton and 1-lepton channels,
MM and TT categories are merged. In the 2-jet region with pVT = 100− 120 GeV
of the 0-lepton channel, the mbb̄ distributions are used in addition to the BDTV H
discriminants;
• 14 1-tag control regions, i.e. MV 1c distributions in both MVA pVT regions, and in
the 2-jet region with pVT = 100− 120 GeV of the 0-lepton channel.




b-jet tagging efficiency 4
Jet energy scale 1
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Figure 5.14.: The ranking of the systematic uncertainties in the MVA analysis, ordered by
their decreasing impact on µ̂ [8].
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In total, the dijet-mass analysis has 584 mbb̄ / MV 1c input bins in 92 regions, and the
MVA has 251 BDTV H / MV 1c input bins in 38 regions.
The impact of the various systematic uncertainties on µ̂ in the 8 TeV MVA analysis
is summarized in Figure 5.14. The NPs are ranked in decreasing order of their impact.
Concerning the jet energy calibrations presented in this thesis, one should note that the
jet energy resolution NP is among the top 10 of this ranking.
Besides the main fit to extract the signal strength for V H(bb̄) production, the analysis
procedure is validated using a very similar final-state signature: the diboson production
V Z with Z → bb̄, which has a cross-section about five times larger than the production of
a Standard Model Higgs boson with mH = 125 GeV. The results of this fit are discussed
in Chapter 7.
5.8. Summary
In this chapter, the ATLAS LHC Run-1 analysis strategy for the search of a Standard
Model Higgs boson H→ bb̄ resonance produced in associated with a W or Z boson has
been presented. This included a careful choice of MC samples to model the different
signal and background processes and a high-quality physics object (based on Chapter 4)
and event selections, which were optimized based on the number of leptons, in bins of
pVT , the jet multiplicity, and different b-tagging categories. Furthermore, a set of different
jet energy calibrations of H→ bb̄ candidates have been derived and improved the dijet
mass resolution in the signal significantly. The different background contributions in each
channel and the systematic uncertainties affecting this analysis were reviewed. Finally,
an overview of the statistical fitting procedure was discussed. The results of this strategy




Due to the imperfect nature of particle detectors, i.e. their finite segmentation, material
impurities, and technological readout limitations, each and every recorded event contains
a variation of reconstruction effects, meaning the relative contributions of these effects
may vary on an event-by-event basis. Furthermore, significant contributions arise also
from initial and final state radiation effects. As a result, these different reconstruction
effects may decrease the H → bb̄ resonance resolution significantly, while comparably
decreasing the probability of observing this signal decay over the background.
The reconstruction performance of ATLAS has been already discussed in Chapters 3
and 4, and several techniques to improve the dijet invariant mass resolution in the 2-tag
signal region of the V H(bb̄) analysis were presented in Section 5.4. One powerful and
well-established technique to improve the resonance resolution and to possibly increase
the sensitivity of this search is to utilize an event-level Kinematic Likelihood Fit (KF),
which exploits the full kinematic potential of any given event topology within the detector
uncertainty of its reconstructed signatures.
This chapter presents a kinematic likelihood fit targeting the event topology of the
ZH → ``bb̄ process. It is applied after the full event selection (Section 5.3) and muon-in-
jet corrections in the 2-lepton 2-tag signal regions of both the dijet-mass analysis and
the MVA. In Section 6.1, the basic concept or methodology for a KF in this channel
is discussed, followed by Section 6.2, with the introduction of the derived event-level
likelihood model. The inputs to this model are physics object resolutions and are reviewed
in Section 6.3. The corresponding KF software framework, implementing the likelihood
142
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model and all inputs, is described in Section 6.4. Finally, the performance of the KF is
evaluated in Section 6.5.
A kinematic likelihood fit may also provide improvements, albeit smaller, in the other
decay channels, WH → `νbb̄ and ZH → νν̄bb̄. However, these KFs are left for future
versions of this analysis.
6.1. Methodology
The analysis of the ZH → ``bb̄ process has the beneficial feature that the expected or
true signal event topology is fully reconstructed and balanced in the transverse plane. At
the Monte Carlo truth level of this process, the EmissT should only arise from the inherent
transverse momentum of the colliding partons and from semileptonic b-jet decays. The
former determines the resolution to which the transverse energy of any given event can be
balanced. Therefore, one can vary the energies of the reconstructed particles to constrain
the event to a balanced configuration within the respective resolutions. Electrons and
muons from the Z boson decay have a significantly better energy resolution than the
b-jets from the Higgs boson, therefore, the jet energies are essentially balanced against
nearly static lepton objects. This is illustrated in Figure 6.1. Therefore, one can improve
the measurement of the jet kinematics by maximizing an event-level likelihood, built
from the expected V H(bb̄) signal topology, but without considering the expected mass of
the dijet system, i.e. the Higgs boson mass.
Figure 6.1.: Illustration of the event-level simultaneous parameter set {E, η, φ, ..} variation
(arrows) within each parameter’s uncertainty (arrow magnitude) of the Z(``)H(bb̄)
system.
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The event-level likelihood estimation is based on the method of maximum likelihood.
This means that the probability density of observing a measurement yobsi (e.g. the
reconstructed b-jet momentum from a Higgs boson candidate) given a corresponding
prediction ypredi of an underlying hypothesis or likelihood model is maximized within the
constraints associated to yi in a given event. This likelihood model (Section 6.2) is based
on the expected Z(``)H(bb̄) kinematics and topology and is derived from Monte Carlo
simulations. It comprises a set of characteristic probability density functions (PDFs),
f(yobsi |ypredi ), associated to the ``bb̄ system and each object. These are then combined in
a likelihood function,
L(yobs1 , ..., yobsN |ypred1 , ..., ypredN ) =
N∏
i
f(yobsi |ypredi ), (6.1)
from which a test statistic is built, using the corresponding log-likelihood −2ln L1, which
can then be minimized by simultaneous variation of the likelihood model parameters
using numerical minimization techniques.
6.2. Likelihood model
A model has been constructed in which the reconstructed ``bb̄ system is constrained to
be balanced in the transverse plane. This model is optimized for the 2-jet 2-tag signal
region2 of the 2-lepton analysis, i.e. the event contains 2 jets, from which both are at
least loosely b-tagged. Although most of the sensitivity in the 2-lepton channel arises
from this region, the model considers also events with 3 jets, from which only two are
at least loosely b-tagged. This region contains more contributions from hard final and
initial state radiation.
The likelihood model uses fundamental input parameters (Section 6.2.1), which
characterize the event kinematics and topology of the ZH final-state signatures, and
employs fundamental constraints (Section 6.2.2) to bound the variation of the parameters.
The term “fundamental” refers to the fact that only basic properties of the signatures’
four-vectors and their combination are considered. This choice is motivated to obtain
a baseline of a KF, which can be easily integrated in the overall V H(bb̄) analysis. As
1The “minus” sign and the factor “2” are purely conventional and are used for numerical minimization
purposes.
2See Section 5.3 for naming conventions.
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studies have shown, variations of this likelihood model do not significantly improve
the performance of the KF. Some of these studies will be discussed in the context of
Section 6.5.
6.2.1. Fit parameters and constraints
The inputs of the likelihood model are comprised by 14 fit parameters:
• the energies of two electrons (E) or inverse transverse momenta of two muons
(1/pT) from the selected Z boson candidate, denoted respectively by the symbol
Ω` = {E, 1/pT},
• the transverse momenta of two b-tagged jets from the selected H→ bb̄ candidate,
• the pseudorapidities (ηi) and azimuthal angles (φi) of the two selected electrons or
muons (i = {`1, `2}) and the two selected b-tagged jets (i = {j1, j2}),
• the transverse momentum of the ``bb̄ system, evaluated with the sum of all lepton
and jet momenta in the x- and y- direction, denoted by
∑
p``bb̄x,y ,
• the reconstructed dilepton mass m``,






formed by the two selected electrons or muons from the Z boson candidate.
The variation of these parameters are bound by 4 fit constraints:




with k = const.,
around a pole mass (MZ = 91.1876 GeV) and width (ΓZ = 2.4952 GeV) of the Z
boson,
• the∑ p``bb̄x,y is constrained to be zero with a nominal width of ∼ 9 GeV, as determined
from ZH simulated events,
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• the jet transverse momenta are constrained by dedicated asymmetric transfer
functions (TF), relating the true jet transverse momenta to their reconstructed
values (Section 6.3.2),
• all other jet and lepton parameters are assumed to follow Gaussian distributions
(G), i.e. the PDFs are defined as











with the corresponding object resolutions σyi , as discussed in Section 6.3.
Furthermore, similar to the resolution correction in the 0-lepton and 1-lepton channels
(Section 5.4.4), an in-situ correction is applied via introducing a prior built from the
expected true jet pT spectrum in ZH simulated events (Section 6.3.2).
6.2.2. Event-level Likelihood Function










































































where (6.3) and (6.4) are the energy/momentum PDFs, (6.5) are the angular PDFs,
(6.6) is the constraining
∑
p``bb̄x,y PDF, and (6.7) is the Z boson Breit-Wigner PDF. The
indices (i) refer to either ` = {e1, e2} (electrons) or ` = {µ1, µ2} (muons), j = {j1, j2}
(jets), and {x, y} (x- and y-directions). The integrated LTF likelihood corresponds to
the jet transfer functions, which are derived as a function of the reconstructed jet pT
and η for both semileptonic (µlep ≡ 1) and non-semileptonic (µlep ≡ 0) b-jet decays, i.e.
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with or without reconstructed muon within the jet (see Section 5.4.3). The integrated
Ltruth likelihood corresponds to the in-situ resolution corrections, which are derived as a
function of the reconstructed jet pT, the dilepton p
``
T and the jet η for both semileptonic
and non-semileptonic b-jet decays. Both LTF and Ltruth are discussed in Section 6.3.2.
Finally, Equation 6.2 is used to build a test statistic,
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where all constant terms are discarded, since only the minimum is of interest. This
statistic is then used to minimize and balance the reconstructed ``bb̄ system on an
event-by-event basis.
6.3. Fit resolutions
The parameter variation in the kinematic likelihood fit is performed within the boundaries
of the associated physics object resolutions. These fit input distributions are summarized
this section.
6.3.1. Electrons and muons
The electron/muon energy/momentum resolution and scale has already been discussed
in Section 4.2.2. The electron energy resolution is obtained for a given reconstructed
energy cluster and a particular η region from e.g. Figure 4.7 (similar for other η bins).
Figure 6.2a shows the inclusive distribution of the electron energy resolution, with and
without the effective constant term (Equation 4.4, Figure 4.6) applied, in the 2-tag signal
region using simulated Z(ee)H events. Similarly, the muon momentum resolution is
obtained for a given muon pT and a particular η region from e.g. Figure 4.8. Figure 6.2b
shows the inclusive distribution of the muon momentum resolution (q/p), with and
without the resolution scale factors from Figure 4.9 applied, in the 2-tag signal region
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Electron energy resolution [GeV]
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Figure 6.2.: Inclusive distributions of (a) the electron energy resolution, with and without
the effective constant term (CT) applied, and of (b) muon momentum resolution,
with and without resolution scale factors applied.
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Figure 6.3.: Inclusive distributions of the ηtruth/ηreco and φtruth/φreco ratios for electrons (a,b)
and muons (c,d).
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using simulated Z(µµ)H events. Figure 6.3 compares the angular properties of the
reconstructed electron or muon to the true electron or muon from the Z boson decay
associated with the Higgs boson decay in ZH simulated events. The pseudorapidity
ratio ηtruth/ηreco and azimuthal-angle ratio φtruth/φreco are shown for both electrons and
muons, and exhibit a significantly smaller standard deviation when compared to the
corresponding distributions for jets, as shown in Figure 6.4. This suggests that the lepton
η and φ parameters in Equation 6.8 may be considered as nearly static parameters with
respect to those from jets, i.e. very small improvements in the post-fit dijet invariant
mass resolution may be gained from including the η or φ parameters of the leptons in
the likelihood maximization. Dedicated KF studies, with and without these parameters,
have confirmed this. Furthermore, when four degrees of freedom are removed from the
likelihood with these parameters, the computation performance increases substantially.
6.3.2. Jets
Similarly, the angular properties of the reconstructed b-tagged jets are compared to
the true b-jets from the H→ bb̄ decay in ZH simulated events. Figure 6.4 shows the
ηtruth/ηreco and φtruth/φreco ratios in the 2-tag regions. The former distribution has a
larger standard deviation than the latter distribution, and, as already mentioned, both
distributions are significantly wider than those of leptons. Further angular properties are
discussed in the context of Section 6.5. In the remainder of this section, the corresponding
PDFs of LTF and Ltruth in Equation 6.2 are derived and discussed.
recoη / truthηJet 
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Figure 6.4.: Inclusive distributions of the ηtruth/ηreco (a) and φtruth/φreco (b) ratios for selected
b-jets .
Event-level Kinematic Likelihood Fitting 150
Transfer functions for b-tagged jets
Unlike for electrons and muons, the pT resolution of jets cannot be assumed to be
Gaussian-distributed, given the asymmetric tails observed in the jet response. Instead,
dedicated jet transfer functions are derived, which relate the true jet ptruthT , including
muons and neutrinos from semileptonic decays, to their corresponding reconstructed jet




T as a function of p
reco
T . This is shown in Figure 6.5a
inclusively, after the muon-in-jet correction has been applied to both jets in the 2-jet
2-tag signal region. As expected, the core of the distribution is below one, given that a
fraction of the energy is carried by neutrinos and is not accounted for in precoT . Applicable
transfer functions can then be derived by dividing this distribution into bins of precoT and
by fitting each individual distribution, which can then be used as a PDF in LTF. As
Figure 6.5b shows, the functions become more and more narrow and with a mean closer
to one as the precoT rises. This can also be seen in Figure 6.6, which shows the σ of each
Bukin fit as a function of the centre of the fitted precoT bin.
In the kinematic likelihood fit, these transfer functions are then used as follows: a
precoT /p
fit




T ratio is maximal. Technically
speaking, the corresponding maximal y-value represents a ”likelihood value” and replaces
LTF in Equation 6.8.
One can further compare the shape of the transfer functions for semileptonic and
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 = 8 TeV Pythia8 MCs
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Region: 2 jets, 2 b-tags
Shaded region:
1+ not b-tagged jets
(b)
Figure 6.5.: Jet transfer functions, inclusive (a) and in bins of precoT (b). The shaded distribu-
tion in (b) corresponds to non-b-tagged jets from Figure 6.8 and is only shown
for comparison.
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2 jets, 2 b-tags
Figure 6.6.: The σ of the fitted transfer functions in Figure 6.5b as a function of the corre-
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Figure 6.7.: Jet transfer functions, inclusive in precoT , for both semileptonic and non-
semileptonic b-jet decays in the 2-jet 2-tag signal region (a). The difference
between the two functions is shown in (b) in terms of the scale factors from the





















1+ not b-tagged jets
 = 8 TeV Pythia8 MCs
 llbb→ZH(125 GeV) 
Region: 3+ jets, 2 b-tags
Shaded region: 2 b-tagged jets
Figure 6.8.: Jet transfer function, inclusive in precoT , for non-b-tagged jets in events with at
least three jets, two of them b-tagged. For comparison, the shaded distribution
corresponds to the two b-tagged jets.
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distribution is found with a lower mean below one and a width of about 20% larger than
the non-semileptonic distribution. These differences can also be expressed in terms of a
scaling factor (SF), transforming a semileptonic jet probability into a non-semileptonic
jet probability as a function of precoT /p
truth
T . This is shown in Figure 6.7b.
The distribution in Figure 6.8, which is also shown for comparison in the shaded
region of Figure 6.5b, corresponds to the transfer function for non-b-tagged jets in events
with at least three jets, where exactly two of them are b-tagged. As one can see, it has
a long high tail with a mean larger than one, i.e. the precoT is mostly larger than the
predicted ptruthT . In comparison, the shaded distribution in this figure corresponds to the
two b-tagged jets in the event and, as in the 2-jet 2-tag case, it has a more narrow shape
with a mean below one.
In-situ resolution correction for b-tagged jets
Similar to the resolution correction discussed in Section 5.4.4, an in-situ correction is
integrated in the kinematic likelihood as a prior built from the truth jet ptruthT spectrum
as a function of the reconstructed Z boson transverse momentum, p``T . The resulting
distributions are fitted and used as PDFs in Ltruth. As Figure 6.9 shows, the functions
become broader at higher p``T with longer tails at higher p
truth
T . In the kinematic likelihood
fit, these functions are used as follows: a pfitT value is chosen for a given p
``


























 < 90 GeV
T
Z p
 < 120 GeV
T
90 GeV < Z p
 < 160 GeV
T
120 GeV < Z p
 < 200 GeV
T
160 GeV < Z p
 > 200 GeV
T
Z p
 = 8 TeV Pythia8 MCs
 llbb→ZH(125 GeV) 
Region: 2 jets, 2 b-tags
Shaded region: 1+ not b-tagged jets
Figure 6.9.: In-situ resolution correction, in the form of a prior, built from the expected ptruthT
spectrum as a function of the reconstructed Z boson transverse momentum. The
shaded distribution corresponds to non-b-tagged jets from Figure 6.11 and is
only shown for comparison.
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Figure 6.10.: In-situ resolution correction, inclusive in p``T , for both semileptonic and non-
semileptonic b-jet decays in the 2-jet 2-tag signal region (a). The difference
between the two functions is shown in (b) in terms of the scale factors from the
























1+ not b-tagged jets
 = 8 TeV Pythia8 MCs
 llbb→ZH(125 GeV) 
Region: 3+ jets, 2 b-tags
Shaded region: 2 b-tagged jets
Figure 6.11.: In-situ resolution correction, inclusive in p``T , for non-b-tagged jets in events
with at least three jets, two of them b-tagged. For comparison, the shaded
distribution corresponds to the two b-tagged jets.
at this value the ptruthT is maximal. Technically speaking, as for the transfer functions
discussed above, the corresponding maximal y-value represents a ”likelihood value” and
replaces Ltruth in Equation 6.8. As for the transfer functions, the semileptonic and non-
semileptonic differences are evaluated in Figure 6.10. The semileptonic distribution has
a width of about 7% larger than the non-semileptonic distribution. For comparison, the
inclusive ptruthT distribution for non-b-tagged jets, in events with at least three jets, from
which two are b-tagged, is shown in Figure 6.11 and in the shaded region of Figure 6.9.
It peaks sharply at low ptruthT .
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(a) (b)
Figure 6.12.: Illustration of the interference of two different PDFs used in the kinematic
likelihood fit as a result of jet resolution/scale effects. The PDFs are the jet
transfer functions (a) and the in-situ resolution correction (b). The large black
dots represent reconstructed jets at the indicated region of the spectrum. In
(a), the black line refers to unity, the red line refers to the maximum of the
distribution, and the blue line refers to the mean of the distribution (see text
for details).
PDF interference: jet resolution and scale
In Section 5.4, jet resolution and scale effects were already discussed in the context of the
global sequential calibration. Furthermore, a resolution correction was derived by taking
the mean of precoT /p
truth
T in bins of p
reco
T . As we’ve seen in Figure 5.6, there is a scale shift,
which can be corrected, on average, using this method. In the kinematic likelihood fit,
this information is embedded slightly differently: the scale correction is in the mean of
the jet transfer functions, i.e. the mean is not at one. This is illustrated in Figure 6.12a
and can introduce an interference with the in-situ resolution correction, i.e. the ptruthT
PDF (Figure 6.12b). One can imagine two different scenarios:
1. A given jet is found on the left-hand side of the ptruthT spectrum. Both PDFs tend
to pull the jet pT in the same direction, meaning the p
truth
T PDF increases the jet pT
as well as the precoT /p
truth









2. A given jet is found on the right-hand side of the ptruthT spectrum. The PDFs tend
to pull the jet pT in opposite directions, meaning the p
truth
T PDF pulls the jet pT to
lower values, while the precoT /p
truth
T PDF still tends to increase the jet pT. This is
due to the scale offset from one.
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Region: Signal LL+MM+TT
VpT Inclusive
Figure 6.13.: The fitted distribution of the true
∑
p``bb̄x,y , obtained from Monte Carlo simula-
tions.
Due to many other constraints in the model, the impact of such a PDF interference is
rather small. Nevertheless, it can be completely eliminated by applying a scale correction
before the KF, and by sampling the precoT /p
truth
T PDF with the corresponding offset. This






The likelihood model uses a fixed value for the resolution of the
∑
p``bb̄x,y constraint. This
resolution is derived from the true ZH system in simulated signal events. The result is
shown in Figure 6.13 and yields a resolution of about 11 GeV. A previous estimate (at an
earlier stage of the V H analysis) was obtained with a resolution of 9 GeV. At this point
in time, the analysis has been frozen, i.e. no more changes were possible. Therefore, the
9 GeV has been used as the nominal value. In Section 6.5, the impact of this choice is
quantified.
6.4. Kinematic fitting framework
A kinematic likelihood fitting software package has been developed (written in C++) for
a flexible integration with any kind of data analysis framework. The basic concept is
illustrated in Figure 6.14. The kinematic likelihood fitter is integrated within the event
loop of a given analysis framework. After all object calibrations and event selections, the















































Figure 6.14.: Illustration of the kinematic likelihood fitting software package and its integra-
tion in an analysis framework.
reconstructed four-vectors of each considered physics object in the event are passed via
an user interface to the kinematic likelihood fitter. All objects are received by the fit
manager, which supervises all in- and output operations as well as all internal processes.
The fit processor receives from the fit manager all reconstructed objects and performs
the actual minimization of the test statistic using numerical methods implemented in
Minuit [195]. The post-fit four-vectors are then return to the analysis framework for
further processing.
In the context of the V H analysis, this software package has been integrated in a
number of Higgs boson analysis frameworks. In case of the dijet-mass analysis, the output
of the kinematic likelihood fit serves as a direct input to the global profile likelihood fit
(Section 5.7). In case of the MVA, the kinematic likelihood fit output is used as an input
to the BDTs.
6.5. Results
The event-level kinematic likelihood fit, as introduced in the previous sections, has been
used to balance the ZH → ``bb̄ system in ZH simulated events for a Higgs boson mass
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(c) dilepton invariant mass
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Figure 6.15.: Pre-fit and post-fit distributions of the dijet invariant mass (a), the
∑
p``bb̄x
constraint (b), the dilepton invariant mass (c), and the likelihood output (d).
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Figure 6.16.: Dijet-invariant-mass distributions for the 2-lepton MVA selection, showing the
total resolution improvement from the kinematic likelihood fit together with
the muon-in-jet correction with respect to the global sequential calibration.
Event-level Kinematic Likelihood Fitting 158
hypothesis of mH = 125 GeV. As shown in Figure 6.15a, the KF achieves an improvement
of the dijet invariant mass resolution of about 23% with respect to the resolution after
the muon-in-jet correction. The
∑
p``bb̄x distribution, before and after the KF, is shown
in Figure 6.15b. As expected, the post-fit distribution is more narrow. The reconstructed
dilepton system is constrained to follow a Breit-Wigner distribution and is shown in
Figure 6.15c, with the peak near the expected Z boson pole mass. The raw value of
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Figure 6.17.: The dependence of the post-fit dijet mass resolution σ(mbb̄) and its improvement
for different values of
∑
p``bb̄x,y , as used in Equation 6.8 by the kinematic likelihood
fit. The σref(mbb̄) represents the resolution for the nominal value of
∑
p``bb̄x,y =
9 GeV and is highlighted with a yellow line. The (a) post-fit σ(mbb̄), (b) relative
σ(mbb̄) improvement and (d)
∑
p``bb̄x,y variation are shown as a function of the
post-fit σ(mbb̄) ratio with σ
ref(mbb̄). The post-fit σ(mbb̄) is also shown as a
function of the
∑
p``bb̄x,y variation in (c). The red line in both (b) and (d) marks
the minimal improvement of the σ(mbb̄).
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Figure 6.16 summarizes the main achievement in the 2-lepton channel after the MVA
selection: the kinematic likelihood fit together with the muon-in-jet correction improve
the dijet mass resolution by 30% with respect to the global sequential calibration.
The main constraint employed by the likelihood model is
∑
p``bb̄x,y → 0. This constraint
is bound by a fixed resolution. As discussed further below, the choice of this resolution
has a direct impact on the performance of the kinematic fit, i.e. the final mass resolution
improvement. As previously explained, a nominal or reference value of 9 GeV is used. This
reference can be compared to a variation of different resolutions, σ(p``bb̄x,y ) (e.g. between
1 and 20 GeV, and their relative impact on σ(mbb̄). Figure 6.17 shows that there is no
improvement in the dijet mass resolution for σ(p``bb̄x,y ) ≤ 4 GeV. Above this value, the




































































































































Figure 6.18.: The correlation between the pre-fit and post-fit pT for different values of σ(p
``bb̄
x,y ),
as used in Equation 6.8 by the kinematic likelihood fit: (a) 1 GeV, (b) 5 GeV,
(c) nominal 9 GeV, and (d) 20 GeV. A linear function, shown in purple, is fitted
to the core of each distribution and is compared to a white reference line, which
is identical in all Figures.
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Figure 6.19.: Probability ratio of pfitT and p
reco
T for three different choices of σ(p
``bb̄
x,y ). The
coloured distributions below one highlight the relative difference of the area
covered by each distribution.
mass resolution degrades, if the system is constrained too hard. This could be due to
the fact that the imbalance of the ZH system can be caused by low pT objects, which
are not reconstructed and are not properly recovered by this method. In the following,
further effects associated with the choice of σ(p``bb̄x,y ) are discussed.
Figure 6.18 shows the post-fit jet pfitT as a function of the pre-fit jet p
reco
T as a function
of different σ(p``bb̄x,y ) choices, which have been used to derive p
fit
T . Generally, one can see
that the spread of jet momenta increases as σ(p``bb̄x,y ) decreases. In each case, the core of
the distribution can be fitted with a linear function with nearly the same slope. Mostly,
pfitT > p
reco
T in all four causes. However, in case of very small σ(p
``bb̄
x,y ), such as 1 GeV, jet
momenta are even pulled to significantly lower values than their reconstructed ones.
Figure 6.19 shows the ratio of probabilities associated to the pfitT and p
reco
T . As discussed
in Section 6.3.2 and shown in Figure 6.7, the pfitT is expected to have a higher probability
value than precoT . The probability ratio shows most contributions below one from the case
when σ(p``bb̄x,y ) = 1 GeV. At higher σ(p
``bb̄
x,y ), the p
fit
T probabilities are mostly larger and
above one. Further details can be found in Appendix B.
6.6. Summary
In this chapter, an event-level kinematic likelihood fit has been presented, targeting the
signal hypothesis of the ZH → ``bb̄ production process. A likelihood model has been
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constructed, based on a maximum likelihood technique, and optimized for the 2-jet 2-tag
signal region of the 2-lepton channel. The corresponding fit parameters and constraints
have been chosen accordingly. For b-tagged jets, dedicated transfer functions were derived
and evaluated also for semileptonic b-jet decays. An extensive software package was
developed, for which the basic integration and functionalities were described. The overall
improvement of the dijet invariant mass resolution in ZH simulated events is 23% for
the dijet-mass analysis and, including the muon-in-jet correction, in total 30% for the
nominal 2-lepton MVA analysis. The final impact of using the kinematic likelihood fit in
the V H(bb̄) analysis is evaluated in Section 7.
Chapter 7.
LHC Run-1 V H(bb̄) Analysis
Results
In this chapter, the final results of the search for a Higgs boson decaying into a bb̄ pair
in association with a leptonically decaying W or Z boson using the full LHC Run-1
dataset recorded by the ATLAS detector are presented. The results are based on an
optimized reconstruction of each physics object (Chapter 4), an optimized selection of
events in terms of kinematic and topological features (Section 5.3), an optimized b-jet
energy calibration of Higgs boson candidates (Section 5.4, Chapter 6), an optimized
modelling of backgrounds (Section 5.5) and a careful evaluation of systematic uncertainties
(Section 5.6), and an optimized fit model to extract the final signal strength (Section 5.7).
In Section 7.1, a significance test is shown to quantify the improvements from jet
energy calibrations. In Section 7.2, a validation of the analysis procedure using diboson
production is discussed, before in Section 7.3 the final Higgs boson results are presented.
7.1. Significance of jet energy calibrations
Dedicated jet energy calibrations are used in this analysis to improve the dijet mass
resolution of H→ bb̄ candidates. After the full event selection, a muon-in-jet correction
is applied to all selected GS-calibrated b-jets in all three analysis channels. In addition,
a momentum resolution correction is applied in the 0-lepton and 1-lepton channels, and
an event-level kinematic likelihood fit is applied in the 2-lepton channel. Besides the
dijet mass resolution improvement, these correction aim to also improve the sensitivity
of this search. In this section, the statistical significance Z, in terms of the dijet mass,
162
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is evaluated for each jet energy correction to quantify the improvement with respect
to the dijet mass before each jet energy correction. This evaluation is based on the
















(1 +O(S/B)) , (7.1)
with S for the signal hypothesis of a Higgs boson with mH = 125 GeV and B for the
corresponding backgrounds.
Table 7.1 summarizes the significance improvements from the different jet energy
calibrations in the combined 2-tag signal region of each analysis channel. The results
are presented in the signal-dominated region, where 100 < mbb̄ < 160 GeV, as well as
inclusive in mbb̄ in parentheses. The muon-in-jet correction improves the significance in
average by about 6.9% (4.3%), the resolution correction after the muon-in-jet correction
improves the significance in average by about 3% (0.5%), and in the 2-lepton channel,
the kinematic likelihood fit after the muon-in-jet correction improves the significance in





GSC 0.77 (0.81) 1.92 (2.06) 0.14 (0.16) 0.95 (1.01)
GSC+µ 0.83 (0.85) 2.07 (2.16) 0.16 (0.16) 1.02 (1.06)
∆ZGSC [%] 6.82 (4.17) 7.24 (4.78) 6.72 (4.08) 6.93 (4.34)
GSC+µ+ResoCorr 0.84 (0.85) 2.14 (2.17) 0.16 (0.17)∗ 1.05 (1.06)
∆ZGSC+µ [%] 1.42 (0.20) 3.17 (0.46) 4.36 (0.90)∗ 2.98 (0.52)
GSC+µ+KF – – 0.17 (0.18) 1.05 (1.07)∗∗
∆ZGSC+µ [%] – – 11.08 (7.29) 5.22 (2.65)∗∗
Improvement [%] 8.14 (4.36) 10.17 (5.22) 17.06 (11.07) 11.79 (6.88)
Table 7.1.: Significance improvements from jet energy calibrations in the (LL+MM+TT)-
combined 2-tag signal region of each analysis channel using Monte Carlo simulations
and a Higgs boson mass hypothesis of mH = 125 GeV. The significance Z is shown
for the signal-dominated region 100 < mbb̄ < 160 and inclusively in parentheses.
(∗) The resolution correction, ResoCorr, is only shown for performance comparison
in the 2-lepton channel. (∗∗) The average is calculated using the 0-lepton and
1-lepton channel after ResoCorr, and the 2-lepton channel after the kinematic
likelihood fit (KF).
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with respect to the dijet mass using the bare GS-calibrated b-jets is observed to be
about 8.1% (4.4%) in the 0-lepton channel, about 10.2% (5.2%) in the 1-lepton channel,
and about 17.1% (11.1%) in the 2-lepton channel. In average, these corrections yield a
significance improvement of 11.8% (6.9%).
7.2. Diboson observation
As mentioned in Section 5.7, the analysis procedure, i.e. the background estimate and
the global fit configuration, is validated using a known signal with a similar signature
to that of the V H(bb̄) production: the diboson production in the channels ZZ → νν̄bb̄,
WZ → `νbb̄, and ZZ → `+`−bb̄. The pT spectrum of their dijet system is softer and
the mbb̄ distribution peaks at lower values (∼ 90 GeV) than in the case of the Higgs
boson production. Since it has a ∼ 5 times larger cross section than V H production, the
observation of diboson production requires less data. For the purpose of this validation,
the event selection is kept the same. The V H processes are considered as backgrounds in

















































Ldt = 20.3 fb∫ = 8 TeV s
0+1+2 lep., 2+3 jets, 2 tags
Weighted by Higgs S/B
(a) 8 TeV
 [GeV]bbm





































 -1Ldt = 4.7 fb∫ = 7 TeV s
0+1+2 lep., 2+3 jets, 2 tags
Weighted by Higgs S/B
(b) 7 TeV
Figure 7.1.: The mbb̄ distribution observed in 8 TeV (a) and 7 TeV (b) data after subtracting
all backgrounds except for diboson production, as obtain with the dijet-mass
analysis. All contributions (lepton channels, pVT bins, jet multiplicity, combined
2-tag categories) are weighted by their corresponding ratios of the expected
Higgs boson signal to the fitted background. The V H contribution is shown as
expected for the Standard Model cross-section (µ = 1.0) [8].
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Figure 7.2.: The fitted diboson signal strength µV Z for the 7 and 8 TeV datasets and their
combination. The results are shown lepton-channel inclusively (a) and dataset-
inclusively (b). For the 8 TeV data, the MVA is used [8].
Model prediction for a Higgs boson with mH = 125 GeV, but with an uncertainty of
50% [152]. The WW production is also treated as a background and constrained within
its uncertainty.
Figure 7.1 shows the mbb̄ distribution measured in 7 and 8 TeV data after subtracting
all background events except for the diboson processes mentioned above. The V Z
production is clearly observed at the expected mass of the Z boson and the contribution
from the V H signal is also shown as expected for the Standard Model cross-section.
The diboson signal is found with an observed (expected) significance of 4.9σ (6.3σ).
The measured diboson signal strength µ̂V Z values are compared to the Standard Model
expectation of µV Z = 1, and for both 7 and 8 TeV data (Figure 7.2a) are found to be
8 TeV (MVA) : µ̂V Z = 0.77± 0.10(stat.)± 0.15(syst.)
8 TeV (dijet-mass analysis) : µ̂V Z = 0.79± 0.11(stat.)± 0.16(syst.)
7 TeV (dijet-mass analysis) : µ̂V Z = 0.50± 0.30(stat.)± 0.38(syst.)
7+8 TeV (with MVA for 8 TeV) : µ̂V Z = 0.74± 0.09(stat.)± 0.14(syst.),
and for each lepton channel, as shown in Figure 7.2b, consistent at the 85% level.
Furthermore, it should be noted that the diboson production has a relatively small
contribution as a background to the V H production. This can be seen in the most
significant bins of the BDTV H discriminant in Table 7.2.
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7.3. Final results
The profile likelihood fit, as described in Section 5.7, is performed to data with the Higgs
boson signal strength µ̂ floating. For the 8 TeV data, the fit inputs from the MVA are
used, since its expected sensitivity is higher than the dijet-mass analysis. For the 7 TeV
data, the fit inputs from the dijet-mass analysis are used.
The bins of the fit input distributions in all signal regions can be combined into
bins of log(S/B). The resulting event yields as a function of log(S/B) for data, fitted
background (B) and expected Higgs boson signal (S) with mH = 125 GeV are shown in
Figure 7.3 for both 7 and 8 TeV data. The corresponding number of events in each bin
of Figure 7.3a are shown in Table 7.2.
For seven different Higgs boson mass hypotheses ranging from mH = 110− 140 GeV,
upper limits on the cross-section times branching ratio for pp→ V H(bb̄) are derived at
the 95% confidence level (CL). The results are shown for all lepton channels and 7/8 TeV
data combined in Figure 7.4a. The observed (expected, in the absence of signal) limits


























































































Figure 7.3.: Combined event yields as a function of log(S/B) for data, fitted background (B)
and expected Standard Model Higgs boson signal (S) with mH = 125 GeV (SM
cross section; µ = 1.0) in both 8 TeV data (a) and 7 TeV data (b). The yield
in each bin is obtained from combining all signal regions of all lepton channels.
The pull of the data with respect to the background-only prediction is shown
with statistical errors only. The pull of the signal and background prediction
with respect to the background-only prediction is shown (red full line) [8].
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Process Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6 Bin 7 Bin 8 Bin 9
Data 368550 141166 111865 20740 5538 2245 382 41 4
Signal 29 43 96 57 58 62 32 10.7 2.3
Background 368802 140846 111831 20722 5467 2189 364 37.9 3.4
S/B 8× 10−5 0.0003 0.0009 0.003 0.01 0.03 0.09 0.3 0.7
W+hf 14584 10626 15297 1948 618 250 45 8.2 0.7
Wcl 96282 30184 15227 1286 239 47 4.2 0.2 0.005
Wl 125676 14961 3722 588 107 16 1.3 0.03 0.001
Z+hf 10758 14167 21684 7458 1178 577 130 14.8 2.2
Zcl 13876 11048 4419 941 61 22 2.1 0.1 0.008
Zl 49750 18061 3044 537 48 15 1 0.05 0.004
tt̄ 30539 24824 26729 5595 2238 922 137 10 0.3
Single top 10356 9492 14279 1494 688 252 31 2.7 0.1
Diboson 4378 1831 1247 474 186 62 9.7 1 0.2
Multijet 12603 5650 6184 400 103 26 3 0.9 0
Table 7.2.: The number of events in the bins of Figure 7.3a for 8 TeV data, fitted background,
and expected Standard Model Higgs boson signal with mH = 125 GeV [8].
on σ/σSM are 1.4 (0.8), 2.3 (3.2), and 1.2 (0.8) times the Standard Model expectation
at mH = 125 GeV, derived at the 95% CL, for the 8 TeV, 7 TeV datasets and their
combination, respectively.
The probability p0 of obtaining a result at least as signal-like as the one observed from
the background-only hypothesis is obtained using the test statistic q0 (see Equation 5.6).
For a Higgs boson mass of mH = 125 GeV, the observed p0 is 8% and corresponds to
an excess with a significance of 1.4σ. This result has to be compared to the expected
p0 of 0.5%, corresponding to a 2.6σ significance, in the presence of a Standard Model
Higgs boson with a mass of 125 GeV and its SM signal strength. These values are for
the combined 7 and 8 TeV datasets. For 8 TeV data, the observed (expected) level of
significance is 1.7σ (2.5σ), and for 7 TeV data, the expected significance is 0.7σ and a
deficit in data (negative µ̂, see below) is observed. This deficit, i.e. the data undershoots
the MC prediction, has been previously observed and found to be compatible with the
background-only hypothesis within 2σ [196]. The observed and expected p0 values are
shown in Figure 7.4b as a function of mH .
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Figure 7.4.: Observed (solid) and expected (a) 95% CL cross-section upper limits on the
normalised signal strength, and (b) p0 values, as a function of mH for all lepton
channels and 7/8 TeV datasets combined. For the expected upper limit or p0
values, the background-only hypothesis (dashed) and an injected SM Higgs boson
with mH = 125 GeV (dotted) are shown [8].
The fitted µ̂ values are compared to the Standard Model expectation of µ = 1, and
with all lepton channels combined (Figure 7.5a), are found for mH = 125 GeV to be
8 TeV : µ̂ = 0.65± 0.32(stat.)± 0.26(syst.)
7 TeV : µ̂ = −1.6± 1.2(stat.)± 0.9(syst.)
7+8 TeV : µ̂ = 0.51± 0.31(stat.)± 0.24(syst.).
As presented in Section 2.3.3, a Higgs boson mass ofmH = 125.36± 0.37(stat.)± 0.18(syst.) GeV
(Equation 2.32) was measured using the bosonic decay modes H → γγ and H → ZZ∗ →
4`. At this mass, the fitted µ̂ is found to be 0.52± 0.32(stat.)± 0.24(syst.).
The fits are also performed for the WH and ZH processes separately (Figure 7.5b)
as well as for each of the lepton channels separately (Figure 7.5c). The µ̂ values for the
(W/Z)H processes are consistent at the level of 20%, and the µ̂ values for the lepton
channels are consistent at the level of 8% (72%) for the 8 TeV (7 TeV) data. Low µ̂
values are found for the ZH process and in the 0-lepton channel. This is due to a data
deficit, observed in the most sensitive (highest) BDTV H bins, as shown in Figure 5.12a.
In comparison to the MVA result, a µ̂ value of 1.23± 0.44(stat.)± 0.41(syst.) is found
for 8 TeV in the dijet-mass analysis. As for the MVA, the µ̂ values for the lepton channels
are consistent at the 8% level. An observed (expected) significance of 2.2σ (1.9σ) is
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Figure 7.5.: The fitted µ̂ values for the hypothesis of a Standard Model Higgs boson with
mH = 125 GeV for (a) the 7 and 8 TeV datasets, (b) the ZH and WH processes,
and (c) the three lepton channels, individually and combined [8].
found. Since the MVA has a higher expected significance (2.5σ), it is chosen for the
nominal results.
7.4. Summary
The final LHC Run-1 results for the search of a Standard Model Higgs boson in the
V H(bb̄) channel by the ATLAS collaboration have been presented in this chapter. A
series of jet energy calibrations have shown to not only improve the invariant dijet
mass resolution in the signal regions of all lepton channels, but also to improve the
expected statistical significance by about 12% in average. The analysis procedure has
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been validated using the diboson production, (W/Z)Z with Z → bb̄, with an observed
(expected) significance of 4.9σ (6.3σ) and a fitted signal strength of µ̂V Z = 0.74
+0.17
−0.16. For
a Higgs boson mass of 125.36 GeV, the observed (expected) significance is found to be
1.4σ (2.6σ) and the fitted signal strength is µ̂ = 0.52± 0.32(stat.)± 0.24(syst.).
Chapter 8.
Conclusions
This thesis has presented a direct search for the Standard Model Higgs boson, decaying
into a b-quark pair, and produced in association with a leptonically decaying W or
Z boson. The considered production channels were: ZH → νν̄bb̄, WH → `νbb̄, and
ZH → `+`−bb̄ with ` denoting either a charged electron or muon. The search was
performed with the ATLAS detector and was based on the full Run-1 LHC dataset,
corresponding to integrated luminosities of 4.7 fb−1 and 20.3 fb−1 from proton-proton
collisions at
√
s = 7 TeV in 2011 and
√
s = 8 TeV in 2012, respectively. This thesis has
drawn particular attention to the evaluation and optimization of techniques to identify
and to reconstruct the final state signatures of the pp → (W/Z)(H → bb̄) production.
The primary focus has been on the reconstruction of the dijet invariant mass formed by b-
quark-induced jets from Higgs boson candidates. Several energy calibrations for b-tagged
jets were derived and have shown to significantly improve the dijet mass resolution and
subsequently, to also improve the sensitivity of this search. A concluding review of the
material, in the order it was presented in this thesis, is given below.
The journey began with the construction of the Standard Model of Particle Physics,
combining QCD and EW theory in a unified framework. A central part of the theory was
found to be associated to the Higgs boson: its field allows the generation of mass in the
model and its existence is required for the theory to be physical. Although its couplings
are highly constrained in the theory, its mass is not predicted and a priori unknown. The
Higgs boson was the only Standard Model particle not observed before the turn-on of
the LHC. It was discovered only through its bosonic decay modes with a mass of about
125 GeV. However, at this mass, the theory predicts the Higgs boson to predominantly
couple to fermions by decaying into a bb̄-pair with a branching ratio of 58%. An inclusive
search for H→ bb̄ at the LHC is, however, nearly impossible, given the overwhelming
QCD multijet background in the dominant gluon fusion process gg → H→ bb̄. Instead,
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the associated V H(bb̄) production offers a promising alternative, given that the final
states of the vector bosons can be used more efficiently for triggering and background
reduction purposes.
The journey continued with the “coarse” identification and reconstruction of signa-
tures expected in the final states of the associated V H(bb̄) production in the ATLAS
detector. The corresponding methods had to be applicable to the expected kinematics in
proton-proton collisions at centre-of-mass energies of 7 and 8 TeV. The procedure began
by mapping electronic signals fired in the different subsystems of the ATLAS detector
to the actual particles produced in each collision and involved the combination of the
information from each subsystem of the ATLAS detector, followed by dedicated offline
reconstruction algorithms. Once a collection of all ”bare” particles was built for each
event, their four-vectors had to be calibrated and compared to Monte Carlo simulations.
The journey entered then the analysis-specific reconstruction and selection of the
so-called physics objects, i.e. particles to be used in the final V H(bb̄) data analysis. These
objects were required to be of very high purity, meaning with a relatively low fake rate
associated to them. For prompt electrons and muons from vector boson decays, stringent
track- and calorimeter isolation criteria were applied, in order to limit background
contributions. The corresponding isolation efficiency was measured in both data and
Monte Carlo simulations, and scaling factors between the two were derived using the
tag-and-probe technique. For the reconstruction of jets, the anti-kT algorithm was used.
Their energy deposit associated to the reconstructed jet cone had to calibrated, for
which the global sequential calibration scheme was adopted. For the identification of
jets originating from b-quark fragmentation, the MV 1c b-tagging algorithm was used. It
combined, in a neural network, the information of different ATLAS algorithms based on
the track impact-parameter significance and displaced b- and c-hadron decay vertices.
For neutrinos, the presence of a significant amount of missing transverse momentum was
used. Its reconstruction was based on the energy deposits in the calorimeters and the
muon chambers, which are not associated to any reconstructed object in the event.
The journey proceeded by selecting physics objects based on their kinematic and
topological properties in each event. This selection involved the categorization of objects
and events based on the reconstructed vector boson pT, the (b-)jet multiplicity, and
different levels of b-tagging purity. In each category, the selection was optimized to
improve the signal-over-background ratio, considering the hypothesis of a Higgs boson
mass resonance at 125 GeV, produced in association with a W/Z boson. This strategy
was implemented in two independent analyses: a dijet-mass analysis and a multivariate
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analysis (MVA). Their difference lies in the final discriminant: the former uses the mbb̄
distribution, and the latter uses the BDTV H distribution that, besides the mbb̄, includes
further background-discriminating variables. In order to improve the mbb̄ resolution, a
series of b-jet energy corrections were derived and implemented in each analysis: one to
add the energy of muons reconstructed within a jet to the calorimeter-based jet energy;
one to correct for any biases in the jet response due to resolution/scale effects from the
underlying signal pT spectrum; and one to constrain the reconstructed ``bb̄ system to
be balanced in the transverse plane using an event-level kinematic likelihood fit. In
total, these corrections improved the dijet mass resolution of the signal up to 30%, and
improved the statistical significance by about 12%. Finally, a profile-likelihood fit has
been derived, using the bins of the mbb̄ and MV 1c distributions in the 92 regions of the
dijet-mass analysis, and the bins of the BDTV H and MV 1c distributions in the 38 regions
of the MVA. All systematic uncertainties affecting this search have been considered.
The journey concluded by extracting the signal strength, i.e. the ratio of the measured
signal yield to the prediction of the Standard Model, from the 7 and 8 TeV datasets. For
the 7 TeV data, the dijet-mass analysis was used, while for the 8 TeV data, the MVA
was used, given its higher expected sensitivity. The analysis procedure was validated
using the (W/Z)(Z → bb̄) production, showing an excess compatible with the Z boson
mass with an observed (expected) significance of 4.9σ (6.3σ) and a signal strength
of µ̂V Z = 0.74± 0.09(stat.)± 0.14(syst.). Considering a Higgs boson with a mass of
125.36 GeV, the observed (expected) deviation from the background-only hypothesis was
found with a significance of 1.4σ (2.6σ), and the signal strength was determined to be
µ̂ = 0.52± 0.32(stat.)± 0.24(syst.).
The journey, however, is not even nearly finished. Run-2 of the LHC, launching with
√
s = 13 TeV in 2015, will provide, as always when entering a new energy frontier, new
opportunities. One key lesson learned from the V H(bb̄) analysis in the Run-1 data is the
significant sensitivity gain at higher transverse momenta of the vector boson. This means
that the topology of the ”boosted” V +H system becomes more distinguishable from
backgrounds using the techniques described in this thesis. As we enter a new energy
regime, there will be sufficient statistics at higher transverse momenta, where the two
b-jets are more and more collimated and eventually merge and form one large jet. A
series of substructure techniques may then be employed to decompose the jet. Given
such a peculiar signature, background suppression in a “boosted” V H(bb̄) analysis is
expected to be more efficient.
Appendix A.
Supplemental V H analysis plots
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Figure A.1.: Example input variables to the MVA in the (LL, MM, TT)-combined 2-jet
2-tag category: (a) EmissT in the 0-lepton channel; (b) ∆R(b1, b2) in the 1-lepton
channel; (c) pVT in the 1-lepton channel; (d) ∆η(V, bb̄) in the 2-lepton channel [8].
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Figure A.2.: Distributions of the pVT with MM and TT b-tagging for the 2-jet signal regions
of the 0-lepton channel (a), the 1-lepton channel (b), the 2-lepton channel (c),
and for the 3-jet signal region of the 1-lepton channel (d) [8].
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Figure A.3.: The dijet-mass distributions with MM and TT b-tagging for (a) the 2-jet signal
region with 100 < pVT < 120 GeV of the 0-lepton channel, and for the 3-jet signal
regions with pVT > 120 GeV of the (b) 0-lepton channel, (c) 1-lepton channel,
and (d) 2-lepton channel [8].
Supplemental V H analysis plots 177































Ldt = 20.3 fb∫ = 8 TeV s















































Ldt = 20.3 fb∫ = 8 TeV s












































Ldt = 20.3 fb∫ = 8 TeV s

















Figure A.4.: Distributions of the BDTV H discriminant with MM and TT b-tagging for the
3-jet signal regions of the 0-lepton channel (a), the 1-lepton channel (b), and
the 2-lepton channel (c) [8].































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Supplemental kinematic fit plots
The following plots provide further evaluations of different σ(p``bb̄x,y ) choices in the kinematic
likelihood fit. Comparisons are shown in terms of the pre-fit and post-fit pT and their
corresponding probabilities, as disscussed in Chapter 6.
185









































































































































































































































Figure B.1.: The probability ratio of the post-fit and post-fit jet pT as a function of the ratio
of their corresponding momenta, shown for different σ(p``bb̄x,y ): (a) 1 GeV, (b)
5 GeV, (c) 7 GeV, (d) 9 GeV, (e) 15 GeV, and (f) 20 GeV.



















































































































































































































































Figure B.2.: The probability ratio of the post-fit and post-fit jet pT as a function of the
post-fit jet pT, shown for different σ(p
``bb̄
x,y ): (a) 1 GeV, (b) 5 GeV, (c) 7 GeV, (d)
9 GeV, (e) 15 GeV, and (f) 20 GeV.

















































































































































































































































Figure B.3.: The probability ratio of the post-fit and post-fit jet pT as a function of the pre-fit
jet pT, shown for different σ(p
``bb̄
x,y ): (a) 1 GeV, (b) 5 GeV, (c) 7 GeV, (d) 9 GeV,
(e) 15 GeV, and (f) 20 GeV.
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