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Não sei se a vida é curta ou longa para nós, mas sei
que nada do que vivemos tem sentido se não tocarmos o
coração das pessoas.
Muitas vezes basta ser: colo que acolhe, braço que
envolve, palavra que conforta, silêncio que respeita,
alegria que contagia, lágrima que corre, olhar que
acaricia, desejo que sacia, amor que promove.
E isso não é coisa de outro mundo, é o que dá sentido
à vida.
É o que faz com que ela não seja nem curta, nem longa
demais, mas que seja intensa, verdadeira, pura enquanto
durar.





Neste trabalho reformulamos o problema de complementaridade não linear generalizado
(GNCP) em cones poliedrais como um sistema não linear com restrição de não negativi-
dade em algumas variáveis, e trabalhamos na resolução de tal reformulação por meio de
estratégias de pontos interiores. Em particular, definimos dois algoritmos e provamos
a convergência local de tais algoritmos sob hipóteses usuais. O primeiro algoritmo é
baseado no método de Newton, e o segundo, no método tensorial de Chebyshev. O
algoritmo baseado no método de Chebyshev pode ser visto como um método do tipo
preditor-corretor. Tal algoritmo, quando aplicado a problemas em que as funções en-
volvidas são afins, e com escolhas adequadas dos parâmetros, torna-se o bem conhecido
algoritmo preditor-corretor de Mehrotra. Também apresentamos resultados numéricos
que ilustram a competitividade de ambas as propostas.
Palavras-chave: Sistemas singulares, Complementaridade, Método preditor-corretor,
Método de Newton, Cones poliedrais, Métodos de pontos interiores.
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Abstract
In this work we reformulate the generalized nonlinear complementarity problem (GNCP)
in polyhedral cones as a nonlinear system with nonnegativity in some variables and
propose the resolution of such reformulation through interior-point methods. In par-
ticular we define two algorithms and prove the local convergence of these algorithms
under standard assumptions. The first algorithm is based on Newton’s method and the
second, on the Chebyshev’s tensorial method. The algorithm based on Chebyshev’s
method may be considered a predictor-corrector one. Such algorithm, when applied to
problems for which the functions are affine, and the parameters are properly chosen,
turns into the well-known Mehrotra’s predictor corrector algorithm. We also present
numerical results that illustrate the competitiveness of both proposals.
Keywords: Singular systems, Complementarity, Predictor-corrector method, Newton
method, polyhedral cones, interior-point methods.
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5.5 Resultados da Famı́lia 1 de problemas com cones poliedrais em Rn (ma-
trizes indefinidas e não simétricas). . . . . . . . . . . . . . . . . . . . . 82
5.6 Resultados da Famı́lia 2 de problemas com cones poliedrais em Rn (ma-
trizes indefinidas e simétricas). . . . . . . . . . . . . . . . . . . . . . . . 83
5.7 Resultados da Famı́lia 3 de problemas com cones poliedrais em Rn (ma-
trizes indefinidas, não simétricas e singulares). . . . . . . . . . . . . . . 84
5.8 Resultados da Famı́lia 4 de problemas com cones poliedrais em Rn (ma-
trizes indefinidas, não simétricas e solução sem complementaridade estrita). 85
5.9 Resultados da Famı́lia 1 de problemas com cones 3D (T é indefinida). . 86
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5.2.1 O Algoritmo 1 está bem definido . . . . . . . . . . . . . . . . . 52
5.2.2 Resultados preliminares . . . . . . . . . . . . . . . . . . . . . . 54
5.2.3 Convergência local do Algoritmo 1 . . . . . . . . . . . . . . . . 59
5.3 Um algoritmo preditor-corretor de pontos interiores . . . . . . . . . . . 60
5.4 Experimentos Numéricos . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.4.1 Problemas gerados aleatoriamente no ortante positivo . . . . . . 68
5.4.2 Problemas de complementaridade impĺıcita . . . . . . . . . . . . 69
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Uma ferramenta para resolver problemas de complementaridade e genera-
lizações são os métodos de pontos interiores. A idéia consiste em reformular o problema
como um sistema não linear, com não negatividade em algumas variáveis, e aplicar o
método de Newton, preservando a não negatividade das variáveis. Os métodos de
pontos interiores surgiram na década de 80 como alternativa ao método Simplex para
resolver problemas de programação linear. Desde então este tipo de método também
tem ganhado destaque na resolução de outros problemas, como programação quadrática,
programação convexa, programação não linear e, como já citado, também em problemas
de complementaridade.
Nesta tese trabalhamos com o problema de complementaridade não linear
generalizado (GNCP) em cones poliedrais. Desenvolvemos dois algoritmos de pontos in-
teriores baseados em métodos para resolver sistemas não lineares. O primeiro algoritmo
é uma adaptação do método de Newton, e o segundo é baseado no método tensorial de
Chebyshev. Mostramos a boa definição e convergência local quadrática dos métodos
propostos, sob hipóteses usuais da literatura.
Uma hipótese restritiva nos problemas de complementaridade é a comple-
mentaridade estrita, que reflete na não singularidade do sistema associado. Por isso no
Caṕıtulo 2 fazemos uma revisão exaustiva dos resultados para sistemas singulares com
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Caṕıtulo 1. Introdução
o método de Newton e no Caṕıtulo 3 tratamos de sistemas singulares usando estratégias
tensoriais (famı́lia de métodos Chebyshev-Halley). O estudo de métodos para resolver
sistemas não lineares singulares teve maior ênfase a partir do final da década de 60,
com os trabalhos de Rall [140] e Cavanagh [26]. No ińıcio da década de 80 houve um
interesse de mais pesquisadores nesse tema, como Decker, Kelley, Keller e Griewank,
dentre outros [36, 37, 38, 39, 40, 63, 64, 65, 66]. Em seus trabalhos, os autores focaram
seus estudos no método de Newton, em particular, analisaram condições sob as quais
o método gera uma sequência convergente a uma solução no caso do sistema possuir
Jacobiano singular. No ińıcio da década de 90, com a advinda dos métodos de pon-
tos interiores primais-duais, foi observado que esses métodos baseavam-se no método
de Newton e consequentemente mostraram ter convergência quadrática em problemas
não singulares, mas curiosamente vários trabalhos descreviam uma convergência super-
linear em problemas singulares, onde em cada iteração o sistema a ser resolvido era
não singular. Essa estrutura de não singularidade é garantida pela própria essência dos
métodos de pontos interiores, por aproximarem-se da solução pelo interior do ortante
não negativo, que torna-se um cone de inversibilidade para o Jacobiano do sistema não
linear.
Schnabel e Frank em [151] introduzem um novo método tensorial que, se-
gundo os autores, tem melhor desempenho em problemas singulares que os métodos
do tipo Newton. Outros métodos tensoriais conhecidos e alguns bastante antigos sur-
giram quando pesquisadores formularam acelerações para o método de Newton, por
exemplo o método de Halley que data de 1792, contemporâneo e amigo de Newton. O
método de Halley foi inicialmente chamado “aceleração de Halley do método de New-
ton”. Posteriormente surgiram outros métodos, entre os mais conhecidos estão o método
de Chebyshev e o método super-Halley. Esses métodos podem ser vistos como casos
particulares de uma famı́lia de métodos chamada famı́lia de métodos Chebyshev-Halley
[75], que sob hipóteses usuais da literatura têm ordem de convergência cúbica.
Durante os estudos dos vários resultados sobre o método de Newton para sis-
temas não lineares singulares conseguimos estender os resultados de Cavanagh [26] para
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a famı́lia de métodos de Chebyshev-Halley [75]. Fizemos uma descoberta bem interes-
sante em relação ao trabalho de Cavanagh, no qual é sugerida uma correção (teórica)
para restaurar a convergência quadrática do método de Newton em problemas singu-
lares. Percebemos que a direção corretora dos métodos Chebyshev-Halley aproxima
assintoticamente a correção sugerida por Cavanagh, sendo a correção sugerida por ele
“imposśıvel” de se obter na prática, pois necessita do prévio conhecimento da solução
do problema. A famı́lia Chebyshev-Halley, como descrita por Gundersen e Steihaug em
[68], pode ser caracterizada como uma famı́lia do tipo preditor-corretor. A direção pred-
itora é a direção de Newton e a corretora utiliza-se da já calculada direção preditora, e
incorpora a parte tensorial no vetor dos termos independentes do sistema.
Os resultados sobre o método de Newton em problemas singulares obtidos
por Reddien [141, 142] e Decker, Keller e Kelley [36] são diferentes dos obtidos por
Cavanagh [26] e utilizam hipóteses diferentes. Recentemente, Oberlin e Wright em
[126] obtiveram uma importante relação com a 2-regularidade introduzida por Izmailov
e Solodov em [81]. Neste trabalho, Oberlin e Wright utilizaram as equivalências por eles
obtidas para desenvolver novas técnicas para resolver problemas de complementaridade
não linear por meio de métodos semi-suaves.
No estudo de como adaptar a famı́lia Chebyshev-Halley à filosofia de pon-
tos interiores para resolver problemas de complementaridade não linear constatamos
que o método de Chebyshev quando aplicado a um problema de complementaridade
linear (LCP) nos dava um famoso método de pontos interiores: o preditor-corretor de
Mehrotra [118]. Sendo mais espećıfico, a direção corretora do método de Mehrotra é
exatamente a direção corretora do método de Chebyshev. Isto nos dá uma outra ex-
plicação ao fato já conhecido e citado, em particular, por Wright em [162, p. 195],
que o preditor-corretor de Mehrotra é um método de ordem superior. No trabalho de
Tapia, Zhang, Saltzman e Weiser [155] os autores mostraram que o preditor-corretor de
Mehrotra pode ser visto como um método de Newton composto perturbado de ńıvel 1.




No Caṕıtulo 2 fazemos breves comentários sobre sistemas não lineares e so-
bre métodos para resolvê-los. Uma ênfase maior é dada aos resultados sobre sistemas
singulares. No Caṕıtulo 3 reescrevemos o resultado de Cavanagh [26] sobre sistemas
singulares e o estendemos para a famı́lia Chebyshev-Halley. No Caṕıtulo 4 definimos
o problema de complementaridade e algumas de suas variantes, e também tecemos co-
mentários sobre alguns métodos para resolver tais problemas. No Caṕıtulo 5 propomos
uma nova reformulação do GNCP em cones poliedrais de uma maneira sob a qual pos-
sam ser aplicados métodos de pontos interiores, definimos dois algoritmos para resolver
a reformulação e provamos a convergência local de tais algoritmos. O primeiro algoritmo
é baseado no método de Newton e o segundo, no método de Chebyshev. Um extenso
conjunto de experimentos coloca em perspectiva o desempenho dos algoritmos propos-
tos. No Caṕıtulo 6 apresentamos nossas considerações finais e descrevemos algumas




O estudo de métodos para se resolver sistemas não lineares não é recente, mas o
surgimento cada vez maior de problemas do cotidiano formulados sob esta ótica fez
com que os estudos focassem também na eficácia prática dos métodos. Um grande
exemplo disso é o desenvolvimento dos métodos quase-Newton, que não têm o poder
teórico de convergência local quadrática do método de Newton, mas na prática são
bastante eficientes.
Considere F : Rn → Rn e o problema de encontrar x ∈ Rn tal que:
F (x) = 0. (2.1)
Existem vários métodos iterativos para resolver este problema, sendo o
método de Newton, provavelmente, o mais conhecido. Uma caracteŕıstica importante
deste método é sua rápida convergência local. Recentemente, tem-se tornado de grande
interesse a análise de métodos para sistemas não lineares que não satisfaçam a hipótese
de inversibilidade do Jacobiano na solução.
Em geral se supõe que F seja suficientemente suave. Neste caso, uma solução
x∗ para o problema (2.1) é dita degenerada, ou singular, se a matriz Jacobiana F
′(x∗)
é singular, caso contrário a solução é dita não degenerada.
O problema pode ter uma única solução, muitas soluções (um número finito
ou infinitas soluções) ou nenhuma solução.
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O método de Newton é um dos mais conhecidos e utilizados para resolver
sistemas não lineares. Apesar de ser conhecido há mais de 300 anos, ele ainda hoje é
objeto de muitas pesquisas, sejam aplicadas a problemas diferenciáveis como também
a problemas não diferenciáveis.
2.1 Método de Newton
Nesta seção focalizamos no método de Newton, algumas de suas variantes e modi-
ficações. Alguns trabalhos interessantes sobre o desenvolvimento do método de Newton
são Yamamoto [168] e Galántai [56].
No método de Newton, dada uma aproximação xk para uma solução x∗, a
aproximação seguinte é dada por
xk+1 = xk + dk, (2.2)
na qual dk é solução do seguinte sistema linear
F ′(xk)dk = −F (xk), (2.3)
desde que F ′(xk) seja não singular.
O método de Newton resolve a cada iteração um modelo linear para F em
torno do ponto xk.
Segundo Yamamoto [168] foi Fourier, em 1818, quem provou a convergência
quadrática do método de Newton para o caso real, n = 1, e em 1829 Cauchy provou
um teorema de convergência sem assumir a existência de uma solução.
O tipo de resultado no qual se assume a existência de uma solução é conhe-
cido como “Teorema de convergência local”, já quando não se assume a existência de
uma solução, mas sim que uma aproximação inicial x0 satisfaça algumas hipóteses, o
resultado é conhecido como “Teorema de convergência semi-local”.
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2.1.1 Métodos tipo Newton
Esses métodos são variações do método de Newton definidos por
xk+1 = xk − [A(xk)]−1F (xk), (2.4)
em que A(x) pode ser uma aproximação do Jacobiano de F ou outro tipo de matriz.
O próprio método de Newton é obtido fazendo-se A(x) = F ′(x). Quando
A(x) = F ′(x0) tem-se o método de Newton simplificado ou estacionário. Outra variação
bastante comum é o método de Newton com recomeços, no qual é fixado um inteiro m,
e se k é um múltiplo de m toma-se A(xk) = F
′(xk), caso contrário A(xk) = A(xk−1).
Quando são utilizadas diferenças finitas para se aproximar o Jacobiano de
F , o método é chamado de Newton discreto. Também existem os chamados métodos
de Newton inexatos, no qual cada sistema linear é resolvido por meio de um método
iterativo com precisão pré-determinada. Uma classe importante dos métodos tipo New-
ton são os métodos secantes.
Métodos secantes
É um caso particular de método tipo Newton no qual é obtida uma aproximação para
F ′(x) a cada iteração. No caso unidimensional F ′(xk) é substitúıda por
F (xk)− F (xk−1)
xk − xk−1
.
Mas no caso n-dimensional existem infinitos modos de fazer esta apro-
ximação, cada uma resultando em um método distinto. Os métodos secantes de maior
valia prática são aqueles nos quais a aproximação seguinte para F ′(xk+1), digamos Bk+1,
é obtida a partir da aproximação atual Bk por meio de “poucos”cálculos. Em geral,
utiliza-se uma correção de posto 1 ou 2. Entre os métodos mais famosos e utilizados
estão os métodos de Broyden; o método DFP, proposto por Davidon, Fletcher e Powell;
e o método BFGS, proposto por Broyden, Fletcher, Goldfarb e Shanno. Para mais
detalhes ver [42].
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2.1.2 Método de Newton em problemas não suaves
Equações não suaves aparecem com frequência em vários problemas, por exemplo re-
formulações de problemas de complementaridade não linear (NCP’s), desigualdades
variacionais e otimização não linear. Clarke em [30] propôs um método de Newton
generalizado usando um elemento pertencente ao Jacobiano generalizado ∂F (xk), quando
F é localmente Lipschtiziana mas não é diferenciável. Qi e Sun em [138] estenderam
resultados de convergência do método de Newton para o caso de sistemas não suaves uti-
lizando o Jacobiano generalizado de Clarke. Sun, Womersley e Qi em [154] propuseram
um método de Newton semi-suave para resolver uma reformulação de problemas de
complementaridade mista. Reformulações de problemas de complementaridade não li-
near foram estudadas e resolvidas por meio de métodos de Newton generalizados para
equações não suaves, ver [35, 47, 74, 166, 169]. Mart́ınez e Qi em [115] aplicaram
métodos de Newton inexatos para resolver equações não suaves. Lopes e Mart́ınez em
[111] estudaram a convergência de métodos quase-Newton em problemas não suaves.
Resultados de convergência superlinear foram obtidos para estes tipos de métodos.
2.1.3 Método de Newton em problemas singulares
Conforme Rall [140], Schröder em 1870 mostrou que o método de Newton para equações
singulares tinha convergência linear e que a convergência quadrática podia ser restau-
rada. Rall [140] define um tipo de generalização do resultado de Schröder, mas no livro
de Ortega e Rheinboldt [127, NR 10.2-5 p. 317], os autores contam que o resultado
de Rall [140] continha uma falha, que foi posteriormente solucionada por Cavanagh
em [26]. O resultado de Rall diz que a convergência quadrática pode ser restaurada
aplicando-se uma determinada correção à direção de Newton. Cavanagh obteve um
resultado similar, exibindo um operador projeção que serve de correção aos iterandos
do método de Newton.
Nesta seção são apresentados alguns dos primeiros e principais resultados
conhecidos sobre a convergência do método de Newton em problemas singulares. O
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2.1. MÉTODO DE NEWTON
primeiro resultado já foi comentado no ińıcio e, segundo Rall [140], foi Schröder quem
o provou.
Teorema 2.1. Suponha que x∗ seja uma solução de multiplicidade m da equação
F (x) = 0, F : R −→ R. Se a sequência {xk} definida por
xk+1 = xk −m[F ′(xk)]−1F (xk),
converge para x∗, então a convergência é quadrática.
Observação 2.2. Note que a função F no resultado anterior é uma função de apenas
uma variável.
O próximo resultado foi o obtido por Cavanagh [26] para sistemas singulares.
Para prosseguir a análise estabelecemos algumas notações: Seja x∗ uma solução de (2.1)
tal que F ′(x∗) não seja inverśıvel e suponha que F
′(x) seja inverśıvel em
Vδ = {x | 0 < ‖x− x∗‖2 < δ}
para algum δ > 0. Sejam também N o núcleo de F ′(x∗), X tal que Rn = N ⊕X, onde
⊕ denota soma direta, PN o projetor sobre N paralelo a X e PX = I − PN o projetor
sobre X paralelo a N . Durante todo o texto ‖.‖ denotará a norma euclidiana em Rn.
Teorema 2.3. Sejam F : D ⊂ Rn −→ Rn, onde D é aberto, e x∗ uma solução de
F (x) = 0. Suponha a validade das seguintes hipóteses:
1. F ∈ C2 em D e F ′′(x) é cont́ınua com módulo de continuidade conhecido w1(r)
(ver 2.4);
2. F ′(x) é não singular em uma vizinhança de x∗, Vδ ⊂ D;
3. Existe uma constante c > 0 tal que para todos s ∈ N e x ∈ Rn vale a desigualdade:
‖F ′′(x∗)xs‖ ≥ c‖x‖‖s‖.
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Então, o método de Newton gera uma sequência {xk} tal que






Observação 2.4. O módulo de continuidade é um tipo de generalização da Lipschitz





‖F (x)− F (y)‖.
Quando o Teorema 2.3 é citado em [127] o módulo de continuidade é substitúıdo pela
Lipschitz continuidade.
Observação 2.5. O significado de F ′′(x∗)xs é detalhado no Apêndice A.
Observação 2.6. A terceira hipótese do resultado de Cavanagh restringe a dois a
multiplicidade da solução x∗.
Reddien [141] mostra um resultado um pouco mais geral que o Teorema 2.3,
no sentido de que o Jacobiano de F pode ser singular em uma curva passando por x∗ e
não somente no ponto x∗, mas Reddien também coloca uma exigência sobre a dimensão
do núcleo de N . Neste caso em [141], o autor exige que dimN = 1, exigência esta que
não é feita no Teorema 2.3. No que segue é considerado que F : Y −→ Y , onde Y é um
espaço de Banach, e Y = N ⊕ X, sendo N,X, PN , PX como definidos anteriormente,
mas substituindo Rn por Y . Antes de enunciar o resultado precisamos definir mais
alguns conjuntos:
Bρ(x∗) = {x ∈ Y | ‖x− x∗‖ ≤ ρ}, (2.5)
Cθ(x∗) = {x ∈ Y | ‖PX(x− x∗)‖ ≤ θ‖PN(x− x∗)‖}. (2.6)
Agora estamos aptos a enunciar o resultado de Reddien [141]:
Teorema 2.7. Suponha que:
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1. F ∈ C3;
2. dimN = 1;
3. F ′′(x∗)NN ∩X = {0}, onde F ′′(x∗)NN ≡ {F ′′(x∗)s1s2 | s1, s2 ∈ N};
4. Existe uma constante c > 0 tal que para todos s ∈ N e x ∈ Y vale a desigualdade:
‖F ′′(x∗)xs‖ ≥ c‖x‖‖s‖.
Então, existem constantes ρ, θ e c1 positivas tais que F
′(x) é inverśıvel
em Wρ,θ(x∗) ≡ Bρ(x∗) ∩ Cθ(x∗), x 6= x∗, satisfazendo ‖(F ′(x))−1‖ ≤ c1‖x − x∗‖−1, a
aplicação G(x) = x−(F ′(x))−1F (x) leva Wρ,θ(x∗) nele próprio e F−1(0)∩Bρ(x∗) = x∗.
Além disso, definindo xk = G(xk−1) com x0 ∈ Wρ,θ(x∗), existe uma constante positiva
c2 tal que:






Como no trabalho de Cavanagh, a quarta hipótese restringe a dois a mul-
tiplicidade da solução x∗. Posteriormente, Reddien em [142] estendeu o resultado do
Teorema 2.7 de duas maneiras, a primeira para dimN > 1 finita, e a segunda para
zeros de ordem maior que dois.
Para a primeira extensão precisamos definir o seguinte conjunto:
Tφ(x∗) = {x ∈ X | ‖(I − PL)PN(x− x∗)‖ ≤ φ‖PN(x− x∗)‖}, (2.7)
onde PL é qualquer projeção limitada em um dado conjunto L.
Teorema 2.8. Suponha que:
1. F ∈ C3;
2. dimN > 1 e finita;
3. Seja L um subespaço unidimensional de N tal que F ′′(x∗)LN ∩ X = {0}, onde
F ′′(x∗)LN ≡ {F ′′(x∗)s1s2 | s1 ∈ L, s2 ∈ N};
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4. Existe uma constante c > 0 tal que para todos s ∈ L e x ∈ Y vale a desigualdade:
‖F ′′(x∗)xs‖ ≥ c‖x‖‖s‖.
Então, existem constantes ρ, θ, φ e c1 positivas tais que F
′(x) é inverśıvel em
Wρ,θ,φ(x∗) ≡ Bρ(x∗)∩Cθ(x∗)∩Tφ(x∗), x 6= x∗, satisfazendo ‖(F ′(x))−1‖ ≤ c1‖x−x∗‖−1.
Defina G(x) = x − (F ′(x))−1F (x). Existem constantes ρ > 0, θ > 0, φ e λ tais que
se x0 ∈ Tλ(x∗), então a sequência xk = G(xk−1), k ≥ 1, permanece em Wρ,θ,φ(x∗) e
converge para x∗. Além disso, existe uma constante positiva c2 tal que:






Para a segunda extensão seja x∗ um zero de ordem maior que dois de F e
suponha que F tenha derivadas cont́ınuas até ordem p+ 2, p ≥ 1 e que
F j(x∗) = 0, j = 2, . . . , p, (2.8)
‖F p+1(x∗)sxp‖ ≥ c‖s‖‖xp‖, s ∈ N, x ∈ Y, (2.9)
onde F p+1(x∗)mx
p = F p+1(x∗)(m,x, x, . . . , x).
Teorema 2.9. Suponha que:
1. F ∈ Cp+2;
2. dimN = 1;
3. F ′′(x∗)NN ∩X = {0};
4. As condições (2.8) e (2.9) sejam satisfeitas.
Então, existem constantes ρ, θ e c1 positivas tais que F
′(x) é inverśıvel em
Wρ,θ(x∗) = Bρ(x∗) ∩ Cθ(x∗), x 6= x∗, satisfazendo ‖(F ′(x))−1‖ ≤ c1‖x − x∗‖−1, a
aplicação G(x) = x− (F ′(x))−1F (x) leva Wρ,θ(x∗) nele próprio. Além disso, definindo
xk = G(xk−1) com x0 ∈ Wρ,θ(x∗), existe uma constante positiva c2 tal que:







2.1. MÉTODO DE NEWTON
Decker e Kelley em [37] também obtiveram uma extensão do resultado de
Reddien [141] para o caso em que a dimensão do núcleo de F ′(x∗) é maior que 1 e finita.
O resultado de [37] baseia-se na não singularidade do seguinte operador B(z) de N em
N , onde z ∈ Y :
B(z) = −PNF ′′(x∗)(z, PN(·)). (2.10)
O resultado obtido em [37] é o seguinte:
Teorema 2.10. As conclusões do Teorema 2.7 continuam válidas sob as seguintes
hipóteses:
1. F ∈ C3;
2. dimN <∞;
3. para todo z ∈ X, B(z) é não singular em N .
Uma observação feita por Decker e Kelley [37] é que se dimN = 1, então as
Hipóteses 3 e 4 do Teorema 2.7 implicam na Hipótese 3 do Teorema 2.10.
Em outro trabalho, [38], que foi uma sequência de [37], Decker e Kelley
estenderam os resultados de convergência para singularidades de segunda ordem. Para




′′′(x∗)(PN(x̃), PN(x̃), (·)), (2.12)
onde x̃ = x∗ − x, com x ∈ X.
Também são utilizadas as seguinte aplicações lineares Bj de N em N :
Bj(x̃) = PNBj(x̃)PN , j = 1, 2. (2.13)
F̂ denotará F ′(x∗)|X .
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Para ρ, θ e K reais positivos é definido o seguinte conjunto:
W (ρ, θ,K) = {x | 0 < ‖x̃‖ < ρ, ‖PNF ′′(x∗)(PX(x̃), φ)‖ ≤ θ‖PN(x̃)‖2‖φ‖
para todo φ ∈ N, ‖PX(x̃)‖ ≤ K‖PN(x̃)‖2}. (2.14)
Teorema 2.11. Suponha a validade das seguintes hipóteses:
1. F ∈ C4;
2. B1(x̃) = 0;
3. Para x ∈ X tal que PN(x̃) 6= 0, B2(x̃) é uma aplicação não singular em N ;
4. Para cada x, y, z ∈ X, PNB1(z̃)PXF̂−1PXB1(ỹ)PN(x) = 0.
Então, se








e ρ e θ são suficientemente pequenos, F ′(x) é não singular para x ∈ W (ρ, θ,K0), a
aplicação G(x) = x − (F ′(x))−1F (x) leva W (ρ, θ,K0) nele próprio e existe c1 > 0 tal
que ‖(F ′(x))−1‖ ≤ c1‖x̃‖−2 para todo x ∈ W (ρ, θ,K0).
Além disso, se x0 ∈ W (ρ, θ,K0) e xk = G(xk−1), para k ≥ 1, a sequência
{xk} converge para x∗ e valem:











e x∗ é a única solução de F (x) = 0 no conjunto {x̃ | ‖x̃‖ ≤ ρ}.
O resultado obtido é basicamente o mesmo do Teorema 2.9 de Reddien [142].
Griewank e Osborne em [65] também obtiveram um resultado para o método de Newton
quando a dimensão do núcleo do Jacobiano é maior que um, com condições um pouco
mais fracas que as utilizadas em [37], e também levemente mais gerais que os resultados
obtidos em [142]. No entanto, podemos dizer que os resultados de [37, 65, 142] são
basicamente os mesmos.
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O operador B(z) utilizado em [65] é definido por:
B(z) = QNF
′′(x∗)(z, PN(·)), (2.15)








Analogamente aos resultados de [37, 142], uma hipótese básica para obter a
convergência do método de Newton é a inversibilidade de B(z).
Estes foram os primeiros e principais trabalhos sobre convergência do método
de Newton em problemas singulares. Posteriormente houve diversos trabalhos que con-
tinuaram a tratar do assunto e também propuseram maneiras para acelerar a con-
vergência do método de Newton, por exemplo [36, 39, 64, 66, 96, 152]. Oberlin e
Wright em [126] enfraqueceram hipóteses de Griewank [63] e estenderam o resultados
para resolução de sistemas singulares não suaves. Além disso, relacionaram as várias
hipóteses de inversibilidade sobre os operadores B(z) definidos anteriormente com a
2-regularidade introduzida por Izmailov e Solodov em [81] e estudada em [34, 82, 83].
Também surgiram alternativas ao método de Newton. Por exemplo, em
[40] os autores tratam de um método de Broyden, em [59] os autores introduzem uma
modificação do algoritmo de Brown para resolver sistemas singulares, em [58] os autores
constrúıram um algoritmo ABS (introduzido por Abaffy, Broyden e Spedicato) para
resolver problemas singulares, e também existe o método tensorial introduzido por
Schnabel e Frank em [151], que será visto com mais detalhes na próxima seção. Outros
trabalhos de interesse sobre o assunto são [53, 57, 63].
2.2 Métodos tensoriais para sistemas não lineares
Não é de hoje que métodos tensoriais para resolver sistemas, ou problemas de otimização,
são estudados, [84, 85, 89, 127, 149, 151]. O método de Halley, por exemplo, data de
1694 e é apontado como um dos métodos tensoriais com convergência cúbica mais
15
CAPÍTULO 2. SISTEMAS NÃO LINEARES
estudados e redescobertos da história. Nesta seção vamos nos ater à discussão e re-
sultados sobre uma classe de métodos tensoriais de terceira ordem conhecidos como
famı́lia Chebyshev-Halley [69] ou classe dos métodos Halley [68], e também ao método
tensorial introduzido por Schnabel & Frank em [151].
2.2.1 Famı́lia Chebyshev-Halley
Esta famı́lia de métodos foi inicialmente introduzida por Hernández e Salanova em [75]
para equações escalares. Posteriormente Gutiérrez e Hernández em [69] estenderam
os resultados para equações em espaços de Banach. Esta famı́lia de métodos reúne
sob uma mesma relação os mais conhecidos métodos de terceira ordem para resolver
sistemas não lineares:
• o método de Halley, também conhecido como modificação de Halley do método
de Newton, ou ainda método das hipérboles tangentes. Para estudos mais apro-
fundados sobre este método ver [1, 21, 148] para o caso em uma variável real, e
[23, 45, 46, 77] em espaços de Banach;
• o método de Chebyshev, também conhecido como método das parábolas tan-
gentes, ou ainda método de Halley melhorado. Para resultados mais detalhados
sobre este método ver [24, 15, 76, 78];
• o método super-Halley, também conhecido como aceleração convexa do método
de Newton. Para resultados mais detalhados sobre este método ver [27, 70, 71].
Notação: No decorrer do texto usaremos as seguintes notações:














Para motivar a introdução dos métodos tensoriais considere a aproximação
de Taylor de segunda ordem para F :
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Para obtermos F (x+ h) = 0 fazemos T2(x+ h) = 0 e h = dN + d, assim:





F ′′(x)[dNdN︸ ︷︷ ︸
(1)





Ignorando os termos (2) e (3), obtemos o método de Chebyshev.
Ignorando o termo (2) e substituindo um d de (3) por dN , obtemos o método
de Halley.
Ignorando o termo (3), obtemos o método Super-Halley.
Conforme estabelecido em [69], os métodos da famı́lia Chebyshev-Halley são
definidos pela seguinte relação:















na qual λ ∈ [0, 1] é o parâmetro que define cada membro particular desta famı́lia.
Para λ = 0 temos o método de Chebyshev, para λ = 1
2
, o método de Halley
e para λ = 1, o método super-Halley.
Os resultados clássicos de convergência local para tais métodos, convergência
quadrática para Newton e cúbica para a famı́lia Chebyshev-Halley, são válidos somente
quando ‖(F ′(x))−1‖ pode ser cotada numa vizinhança de uma solução x∗. De um
modo mais direto, quando F ′(x) é inverśıvel numa vizinhança de x∗ tem-se o resultado
desejado. Quando não existe tal vizinhança não se tem garantia de boas propriedades
de convergência local para tais métodos.
Gundersen e Steihaug, em [68], mostraram que esta classe de métodos pode
ser definida do seguinte modo:
xk+1 = xk + dN + d, (2.17)
no qual dN e d são soluções dos seguintes sistemas lineares:
F ′kdN = −Fk, (F ′k + λF ′′k dN)d = −
1
2
F ′′k dNdN , (2.18)
com λ ∈ [0, 1].
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Vamos utilizar os subscritos C,H e sH em d, nas equações (2.17)-(2.18),
para diferenciar os métodos de Chebyshev (λ = 0), Halley (λ = 1
2
) e super-Halley
(λ = 1), respectivamente.
Em [68] os autores mostraram que, para determinadas classes de problemas,
a razão do custo por iteração entre um método qualquer da famı́lia Chebyshev-Halley
e o método de Newton independe da dimensão do problema, sendo assintoticamente
constante.
O modo de definir a famı́lia Chebyshev-Halley pelas equações (2.17) e (2.18)
nos serve de inspiração para classificá-los como métodos do tipo preditor-corretor, sendo
a direção preditora, a direção de Newton dN , e a direção corretora, a direção tensorial d.
Também tem surgido variações desses métodos para resolver equações ou
sistemas, por exemplo:
• Deng e Zhang em [41] estudaram um método das hipérboles tangentes melhorado
(método de Chebyshev) inexato para resolver problemas de otimização irrestrita;
• modificações para acelerar a convergência de métodos de terceira ordem para
equações [108, 109, 110, 139];
• variações de métodos de terceira ordem para equações sem cálculo de derivadas
[29, 107].
2.2.2 Método tensorial de Schnabel-Frank
O método tensorial introduzido por Schnabel e Frank em [151], também estudado em
[17, 49], é diferente dos métodos da famı́lia Chebyshev-Halley, pois nele é necessário
resolver um modelo quadrático de F em cada iteração e não dois sistemas lineares como
nos métodos Chebyshev-Halley.
O principal destaque desse método foi a melhora proposta para resolver pro-
blemas com Jacobianos singulares ou mal-condicionados, em comparação ao método de
Newton. Apesar de ter que resolver um modelo quadrático de F em cada iteração, esse
18
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método não utiliza as derivadas de segunda ordem de F . O termo tensorial introduzido
no modelo é uma aproximação do termo correto, na qual o tensor de terceira ordem
tem posto baixo. Essa caracteŕıstica do modelo faz com que seu cálculo e mesmo sua
resolução tenham um custo não maior que o método de Newton.
Este método foi posteriormente aplicado para resolver problemas de quadra-
dos mı́nimos não lineares esparsos de grande porte [20], em problemas de otimização
sem restrições [19, 150], e também em problemas de otimização com restrições de igual-
dade [50].
Vejamos alguns detalhes do método tensorial de Schnabel-Frank:
Modelo Tensorial
O modelo tensorial de segunda ordem considerado é dado por:






no qual o subscrito c denota o ponto corrente.
Devem ser escolhidos p pontos anteriores {x−1, x−2, . . . , x−p}, com p ≤
√
n
e forma-se o seguinte sistema:






sk = x−k − xc, k = 1, . . . , p. (2.21)
O conjunto {sk}pk=1 deve ser linearmente independente (LI), na prática forte-
mente LI, isto é, o ângulo entre um elemento sk e o subespaço gerado pelos elementos
restantes deve ser maior ou igual a um θ fixado. Na prática, os autores verificaram que
θ entre 20 e 45 graus é uma escolha apropriada.
O tensor Tc deve satisfazer às seguintes relações:
Tcsksk = zk, (2.22)
zk = 2(F−k − Fc − F ′csk). (2.23)
Tem-se np equações e n3 incógnitas, Tc(i, j, k).
Escolhe-se Tc como a solução do seguinte problema de minimização:
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min ‖Tc‖F
s.a Tcsksk = zk, k = 1, . . . , p.





onde ak é a k-ésima coluna de A = ZM
−1, e:
Z = [z1, . . . , zp] ∈ Rn×p, M ∈ Rp×p, com Mij = (sTi sj)2.
De posse desses resultados sobre o método de Newton para problemas sin-
gulares e sobre métodos tensoriais no Caṕıtulo 3 estendemos o resultado de Cavanagh




Sistemas Não Lineares Singulares
Neste caṕıtulo temos por objetivo estender a demonstração do resultado de Cavanagh
[26], sobre a convergência do método de Newton para problemas singulares, para alguns
métodos tensoriais (métodos de Chebyshev, Halley e Super-Halley). Apresentamos
também uma justificativa para a utilização de tais métodos em problemas singulares ao
invés do método de Newton, seguindo o observado por Schnabel e Frank [151].
Cavanagh [26] mostrou que, sob certas condições, o método de Newton gera
uma sequência linearmente convergente para uma solução x∗ do problema (2.1) quando
F ′(x∗) não é inverśıvel. Vamos analisar o resultado de Cavanagh e estendê-lo para os
métodos tensoriais citados anteriormente.
3.1 Resultado de Cavanagh revisitado
Para prosseguir a análise vamos rever algumas notações definidas no Caṕıtulo 1: Seja
x∗ uma solução de (2.1) tal que F
′(x∗) não seja inverśıvel e suponha que F
′(x) seja
inverśıvel em
Vδ = {x | 0 < ‖x− x∗‖ < δ} (3.1)
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para algum δ > 0. Sejam também N o núcleo de F ′(x∗), X tal que Rn = N ⊕X, PN o
projetor em N paralelo a X e PX = I − PN o projetor em X paralelo a N .
Observação 3.1. Note que X não é necessariamente o complemento ortogonal de N ,
apenas um subespaço que completa N como soma direta para o Rn.
O método de Newton para resolver (2.1) é definido iterativamente por:
xk+1 = xk + dN ,
onde dN é solução de:





 x− (F ′(x))−1F (x), se x 6= x∗x∗, se x = x∗ (3.2)
é chamada função de iteração do método de Newton. Observe que no caso singular a
primeira expressão para G não vale em x∗, por isso definimos G(x∗) = x∗, posterior-
mente mostraremos que desse modo a aplicação G é cont́ınua.
O seguinte resultado refere-se a propriedades da função G e sua utilidade
ficará clara mais a frente.
Proposição 3.2. Suponha que F ∈ C2. Para todo x ∈ Vδ, a aplicação G(x) definida
em (3.2) é diferenciável e G′(x) = (F ′(x))−1F ′′(x)(F ′(x))−1F (x).
Demonstração: Para x ∈ Vδ temos G(x) = x− (F ′(x))−1F (x), então
F ′(x)G(x) = F ′(x)x− F (x).
Derivando com relação a x, obtemos:
F ′′(x)G(x) + F ′(x)G′(x) = F ′′(x)x+ F ′(x)I − F ′(x) = F ′′(x)x.
22
3.1. RESULTADO DE CAVANAGH REVISITADO
Assim, substituindo a expressão (3.2) e simplificando vem:
F ′(x)G′(x) = F ′′(x)x− F ′′(x)G(x) = F ′′(x)(F ′(x))−1F (x).
Portanto,
G′(x) = (F ′(x))−1F ′′(x)(F ′(x))−1F (x).
2
O lema seguinte será utilizado, juntamente com o Lema 3.4, para justificar
a utilização de uma das hipóteses adotadas na sequência do trabalho.
Lema 3.3. Seja M ∈ Rn×n uma matriz cujo núcleo da transformação linear associada
é N e seja X um subespaço de Rn tal que N⊕X = Rn, então existe T ∈ Rn×n inverśıvel
tal que TMX = X.
Demonstração: Sejam {x1, x2, . . . , xp} uma base para X, {xp+1, xp+2, . . . , xn} uma
base para N e defina xi = Mxi, para i = 1, 2, . . . , p.
O conjunto B = {x1, x2, . . . , xp} é linearmente independente.
De fato, considere a seguinte combinação linear:
α1x1 + α2x2 + . . .+ αpxp = 0. (3.3)
Mostraremos que αi = 0, para i = 1, 2, . . . , p.
Multiplicando (3.3) à esquerda por M obtemos
0 = M(α1x1 + α2x2 + . . .+ αpxp)
= α1x1 + α2x2 + . . .+ αpxp.
Como {x1, x2, . . . , xp} é base para X, segue que αi = 0, para i = 1, 2, . . . , p, e a
independência linear de B está provada.
Agora podemos completar B a uma base de Rn, digamos
{x1, x2, . . . , xn}.
Definindo T por T (xi) = xi, para i = 1, 2, . . . , n, claramente temos que T é inverśıvel e
TMX = X. 2
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O resultado a seguir, sobre a invariância dos iterandos do método de Newton
por transformações não singulares, é bem conhecido e de simples demonstração, mas
damos ênfase a ele pois posteriormente mostraremos a sua validade para os métodos
Chebyshev-Halley. Também será útil para justificar uma das hipóteses adotadas na
sequência do trabalho.
Lema 3.4. Os iterandos gerados pelo método de Newton são invariantes por trans-
formações não singulares.
Demonstração: De fato, se T é uma matriz não singular, então:
xk+1 = xk − [(TFk)′]−1(TFk) = xk − (TF ′k)−1(TFk)
= xk − (F ′k)−1T−1TFk = xk − (F ′k)−1Fk.
2
As seguintes hipóteses para F : Rn −→ Rn serão adotadas nos próximos
resultados:
H1: A função F ∈ C3;
H2: O sistema F (x) = 0 tem uma solução x∗;
H3: Existe δ > 0 tal que F ′(x) é não singular na vizinhança Vδ, definida em (3.1);
H4: Existe uma constante c positiva tal que para todo s ∈ N e x ∈ Rn vale a desigual-
dade:
‖F ′′(x∗)sx‖ ≥ c‖s‖ · ‖x‖.
H5: F ′(x∗)X = X, isto é, o subespaço X é invariante pela ação do operador F
′(x∗).
Observação 3.5. A Hipótese H1 é mais forte que a hipótese original de Cavanagh
(ver Teorema 2.3), essa modificação é utilizada para simplificar as demonstrações. A
hipótese H5 parece ser restritiva, mas observe que se F ′(x∗)X 6= X, então pelo Lema
3.3 podemos obter uma matriz inverśıvel T tal que TF ′(x∗)X = X. Desse modo, pelo
Lema 3.4, os iterandos gerados pelo método de Newton aplicado a F e TF serão os
mesmos.
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O teorema de convergência será precedido por alguns lemas técnicos, que
foram extráıdos do desenvolvimento da prova de Cavanagh para simplificar a apre-
sentação dos resultados.
O lema a seguir serve como base para a demonstração de um outro lema,
enunciado posteriormente, o qual estabelece que mesmo F ′∗ não sendo inverśıvel é
posśıvel obter um limitante para (F ′(x))−1 quando x está próximo de x∗.
Lema 3.6. Suponha a validade de H1, H2, H3, H4 e H5. Então
i) Existem c1 > 0 e δ > 0 tais que ‖F ′(x)y‖ ≥ c1‖y‖ para todo y ∈ X e x ∈ Vδ.
ii) Existem c2 > 0 e δ > 0 tais que ‖F ′(x)s‖ ≥ c2‖x−x∗‖‖s‖ para todo s ∈ N e x ∈ Vδ.
Demonstração: A aproximação de Taylor de F ′(x) em torno de x∗ é um dos ingre-
dientes básicos desta prova.
Para mostrar (i) considere, para x ∈ Vδ, a expansão:
F ′(x) = F ′(x∗) + O(‖x− x∗‖).
Assim, para y ∈ X,
F ′(x)y = F ′(x∗)y + O(‖x− x∗‖‖y‖).
Logo,
‖F ′(x)y‖ ≥ ‖F ′(x∗)y‖
para algum δ > 0.
Agora suponha que não exista c1 > 0 tal que
‖F ′(x∗)y‖ ≥ c1‖y‖. (3.4)
Tome uma sequência {yn} ⊂ X com ‖yn‖ = 1 ∀ n e limn→∞ yn = y∗. Sendo
X fechado, então y∗ ∈ X, assim, por H5, F ′(x∗)y∗ ∈ X. E ainda temos que ‖y∗‖ = 1.
Logo, F ′(x∗)y∗ 6= 0.
Pela continuidade de F ′(x∗) segue que
F ′(x∗)yn −→ F ′(x∗)y∗. (3.5)
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Pela suposição de que não existe c1 > 0 tal que (3.4) seja válida, temos
‖F ′(x∗)yn‖ −→ 0. (3.6)
De (3.5) e (3.6) tem-se F ′(x∗)y∗ = 0, o que é uma contradição ao fato de F
′(x∗)y∗ 6= 0.
Portanto, deve existir c1 > 0 tal que (3.4) seja válida para algum δ > 0.
Para mostrar (ii) considere, para x ∈ Vδ, a expansão:
F ′(x) = F ′(x∗) + F
′′(x∗)(x− x∗) + O(‖x− x∗‖2).
Se s ∈ N então
F ′(x)s = F ′(x∗)s+ F
′′(x∗)(x− x∗)s+ O(‖x− x∗‖2‖s‖)
= F ′′(x∗)(x− x∗)s+ O(‖x− x∗‖2‖s‖).
Assim, pela hipótese H4, existe c2 > 0 tal que:
‖F ′(x)s‖ ≥ ‖F ′′(x∗)(x− x∗)s‖ ≥ c2‖x− x∗‖‖s‖,
para algum δ > 0. 2
Lema 3.7. Suponha a validade de H1, H2, H3, H4 e H5. Então, existem c3 > 0 e
δ > 0 tais que para todo x ∈ Vδ
‖(F ′(x))−1‖ ≤ 1
c3‖x− x∗‖
.
Demonstração: Sejam x ∈ Vδ, Rx ≡ F ′(x)(X) e Sx ≡ F ′(x)(N). Se x 6= x∗, então
Rn = Rx ⊕ Sx.
Com efeito, como F ′(x) é não singular e Rn = X ⊕N , então
Rn = F ′(x)(X) = F ′(x)(X ⊕N) = F ′(x)(X)⊕ F ′(x)(N).
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para todo u ∈ Rx e x ∈ Vδ, u 6= 0.






para todo v ∈ Sx e x ∈ Vδ, v 6= 0.
Consequentemente, existem c3 e δ positivos tais que para todo x ∈ Vδ




Observação 3.8. Os Lemas 3.6 e 3.7 também foram utilizados por Reddien em [141,
142].
O teorema a seguir é o resultado de Cavanagh [26, Teorema 2.7] com leves
modificações. A hipótese H1 que estamos utilizando é mais forte que a hipótese original
de [26] na qual F ∈ C2 e F ′′(x) possui módulo de continuidade conhecido. Essa mudança
é feita apenas para simplificar as demonstrações. Também vale observar que a correção
sugerida por Cavanagh para restaurar a convergência quadrática é apenas teórica e não
pode ser utilizada na prática, pois necessita de prévio conhecimento da solução.
Teorema 3.9. Suponha a validade de H1, H2, H3, H4 e H5, e escolha um δ > 0 de
modo que os Lemas 3.6 e 3.7 sejam válidos.
Então, x∗ é um ponto atrator para o método de Newton e a convergência é
linear. E mais,










E a convergência quadrática pode ser restaurada usando o seguinte processo
iterativo:
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Demonstração: Seja x0 ∈ Vδ, pelo método de Newton temos:
xk+1 = xk − (F ′k)−1Fk.
Assim,
xk+1 − x∗ = xk − x∗ − (F ′k)−1F (xk)
= xk − x∗ − (F ′k)−1[F ′∗(xk − x∗) + O(‖xk − x∗‖2)]
= xk − x∗ − (F ′k)−1F ′∗(PX + PN)(xk − x∗)− (F ′k)−1O(‖xk − x∗‖2)
= xk − x∗ − (F ′k)−1F ′∗PX(xk − x∗)− (F ′k)−1O(‖xk − x∗‖2).
Logo, pelo Lema 3.6 (i), e pelo Lema 3.7, para xk ∈ Vδ, existem c1, c3, c4, c5 > 0
tais que
‖xk+1 − x∗‖ ≤ ‖xk − x∗‖+ (F ′k)−1F ′∗PX(xk − x∗)‖+ ‖(F ′k)−1‖c4‖xk − x∗‖2






≤ c5‖xk − x∗‖.
Obtemos assim a convergência linear do método de Newton no caso singular,
ou seja, limk→∞ xk = x∗, e então G torna-se cont́ınua em Vδ ∪ {x∗}.




De fato, usando a expansão de Taylor de segunda ordem para F e o Lema 3.6 (i),
para xk ∈ Vδ temos:∥∥∥∥G(xk)−G(x∗)− 12PN(xk − x∗)
∥∥∥∥ = ∥∥∥∥xk − x∗ − (F ′k)−1Fk − 12PN(xk − x∗)
∥∥∥∥
≤
∥∥∥∥12(F ′k)−1F ′′k (xk − x∗)− 12PN




−1F ′′k (xk − x∗) = (F ′k)−1[F ′k − F ′∗] + O(‖xk − x∗‖).
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segue que, para s ∈ N ,
(F ′k)
−1F ′′k (xk − x∗)s = s+ O(‖xk − x∗‖‖s‖),
e para y ∈ X,
(F ′k)
−1F ′′k (xk − x∗)y = y + (F ′k)−1F ′∗y + O(‖xk − x∗‖‖y‖)
= O(‖xk − x∗‖‖y‖).
Consequentemente,∥∥∥∥12(F ′k)−1F ′′k (xk − x∗)− 12PN
∥∥∥∥ = O(‖xk − x∗‖).
Assim,∥∥∥∥G(xk)−G(x∗)− 12PN(xk − x∗)
∥∥∥∥ = O(‖xk − x∗‖2),




Temos portanto a estimativa:
G(xk) = G(x∗) +
1
2
PN(xk − x∗) + O(‖xk − x∗‖2).
Então para restaurar a convergência quadrática basta adotar o processo ite-
rativo:
xk+1 = xk + dN −
1
2
PN(xk − x∗). (3.7)
2
O seguinte resultado é consequência direta do Teorema 3.9:
Corolário 3.10. A aplicação G como definida em (3.2) é cont́ınua em Vδ ∪ {x∗}.
Corolário 3.11. O operador G′(x) definido por:
G′(x) =
 (F ′(x))−1F ′′(x)(F ′(x))−1F (x), se x 6= x∗1
2
PN , se x = x∗.
é cont́ınuo em Vδ ∪ {x∗}.
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Demonstração: O único ponto onde pode-se ter problemas é x∗, então vamos mostrar
que G′(x) −→ 1
2
PN quando x −→ x∗. De fato,∥∥∥∥12(F ′(x))−1F ′′(x)(x− x∗)− 12PN
∥∥∥∥ = O(‖x− x∗‖).
E como
G′(x) = (F ′(x))−1F ′′(x)(F ′(x))−1F (x) =
1
2
(F ′(x))−1F ′′(x)(x− x∗) + O(‖x− x∗‖),
segue que, ∥∥∥∥G′(x)− 12PN
∥∥∥∥ = O(‖x− x∗‖).
Portanto, G′(x) −→ 1
2
PN quando x −→ x∗. 2
3.2 Métodos tensoriais em problemas singulares
Consideremos agora o método de Chebyshev definido pelas equações (2.17) e (2.18)
com λ = 0. Mostraremos que o Teorema 3.9 vale também para (2.17)-(2.18), ou seja,
o método de Chebyshev gera uma sequência convergente para uma solução do pro-
blema (2.1). A ordem de convergência também é linear, mas o passo corretor nos dá
uma melhora com relação ao método de Newton. Mostraremos que a direção corretora
tem uma estreita relação com a correção sugerida por Cavanagh [26]. Tal relação ex-
plica, parcialmente, a afirmação de Schnabel e Frank [151] de que os métodos tensoriais
levam vantagem sobre o método de Newton nos casos singulares. As hipóteses são as
mesmas do Teorema 3.9.
3.2.1 Adaptação para o método de Chebyshev
Vejamos inicialmente que o resultado do Lema 3.4 também é válido para o método de
Chebyshev, o que justifica a utilização da hipótese H5.
Lema 3.12. Os iterandos gerados pelo método de Chebyshev, equações (2.17)-(2.18)
com λ = 0, são invariantes por transformações não singulares.
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Demonstração: De fato, se T é uma matriz não singular, então:









































Teorema 3.13. Suponha a validade das hipóteses H1, H2, H3, H4 e H5 para
F : Rn −→ Rn. Então, uma sequência gerada pelo método de Chebyshev converge





Demonstração: Da relação (2.17) e da expansão de Taylor de segunda ordem para
F em torno de xk ∈ Vδ vem:




























F ′′k (xk − x∗ + dN)(xk − x∗ − dN) + O(‖xk − x∗‖3)
]
. (3.8)
Vejamos estimativas para os termos que aparecem na equação (3.8):
• xk − x∗ + dN = O(‖xk − x∗‖)
De fato, pela expansão de Taylor temos:
F∗ = Fk + F
′
k(x∗ − xk) + O(‖xk − x∗‖2).
Como F∗ = 0, segue que:
−Fk + F ′k(xk − x∗) = O(‖xk − x∗‖2).
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Assim, do Lema 3.7 vem:
xk − x∗ + dN = xk − x∗ − (F ′k)−1Fk
= (F ′k)
−1[−Fk + F ′k(xk − x∗)]
= (F ′k)
−1O(‖xk − x∗‖2)
= O(‖xk − x∗‖).






−1[F ′∗(xk − x∗) + O(‖xk − x∗‖2)]
= (F ′k)
−1F ′∗(PX + PN)(xk − x∗) + (F ′k)−1O(‖x− x∗‖2)]
= (F ′k)
−1F ′∗PX(xk − x∗) + (F ′k)−1O(‖x− x∗‖2)].
Então, aplicando o Lema 3.7, obtemos:
‖dN‖ = ‖(F ′k)−1Fk‖ ≤ c6‖xk − x∗‖,
para xk ∈ Vδ e c6 uma constante positiva.
Assim,
‖xk − x∗ − dN‖ ≤ ‖xk − x∗‖+ ‖dN‖ ≤ c7‖xk − x∗‖.
Ou seja,
xk − x∗ − dN = O(‖xk − x∗‖).
Retornando a (3.8),




−1F ′′kO(‖xk − x∗‖)O(‖xk − x∗‖) + (F ′k)−1O(‖xk − x∗‖3)
= O(‖xk − x∗‖) + O(‖xk − x∗‖2) = O(‖xk − x∗‖).
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De certo modo, o passo corretor aproxima a correção teórica sugerida por
Cavanagh (1
2
PN(xk − x∗)). Nos seguintes exemplos unidimensionais vemos a melhora
obtida pelo método de Chebyshev em comparação com Newton.
Exemplo 3.14. Considere F (x) = x2, x ∈ R. Vejamos como se comportam as
sequências geradas pelos métodos de Newton e Chebyshev para resolver F (x) = 0.
























Exemplo 3.15. Considere agora F (x) = x3 + cx2, x ∈ R e c uma constante real não
nula. Façamos a mesma análise do exemplo anterior:
Temos, F ′(x) = 3x2+2cx e F ′′(x) = 6x+2c. Neste caso a equação F (x) = 0
tem duas ráızes, a saber, x∗ = −c e x∗ = 0, no entanto estamos interessados no caso em
que F ′(x) = 0, ou seja, x∗ = 0. As hipóteses dos Teoremas 3.9 e 3.13 são satisfeitas.
- Newton











quando xk −→ x∗.
- Chebyshev














quando xk −→ x∗.
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Uma modificação que fizemos no método de Chebyshev para melhorar a
correção no sentido sugerido por Cavanagh foi adotar a sobrerelaxação dCm = 2dC , o
que chamamos de Chebyshev modificado, no lugar de dC , ou seja, o processo iterativo
torna-se:
xk+1 = xk + dN + 2dC . (3.9)












Já para o Exemplo 3.15 obtemos:













quando xk −→ x∗.
O próximo resultado é uma adaptação do Teorema 3.13 para o método
definido por (3.9).
Teorema 3.16. Suponha as mesmas hipóteses do Teorema 3.13. Então, se x0 é tomado
suficientemente próximo a x∗, o método definido por (3.9) gera uma sequência conver-
gente a x∗.
Demonstração: Utilizando a mesma técnica da prova do Teorema 3.13, segue de (3.9)
que:
xk+1 − x∗ = xk − x∗ − (F ′k)−1Fk − (F ′k)−1F ′′k dNdN
= (F ′k)
−1[−Fk + F ′k(xk − x∗)]− (F ′k)−1F ′′k dNdN .
Agora usando o Lema 3.7 e os seguintes fatos, já mostrados:
−Fk + F ′k(xk − x∗) = O(‖xk − x∗‖2), dN = O(‖xk − x∗‖),
obtemos,
xk+1 − x∗ = O(‖xk − x∗‖).
2
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3.2.2 Análise da famı́lia Chebyshev-Halley
Agora vejamos como obter resultados similares de convergência para os métodos de
Halley e super-Halley. Neste caso é necessário um pouco mais de trabalho, pois devemos
ter condições para que as direções de correção dos métodos de Halley e super-Halley,








−1F ′′k dNdN , dsH = −
1
2
(F ′k + F
′′
k dN)
−1F ′′k dNdN .
Analisemos o caso geral, d = −(F ′k + λF ′′k dN)−1F ′′k dNdN . Que condições




Sabemos que (F ′k)
−1 existe para xk ∈ Vδ. Pelo Teorema 2.3.4 de [60], temos
que se r = ‖(F ′k)−1λF ′′k dN‖ < 1 então (F ′k + λF ′′k dN)−1 existe e




Temos então outra questão a responder: sob quais condições teremos r < 1?
A resposta não é dif́ıcil. Primeiramente observe que a condição r < 1 é
equivalente a λ‖G′k‖ < 1 (G′k definida na Proposição 3.2), e como G′k −→ 12PN quando
xk −→ x∗, então se λ2‖PN‖ < 1 existe um k̄ > 0 tal que r < 1 para todo k ≥ k̄.
Lembrando que Rn = N ⊕X, os seguintes resultados são conhecidos:
• Se θ é o ângulo entre N e X, então ‖PN‖ = 1sen θ , θ ∈ (0,
π
2
] ([119, 5.15.3 p. 450 ]).
• ‖PN‖ = ‖PX‖ ([119, 5.9.9 p. 391]).
• ‖PN‖ ≥ 1 ([119, 5.9.8 p. 391]).




• Para Halley temos λ = 1
2
. Assim de λ
2
‖PN‖ < 1, obtemos sen θ > 14 , ou
θ > arcsin(0.25).
• Para super-Halley temos λ = 1. Assim de λ
2
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• Para o caso geral devemos ter sen θ > λ
2
.
Já temos condições para a inversibilidade de (F ′k+λF
′′
k dN), nos falta mostrar
a convergência sob estas condições, o que segue das próximas equações:
Por (3.10) e pelo fato de que dN = O(‖xk − x∗‖), temos:
1
2
(F ′k + λF
′′
k dN)
−1F ′′k dNdN = O(‖xk − x∗‖). (3.11)
De (3.11) e usando que −Fk + F ′k(xk − x∗) = O(‖xk − x∗‖2) vem:
xk1 − x∗ = xk − x∗ − (F ′k)−1F ′k −
1
2





−1[−F ′k + F ′k(xk − x∗)]−
1
2




= O(‖xk − x∗‖).
Vejamos como ficam as sequências iterativas dos métodos de Halley e super-
Halley para as funções dos Exemplos 3.14 e 3.15:























• F (x) = x3 + cx2
- Halley





− xk(3xk + c)(xk + c)
2







quando xk −→ x∗.
- super-Halley





− xk(3xk + c)(xk + c)
2
(3x2k + 4cxk + 2c
2)(3xk + 2c)
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quando xk −→ x∗.
Nestes exemplos observamos que as razões de convergência dos métodos da
famı́lia Chebyshev-Halley são melhores que as obtidas pelo método de Newton. Mas
note que não encontramos resultados teóricos que garantam que essas razões são sempre
atingidas, isso permanece como um problema em aberto.
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Este caṕıtulo será dedicado a definir e descrever alguns tipos de problemas de comple-
mentaridade, bem como alguns problemas relacionados. Também comentaremos um
pouco sobre métodos de resolução de tais problemas, sem descrevermos os próprios
métodos em si. Apenas daremos algumas referências sobre os métodos citados, acom-
panhadas de comentários pertinentes.
O problema de complementaridade não linear (NCP) foi primeiramente es-
tudado por Cottle [31]. A importância deste tipo de problemas reside no fato de que
muitas aplicações podem ser formuladas, ou reformuladas, matematicamente por meio
de problemas de complementaridade, por exemplo, problemas de teoria dos jogos, pro-
blemas de equiĺıbrio econômico, problemas de contato em mecânica, etc. Para detalhes
sobre algumas aplicações ver [4, 5, 22, 51, 73, 125]. No ińıcio, as pesquisas estavam
mais voltadas à teoria sobre existência e unicidade de soluções dos NCP’s, ou seja, sob
quais condições um NCP possui solução e se tal solução é única, [31, 92, 94, 98].
Em [31], Cottle definiu o problema
min xTF (x)
s.a x, F (x) ≥ 0 (4.1)
onde F : Rn −→ Rn é diferenciável.
A nomenclatura “problema de complementaridade” não foi dada por Cottle,
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ela surgiu posteriormente. Nesse mesmo trabalho, Cottle redefiniu o problema (4.1) na
forma que hoje é mais conhecida: encontrar x ∈ Rn tal que
x, F (x) ≥ 0, xTF (x) = 0. (4.2)
No caso em que F é linear, ou seja, F (x) = Mx+ q, onde M é uma matriz
n× n e q ∈ Rn, o problema (4.2) já havia sido estudado anteriormente por Dorn [43].
Com a introdução deste novo tipo de problema e com os resultados obti-
dos surgiram também extensões e problemas relacionados, como os problemas de com-
plementaridade mista, problemas de complementaridade generalizados, problemas de
complementaridade não linear como caso particular de desigualdades variacionais, etc.
Na seção 4.1 definiremos o problema de complementaridade não linear gene-
ralizado, algumas de suas variantes e listamos alguns resultados clássicos sobre a exis-
tência de solução. Na seção 4.2 listamos algums resultados sobre métodos e algoritmos
para resolução dos problemas citados na seção 4.1.
4.1 Definições
O problema de complementaridade não linear é atualmente mais conhecido sob a for-
mulação (4.2). A equivalência entre (4.1) e (4.2) foi feita no trabalho introdutório de
Cottle [31]. Como já foi comentado, quando F tem a forma
F (x) = Mx+ q, M ∈ Rn×n e q ∈ Rn, (4.3)
o problema recebe o nome de problema de complementaridade linear (LCP).
Os primeiros resultados teóricos sobre o problema (4.1) versavam sobre con-
dições para a existência e unicidade de solução. Para o LCP tem-se o seguinte resultado
de Dorn [43].
Teorema 4.1. Se M é definida positiva, então o problema (4.2) tem uma solução ótima
x∗ tal que x
T
∗ F (x∗) = 0.
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Cottle em [31] obteve um resultado similar:
Teorema 4.2. Se M tem os menores principais positivos, então o problema definido
por (4.2) tem uma solução ótima x∗ tal que x
T
∗ F (x∗) = 0.
Ingleton [79] provou que a condição do Teorema 4.2 é necessária e suficiente
para a existência de uma única solução do problema (4.2).
Existem também algumas extensões do LCP:
- hLCP: problema de complementaridade linear horizontal
Consiste em encontrar x, y ∈ Rn tais que
Rx+Qy = q, (x, y) ≥ 0, xTy = 0, (4.4)
onde R,Q ∈ Rn×n.
Para R = −M e Q = I (4.4) torna-se (4.2).
- mLCP: problema de complementaridade linear misto














Para m = 0, M11 = M e q1 = q, (4.5) torna-se (4.2).
4.1.1 Problema de complementaridade generalizado (GNCP)
Problemas de complementaridade generalizados são tipos de extensões do NCP nos
quais o ortante positivo é substitúıdo por um cone. Antes de definir algumas extensões
vejamos a definição de cone, conforme [72].
Definição 4.3. Um subconjunto K ⊂ Rn será chamado de cone se satisfaz as três
seguintes condições:
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1. K é fechado;
2. ax+ by ∈ K, para todos x, y ∈ K e a, b reais não negativos;
3. se x ∈ K − {0}, então −x /∈ K.
Também devemos definir um cone particular, relacionado a K.
Definição 4.4. Seja K um cone em Rn. K◦ = {y ∈ Rn | xTy ≥ 0,∀x ∈ K} é chamado
de cone polar de K. Se K ⊂ K◦, então K é chamado de cone subpolar.
Um exemplo de cone é o ortante não negativo em Rn, e mais seu cone polar
é ele próprio.
O GNCP como definido em [72] consistem em encontrar x ∈ Rn tal que
x ∈ K, G(x) ∈ K◦, xTG(x) = 0, (4.6)
onde G : Rn −→ Rn.
Se K = Rn+ = {x ∈ Rn | x ≥ 0}, então (4.6) torna-se um NCP.
Atualmente a formulação do GNCP é uma extensão de (4.6): encontrar
x ∈ Rm tal que
F (x) ∈ K, G(x) ∈ K◦, F (x)TG(x) = 0, (4.7)
onde F,G : Rm −→ Rn (cf. [88, 160, 174]).
No caso em que m = n e F (x) = x, a forma (4.7) é reduzida à forma (4.6).
Quando K = Rm+ , G(x) = x − F (x) e F : Rm −→ Rn o problema (4.7) se reduz ao
problema de complementaridade impĺıcita, como definido em [129, 130].
4.1.2 Desigualdades variacionais
Desde o ińıcio dos estudos sobre problemas de complementaridade foi observado, por
Karamardian [93], a relação existente entre tais problemas e problemas variacionais.
Definamos o problema variacional em dimensão finita, conforme [73]:
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Definição 4.5. Sejam X ⊂ Rn um subconjunto não vazio, convexo e fechado, e G :
Rn −→ Rn. O problema de desiguladade variacional é encontrar um vetor x∗ ∈ X tal
que
G(x∗)
T (u− x∗) ≥ 0, para todo u ∈ X. (4.8)
Karamardian [93] mostrou que o conjunto solução do problema (4.6) coincide
com o conjunto solução do problema variacional (4.8), com X ≡ K. Para mais detalhes
sobre estas relações uma referência é o excelente trabalho de Harker e Pang [73].
4.2 Métodos e Algoritmos
Existe uma grande variedade de métodos para resolver problemas de complementari-
dade, o primeiro algoritmo para resolver NCP’s foi dado por Cottle [31] e era uma
extensão do algoritmo de pivoteamento para o caso linear, já conhecido. Atualmente
a maioria dos métodos de resolução de problemas de complementaridade é baseada em
reformulações do problema. Destacamos a seguir algumas dessas reformulações e para
quais problemas são aplicáveis.
4.2.1 Reformulações como problemas de otimização
Uma das técnicas mais utilizadas para resolver problemas de complementaridade é
reformulá-los como problemas de otimização (restrita, irrestrita, diferenciável, não dife-
renciável, etc.). A partir disso obtêm-se condições sob as quais as soluções do problema
de otimização sejam também soluções do problema de complementaridade. Esta técnica
vem das origens do problema, já que a formulação inicial de um NCP dada por Cottle
[31] era a de um problema de minimização.
Nos trabalhos [2, 3, 5, 8, 9, 10, 11, 12, 55, 90] os problemas de complementari-
dade ou desigualdades variacionais são reformulados como problemas de minimização,
alguns irrestritos e outros com restrições. Em [6, 7, 91, 157] os autores utilizam a mesma
técnica mas agora em GNCP’s.
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Já Pang e Gabriel [131] reformulam um NCP como um problema de mini-
mização com restrições de não negatividade nas variáveis e utilizam um método de
programação quadrática sequencial não suave para resolver a reformulação.
4.2.2 Reformulações como sistemas não lineares
Outra técnica bastante estudada é a de reformular um problema de complementaridade
como um sistema não linear (diferenciável ou não diferenciável). Como na técnica ante-
rior obtêm-se condições sob as quais uma solução do sistema seja solução do problema
de complementaridade.
Nesta técnica podemos citar as modificações do método de Newton para
equações não suaves, quando o sistema a ser resolvido não é diferenciável, como visto
no Caṕıtulo 2. Alguns trabalhos nesta linha são [35, 47, 54, 74, 169], que tratam de
reformulações de NCP’s. No trabalho [166] a técnica é utilizada em desigualdades
variacionais.
Nesta linha também podemos citar os métodos de continuação, também
chamados de seguidores de caminho, para mais detalhes ver [101, 103, 104].
4.2.3 Métodos de pontos interiores
Os métodos de pontos interiores surgiram na década de 80, com o trabalho de Kar-
markar [95]. Neste trabalho o autor tratava de um método para resolver problemas
de programação linear (PL) que tinha complexidade polinomial, o que causou uma
grande expectativa na área, pois pouco tempo antes disso foi mostrado que exis-
tiam problemas para os quais a complexidade do método Simplex era exponencial.
A partir dáı houve uma intensa busca por melhores métodos de pontos interiores
com boas propriedades teóricas, complexidade polinomial, e que também tivessem
um bom desempenho prático. O final da década de 80 e ińıcio da década de 90 foi
muito frut́ıfero em trabalhos nesse sentido, tendo sido desenvolvida a base de grande
parte dos métodos de pontos interiores hoje estudados e utilizados na prática, ver
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[61, 102, 113, 116, 117, 120, 134, 144, 146, 172, 176, 177, 178].
Com o sucesso dos métodos de pontos interiores em PL começou a sur-
gir o interesse de aplicar tal técnica a outros tipos de problemas, como programação
quadrática [25, 158, 159], semidefinida [86, 87, 136], convexa, não linear [44, 170] e
também a problemas de complementaridade [62, 67, 80, 99, 100, 105, 112, 118, 121,
122, 123, 135, 137, 153, 163, 164, 171, 179, 180, 181].
Em [67, 100, 112, 137, 163] os autores desenvolvem métodos de pontos in-
teriores para NCP’s monótonos, mais precisamente, Kojima, Noma e Yoshise em [100]
definem uma vasta classe de métodos de pontos interiores e mostram a convergência, em
[112] os autores modificam um método preditor-corretor de Mizuno-Todd-Ye, em [137]
os autores sugerem um algoritmo de redução potencial, e em [163] os autores utilizam
o referencial do trabalho [100] e definem um novo algoritmo.
Iusem em [80] propõe um método de pontos interiores para resolver NCP’s
com operadores paramonótonos, isto é, nos quais 〈F (x)− F (y), x− y〉 = 0 implica que
F (x) = F (y). Monteiro, Pang e Wang em [123] combinam idéias de métodos de pontos
interiores com idéias do algoritmo NE/SQP de Pang e Gabriel [131], para NCP’s não
monótonos.
Em [62, 99, 105, 118, 164, 171] os autores desenvolvem métodos de pontos
interiores para LCP’s monótonos. Em particular, Gonzaga em [62], Mehrotra e Stubbs
em [118], e Ye e Anstreicher em [171] trabalham com métodos do tipo preditor-corretor.
Simantiraki e Shanno em [153] desenvolvem um método de pontos interiores para LCP’s
não monótonos. Já em [135, 179, 180, 181] os autores desenvolvem métodos de pontos
interiores para hLCP’s.
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Caṕıtulo 5
GNCP em Cones Poliedrais
Muitos problemas em matemática, f́ısica, economia e engenharia podem ser formulados
como desigualdades variacionais, problemas de complementaridade e problemas rela-
cionados com (4.7), ver p.ex. [4, 5, 22, 51, 52, 97, 125, 133]. Apesar de (4.7) não ser um
caso particular de problema de desigualdade variacional (VIP), ele é um caso especial
de problema de desigualdade variacional geral (GVIP), como formulado por [124].
No caso em que K = Rn+, a solução do GNCP por meio de reformulações foi
considerada por Peng e Yuan [132] e Jiang et al. [88], baseadas na função de Fischer-
Burmeister (F-B). A primeira reformulação para problema (4.7) em sua forma geral
foi introduzida em [6], por meio do sistema KKT associado ao problema. Desde então
esta reformulação tem sido adotada [160, 161, 174, 175], mas usando a função F-B
aplicada às variáveis de folga e não a F (x) ou a G(x), o que impede a possibilidade
de tirar proveito das propriedades teóricas da função F-B. As reformulações obtidas
em [6, 7, 160, 161] foram feitas para métodos de primeira ordem. Em [174, 175] foram
introduzidos métodos de segunda ordem não diferenciáveis. Também foram propostos
e analisados algoritmos de projeção para problemas relacionados. Em [165] os autores
desenvolveram uma estratégia de redes neurais para resolver desigualdades variacionais
monótonas, enquanto em [145] foi apresentado um esquema de projeção para aplicação
ao GVIP.
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Apesar do método de Newton já ter sido estudado na resolução do NCP, seja
por estratégias não diferenciáveis (ver [47, 74, 169]) ou por métodos de pontos interiores
[100, 137, 163], ele ainda não havia sido estudado na resolução do GNCP sobre uma
perspectiva que combina idéias diferenciáveis e pontos interiores.
Considerando a classe dos métodos de pontos interiores, variantes do algo-
ritmo preditor-corretor original de Mehrotra [116] estão entre os algoritmos mais uti-
lizados em implementações comerciais de Métodos de Pontos Interiores (ver [33, 167]).
Além disso, o algoritmo preditor-corretor de Mehrotra é uma técnica de segunda ordem
que tem sido objeto de recentes pesquisas ([146, 155, 180, 181]). Portanto, nada mais
natural que considerar estes dois elementos: um problema importante com algoritmos
proeminentes.
Este caṕıtulo é organizado do seguinte modo. Na Seção 5.1 estabelecemos
o GNCP em cones poliedrais e introduzimos um sistema não linear equivalente com
algumas variáveis não negativas. Na Seção 5.2 é apresentado um algoritmo de pontos
interiores baseado no método de Newton para resolver o problema equivalente definido
na Seção 5.1, e também é feita a análise de convergência local de tal algoritmo. Na
Seção 5.3 estabelecemos um algoritmo do tipo preditor-corretor para resolver a refor-
mulação do GNCP e analisamos a sua convergência. Na Seção 5.4 são apresentados
experimentos numéricos para avaliar o desempenho dos algoritmos introduzidos nas
seções anteriores. O material deste caṕıtulo foi sistematizado no artigo [13].
5.1 GNCP em cones poliedrais e um problema equi-
valente
No que segue, consideraramos o caso do problema (4.7) com m = n, F,G ∈ C1 e K um
cone poliedral em Rn, isto é,
K = {v ∈ Rn|Av ≥ 0, Bv = 0}, (5.1)
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onde A ∈ Rq×n e B ∈ Rs×n. Assim, o cone polar é dado por
K◦ = {u ∈ Rn|u = ATλ1 +BTλ2, λ1 ≥ 0}. (5.2)
Seja x∗ uma solução do problema (4.7) com as escolhas acima para K e K◦
e considere o seguinte problema de programação convexa
min yTG(x∗)
s.a y ∈ K,
que pode ser reescrito como
min yTG(x∗)
s.a By = 0
Ay ≥ 0.
(5.3)
Note que devido à linearidade das restrições, o problema (5.3) natural-
mente satisfaz uma condição de qualificação (constraint qualification). Identificando
y ≡ F (x∗), o sistema KKT associado ao problema (5.3) é dado por
G(x∗)− ATλ1 −BTλ2 = 0
BF (x∗) = 0
AF (x∗)− z = 0
λ1 ≥ 0, z ≥ 0, (λ1)izi = 0,∀i.
Este racioćınio motiva a introdução do seguinte sistema não linear com
restrição de não negatividade em algumas variáveis:






 = 0 (5.4)
com z, λ1 ≥ 0, e Z = diag(z).
O seguinte resultado estabelece uma relação entre as soluções dos problemas
(4.7) e (5.4):
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Teorema 5.1. Se x∗ é solução do problema (4.7), então existem z∗, λ
1
∗ ∈ Rq e λ2∗ ∈ Rs,




∗) é solução do problema (5.4). Reciprocamente, se w∗ é
solução do problema (5.4), então x∗ é solução do problema (4.7).
Demonstração: Seja x∗ solução do GNCP. Então, de F (x∗) ∈ K obtemos
AF (x∗) ≥ 0 e BF (x∗) = 0.
Assim, deve existir
z∗ ∈ Rq, z∗ ≥ 0, tal que AF (x∗)− z∗ = 0.





Só resta mostrar que Z∗λ
1



















Suponhamos agora que w∗ seja solução do problema (5.4). Pelas duas
primeiras equações de (5.4), e pelo fato de z∗ ≥ 0, vem que F (x∗) ∈ K. Da terceira
equação de (5.4) e de λ1∗ ≥ 0 obtemos G(x∗) ∈ K◦, e como F (x∗)TG(x∗) = zT∗ λ1∗, da
quarta equação de (5.4) vem que F (x∗)
TG(x∗) = 0. Portanto, x∗ é solução do problema
(4.7). 2
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5.2 Um algoritmo de Newton perturbado e pontos
interiores
A principal idéia deste caṕıtulo é utilizar métodos de pontos interiores para encontrar
uma solução do sistema (5.4), obtendo assim uma solução de (4.7) pelo Teorema 5.1.
Um protótipo de algoritmo de pontos interiores de Newton para resolver (5.4)
será dado a seguir. A função que define o sistema não linear, calculada na sequência
gerada, é denotada por Hk ≡ H(wk), enquanto que sua matriz Jacobiana será repre-
sentada por H ′k ≡ H ′(wK). Explicitamente, esta matriz é dada por
H ′(w) =

AF ′(x) −I 0 0
BF ′(x) 0 0 0
G′(x) 0 −AT −BT
0 Λ1 Z 0
 (5.5)
na qual Z = diag(z), Λ1 = diag(λ1). Para completar a notação utilizada, a dimensão
total é n + 2q + s ≡ n1, e os vetores ê e d são dados por ê = (0, 0, 0, e)T ∈ Rn1 , com
e = (1, 1, . . . , 1)T ∈ Rs e d = (dx, dz, dλ1 , dλ2)T ∈ Rn1 .
Algoritmo 1. Seja w0 com z0, λ
1
0 > 0 dados. Para k = 0, 1, 2, . . . faça:
1. Escolha µk ∈ R tal que µk > 0.
2. Calcule d, solução do sistema linear H ′kd = −Hk + µkê.















| (dz)i < 0
}}
.
4. Faça wk+1 = wk + αkd.
No que diz respeito às escolhas inerentes aos Passos 1 e 3, condições teóricas
serão estabelecidas na análise de convergência e expressões particulares utilizadas na
implementação serão oportunamente apresentadas.
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Para provar que o Algoritmo 1 está bem definido e analisar sua convergência
local, as seguintes hipóteses são necessárias.
Hipóteses
A1. O sistema (5.4) tem uma solução w∗ ∈ Rn1 .
A2. As funções F,G ∈ C2, F ′′ e G′′ são Lipschitz cont́ınuas, F ′(x) é inverśıvel e
F ′(x)TG′(x) é definida positiva no núcleo de BF ′(x) para cada x ∈ Rn.
A3. A matriz B ∈ Rs×n tem posto completo.
Verificar que a matriz F ′(x)TG′(x) é definida positiva no núcleo de BF ′(x)
não é fácil de ser feito, na prática. Uma condição mais forte e no entanto mais simples
de ser verificada é F ′(x)TG′(x) > 0, e nesta condição já fica impĺıcita a inversibilidade
de F ′. Porém, em nossa hipótese, a não singularidade de G′ não é obrigatória. Vale a
pena mencionar que os autores de [160, 174], que utilizam abordagem não diferenciável,
assumem que ambos os Jacobianos são não singulares na solução (denotados por F ′∗ e




TAT é uma P -matriz, isto é,
todos os seus menores principais são positivos. Infelizmente, tais hipóteses restringem
a q o número de faces do cone poliedral, que não pode ser maior que a dimensão do
espaço n.
5.2.1 O Algoritmo 1 está bem definido
O resultado abaixo garante que a matriz Jacobiana de (5.4) admite uma inversa sempre
que for calculada na sequência de pontos gerados pelo Algoritmo 1.
Lema 5.2. Se w = (x, z, λ1, λ2) é tal que z, λ1 > 0 e as hipóteses A2 e A3 são satis-
feitas, então a matriz H ′(w) é não singular.
Demonstração: Para simplificar a apresentação, no que segue omitiremos a dependên-
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que pode ser reescrito como
AF ′u− v = 0 (5.6)
BF ′u = 0 (5.7)
G′u− ATy −BT t = 0 (5.8)
Λ1v + Zy = 0. (5.9)
Pré-multiplicando a equação (5.8) por uT (F ′)T e usando (5.6) e (5.7), temos
uT (F ′)TG′u− vTy = 0. (5.10)
Lembrando que z, λ1 > 0, então da equação (5.9) vem que
y = −Z−1Λ1v. (5.11)
Substituindo (5.11) em (5.10) obtemos
uT (F ′)TG′u+ vTZ−1Λ1v = 0. (5.12)
Como Z−1Λ1 é definida positiva, assumindo que F ′(x) é inverśıvel e
F ′(x)TG′(x) é definida positiva no núcleo de BF ′(x) teremos, da equação (5.12), v = 0
e u = 0. E por (5.11), y = 0. A equação (5.8) torna-se BT t = 0, mas B tem posto
completo, logo t = 0. 2
Um caso particular de interesse surge quando no cone K não há a matriz B,
ou seja,
K = {v ∈ Rn|Av ≥ 0}.
Em tal caso, as condições do Lema 5.2 são simplificadas como segue:
Corolário 5.3. Se w = (x, z, λ1) é tal que z, λ1 > 0, G′(x) é inverśıvel e F ′(x)TG′(x)
é semidefinida positiva, então a matriz H ′(w) é não singular.
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5.2.2 Resultados preliminares
Na sequência vamos introduzir alguns lemas técnicos que auxiliarão o estabelecimento
dos resultados principais deste caṕıtulo.
Lema 5.4. Sejam D1 ⊂ Rn, D2, D3 ⊂ Rq, D4 ⊂ Rs vizinhanças abertas de x∗, z∗, λ1∗
e λ2∗, respectivamente. Então, existe L > 0 tal que:
‖G′(x)−G′(x′)‖ ≤ L‖x− x′‖ para todos x, x′ ∈ D1;(5.13)
‖F ′(x)− F ′(x′)‖ ≤ L‖x− x′‖ para todos x, x′ ∈ D1;(5.14)
‖H(w)−H(w′)‖ ≤ L‖w − w′‖ para todos w,w′ ∈ D = D1 ×D2 ×D3 ×D4;(5.15)
‖H ′(w)−H ′(w′)‖ ≤ L‖w − w′‖ para todos w,w′ ∈ D;(5.16)
‖H ′′(w)−H ′′(w′)‖ ≤ L‖w − w′‖ para todos w,w′ ∈ D;(5.17)
‖H(w)−H(w∗)−H ′(w)(w − w∗)‖ ≤
1
2
L‖w − w∗‖2 para todo w ∈ D.(5.18)
Demonstração: As desigualdades (5.13)-(5.17) seguem da hipótese A2. Para obter
(5.18) note que
H(w∗)−H(w)−H ′(w)(w∗ − w)=
∫ 1
0




[H ′(w + t(w∗ − w))−H ′(w)](w∗ − w)dt,
e portanto
‖H(w)−H(w∗)−H ′(w)(w − w∗)‖ ≤ ‖w − w∗‖
∫ 1
0
‖H ′(w + t(w∗ − w))−H ′(w)‖dt
≤ L‖w − w∗‖
∫ 1
0
‖w + t(w∗ − w)− w‖dt
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O próximo lema é clássico em análise matricial, e ‖ · ‖p denota uma p-norma
geral.
Lema 5.5. Se A ∈ Rn×n é não singular e r = ‖A−1E‖p < 1, então (A + E) é não








Demonstração: Ver [60, Teorema 2.3.4] 2
Os próximos dois lemas foram adaptados de Yamashita e Yabe [170], que
trabalharam com métodos de pontos interiores para otimização com restrições. Os
resultados foram reescritos em termos das variáveis do GNCP, no contexto do Algo-
ritmo 1.
Para a demonstração dos próximos resultados vamos precisar da seguinte
hipótese:
A4. A complementaridade estrita se cumpre na solução w∗, isto é, z∗ + λ
1
∗ > 0.
Lema 5.6. Suponha que a hipótese A4 seja satisfeita e defina










; (λ1∗)i > 0, i = 1, 2, . . . , q
}}
.
Existe ε0 > 0 tal que, se ‖wk − w∗‖ ≤ ε0 e d é definido no Passo 2 do
Algoritmo 1 então, para cada i tal que (λ1∗)i = 0,
(dλ1)i
(λ1k)i
= −1 + µk
(zk)i(λ1k)i
+ (pk)i, |(pk)i| ≤ κ‖d‖,
∣∣∣∣(dz)i(zk)i
∣∣∣∣ ≤ κ‖d‖,
e para cada i tal que (λ1∗)i > 0 ((z∗)i = 0) temos
(dz)i
(zk)i
= −1 + µk
(zk)i(λ1k)i
+ (qk)i, |(qk)i| ≤ κ‖d‖,
∣∣∣∣(dλ1)i(λ1k)i
∣∣∣∣ ≤ κ‖d‖.
Demonstração: Se (λ1∗)i = 0 então, pela hipótese A4, (z∗)i > 0. Da definição de
κ sabemos que 1
(z∗)i
< κ. Deste modo, existe ε0 suficientemente pequeno tal que, se
‖wk − w∗‖ ≤ ε0, então 1(zk)i ≤ κ. Logo∣∣∣∣(dz)i(zk)i
∣∣∣∣ ≤ ‖d‖(zk)i ≤ κ‖d‖. (5.19)
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CAPÍTULO 5. GNCP EM CONES POLIEDRAIS
Agora, do Passo 2 do Algoritmo 1, temos
Λ1kdz + Zkdλ1 = µke− Zkλ1k,
















− 1, i = 1, 2, . . . , q. (5.20)
Por(5.19) e (5.20) obtemos que
(dλ1)i
(λ1k)i
= −1 + µk
(zk)i(λ1k)i
+ (pk)i, onde |(pk)i| ≤ κ‖d‖.
Supondo agora que (λ1∗)i = 0 segue, da hipótese A4, que (z∗)i = 0. De modo





= −1 + µk
(zk)i(λ1k)i
+ (qk)i, onde |(qk)i| ≤ κ‖d‖.
2
O Lema 5.6 é usado para provar o seguinte resultado.
Lema 5.7. Sob as hipóteses do Lema 5.6, se κ‖dk‖ ≤ γk, então
1 ≥ αk ≥ γk − κ‖dk‖.
Demonstração: Se (dz)i, (dλ1)i ≥ 0 para todo i, então (zk + dz, λ1k + dλ1) > 0 e o
resultado é válido com αk ≡ 1.
Suponha que existe um ı́ndice i tal que (dλ1)i < 0. Se (λ
1
∗)i > 0, então do
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Utilizando o mesmos argumentos para dz obtemos
αk ≥ min{1, γk(1− κ‖dk‖)} = γk(1− κ‖dk‖) ≥ γk − κ‖dk‖.
Portanto,
1 ≥ αk ≥ γk − κ‖dk‖.
2
O próximo resultado fornece a inversibilidade da matriz Jacobiana na solução
w∗ de (5.4), e é utilizado no lema que vem depois dele.
Lema 5.8. Suponha a validade das hipóteses A1, A2, A3 e A4. Então, a matriz H ′(w∗)
é não singular.








que pode ser reescrito como
AF ′∗u− v = 0, (5.21)
BF ′∗u = 0, (5.22)
G′∗u− ATy −BT t = 0, (5.23)
Λ1∗v + Z∗y = 0. (5.24)
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Da equação (5.24) e da hipótese A3 segue que vTy = 0.
Utilizando a mesma idéia da demonstração do Lema 5.2,
uT (F ′∗)
TG′∗u− vTy = 0, e assim, uT (F ′∗)TG′∗u = 0.
Deste modo, pela hipótese A2, devemos ter u = 0. Portanto, v = 0, y = 0 e
t = 0. 2
Note que, apesar das equações (5.9) e (5.24) serem parecidas, a hipótese
z, λ1 > 0 do Lema 5.2 é mais forte que a hipótese A3 requerida pelo Lema 5.8. De
qualquer modo, a complementaridade estrita na solução z∗ + λ
1
∗ > 0 é suficiente para
garantir que a matriz Jacobiana calculada nesta solução seja inverśıvel.
Lema 5.9. Suponha a validade das hipóteses A1, A2, A3 e A4 e seja {wk} uma
sequência gerada pelo Algoritmo 1. Sejam ε, δ1, δ2 > 0 tais que
‖wk − w∗‖ < ε, ‖F ′k − F ′∗‖ < δ1, ‖G′k −G′∗‖ < δ2,
então existem ζ, τ > 0 tais que
‖H ′k −H ′∗‖ ≤ ζ, ‖(H ′k)−1‖ < τ,
e
(1− αk) ≤ (1− γk) + O(‖Hk‖) + O(µk).
Demonstração: Como
H ′k −H ′∗ =

A(F ′k − F ′∗) 0 0 0
B(F ′k − F ′∗) 0 0 0
G′k −G′∗ 0 0 0
0 Λ1k − Λ1∗ Zk − Z∗ 0
 .
temos
‖H ′k −H ′∗‖ ≤ ‖H ′k −H ′∗‖F ≤ ‖A‖F‖F ′k − F ′∗‖F + ‖B‖F‖F ′k − F ′∗‖F + ‖G′k −G′∗‖F
+‖Λ1k − Λ1∗‖F + ‖Zk − Z∗‖F
≤ (k1 + k2 + 1)Lε+ 2k3ε ≡ k4ε ≡ ζ,
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onde ‖.‖F é a norma de Frobenius.
Tomando A = H ′∗, E = H
′
k−H ′∗ e escolhendo ε > 0 suficientemente pequeno,
tal que ζ ε ‖(H ′∗)−1‖ < 1 segue, da desigualdade anterior e do Lema 5.5, que a matriz






‖dk‖ = ‖(H ′k)−1(−Hk + µkê)‖ ≤ ‖(H ′k)−1‖(‖Hk‖+ µk‖ê‖)
≤ τ(‖Hk‖+ µk‖ê‖).
Deste modo, pelo Lema 5.7 temos
0 ≤ (1− αk) ≤ (1− γk) + k‖dk‖ ≤ (1− γk) + k (O(‖Hk‖) + O(µk)) ,
e portanto,
(1− αk) ≤ (1− γk) + O(‖Hk‖) + O(µk).
2
5.2.3 Convergência local do Algoritmo 1
Sob as hipóteses usuais feitas em métodos de pontos interiores para os parâmetros γk e
µk do Algoritmo 1 [44, 170], a convergência local quadrática é estabelecida.
Teorema 5.10. Suponha que sejam válidas A1, A2, A3 e A4 e que a sequência {wk}
é gerada pelo Algoritmo 1. Se 1− γk = O(‖Hk‖) e µk = O(‖Hk‖2), então existe ε > 0
tal que, para ‖w0 − w∗‖ < ε, a sequência {wk} está bem definida, wk −→ w∗ e
‖wk+1 − w∗‖ ≤ ν‖wk − w∗‖2,
para alguma constante ν > 0.
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Demonstração: Suponha ‖wk − w∗‖ < ε. Como H ′k é não singular e ‖(H ′k)−1‖ ≤ τ ,
temos
wk+1 − w∗ = wk − w∗ + αkdk
= wk − w∗ + αk(H ′k)−1(−Hk + µkê) + αk(wk − w∗)− αk(wk − w∗)





Agora, pelos Lemas 5.4 e 5.9:
‖wk+1 − w∗‖ ≤ |1− αk| ‖wk − w∗‖+ αk‖(H ′k)−1‖ ‖Hk −H∗ −H ′k(wk − w∗)‖
+αk‖(H ′k)−1‖µk‖ê‖
≤ [(1− γk) + O(‖Hk‖) + O(µk)]‖wk − w∗‖+ O(‖wk − w∗‖2) + O(µk)
Como, por hipótese, 1− γk = O(‖Hk‖) e µk = O(‖Hk‖2), obtemos:
‖wk+1 − w∗‖ = O(‖wk − w∗‖2).
2
5.3 Um algoritmo preditor-corretor de pontos inte-
riores
Nesta seção vamos nos utilizar das técnicas e resultados das seções anteriores para
estabelecer a convergência de um método preditor-corretor para resolver o GNCP na
forma (5.4). Nosso método é baseado no método de Chebyshev para sistemas não
lineares [24, 68, 69], que será adaptado à filosofia dos métodos de pontos interiores.
Vale a pena mencionar que o bem conhecido método preditor-corretor de Mehrotra,
[155], pode ser visto com um caso particular do algoritmo aqui proposto.
Seguindo a idéia de Mehrotra, nosso método também utiliza a mesma matriz
Jacobiana no cálculo das duas direções, preditora e corretora, como será detalhado a
seguir. Em alguns casos vamos omitir o ı́ndice k para simplificar a notação.
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Direção preditora. A direção preditora é a direção de Newton, solução do seguinte
sistema linear
H ′kdN = −Hk, (5.25)
no qual H ′k e Hk são como definidas no Algoritmo 1.
Do último conjunto de equações do sistema (5.25) temos
Λ1kdNz + ZkdNλ1 = −ZkΛ
1
ke, (5.26)
no qual usamos a notação dN = (dNx , dNz , dNλ1 , dNλ2 ) ∈ R
n1 .
Direção corretora. A direção corretora do método de Chebyshev é a solução do
seguinte sistema linear, no qual a perturbação já está inclúıda
H ′kdC = rk + µkê, (5.27)












H ′′kdNdN . (5.28)





e sua ação em vetores u, v ∈ Rn1 é dada no Apêndice A.
Do último conjunto de equações do sistema (5.27) temos:
Λ1kdCz + ZkdCλ1 = −DNzDNλ1e+ µke, (5.29)
e denotamos dc = (dCx, dCz, dCλ1 , dCλ2) ∈ Rn+2q+s.
A direção final d = (dx, dz, dλ1 , dλ2) é dada pela soma das duas direções dN
e dC , isto é, d = dN + dC .
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Das equações (5.26) e (5.29) obtemos:
Λ1kdz + Zkdλ1 = −ZkΛ1ke−DNzDNλ1e+ µke. (5.30)
Visto como calcular as direções podemos definir o algoritmo preditor-corretor.




0) com z0, λ
1
0 > 0, para k = 0, 1, 2, . . ., faça:
1. Encontre dN solução do sistema linear de Newton: H
′
kdN = −Hk.
2. Escolha µk > 0.
3. Encontre dC solução do sistema linear de Chebyshev: H
′
kdC = rk + µkê.
4. Faça d = dN + dC .















| (dz)i < 0
}}
.
6. Faça wk+1 = wk + αkd.
No que se refere às escolhas dos parâmetros µk e γk, como observado após o
Algoritmo 1, condições teóricas e práticas serão dadas no momento oportuno.
Como a matriz H ′k é utilizada no cálculo das duas direções, sob as Hipóteses
A1, A2, A3 e A4, segue pelo Lema 5.2 que H ′k é não singular. Consequentemente, o
Algoritmo 2 está bem definido.
Para poder chegar a um resultado de convergência para o Algoritmo 2,
similar ao Teorema 5.10, os Lemas 5.6, 5.7 e 5.9 precisam ser adaptados, o que será
feito a seguir.
Lema 5.11. Suponha que a hipótese A3 seja satisfeita, seja {wk} uma sequência gerada
pelo Algoritmo 2, e defina
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Existe ε0 > 0 tal que, se ‖wk −w∗‖ ≤ ε0 e considerando d como definida no
Passo 4 do Algoritmo 2, então para cada i tal que (λ1∗)i = 0,
(dλ1)i
(λ1k)i
= −1 + µk
(zk)i(λ1k)i
+ (pk)i, |(pk)i| = O(‖Hk‖) + O(µk), (5.31)
∣∣∣∣(dz)i(zk)i
∣∣∣∣ ≤ κ1‖d‖ = O(‖Hk‖) + O(µk), (5.32)
e para cada i tal que (λ1∗)i > 0 ((z∗)i = 0) temos
(dz)i
(zk)i
= −1 + µk
(zk)i(λ1k)i
+ (qk)i, |(qk)i| = O(‖Hk‖) + O(µk), (5.33)
∣∣∣∣(dλ1)i(λ1k)i
∣∣∣∣ ≤ κ1‖d‖ = O(‖Hk‖) + O(µk). (5.34)
Demonstração: As estimativas
‖dN‖ = ‖(H ′k)−1(−Hk)‖ = O(‖Hk‖) (5.35)
e
‖rk‖ = O(‖dN‖2) = O(‖Hk‖2), (5.36)
são essenciais para obter os resultados desejados e elas são consequências da definição
(5.28) e do Lema 5.4.
De (5.35) e (5.36) temos
‖d‖ = ‖(H ′k)−1(−Hk + rk + µkê)‖ = O(‖Hk‖) + O(µk). (5.37)
No caso em que (λ1∗)i = 0, segue de A3 que (z∗)i > 0.
Da definição de c1, existe ε1 > 0 suficientemente pequeno tal que, para
‖wk − w∗‖ ≤ ε1, ∣∣∣∣(dNz)i(zk)i
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Utilizando (5.38), (5.39) e (5.35) obtemos∣∣∣∣(dNz)i(dNλ1)i(zk)i(λ1k)i
∣∣∣∣ = O(‖dN‖) = O(‖Hk‖). (5.40)
Agora, da definição de κ1 e de (5.37), existe ε2 > 0 suficientemente pequeno
tal que, para ‖wk − w∗‖ ≤ ε2,∣∣∣∣(dz)i(zk)i
∣∣∣∣ ≤ κ1‖d‖ = O(‖Hk‖) + O(µk). (5.41)
Utilizando (5.30), (5.40) e (5.41) segue que, para ε0 = min{ε1, ε2}, se
‖wk − w∗‖ ≤ ε0, então
(dλ1)i
(λ1k)i
= −1 + µk
(zk)i(λ1k)i
+ (pk)i, |(pk)i| = O(‖Hk‖) + O(µk). (5.42)
Suponha agora que (λ1∗)i > 0. Consequentemente (z∗)i = 0 e, para ε3 > 0
suficientemente pequeno, se ‖wk − w∗‖ ≤ ε3 então∣∣∣∣(dNλ1)i(λ1k)i








Por (5.43), (5.44) e (5.35) obtemos∣∣∣∣(dNz)i(dNλ1)i(zk)i(λ1k)i
∣∣∣∣ = O(‖dN‖) = O(‖Hk‖). (5.45)
Segue da definição de κ1 e de (5.37) que existe ε4 > 0 suficientemente pe-
queno tal que, se ‖wk − w∗‖ ≤ ε4 então∣∣∣∣(dλ1)i(λ1k)i
∣∣∣∣ ≤ κ1‖d‖ = O(‖Hk‖) + O(µk). (5.46)




= −1 + µk
(zk)i(λ1k)i
+ (qk)i, |(qk)i| = O(‖Hk‖) + O(µk). (5.47)
2
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Lema 5.12. Sob as mesmas hipóteses do Lema 5.11, se γk ≥ O(‖Hk‖) +O(µk), então
1 ≥ αk ≥ γk − [O(‖Hk‖) + O(µk)]. (5.48)
Demonstração: Se (dz)i ≥ 0 e (dλ1)i ≥ 0 para todo i, então (zk + dz, λ1k + dλ1) > 0 e
o resultado é válido com αk ≡ 1.
Suponha que existe um ı́ndice i tal que (dλ1)i < 0. Se (λ
1
∗)i > 0, então de



















1 + O(‖Hk‖) + O(µk)
≥ γk(1− [O(‖Hk‖) + O(µk)]).
Utilizando o mesmos argumentos para dz temos
αk ≥ min{1, γk(1−[O(‖Hk‖)+O(µk)])} = γk(1−[O(‖Hk‖)+O(µk)]) ≥ γk−[O(‖Hk‖)+O(µk)].
Portanto,
1 ≥ αk ≥ γk − [O(‖Hk‖) + O(µk)].
2
Lema 5.13. O Lema 5.9 é válido para uma sequência {wk} gerada pelo Algoritmo 2.
Demonstração: É uma consequência direta do Lema 5.12. 2
Teorema 5.14. Suponha as mesmas hipóteses do Teorema 5.10 com {wk} uma sequência
gerada pelo Algoritmo 2. Então, existe ε > 0 tal que, para ‖w0 − w∗‖ < ε a sequência
{wk} está bem definida, wk −→ w∗ e
‖wk+1 − w∗‖ ≤ ν‖wk − w∗‖2,
para cada k ≥ 0, onde ν é uma constante positiva.
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Demonstração: Supondo que ‖wk − w∗‖ < ε. Lembrando que H ′k é não singular,
então ‖(H ′k)−1‖ ≤ τ , e assim
wk+1 − w∗ = wk − w∗ + αkdk
= wk − w∗ + αk(H ′k)−1(−Hk + rk + µkê) + αk(wk − w∗))− αk(wk − w∗)








Pelos Lemas 5.4 e 5.13 e utilizando (5.36):
‖wk+1 − w∗‖ ≤ [(1− γk) + O(‖Hk‖) + O(µk)] ‖wk − w∗‖
+O(‖wk − w∗‖2) + O(‖Hk‖2) + O(µk).
Como O(‖Hk‖2) = O(‖wk − w∗‖2) e das hipóteses, obtemos
‖wk+1 − w∗‖ = O(‖wk − w∗‖2).
2
No caso em que as funções F e G que definem o GNCP são afins, o método
preditor-corretor do Algoritmo 2 converte-se no método preditor-corretor de Mehrotra
(como apresentado em [155]), com as devidas escolhas dos parâmetros. De fato, para








Para o caso não linear, vale a pena notar que definindo o lado direito do
sistema (5.27) do Passo 3 do Algoritmo 2 com o vetor (5.49) ao invés de (5.28), os
resultados e demonstrações continuam válidos, pois a relação ‖r̃k‖ = O(‖dN‖2) ainda
é válida. Tal adaptação gera uma versão de menor custo do algoritmo para proble-
mas não lineares, que nós chamamos de Algoritmo 2 econômico, que evita o cálculo
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das derivadas de segunda ordem e dos produtos tensoriais. O desempenho deste algo-
ritmo econômico é analisado comparativamente no segundo conjunto de experimentos
da próxima seção.
5.4 Experimentos Numéricos
Os Algoritmos 1 e 2 foram implementados em Matlab 7.0.1 R14, e foi utilizado um
computador com um processador Phenom X4 9550 2.2 GHz, 4 GB de memória RAM e
sistema operacional Windows Vista Business 64.
Os critérios de parada dos algoritmos foram a obtenção de uma solução
do sistema (5.4), isto é ‖H(wk)‖1 ≤ 10−10 (Flag 1), dois iterandos consecutivos muito
próximos, ‖wk − wk−1‖1 ≤ 10−10 (Flag 2), ou realização do número máximo de
iterações, 150 para o Algoritmo 1 e 100 para o Algoritmo 2, indicado por Flag 3
quando necessário.
Observação 5.15. Nos critérios de parada foi utlizado erro absoluto ao invés de erro
relativo pois os dados dos experimentos foram gerados com distribuição uniforme. A
diferença entre os valores máximos de iteração para os algoritmos se deve ao fato de
que, em geral, algoritmos do tipo preditor-corretor necessitam de um número menor de
iterações para encontrar uma solução do referido problema, com precisão dada.
Para calcular o parâmetro associado ao tamanho do passo a ser obtido uti-
lizamos uma expressão similar a dada em [44], a saber, γk = 1−min{0.005, 100zTk λ1k}.
Lembrando que q é a dimensão dos vetores z e λ1, o parâmetro µk que
fornece a perturbação nos sistemas de ambos os algoritmos foi calculado como:
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onde




k + ᾱdNλ1 .
As expressões “standard” µk e “modificado” µk correspondem às escolhas β = 1 e
β = 2, respectivamente, iremos deixar clara a escolha utilizada quando apresentarmos
os resultados numéricos. As expressões acima para µk têm semelhança com as adotadas
para resolver problemas de programação linear (ver [116]).
Os quatro grupos de problemas que compõem nosso conjunto de testes
também foram considerados em [6, 7].
Observação 5.16. A notação rnd(a, b) significa que os dados foram gerados aleatori-
amente entre a e b com distribuição uniforme.
5.4.1 Problemas gerados aleatoriamente no ortante positivo
No primeiro conjunto de experimentos consideramos o problema de encontrar x ∈ Rn
tal que Mx+c ≥ 0, Px+d ≥ 0 e (Mx+c)T (Px+d) = 0, onde as matrizes M,P ∈ Rn×n
e os vetores c, d ∈ Rn são dados. Com a notação K dada por (5.1), temos A = In e
B = 0. Este problema é levemente mais geral que um LCP e mesmo para operadores
singulares ou não monótonos M e/ou P , os exemplos gerados têm solução.
Iniciamos com uma aproximação inicial gerada aleatoriamente do seguinte
modo: (x0)i = rnd(−10, 10), (z0)i = rnd(1, 10) (λ0)i = rnd(1, 10), i = 1, . . . , n.
No cálculo do parâmetro µk, utilizamos a opção “modificado”para o método
de Newton (a opção “standard”não foi suficiente para obter solução dos problemas) e
a escolha “standard”para o algoritmo preditor-corretor.
De acordo com as caracteŕısticas das matrizes M e P , dividimos o conjunto
de testes em nove diferentes famı́lias, numeradas como em [6, 7]: M e P podem ser
iguais (1, 2, 3, 4 e 6) ou não (7, 10, 11 e 14); M e P podem ser simétricas (1, 2, 3, 7 e
10) ou não (4, 6, 11 e 14) e as matrizes M e P podem ser inverśıveis (1, 2, 4, 7 e 11)
ou singulares (3, 6, 10 e 14).
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Para cada famı́lia foram utilizados dois valores para a dimensão n (5 e 500).
Para cada dimensão, três problemas foram resolvidos, com diferentes pontos iniciais
(a, b e c conforme Apêndice B), com ambos os métodos: Newton (N) e o preditor-
corretor (PC). Os resultados estão compilados na Tabela 5.1, onde temos as triplas,
com os valores mı́nimo, médio e máximo, do número de iterações (ITER) e do tempo de
CPU, em segundos, (CPU) requeridos por cada método. A partir dessas triplas podemos
avaliar precisamente a variabilidade dos resultados obtidos. Em geral, neste conjunto
de problemas teste, o custo de uma iteração do preditor-corretor, em termos de tempo
de CPU, é o dobro do custo de uma iteração de Newton, para qualquer critério de
parada.
Para as cinco famı́lias geradas com matrizes inverśıveis (respec. 1, 2, 4, 7
e 11), as hipóteses teóricas são satisfeitas e ambos os métodos obtém sucesso nas suas
resoluções, com o critério de parada indicado por Flag 1, exceto para um caso da
famı́lia 11 e dimensão n = 500 que parou com Flag 3. Vale observar que para a famı́lia
2, as matrizes M = P são indefinidas mas inverśıveis, e assim MTP = MTM = M2 é
definida positiva.
Para a famı́lia 10, com matrizes semidefinidas e singulares, os casos com
dimensão menor foram resolvidos com sucesso (Flag 1), enquanto os maiores pararam
devido a falta de progresso (Flag 2), para ambos os métodos, com ‖Hk‖1 pelo menos
da ordem 10−7 (para os valores exatos ver Tabelas B.1–B.2 do Apêndice B). Para as
outras famı́lias com matrizes singulares, a saber 3, 6 e 14, geralmente a parada ocorreu
pelo número máximo de iterações (Flag 3).
5.4.2 Problemas de complementaridade impĺıcita
No segundo conjunto de experimentos resolvemos problemas de complementaridade
impĺıcita, como definidos em (ver [128]), da forma: encontrar x ∈ Rn tal que
x−m(x) ≥ 0, F (x) ≥ 0 e F (x)T (x−m(x)) = 0, (5.50)
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CAPÍTULO 5. GNCP EM CONES POLIEDRAIS
Caracteŕısticas ITER CPU
do problema n Método min. med. max. min. med. max.
Famı́lia 1 5 N 19 19.0 19 0.003 0.008 0.017
M = P PC 7 7 .0 7 0.002 0.007 0.016
M = MT 500 N 14 14.0 14 2.544 2.693 2.768
M > 0 PC 8 8 .0 8 2.757 2.911 3.013
Famı́lia 2 5 N 19 19.0 19 0.003 0.008 0.017
M = P PC 7 7.0 7 0.001 0.001 0.002
M = MT 500 N 14 14.0 14 2.621 2.686 2.763
M indefinida PC 8 8.0 8 2.967 2.987 3.005
Famı́lia 3 5 N 150 150.0 150 1.446 1.544 1.639
M = P PC 100 100.0 100 1.620 1.952 2.162
M = MT 500 N 150 150.0 150 28.88 30.41 33.28
M ≥ 0 PC 100 100.0 100 38.84 39.14 39.40
Famı́lia 4 5 N 19 19.0 19 0.001 0.002 0.002
M = P PC 7 7.0 7 0.001 0.002 0.003
M 6= MT 500 N 14 14.0 14 1.545 1.670 1.738
M > 0 PC 19 19.0 19 1.841 1.898 1.993
Famı́lia 6 5 N 150 150.0 150 1.087 1.436 1.805
M = P PC 100 100.0 100 1.661 1.735 1.842
M 6= MT 500 N 150 150.0 150 17.40 18.07 19.36
M ≥ 0 PC 100 100.0 100 22.98 23.13 23.43
Famı́lia 7 5 N 19 19.0 19 0.002 0.002 0.002
M 6= P PC 7 7.0 7 0.001 0.001 0.002
M = MT > 0 500 N 14 15.3 16 1.646 1.716 1.769
P = P T > 0 PC 8 8.3 9 1.814 1.940 2.127
Famı́lia 10 5 N 19 19.3 20 0.002 0.003 0.004
M 6= P PC 7 7.7 8 0.001 0.002 0.003
M = MT ≥ 0 500 N 25 34.0 39 3.054 4.179 4.758
P = P T ≥ 0 PC 11 14.0 16 2.815 3.367 3.934
Famı́lia 11 5 N 20 20.3 21 0.002 0.003 0.004
M 6= P PC 11 12.7 15 0.002 0.003 0.005
M 6= MT > 0 500 N 27 71.0 150 3.128 8.776 18.76
P 6= P T > 0 PC 22 74.0 100 5.223 17.26 23.59
Famı́lia 14 5 N 21 64.0 150 0.003 0.008 0.017
M 6= P PC 11 41.0 100 0.004 0.013 0.031
M 6= MT ≥ 0 500 N 150 150.0 150 17.47 18.35 18.81
P 6= P T ≥ 0 PC 100 100.0 100 23.13 23.75 24.29
Tabela 5.1: Problemas gerados aleatoriamente no ortante positivo.
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onde mi : Rn → R, i = 1, . . . , n,
F (x) = Mx+ c =

2 −1 0 0
−1 2 . . . 0
0
. . . . . . −1








e m(x) = ϕ(Mx+ c), com ϕ : Rn → Rn de classe C2.
Observação 5.17. Note que o problema (5.50) é mais geral que o definido em [129,
130], onde G(x) = x− F (x).
Como nos exemplos 4.3 e 4.4 de [128], as seguintes escolhas para as funções
ϕ definem nossos problemas teste: POZ1: ϕi(λ) = −0.5 − λi, i = 1, . . . , n e POZ2:
ϕi(λ) = −0.5−1.5λi+0.25λ2i , i = 1, . . . , n. Como no primeiro conjunto de experimentos,
com a notação K de (5.1), temos A = In e B = 0.
Para cada problema, três pontos iniciais diferentes foram utilizados, a saber,
(x0)i = 0.0, (x0)i = −1.0 e (x0)i = −0.5, i = 1, . . . , n, indicados respectivamente
por a,b,c nas Tabelas B.3–B.4 do Apêndice B. Para estas três escolhas, definimos
(z0)i = (λ
1
0)i = max{(F (x0))i, 1}, i = 1, . . . , n.
Devido à estrutura esparsa dos operadores que definem os problemas,
exemplos com dimensão maior que as consideradas em [6, 7] foram resolvidos. Como
no primeiro conjunto de experimentos, utilizamos a opção “modificado”para atualizar
µk no método de Newton e “standard”para o preditor-corretor.
Para o problema POZ1, comparamos o método de Newton novamente com o
preditor-corretor definido pelo Algoritmo 2. Para o problema POZ2, a leve não lineari-
dade da função ϕ proporcionou condições para avaliar o desempenho do Algoritmo 2
econômico, onde definimos o lado direito do sistema (5.27) do Passo 3 do Algoritmo 2
com o vetor (5.49) ao invés de (5.28). Os resultados estão relatados nas Tabelas 5.2
e 5.3, que seguem o mesmo esquema da Tabela 5.1. Na Tabela 5.3, PCM denota o
preditor-corretor de Mehrotra (Algoritmo 2 econômico). Para os resultados obtidos
com cada um dos pontos iniciais ver Tabelas B.3–B.4 do Apêndice B.
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ITER CPU
n Método
min. med. max. min. med. max.
N 19 19.0 19 0.006 0.007 0.008
4
PC 6 6.0 6 0.003 0.004 0.006
N 9 9.0 9 0.004 0.007 0.009
40
PC 5 5.0 5 0.003 0.006 0.007
N 7 7.0 7 0.190 0.269 0.314
400
PC 6 6.0 6 0.172 0.218 0.257
N 7 7.0 7 24.18 24.58 25.24
4000
PC 6 6.0 6 20.48 20.96 21.89
N 7 7.0 7 131.0 134.7 139.0
8000
PC 6 6.0 6 114.0 119.3 123.0
N 7 7.0 7 579.0 579.7 580.0
16000
PC 6 6.0 6 485.0 499.3 508.0
Tabela 5.2: Resultados do problema de complementaridade impĺıcita POZ1.
Da Tabela 5.2, observamos que o algoritmo preditor-corretor é competitivo
com Newton para os casos envolvendo o problema POZ1. O tempo de CPU gasto por
iteração é semelhante para ambos os métodos, e o preditor-corretor mostra uma leve
vantagem em termos do número de iterações. Todos os problemas pararam com sucesso,
isto é Flag 1.
Com respeito ao problema de complementaridade impĺıcita POZ2, obser-
vamos pela Tabela 5.2 que o Algoritmo 2 e o Algoritmo 2 econômico têm compor-
tamento similar. Parece que a não linearidade presente em POZ2 não é forte o sufi-
ciente para influenciar nos resultados. Com a notação do problema (4.7), a função G é
quadrática e F é afim. Também neste caso, ambos os algoritmos são competitivos com
Newton. A razão do tempo de CPU pelo número de iterações é bem similar para os
três métodos, com uma leve vantagem para o preditor-corretor em termos do número
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de iterações. Todos os problemas foram resolvidos com sucesso, parada com Flag 1.
Para investigar melhor a influência da não linearidade na classe dos proble-
mas de complementaridade impĺıcita, e seu impacto quando tais problemas são resolvi-
dos pelos Algoritmos 2 e 2 econômico, foi criado um terceiro conjunto de problemas-
teste, a saber PCIM: ϕi(λ) = −0.5− 1.5λi + 0.25λ2i + λ3i , i = 1, . . . , n.
Em testes preliminares com a formulação (5.50) observamos que o mal-condi-
cionamento da matriz M , que define a função F em (5.51), tinha grande influência
no desempenho dos Algoritmos 1, 2 e 2 econômico em outras escolhas não lineares
para a função ϕ, especialmente quando a dimensão n aumentava. Portanto, fizemos
uma leve modificação na função G(x) = x − m(x) da formulação (5.50), adotando
G(x) = 100x−m(x) para contornar o mal-condicionamento dos operadores envolvidos
e de algum modo evitar essa influência nos resultados. Nos testes preliminares também
observamos que para prevenir o excesso de paradas prematuras devido a dois iterandos
consecutivos estarem muito próximos, ‖wk − wk−1‖1 ≤ ε (Flag 2), a tolerância ε foi
alterada de ε = 10−10 para ε = 10−12, mas somente para esta instância. Os resultados
estão relatados na Tabela 5.4, que segue o mesmo esquema da Tabela 5.3. Com a
modificação da tolerância, mencionada acima, todas os problemas pararam com Flag 1.
Apesar do problema gerado com a função ϕ no PCIM ser mais não linear que a função
do POZ2, da Tabela 5.4 podemos observar que não houve diferença significativa nos
resultados dos Algoritmos 2 e 2 econômico. Além disso, para esta instância é evidente
que o desempenho dos métodos preditores-corretores é bastante competitivo com o do
método de Newton perturbado.
Nossos resultados para os problemas POZ2 e PCIM são similares aos obtidos
por Gundersen e Steihaug [68] para minimização irrestrita da função de Rosembrock, na
qual a Hessiana é tridiagonal. Eles obtiveram o limitante teórico de 5 para a razão entre
o custo por iteração do método de Chebyshev e do método de Newton, independente
da dimensão, para uma grande classe de problemas esparsos. Na prática, eles atingiram
um limitante bem menor, devido à especialização do código para a estrutura esparsa
do problema, como ocorreu em nossos testes.
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5.4.3 Problemas com cones gerais em Rn
No terceiro conjunto de experimentos os problemas são: encontrar x ∈ Rn tal que
Mx + c ∈ K, Px + d ∈ K◦ e (Mx + c)T (Px + d) = 0, onde os conjuntos K, K◦ são
definidos por (5.1), (5.2), com A ∈ Rq×n, B ∈ Rs×n matrizes dadas. As matrizes
M,P ∈ Rn×n e os vetores c, d ∈ Rn também são dados.
Os problemas foram gerados aleatoriamente, de um modo bem semelhante
ao primeiro conjunto de experimentos. Para maiores detalhes, ver [7]. É importante
salientar que estes problemas englobam matrizes não nulas B na definição dos cones K
e K◦, dados (5.1) e (5.2), respectivamente.
As aproximações iniciais foram geradas aleatoriamente do seguinte modo:
(x0)i = rnd(−10, 10), i = 1, . . . , n, (z0)i = rnd(1, 10) e (λ10)i = rnd(1, 10), i = 1, . . . , p e
(λ20)i = 0, i = 1, . . . , s.
De acordo com as caracteŕısticas das matrizes M e P , dividimos este con-
junto de testes em três famı́lias: 1) M = P , indefinida e não simétrica; 2) M 6= P ,
indefinida e simétrica; 3) M 6= P , indefinida, não simétrica e singular.
Para estas três famı́lias, a solução gerada satisfaz a complementaridade
estrita, hipótese A4. Para analisar a influência de tal hipótese no desempenho dos
métodos, uma quarta famı́lia de experimentos foi introduzida, com as mesmas carac-
teŕısticas da primeira famı́lia, mas neste caso a solução gerada não satisfaz a comple-
mentaridade estrita.
Note que a hipótese teórica A2 de monotonia e regularidade é valida para
as famı́lias 1) e 4): visto que M = P , segue que MTP = MTM é semidefinida positiva,
e como também é não singular, a referida matriz é definida positiva. A hipótese A2
também é verificada pela famı́lia 2), pois M = P = MT é indefinida e não singular,
logo MTP = M2 é definida positiva.
Para cada famı́lia, seis combinações de dimensões (n, q, s) foram conside-
radas: (10, 5, 1); (10, 15, 1); (100, 50, 5); (100, 100, 5); (100, 150, 5) e (500, 250,
25). Para cada uma delas, três problemas foram resolvidos, com diferentes pontos
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iniciais (indicados por a,b,c nas Tabelas B.6–B.12 do Apêndice B). Os resultados estão
relatados nas Tabelas 5.5–5.8, que seguem o mesmo padrão das tabelas anteriores.
Como no primeiro conjunto de experimentos, utilizamos a opção “modifi-
cada”para atualizar µk no método de Newton e a escolha “standard”para o preditor-
corretor. Para permitir uma perspectiva comparativa, inclúımos os resultados com
a opção “modificada”na escolha de µk no método preditor-corretor, denotando, nas
tabelas, os métodos preditor-corretor por PCstd e PCmod, respectivamente.
Analisando as Tabelas 5.5 e 5.6 comparativamente, notamos que a sime-
tria não produz impacto significativo nos resultados. Newton e as variantes preditor-
corretor obtiveram sucesso, como esperado, pois as Famı́lias 1 e 2 satisfazem as hipóteses
teóricas. Dos 54 casos (6 conjuntos de dimensões × 3 pontos iniciais × 3 métodos) que
geraram os resultados em cada tabela, a parada com Flag 1 aconteceu em 40 pro-
blemas na Tabela 5.5 e também na Tabela 5.6. Para os problemas com dimensões
maiores, ambos tiveram várias paradas com Flag 2, e a ordem dos valores de ‖Hk‖1 na
última iteração variou entre 10−6 e 10−10 (para os valores exatos ver Tabelas B.6,B.9
no Apêndice B).
Quando se trata da Famı́lia 3, cujos resultados então relatados na Tabela 5.7,
observamos que a singularidade causa um grande inconveniente para todos os métodos,
de modo que para a grande maioria dos problemas os algoritmos pararam com Flag 3.
Para os problemas com menor dimensão, os três méodos encontraram uma solução do
problema.
No que diz respeito à Famı́lia 4, para a qual a solução gerada não satisfaz a
complementaridade estrita, hipótese A4, dos resultados da Tabela 5.8 observamos que
tal hipótese parece não influenciar na convergência de qualquer um dos métodos. De
fato, o desempenho dos métodos é bastante similar ao apresentado para a Famı́lia 1. As
mesmas observacões feitas anteriormente valem neste caso: 42 dos casos pararam com
Flag 1, e 12 pararam com Flag 2 (a ordem dos valores de ‖Hk‖1 na última iteração
variou entre 10−6 e 10−10), no total de 54 casos. Para mais detalhes ver também as
Tabelas B.11–B.12 no Apêndice B.
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Na comparação de “standard” versus “modificado” para atualizar µk no
método preditor-corretor, não observamos evidências significativas que apontem vanta-
gens de uma escolha sobre a outra, (ver Tabelas 5.5–5.8). Considerando este conjunto
de experimentos, vale também mencionar que, apesar do número de iterações das vari-
antes preditor-corretor serem menores que do método de Newton, o método de Newton
exibe uma leve vantagem em termos de tempo de CPU por iteração.
5.4.4 Problemas em cones 3D com controle de faces geradas
No quarto conjunto de experimentos abordamos o problema de encontrar
x ∈ K = {v ∈ Rn | Av ≥ 0} tal que Tx + c ∈ K◦ = {v ∈ Rn | ATλ = v, λ ≥ 0}.



















 t, t ∈ R, k = 1, . . . , q.
Portanto, K foi definido computando as linhas da matriz A como sendo os vetores
normais ao plano suporte das faces do cone. Em outras palavras, o vetor que define a

























































Os problemas foram gerados do seguinte modo. Uma vez definido o valor do raio
r e da dimensão q (número de faces do cone K), constrúımos a matriz A e definimos dois tipos
de x∗, um na borda e outro no interior de K, respectivamente. Depois foi gerada uma matriz
T mantendo a simetria, e então definimos três famı́lias de problemas, numeradas de acordo
com [6, 7], a saber: 1) T indefinida; 2) T definida positiva, e 4) T semidefinida negativa e
singular. Para mais detalhes, ver [7]. Observe que os Algoritmos 1 e 2 estão bem definidos
somente para a Famı́lia 2.
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Os testes foram constrúıdos variando r ∈ {0.1, 10}, q ∈ {3, 12, 20, 40}, as três
famı́lias de matrizes T e os dois tipos de solução gerada x∗. Como estes casos são de dimensão
pequena, e geralmente resolvidos rapidamente, adotamos dimensões q maiores que as uti-
lizadas em [6, 7], assim as medidas de tempo de CPU aumentaram e puderam ser detectadas
com mais precisão.
Foram gerados três pontos iniciais diferentes, utilizando (x0)i = rnd(−10, 10),
i = 1, . . . , n, (z0)i = rnd(1, 10) e (λ10)i = rnd(1, 10), i = 1, . . . , q, para cada escolha de r, q, T e
x∗. Os problemas foram resolvidos pelo método de Newton com a opção “modificada” para
atualizar µk, e para o método preditor-corretor foi utilizada a escolha “standard” para µk.
Quanto às potenciais causas de resultados distintos, a saber, raio r pequeno ou
grande, solução gerada no interior do cone K, ou na sua borda, e o tamanho dos problemas,
dependendo do número de faces q, organizamos a apresentação dos dados de acordo com a
estrutura da matriz T . As Tabelas 5.9–5.11 contém o mı́nimo, médio e máximo dos resultados
obtidos para os diferentes pontos iniciais gerados aleatoriamente, para cada famı́lia, seguindo
o mesmo padrão das tabelas anteriores. Cada tabela contém 96 casos (4 escolhas para o
número de faces q × 2 tipos de soluções geradas × 2 escolhas para o raio r × 2 métodos ×
3 pontos iniciais).
Analisando os resultados da Tabela 5.9, observamos que apesar da matriz T não
ser monótona para os problemas da Famı́lia 1, a regularidade é provavelmente decisiva para
a obtenção de sucesso dos algoritmos, neste caso. De fato, considerando os casos com solução
gerada no interior do cone, somente 4 dos 48 casos pararam com Flag 3, e para os casos com
solução na borda do cone, somente 1 dos 48 parou com Flag 3; todos os demais pararam com
Flag 1. Vale mencionar que para dois casos com solução gerada no interior do cone, o método
de Newton atingiu o número máximo de iterações, enquanto o preditor-corretor encontrou uma
solução, com 12 e 14 iterações, respectivamente (ver Tabela B.13 no Apêndice B).
Observamos que para as dimensões q = 3 e q = 12, os problemas gerados com
raio r = 0.1 foram levemente mais dif́ıceis. Quando aumenta-se q, o tamanho do raio parece
não ter uma influência significativa nos resultados. Em geral, a localização da solução gerada
também não gera diferenças significativas nos resultados.
Sem dúvida o cumprimento das hipóteses do Corolário 5.3 pela Famı́lia 2 é deter-
minante para atingir o resultado de 100% de sucesso para ambos os métodos, como pode ser
77
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verificado na Tabela 5.10. Todos os problemas pararam com Flag 1. O algoritmo preditor-
corretor sempre obteve uma solução com menos iterações que Newton. O custo, em termos de
tempo de CPU por iteração, variou e em 18% dos casos (17 de 96), o preditor-corretor exigiu
menos tempo que Newton por iteração. Para os problemas com menor número de faces, a
diferença entre o desempenho de ambos os métodos foi mais significativa. Com o aumento
do número de faces, essa diferança diminuiu. Por outro lado, no que diz rspeito à localização
da solução gerada, os problemas com solução gerada na borda do cone são levemente mais
dif́ıceis que aqueles cujas soluções estão no interior do cone, especialmente quando se aumenta
o número de faces.
Em se tratando da Famı́lia 4, devido à singularidade da matriz T , houve vários
casos de insucesso, parada com Flag 3, a saber 27% (26 de 96). Destes 26 casos, 22 cor-
respondem a 11 casos nos quais ambos os métodos falharam. Nos 4 casos restantes, em 1
Newton falhou e o preditor-corretor obteve sucesso, com 8 iterações, enquanto nos outros 3,
ocorreu o contrário. Geralmente o preditor-corretor demanda menos iterações que Newton.
5.4.5 Comentários gerais sobre os experimentos numéricos
Para os 4 diferentes grupos de problemas foram gerados 108 problemas teste, variando di-
mensão e propriedades das matrizes Jacobianas. Para cada um destes 108 problemas foram
utilizados 3 pontos iniciais distintos, gerados aleatoriamente conforme especificado nas des-
crições dos problemas, resultando em um total de 324 instâncias. Quanto à robustez, o método
de Newton (Algoritmo 1) resolveu 271 problemas (84%), enquanto o método preditor-corretor
(Algoritmo 2) resolveu 268 problemas (83%). Todas as hipóteses foram satisfeitas por 168
dos 324 problemas, destes o método de Newton resolveu 167 e o preditor-corretor resolveu
166. Com relação aos 156 problemas restantes, nos quais pelo menos uma hipótese falhou,
Newton resolveu 92 (59%) e o preditor-corretor resolveu 90 (58%).
Quanto ao tempo de CPU, de um modo geral os métodos obtiveram resultados
similares para o segundo (problemas de complementaridade impĺıcita) e quarto (cones em
R3) grupos de experimentos, o método de Newton obteve vantagem sobre o preditor-corretor
no primeiro grupo (problemas gerados no ortante positivo) de experimentos e a vantagem se
inverteu no terceiro grupo (cones gerais em Rn) de experimentos.
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Figura 5.1: Famı́lia 4, (n, q, s) = (10, 15, 1) e ponto inicial a
Um observação interessante foi que todos os problemas sem complementaridade
estrita na solução foram resolvidos por ambos os métodos. Esses problemas são todos do
terceiro grupo de problemas teste. Neste caso, houve uma clara vantagem do preditor-corretor
sobre Newton, em termos de número de iterações e também em termos de tempo de CPU.
Analisando ‖Hk‖1 em cada iteração pudemos observar o fenômeno ilustrado na Figura 5.1,
onde temos os gráficos de log(‖Hk‖1) para uma instância do terceiro grupo de problemas
teste, sem complementaridade estrita na solução. Este fenômeno ocorreu em geral para os
problemas da Famı́lia 4.
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ITER CPU
n Método
min. med. max. min. med. max.
N 19 19.0 19 0.003 0.004 0.006
4 PC 6 6.0 6 0.002 0.003 0.004
PCM 6 6.0 6 0.002 0.003 0.003
N 9 9.0 9 0.005 0.007 0.009
40 PC 5 5.0 5 0.004 0.005 0.007
PCM 5 5.0 5 0.003 0.004 0.007
N 7 7.0 7 0.230 0.215 0.225
400 PC 6 6.0 6 0.171 0.187 0.203
PCM 6 6.0 6 0.172 0.183 0.191
N 7 7.0 7 23.50 23.83 24.10
4000 PC 6 6.0 6 19.52 21.10 22.39
PCM 6 6.0 6 20.71 21.32 22.15
N 7 7.0 7 131.0 132.0 133.0
8000 PC 6 6.0 6 108.0 109.3 111.0
PCM 6 6.0 6 115.0 115.3 116.0
N 7 7.0 7 562.0 566.0 572.0
16000 PC 6 6.0 6 494.0 512.3 524.0
PCM 6 6.0 6 492.0 500.7 510.0





min. med. max. min. med. max.
N 18 18.0 18 0.003 0.005 0.006
4 PC 4 4.7 5 0.003 0.003 0.003
PCM 4 4.7 5 0.001 0.002 0.003
N 8 8.0 8 0.017 0.019 0.020
40 PC 5 5.0 5 0.015 0.015 0.016
PCM 5 5.0 5 0.015 0.015 0.016
N 6 6.3 7 0.187 0.224 0.281
400 PC 5 5.3 6 0.156 0.187 0.234
PCM 5 5.7 6 0.156 0.174 0.196
N 6 6.7 7 26.00 27.67 29.03
4000 PC 6 6.0 6 24.93 25.23 25.79
PCM 6 6.0 6 24.82 25.04 25.27
N 6 6.7 7 129.9 144.4 152.7
8000 PC 6 6.0 6 130.9 131.6 132.7
PCM 6 6.0 6 131.5 132.0 132.5
N 6 6.7 7 529.0 593.6 631.5
16000 PC 6 6.0 6 534.3 540.2 546.8
PCM 6 6.0 6 513.7 531.4 550.8
Tabela 5.4: Resultados do problema de complementaridade impĺıcita modificado PMIC.
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ITER CPU
(n, q, s) Método
min. med. max. min. med. max.
N 25 25.0 25 0.014 0.015 0.015
(10,5,1) PCstd 11 13.7 18 0.011 0.013 0.015
PCmod 10 12.3 17 0.010 0.013 0.015
N 29 29.3 30 0.047 0.057 0.063
(10,15,1) PCstd 11 12.3 14 0.015 0.026 0.031
PCmod 12 12.3 13 0.031 0.031 0.032
N 53 59.0 64 0.702 0.884 1.061
(100,50,5) PCstd 16 18.0 20 0.515 0.598 0.702
PCmod 20 22.0 24 0.562 0.660 0.780
N 55 62.3 67 2.464 2.704 2.871
(100,100,5) PCstd 16 16.3 17 0.874 0.952 1.076
PCmod 20 21.7 23 1.123 1.217 1.311
N 90 93.0 97 4.970 4.996 5.026
(100,150,5) PCstd 23 25.0 28 2.037 2.167 2.370
PCmod 27 31.3 37 2.481 2.798 3.198
N 111 126.0 135 273.0 292.3 311.0
(500,250,25) PCstd 24 28.3 34 80.00 86.73 91.00
PCmod 36 41.7 47 125.0 142.3 163.0
Tabela 5.5: Resultados da Famı́lia 1 de problemas com cones poliedrais em Rn (matrizes




(n, q, s) Método
min. med. max. min. med. max.
N 21 21.0 21 0.012 0.014 0.016
(10,5,1) PCstd 8 10.3 14 0.006 0.009 0.012
PCmod 8 9.0 11 0.010 0.012 0.013
N 25 26.3 29 0.046 0.052 0.062
(10,15,1) PCstd 12 12.7 14 0.031 0.036 0.046
PCmod 14 17.7 20 0.015 0.138 0.251
N 60 63.0 66 0.811 0.920 0.998
(100,50,5) PCstd 16 17.3 19 0.531 0.598 0.640
PCmod 19 21.7 24 0.484 0.603 0.702
N 80 82.0 84 3.369 3.635 3.869
(100,100,5) PCstd 19 19.7 21 1.108 1.181 1.217
PCmod 29 53.3 100 1.701 3.068 5.663
N 77 78.0 79 4.012 4.189 4.335
(100,150,5) PCstd 24 31.7 41 2.087 2.720 3.436
PCmod 24 26.0 27 2.215 2.433 2.636
N 118 132.0 150 266.0 287.3 317.0
(500,250,25) PCstd 24 27.0 30 74.00 84.00 91.00
PCmod 32 36.0 41 110.0 123.7 138.0
Tabela 5.6: Resultados da Famı́lia 2 de problemas com cones poliedrais em Rn (matrizes
indefinidas e simétricas).
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ITER CPU
(n, q, s) Método
min. med. max. min. med. max.
N 18 18.7 19 0.013 0.015 0.016
(10,5,1) PCstd 7 7.7 9 0.008 0.009 0.010
PCmod 6 7.3 9 0.007 0.008 0.010
N 150 150.0 150 0.109 0.129 0.147
(10,15,1) PCstd 100 100.0 100 0.109 0.120 0.125
PCmod 100 100.0 100 0.062 0.099 0.125
N 150 150.0 150 1.709 1.808 1.884
(100,50,5) PCstd 100 100.0 100 2.464 2.631 2.730
PCmod 100 100.0 100 2.528 2.663 2.855
N 150 150.0 150 5.514 5.638 5.838
(100,100,5) PCstd 100 100.0 100 5.803 6.151 6.411
PCmod 100 100.0 100 5.740 5.829 5.882
N 150 150.0 150 8.796 9.009 9.264
(100,150,5) PCstd 100 100.0 100 10.20 10.55 10.80
PCmod 100 100.0 100 9.906 10.01 10.21
N 150 150.0 150 284.0 284.7 285.0
(500,250,25) PCstd 100 100.0 100 271.0 271.7 273.0
PCmod 100 100.0 100 297.0 314.3 327.0
Tabela 5.7: Resultados da Famı́lia 3 de problemas com cones poliedrais em Rn (matrizes




(n, q, s) Método
min. med. max. min. med. max.
N 21 21.3 22 0.016 0.022 0.031
(10, 5, 1) PCstd 13 13.3 14 0.012 0.014 0.016
PCmod 13 13.0 13 0.012 0.014 0.017
N 12 12.7 13 0.015 0.021 0.031
(10, 15, 1) PCstd 6 6.0 6 0.010 0.012 0.015
PCmod 6 6.0 6 0.010 0.012 0.017
N 30 32.7 36 0.374 0.421 0.453
(100, 50, 5) PCstd 14 16.3 20 0.390 0.437 0.514
PCmod 15 15.0 15 0.327 0.363 0.419
N 44 47.3 53 2.309 3.000 3.744
(100, 100, 5) PCstd 19 19.0 19 1.061 1.071 1.077
PCmod 21 22.3 24 1.090 1.259 1.482
N 46 48.3 50 3.167 3.659 3.978
(100, 150, 5) PCstd 19 21.0 23 1.823 2.126 2.325
PCmod 21 23.0 25 1.904 2.177 2.463
N 121 136.0 144 242.0 296.3 324.0
(500, 250, 25) PCstd 22 23.3 26 68.00 76.30 85.00
PCmod 23 25.3 30 77.00 82.30 92.00
Tabela 5.8: Resultados da Famı́lia 4 de problemas com cones poliedrais em Rn (matrizes
indefinidas, não simétricas e solução sem complementaridade estrita).
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Solução ITER CPU
q gerada r Método min. med. max. min. med. max.
0.1 N 26 26.3 27 0.009 0.012 0.018
interior PC 10 12.7 17 0.005 0.011 0.019
10 N 24 66.3 150 0.004 0.016 0.039
3 PC 9 39.7 100 0.002 0.015 0.040
0.1 N 26 26.0 26 0.004 0.004 0.004
borda PC 7 7.3 8 0.001 0.001 0.001
10 N 29 29.7 31 0.004 0.005 0.005
PC 14 14.7 15 0.003 0.014 0.016
0.1 N 25 108.3 150 0.015 0.060 0.089
interior PC 12 12.7 14 0.009 0.009 0.010
10 N 15 15.0 15 0.004 0.006 0.009
12 PC 8 8.0 8 0.003 0.003 0.003
0.1 N 15 17.7 20 0.004 0.006 0.008
borda PC 10 47.3 100 0.004 0.028 0.069
10 N 15 16.3 17 0.005 0.005 0.005
PC 11 14.7 18 0.007 0.008 0.009
0.1 N 11 14.0 16 0.008 0.011 0.015
interior PC 7 8.3 10 0.008 0.009 0.010
10 N 14 15.0 16 0.007 0.007 0.008
20 PC 10 10.3 11 0.006 0.010 0.013
0.1 N 15 15.0 15 0.008 0.012 0.014
borda PC 11 11.7 13 0.008 0.012 0.015
10 N 14 14.7 15 0.007 0.009 0.014
PC 9 9.7 10 0.006 0.008 0.013
0.1 N 11 14.3 16 0.019 0.020 0.022
interior PC 7 8.3 10 0.009 0.011 0.014
10 N 11 11.3 12 0.014 0.017 0.022
40 PC 7 7.0 7 0.010 0.012 0.014
0.1 N 9 9.7 11 0.011 0.015 0.018
borda PC 7 8.7 10 0.008 0.018 0.023
10 N 14 14.0 14 0.017 0.027 0.037
PC 9 25.3 51 0.024 0.060 0.129




q gerada r Método min. med. max. min. med. max.
0.1 N 25 25.7 26 0.008 0.037 0.093
interior PC 7 7.7 8 0.003 0.013 0.032
10 N 24 25.0 26 0.004 0.011 0.020
3 PC 6 6.0 6 0.001 0.002 0.003
0.1 N 26 26.0 26 0.004 0.004 0.004
borda PC 7 7.0 7 0.001 0.001 0.001
10 N 25 26.0 27 0.004 0.007 0.009
PC 7 8.0 9 0.001 0.002 0.003
0.1 N 14 14.3 15 0.008 0.009 0.010
interior PC 8 8.7 10 0.006 0.008 0.010
10 N 14 14.3 15 0.005 0.006 0.007
12 PC 7 7.0 7 0.003 0.004 0.005
0.1 N 13 13.7 14 0.004 0.012 0.026
borda PC 7 8.3 10 0.003 0.004 0.006
10 N 13 14.3 15 0.005 0.008 0.010
PC 7 7.7 8 0.006 0.006 0.006
0.1 N 13 13.3 14 0.006 0.006 0.007
interior PC 8 8.0 8 0.004 0.005 0.005
10 N 12 12.3 13 0.009 0.011 0.013
20 PC 7 7.3 8 0.007 0.008 0.009
0.1 N 15 15.7 17 0.007 0.013 0.017
borda PC 9 9.7 10 0.007 0.009 0.012
10 N 14 14.0 14 0.006 0.007 0.009
PC 8 8.7 9 0.005 0.007 0.010
0.1 N 11 11.3 12 0.013 0.014 0.014
interior PC 7 7.0 7 0.011 0.018 0.021
10 N 11 11.7 12 0.015 0.022 0.031
40 PC 7 7.3 8 0.011 0.015 0.022
0.1 N 15 16.7 18 0.028 0.038 0.044
borda PC 10 10.3 11 0.018 0.026 0.032
10 N 14 15.0 16 0.017 0.027 0.039
PC 10 10.0 10 0.026 0.029 0.030
Tabela 5.10: Resultados da Famı́lia 2 de problemas com cones 3D(T é definida positiva).
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CAPÍTULO 5. GNCP EM CONES POLIEDRAIS
Solução ITER CPU
q gerada r Método min. med. max. min. med. max.
0.1 N 22 24.0 25 0.007 0.031 0.080
interior PC 8 8.3 9 0.003 0.003 0.004
10 N 20 20.7 21 0.012 0.013 0.015
3 PC 7 41.3 100 0.009 0.014 0.024
0.1 N 24 24.7 25 0.004 0.007 0.008
borda PC 8 8.0 8 0.002 0.003 0.004
10 N 24 108.0 150 0.004 0.022 0.038
PC 7 69.0 100 0.003 0.032 0.053
0.1 N 150 150.0 150 0.046 0.062 0.083
interior PC 100 100.0 100 0.037 0.049 0.072
10 N 13 13.3 14 0.004 0.009 0.015
12 PC 9 11.7 15 0.003 0.010 0.015
0.1 N 12 14.3 18 0.004 0.006 0.007
borda PC 8 8.7 9 0.003 0.005 0.007
10 N 14 14.7 15 0.006 0.009 0.012
PC 8 10.3 12 0.003 0.005 0.009
0.1 N 11 12.3 14 0.010 0.011 0.012
interior PC 9 9.7 10 0.010 0.012 0.013
10 N 13 104.3 150 0.006 0.047 0.076
20 PC 8 69.3 100 0.005 0.055 0.096
0.1 N 150 150.0 150 0.080 0.085 0.088
borda PC 100 100.0 100 0.053 0.055 0.057
10 N 16 16.7 18 0.010 0.012 0.016
PC 16 72.0 100 0.011 0.053 0.080
0.1 N 11 14.3 16 0.026 0.032 0.040
interior PC 8 12.0 17 0.024 0.036 0.050
10 N 10 10.3 11 0.014 0.021 0.032
40 PC 7 7.0 7 0.012 0.020 0.032
0.1 N 14 104.7 150 0.014 0.131 0.225
borda PC 12 70.7 100 0.030 0.121 0.192
10 N 14 15.7 17 0.022 0.023 0.024
PC 11 12.0 14 0.019 0.020 0.022





A principal contribuição deste trabalho foi analisar as propriedades de convergência local,
implementar e ilustrar o desempenho de algoritmos de pontos interiores de segunda ordem
adaptados para resolver o GNCP em cones poliedrais. Primeiramente, introduzimos um
sistema não linear equivalente, com restrições de não negatividade em algumas variáveis, de
modo a ser abordado por algoritmos de pontos interiores, tal que as estruturas intŕınsecas das
funções envolvidas F e G do problema (4.7) pudessem ser totalmente exploradas.
Dois algoritmos foram propostos: O Algoritmo 1 é baseado em um método de
Newton perturbado. Foi provado que tal método está bem definido, sob hipóteses usuais, e
que ele tem convergência local quadrática. O Algoritmo 2 é um método do tipo preditor-
corretor baseado no método de Chebyshev, e também provamos que tal método está bem
definido e é localmente convergente, com taxa quadrática. No caso em que as funções que
definem o GNCP são afins, o método preditor-corretor do Algoritmo 2 torna-se o bem co-
nhecido método preditor-corretor de Mehrotra (como apresentado por [155]), desde que os
parâmetros sejam adequadamente escolhidos. Observando isto tivemos a idéia de criar uma
versão econômica do Algoritmo 2 que chamamos Algoritmo 2 econômico, onde no cálculo
da direção corretora não utiliza as derivadas parciais de segunda ordem.
Experimentos numéricos, baseados em problemas já abordados em [6, 7] ilustram
o desempenho de ambos os algoritmos. Em geral, os algoritmos têm desempenhos bastante
semelhantes, com clara vantagem para o Algoritmo 2 em termos do número de iterações,
mas uma leve desvantagem em termos de tempo de CPU por iteração.
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CAPÍTULO 6. CONSIDERAÇÕES FINAIS
O Algoritmo 2 e sua versão econômica, Algoritmo 2 econômico, tiveram um
comportamento bem semelhante nos problemas resolvidos neste trabalho. Para os problemas
de complementaridade impĺıcita e para alguns cones poliedrais gerais em Rn, o custo-benef́ıcio
de computar os passos preditores-corretores vale a pena na redução do esforço total do algo-
ritmo quando comparado ao método de Newton perturbado.
Apesar dos algoritmos propostos serem de natureza local, nos experimentos numé-
ricos, variando as opções de pontos iniciais, uma solução do corrrespondente GNCP foi obtida
na maioria dos testes. De fato, os casos de parada com Flag 3 (atingiu o número máximo de
iterações) foram em sua maioria associados ao não cumprimento de alguma hipótese teórica.
Uma profunda investigação das escolhas dos parâmetros γk e µk e sua con-
sistência com as hipóteses teóricas que garantam a convergência local quadrática (Teore-
mas 5.10 e 5.14) são objetos de pesquisa futura. Um estudo numérico comparando várias
escolhas dos parâmetros em estratégias de pontos interiores aplicadas ao problema de pro-
gramação não linear é feito em [14], mas até onde sabemos não existem referências relacionadas
a escolhas práticas na implementação de algoritmos de pontos interiores aplicados a problemas
de complementaridade e suas generalizações. Outra linha de investigação futura é a adaptação
dos métodos aqui apresentados para resolver extensões de problemas de complementaridade.
Também sugerimos como proposta de pesquisa futura a possibilidade de enfraquecimento das
hipóteses, em especial a exigência da complementaridade estrita na solução. Nesse sentido,
as técnicas vistas nos Caṕıtulos 2 e 3 deste trabalho podem ser de grande valia, aliás esse foi
o principal motivo que nos levou à investigação daqueles resultados.
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As operações tensoriais consideradas neste trabalho tiveram como ponto de partida o livro de
Santaló [147]. Também foi de grande valia o trabalho de Kolda [106].
Se T ∈ Rn×n×n é um tensor de terceira ordem, então os elementos de T são
representados por Tkij , k, i, j = 1, 2, . . . , n, e as operações envolvendo este tensor e vetores
u, v ∈ Rn são dadas por:




Tkijui, k, j = 1, 2, . . . , n.






Tkijuivj , k = 1, 2, . . . , n.
No caso em que F : Rn −→ Rn, então F (x) ≡ (F1(x), F2(x), . . . , Fn(x))T onde
cada Fi : Rn −→ R, assim F ′′(x) ≡ T ∈ Rn×n×n. Neste caso podemos escrever:















APÊNDICE A. OPERAÇÕES TENSORIAIS
As mesmas expressões valem para o caso em que T ≡ H ′′(w) ∈ Rn1×n1×n1 e
u, v ∈ Rn1 , no Caṕıtulo 5:


















Neste apêndice apresentamos as tabelas completas dos resultados com os diferentes pontos ini-
ciais utilizados, para todo o conjunto de problemas-teste GNCP, e que geraram as estat́ısticas
mı́nima, média e máxima das tabelas inclúıdas na seção 5.4. Os casos em que houve parada
por falta de progresso (‖wk−wk−1‖1 < ε) estão identificados com *, e na tabela imediatamente






ITER CPU ITER CPU ITER CPU
Famı́lia 1 5 N 19 0.017 19 0.003 19 0.004
M = P = MT PC 7 0.016 7 0.003 7 0.002
M = MT 500 N 14 2.544 14 2.767 14 2.768
M > 0 PC 8 2.757 8 3.013 8 2.962
Famı́lia 2 5 N 19 0.002 19 0.002 19 0.003
M = P PC 7 0.002 7 0.001 7 0.001
M = MT 500 N 14 2.621 14 2.763 14 2.673
M indefinida PC 8 2.967 8 3.005 8 2.988
Famı́lia 3 5 N 150 1.548 150 1.446 150 1.639
M = P PC 100 1.620 100 2.162 100 2.073
M = MT 500 N 150 29.080 150 33.276 150 28.878
M ≥ 0 PC 100 39.179 100 39.404 100 38.835
Famı́lia 4 5 N 19 0.002 19 0.002 19 0.001
M = P PC 7 0.002 7 0.001 7 0.003
M 6= MT 500 N 14 1.727 14 1.545 14 1.738
M > 0 PC 8 1.841 8 1.861 8 1.993
Famı́lia 6 5 N 150 1.805 150 1.416 150 1.087
M = P PC 100 1.842 100 1.703 100 1.661
M 6= MT 500 N 150 17.401 150 17.439 150 19.357
M ≥ 0 PC 100 22.976 100 22.988 100 23.433
Famı́lia 7 5 N 19 0.002 19 0.002 19 0.002
M 6= P PC 7 0.001 7 0.002 7 0.001
M = MT > 0 500 N 16 1.769 14 1.646 16 1.734
P = P T > 0 PC 8 1.814 8 1.878 9 2.127
Famı́lia 10 5 N 20 0.002 19 0.004 19 0.002
M 6= P PC 8 0.003 7 0.001 8 0.001
M = MT ≥ 0 500 N 39* 4.758 25* 3.054 38* 4.726
P = P T ≥ 0 PC 11* 2.815 16* 3.934 15* 3.353
Famı́lia 11 5 N 21 0.002 20 0.004 20 0.004
M 6= P PC 12 0.002 11 0.002 15 0.005
M 6= MT > 0 500 N 150 18.761 36 4.440 27 3.128
P 6= P T > 0 PC 100 22.959 22 5.223 100 23.590
Famı́lia 14 5 N 21 0.004 150 0.028 21 0.002
M 6= P PC 100 0.031 11 0.004 12 0.004
M 6= MT ≥ 0 500 N 150 18.776 150 17.471 150 18.806
P 6= P T ≥ 0 PC 100 24.291 100 23.129 100 23.822
Tabela B.1: Problemas gerados aleatoriamente no ortante positivo.
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Famı́lia n Método a b c
Famı́lia 10 500 N 8.80× 10−9 7.87× 10−10 1.49× 10−8
PC 9.20× 10−9 6.70× 10−10 2.04× 10−7
Tabela B.2: ‖Hk‖1 quando o algoritmo parou devido a ‖wk − wk−1‖1 < ε.
n Método
a b c
ITER CPU ITER CPU ITER CPU
4 N 19 0.008 19 0.006 19 0.006
PC 6 0.006 6 0.004 6 0.003
40 N 9 0.009 9 0.007 9 0.004
PC 5 0.007 5 0.007 5 0.003
400 N 7 0.314 7 0.302 7 0.190
PC 6 0.225 6 0.172 6 0.257
4000 N 7 24.182 7 25.236 7 24.331
PC 6 20.476 6 21.886 6 20.531
8000 N 7 131 7 134 7 139
PC 6 114 6 121 6 123
16000 N 7 580 7 579 7 580
PC 6 505 6 508 6 485





ITER CPU ITER CPU ITER CPU
N 19 0.006 19 0.003 19 0.003
4 PC 6 0.003 6 0.004 6 0.002
PCM 6 0.003 6 0.003 6 0.002
N 9 0.009 9 0.006 9 0.005
40 PC 5 0.007 5 0.004 6 0.005
PCM 5 0.007 5 0.003 5 0.003
N 7 0.203 7 0.216 8 0.225
400 PC 6 0.203 6 0.171 6 0.187
PCM 6 0.187 6 0.172 6 0.191
N 7 23.502 7 23.885 7 24.097
4000 PC 6 21.403 6 22.386 6 19.516
PCM 6 21.114 6 20.707 6 22.148
N 7 132 7 133 7 131
8000 PC 6 111 6 108 6 109
PCM 6 116 6 115 6 115
N 7 562 7 564 7 572
16000 PC 6 519 6 524 6 494
PCM 6 492 6 500 6 510




ITER CPU ITER CPU ITER CPU
N 18 0.005 18 0.006 18 0.003
4 PC 4 0.003 5 0.003 5 0.003
PCM 4 0.001 5 0.003 5 0.003
N 8 0.017 8 0.020 8 0.019
40 PC 5 0.016 5 0.015 5 0.015
PCM 5 0.015 5 0.015 5 0.016
N 6 0.281 7 0.187 6 0.203
400 PC 5 0.234 5 0.172 6 0.156
PCM 5 0.171 6 0.196 6 0.156
N 6 26.00 7 27.97 7 29.03
4000 PC 6 25.79 6 24.93 6 24.96
PCM 6 25.27 6 24.82 6 25.02
N 6 129.9 7 152.7 7 150.5
8000 PC 6 132.7 6 131.3 6 130.9
PCM 6 131.5 6 132.5 6 132.0
N 6 529.0 7 631.5 7 620.2
16000 PC 6 534.3 6 539.5 6 546.8
PCM 6 529.7 6 513.7 6 550.8
Tabela B.5: Problema de complementaridade impĺıcita POZ3.
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(n, q, s) Método a b c
ITER CPU ITER CPU ITER CPU
N 25 0.015 25 0.014 25 0.015
(10,5,1) PCstd 11 0.011 12 0.013 18 0.015
PCmod 10 0.015 10 0.010 17 0.015
N 30 0.063 29 0.062 29 0.047
(10,15,1) PCstd 11 0.015 14 0.031 12 0.031
PCmod 12 0.032 12 0.031 13 0.031
N 64 0.889 53 0.702 60 1.061
(100,50,5) PCstd 18 0.515 16 0.577 20 0.702
PCmod 22 0.639 20 0.562 24 0.780
N 65 2.871 65 2.776 67 2.464
(100,100,5) PCstd 16 0.874 16 0.905 17 1.076
PCmod 20 1.123 22 1.216 23 1.311
N 90* 4.970 92* 5.026 97 4.992
(100,150,5) PCstd 24* 2.037 28* 2.370 23* 2.093
PCmod 27 2.481 30* 2.714 37 3.198
N 111* 273 135* 311 132* 293
(500,250,25) PCstd 24* 80 27* 89 34 91
PCmod 36* 125 47* 163 42* 139
Tabela B.6: Famı́lia 1, matrizes indefinidas e não simétricas.
(n, q, s) Método a b c
N 1.03× 10−10 1.14× 10−10 -
(100,150,5) PCstd 2.29× 10−10 1.32× 10−8 1.62× 10−8
PCmod - 1.48× 10−10 -
N 7.21× 10−10 2.05× 10−10 1.99× 10−10
(500,250,25) PCstd 4.73× 10−8 2.67× 10−7 -
PCmod 1.23× 10−6 4.77× 10−6 6.87× 10−6
Tabela B.7: ‖Hk‖1 quando o algoritmo parou devido a ‖wk − wk−1‖1 < ε (famı́lia 1).
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(n, q, s) Método a b c
ITER CPU ITER CPU ITER CPU
N 21 0.016 21 0.015 21 0.012
(10,5,1) PCstd 14 0.012 9 0.008 8 0.006
PCmod 11 0.012 8 0.010 8 0.013
N 25 0.062 25 0.047 29 0.046
(10,15,1) PCstd 12 0.031 12 0.032 14 0.046
PCmod 20* 0.251 19* 0.148 14 0.015
N 60 0.811 66 0.952 63 0.998
(100,50,5) PCstd 16 0.624 19 0.531 17 0.640
PCmod 22 0.624 24 0.702 19 0.484
N 84 3.869 80 3.369 82 3.666
(100,100,5) PCstd 19 1.217 19 1.108 21 1.217
PCmod 29 1.701 31 1.841 31 1.496
N 79* 4.335 78* 4.012 77* 4.219
(100,150,5) PCstd 41* 3.436 24* 2.087 30* 2.636
PCmod 27* 2.636 27* 2.449 24 2.215
N 118* 266 128* 279 150* 317
(500,250,25) PCstd 27 87 30 91 24 74
PCmod 35* 123 41* 138 32* 110
Tabela B.8: Famı́lia 2, matrizes indefinidas e simétricas.
(n, q, s) Método a b c
(10,15,1) PCmod 1.05× 10−10 2.11× 10−10 -
N 3.49× 10−10 1.94× 10−10 2.73× 10−10
(100,150,5) PCstd 2.70× 10−8 1.84× 10−8 8.33× 10−8
PCmod 2.33× 10−9 2.34× 10−9 -
N 4.70× 10−9 6.57× 10−10 2.03× 10−8
(500,250,25) PCstd - - -
PCmod 6.87× 10−8 1.66× 10−10 5.77× 10−8
Tabela B.9: ‖Hk‖1 quando o algoritmo parou devido a ‖wk − wk−1‖1 < ε (famı́lia 2).
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APÊNDICE B. TABELAS
(n, q, s) Método a b c
ITER CPU ITER CPU ITER CPU
N 18 0.016 19 0.015 19 0.013
(10,5,1) PCstd 9 0.010 7 0.010 7 0.008
PCmod 9 0.010 6 0.007 7 0.008
N 150 0.131 150 0.147 150 0.109
(10,15,1) PCstd 100 0.125 100 0.109 100 0.125
PCmod 100 0.125 100 0.110 100 0.062
N 150 1.709 150 1.830 150 1.884
(100,50,5) PCstd 100 2.699 100 2.464 100 2.730
PCmod 100 2.528 100 2.855 100 2.605
N 150 5.838 150 5.563 150 5.514
(100,100,5) PCstd 100 6.411 100 6.240 100 5.803
PCmod 100 5.882 100 5.866 100 5.740
N 150 8.967 150 8.796 150 9.264
(100,150,5) PCstd 100 10.796 100 10.639 100 10.202
PCmod 100 9.906 100 10.280 100 9.921
N 150 285 150 284 150 285
(500,250,25) PCstd 100 273 100 271 100 271
PCmod 100 327 100 319 100 297
Tabela B.10: Famı́lia 3, matrizes indefinidas, não simétricas e singulares.
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(n, q, s) Método a b c
ITER CPU ITER CPU ITER CPU
N 27 0.015 28 0.012 28 0.015
(10,5,1) PCstd 14 0.015 14 0.009 13 0.009
PCmod 13 0.015 13 0.009 12 0.010
N 27 0.031 30 0.047 34 0.031
(10,15,1) PCstd 15 0.062 17 0.072 17 0.063
PCmod 17 0.032 17 0.036 16 0.047
N 60 0.702 69 0.895 70 0.912
(100,50,5) PCstd 19 0.457 19 0.546 21 0.516
PCmod 29* 0.733 24 0.493 28 0.629
N 66 2.043 66 2.075 69 2.064
(100,100,5) PCstd 15 0.799 17 0.786 17 0.846
PCmod 25 1.093 23 0.983 25 1.080
N 69 4.384 76 4.508 72 4.165
(100,150,5) PCstd 33* 3.266 39* 4.524 22* 2.387
PCmod 32* 3.276 36* 3.588 26* 2.683
N 95 235 109* 275 128 293
(500,250,25) PCstd 23* 84 66 208 24* 86
PCmod 46* 163 28 97 34* 122
Tabela B.11: Famı́lia 4, matrizes indefinidas, não simétricas e solução sem complemen-
taridade estrita.
(n, q, s) Método a b c
(100,50,5) PCmod 3.98× 10−10 - -
(100,150,5) PCstd 2.52× 10−9 4.80× 10−9 1.61× 10−8
PCmod 2.92× 10−7 3.29× 10−7 3.36× 10−9
N - 1.73× 10−10 -
(500,250,25) PCstd 1.24× 10−8 - 1.53× 10−9
PCmod 3.26× 10−6 - 3.96× 10−8
Tabela B.12: ‖Hk‖1 quando o algoritmo parou devido a ‖wk − wk−1‖1 < ε (famı́lia 4).
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APÊNDICE B. TABELAS
q Solução r Método a b c
ITER CPU ITER CPU ITER CPU
0.1 N 27 0.018 26 0.009 26 0.009
interior PC 10 0.019 11 0.005 17 0.008
10 N 24 0.004 25 0.004 150 0.039
3 PC 10 0.002 9 0.002 100 0.040
0.1 N 26 0.004 26 0.004 26 0.004
borda PC 7 0.001 8 0.001 7 0.001
10 N 29 0.004 29 0.005 31 0.005
PC 15 0.003 15 0.003 14 0.006
0.1 N 150 0.089 25 0.015 150 0.076
interior PC 14 0.010 12 0.009 12 0.009
10 N 15 0.009 15 0.004 15 0.005
12 PC 8 0.003 8 0.003 8 0.003
0.1 N 18 0.005 15 0.004 20 0.008
borda PC 32 0.012 10 0.004 100 0.069
10 N 15 0.005 17 0.005 17 0.005
PC 11 0.008 18 0.007 15 0.009
0.1 N 15 0.015 11 0.009 16 0.008
interior PC 8 0.010 10 0.008 7 0.008
10 N 14 0.007 16 0.008 15 0.007
20 PC 10 0.011 10 0.013 11 0.006
0.1 N 15 0.014 15 0.014 15 0.008
borda PC 11 0.014 13 0.015 11 0.008
10 N 15 0.007 15 0.007 14 0.014
PC 10 0.006 10 0.006 9 0.013
0.1 N 11 0.022 16 0.019 16 0.019
interior PC 10 0.014 8 0.010 7 0.009
10 N 11 0.014 12 0.022 11 0.014
40 PC 7 0.014 7 0.011 7 0.010
0.1 N 9 0.011 9 0.018 11 0.016
borda PC 10 0.023 7 0.008 9 0.022
10 N 14 0.037 14 0.027 14 0.017
PC 9 0.026 51 0.129 16 0.024
Tabela B.13: Famı́lia 1, T indefinida.
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q Solução r Método a b c
ITER CPU ITER CPU ITER CPU
0.1 N 26 0.093 26 0.008 25 0.010
interior PC 8 0.032 7 0.003 8 0.003
10 N 24 0.020 25 0.008 26 0.004
3 PC 6 0.003 6 0.001 6 0.003
0.1 N 26 0.005 26 0.004 26 0.004
borda PC 7 0.001 7 0.001 7 0.001
10 N 25 0.007 26 0.004 27 0.009
PC 8 0.002 7 0.001 9 0.003
0.1 N 15 0.009 14 0.008 14 0.010
interior PC 10 0.010 8 0.006 8 0.008
10 N 14 0.007 14 0.005 15 0.006
12 PC 7 0.003 7 0.003 7 0.005
0.1 N 14 0.005 13 0.026 14 0.004
borda PC 10 0.004 7 0.006 8 0.003
10 N 13 0.005 15 0.010 15 0.009
PC 7 0.006 8 0.006 8 0.006
0.1 N 14 0.006 13 0.007 13 0.006
interior PC 8 0.005 8 0.004 8 0.005
10 N 12 0.012 13 0.009 12 0.013
20 PC 7 0.008 8 0.007 7 0.009
0.1 N 15 0.007 15 0.014 17 0.017
borda PC 9 0.007 10 0.012 10 0.008
10 N 14 0.006 14 0.007 14 0.009
PC 9 0.005 9 0.005 8 0.010
0.1 N 11 0.014 11 0.013 12 0.014
interior PC 7 0.011 7 0.021 7 0.021
10 N 11 0.021 12 0.031 12 0.015
40 PC 7 0.022 8 0.012 7 0.011
0.1 N 15 0.028 18 0.044 17 0.041
borda PC 10 0.018 11 0.032 10 0.028
10 N 14 0.017 16 0.039 15 0.024
PC 10 0.030 10 0.026 10 0.030
Tabela B.14: Famı́lia 2, T definida positiva.
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APÊNDICE B. TABELAS
q Solução r Método a b c
ITER CPU ITER CPU ITER CPU
0.1 N 25 0.008 25 0.007 22 0.007
interior PC 8 0.003 9 0.004 8 0.003
10 N 21 0.015 20 0.012 21 0.012
3 PC 17 0.009 7 0.010 100 0.024
0.1 N 25 0.008 25 0.008 24 0.004
borda PC 8 0.004 8 0.002 8 0.003
10 N 24 0.004 150 0.024 150 0.038
PC 7 0.003 100 0.041 100 0.053
0.1 N 150 0.046 150 0.083 150 0.057
interior PC 100 0.037 100 0.072 100 0.037
10 N 13 0.004 13 0.015 14 0.008
12 PC 15 0.012 11 0.015 9 0.003
0.1 N 18 0.006 12 0.007 13 0.004
borda PC 8 0.006 9 0.007 9 0.003
10 N 14 0.006 15 0.012 15 0.009
PC 8 0.003 11 0.004 12 0.009
0.1 N 11 0.010 12 0.010 14 0.012
interior PC 10 0.013 9 0.010 10 0.013
10 N 150 0.058 150 0.076 13 0.006
20 PC 8 0.005 100 0.064 100 0.096
0.1 N 150 0.088 150 0.086 150 0.080
borda PC 100 0.057 100 0.055 100 0.053
10 N 16 0.016 18 0.010 16 0.010
PC 100 0.068 16 0.011 100 0.080
0.1 N 11 0.029 16 0.040 16 0.026
interior PC 11 0.034 8 0.024 17 0.050
10 N 10 0.014 11 0.018 10 0.032
40 PC 7 0.012 7 0.015 7 0.032
0.1 N 14 0.014 150 0.225 150 0.153
borda PC 12 0.030 100 0.141 100 0.192
10 N 17 0.024 16 0.022 14 0.022
PC 11 0.019 14 0.022 11 0.019
Tabela B.15: Famı́lia 4, T semidefinida negativa.
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