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Abstract
The martingale problems provide a powerful tool for characterizing Markov processes, espe-
cially in addressing convergence issues. For each n, let metric space E-valued process Xn be a
solution of the An martingale problems (i.e.
f(Xn(t))− f(Xn(0))−
Z t
0
Anf(Xn(s)) ds
is a martingale), the convergence of Anf ! Af in some sense usually implies the weak
convergence of Xn ) X , where X is some process characterized by A. Our goal here is to
establish similar results for another type of limit theorem { large deviations: dening Hnf =
e−fAnef, then
exp

f(Xn(t))− f(Xn(0))−
Z t
0
Hnf(Xn(s)) ds

is a martingale. We prove that the convergence of nonlinear operators 1nHn(nf)!Hf implies
the large deviation principle for the Xns, where the rate function is characterized by a nonlinear
transformation L of H. Furthermore, a ‘running cost’ interpretation from control theory can be
given to this function. The main assumption is a regularity condition on H in the sense that for
each f0 2 D(H), bounded viscosity solution of
−@tu(t; x) + (Hu(t; ))(x) = 0; u(0; x) = f0(x)
is unique. This paper considers processes in CE[0; T ]. c© 1999 Elsevier Science B.V. All rights
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1. Introduction
Ellis{Gartner’s theorem characterizes the large deviation principle for a sequence of
Rd-valued random variables through limits of exponential moments of all the linear
functionals. Baldi generalizes this result to Hausdor topological vector space valued
random variables (e.g. Dembo and Zeitouni (1993)). Replacing the linear functionals
by bounded continuous functions, the result holds for random variables taking values in
complete separable metric spaces also (due to Varadhan and Bryc, see Proposition 1.8
next, see also Puhalskii (1993)). In the setting of stochastic processes, Fleming (1978),
Sheu (1985), Dupuis and Ellis (1997) demonstrate that many large deviation problems
can be solved by using control theory techniques. The essential point is that, when
the processes are Markov, exponential moments for certain class of functionals of the
processes can be connected to variational problems that come from control theory.
In Fleming (1978) and Sheu (1985) only large deviations on exit probabilities are
considered. Chapter 7 of Fleming and Soner (1991) reviews this subject using viscosity
solution techniques. Dupuis and Ellis (1997) considers large deviations on the space
of sample paths. Through deriving representation formulas for each example, large
deviation results were obtained for certain processes with continuous or discontinuous
coecients. Through pure probabilistic argument using approximations, Freidlin and
Wentzell (1984) studies various sample path large deviations of real valued Markov
processes (with continuous coecients) in greater details. Various generalizations of
their results can be found in the literature (e.g., Gulinsky and Veretennikov (1993) for
discrete time processes with averaging).
We pursue these ideas further in metric space valued Markov processes settings.
Working with operators associated with the martingale problems, we prove that con-
vergence of some nonlinear transformations of these operators implies the large devia-
tion principle, and that the rate function has a running cost interpretation from control
theory. The goal of this paper is to understand the nonlinear operators appearing in
the ‘exponential martingale problems’, their connections to large deviations and con-
trol theory; in particular, a general construction of a control representation of the rate
function through operators. At several places, generality is not pursued to the maximal
level. For example, the main theorem of this paper does not apply to processes with
averaging (e.g. Freidlin and Wentzell (1984)), nor does it apply to occupation measure
large deviations of ergodic processes (e.g. Donsker and Varadhan (1975a); Donsker
and Varadhan (1975b); Donsker and Varadhan (1976), Deuschel and Stroock (1989),
Dupuis and Ellis (1997), Veretennikov (1994)). In order to treat these two situations,
appropriate extention on the notion of operator convergence is needed. Such extension,
among other issues, is discussed in Feng and Kurtz (1997).
Recently, a series of publications (Puhalskii, 1991,1993,1994a,b; Liptser and Puhal-
skii, 1992) noted the similarity between large deviation principle and weak conver-
gence, and an approach was systematically developed for proving large deviation of
semimartingales using convergence of ‘semimartingale characteristics’. In particular,
similarities between exponential tightness and relative compactness of probability mea-
sures were established. The results allow us to prove large deviations through two
steps like a topological approach to prove sequence convergence: verifying relative
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compactness (exponential tightness) then showing any possible limit is unique in a
sense (for example, in the sense of the maxingale problems (Puhalskii, 1997)). This
type of argument avoids a change of measure and will actually be pursued in the follow-
up of this paper. The approach here, however, follows the more standard change of
measure argument, which gives the construction of rate function and reveals its connec-
tion to control theory more explicitly. When Xn(t) is a sequence of real valued Markov
processes, the connection between the two approaches can be seen through Theorem 2:1
of Puhalskii (1994a) (or more explicitly in Puhalskii (1997)) { the condition required
there can be related to the operator convergence assumption in this paper. One may
view the dierence between the two papers as dierent ways of characterizing the rate
function in the limit: within the class of real valued semimartingales, Puhalskii (1997)
nds that ‘the maxingale problem’ is satised by all the candidate rate functions; while
within the class of metric space valued Markov processes, this paper nds that the rate
function is related to the viscosity solution of
− @
@t
u(t; x) + (Hu(t; ))(x) = 0; u(0; x) = f0(x)
each f0 2 D(H) (Section 5). Both approaches require a uniqueness type result re-
garding the equations that characterize the rate function.
In the last section, we give three examples. The nondegenerate multidimensional
diusion example assumes Lipschitz continuity on certain coecients, which is less
general than the results in Freidlin and Wentzell (1984) { only uniform continuity is
needed. This restriction is not due to the use of viscosity solution, and will go away
if we further generalize the approach (we plan to discuss this in detail in Feng and
Kurtz (1997)). The second example allows certain degeneracy in the diusion term.
The third example concerns measure valued processes, only an upper bound is proved.
It would be interesting to explore the viscosity solution approach in the measure valued
setting in the future.
1.1. Denition and notation
Let (E; r) be a complete separable metric space, we denote B(E) the space of
bounded Borel measurable functions on E; C(E) the space of continuous functions
on E; C(E) the space of bounded continuous functions on E, and LSC(E) the space
of lower semicontinuous functions on E (maybe innite). For f that is measurable,
we write k f k =supxjf(x)j; f(x) = lim supy!xf(y) and f(x) = lim inf y!x f(y).
We also write B(x; ) to denote an -ball about x 2 S. A typically denotes a linear
operator, H and L denote nonlinear operators on some Banach space. D(A) stands
for the domain of A and G(A) its graph. CE[0; T ] stands for the space of E valued
continuous functions on [0; T ]. We consider the metric
d(x(); y()) = sup
06t6T
(r ^ 1)(x(t); y(t)):
Under this metric, the space is complete and separable. Let C1c (Rd) denote the space
of innitely dierentiable functions on Rd with compact support, P(S) the space of
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probability measures on a complete separable metric space S. hf; i = RE f(x)(dx)
for f 2 B(E) and  2 P(E). Large deviation principle is abbreviated LDP.
Denition 1.1 (Large Deviation Principle). Let (S; d) be a complete separable metric
space and fPngP(S). fPng is said to satisfy a large deviation principle with rate
function I : S ! [0;1], if for each a 2 [0;1); fx: I(x)6ag is compact; for every
open set A
− inf
x2A
I(x)6 lim inf
n
1
n
logPn(A);
and for every closed set B
lim sup
n
1
n
logPn(B)6− inf
x2B
I(x):
If we replace the closed set B above by compact set, then fXng (or fPng) is said
to satisfy a weak large deviation principle. The relation between weak LDP and LDP
is revealed by the notion of exponential tightness (Lemma 4.4).
Denition 1.2 (Exponential tightness). Probability measures fPng on S is said to be
exponentially tight if for every a> 0, there exists a compact set Ka S such that
lim sup
n
1
n
logPn(Kca)6− a:
Denition 1.3 (Tightness function). Given S a separable metric space and g a Borel-
measurable function mapping S into R [ f+1g, we call g a tightness function if
1. inf x2S g(x)>−1.
2. For each number K <1, the set fx 2 S: g(x)6Kg is a relatively compact subset
of S.
Denition 1.4. Let E be a metric space, operator G(A)B(E)  B(E), for f; g 2
D(A) such that fg; ef; eg; geg; feg 2 D(A) we dene
hf; giA =A(fg)− fAg− gAf;
Hf(x) = e−fAef(x);
Agf = e−gA(feg)− (e−gf)Aeg =Af + e−gheg; fiA;
Lg(x) = e−gA(geg)(x)− ge−gAeg(x)− e−gAeg
=Agg(x)−Hg(x):
Denition 1.5 (Martingale and exponential martingale problems). 1. Let E be a met-
ric space, operator G(A)B(E)B(E). We say X is a solution of the A martingale
problems (Stroock and Varadhan (1979), Ethier and Kurtz (1986)) if and only if there
exists a ltration such that
f(X (t))− f(X (0))−
Z t
0
Af(X (s)) ds (1.1)
is a martingale for each f 2 D(A).
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2. Suppose that X is a solution of the A martingale problem, let Hf = e−fAef,
then
exp

f(X (t))− f(X (0))−
Z t
0
Hf(X (s)) ds

(1.2)
is a martingale for f 2 D(H). We say X is a solution of theH exponential martingale
problems if Eq. (1.2) is a martingale for each f 2 D(A).
Denition 1.6 (Viscosity solution of a Cauchy problem). Let E be a compact metric
space. Operator H satises G(H)C(E)B(E). We say that a bounded upper semi-
continuous function u(t; x) (respectively, a bounded lower semicontinuous function u)
is a viscosity subsolution (respectively supersolution) of the Cauchy problem
− @
@t
u(t; x) + (Hu(t; ))(x) = 0; (t; x) 2 (0; T ] E; u(0; x) = f0(x); (1.3)
if
1. u(0; x) = f0(x) (respectively, u(0; x) = f0(x));
2. for every w 2 C([0; T ]E)\fC2[0; T ]D(H)g; (@=@t)w(t; ) 2 C(E); (@2=@t2)w 2
B([0; T ]E) and any (t0; x0) 2 (0; T ]E such that (u−w)(t0; x0)=supt; x(u−w)(t; x)
(respectively (u− w)(t0; x0) = inf t; x (u− w)(t; x)),
− @
@t
w +Hw

t0; x0

>0
(respectively (− @@t w+Hw)(t0; x0)60). u 2 C([0; T ]E) is said to be a viscosity
solution if it is both a sub- and a supersolution.
This denition is a straightforward generalization of the viscosity solution introduced
by Crandall and Lions (1983) in the partial dierential equation literature. It is based
on the idea of extending H while preserving dissipativity. This kind of generalized
solution is needed because very rarely does (1.3) admit a solution in the usual sense.
Please refer to the end of next subsection for the intuition on H being dissipative.
Denition 1.7 (Comparison principle). We say that Eq. (1.3) satises a comparison
principle if u is a subsolution and u is a supersolution imply that u6u.
1.2. Motivations { connection to nonlinear semigroup convergence
The following is an analogue of the Portmanteau theorem (Chapter 4 of Ethier and
Kurtz (1986)) in weak convergence.
Proposition 1.8. Let fPng be a sequence of probability measures on a complete
separable metric space (S; d).
1. (Varadhan Lemma) Suppose that fPng satises the large deviation principle with
rate function I; then for each f 2 C(S);
lim inf
n
1
n
log
Z
S
ef(x)Pn(dx) = sup
x2S
ff(x)− I(x)g: (1.4)
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2. (Bryc formula) Suppose that the sequence fPng is exponentially tight and that the
limit
(f) = lim
n
1
n
log
Z
S
ef(x)Pn(dx) (1.5)
exists for every f 2 C(S); then fPng satises the LDP with rate function
I(x) = sup
f2 C(S)
ff(x)− (f)g: (1.6)
Consider large deviations for a sequence of Markov processes fXn()g. Direct ap-
plication of the Bryc formula seems hopeless { computation of functionals E[ef(Xn())]
for f 2 C(DE[0; T ]) is very complicated, if possible. However, heuristically the ‘one
step’ transition probability completely determines a given Markov process, therefore
we may just focus on the asymptotic of functionals:
(Vn(t)f)(x) =
1
n
logE[expfnf(Xn(t))g jXn(0) = x]
for t>0 and f 2 C(E). It can be shown that nonlinear operators Vn(t) : B(E) !
B(E) form semigroups: Vn(s+ t)=Vn(s)Vn(t). Vn(t)’s formal generator is 1nHn(nf)=
1
ne
−nfAnenf, whereAn denotes the formal generator for (linear) semigroup (Tn(t)f)(x)
= E[f(Xn(t)) jXn(0) = x]. Therefore, we conjecture that convergence of generators
1
nHn(nf) ! Hf (where H is some limit operator) will imply the convergence of
semigroups Vn(t)f ! V (t)f (where V (t) is generated by H), hence gives the large
deviation principle.
A precise semigroup convergence formulation of large deviation for such problems
is pursued in another paper (Feng and Kurtz, 1997). In this article, we pursue a more
probabilistically avored approach. Our point of departure is the observation that
exp

f(Xn(t))− f(Xn(0))−
Z t
0
Hnf(Xn(s)) ds

are martingales { the exponential martingale problems.
We explain why H should be dissipative: dissipativity of Hn is a consequence of
the positive maximum principle satised by An (which is a ‘characteristic’ for Xn
being Markov), since we will assume k 1nHnnf −Hf k! 0, dissipativity will be
preserved and become a ‘characteristic’ of H { this motivates the use of viscosity
solution techniques.
1.3. Motivations { connection to control theory
The representation due to Fleming (1978) and Sheu (1985) (Lemma 3.7):
Hnf(x) = sup
g2D(Ln)
fAgnf(x)−Lng(x)g
says thatHn is essentially a Nisio semigroup generator in optimal control theory (Kurtz,
1987). The control arguments are essentially ‘implicit’ in the classical proof of large
deviations using change of measure argument: for a given path x(t), by generating
useful perturbations (controls), we change the measure of Xn(t) (Girsanov transforma-
tion). The ‘optimal’ control centers Xn(t) around x(t). By appropriately dening some
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cost functions for the control problem, we can express the large deviation rate function
as the limit of these cost functions.
Some relaxed control theory techniques used later will probably be better explained
by the following heuristics: viewing Agn as a perturbation from An and the amount
of perturbation is controlled by g, one can dene a new measure Pgn based upon Pn
(Girsanov transformation, Lemma 3.6), such that
f(Xn(t))− f(Xn(0))−
Z t
0
Agnf(Xn(s)) ds
f 2 D(An) are martingales (under Pgn). Let the perturbations (control variable) be
time dependent (gt) but assume it is piecewise constant in time. By pasting a nite
number of martingales and probability measures together, we arrive at some measure
Pgtn such that
f(Xn(t))− f(Xn(0))−
Z t
0
Agsn f(Xn(s)) ds
are martingales (under Pgtn ) (Lemma 4.1).
The perturbations=controls created by g 2 D(An) is usually not simple and regular
enough to have good mathematical properties. Therefore, we enlarge the control space
to a nicer metric space U by adjoining some ideal elements and embed the above
function valued control gs into U -valued control u(s), hence arriving at
f(Xn(t))− f(Xn(0))−
Z t
0
A^nf(Xn(s); u(s)) ds
being martingales. The idea of this embedding is to include some ‘ideal elements’ in the
embedded control space, so that they become the limits of those ‘piecewise constant’
controls in a (weak) sense. On this enlarged control space, approximation arguments
will become easier. Usually, these ideal elements correspond to limits of piecewise
constant controls um(t) which oscillates so fast in time that the limits don’t stay as
functions of time anymore, rather they become measures (du  ds) on U  [0; T ]
satisfying (U  [0; t]) = t. Ignoring some passing to the limit argument, we therefore
arrive at
f(Xn(t))− f(Xn(0))−
Z
U[0; t]
A^nf(Xn(s); u)(du ds) (1.7)
being martingales { the controlled martingale problems (Kurtz, 1987). In this paper,
we only need to consider the limit A^ of the A^ns, in which case martingale (1.7)
reduces to zero and the (X; ) becomes a deterministic object.
2. Main result
Let E be a compact metric space, U a complete separable metric space. We keep
in mind that the main assumption we will make is kHnf −Hf k! 0.
Assumption 2.1. There exists a solution of the A martingale problem with path in
CE[0; T ] and initial value X (0) = x; for every x 2 E.
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Assumption 2.2. G(A)C(E) C(E).
Assumption 2.3. D(A) is an algebra, moreover f 2 D(A) implies ef 2 D(A).
Assumption 2.4. The comparison principle holds for the Cauchy problem (Denitions
1.6 and 1.7)
− @
@t
u(t; x) + (Hu(t; ))(x) = 0 for (t; x) 2 (0; T ] E; u(0; x) = h0(x);
for each h0 2 D(H).
Assumption 2.5. For each xed g 2 D(H) and y0 2 E, the following equation has
at most one solution y() 2 CE[0; T ] :
f(y(t))− f(y0) =
Z t
0
Agf(y(s)) ds;
each f 2 D(H); where Agf = 12 [H(g+ f)−H(g− f)].
2.1. Construction of large deviation rate function
As mentioned in the introduction, we would like to embed the control variables into
a nicer space. Actually, we need only do this for a limiting control problem.
Assumption 2.6 (Embedding of the control space). Suppose that E is a compact met-
ric space, U is a complete separable metric space. Let Agf=12 [H(g+f)−H(g−f)].
B maps D(H) to the space of U -valued measurable functions (i.e. for each g 2
D(H); u() = (Bg)() is a measurable U -valued function). For each x 2 E; we write
U (x) = fu(x) 2 U : u(x) = Bg(x); some g 2 D(H)g. We assume the existence of an
operator A^ : D(A^)D(H)C(E)! C(E  U ); such that for each f; g 2 D(A);
Agf(x) = A^f(x; Bg(x)): (2.1)
Remark. Note that this embedding always exists: one can at least take U to be the
completion of D(H) under some norm and the mapping B to be the identity. How-
ever, one should always seek maximal reduction on the control problem whenever
possible in order to simplify the control structure (for example, in the case of LDP
for multi-dimensional diusions, U can be taken to be Rd) which will make estimates
like assumption 2:11 easy to check and representation of LDP rate function simplies.
Denition 2.7 (A running cost function). The construction of a cost function L(x; u)
involves two steps:
1. Dene, for each x 2 E,
l(x; u) =

l(x; Bg(x)) =Lg(x) when u= Bg(x) 2 U (x) for some g 2 D(H);
+1 otherwise:
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2. Dene L(x; u) to be the lower semicontinuous smoothing of l(x; u):
L(x; u) = l(x; u):
It is clear that L 2 LSC(E  U ).
Assumption 2.8. G(A^)C(E) C(E  U ).
Assumption 2.9. D(A^) is dense in C(E).
Assumption 2.10. For each u 2 U and f 2 D(A^);
A^
u
f()  A^f(; u) 2 C(E)
and satises the positive maximum principle (e.g. p. 165 of Ethier and Kurtz (1986)).
Assumption 2.11. There exists a tightness function  on U; such that (u)6L(x; u)
for x 2 E; u 2 U .
We introduce some notations:
Denition 2.12. Let M be the space of Borel measures  on U  [0; T ] satisfying
([0; t]  U ) = t for all 06t6T . We topologise M so that n )  if and only ifR
U[0; T ] h(s; u)n(du  ds) !
R
U[0; T ] h(s; u)(du  ds) for all bounded continuous h.
Dene
J=

(x; )2CE[0; T ]M: (x; ) satises
Z
U[0; T ]
jA^fj(x(s); u)(duds)<1
and
f(x(t))−f(x(0))−
Z
U[0; t]
A^f(x(s); u)(duds) = 0; for all f2D(A^)

:
Denition 2.13. For given x0 2 E, we dene I(x) : x 2 CE[0; T ] ! [0;+1]
(we suppress its dependence on x0) by
I(x) = inf
f(x;)2J; x(0)=x0g
Z
U[0; T ]
L(x(s); u)(du ds) (2.2)
where I(x) should be understood as +1 if the inf is taken over an empty set (for
example, when there is no  2M, such that (x; ) 2 J).
2.2. The main theorem
Theorem 2.14. Let (E; r) be a compact metric space. For each n; assume operator
An satises Assumptions 2:1{2:3: DeneHnf = e−fAnef: Suppose stochastic pro-
cess Xn() is a solution of the An martingale problems (or a solution of theHn expo-
nential martingale problems) with Xn(0) = x0: Let there exists aH with D(H)
T
n
D(An) =
T
nD(Hn) and G(H)C(E) C(E) such that∥∥∥∥1nHn(nf)−Hf
∥∥∥∥! 0
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for each f 2 D(H): Further suppose that Assumptions 2:4{2:6 hold and Assump-
tions 2:8{2:11 are satised for the embedded control problem. Assume D(H)=C(E):
Then fXn()g satises a large deviation principle with the rate function I() dened in
Denition 2:13.
3. Proof of the main result { properties of martingale problems
3.1. Martingale problems
The following lemma gives a useful representation of the sharp bracket process
(p. 227 of Dellacherie and Meyer (1982)) of any two basic martingales in the martin-
gale problems.
Lemma 3.1 (Sharp bracket processes). Suppose that G(A)B(E)  B(E) and that
stochastic process X in CE[0; T ] solves the A martingale problem. We denote mar-
tingale
Mf(t)  f(X (t))− f(X (0))−
Z t
0
Af(X (s)) ds;
each f 2 D(A): Then the sharp bracket process (predictable quadratic covariation)
between Mf and Mg; whenever f; g; fg 2 D(A); is
hMf;Mgi(t) =
Z t
0
hf; giA(X (s)) ds:
Consequently; if Assumptions 2:1 and 2:2 are satised; then
jhf; giA(x)j26jhf;fiA(x)j  jhg; giA(x)j;
for each f; g; f2; g2; fg 2 D(A).
Proof. Theorem 1:1, Fukushima and Stroock (1986).
As a direct consequence of the above lemma, we have
Lemma 3.2. Let G(A)B(E)B(E); process X solves the A martingale problem in
CE[0; T ]; where D(A) is an algebra. If hf;fiA = 0 for some f 2 D(A); then the
process Mf()  f(X ())−f(X (0))− R 0Af(X (s)) ds is equal to zero almost surely.
Lemma 3.3 (Transformation formula). Suppose that Assumptions 2:1 and 2:2 hold.
Then
h’  f;   giA(x) = (’0  f(x)   0  g(x))hf; giA(x)
each f; g; f2; (fg); ’  f;   g; (’  f    g) 2 D(A) and ’;  2 C2(R); furthermore
A(’  f)(x) = 12’00  f(x)hf;fiA(x) + ’0  f(x)Af(x):
Proof. Corollary 1:2 in Fukushima and Stroock (1986).
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3.2. Control problems
We refer to Kurtz (1987) on controlled martingale problems and Nisio semigroup
formulation of control theory. Since we only need to deal with a deterministic control
problem, we adapt the denition to suit our need here.
Let E and U be complete separable metric spaces. In addition, E is compact (E is
the state space for the controlled processes and U the space of controls).
Denition 3.4 (Relaxed controls and control problems). LetM be the space of Borel
measures  on U  [0; T ] satisfying ([0; t] U ) = t for all 06t6T . We topologise
M so that n )  if and only if
R
U[0; t] h(s; u)n(duds)!
R
U[0; t] h(s; u)(duds)
for all bounded continuous h and all 06t6T . Let X be an E-valued process and  an
M-valued variable. Let A^ satisfy Assumptions 2:8{2:10. (X; ) is called a (relaxed)
solution of the A^ control problem if
f(X (t))− f(X (0))−
Z
U[0; t]
A^f(X (s); u)(du ds) = 0 (3.1)
for all f 2 D(A^). If the  in (3.1) admits a representation
(du ds) = u(s)(du) ds;
where u(t) is measurable in t, then the pair (X (); u()), or (X; ) is said to solve the
control problem in the ordinary sense with u() as the ordinary control.
In the control literature, there is a quantity measuring the ‘cost’ for each sample
path. This quantity is called the running cost. Consider running the controlled process
up to time T . For a xed sample path X () and a control  that gives this path, the
running cost is dened asZ
U[0; T ]
L(X (s); u)(du ds)
for some cost function L. When the following is satised, the control problem has
certain nice properties.
Assumption 3.5. For each f 2 D(A^) there exist nonnegative a; b and  2 (0; 1)
such that jA^f(x; u)j6a + bL(x; u); for each x 2 E; u 2 U . (Note that a; b; and 
may depend on f.)
3.3. Girsanov transformations
Given a function g, consider the perturbation of a solution of the A martingale
problem in CE[0; T ]: assume eg 2 D(A), and D(A) is closed under multiplication by
eg. Dene
Agf =
Afeg − fAeg
eg
=Af +
heg; fiA
eg
(3.2)
on f 2 D(Ag)  D(A). By Lemma 3.3
Agf =Af + hg; fiA:
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We state a Girsanov type transformation which has been a canonical tool for creating
a ‘drift’ eect in the transformed process.
Lemma 3.6 (Girsanov transformation). Let X () solve the A martingale problems in
CE[0; T ] with distribution P (under ltration Ft): Let h 2 B(E) \ D(A); h>> 0:
Then
R(t) =
h(X (t))
h(X (0))
exp

−
Z t
0
Ah
h
(X (s)) ds

is a mean-one Ft-martingale under distribution P. Dene another measure Q 2
P(CE[0; T ]) by dQ=dP=R(T ): Suppose further that D(A) is closed under multiplica-
tion by h: Then under probability Q; X solves the Aln(h) martingale problem in
CE[0; T ].
Proof. See appendix.
3.4. Nonlinear transformations of operators and a duality
Recall the denitions of H; L and Ag in Denition 1.4, if we choose
D(H) = ff: f; ef 2 D(A)g;
D(L) = ff: f; ef; fef 2 D(A)g;
D(Ag) = ff: f;feg 2 D(A)g;
then under Assumption 2.3, we have D(A) =D(L) =D(H) and that for each g 2
D(A); D(Ag) =D(A). Under Assumptions 2:1{2:3, by Lemma 3.3,
Agf(x) =Af(x) + hg; fiA(x);
Hf(x) =Af(x) +
1
2
hf;fiA(x);
Lg(x) =
1
2
hg; giA(x):
We assumed positive maximum principle (e.g. Ethier and Kurtz (1986)) is satised in
a number of places, to assure that this is natural, we comment that this notion is a
characteristic for ‘generator’ of martingale problems=Markov processes. (e.g. Theorem
5:4 in Chapter 4 of Ethier and Kurtz (1986)). Particularly, it is useful when verifying
the existence of solutions for martingale problems (in DE[0; T ], however if A is local,
then the solution is in CE[0; T ], e.g. Fukushima and Stroock (1986)).
The next lemma is an operator analogue of the duality between real functions er =
supu>0fur− (u log u−u)g and u log u−u=supr2(−1;1)fur− erg. The rst variational
inequality (3.3) is due to Sheu (1985) (in a slightly dierent form); the adjunction of
a formal dual (3.4) is simple but useful in characterizing the LDP results for entire
sample paths.
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Lemma 3.7 (Basic duality). Let Assumptions 2:1{2:3 be satised. Then for each f 2
D(H) and g 2 D(L)
Hf(x) = sup
g2D(L)
fAgf(x)−Lg(x)g; (3.3)
Lg(x) = sup
f2D(H)
fAgf(x)−Hf(x)g (3.4)
the rst equality attains the sup at g= f; the second at f = g.
Proof. Fix x. For any f; g 2 D(A), dene F(y) = expfg(y)− g(x)g(f(x)− f(y)) +
expfg(y)−g(x)g((g(y)−g(x))−1)+expff(y)−f(x)g>0. By assumption, F 2 D(A),
AF(x) =−Agf(x) +Lg(x) +Hf(x):
Because of Assumptions 2:1 and 2:2, it is simple to show that A satises the positive
maximum principle. Since F(y)>0 and F(x)=0, we have AF(x)60; moreover when
g(x) = f(x), straightforward calculation shows that AF(x) = 0.
Lemma 3.8. Under the assumptions of Lemma 3:7 and that 1 2 D(A); for each g 2
D(L); Lg>0.
Proof. By the duality in Lemma 3.7, taking f=1 (note that A1=0); Lg(x)>Agf(x)
−Hf(x) = 0.
The next lemma tells us how to recover the operator A and its quadratic character-
istic h; iA, once H is given.
Lemma 3.9. Let Assumptions 2:1{2:3 be satised. Then for  2 R;
H(f) = Af +
2
2
hf;fiA(x)
which implies that Af = (Hf −H(−f))=2 and hf;fiA =Hf +H(−f): Also
Agf =
1
2
fH(f + g)−H(g− f)g;
hf;fiAg = hf;fiA:
Proof. It follows from Lemma 3.3.
3.5. Convergence of Hn s and Ln s under the large deviation scaling
It is only natural to prove large deviations if the associated random sequence satises
a law of large numbers. This belief is reected in the following lemma which is
formulated at an innitesimal level.
Lemma 3.10. We assume; for each n; operator An satises Assumptions 2:1{2:3: De-
neHn; Ln and A
g
n according to Denition 1:4: Further; suppose that there exists an
operatorH with D(H)TnD(An) =TnD(Hn) such that∥∥∥∥1nHn(nf)−Hf
∥∥∥∥! 0; (3.5)
each f 2 D(H): Then
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1. for each g 2 D(H); dene Agf= 12fH(f+g)−H(g−f)g with D(Ag)=D(H):
We have
kAngn f −Agf k! 0;
each f 2 D(H): Moreover;
hf;fiAg = 0:
Indeed; if we denote
[f; g](x) = 12fH(g+ f)(x)−H(g− f)(x)g − 12fHf(x)−H(−f)(x)g;
(3.6)
then
lim
n
k nhf; giAn − [f; g] k =0; (3.7)
and
j[f; g](x)j26[f;f](x)  [g; g](x): (3.8)
Furthermore;
Agf(x) =Ag=0f(x) + [g; f](x); (3.9)
Hf(x) =Ag=0f(x) + 12 [f;f](x); (3.10)
Lg(x) = 12 [g; g](x): (3.11)
where L is the operator satisfying (3:12).
2. there exists an operator L with D(L) =D(H) such that∥∥∥∥1nLn(ng)−Lg
∥∥∥∥! 0 (3.12)
each g 2 D(L): Moreover;
Hf(x) = sup
g2D(L)
fAgf(x)−Lg(x)g; (3.13)
Lg(x) = sup
f2D(H)
fAgf(x)−Hf(x)g (3.14)
where both supreme are attained at f = g.
Note: Under the scaling of this convergence, the limiting operators Ag do not satisfy
the transformation (3.2), which is why we put the g downstairs to avoid confusion.
Proof. 1. By Lemma 3.9, (1=n)Ang(nf) = 12nfHnn(g + f) −Hnn(g − f)g, for any
f; g 2 D(H). Therefore
kAngn f −Agf k! 0:
Moreover, if we dene [f; g](x) as in Eq. (3.6), noting that (Lemma 3.9)
nhf; giAn=
1
2

1
n
Hnn(g+f)− 1nHnn(g−f)

− 1
2

1
n
Hn(nf)− 1nHn(−nf)

;
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by Eq. (3.5)
k nhf; giAn − [f; g] k! 0:
Especially, this implies that
hf;fiAg(x) = limn hf;fiAngn (x) = limn hf;fiAn(x) = 0:
(3.9){(3.11) can be proved in similar fashion. Inequality (3.8) follows from Lemma 3.1
and (3.7).
2. Dene D(L) =D(H) and
Lg=Agg−Hg:
By Lemma 3.7
1
n
Ln(ng) =
1
n
Angn (ng)−
1
n
Hn(ng):
Therefore, Eq. (3.12) follows from the convergence of Hn and A
ng
n . Finally, we
prove that Eqs. (3.13) and (3.14) hold. By Lemma 3.7, for any f; g 2 D(H)
1
n
Hn(nf)(x)>
1
n
Angn (nf)(x)−
1
n
Ln(ng)(x);
where equality holds when f=g. Letting n!1, we obtain the duality in Eqs. (3.13)
and (3.14).
Lemma 3.11. Let the assumptions of Lemma 3:10 be satised; and Assumptions 2:6
and 2:8 hold; then
1. L>0;
2. for each g 2 D(A^); x 2 E and u 2 U
(A^g(x; u)−Hg(x))6L(x; u); (3.15)
3. Assumption 3:5 is always satised for A^.
Proof. 1. The positivity of L follows from Lemma 3.8 and the denition of L.
2. For each x 2 E; g 2 D(H) and u 2 U (x), there exists a f 2 D(H) such that
Bf(x) = u. Therefore
A^g(x; u)−Hg(x) = A^g(x; Bf(x))−Hg(x)
= Afg(x)−Hg(x)
6Lf(x) = l(x; u);
and when u 62 U (x); l(x; u) =1. Therefore
A^g(x; u)−Hg(x)6l(x; u); (3.16)
for any (x; u) 2 E  U . Noting that A^g −Hg is continuous on E  U , taking lower
semicontinuous smoothing on both side of Eq. (3.16), we arrive at the conclusion.
3. To see that Assumption 3.5 is always satised, notice that for any f; g 2 D(H),
jAgf(x)j = jAg=0f(x) + [f; g](x)j
6 jAg=0f(x)j+ j[f; g](x)j
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6 sup
x2E
jAg=0f(x)j+ sup
x2E
p
[f;f](x)
p
[g; g](x)
6 sup
x2E
jAg=0f(x)j+ sup
x2E
p
2[f;f](x)
p
Lg(x);
where Eq. (3.8) was used in the third step. One can easily extend the above inequality
to A^ by a lower semicontinuous smoothing step as in the proof of 2. Therefore, for
any u 2 U , taking = 1=2; af = supx2E jAg=0f(x)j and bf = supx2E
p
2[f;f](x); A^
and L will satisfy Assumption 3.5.
4. Proof of the main result { large deviations
4.1. A deterministic control problem
With reference to the Girsanov transformation, we have that for any nite sequence
of functions g1; : : : ; gm 2 D(An) and any nite partition of time [0; T ] =
S
i [ti; ti+1),
the following martingale problems has a solution for each n
f(Xn(t))− f(Xn(0))−
mX
i=0
Z ti+1^ t
ti^ t
Angin f(Xn(s)) ds:
In view of Lemma 3.10, we conjecture that these solutions converge to a new process
x, where x satises a deterministic control equation. The following lemma makes this
conjecture rigorous.
Lemma 4.1. Let the assumptions of Lemma 3:10 be satised; let Xn() (with distri-
bution Pn) solve the An martingale problem in CE[0; T ] for each n:
f(Xn(t))− f(Xn(0))−
Z t
0
Anf(Xn(s)) ds
is a martingale.
1. Dene a new sequence of probabilities Pg1 ;:::;gmn by
dPg1 ;:::;gmn
dPn
= exp
(X
i

ngi(Xn(ti+1))−ngi(Xn(ti))−
Z ti+1
ti
Hn(ngi)(Xn(s)) ds
)
:
Then Xn(); under distribution Pg1 ;:::; gmn ; solves the following time dependent mar-
tingale problem in CE[0; T ]:
f(Xn(t))− f(Xn(0))−
X
i
Z ti+1^t
ti^t
Angin f(Xn(s)) ds (4.1)
is a martingale for each f 2 D(An).
2. Suppose that fPng is exponentially tight. Then fPg1 ;:::; gmn g is exponentially tight
as well. Furthermore; if Assumption 2:5 is satised and Xn(0)) x(0); then under
the probability measures fPg1 ;:::; gmn g; Xn ) x in distribution; where x is the unique
solution to the following equation:
f(x(t))− f(x(0))−
X
i
Z ti+1^t
ti^t
fAgifg(x(s)) ds= 0; (4.2)
each f 2 D(H).
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Proof. 1. This follows from the Girsanov transformation (Lemma 3.6).
2. Since for each g 2 D(H)
1nHn(ng)−Hg

! 0;
we have that for any Borel measurable set K in CE[0; T ] and n large enough,
Pg1 ;:::;gmn (Xn 2 K) = EPn

IXn2K
dPg1 ;:::;gmn
dPn

6 exp
(
n
"
2
mX
i=1
jjgijj+ T

1 + max
i
jjHgijj
#)
Pn(Xn 2 K):
Therefore fPg1 ;:::;gmn g is exponentially tight because fPng is, hence it is tight, which
implies that it is relatively compact. Applying Theorem 8:10 in chapter 4 of Ethier
and Kurtz (1986), noting that limnjjAngn f −Agfjj = 0 and hf;fiAg = 0, Xn ) x
in distribution under the probability measures fPg1 ;:::; gmn g. It is easy to show that if
Eq. (4.2) has a unique solution, then x has to be deterministic.
4.2. Classication of sample paths
Next, we classify the sample paths in CE[0; T ] in terms of a control problem gener-
ated by A^ (notation J has been introduced earlier). Let
1. J = f(x; ) 2 CE[0; T ] M: (x; ) satises
R
U[0; T ] jA^fj(x(s); u)(du  ds)<1
and
f(x(t))− f(x(0))−
Z
U[0; t]
A^f(x(s); u)(du ds) = 0; (4.3)
each f 2 D(A^)g.
2. J1 = fx: (x; ) 2 Jg
3. K=f(x; ) 2 J: (duds)=Pmi=1 I(ti ;ti+1](s)Bgi(x(s))(du)ds for some g1; : : : ; gm 2
D(H) and 0 = t1<   <tm = T:g
4. K1 = fx: (x; ) 2Kg.
4.3. Functionals I() and ~I()
We prove that non-negative functional I() (see Denition 2.13 and Lemma 3.11)
has compact level sets. It also admits another representation.
Lemma 4.2 (Compactness of level sets). Under the assumptions of Lemma 3:11; let
E and U be complete separable metric spaces and E be compact; then
(s) = fx: I(x)6sg
is compact for each s 2 [0;+1).
Proof. For any given s 2 [0;+1), and any fxng(s), by denition there exist fng
such that (xn; n) 2 J and
R
U[0; T ] L(xn(s); u)n(du ds)6s + 1=n for any n. Noting
that Assumptions 3.5 and 2.11 hold (Lemma 3.11), apply Eqs. (1:13) and (1:14) in the
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proof of Theorem 1:3 in Kurtz (1987) to this deterministic case (replace the measure
P there by point mass). Therefore there exist a subsequence n(k), x 2 CE[0; T ] and
 2M such that d(xn(k); x)! 0 and (n(k); )! 0. The relative compactness of (s)
follows.
Next, let fxng(s) and x 2 CE[0; T ] be such that d(xn; x)! 0, we prove x 2 (s).
First, we can select fn(k)gM such that (xn(k); n(k)) 2 J,
R
U[0; T ] L(xn(k)(s); u)n(k)
(du  ds)6s + 1=n(k) and nd a  2 M such that (n(k); ) ! 0. Note that the
limiting point (x; ) 2 CE[0; T ]M has to be in J as well because of Assumption 3.5;
moreover, Fatou’s lemma and the lower semicontinuity of L(; ) implies thatZ
U[0; T ]
L(x(s); u)(du ds)6 lim inf
k
Z
U[0; T ]
L(xn(k)(s); u)n(k)(du ds)6s:
Therefore (s) is closed.
The following lemma gives us another representation of the functional, which is
easier to use for the proof of large deviation upper bound estimates. The proof of
the lemma essentially says, under the regularity conditions assumed, there are enough
controls generated by the A^ control problem so that all the interesting sample paths
(paths that have nite large deviation rates) can be realized by some control.
Lemma 4.3. Let E be compact. Along with the assumptions and notations of Lemma
3:10; we also assume the embedding Assumption 2:6 and Assumptions 2:8{2:11 for
the embedded control problem. Dene ~I(x) : x 2 CE[0; T ]! [−1;+1] by
~I(x) = sup
06t1<<tm6T ;f1 ;:::;fm2D(H)
mX
i=1

fi(x(ti+1))− fi(x(ti))
−
Z ti+1
ti
Hfi(x(s)) ds

: (4.4)
Let x0 2 E be that appearing in Denition 2:13 of I . Then ~I(x) = I(x) for each
x 2 CE[0; T ] such that x(0) = x0.
Proof. See appendix.
4.4. Local large deviation principle and exponential tightness
Lemma 4.4. Let S be a complete separable metric space; fPngP(S) be exponen-
tially tight and the weak large deviation principle be satised with rate function I();
then the large deviation principle holds with I().
Proof. Lemma 1.2.18 on p. 8 of Dembo and Zeitouni (1993).
The following is well known in the large deviation literature, see for example, Dembo
and Zeitouni (1993) or Freidlin and Wentzell (1984).
Lemma 4.5. Let (S; d) be a complete separable metric space; Xn are S valued random
variables.
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1. The following local estimate is equivalent to the lower bound in the denition of
large deviation principle: for each x 2 S such that I(x)< +1 and each > 0;
lim inf
n!1
1
n
logPn(d(Xn; x)<)>− I(x): (4.5)
2. Suppose for any x 2 S such that I(x)<1 and any > 0; there exists a (x)> 0
such that
lim sup
n
1
n
logPn(d(Xn; x)<(x))6− I(x) + ; (4.6)
and for any x such that I(x)=1 and any > 0, there exists a (x)> 0 such that
lim sup
n
1
n
logPn(d(Xn; x)<(x))6− : (4.7)
Then
lim sup
n
1
n
logPn(Xn 2 C)6− inffI(x): x 2 Cg (4.8)
holds for any compact C 2F.
3. Let the above local estimates (4:5){(4:7) hold. Assume the compactness of level
sets condition ((s) is compact for any s>0) is satised. Then fXng satises the
weak large deviation principle with rate function I(). If fXng is exponentially
tight; then it satises large deviation principle.
Feng and Kurtz (1996) will explore the characterization of exponential tightness for
general stochastic processes. The following is a corollary there. A direct proof of this
lemma is given in the appendix of this paper.
Lemma 4.6. Let the assumptions of Lemma 3:10 be satised; assume E is compact
and D(H) =C(E). Suppose that for each n the E-valued process Xn is a solution of
the An martingale problems with Xn(0) = x0. Then fXn()g is exponentially tight.
Proof. See appendix.
4.5. Local exponential estimates
Lemma 4.7. Under the assumptions of Lemma 3:10; for each n; let Xn be a solution
of the An martingale problem with Xn(0) = x0. Then
1. for any x 2 CE[0; T ] with I(x)<+1 and each > 0; there exists a > 0; such
that
lim sup
n
1
n
logPn(d(Xn; x)<)6− I(x) + ;
2. for any x 2 CE[0; T ] with I(x) = +1 and each > 0; there exists a > 0; such
that
lim sup
n
1
n
logPn(d(Xn; x)<)6− ;
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3. if Assumption 2:5 holds; then for each (x; ) 2K and > 0 we have
lim inf
n
1
n
logPn(d(Xn; x)<)>− I(x): (4.9)
Proof. See appendix.
Next, we extend the local lower bound estimates to all x2CE[0; T ]. We will present
two independent approaches. The rst approach is simple, it requires the control prob-
lem to behave stable in the sense that: if (x(); )2J, x(0) = x0 satises
R
U[0; T ]
L(x(s); u)(du  ds)<1, and if n ) , (xn(); n) 2 K, xn(0) = x0, then there
exists a subsequence xn(k)() ! x() and the running costs
R
U[0; T ] L(xn(k)(s); u)n(k)
(du  ds) ! RU[0; T ] L(x(s); u)(du  ds) as well. The second approach, which uses
the concept of generalized solutions for some nonlinear equations, requires more detail
and will be presented in the next section.
First, we require the (nonlinear) function L(x; u) to grow uniformly in x.
Assumption 4.8. There are constants K1; K2 and c such that
K1(u)6L(x; u)6c + K2(u)
for some tightness function  on U .
Next, we require the L(x; u) to behave ‘regularly’ in the sense that
Assumption 4.9. For each (xn; n) 2 K and (x; ) 2 J such that xn(0) = x(0) = x0
and (xn; n)! (x; ) and
sup
n
Z
U[0; T ]
L(x(s); u)n(du ds)<1;
Z
U[0; T ]
L(x(s); u)(dy  ds)<1;
we have
lim inf
n
Z
U[0; T ]
L(xn(s); u)n(du ds)−
Z
U[0; T ]
L(x(s); u)n(du ds)

60:
Finally, we assume that there is no ambiguity for interesting controls { that is, given
any relaxed control  2M with nite running cost, there is only one unique sample
path that solves the deterministic A^ control problem (4.3).
Assumption 4.10. If 2M and x; y 2 CE[0; T ]; x(0) = y(0) = x0; (x; ); (y; ) satisfy
the deterministic control problem Eq. (4:3) with the same ; and if
R
U[0; T ] L(x(s); u)
(du ds)<1 and RU[0; T ] L(y(s); u)(du ds)<1; then x = y.
Lemma 4.11. Under the assumptions of Lemma 4:3 and Assumptions 4:8{4:10; we
have that for each x 2 CE[0; T ]; x(0)=x0 with ~I(x)<1 and each > 0; there exists
a (x; ) 2K such that d(x; x)6 and that ~I(x)6 ~I(x) + .
Proof. We prove the claim through three steps:
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1. For the given x, denote M = ~I(x)<1. Following the steps in the proof of Lemma
4.3, we can construct a sequence of ordinary controls fng of the form as described
there, such that (by Eqs. (A.3) and (A.4))Z
U[0; T ]
L(x(s); u)n(du ds)6 ~I(x) +
r
2
n
(1 +
p
M + 1)1=2:
Also, fng can be selected so that n )  for some  2M and (x; ) satisfy the
deterministic control problem in Eq. (A.3) (by Eq. (A.6)), andZ
U[0; T ]
L(x(s); u)(du ds)<1:
2. Because of the positive maximum principle satised by Ag for each g 2 D(H) and
hf;fiAg=0 and the fact thatAg is local, there exists fxngCE[0; T ] with xn(0)=x0
such that (xn; n) 2K (Theorem 5:4 in chapter 4 of Ethier and Kurtz (1986) and
Fukushima and Stroock (1986)). We prove that fxng is relatively compact. For
f 2 D(A^) and 06t < t + 6T ,
jf(xn(t + ))− f(xn(t))j
=

Z
U[t; t+]
A^f(xn(s); u)n(du ds)

6
Z
U[0; T ]
I(t;t+](a+ bL(xn(s); u))n(du ds)
6a+ b1−
Z
U[0; T ]
L(xn(s); u)n(du ds)

6a+ b1−

K2
K1
Z
U[0; T ]
K1(u)n(du ds)

+ Constant

6a+ b1−

K2
K1

(1 +
p
M + 1) + Constant

;
where the last step used Assumption 4.8 and estimate in Eq. (A.4). Applying
Theorems 9:1 and 9:4 of Chapter 3 of Ethier and Kurtz (1986), we have the rel-
ative compactness of fxng (one should think of the probability measures involved
as degenerate point masses and then apply the theorems). Therefore there exists
a y 2 CE[0; T ] and a subsequence xn(k) ! y. Combining this with the fact that
n(k) )  (see step 1) and that (xn(k); n(k)) 2 KJ, under Assumptions 3.5
(Lemma 3.11) and 4:8, we can pass k ! 1 and obtain (y; ) satises the deter-
ministic control problem Eq. (4.3). Furthermore,
R
U[0; T ] L(y(s); u)(duds)<1:
By Assumption 4.10, this implies that x = y.
3. Summarizing the above results, we have constructed a sequence (xn; n) 2K such
that xn ! x, xn(0) = x(0) = x0 andZ
U[0; T ]
L(x(s); u)n(du ds)6 ~I(x) +
r
2
n
(1 +
p
M + 1)1=2<1:
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By Assumption 4.9, for each > 0, as n becomes large enough,
~I(xn)6
Z
U[0; T ]
L(xn(s); u)n(du ds)6 ~I(x) + :
In summary, we have arrived at
Lemma 4.12 (Local estimates). Under the assumptions of Lemmas 3:10 and 4:3;
we have
1. for each x 2 CE[0; T ]; x(0) = x0 and > 0; there exists a > 0; such that the
upper estimate
lim sup
n
1
n
logPn(d(Xn; x)<)6− I(x) + 
holds;
2. therefore for any compact set C CE[0; T ];
lim sup
n
1
n
logPn(Xn 2 C)6− inffI(x): x 2 Cg;
3. let Assumption 2:5 hold; then for each open set ACE[0; T ];
lim inf
n
1
n
logPn(Xn 2 A)>− inffI(x): x 2 A \K1g; (4.10)
4. if in addition; Assumptions 4:8{4:10 hold; then for any x 2 CE[0; T ] with I(x)<1;
and any > 0; we also have an improved lower bound estimate
lim inf
n
1
n
logPn(d(Xn; x)<)>− I(x):
Hence
lim inf
n
1
n
logPn(Xn 2 A)>− inffI(x): x 2 Ag (4.11)
holds for any A that is open.
Proof. 1. The inequality follows from the results of Lemmas 4.3 and 4.7.
2. See Lemma 4.5.
3. For any x 2 A \K1, since A is open, there exists a > 0, such that B(x; )A.
Therefore by Lemma 4.7
lim inf
n
1
n
logPn(Xn 2 A)> lim inf
n
1
n
logPn (d(Xn; x)<)>− I(x):
Taking inf over A \K1, we arrive at Eq. (4.10).
4. By Lemma 4.3, ~I(x)<1. Under the assumptions, for any > 0, Lemmas 4.7
and 4.11 enable us to select a (x; ) 2K such that < and
lim inf
n
1
n
logPn(d(Xn; x)<)> lim inf
n
1
n
logPn (d(Xn; x )<− )
>− ~I(x )
>− ~I(x)− 
= −I(x)− :
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Passing  ! 0, we get the improved local lower bound estimate. Apply Lemma 4.5,
we also arrive at the global lower estimate (4.11).
4.6. Main theorem
We prove the main theorem of this paper.
Theorem 4.13 (Large deviations for solutions of martingale problems). Let (E; r) be
a compact metric space. For each n; assumeAn satises Assumptions 2:1{2:3. Stochas-
tic process Xn() is a solution of the An martingale problem with Xn(0) = x0. Dene
Hnf=e−fAnef. Suppose that there exists aH with D(H)
T
nD(An)=
T
nD(Hn)
and G(H)C(E) C(E) such that
1nHn(nf)−Hf

! 0
for each f 2 D(H). Further suppose that Assumption 2:6 holds and Assumptions
2:8{2:11 are satised for the embedded control problem; and that D(H) = C(E).
Then
1. the functional I() (see Denition 2:13) is nonnegative and has compact level sets.
2. for any closed set ACE[0; T ]
lim sup
n
1
n
logPn(Xn() 2 A)6− inffI(x): x 2 Ag:
if in addition Assumption 2:5 holds; then for any open set ACE[0; T ]
lim inf
n
1
n
logPn(Xn() 2 A)>− inffI(x): x 2 A \K1g;
3. if in addition; we have Assumptions 4:8{4:10 hold; then fXn()g satises a large
deviation principle with rate function I().
4. if instead of Assumptions 4:8{4:10; we assume Assumption 2:4; then fXn()g also
satises a large deviation principle with rate function I().
Proof. The conclusion follows by combining Lemmas 4.2, 4.12 and 4.6 with Lemmas
4.4, 4.5 and 5.12 (in the next section).
5. Proof of the main result { viscosity solutions
In this section, we establish the lower bound without Assumptions 4:8{4:10. We
will connect the large deviation lower bound with the uniqueness of viscosity solutions
for some nonlinear equations, replacing most regularity conditions on L by regularities
on H. Our goal is to nd the right conditions so that
inffI(x): x 2 A \K1g= inffI(x): x 2 A \J1g
for each A open in CE[0; T ].
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5.1. Nisio semigroups
Denition 5.1. Dene
Hf(x)  sup
u2U
fA^f(x; u)− L(x; u)g;
for each f 2 D(H)  D(H).
Lemma 5.2. With reference to Theorem 4:13; assume G(H)C(E)  C(E). Then
under Assumptions 2:6 and 2:8; H =H.
Proof. First, it follows from the construction of L that
Hf(x) = sup
u2U
fA^f(x; u)− l(x; u)g6Hf(x):
We next show that Hf(x)>Hf(x). For each x 2 E and > 0, there exists u 2 U
such that
Hf(x)6+ A^f(x; u)− L(x; u):
Since L(x; u) = lim inf (y;v)!(x;u)l(y; v), there exists a sequence (xn; un) ! (x; u) such
that l(xn; un)! L(x; u). Therefore
Hf(x)6 + lim
n
fA^f(xn; un)− l(xn; un)g
6 + lim
n
Hf(xn)
= +Hf(x):
Sending ! 0, we arrive at Hf>Hf.
Denition 5.3. Let f be measurable and bounded below. Dene
S(t)f(x0) = inf
Z
U[0; t]
L(x(s); u)(du ds) + f(x(t)): (x; ) 2 J; x(0) = x0

;
~S(t)f(x0) = inf
Z
U[0; t]
L(x(s); u)(du ds) + f(x(t)): (x; ) 2K; x(0) = x0

:
For f 2 D(H), dene
Cf(x) = inf
u2U
fL(x; u) + A^f(x; u)g:
By Lemma 5.2,
Cf(x) =−H(−f)(x):
The following is adapted from Kurtz (1987).
Lemma 5.4. With reference to Theorem 4:13; let Assumptions 2:6{2:11 on the control
problem hold. Assume G(H)C(E) C(E); D(H) = C(E). Then
S(t + r)f = S(t)S(r)f and ~S(t + r)f = ~S(t) ~S(r)f
J. Feng / Stochastic Processes and their Applications 81 (1999) 165{216 189
for each f measurable and bounded below. For each f; g 2 B(E); S(t)f6S(t)g;
~S(t)f6 ~S(t)g whenever f6g and S(t)(f+C)= S(t)f+C; ~S(t)(f+C)= ~S(t)f+C.
Furthermore;
lim
r!0
jjS(t + r)f0 − S(t)f0jj= lim
r
jj ~S(t + r)f0 − ~S(t)f0jj= 0; (5.1)
each f0 2 D(H). For each f 2 D(H); g 2 C(E) and tn ! 0 xn ! x0 2 E
(g+ Cf)(x0) = (g+ Cf)(x0)6 lim inf
n
S(tn)(f + tng)− f
tn
(xn)
6 lim sup
n
S(tn)(f + tng)− f
tn
(xn)6(g+ Cf)(x0)
= (g+ Cf)(x0): (5.2)
Eq. (5:2) also holds with S(t) replaced by ~S(t).
Proof. The proof of S(t+r)f=S(t)S(r)f and ~S(t+r)f= ~S(t) ~S(r)f for f measurable
and bounded below is essentially the same as in Section 2 of Kurtz (1987). It also
follows directly from denitions that S(t)f6S(t)g; ~S(t)f6 ~S(t)g whenever f6g and
S(t)(f + C) = S(t)f + C; ~S(t)(f + C) = ~S(t)f + C for f; g 2 B(E). Next, we prove
inequality (5.2) for ~S(t), proof for S(t) follows the same way. Proof of (5.1) will also
become apparent in this process.
1. Let tn ! 0, for each n, there exists (xn(); n) 2K, such that xn(0) = xn and
~S(tn)(tng+ f)(xn)− f(xn)
>
Z
U[0; tn]
L(xn(s); u)n(du ds) + f(xn(tn)) + tng(xn(tn))− t2n − f(xn)
=
Z
U[0; tn]
fL(xn(s); u) + A^f(xn(s); u)gn(du ds)− t2n + tng(xn(tn)):
Also, (xn(); n) can be chosen so that supn
R
U[0; T ] L(xn(s); u)n(du ds)<+1,
therefore fxn()gn is relatively compact.
lim inf
n
1
tn
Z tn
0
inf
u2U
fL(xn(s); u) + A^f(xn(s); u)g ds+ g(xn(tn))
6 lim inf
n
~S(tn)(tng+ f)(xn)− f(xn)
tn
:
Dene a sequence of occupation measures n on E by n(A) = 1tn
R tn
0 IA(xn(s)) ds.
We will prove that n ) 1  x0 . Noting Cf = −H(−f) 2 C(E), therefore by
Fatou’s lemma
inf
u2U
fL(x0; u) + A^f(x0; u)g+ g(x0)
6 lim inf
n
Z
E
inf
u2U
fL(x; u) + A^f(x; u)gn(dx) + g(xn(tn))
6 lim inf
n
~S(tn)(tng+ f)(xn)− f(xn)
tn
:
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To see that n ) 1, observe that for each h 2 D(H),Z
hdn =
1
tn
Z tn
0
h(xn(s)) ds
=
1
tn
Z tn
0
h(xn) ds+
1
tn
Z tn
0
Z
U[0; s]
A^h(xn(r); u)n(du dr) ds
!
Z
h d1:
Since D(H) is dense in C(E); n ) 1.
2. Note that by the construction of L; L(x; u)6l(x; u). Therefore for each h 2 D(H)
and (xn(); n) 2 K such that xn(0) = xn where n(du  ds) = Bh(xn(s))(du)  ds
(the existence of such xn() follows from the positive maximum principle satised
by Ah; hf;fiAh = 0 for each f 2 D(H) and the fact that Ah is local { see for
example, Theorem 5:4 in Chapter 4 of Ethier and Kurtz (1986) and Fukushima
and Stroock (1986)),
~S(tn)(tng+ f)(xn)− f(xn)
= inf
(x();)2K;x(0)=xn
Z
U[0; tn]
(L(x(s); u)+A^f(x(s); u))(duds)+ tng(x(tn))

6 inf
(x();)2K;x(0)=xn
Z
U[0; tn]
(l(x(s); u)+A^f(x(s); u))(duds)+ tng(x(tn))

6
Z tn
0
fLh(xn(s)) +Ahf(xn(s))g ds+ tng(xn(tn)):
Also,Z
U[0; T ]
L(xn(s); u)n(du ds)6
Z T
0
Lh(xn(s)) ds< 1 + jjLhjjT;
therefore fxn()gn is relatively compact. Hence
lim sup
tn!0
~S(tn)(tng+ f)(xn)− f(xn)
tn
6 inf
h2D(H)
fLh(x0) +Ahf(x0)g+ g(x0)
= −H(−f)(x0) + g(x0):
We arrive at the conclusion.
In the control theory literature, S(t) ( ~S(t)) is known as the Nisio semigroup.
5.2. Viscosity solutions
The following is adapted from Theorem 3:1 of Lions (1988).
Lemma 5.5. Suppose G(H)C(E)  C(E); fV (t)gt>0 is a family of operators on
B(E) that is order preserving: V (t)f6V (t)g; whenever f6g; that commutes with the
addition of constants: V (t)(f + C) = V (t)f + C; and that is a semigroup: V (0)f =
f; V (t + s)f = V (t)V (s)f; for each t; s>0; f; g 2 B(E). We also assume that V (t)
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is strongly continuous on D(H): lims!0jjV (t + s)f0 − V (t)f0jj=0 for f0 2 D(H).
Finally; for sn ! 0; xn ! x0; we assume
lim sup
n
1
sn
(V (sn)(f + sng)− f)(xn)6(g+Hf)(x0);
lim inf
n
1
sn
(V (sn)(f + sng)− f)(xn)>(g+Hf)(x0);
for f 2 D(H); g 2 C(E). For f0 2 D(H); let u(t; x) = V (t)f0(x); then u is a
viscosity subsolution and u is a viscosity supersolutions of the Cauchy problem
− @
@t
u(t; x) + (Hu(t; ))(x) = 0; (t; x) 2 (0; T ] E; with u(0; x) = f0(x):
Proof. We verify that u is a subsolution only, the supersolution property can be
proved in the same way. First, u is bounded since jjV (t)f0jj6jjf0jj. It can be veried
that u(0; x) = f0(x) (V (t) is strongly continuous on D(H)). Let w 2 fC2[0; T ] 
D(H)g \ C([0; T ]  E); (@=@t)w(t; ) 2 C(E), (@2=@t2)w 2 B([0; T ]  E), and let
(t0; x0) 2 (0; T ]E be such that (u−w)(t0; x0)=supt; x (u−w)(t; x), then there exists
(tn; xn)! (t0; x0) such that (u−w)(tn; xn)! (u−w)(t0; x0). Because limnsupx ju(tn; x)−
u(t0; x)j = 0, we have (u − w)(t0; xn) ! (u − w)(t0; x0). For any 0  sn < t0 (recall
that t0> 0), a subsequence of xn can be selected so that
u(t; x)− u(t0; xn)6w(t; x)− w(t0; xn) + s2n;
each (t; x). Therefore
0 = u(t0; xn)− u(t0; xn)
= (V (sn)fu(t0 − sn; )− u(t0; xn)g)(xn)
6 (V (sn)fw(t0 − sn; )− w(t0; xn)g)(xn) + s2n:
Observe that for each small > 0, there exists small > 0 such that for all n large
enough so that 0<sn <,
w(t0 − sn; )6w(t0; )− sn @@t w(t0; ) + sn:
Therefore
06
1
sn

V (sn)(w(t0; )− sn @@t w(t0; ))(xn)− w(t0; xn)

+ + sn:
Sending n!1, then ! 0+, we arrive at
− @
@t
w +Hw

(t0; x0)>0:
Remark 5.6. In the above lemma, if we impose an additional assumption that the
comparison principle holds for the Cauchy problem, then u= u = u 2 C([0; T ] E).
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From the above results and Lemma 5.4, we obtain immediately
Lemma 5.7. Under the assumptions of Lemma 5:4; and Assumption 2:4; we have
u(t; x)  −S(t)(−h0)(x) =− ~S(t)(−h0)(x) is the unique viscosity solution of
− @
@t
u(t; x) + (Hu(t; ))(x) = 0 for (t; x) 2 (0; T ] E; u(0; x) = h0(x);
for each h0 2 D(H).
5.3. General lower bound result
Let y 2 CE[0; T ], for 06t1<t2<   , dene Py by
Py(t) = y(t1); 06t < t2;
and for t>t2,
Py(t) = y(ti); ti6t < ti+1:
Dene modulus
w(y; ) = sup
js−tj<
r(y(s); y(t)):
Suppose that t26 and supi jti+1 − tij6. Then obviously
d(y; Py)  sup
t6T
r(y(t); Py(t))6w(y; ): (5.3)
The following lemma is communicated from Kurtz.
Lemma 5.8. Let E be a compact metric space; x 2 CE[0; T ]. For > 0 and compact
set CCE[0; T ]; there exist t1<t2<   <tm and > 0 such that
y:
m
sup
k=1
r(y(tk); x(tk))<

\ CB(x; ): (5.4)
Proof. Because C is compact, there exist a function h()> 0 satisfying lim!0h()=0
such that
Cfy: w(y; )6h() for any > 0g:
For each > 0, let 0<<=3; 06t1<t2<    and  satisfy t26, and ti+1− ti6.
One can select  and ti so that d(x; Px)6 and h()6. If y is in the set on the left
of Eq. (5.4), then by Eq. (5.3),
d(x; y)6 d(x; Px) + d(Px; Py) + d(Py; y)
6 d(x; Px) + + w(y; )
6 d(x; Px) + + h()<:
Lemma 5.9. Let E be a compact metric space. Assume I(): CE[0; T ] ! [0;+1]
is a nonegative function on CE[0; T ] such that all level sets of I are compact. Let
K CE[0; T ]. If for each y 2 CE[0; T ]; > 0 and 06t1<   <tm6T;
inf

I(x): x 2 K; sup
k
r(x(tk); y(tk))<

= inf

I(x): sup
k
r(x(tk); y(tk))<

:
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Then for each open set ACE[0; T ];
inffI(x): x 2 Ag= inffI(x): x 2 A \ Kg: (5.5)
Proof. We need only verify that for each open set A,
inffI(x): x 2 Ag>inffI(x): x 2 A \ Kg:
We may assume that M=inffI(x): x 2 Ag<1. Then there exists compact set CM+1 
fx: I(x)6M + 1g, such that
inffI(x): x 2 Ag= inffI(x): x 2 A \ CM+1g=M:
For each 0<< 1, there exists a x 2 A \ CM+1 such that
I(x)6inffI(x): x 2 A \ CM+1g+ <M + 1:
Since A is open, there exists > 0 such that B(x; )A. By Lemma 5.8, there exists
> 0, and 06t1<t2<   <tm6T such that
x: sup
k
r(x(tk); x(tk))<

\ CM+1B(x; ) \ CM+1A \ CM+1: (5.6)
Since
inf

I(x): sup
k
r(x(tk); x(tk))<

6I(x)6M + <M + 1;
we have
I(x)> inf

I(x): x 2 CM+1; sup
k
r(x(tk); x(tk))<

= inf

I(x): sup
k
r(x(tk); x(tk))<

:
By assumption, therefore
M + 1> I(x)>inf

I(x): sup
k
r(x(tk); x(tk))<

= inf

I(x): x 2 K; sup
k
r(x(tk); x(tk))<

= inf

I(x): x 2 K \ CM+1; sup
k
r(x(tk); x(tk))<

:
By Eq. (5.6),
inf

I(x): x 2 K \ CM+1; sup
k
r(x(tk); x(tk))<

>inffI(x): x 2 A \ CM+1 \ Kg
>inffI(x): x 2 A \ Kg:
In summary,
inffI(x): x 2 Ag+ >I(x)> inf

I(x): sup
k
r(x(tk); x(tk))<

> inffI(x): x 2 A \ Kg:
Letting ! 0; inffI(x): x 2 Ag= inffI(x): x 2 A \ Kg.
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Lemma 5.10. With reference to Theorem 4:13; if in addition we have that for each
y 2 CE[0; T ]; t1<   <tm; > 0
inf

I(x): sup
k
r(x(tk); y(tk))<

= inf

I(x): x2K1; sup
k
r(x(tk); y(tk))<

:
(5.7)
Then for each open set A;
lim inf
n
1
n
logPn(Xn 2 A)>− inffI(x): x 2 Ag:
Proof. Combine Lemma 5.9 and the second part of Theorem 4.13.
Lemma 5.11. With reference to Theorem 4:13; suppose for each 0=t1<t2<   <tm=
T; each function hi 2 DC(E) where D = C(E); and each x0 2 E;
inf
(X
k
"Z
U[tk−1 ;tk ]
L(x(s); u)(du ds) + hk(x(tk))
#
: (x; ) 2 J; x(0) = x0
)
=inf
(X
k
"Z
U [tk−1 ; tk ]
L(x(s); u)(duds)+hk(x(tk)))
#
: (x; )2K; x(0) = x0
)
:
(5.8)
Then Eq. (5:7) holds.
Proof. Since I(x) = +1 for x 62 J1 (see Denition 2.13),
inf

I(x): sup
k
r(x(tk); y(tk))<

= inf

I(x): x 2 J1; sup
k
r(x(tk); y(tk))<

:
Noting that K1J1, we need only to prove
inf

I(x): x 2 J1; sup
k
r(x(tk); y(tk))<

>inf

I(x): x 2K1; sup
k
r(x(tk); y(tk))<

for each y 2 CE[0; T ]. Noting that D is dense in C(E), we can assume (5.8) holds for
each h 2 C(E).
Given y 2 CE[0; T ]; A> 0 and > 0, consider an arbitrary but xed (z; ) 2 J that
satises supk r(z(tk); y(tk))< (our conclusion (5.12) will trivially hold if there is no
such z). We can nd a number 0<< 1, such that supk r(z(tk); y(tk))<. Dene
hk;A(x) =
8<
:
+A if r(x; y(tk))>;
gk(x) if <r(x; y(tk))6;
0 if r(x; y(tk))6;
(5.9)
where gk>0 is some function that makes hk;A 2 C(E).
1. For each (x; ) 2K such that supk r(x(tk); y(tk))>,X
k
"Z
U[tk−1 ; tk ]
L(x(s); u)(du ds) + hk;A(x(tk))
#
>A;
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2. For each (x; ) 2K such that supk r(x(tk); y(tk))<, we have
X
k
"Z
U[tk−1 ; tk ]
L(x(s); u)(du ds) + hk;A(x(tk))
#
>I(x)
>inf

I(x): x 2K1; sup
k
r(x(tk); y(tk))<

:
In summary,
inf
(X
k
"Z
U[tk−1 ; tk ]
L(x(s); u)(du ds) + hk;A(x(tk))
#
: (x; ) 2K
)
>inf

I(x): x 2K1; sup
k
r(x(tk); y(tk))<

^ A: (5.10)
Therefore
X
k
(Z
U[tk−1 ; tk ]
L(z(s); u)(du ds) + hk;A(z(tk))
)
>inf
(X"Z
U[ tk−1 ;tk ]
L(x(s); u)(du ds) + hk;A(x(tk))
#
: (x; ) 2 J
)
=inf
(X
k
"Z
U[tk−1 ; tk ]
L(x(s); u)(du ds) + hk;A(x(tk))
#
: (x; ) 2K
)
>inf

I(x): x 2K1; sup
k
r(x(tk); y(tk))<

^ A; (5.11)
where the last inequality follows from Eq. (5.10). Noting that hk;A(z(tk)) = 0 and A is
arbitrary, thereforeZ
U[0; T ]
L(z(s); u)(du ds)>inf

I(x): x 2K1; sup
k
r(x(tk); y(tk))<

:
Hence
inf

I(z): z 2 J1; sup
k
r(z(tk); y(tk))<

>inf

I(x): x 2K1; sup
k
r(x(tk); y(tk))<

: (5.12)
Lemma 5.12. Let the assumptions of Theorem 4:13 be satised; Assumptions 2:4;
and 2:5 hold. Then
lim inf
n
1
n
logPn(Xn 2 A)>− inffI(x): x 2 Ag;
for each A open.
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Proof. Using the same argument that veries the Nisio semigroup property in Kurtz
(1987), we have
inf
(X
k
"Z
U[tk−1 ; tk ]
L(x(s); u)(du ds) + hk(x(tk))
#
: (x; ) 2K; x(0) = x0
)
= ~S(t1)(h1 + ~S(t2 − t1)(h2 +   + ~S(tm−1 − tm−2)
(hm−1 + ~S(tm − tm−1)hm)) : : :)(x0):
Similar identity holds when K is replaced by J and semigroup ~S(t) by S(t). The
conclusion follows by combining Lemmas 5.11, 5.10, and 5.7.
6. Examples
The primary goal of this section is to illustrate some common techniques that can be
used to check assumptions for the large deviation theorem we proved (Theorem 4.13),
and to show how to simplify the representation of rate function when some additional
structure is present for the control problem.
When applying the main theorem to establish large deviation results where a com-
pactication argument is needed, the following lemma (Feng and Kurtz, 1997) is
useful.
Lemma 6.1. Let (E^; r^) and (E; r) be metric spaces. E is a Borel measurable subset
of E^. The topology on E generated by r^ is the same as the topology generated by r.
Let stochastic processes be such that for each n; Pn(Xn() 2 CE[0; T ]) = 1. Let
 ^ = CE^[0; T ]− CE[0; T ]:
Suppose that the large deviation principle for fXn()g holds in CE^[0; T ] with rate
function I^ ; and that I^(x) =1 for each x 2  ^. Then the large deviation principle
holds for Xn() on CE[0; T ] with rate function I(x) = I^(x) for x 2 CE[0; T ].
Proof. Let A be an open subset of CE[0; T ], then there exists an open subset A^ of
CE^[0; T ] such that A= A^ \ CE[0; T ]. Denoting Pn() = P(Xn 2 ), then
lim inf
n
Pn(A) = lim inf
n
Pn(A^ \ CE[0; T ]) = lim inf
n
Pn(A^)>− inf
x2A^
I^(x) =− inf
x2A
I^(x);
where the last inequality follows from the fact that x 2 A^−A implies I^(x)=1. Simi-
larly, if B is a closed subset of CE[0; T ], then there exists a closed subset B^CE^[0; T ]
such that B= B^ \ CE[0; T ]. Consequently
lim sup
n
Pn(B) = lim sup
n
Pn(B^ \ CE[0; T ]) = lim sup
n
Pn(B^)
6− inf
x2B^
I^(x) =− inf
x2B
I^(x):
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6.1. Multidimensional diusions
Let integer d> 0; an(x) = n(x)T  n(x); a(x) = (x)T  (x) : Rd ! Rd ⊗ Rd and
bn(x); b(x) : Rd ! Rd satisfy
sup
x2Rd
jan(x)− a(x)j ! 0;
sup
x2Rd
jbn(x)− b(x)j ! 0:
We assume that a; b are bounded and uniformly Lipschitz continuous. Furthermore,
there exist constants 0<!<
 such that !6uT  a(x)  u6
 for any u 2 Rd; juj=1.
Dene
Anf(x) =
1
2n
dX
i; j=1
anij(x)
@2f(x)
@xi@xj
+
dX
i=1
bni (x)
@f
@xi
(x) (6.1)
on D(An) = C1c (Rd).
For each n and x0 2 Rd, consider process Xn 2 CRd [0; T ] which is a solution of the
An martingale problem with Xn(0) = x0 (it is also a solution of stochastic dierential
equation
Xn(t) = x0 +
Z t
0
1p
n
n(Xn(s−)) dWn(s) +
Z t
0
bn(Xn(s−)) ds;
see for example, chapter 5 of Ethier and Kurtz (1986).
We compactify Rd by its one point compactication E = (Rd) and linearly extend
An to An by
(An f)(x) =Af(x) when x 2 Rd
An f() = 0; A

n 1 = 0
for f 2 D  ff0 + K 2 C(E) such that f0jRd 2 C1c (Rd); f0() = 0 and K is a
constantg. Then for each n; fXng also solves the martingale problem for An .
To simplify notation, unless specied otherwise, we will continue the use of An
(but it is meant to be An ). Computation shows that for f; g 2 D, and x 6= ,
Hnf(x) =
1
2n
dX
i; j=1
anij(x)

@2f(x)
@xi@xj
+
@f(x)
@xi
@f(x)
@xj

+
dX
i=1
bni (x)
@f(x)
@xi
; (6.2)
Lng(x) =
1
2n
dX
i; j=1
anij(x)
@g(x)
@xi
@g(x)
@xj
; (6.3)
Agnf(x) =
1
2n
dX
i; j=1
anij(x)

@f(x)
@xi
@g(x)
@xj
+
@g(x)
@xi
@f(x)
@xj
+
@2f(x)
@xi@xj

+
dX
i=1
bni (x)
@f(x)
@xi
; (6.4)
and Hnf() =Lng() =A
g
nf() = 0.
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Let D(H) =D(L) =D and dene, for each f; g 2 D and x 6= 
Hf(x) =
1
2
(rf(x))T  a(x)  (rf(x)) + b(x)T  rf(x); (6.5)
Lg(x) =
1
2
(rg(x))T  a(x)  (rg(x)); (6.6)
Agf(x) = (rf(x))T  a(x)  rg(x) + (rf(x))T  b(x); (6.7)
and Hf() =Lg() =Agf() = 0. Then we have
1nHn(nf)−Hf

! 0:
When n is large enough, Assumption 2.1 is satised because the associated stochastic
dierential equation always has a solution; Assumptions 2:2 and 2:3 hold because
of the denition of An; we can also directly verify Assumption 2.5 using Lipschitz
continuity of a and b and the Gronwall’s inequality. To nd an embedding as required
by Assumption 2.6, we take U=Rd; B=r (on the extended real, we dene rf()  0
for f 2 D(A^)). When x 6= ,
U (x) = Rd;
A^f(x; u) = (rf(x))T  a(x)  u+ (rf(x))T  b(x);
l(x; u) =
1
2
uT  a(x)  u:
When x = , we have
U () = f0g; A^f(; u) = 0; l(; 0) = 0; l(; u 6= 0) =1:
Denote L as the lower semicontinuous smoothing of l, i.e. L(x; u) = (1=2)uT  a(x)  u
for any x 6=  and L(; u) = lim inf x!;v!u(1=2)vT  a(x)  v. It is easy to see that
Assumptions 2:8{2:10 are satised for A^. Assumption 4.8 is also satised by taking
(u) =
1
2
uT  u:
Let
I(x) = inf
f(x;)2J; x(0)=x0g
Z
U[0; T ]
L(x(s); u)(du ds);
where (x; ) 2 J means RU[0; T ] jA^fj(x(s); u)(du ds)<1 and
f(x(t))− f(x(0))−
Z
U[0; t]
A^f(x(s); u)(du ds) = 0;
for all f 2 D(H). Suppose (x; ) 2 J, by Lemma 1:1 of Kurtz (1987), there exists
a P(U )-valued processes s such that (du  ds) = s(du)  ds. Further supposeR
U[0; T ] L(x(s); u)(du  ds)<1, then u(t) =
R
U ut(du) is Borel measurable in t.
Since A^f(x; u) is linear in u,Z
U[0; t]
A^f(x(s); u)(du ds) =
Z t
0
A^f(x(s); u(s)) ds:
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Since L(x; u) is convex in u whenever x 2 Rd, therefore if x() never hit , then
1
2
Z t
0
u(s)T  a(x(s))  u(s) ds= inf
f(x;)2J; x(0)=x0g
Z
U[0; t]
L(x(s); u)(du ds):
It is not dicult to see that for each x() 2 CE[0; T ] satisfying I(x())<1, x() will
actually never hit : dene = infft: x(t) = g and suppose 6T ,
1
2
Z 
0
fu(s)T  a(x(s))  u(s)g ds
= inf
f:(x;)2Jg
Z
U[0; ]
L(x(s); u)(du ds)
6I(x())<1;
where (x(); u()) satises
f(x(t))− f(x0)−
Z t
0
(rf(x(s)))T  fa(x(s))  u(s) + b(x(s))g ds= 0;
each f 2 D. Since for t < 
_x(t) = a(x(t))  u(t) + b(x(t)); x(0) = x0: (6.8)
Therefore we haveZ 
0
j _x(s)− b(x(s))j2 ds6

Z 
0
u(s)T  a(x(s))  u(s) ds62
I(x())<1:
Since b is bounded,
jx()− x(0)j26
Z 
0
j _x(s)j2 ds<1:
This contradicts the denition of , therefore >T . Next, we prove that, under the
assumption
R T
0 ju(s)j2 ds<1, Eq. (6.8) has at most one solution. Suppose both x()
and y() are solutions with x(0) = y(0) = x0, by Lipschitz continuity of a and b, there
exists constant K>0,
jx(t)− y(t)j60 + K
Z t
0
(1 + ju(s)j)jx(s)− y(s)j ds
for all 06t6T . By a generalized version of Gronwall’s inequality (Appendix 5 of
Ethier and Kurtz (1986)), x(t) = y(t) for any t6T . Therefore, Assumption 4.10 is
satised. It is easy to see that for any > 0, there exists > 0 so that whenever
jx − yj<; x; y 2 Rd
sup
u
L(x; u)− L(y; u)
1 + L(y; u)
6:
Therefore Assumption 4.9 is also satised. Apply Theorem 4.13 and Lemma 6.1,
fXn()g satises large deviation principle in CRd [0; T ] with rate function (noting the
implicit relation between u(t) and x(t) through O.D.E. (6:8))
I(x) =
1
2
Z T
0
( _x(s)− b(x(s)))T  a−1(x(s))  ( _x(s)− b(x(s))) ds; (6.9)
for x that is absolutely continuous and x(0) = x0, and I(x) = +1, otherwise. This is
the well-known representation that was derived in Wentzell and Freidlin (1984).
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6.2. Degenerate diusions { a viscosity solution approach
We treat the multidimensional diusion example in the previous section again using
a viscosity solution approach. The conditions needed are slightly dierent, in particu-
lar certain degeneracy in  is allowed: we assume that (x) and b(x) are uniformly
Lipschitz continuous in x 2 Rd and uniformly bounded, no nondegeneracy condition
on  is needed.
Mimic the previous example, we compactify the state space to E = Rd [ fg, take
U = Rd; Bg(x) = (x)  rg(x). For each x 2 E, let l(x; 0) = 0; l(x; u) = juj2=2 when
x 2 Rd and (x)> 0; and l(x; u)=1 otherwise. Dene L(x; u)=(l)(x; u)>juj2=2 and
A^f(x; u) = uT  ((x)  rf(x)) + bT(x)  (rf(x)):
For any (x; ) satisfying x(0) = x0 2 Rd,
R
U[0; T ] L(x(s); u)(du  ds)<1, we haveR
U[0; T ] juj2(du  ds)<1. Let U (t) =
R
U[0; t] u(du  ds) and u(t) = _U (t), thenR
U[0; t] A^f(x(s); u)(du  ds) =
R t
0 A^f(x(s); u(s)) ds. Similar as in the previous
example, one can prove that such x will never hit . From the denition of A^,
it also follows that
I(x()) = inf
x(0)=x0 ;(x;)2J
Z
U[0; T ]
L(x(s); u)(du ds)
= inf
x(0)=x0 ;(x;)2J
Z
U[0; T ]
juj2
2
(du ds)
=
1
2
inf
fu2L2[0;T ]x(t)=x0+
R t
0
b(x(s)) ds+
R t
0
(x(s))u(s) dsg
Z T
0
ju(s)j2 ds:
By Lemma A.3, Theorem 2.14 and Lemma 6.1, Xn 2 CRd [0; T ] satises a large devi-
ation principle on CRd [0; T ] with rate function I(). This result can also be found in
Theorem 5:6:7 of Dembo and Zeitouni (1993).
6.3. Perturbations of Fleming{Viot processes (upper bound only)
Fleming{Viot processes are measure valued processes that model population genetics.
Ethier and Kurtz (1993) reviews this subject. We borrow notations below from that
paper. Dawson (1991), contains a lot of discussion on this type of processes also.
To illustrate the main points, we study neutral Fleming{Viot processes without re-
combination. Let (E; r), a compact metric space, denote the type space. We assume
that:
1. A (the mutation operator) is a linear dissipative operator on C(E); D(A) = C(E).
The closure (under the graph norm) of A is the generator of a Feller semigroup
fT (t)g on C(E) (e.g. Chapter 1 of Ethier and Kurtz (1986)). Note that T (t) is
given by a transition function P(t; x; dy), that is,
T (t)f(x) =
Z
E
f(y)P(t; x; dy):
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2. Let
D= fFf1 ;:::;fm()  F(hf1; i; : : : ; hfm; i); 8m>1;
F 2 C2(Rm); f1; : : : ; fm 2 D(A)g;
To simplify notation, we may omit to write the subscript f1; : : : ; fm of Ff1 ;:::;fm if
the meaning is clear from context. We also adapt the usual notation Fzi(z1; : : : ; zm) 
(@=@zi)F(z1; : : : ; zm). For each N , we dene operator
ANF() =
1
2N
X
16i; j6m
(hfifj; i − hfi; ihfj; i)Fzi; zj (hf1; i; : : : ; hfm; i)
+
mX
i=1
hAfi; iFzi(hf1; i; : : : ; hfm; i);
for F() = Ff1 ;:::;fm() 2 D. We endow P(E) with the Pohorov metric, then P(E) is
compact. By Stone{Weierstrass theorem, D= C(P(E)).
Theorem 3:2 of Ethier and Kurtz (1993) gives that for each xed initial distribution,
there exists a unique process (a Fleming{Viot process) in CP(E)[0;1) that solves the
AN martingale problems. We assume the initial value is deterministic: N (0) = 0 2
P(E) and write fN ()g as this process. We study the large deviation behavior of
fN ()g as N !1.
Dene
F

(x) = lim
!0+
−1(F( + x)− F()); 8F 2 D:
The corresponding limiting operators are
HF() =

A
F

; 

+
1
2
"*
;

F

2+
−

;
F

2#
;
AGF() =

A
F

; 

+

;
F

G


−

;
F


;
G


;
LG() =
1
2
"*
;

G

2+
−

;
G

2#
; (6.10)
for each F;G 2 D. Let
S =

F

: F 2 D

:
For each xed  and f 2 D(A),
hf; i=(x) = f(x):
Therefore D(A)SC(E) and S is dense in C(E). Next, we construct a useful
embedding:
1. Let U =MF(E), the space of nonnegative real valued nite Borel measures on E.
We endow this space with the weak topology given by
 )  i h; fi ! h; fi for each f 2 C(E):
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U is metrizable into a complete separable metric space, and for each positive number
K , bounded set f: (E)6Kg is compact.
2. We dene an embedding operator B to be such that, for each  2 P(E), it maps
G 2 D into  2 MF(E) by
d
d
(x) =
G

(x)− inf
x2E
G

(x)>0:
We dene an extended control problem
A^F(; ) =

A
F

; 

+

F

−

F

; 

; 

(6.11)
and
l(; ) =
8<
:
1
2Var(
d
d
) if d=d 2S;
+1 otherwise;
where Var(f) is the variance of f with respect to measure , that is
R
E f
2 d −
(
R
E f d)
2. Then when = BG(),
AGF() = A^F(; ); LG() = l(; ):
The embedding assumption is satised. Next, we prove that the lower semicontinuous
smoothing of l is
L(; ) =
1
2
Var

d
d

;
where Var(d=d) is understood to be +1, if d=d 62 L2().
1. First, we claim that L(; ) 2 LSC(P(E) U ). This follows from the identities:
2L(; ) =

 dd


2
L2()
− 2(E)
=
(
sup
g2C(E)
Z
E

g
jjgjjL2()
d
d

d
)2
− 2(E)
=
(
sup
g2C(E)
hg; iphg2; i
)2
− 2(E):
In the above, the second identity follows from the Hahn{Banach theorem and the
fact that continuous functions are dense in L2(). We use the convention 0=0 = 0
here. Since for each xed g 2 C(E), hg; i=phg2; i is lower semicontinuous in
(; ); L(; ) 2 LSC(P(E) U ).
2. Next, we show that
L(; ) = lim inf
(0 ;0)!(;)
l(0; 0):
We know that L6l and L 2 LSC(P(E) U ). For  2 P(E) and  2 MF(E),
(a) if d=d 62 L2(), then
+1= L(; )6lim inf L(0; 0)6lim inf l(0; 0)6+1= L(; );
J. Feng / Stochastic Processes and their Applications 81 (1999) 165{216 203
(b) if d=d 2S, then
L(; )6lim inf L(0; 0)6lim inf l(0; 0)6l(; ) = L(; );
(c) d=d 2 L2() but not in S, then
L(; )6lim inf L(0; 0)6lim inf l(0; 0);
it will be enough to show the existence of a sequence (n; n) ! (; ) such that
l(n; n) ! L(; ). Denote g = d=d, then g 2 L2(). There exists a sequence of
smooth functions gn 2 S such that gn ! g in the L2() norm. Dene n =  and
n()=
R
 gn d, then l(n; n)= k gn k2L2() −(
R
E gn d)
2 !k g kL2() −(
R
gd)2=L(; );
since hf; ni=
R
fgn d!
R
fg d = hf; i for any f 2 C(E); (n; n)! (; ).
Therefore L is the lower semicontinuous smoothing of l.
Next, we dene 	()=inf 2P(E)Var(d=d) and show that 	 is a tightness function.
Since 	>0, we need only to prove each level set is relatively compact. For each
(; ) 2 E  U , let us dene a signed measure on E:
^(C) = (C)− (E)(C);
where C are the Borel sets in E. Let j^j be the total variation of ^, then j^j(E)=2(E)
and
Var

d
d

=
∥∥∥∥ d^d
∥∥∥∥
2
L2()
=
 
sup
g2C(E)
hg; ^iphg2; i
!2
:
Suppose  2 MF(E) satises 	() = inf Var(d=d)6K <1 for some K . Then
there exists  such that Var(d=d)6K+1. Dene the corresponding signed measure
^, then 
sup
g2C(E)
hg; ^iphg2; i
!2
= Var

d
d

6K + 1:
Assume j^j(E)> 0, then there exists g 2 C(E) such that supx2E jg(x)j = 1 and 0<
j(j^j(E)− hg; ^i)j< j^j(E)=2. Therefore,
42(E) = j^j2(E)<4(hg; ^i)264
 
hg; ^iphg2; i
!2
64
 
sup
g2C(E)
hg; ^iphg2; i
!2
64(K + 1):
Hence each level set of  is relatively compact. By Theorem 4.13, a large deviation
upper bound holds for fNg with rate function
I(()) = inf
(;)2J;(0)=0
Z
U[0; T ]
L((s); )(d ds)

;
where (; ) 2 J means they satisfy
F((t))− F(0)−
Z
U[0; t]
A^F((s); )(d ds) = 0;
for each F 2 D and t 2 [0; T ]. It would be interesting to investigate the comparison
principle for
− @
@t
U (t; ) + (HU (t; ))() = 0; (t; ) 2 (0; T ]P(E); u(0; ) = F0()
each F0 2 D, because this implies the large deviation principle.
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Appendix A
A.4. Proof of Lemma 3.6
Since h 2 B(E)\D(A); h(X (t))−h(X (0))−R t0Ah(X (s)) ds=Mh(t) is a P-martingale.
The rst assertion follows from Lemma 4:3:2 of Ethier and Kurtz (1986).
To prove the second assertion, we note rst that P;Q are equivalent measures in any
nite time interval [0; T ]; R(t) is bounded. Since f(X (t))=f(X (0))+
R t
0Af(X (s)) ds+
Mf(t) for any f 2 D(A), where Mf is a P-martingale, by the Girsanov theorem (see
p. 238, Theorem 49 of Dellacherie and Meyer (1982))
f(X (t))− f(X (0))−
Z t
0
Af(X (s)) ds−
Z t
0
1
R(s)
dhR;Mfi(s)
is a Q-martingale. We compute hR;Mfi(s) next. Integration by parts gives
R(t) = 1 +
Z t
0
R(s−)
h(X (s−)) dh(X (s))−
Z t
0
R(s−)Ah
h
(X (s)) ds
= 1 +
Z t
0
R(s−)
h(X (s−)) dM
h(s):
Therefore,
hR;Mfi(t) = 0 +
Z t
0
R(s−)
h(X (s−)) dhM
f;Mhi(s)
=
Z t
0
R(s−)
h(X (s−)) hf; hiA(X (s)) ds
where the last step follows by Lemma 3.1. Hence
f((X (t)) =f(X (0)) +
Z t
0
fAf(X (s)) + hf; hiA
h
(X (s))g ds+Q-martingale(t)
=f(X (0)) +
Z t
0
Aln(h)f(X (s)) ds+Q-martingale(t)
which proves that under Q; X solves the Aln(h)-martingale problem.
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A.5. Proof of Lemma 4.3
The proof is divided into two parts.
Part 1: First, we show that for each x 62 J1, ~I(x) =1. Or equivalently, if M =
~I(x)<1, then there exists a (relaxed) control  2 M such that (x; ) 2 J. The
idea of the proof is that the control equation (in the denition of J) is formally the
rst variation of the functional F(f)=
R T
0 ff2(x(s); s)−Hf(x(s); s)g ds (for f(x; s) 2
D(H)C1[0;T ]) set to zero (notice the connection between this F and ~I(x)). However,
in order to carry out the proof rigorously, we proceed a bit dierently.
The rationals in [0; T ] are countable. We denote them ft0; t1; : : :g. For each n, consider
ft0; : : : ; tng.
1. We rank the t0; t1; : : : ; tn in an increasing order: t00<t
0
1<   <t0n. With slight abuse
of notation, we will ignore the prime on t during the proof, noting that this does
not aect the proof essentially. For each 06ti < ti+16T , we dene a bilinear form
(f; g) =
R ti+1
ti
[f; g](x(s)) ds (Lemma 3.10) on the linear space D(H)
(Assumption 2.3). Dene functionals on D(H):
F(f) =f(x(ti+1))− f(x(ti))−
Z ti+1
ti
Hf(x(s)) ds;
G(f) =f(x(ti+1))− f(x(ti))−
Z ti+1
ti
fAg=0fg(x(s)) ds;
each f 2 D(H). By Lemma 3.10
F(f) = G(f)− 1
2
Z ti+1
ti
[f;f](x(s)) ds:
For each f 2 D(H), since supc2RF(cf)6M (noting HC = 0 whenever C is a
constant) and F(cf)=cG(f)− c22 (f;f), taking on the left-hand side the supremum
over all c 2 R, we arrive at
jG(f)j262M (f;f): (A.1)
Without loss of generality, we may view (; ) as dening an inner product on linear
space D(H) (the linear space here should be considered as set of equivalence
classes of functions). We complete D(H) under (; ) and denote the resulting
Hilbert space ( ~D(H); (; )) with induced norm jjjjjj. G(f) is a bounded (by (A.1))
linear functional on D(H). By the Hahn{Banach theorem, we can extend G() to
~D(H) (denote the extension ~G()). Applying the Riestz representation theorem, we
have that there exists a g 2 ~D(H) such that ~G(f)= (f; g) for each f 2 ~D(H); in
particular G(f)−(f; g)=0 for each f 2 D(H). Recall that ~D(H) is the completion
of D(H). Therefore there exist gin 2 D(H) such that jjjg − ginjjj< 1=n for each
n> 0; hence jG(f)−(f; gin)j6jjjfjjj=n. Dene n(duds)j[ti ;ti+1]=Bgin(x(s))(du)ds,
then
R
U[0; T ] jA^fj(x(s); u)n(du ds)<1 andf(x(ti+1))− f(x(ti))−
Z
U[ti ; ti+1]
A^f(x(s); u)n(du ds)

=
f(x(ti+1))− f(x(ti))−
Z ti+1
ti
fAginf(x(s))g ds
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=
f(x(ti+1))− f(x(ti))−
Z ti+1
ti
fAg=0f + [f; gin]g(x(s)) ds

6
1
n
Z ti+1
ti
[f;f](x(s)) ds
1=2
; (A.2)
for each f 2 D(H).
2. Consider the partition f0 = t1<   <tn = Tg. By Eqs. (A.2) and (3.14),
nX
i=1

gin(x(ti+1))− gin(x(ti))−
Z ti+1
ti
Hgin(x(s)) ds

>
X
i
Z ti+1
ti
fAgingin(x(s))−Hgin(x(s))g ds−
X
i
1
n
Z ti+1
ti
[gin; g
i
n](x(s)) ds
1=2
=
X
i
Z ti+1
ti
Lgin(x(s)) ds−
1
n
X
i
1

2
Z ti+1
ti
Lgin(x(s)) ds
1=2
>
Z
U[0; T ]
l(x(s); u)n(du ds)−
r
2
n
sZ
U[0; T ]
l(x(s); u)n(du ds);
where inequality (
Pn
i=1 aibi)
26(
Pn
i=1 a
2
i ) (
Pn
i=1 b
2
i ) is used in the last step. Since
~I(x) =M <1,Z
U[0; T ]
l(x(s); u)n(du ds)−
r
2
n
Z
U[0; T ]
l(x(s); u)n(du ds)
1=2
6M;
(A.3)
which impliesZ
U[0; T ]
L(x(s); u)n(du ds)
6
Z
U[0; T ]
l(x(s); u)n(du ds)61 +
p
M + 1: (A.4)
Under Assumption 2.11, fng is relatively compact. Therefore there exists a
subsequence n(k) and a  2 M such that n(k) ) . By lower semicontinuity
of L,Z
U[0; T ]
L(x(s); u)(du ds)<1:
Finally, from (A.2) we observe that by patching the inequalities together, we havef(x(t))− f(x(0))−
Z
U[0; t]
A^f(x(s); u)n(du ds)

6
1p
n
Z T
0
[f;f](x(s)) ds
1=2
(A.5)
for any t 2 ft1; t2; : : : ; tng and any f 2 D(A^).
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3. Replacing n by n(k) in (A.5) and passing k to innity (by Lemma 3.11, Assumption
3.5 is always satised), we have
R
U[0; T ] jA^fj(x(s); u)(du ds)<1 and
f(x(t))− f(x(0))−
Z
U[0; t]
A^f(x(s); u)(du ds) = 0 (A.6)
holds for any t that is a rational, and any f 2 D(A^). Since the rationals are dense
in [0; T ] and f; A^f are continuous, the above equation holds for all t 2 [0; T ] and
all f 2 D(A^).
Part 2: For each x 2 J1 and x(0) = x0, we prove that ~I(x) = I(x). By denition
of J1, there exists at least one relaxed control which solves the A^ control problem
with x.
1. We would like to show I(x)6 ~I(x) rst. This is trivial if ~I(x) = +1. Therefore
we may assume M = ~I(x)< +1. The preceeding proof of part one immediately
gives us a sequence of controls n(du ds)=
P
i I[ti ;ti+1)(s)Bgin(x(s))(du) ds, where
gin 2 D(H); and a  2 M such that (x; ) 2 J. Furthermore, n )  and the
following inequality holds (by (A.3) and (A.4)):Z
U[0; T ]
L(x(s); u)n(du ds)6 ~I(x) +
r
2
n
(1 +
p
M + 1)1=2:
Passing n to innity, by Fatou’s Lemma,Z
U[0; t]
L(x(s); u)(du ds)6 ~I(x):
Hence I(x)6 ~I(x).
2. Finally, we show that ~I(x)6I(x) to conclude the proof of this lemma. For each
(x; )2J, x(0)=x0 and any >0, by denition of ~I(x), there exist 0=t1<   <tm=
T and g1; : : : ; gm 2 D(H) such that
~I(x)6 +
X
i

gi(x(ti+1))− gi(x(ti))−
Z ti+1
ti
Hgi(x(s)) ds

= +
X
i
Z
U[ti ; ti+1]
fA^gi(x(s); u)−Hgi(x(s))g(du ds)
6 +
X
i
Z
U[ti ; ti+1]
L(x(s); u)(ds du)
= +
Z
U[0; T ]
L(x(s); u)(ds du)
(Lemma 3.11 was applied to get the above inequalities). By the arbitrariness of 
and , we have ~I(x)6I(x).
A.6. Proof of Lemma 4.6
We introduce two technical results before going to the proof. The next two lemmas
are taken from Schied (1996).
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Lemma A.1. Let E be a compact metric space. E-valued stochastic processes fXn()g
is exponentially tight in CE[0; T ] if and only if there exists an additive family
F C(E); separating points of E; such that for each f 2 F the sequence ff(Xn())g
is exponentially tight in CR[0; T ].
Lemma A.2. Let real valued process fXn()g; Xn(0) = x0 be uniformly bounded:
supn supt jXn(t)j<1: fXng is exponentially tight in CR[0; T ] if there are positive
constants ; ;  and n0 such that for all s; t 2 [0; T ]; s 6= t and n>n0 we have
E

exp

n
jt − sj jXn(t)− Xn(s)j

6n:
Proof of Lemma 4.6. For t>s and each c 2 R
E2[expfc(f(Xn(t))− f(Xn(s)))g]
6E

exp

2c(f(Xn(t))− f(Xn(s)))−
Z t
s
Hn(2cf)(Xn(r)) dr

E

exp
Z t
s
Hn(2cf)(Xn(r)) dr

6E

exp

2c
Z t
s
Anf(Xn(r)) dr + 4c2
Z t
s
hf;fiAn(Xn(r)) dr

:
In particular, given any positive constants ; 
E2

exp

n
jt − sj (f(Xn(t))− f(Xn(s)))

6E

exp

2n
jt − sj
Z t
s
Anf(Xn(r)) dr +
42n2
jt − sj2
Z t
s
hf;fiAn(Xn(r)) dr

:
Noting that, by Lemma 3.10, as n!1
jjAnf − fAg=0gfjj ! 0; jjnhf;fiAn − [f;f]jj ! 0
and that G(H)C(E)  C(E), therefore if we take  = 1=2; =1=2 and =
expfjjAg=0fjj+ jj[f;f]jj+ 1g, as n becomes large enough
E2

exp

n
jt − sj (f(Xn(t))− f(Xn(s)))

6E

exp

2n
jt − sj
Z t
s

Ag=0f(Xn(r)) +
1
2

dr
+
42n
jt − sj2
Z t
s

[f;f](Xn(r)) +
1
2

dr

6expf2njjAg=0fjj+ 42njj[f;f]jj+ 22ng
6n:
By Lemma A.2, ff(Xn())g is exponentially tight, by Lemma A.1, fXn()g is expo-
nentially tight.
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A.7. Proof of Lemma 4.7
1. By denition, I(x)<1 implies that x(0)=x0. By Lemma 4.3, I(x)= ~I(x). For each
> 0, by denition of the functional ~I in Eq. (4.4), there exist 06t0<t1<   <tm
6T and g1; : : : ; gm 2 D(H) such that
~I(x)6

3
+
mX
i=1

gi(x(ti+1))− gi(x(ti))−
Z ti+1
ti
Hgi(x(s)) ds

:
Next, we dene a functional F() on CE[0; T ]:
F(y) =
X
i

gi(y(ti+1))− gi(y(ti))−
Z ti+1
ti
Hgi(y(s)) ds

:
Noting that F() is continuous at x, for the previous > 0, there exists a (x)> 0,
such that
F(x)− 
3
6F(y)
for any y 2 S(x; (x)) = fz 2 CE[0; T ] : d(x; z)<(x); z(0) = x0g.
For any function ’>0; inff’(x): x 2 AgP(X 2 A)6E[’(X )] yields:
Pn(d(Xn; x)<)6 EPn [expfnF(Xn)g]exp

− inf
y2S(x;)
fnF(y)g

6 EPn [expfnF(Xn)g]exp
n
−nF(x) + n
3
o
6 EPn [expfnF(Xn)g]exp

−n ~I(x) + 2n
3

:
If we can show that
EPn [expfnF(Xn)g]6exp
n
n

3
o
for n large enough, then we are done.
The assumption jj 1nHn(ngi) −Hgijj ! 0 implies that for the above > 0 there
exists a N1, such that when n>N1,
sup
i2f0;1;:::;mg

1nHnngi −Hgi

< 3 1T :
Therefore, for any x 2 DE[0; T ]
m−1X
i=0
Z ti+1
ti
Hnngi(x(s)) ds−
m−1X
i=0
Z ti+1
ti
nHgi(x(s)) ds
< n3
which leads to
exp
(
m−1X
i=0

ngi(Xn(ti+1))− ngi(Xn(ti))−
Z ti+1
ti
Hnngi(Xn(s)) ds

− n
3
)
6expfnF(Xn)g
6exp
(
m−1X
i=0

ngi(Xn(ti+1))−ngi(Xn(ti))−
Z ti+1
ti
Hnngi(Xn(s)) ds

+
n
3
)
:
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Hence (in view of Lemma 4.1)
EPn [expfnF(Xn)g]
6EPn
"
exp
(
m−1X
i=0
[ngi(Xn(ti+1))− ngi(Xn(ti))−
Z ti+1
ti
Hn(ngi)(Xn(s)) ds]
)#
exp
n
n

3
o
6exp
n
n

3
o
:
2. For any x 2 CE[0; T ], if x(0) 6= x0, choosing  = r(x(0); x0)=2> 0, the conclusion
follows immediately. Suppose x(0)=x0 and ~I(x)= I(x)=+1. Then for each > 0,
there exists 06t1<   <tm6T and g1; : : : ; gm 2 D(H) such thatX
i

gi(x(ti+1))− gi(x(ti))−
Z ti+1
ti
Hgi(x(s)) ds

>:
Dene a functional on y 2 CE[0; T ]; y(0) = x0
F(y) =
X
i

gi(y(ti+1))− gi(y(ti))−
Z ti+1
ti
Hgi(y(s)) ds

:
The rest of the proof is the same as in the previous part.
3. (4.9) trivially holds if I(x)=+1. For any (x; ) 2K such that I(x)<1, we have
x(0) = x0, therefore I(x) = ~I(x). Let > 0 and > 0. By denition of K, there
exists t1; : : : ; tm; g1; : : : ; gm 2 D(H) such that for f 2 D(A)
f(x(t))− f(x(0))−
m−1X
i=1
Z
(ti^t;ti+1^t]
A^f(x(s); Bgi(x(s))) ds= 0:
Next, we dene a sequence of new probability measures fPg1 ;:::;gmn g via their Radon{
Nikodym derivatives with respect to the fPng:
dPg1 ;:::;gmn
dPn
jFnT = exp
 X
i
fngi(Xn(ti+1))− ngi(Xn(ti))
−
Z
(ti ;ti+1]
Hn(ngi)(Xn(s)) ds

:
By Lemma 4.1, the Pg1 ;:::;gmn solves the following time dependent martingale problem:
f(Xn(t))− f(Xn(0))−
X
i
Z ti+1^t
ti^t
Angin f(Xn(s)) ds
is a martingale for each f 2 D(H). From the same lemma, it also follows that
Xn ) x in distribution. With reference to the Skorohod representation theorem
(Theorem 3:1:8, Ethier and Kurtz (1986)), we may assume without lose of gen-
erality that the Xn and x live on the same probability space and Xn ! x almost
surely. Denote E1n = f!: d(Xn; x)<g. Therefore, Pg1 ;:::;gmn (E1n) ! 1. Also, because
supi=1;:::;mjj 1nHn(ngi)−Hgijj ! 0, we have that for the given > 0, there exists a
positive integer N1, such that for any n>N1,
sup
i2f1;:::;mg

1nHn(ngi)−Hgi

<=2
J. Feng / Stochastic Processes and their Applications 81 (1999) 165{216 211
which implies that
dPn
dPg1 ;:::;gmn

FnT
=exp
(
−
X
i

ngi(Xn(ti+1))− ngi(Xn(ti))−
Z
(ti ;ti+1]
Hn(ngi)(Xn(s)) ds
)
>exp
(
−n
X
i

gi(Xn(ti+1))− gi(Xn(ti))−
Z
(ti ;ti+1]
Hgi(Xn(s)) ds

− n
2

)
:
Dene
E2n =
(
!:

m−1X
i=0

gi(Xn(ti+1))− gi(Xn(ti))−
Z
(ti ;ti+1]
Hgi(Xn(s)) ds

−
m−1X
i=0
[gi(x(ti+1))− gi(x(ti))−Hgi(x(s)) ds]
< 2
)
:
Therefore, on E1n \ E2n when n>N1, we have that
dPn
dPg1 ;:::;gmn

FnT
>exp
(
−n
"X
i
gi(x(ti+1))− gi(x(ti))−
Z
(ti ;ti+1]
Hgi(x(s))) ds
#
− n
)
:
Noting that gi;Hgi 2 C(E); x() 2 CE[0; T ], and that under Pg1 ;:::;gmn , Xn ! x
almost surely, we have Pg1 ;:::;gmn (E2n) ! 1. Since Pg1 ;:::;gmn (E1n \ E2n) = Pg1 ;:::;gmn (E1n) +
Pg1 ;:::;gmn (E2n) − Pg1 ;:::;gmn (E1n [ E2n)>Pg1 ;:::;gmn (E1n) + Pg1 ;:::;gmn (E2n) − 1, for n suciently
large, say n>N2, P
g1 ;:::;gm
n (E1n \ E2n)> 1=2. Therefore, when n>maxfN1; N2g
Pn(d(Xn; x)<) = EP
g1 ;:::;gm
n

IE1n
dPn
dPg1 ;:::;gmn

> EP
g1 ;:::;gm
n

IE1n\E2n
dPn
dPg1 ;:::;gmn

> Pg1 ;:::;gmn (E
1
n \ E2n)exp
(
−n
"X
i
gi(x(ti+1))− gi(x(ti))
−
Z
(ti ;ti+1]
Hgi(x(s))) ds

− n
)
>
1
2
expf−n ~I(x)− ng:
This proves the claimed result.
A.8. Comparison result for a special Hamiltonian
We used the following uniqueness result in the multidimensional diusion example.
Most arguments in the following proof is standard (see Crandall et al. (1992)), however
we provide a proof here for completeness.
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Lemma A.3. Let E=Rd[fg be the one point compactication of Rd. Let i; j(x)>0;
bi(x) be uniformly Lipschitz continuous and uniformly bounded on Rd. We denote
(x) = (ij(x)); b(x) = (b1(x); : : : ; bd(x)) and a(x) = (aij(x)) = (T  )(x). Dene
Hf(x) =
X
i; j
aij(x)
@f
@xi
(x)
@f
@xj
(x) +
X
i
bi(x)
@f
@xi
(x)
= j(x)rf(x)j2 + b(x)rf(x); 8x 2 Rd
andHf()=0; where D(H)=ff+K : fjRd 2 C1c (Rd); K 2 Rg. Then Assumption 2:4
is satised.
Proof. Given f0 2 D(H), let u be a subsolution and v be a supersolution of the
Cauchy problem (1.3). We rst observe that for each c> 0; ~u(t; x) = u(t; x)− ct is a
viscosity subsolution of
− @
@t
~u+H ~u= c; u(0; x) = f0(x):
Since u6v follows from ~u6v in the limit c! 0+, it is suce to prove the comparison
principle under the stronger assumption that u is a viscosity subsolution of
− @
@t
u+Hu= c; u(0; x) = f0(x):
To prove the lemma, we suppose the contrary and obtain a contradiction. Since E 
[0; T ] is compact and u− v is upper semicontinuous, sup(u− v) is always attained. Let
(u− v)(t0; z0) = sup
t; x
(u− v)(t; x) = 0> 0:
1. First, consider the case where (u− v)(s; )< supt; x (u− v)(t; x) for each s>0. We
dene d(x; y) = jx − yj, if x 6= ; y 6= ; d(; y) = d(y; ) = +1, if y 6= ; and
d(; ) = 0. d(; ) is lower semicontinuous on E  E. For > 0; 0<< 2, let
;(t; s; x; y) = u(t; x)− v(s; y)− 2((t − s)
2 + d2(x; y)):
By the upper semicontinuity of ;, it assumes maximum at some point t^; s^; x^; y^.
By the boundedness of u; v,
sup
>0;>0

2
((t^ − s^)2 + d2(x^; y^))64 sup
t; x
(juj+ jvj)(t; x)<1:
In particular, this implies either jx^j+ jy^j<1 or x^ = y^ = ; this also implies that
lim!1 sup (d(x^; y^) + jt^ − s^j) = 0.
We claim that there exists a 1> 0 such that for each  satisfying j − 1j<1,
we have jx^j + jy^j<1 when > 0 becomes large enough. Otherwise, there exist
n ! 1 and n !1 such that x^ = y^ = , and for any x 6=  and s>0
(nu− v)(s; x) = n;n(s; s; x; x)
6n;n(t^; s^; ; )
6 nu(t^; )− v(s^; ):
Sending n ! 1, some (t0; ) will be the global maxima of u − v, a contradiction
to hypothesis (u− v)(s; )< supt; x (u− v)(t; x) for each s.
J. Feng / Stochastic Processes and their Applications 81 (1999) 165{216 213
We also claim that, for each  such that j1 − j<2  0=(4 supt; xju(t; x)j), there
exists N > 0 and 0> 0 such that t^; s^>0 if >N . Indeed, otherwise there are
sequences n !1, and sequences of maximum of n;: (t^n; s^n; x^n; y^ n), t^n ! 0 or
s^n ! 0. Since
n
2
((t^n − s^n)2 + d2(x^n; y^ n))64 sup(juj+ jvj)<1;
t^n; s^n ! 0, x^n; y^ n ! x0 for some x0 2 E. Note that
3
406 0 + ( − 1)u(t0; z0)
6 (u− v)(t0; z0)
= n;(t0; t0; z0; z0)
6n;(t^n; s^n; x^n; y^ n)
6 u(t^n; x^n)− v(s^n; y^ n)
6 u(t^n; x^n)− v(s^n; y^ n) + 140:
Since u is upper semicontinuous and v is lower semicontinuous, we have
3
406 lim sup
n
u(t^n; x^n)− lim inf
n
v(s^n; y^ n) +
1
406f0(x0)− f0(x0) + 140;
a contradiction to 0> 0.
For each xed  satisfying j1−j<3  min(1; 2), we write M;=(t^; s^; x^; y^).
By the boundedness of u; v and 0> 0, it follows that 0< lim sup!1M; <1.
M; is a decreasing function of , therefore (e.g. Proposition 3:7, Crandall et al.
(1992)), lim sup ((t^− s^)2+ jx^− y^j2)=0. By the above arguments, we may assume
without loss of generality that jx^j+ jy^j<1, t^; s^> 0).
Let h 2 C1(R+) be a nondecreasing function such that h(r)=r when 06r68 sup(juj
+ jvj) and h(r) = 9 sup(juj+ jvj) when 9 sup(juj+ jvj)<r6+1. Dene
w1(t; x) =
1

v(s^; y^) +
1

h

2
((t − s^)2 + d2(x; y^))

;
then (u− w1)(t^; x^) = supt; x (u− w1)(t; x), therefore


− @
@t
w1 +Hw1

(t^; x^)
=− (t^ − s^) + ()
2

(x^ − y^)Ta(x^)(x^ − y^) + bT(x^)(x^ − y^)>c:
Similarly, take w2(s; y) = u(t^; x^)− h( 2 ((t^ − s)2 + d(x^; y)2)), then
− @
@t
w2 +Hw2


(s^; y^)
=− (t^ − s^) + 2(x^ − y^)Ta(y^)(x^ − y^) + bT(y^)(x^ − y^)60:
Therefore,
c6 2
1− 

j(x^)(x^ − y^)j2 + 2j(x^)(x^ − y^)jj((x^)− (y^))(x^ − y^)j
− 2j((x^)− (y^))(x^ − y^)j2 + j(b(x^)− b(y^))T(x^ − y^)j:
Choose 1<< 1 + 3 and send !1, we arrived at c60, a contradiction.
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2. We consider the situation where (u−v)(t0; )=sup(u−v) for some t0>0. For each
k > 0, let
&k(r) =
8>>>>><
>>>>>:
0 when 06r6
1
1 + k2
;
2

r − 1
1 + k2

when
1
1 + k2
6r6
2
1 + k2
;
r when r>
2
1 + k2
;
&k(r) is nondecreasing in r when k > 0 is xed, and nondecreasing in k when r
is xed. &k does not have derivative at 1=(1 + k2) or 2=(1 + k2). However, we can
always modify &k at suciently small neighborhood of these points to arrive at a
k(r) satisfying:
(a) k 2 C1(R+).
(b) k(r) is nondecreasing in r for each k xed;
(c) k1 (r)6k2 (r); 8r>0; k16k2;
(d) suprj0k(r)j< 3;
(e) suprjk(r)− rj63=(1 + k2);
(f) for each k xed, k(r) = 0 when r is suciently small.
Let
k(t; s; x; y) = u(t; x)− v(s; y)− k

(t − s)2 + k

1
1 + jxj2

+ k

1
1 + jyj2

:
Then there exists tk ; sk ; xk ; yk such that k(tk ; sk ; xk ; yk) = supt; s; x;y k  Mk .
Since k(r) is nondecreasing in k when r is xed, Mk decreases as k increases.
Moreover, since supk jMk j<1, limk Mk exists. Noting
Mk >k(t2k ; s2k ; x2k ; y2k)
>M2k + k

jt2k − s2k j2 + 2k

1
1 + jx2k j2

+ 2k

1
1 + jy2k j2

;
letting k !1, we conclude
lim
k!1
k

jtk − sk j2 + k

1
1 + jxk j2

+ k

1
1 + jyk j2

= 0:
Hence xk ; yk ! . Use similar arguments as in 1., we may assume tk ; sk > 0> 0
when k is large enough. Let
w1(t; x) = v(sk ; yk) + k

(t − sk)2 + k

1
1 + jxj2

+ k

1
1 + jyk j2

:
Then (u− w1)(tk ; xk) = sup(u− w1),
(−@tw1 +Hw1)(tk ; xk)
=− 2k(tk−sk)+k2
(xk)rk

1
1 + jxk j2

2
+kbT(xk)3k

1
1 + jxk j2

>c:
Similarly, let
w2(s; y) = u(tk ; xk))− k

(tk − s)2 + k

1
1 + jxk j2

+ k

1
1 + jyj2

:
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Then
(−@tw2 +Hw2)(sk ; yk)
=− 2k(tk − sk)−k2
(yk)rk

1
1 + jyk j2

2
−kbT(yk)rk

1
1 + jyk j2

60:
Take the dierence between the above two inequalities and send k !1, notingrk

1
1 + jxj2
6 6 jxj(1 + jxj2)2
6 6
jxj
1 + jxj2

3
1 + k2
+ k

1
1 + jxj2

;
we arrive at c60, a contradiction.
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