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What is the role of coherence in determining the distribution of work done on a quantum system? We approach
this question from an operational perspective and consider a setup in which the internal energy of a closed system
is recorded by a quantum detector before and after the system is acted upon by an external drive. We find that
the resulting work distribution depends on the initial state of the detector as well as on the choice of the final
measurement. We consider two complementary measurement schemes, both of which show clear signatures of
quantum interference. We specifically discuss how to implement these schemes in the circuit QED architecture,
using an artificial atom as the system and a quantized mode of the electromagnetic field as the detector. Different
measurement schemes can be realized by preparing the field either in a superposition of Fock states or in a
coherent state and exploiting state-of-the art techniques for the characterization of microwave radiation at the
quantum level. More generally, the single bosonic mode we utilize is arguably the minimal quantum detector
capable of capturing the complementary aspects of the work distribution discussed here.
INTRODUCTION
Thermodynamics, a cornerstone of modern physics, only
applies to macroscopic systems. As the dimensions of the
system under consideration shrink down to the atomic scale,
one has to account for the increasing role played by fluctua-
tions [1]. Furthermore, as microscopic systems obey the laws
of quantum mechanics, quantum effects are expected to play
an increasingly important role. Whereas it has long being
theoretically established that quantum computation and cryp-
tography can outperform their classical counterparts [2], the
question whether quantum mechanics is a true game changer
in the thermodynamics arena stands as an open one in the
field. Answering this question in the affirmative may have
a tremendous impact in the way we efficiently generate, store,
and distribute energy. There are strong indications that fun-
damental biological processes such as photosynthesis can be
explained only by quantum mechanics. In particular, high ef-
ficient energy transport seems to need quantum coherent and
non-Markovian dynamics [3–7]. Another significant example
comes from the study of quantum heat engines [8]: quantum
coherence cannot be exploited to beat the Carnot efficiency
in extracting energy from thermal baths, yet it does make it
possible to boost the power output [9, 10].
In order to study the thermodynamics and statistical me-
chanics of quantum systems, one is first required to find suit-
able extensions of the concept of mechanical work. The latter
is customarily defined as the integral of the force applied by
an external agent times the displacement of the system. Ap-
plying this definition to the quantum domain presents some
challenges, even when restricting one’s attention to closed
systems. Since work cannot be represented by a Hermitian
operator [11], it is not an observable in the standard quantum
mechanical sense. Therefore, in order to define work one has
to also specify a suitable scheme to measure it [1]. A favored
choice in the literature is based on a double projective mea-
surement of the Hamiltonian [2–5, 15, 17, 18, 20–23]. Based
on this definition, one recovers a quantum-mechanical version
of the fluctuation relations originally derived in the frame-
work of classical stochastic thermodynamics [5]. These rela-
tions, which describe quantum evolution starting from a ther-
mal state, were recently tested in experiments [24, 25]. Still,
one may speculate whether initial coherences – and quan-
tum interference in general – play any role in determining the
statistics of work. This question clearly cannot be addressed
by a double projective measurement, as the first measurement
would erase any initial coherence in the energy eigenbasis and
thereby rule out the possibility that “interfering alternatives”
[26, 27] leave a trace in the work distribution.
Here we consider a measurement setup for the work distri-
bution, based on dispersive coupling to a quantum detector at
the beginning and at the end of the evolution. We discuss two
measurement schemes – denoted “A” and “B” in the following
– that differ for the initial state of the detector as well as for the
choice of the final measurement. Scheme A naturally leads to
the definition of a quasiprobability distribution for the work,
whose negativity is due to quantum coherence of the initial
state and quantum interference effects [28–32]. In scheme B,
quantum interference effects still appear, but only as the re-
sult of an incomplete measurement. Finally, we put forward a
realization of our setup in a circuit quantum electrodynamics
(circuit-QED) architecture [8, 9, 34], using a transmon qubit
as the system and a quantized cavity mode as the detector.
Our proposed realization, which we claim to be within reach
of state-of-the-art superconducting circuit technology, also il-
lustrates the use of a single bosonic mode to probe both clas-
sical and nonclassical features of the work distribution by by
preparing the mode either in a classical or in a nonclassical
state.
While unifying and extending previous work, our approach
highlights two complementary aspects of the work distribu-
tion that can be unveiled one at a time, but not simultaneously,
in according to general principles of quantum mechanics. On
one hand, our scheme A is similar in spirit to the interferomet-
ric schemes described in [24, 36, 37]. On the other hand, the
idea of directly extracting the work distribution out of a sin-
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2gle measurement (as done here in scheme B) can already be
found in [20, 25, 38]. Notice, however, that the effect of initial
coherences was not considered in these works. Finally, in [7]
the authors consider direct measurements of variable strength
on generic initial states and reach similar results as we do for
scheme B. However, they do not consider the possibility of
directly extracting the moments of the work distribution using
scheme A. This leads to the impossibility to measure higher-
order moments (starting from the second one) in extremely
weak coupling conditions.
DIFFERENT MEASUREMENTS LEAD TO DIFFERENT
STATISTICS
We consider a closed quantum system driven by an exter-
nal, classical field, so that the system dynamics is described
by a time-dependent Hamiltonian HS(t). We are interested
in the distribution of work W done by the external field be-
tween times t = 0 and t = T, or, equivalently, in the corre-
sponding variation ∆U in the internal energy of the system.
To determine this variation, we couple the system to a quan-
tum detector, namely, a free particle characterized by the con-
jugate position x and momentum p operators. We assume
that the particle has a large enough mass that its kinetic en-
ergy can be neglected [40]. The interaction between the sys-
tem and the detector is described by Hamiltonian HSD(t) =
−p β (t)HS(t). As HSD commutes with HS at all times, the
coupling to the detector does not induce transitions between
the system eigenstates. The time-dependent coupling strength
β (t) is chosen so that the detector “records” the energy of
the system at the beginning and at the end of the evolution:
β (t) = λ/p0[δ (t −T)− δ (t)], where the λ and p0 are con-
stant parameters with the dimension of time and momentum,
respectively. The meaning of the delta functions in the ex-
pression for β (t) is that the coupling takes place over a time
scale that is fast compared to the variation of HS(t), so that
the dynamics of the system is effectively “frozen” while the
detector is coupled. Neither the system nor the detector are
projectively measured between times 0 and T.
The full evolution is described by the operator U(T) =
ei
pλ
p0
HS(T)US(T)e
−i pλp0 HS(0) [1], where US(T) =
−→
T e−i
∫T
0 dtHS(t)
is the evolution operator of the system alone and we have set
h¯= 1. We reasonably assume that the system and the detector
are initially in a separable state and that the detector is pre-
pared in a pure state. Then the initial state is described by
the density matrix ρ(0) = ρ0S ⊗
∫
dpdp′G∗(p′)G(p) |p〉〈p′| ,
where ρ0S is the initial density matrix of the system and G(p)
is the detector wavefunction in momentum space. We denote
with |ε ti 〉 the i-th eigenstate of HS(t) and with ε ti its corre-
sponding eigenvalue. The final state of the detector is de-
scribed by the following density matrix, written either in the
momentum basis, {|p〉}, or in the position basis, {|x〉}:
ρD(T) =∑
ik j
∫
dpdp′ρ0ikG(p)G
∗(p′)US, jiU†S,k je
i pλp0
ε jie−i
p′λ
p0
∆ε jk |p〉〈p′| (1a)
=∑
ik j
∫
dxdx′ρ0ikg
(
x− λ
p0
ε ji
)
g∗
(
x′− λ
p0
ε jk
)
US, jiU
†
S,k j|x〉〈x′| (1b)
where ρ0ik = 〈ε0i |ρ0S |ε0k 〉, εik = εTi − ε0k , g(x) =
∫
dpe−ipxG(p)
is the Fourier transform of G(p), US, ji = 〈εTj |US(T)|ε0i 〉, and
U†S, ji = 〈ε0j |U†S (T)|εTi 〉.
Equations (1) are a good starting point to discuss different
measurement schemes, as we have not yet specified the initial
state of the detector, nor the measurement to be performed at
the end. First of all, we notice that the detector momentum
p is a conserved quantity of the evolution. As a result, the
coupling between the system and the detector cannot induce
transitions between different eigenstates of the momentum;
instead, it changes their relative phase. This picture is ob-
viously reversed when considering eigenstates of the position,
as the system-detector coupling β (t) p HS induces transition
between eigenstates of the position operator x. Based on these
considerations, one can envisage the following two schemes
to measure the work distribution:
A) Prepare the detector in a superposition of momentum
eigenstates and measure their relative phase at the end
of the evolution.
B) Prepare the detector in a position eigenstate and make a
position measurement.
Before discussing each scheme in more detail, we observe that
scheme B is a variation of the standard von Neumann mea-
surement scheme [41], while scheme A is clearly reminiscent
of the full-counting statistics formalism [29, 31, 32, 40].
We first consider scheme A and focus on the phase ac-
cumulated between the momentum eigenstates |p0/2〉 and
|−p0/2〉. This phase can be measured by standard to-
mography and is related to the characteristic function Gλ =
〈p0/2|ρD(t)|−p0/2〉/〈p0/2|ρ0D|−p0/2〉 [1, 42]. The charac-
teristic function is therefore the primary measurement out-
come in scheme A. From an operational point of view, we
notice that the dependence of Gλ on λ can be retrieved by
varying either the time or the strength of the system-detector
3coupling. Once Gλ is known, the moments of the work distri-
bution can be determined in the standard way as
〈W n〉= (−i)ndnG/dλ n|λ=0 . (2)
For a closed system (such as the one we are considering), the
moments take the intuitive form 〈W n〉 = Tr[(USHS(T)U†S −
HS(T))nρS(0)].
Can the characteristic function be linked to a probability
distribution for the work? The answer is not obvious and di-
rectly points to the quantum nature of the work done on a
quantum system. A distribution P(W ) can be formally de-
fined as the Fourier transform of the characteristic function
[11]: P(W ) =
∫
dλ exp{−iλW}Gλ . Starting from (1), a di-
rect calculation gives [42]
P(W ) =∑
ik j
ρ0ikUS, jiU
†
S,k jδ
[
W −
(
εTj −
ε0i + ε
0
k
2
)]
. (3)
The diagonal contributions in (3), i.e., those with i = k, are
always positive and can be immediately interpreted in terms
of classical transitions between different eigenstates (see the
following and the Supplementary Material (SM) [42]). For
this reason, we refer to them as “classical contributions”. On
the contrary, the off-diagonal contributions, i.e., those with
i 6= k, correspond to classically forbidden exchanges of en-
ergy (εi + εk)/2. Furthermore, their sign can be negative.
Due to the presence of these terms, P(W ) is not definite pos-
itive and can only be referred to as a quasi-probability dis-
tribution [1, 31, 43, 44]. The negativity of P(W ) is a signa-
ture of the “quantumness” of the work distribution and can
be associated to the violation of a Leggett-Garg inequality
[1, 29, 30, 32, 45]. From the structure of Eq. (3) it is clear
that the presence of initial coherence between different en-
ergy eigenstates is a necessary condition for the negativity
of P(W ). This is in agreement with a recent interpretation
of negative quasiprobabilities in the full counting statistics as
arising from quantum interference effects [31]. Notice also
the analogy with the full counting statistics of charge trans-
port in superconducting circuits [46], with the phase coher-
ence of the superconducting order parameter playing the role
that initial-state coherences play here.
The negative quasiprobability distribution we predicted for
scheme A is by no means unphysical, as it does not describe
the probability of a certain measurement outcome. A more
direct access to the work distribution is provided by scheme
B, in which we initialize the detector in a position eigenstate
and measure the distribution of its final positions. As the shift
in position is proportional to the energy injected in the system,
its measurement completely determines the work distribution.
From Eq. (1), the probability to find the detector in position x
is
P(x) =∑
ik j
ρ0ikUS, jiU
†
S,k jg
(
x− λε ji
p0
)
g
(
x− λε jk
p0
)
. (4)
If the detector is initially in a definite position state, i.e.,
g(x) = δ (x−x0) [6], then only the terms with ε ji= ε jk survive
in (4). Then we can write P(x− x0) = ∑i jP0i Pi→ j where P0i is
the probability to find the system initially in the state |ε0i 〉 and
Pi→ j is the transition probability from state |ε0i 〉 to state |εTj 〉,
as prescribed by the unitary evolution US. This shows that the
measurement outcome of scheme B can be fully interpreted
in terms of classical conditional probabilities [15]. Further-
more, P(x−x0) coincides with (3) provided only the classical
contributions are retained.
It would so far seem that no quantum interference can be
observed using scheme B. Still, interference effects are to
some degree recovered if the detector cannot fully discrimi-
nate between quantum trajectories leading to different varia-
tions of the internal energy. In practice, this happens when
the functions g(x+∆ε ji) and g∗(x′+∆ε jk) in Eq. (1) have
a substantial overlap. Then the contributions with ρ0ik, i 6= k
do not vanish and modify the resulting distribution. This fact
is fully consistent with the well-known notion of incomplete
(or “partial”) measurement in quantum mechanics [26]. As
we increase the uncertainty in the initial state, we continu-
ously transition from a classical work distribution with well-
resolved peaks to a distribution where individual peaks cannot
be resolved. This broadened distribution is sensitive to initial
coherences, thus revealing the underlying quantum dynamics
and highlighting the differences between classical and quan-
tum uncertainty.
We conclude this section by stressing one key difference
between the two proposed schemes. In scheme A, the system-
detector coupling does not induce any transition between
eigenstates of the detector momentum, whose relative phase
is eventually measured. As a result, one gains access to all the
moments of the work distribution without perturbing the dy-
namics, regardless of the strength of the coupling. Borrowing
the terminology from circuit QED (see also experimental im-
plementation below), we can refer to scheme A as a dispersive
readout, in which the information is encoded in the phase of
the detector. On the contrary, in scheme B the detector posi-
tion, which is eventually measured, changes after the coupling
to the system. In this case, by increasing the strength of the
coupling (or, equivalently, by decreasing the uncertainty in the
detector position), we partially destroy the effect of initial co-
herences [7, 20, 38]. In scheme B the perturbation introduced
by the detector is unavoidable and leads to a trade-off between
measurement precision and the witnessing of quantum coher-
ence. For example, in Ref. [7] it was shown that, in the limit
of very weak coupling, the moments of the work (except for
the first one) are undetermined because of the uncertainty in
the measurement.
IMPLEMENTATION IN CIRCUIT QED
The concepts outlined above can be readily tested in a
circuit-QED architecture [8, 34] using a transmon qubit [9]
as the system and a quantized mode of a microwave cavity
as the detector [Fig. 1(a)]. This detection scheme is not fully
equivalent to that based on a free particle, introduced in the
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FIG. 1. Measuring the work distribution in a circuit-QED archi-
tecture. (a) Illustration of the setup. An artificial atom (the system)
is dispersively coupled to a quantized field (the detector). The atom
and the field can be independently addressed by control fields. The
system is measured by characterizing the field leaking out of the cav-
ity. (b) Proposed measurement scheme, applying to both scheme A
and scheme B.
previous section, yet it preserves all its essential features pro-
vided one identifies momentum eigenstates with Fock states
and position eigenstates with coherent states. As we will see,
due to the reduced dimensionality of the Hilbert space, the
basis that describes the (continuous) position of our detector
is overcomplete, and therefore possesses an intrinsic uncer-
tainty. Furthermore, the kinetic energy of the detector cannot
be neglected and results in an additional phase acquired by
each of the Fock states [42]. We will not explicitly consider
this phase as it is automatically accounted for in the standard
circuit-QED measurement scheme.
In the dispersive limit, the total Hamiltonian reads
H =
(
ωa+
g2
∆
)
σz+ωraˆ†aˆ+
g2
∆
σzaˆ†aˆ (5)
where ωa and ωr are the resonant frequencies of the qubit and
the cavity, respectively, ∆=ωa−ωr is the qubit-cavity detun-
ing, g is the qubit-cavity coupling, aˆ† and aˆ are the creation
and annihilation operators for the cavity mode, and σz is the
third Pauli operator acting on the qubit. From Equation (5)
it is easy to see that the interaction Hamiltonian commutes
with both the system and the detector Hamiltonians, as in the
original coupling scheme. The strength of the interaction is
controlled by the detuning ∆, enabling fast on/off switching.
In alternative, a tunable interaction between the qubit and the
cavity can be induced by an external field via higher-order
transitions [48].
Both scheme A and scheme B can be realized by the se-
quence outlined in Fig. 1 (b). It consists of a preparation (i),
an evolution (ii), and a readout phase (iii). We assume that
both the qubit and the cavity are initially found in the ground
state.
(i) In the preparation phase, the cavity is prepared either in
a superposition of two Fock states, say, 1√
2
(|0〉+ |1〉) (scheme
A), or in a coherent state |α〉 (scheme B). To prepare a coher-
ent state, it is sufficient to irradiate the cavity with a coherent
tone. To prepare a superposition of Fock states, we can first
prepare the qubit in the desired state superposition and then
transfer it to the cavity. An additional qubit may optionally be
used for this purpose. As for the qubit, it is prepared in a pure
state by applying a unitary operation.
(ii) In the evolution phase, an interaction between the qubit
and the cavity is induced by bringing the qubit frequency close
to that of the cavity [while remaining in the dispersive regime
described by (5)]. For ∆ < 0, we red-detune the system and
the cavity. This way a phase is imparted to the cavity states
conditioned on the state of the qubit. Then the interaction is
switched off and the desired unitary operation US(T) is ap-
plied to the qubit. Finally the interaction is switched on again
so that the cavity can “record” the information on the new state
of the qubit. To make sure the second interaction has an op-
posite sign to the first, we detune the the qubit and the cavity
in opposite direction, i.e., use a blue-detuning. Alternatively,
one can use the same coupling scheme twice and apply a pi
pulse to the qubit before and after the second coupling.
(iii) In the readout phase, the radiation leaking out of
the cavity is characterized using linear amplifiers and field
quadrature detection methods. The result of this characteriza-
tion is a 2D histogram giving the probability that the in-phase
and quadrature component of the amplified field take certain
values. For a quantum-limited, phase-insensitive amplifica-
tion chain, the measured histogram directly gives the Husimi-
Q distribution of the field Qa(α) = 1pi 〈α|ρa|α〉, where ρa is
the density matrix describing the field mode a [49]. We note
in passing that even in the presence of significant (thermal, un-
correlated) added noise, the measured histogram corresponds
to a generalized phase space distribution, allowing for the full
reconstruction (tomography) of the density matrix of the field
and for the investigation of its nonclassical properties [49].
In order to minimize the cavity leakage during the evolution
phase while obtaining a good signal-to-noise ratio in the read-
out phase, one could make use of a tunable-coupling cavity,
as demonstrated, e.g., in Ref. [50].
We will now present illustrative results for both detection
schemes. We will consider two initial states: a generic su-
perposition ρ0coh of the ground and excited state, and its inco-
herent counterpart ρ0in, obtained from ρ
0
coh by setting the off-
diagonal elements (coherences) to zero. We apply a generic
unitary transformation described by US(T) = e−i~n·~σ , where
~n = {nx,ny,nz} is a vector on the Bloch sphere that charac-
terizes the system evolution.
To implement scheme A, we need to measure the relative
phase between the two Fock states at the end of the evolution.
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FIG. 2. Results for scheme A. (a,b) Husimi-Q function
Qρa(α) = 〈α|ρa|α〉 for the detector in the state superposition (|0〉+
eiϕ |1〉)/√2, with ϕ = 0 (a) and ϕ = 0.76 (b). (c) Real (solid) and
imaginary part (dashed, dot-dashed) of the characteristic function Gλ
for an initial state with and without coherence. (d,e) Correspond-
ing quasiprobability distributions P(W ), as obtained from the Fourier
transform of Gλ .
In Fig. 2 (a,b) we plot the Q function of the initial (a) and final
state of the cavity field (b). The phase change ϕ undergone by
the field, clearly observable in the phase space distribution,
can be quantified by estimating the first moment of the field,
that is, 〈a〉. Notice that ϕ can only be determined as an en-
semble average and not as the result of a single measurement.
The characteristic function Gλ is obtained by repeating the
characterization for different values of the coupling strength
λ . The real and imaginary part of Gλ are plotted in Fig. 2 (c)
for the initial state with and without coherences. While the
real part (blue, solid) is the same for the two cases, the imag-
inary part (yellow, dashed and green, dot-dashed) is different,
highlighting the contribution of the initial coherences. Recall-
ing Eq. (2), we see that the two distributions differ already at
the level of the first moment 〈W 〉= (−i)dGλ/dλ |λ=0, that is,
the average work performed on the system [1]. In Figure 2
(d,e) we plot the Fourier transform of Gλ for the initial states
ρ0in (d) and ρ
0
coh (e), giving the quasiprobability distribution
P(W ). As P(W ) is given by a sum of delta functions, it is
displayed as a bar chart. The distribution corresponding to ρ0in
has peaks at the valuesW = 0,±ωa. These peaks are immedi-
ately interpreted in terms of emission/absorption of an energy
quantum with finite probability. The distribution correspond-
ing to ρ0coh looks identical except for two additional contri-
butions at W = ±ωa/2. These contributions, which cannot
be explained in terms of classical probabilities, are equal in
amplitude and opposite in sign. As a result, the distribution
is normalized but not positive-definite, as anticipated in our
discussion of Eq. (3).
Scheme B can be implemented by initializing the field in a
coherent state. The Q function of a coherent state, shown in
Fig. 3 (a) for α = 5, is a Gaussian of variance 1, combining the
uncertainty given by vacuum fluctuations (1/2) with the min-
imal uncertainty required by the uncertainty principle in order
to perform simultaneous detection of both quadratures (1/2)
[51]. Figure 3 (b) shows the Q function of the corresponding
final state of the field (the initial state of the qubit was ρ0in).
The distribution consists of three Gaussians of different am-
plitude and same variance, whose mean position differs by
a phase rotation. Each Gaussian corresponds to an admis-
sible value for the work distribution, broadened by quantum
fluctuations. Since the Gaussians are well separated in phase
space, the outcome of an individual (“single-shot”) measure-
ment can be assigned to a given value with high fidelity. As
a matter of fact, the initial state ρ0coh gives the same distribu-
tion as ρ0in, showing that initial coherences have no effect. The
phase-space distribution of Fig. 3 (b) can be mapped into the
work distribution by projecting it on its angular component;
the result is shown in Fig. 3 (c). Notice that the quantum un-
certainty, represented by the width of the Gaussians, can be
made negligible by choosing a coherent state with large α ,
and/or by increasing the coupling.
As discussed previously, quantum interference effects can
also be observed in scheme B, provided the measurement
cannot fully distinguish between different outcomes. In the
present setting, some degree of uncertainty is already embed-
ded in the detector, as coherent states form an overcomplete
basis, or, equivalently, they are not orthogonal. The result of
such a partial measurement is illustrated in Fig. 3 (d,e) for a
coherent state of lower amplitude (α = 2.5), ρ0coh as the ini-
tial state, and all other parameters the same as in Fig. 3 (a,b).
The corresponding work distribution, shown in Fig. 3 (f) (red,
solid), shows traces of quantum interference effects, as can be
seen by comparing it against the distribution obtained from
the incoherent initial state ρ0in (blue, dashed). Notice that in
the limit of a weak coherent state, α  1, the field state can
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FIG. 3. Results for scheme B. (a,b) Initial (a) and final (b) Husimi-
Q function for a detector prepared in a coherent state with α = 5.
(c) Corresponding probability distribution, obtained by integrating
the distribution (b) over the radial coordinate. The distribution is
the same regardless of whether there is some initial coherence. (d,e)
Same as in (a,b) for a coherent state with α = 2.5. (f) Corresponding
probability distribution for an initial state without (blue, solid) and
without initial coherence (red, dashed). The difference between the
two distributions is purely due to quantum interference effects.
be written as |α〉 ≈ |0〉+α |1〉 and the setting becomes the
same as in scheme A (with reduced visibility). Therefore, the
crossover between the two schemes can be continuously ex-
plored by changing the amplitude of the coherent state.
DISCUSSION
Despite the fact that work cannot be associated to a her-
mitian operator, we have shown that it indeed presents typi-
cal quantum features, in that (i) its statistics depends on the
measurement scheme used to retrieve it, (ii) it shows quantum
interference patterns, (iii) it is influenced by quantum uncer-
tainty, i.e., a revival of quantum interference is observed when
we cannot distinguish between quantum trajectories leading to
different energy exchanges. The differences we observe in the
work distribution boil down to the fact that in order to extract
information from a quantum system we must let it interact
with a detector and this interaction induces a backaction on
the system dynamics [7]. Introducing a quantum detector in
our treatment [1] makes it possible to unify and consistently
interpret all these results.
In the first measurement scheme we considered (scheme
A), the information is encoded in the phase accumulated by
the detector during the coupling. This scheme has virtually
no backaction; it can be used to retrieve all the moments of
work, but at the price that the resulting distribution is not pos-
itive definite. While counter-intuitive, this reveals connections
with a deeper and more fundamental aspect of quantum the-
ory as the violation of a Leggett-Garg inequality [28, 29, 32].
Eventually, this apparent contradiction stems from the attempt
of interpreting in a classical way a process that is intrinsi-
cally quantum [52]. By contrast, the second, more conven-
tional measurement scheme we introduced (scheme B) relies
on a measurement of the detector position. In this case, the
measurement backaction cannot be avoided but only reduced.
While this approach gives a well-defined work probability dis-
tribution, it limits the amount of information that we can ex-
tract on the initial coherence of the system.
To test these concepts, we have proposed an implemen-
tation in circuit QED. Using a cavity mode as the quantum
detector, we have replaced momentum and position eigen-
states by Fock states and coherent states, respectively. The
reduced dimensionality of the Hibert space of the detector, as
compared to the free-particle model, has no practical conse-
quences for scheme A but introduces an intrinsic uncertainty
in scheme B. This uncertainty can be understood as due to
the overcompleteness of coherent states as a basis, or, equiv-
alently, to the impossibility of measuring both field quadra-
tures without introducing additional noise. Yet the relative
uncertainty of the measurement outcome can be reduced to an
arbitrary degree simply by increasing the amplitude of the co-
herent state, thereby recovering the result of a standard projec-
tive measurement. In this sense a single bosonic mode can be
thought of as the minimal quantum detector capable of cap-
turing the two complementary aspects of the work distribu-
tion discussed here. For comparison, an interferometric setup
based on a single two-level system [24, 36, 37] can be used
to implement scheme A but does not possess enough logical
space to encode the information to be extracted in scheme B.
A deeper understanding of the quantum features of work
7can lead to novel ways to exploit them. The natural question
to ask is if and how these quantum effects can improve the
efficiency in storing, manipulating and transporting energy at
the atomic scale. Our results can already be used to estimate
the energy cost of performing unitary operations on coher-
ent quantum systems, for instance, in the context of quantum
computation. The present work may be a starting point to in-
vestigate the role played by other quantum resources, such
as entanglement, in the energy exchange between different
quantum parties [44], and to what extent the transport of heat,
which is typically regarded as an incoherent form of energy,
exhibits similar quantum effects. Altogether, these concepts
may inspire a new generation of thermal machines exploiting
quantum coherence at its full potential.
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8Supplemental Material
Density matrix in the momentum and position representation
We consider a closed system for which the work done W corresponds to the variation of the internal energy ∆U . The system
is driven by a time-dependent classical external field and its Hamiltonian is HS(t). The quantum detector is a free particle with
position x and momentum p operators that it is coupled to the system by the interaction Hamiltonian HSD(t) = −p β (t)HS(t),
with a time-dependent coupling β (t). We take β (t) = λ/p0[δ (t−T)− δ (t)], where T is the total evolution time, λ is a time
determining the strength of the coupling and p0 is a rescaling parameter for the momentum. The (system and detector) evolution
operator is
U(T) = ei
pλ
p0
HS(T)US(T)e
−i pλp0 HS(0) (1)
with US(T) =
−→
T e−i
∫T
0 dtHS(t).
We suppose that initially the system and the detector are not entangled and denote with {|ε ti 〉} and {|p〉} the basis of HS(t) and
the detector momentum, respectively. The initial state reads |φ0〉 = ∑i
∫
dp ψ0i G(p) |ε0i , p〉. By applying the evolution operator
(1) to |φ0〉, we obtain
|φ0〉 →∑
i
∫
dpψ0i G(p)e
−i pλε
0
i
p0 |ε0i , p〉 →∑
i j
∫
dpψ0i G(p)e
−i pλε
0
i
p0 US, ji |εTj , p〉 →∑
i j
∫
dpψ0i G(p)e
i
pλε ji
p0 US, ji |εTj , p〉 (2)
where we have denoted with {|εTj 〉} the eigenstates of HS(T), US, ji = 〈εTj |US|ε0i 〉 is the probability amplitude to go from |ε0i 〉 to
|εTj 〉 and ε ji = εTj − ε0i . The corresponding final density matrix reads
ρT = ∑
i jk j
∫
dpdp′ρ0ikG(p)G
∗(p′)US, jiU†S,k je
i
pλε ji
p0 e−i
p′λε jk
p0 |εTj , p〉〈εTl , p′| (3)
where U†S,k j = 〈ε0k |U†S |εTj 〉. The work done, i.e., the internal energy variation ε ji, is now encoded in the detector degrees of
freedom. Therefore, we focus on the detector degrees of freedom by tracing out the system degrees of freedom, i.e., ρD(T) =
Tr[ρT ] = ∑l 〈εTj |ρT |εTj 〉. In this way we obtain the detector density operator in the main text
ρD(T) =∑
ik j
∫
dpdp′ρ0ikG(p)G
∗(p′)US, jiU†S,k je
i
pλε ji
p0 e−i
p′λε jk
p0 |p〉〈p′|. (4)
We can rewrite ρD(T) in terms of the eigenstates |x〉 of the position operator x. This can be done inserting the completeness
operator
∫
dx|x〉〈x|= 1 and using the relation 〈p|x〉= eixp. We obtain
ρD(T) =∑
ik j
∫
dxdx′ρ0ikg
(
x+
λε ji
p0
)
g∗
(
x′+
λε jk
p0
)
US, jiU
†
S,k j|x〉〈x′| (5)
where g(x) =
∫
dpexp{ipx}G(p) is the Fourier Transform of G(p). Thus, we have two operators and bases, i.e., the momentum
{|p〉} and the position {|x〉} basis, to measure the detector and extract the information about W .
Scheme A and B: Phase or Position Measurement
We first discuss the details of the measurement scheme A. The characteristic function Gλ is related to the phase accu-
mulated between two eigenstates of the momentum. Recalling that the initial phase of the detector is 〈p0/2|ρ0D|−p0/2〉 =
G(p0/2)G∗(−p0/2), the characteristic function is defined as Gλ = 〈p0/2|ρD(t)|−p0/2〉/〈p0/2|ρ0D|−p0/2〉 [1]. From Eq. (4),
it explicitly reads
Gλ =∑
ik j
ρ0ikUS, jiU
†
S,k j exp
{
iλ
[
εTj −
(ε0i + ε
0
k )
2
]}
. (6)
9The (quasi-)probability distribution of the work (defined as P(W ) =
∫
dp exp{−iλW}Gλ ) reads
P(W ) =∑
ik j
ρ0ikUS, jiU
†
S,k jδ
[
W−
(
εTj −
ε0i + ε
0
k
2
)]
=∑
i j
ρ0ii |US, ji|2δ
[
W+εTj −ε0i
]
+ ∑
i 6=k, j
ρ0ikUS, jiU
†
S,k jδ
[
W−
(
εTj −
ε0i + ε
0
k
2
)]
.
(7)
In the last equation we have separated the diagonal and off-diagonal matrix element contributions. The first part can be directly
interpreted in terms of (classical) transitions between energy eigenstates. In this sense, it is a classical contributions. On the
contrary, the off-diagonal contributions in Eq. (7) are purely quantum. They lead to interference patterns in the work moments
[1] and cannot be interpreted in terms of classical transitions since they are associated to half-quantum energy exchanges.
Now we change perspective by using the detector as a standard pointer and by measuring its position after the interaction with
the system (measurement scheme B). The ideal situation is when the detector is strongly localized in x0: g(x) = δ (x− x0). The
density matrix of the detector in Eq. (5) reads
ρD(T) =∑
ikl
∫
dxdx′ρ0ikδ
(
x− x0− λε jip0
)
δ
(
x′− x0− λε jkp0
)
US, jiU
†
S,k j|x〉〈x′|. (8)
Notice that this results has an immediate interpretation and the detector acts as we expect. It is initially in x0 and it is shifted
proportionally to the energy injected in (the work done on) the system. Since it is a quantum detector it will be in a superposition
of the position eigenstates, but the position measurement give us the work distribution.
The probability to measure x¯ and, thus, to have a shift in the detector of ∆x= x¯− x0 reads
P(∆x) = 〈x¯|ρD|x¯〉=∑
ik j
ρ0ikUS, jiU
†
S,k jδ
[
λ
p0
(ε0i − ε0k )
]
. (9)
The work distribution is determined by the detector shift distribution of ∆x. We notice that P(∆x) 6= 0 only if ε0i − ε0k . For
a non-degenerate system, this implies i = k and we have P(∆x) = ∑i j |ψ0i |2|US,i j|2 = ∑i jP0i Pi→ j. where P0i and Pi→ j are the
probability to find the system initially in the state |ε0i 〉 and conditional probability to go from |ε0i 〉 to |εTj 〉. Therefore, the process
can be interpreted in terms of classical probability and P(∆x) coincides with the classical contribution in Eq. (7) and the one
obtained with the the Two-Measurement Protocol [2–5].
In realistic situations the detector cannot be not perfectly localized [6, 7]. The probability to have a shift ∆x= x¯− x0 is given
by Eq. (9) with the substitution δ (x)→ g(x). Let us suppose that the detector state is described by a Gaussian function centered
in x0 with variance σ , i.e., g(x) = exp{− (x−x0)
2
4σ2 }/
4√2piσ2. The presence of a finite variance implies that there is a uncertainty
in the initial state of the detector and this affects our final measurement. Analogously to Eq. (9), we obtain
P(∆x) =∑
ik j
ρ0ikUS, jiU
†
S,k j
e−
(
∆x− λε jip0
)2
+
(
∆x− λε jkp0
)2
4σ2√
2piσ
. (10)
In absence of initial coherences, i.e., ρ0ik = 0, the system can be described by as a classical ensemble even if the resulting work
distribution is blurred by the uncertainty. The situation changes completely if coherences are present. In this case, the work
distribution shows interference pattern as soon as there is an overlap between the Gaussian functions. We must to take into
account the contributions depending on the off-diagonal terms of the initial density matrix ρ0ik. For a Gaussian distribution this
occurs when ε0k − ε0i ≈ σ p0/λ . Therefore, the effect of the interference becomes important when the uncertainty is of the order
of the energy gap we want to measure.
Circuit QED Hamiltonian
The system-cavity Hamiltonian in the dispersive regime (g/∆ 1) reads H ′ = HS+Hc+HI [8, 9]
H ′ =
(
ωa+
g2
∆
)
σz+ωraˆ†aˆ+
g2
∆
σzaˆ†aˆ. (11)
where ωa and ωr are the system and the cavity frequency, respectively, ∆=ωa−ωr is the controllable system-cavity detuning, g
is the system cavity coupling, aˆ†, aˆ and σi are the creation and annihilation operators of the cavity and the Pauli operators acting
on the system, respectively.
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We consider the situation in which the system drive is periodic and occurring from time 0 to time T. Before and after the
drive the system and the cavity are decoupled and HS(0) = HS(T) = ωaσz. The detuning ∆ can be controlled and becomes the
time-dependent parameter to coupled and decouple the system and the cavity. The time dependent Hamiltonian is
H ′(t) =

ωaσz+ωraˆ†aˆ for t <−λ(
ωa+ g
2
∆
)
σz+ωraˆ†aˆ− g
2
∆ σzaˆ
†aˆ for −λ ≤ t < 0
HS(t)+ωraˆ†aˆ for 0≤ t ≤ T(
ωa+ g
2
∆
)
σz+ωraˆ†aˆ+ g
2
∆ σzaˆ
†aˆ for T < t ≤ T+λ
ωaσz+ωraˆ†aˆ for t > T+λ
(12)
In other terms, initially we couple the system and the detector bringing ωa closer to the resonance for time λ . Then we decouple
them and act only on the system with an arbitrary transformation (associated to the time-dependent Hamiltonian HS(t) for
0 < t < T). Finally, we couple the system and the detector again bringing ωa closer to the resonance for time λ . Notice that in
the first coupling ∆ must be negative, i.e., ωa < ωr, while in the second one must be positive, i.e., ωa > ωr. The total unitary
operator is [1]
U = e−i
λg2
∆ σzaˆ
†aˆUSei
λg2
∆ σzaˆ
†aˆ. (13)
We denote with |ηi〉 (ηi = ±1) and |n〉 (n integer) the eigenstates of the system σz operator and Fock state of the cavity
Hamiltonian, respectively. Taking the initial state to be |φ0〉=∑i,nψ0i G0n |ηi,n〉, the sequence of applied operators from Eq. (13)
gives
|φ0〉 →∑
i,n
ψ0i G
0
ne
−iλ
(
ωr− g
2
∆ ηi
)
n |ηi,n〉 →∑
i,n
ψ0i G
0
ne
−iλ
(
ωr− g
2
∆ ηi
)
n
US |ηi,n〉 → ∑
i,n, j
ψ0i G
0
ne
−2iλωre−i
λg2
∆ (η j−ηi)nUS, ji |η j,n〉 .(14)
Here, we have also kept track of the dynamics phase accumulated by the detector. In circuit-QED there contribution can be
eliminated with opportune transformation. Therefore, in the following we neglect them. By extending this result to a general
initial density matrix and then tracing out the system degrees of freedom we obtain
ρD(T) =∑
ik j
ρ0ikG
0
n(G
0
m)
∗US, jiU†S,k je
i λg
2
∆ [η j(n−m)+ηin−ηkm]|n〉〈m| (15)
Scheme A: phase measurement
The generating function is obtained by the phase accumulated between the eigenstates of the cavity
〈n¯+δn|ρD(T)|n¯−δn〉/〈n¯+δn|ρD(0)|n¯−δn〉 where ρD(t) = TrS[ρ(t)]. The most convenient choice is δn = 1 and,
noticing that 〈n|ρD(0)|m〉= G0n(G0m)∗, we obtain
Gλ =∑
ik j
ρ0ikUS, jiU
†
S, jke
i 2λg
2
∆ (η j−
ηi+ηk
2 ) (16)
where we have neglected a contribution n¯(ηi−ηk) that does not contain information about the final energy η j. Notice that in this
case the measure output is twice the work done but this can easily taken into account in the data analysis. The (quasi-)probability
distribution of the work is obtained by P(W ) =
∫
dλ exp{−iWλ}Gλ .
Scheme B: Direct measure of the the work distribution
To measure directly the work distribution in a cQED system, we use the coherent states [10]. In fact, the system-cavity
Hamiltonian produces a transition between coherent state that is proportional to the energy of the system.
The initial state is now taken as |φ0〉=∑iψ0i |ηi,α〉 where |α〉 is a coherent state defined as |α〉=D(α) |0〉= eα(aˆ
†−aˆ) |0〉 and
D(α) is the displacement operator. In the following we take α real. The α parameter is directly related to the average number
of photons and their variance by the relations |α|=
√
〈aˆ†aˆ〉=√〈n〉 and |α|= 〈∆n〉.
The dynamics of the coherent state can be calculated as in Eq. (14) and using the formula e±iχ aˆ†a |α〉 = |αe±iχ〉 [10]. The
effect of the system-cavity interaction is particularly interesting in the phase space [10]. The average position and momentum
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of the quantum oscillator in a coherent state |α¯〉 are 〈X〉 = 1/2(α¯+ α¯∗) and 〈P〉 = −i/2(α¯− α¯∗) [10]. If we take α¯ = α real,
the initial position in the phase space is (〈X〉0,〈P〉0) = (α,0). After the interaction the state is in a superposition of different
coherent state. For any energy difference ε , we have a contribution in position (〈X〉T ,〈P〉T) = (α cosε,α sinε). The measure
of the position-momentum in the phase space of the cavity allows us to extract information about the angle ε and, thus, the
exchanged energy.
Here, instead of recalculating the dynamics for the coherent state, we can use the cavity density matrix obtained by Eq.
(15). We write ξ = δeiθ . The matrix element P(ξ ) = 〈ξ |ρD|ξ 〉 gives us the probability to measure the coherent state |ξ 〉.
It can be calculated using the formula 〈m|ξ 〉 = exp(−|ξ |2/2)ξm/√m! [10]. The initial state projections are G0n = 〈n|α〉 =
exp(−α2/2)αn/√n! and, since α is real, (G0m)∗ = G0m. By collecting the sum over n and m and using ∑∞n=0(ξ ∗α)/n! =
exp(ξ ∗α), we obtain
Q(ξ ) =
1
pi ∑p,i,k
ρ0ikUS, jiU
†
S,kpe
−δ 2−α2+αδχ jik =
1
pi ∑ik j
ρ0ikUS, jiU
†
S,k je
−
(
δ− αχ jik2
)2
e
−α2
(
1−
χ2jik
4
)
(17)
where χ jik = e−i(Λ ji+θ) + ei(Λ jk+θ), Λ ji = g2λ (η j−ηi)/∆= g2λη ji/∆ and Q(ξ ) = P(ξ )/pi is the Husimi function [10].
The information about the quantum work is encoded only in the angle θ of the coherent state. For this reason, it is convenient
to integrate the ’radial’ contribution δ to obtain P(W ) = P(θ) =
∫ ∞
0 dδ δ Q(ξ ) (notice that we δ and θ are polar coordinated
and the integration must be with dδ δ [10]). We obtain
P(W ) = P(θ) =∑
i jk
ρ0ikUS, jiU
†
S,k j
{e−α2
2pi
+
e−α2(1−
χ2jik
4 )
4
√
pi
αχ jik
[
1+Erf
(αχ jik
2
)]}
(18)
where Erf(x) is the error function. Equation (18) gives us the measurable work distribution as a function of θ and the initial state
detector α . Below we will see that α sets of the detector accuracy and, therefore, plays a pivotal role in the revival of quantum
interference effect.
For α > 1, the first term in curly brakets in Eq. (18) is exponentially suppressed. Since |Erf(x)| ≤ 1, the behaviour of the
remainin contributions is determined by the exponent exp{−α2(1− χ
2
jik
4 )}. We expect that the dominant contributions are the
ones for which
α2
(
1− χ
2
jik
4
)
≤ 1 (19)
since the other contributions are exponentially suppressed.
We can consider θ centered around g2λη ji/∆ associated to Λ jk and take as variable the distance ∆θ from this point: θ =
−Λ jk+∆θ . We split the contributions in the exponent in the real and imaginary part and focus on the first one: ℜe(χ2jik) =
4cos(Λik)cos2
(
∆θ − Λik2
)
.
The diagonal term in Eq. (18) are found for k = i. In these cases, ℜe(χ2jii) = 4cos2(∆θ) and the condition (19) reads
2α2 sin2(∆θ/2) ≤ 1. Thus, the main contributions are found for ∆θ ≈ 2/α , i.e., localized around to −Λ jk. Away from this
values we have an exponential suppression.
Now we focus on the off-diagonal terms in Eq. (18) are found for k 6= i. The solutions of the equation α2(1− ℜe(χ
2
jik)
4 ) ≈ 1
are of the form
∆θ = arccos
√1−1/α2
cosΛik
+ Λik
2
. (20)
The condition for this to be real is cosΛik ≤ 0. The argument of the arccos must be −1≤ (1−1/α2)/cosΛik ≤ 1. For large α
we must consider only the right inequality that reads cosΛik ≤ 1− 1/α2. The latter can be satisfied only for small Λik and by
expanding the cosine function we arrive at
Λik = λg2ληik/∆≤
√
2
α
. (21)
If condition (21) is not satisfied the only non-vanishing contributions are those coming from the diagonal terms. The quantum
work probability distribution reads P(W ) = ∑i j |ψ0i |2US, jiU†S,i j = ∑i jP0i Pi→ j where P0i = ρ0ii is the probability to find the system
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initially in the state i and Pi→ j = |US, ji|2 is the probability to go from i to p. On the contrary, if condition (21) is satisfied we
must keep all the contributions including the one depending on the off-diagonal initial density matrix.
Therefore, in order for these terms to be relevant, the normalized energy exchange ηik that we aim to measure must be smaller
then the average number of photons in the coherent state. In other words, the initial coherent state of the cavity sets the limit
for the measurement precision. Below the limit (21) we cannot resolve the (normalized) energy variation of ηik and interference
effects change the work distribution.
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