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Abstract
We present a novel algorithm for online, real-time orientation estimation. Our algorithm integrates
gyroscope data and corrects the resulting orientation estimate for integration drift using accelerom-
eter and magnetometer data. This correction is computed, at each time instance, using a single gra-
dient descent step with fixed step length. This fixed step length results in robustness against model
errors, e.g. caused by large accelerations or by short-term magnetic field disturbances, which we
numerically illustrate using Monte Carlo simulations. Our algorithm estimates a three-dimensional
update to the orientation rather than the entire orientation itself. This reduces the computational
complexity by approximately 1/3 with respect to the state of the art. It also improves the quality
of the resulting estimates, specifically when the orientation corrections are large. We illustrate the
efficacy of the algorithm using experimental data.
Keywords: Orientation estimation, inertial sensors, complementary filter, multiplicative extended
Kalman filter.ar
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1 Introduction
Orientation estimation using inertial and magnetometer measurements is by now a well-studied problem
with applications in e.g. human motion analysis [1, 2] and robotics [3, 4]. In recent years, there has been an
increasing demand for algorithms that are computationally inexpensive and that can estimate orientation
in real-time on a microprocessor, e.g. illustrated by the wide-spread use of the techniques from [5, 6].
These algorithms open up for real-time human motion analysis [7, 8] and control of robots [4, 9]. In this
work we present a novel computationally efficient algorithm for orientation estimation. Our algorithm’s
robustness against inaccuracies in the accelerometer and magnetometer measurement models adds to its
practical usefulness.
There exists a vast range of orientation estimation algorithms. Their differences lie both in the
estimation method and in the parametrisation of the orientation. For example, both [5, 6] and the
extended Kalman filter (EKF) presented in [10] estimate the orientation parametrised as a unit quater-
nion. Normalisation of these unit quaternions is necessary for the estimates to remain valid orientations.
This normalisation introduces errors especially when large updates to the estimates are made, for in-
stance due to low sampling rates or large initialisation errors [11, 12]. Alternatively, algorithms can
estimate orientation deviation from a linearisation point, see e.g. [13, 14]. An example is provided by the
multiplicative EKF (MEKF) that parametrises the orientation deviation in terms of a rotation vector
(axis-angle) [12, 15, 16]. A similar approach is often used in robotics [17–21]. This formulation avoids
the issues with quaternion normalisation while at the same time reducing the state dimension.
In our algorithm, we make similar design choices as the widely used filter published by Madgwick et
al. [5, 6]. Because of this, our filter inherits its desirable properties such as easy tuning and accurate
estimates also in the presence of model errors. However, since we estimate the orientation in terms of
an orientation deviation parametrised using a rotation vector, our filter reduces the computational com-
plexity by approximately 1/3 and obtains more accurate estimates when large updates to the estimates
are made.
2 Background on sensor models
Our algorithm makes use of standard sensor models for orientation estimation, hence ensuring the wide
applicability of our method. First of all, we model the gyroscope measurements yω,t as
yω,t = ωt + eω,t, (1)
where ωt denotes the angular velocity and eω,t the measurement noise. Note that the sensor model (1)
can optionally be extended with a gyroscope bias.
We assume that the sensor’s acceleration an is approximately zero and that the accelerometer therefore
only measures the Earth’s gravity gn. The superscript n explicitly indicates that the vector is expressed
in the navigation frame n, which is aligned with Earths gravity and the local (Earth’s) magnetic field.
The accelerometer measurements ya,t are hence modelled as
ya,t = R(q
bn
t ) (a
n − gn) + ea,t ≈ −R(qbnt )gn + ea,t. (2)
We represent the orientation at time t using a unit quaternion denoted by qnbt . The superscript nb
indicates that the quaternion represents the rotation from the body frame b, which is aligned with the
sensor axes, to the navigation frame n. The operation R(qnbt ) converts the quaternion to a rotation
matrix. The reverse orientation used in (2) is given by R(qnbt ) = (R(q
bn
t ))
T. Due to the fact that the
Earth’s gravity depends on the sensor’s location and since the unit in which the sensor expresses the
acceleration varies, we assume that ya,t has unit norm and define g
n =
(
0 0 1
)T
. To this end, we
preprocess the accelerometer measurements before using them in the measurement model (2).
We assume that the magnetometer measures a local, constant (Earth’s) magnetic field mn. The
magnetometer measurements ym,t are therefore modelled as
ym,t = R(q
bn
t )m
n + em,t. (3)
Because the unit in which the sensor expresses the magnetic field measurement varies, we normalise
the magnetometer measurements before using them in the model (3). Furthermore, we assume that
mn =
(
cos δ 0 − sin δ)T, where δ is the local dip angle. Alternatively, there also exist methods to
estimate the local magnetic field from data, see e.g. [5].
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Figure 1: Illustration of the complementary filter for inclination estimation using simulated data. The
inclination (roll in black, pitch in grey) from the accelerometer (top left) is low-pass filtered while the
inclination from the gyroscope (bottom left) is high-pass filtered to obtain the resulting inclination
estimate (right).
Note that the noise terms ea,t and em,t consist of both the sensor noise as well as model errors.
These model errors are for instance due to non-zero acceleration or due to the presence of ferromagnetic
material in the vicinity of the sensor.
3 Fast and Robust Orientation Estimation
Assuming well-calibrated sensors and a known initial orientation, it is possible to estimate the sensor
orientation based only on the gyroscope measurements. This estimate, which we denote by qnbω , is
accurate on a short time scale but drifts over longer time horizons. On the other hand, the orientation
can be estimated using the accelerometer and magnetometer measurements. This estimate, denoted by
qnbam, is less accurate than q
nb
ω on a short time scale but does not drift. These complementary properties
can be exploited using a complementary filter in which qnbam is low-pass filtered while q
nb
ω is high-pass
filtered [22, 23]. This can be written as
Qˆnb(s) = G(s)Qnbam(s) + (1−G(s))Qnbω (s), (4)
where s denotes the Laplace variable. Furthermore, the transfer function G(s) is given by G(s) = 1as+1 ,
Qnb(s) denotes the orientation qnb in the Laplace domain and qˆnb is the resulting filtered orientation.
This process is visualised in Figure 1.
Discretising (4) using backward Euler gives
qˆnbt = (1− γt)qnbam,t + γt
(
qˆnbt−1 + Tωq,t
)
, (5)
where T denotes the sampling time, γt =
a
a+T and ωq,t represents the angular velocity expressed in
terms of a quaternion. At first glance, (5) might cause concern because qˆnbt will not be a valid rotation
since this quaternion is no longer normalised. It will, however, become clear in the remainder of this
section that the deviation from the unit norm will be small due to the high sampling rates of the sensors.
This deviation can be resolved by normalising qˆnbt . Although this leads to minor inaccuracies, it is fairly
common practice in many orientation estimation algorithms, see [12] and references therein.
3.1 Orientation from gyroscope measurements
The angular velocity measured by the gyroscope can be used to model the dynamics of the orientation
as [12, 24]
qnbt = q
nb
t−1  expq
(
T
2 yω,t
) ≈ qnbt−1 + T2 S(qnbt−1)yω,t, (6)
where  denotes the quaternion product and expq denotes the quaternion version of the vector defined
as
expq(y) =
(
cosα vT sinα
)T
, α = ‖y‖2, v = yα . (7)
2
Furthermore, for q =
(
q0 q1 q2 q3
)T
=
(
q0 q
T
v
)T
,
S(q) =
( −qv
q0 I3 − [qv×]
)
, (8)
where [ · ×] denotes the matrix cross product and I3 denotes the identity matrix of size 3. Comparing (5)
and (6), we have that the angular velocity expressed in terms of a quaternion is given by
ωq,t =
1
2S(qˆ
nb
t−1)yω,t. (9)
3.2 Orientation from accelerometer and magnetometer
Estimating the orientation from accelerometer and magnetometer measurements is a widely known prob-
lem, see e.g. [25, 26]. It can be formulated as an optimisation problem
min
ηt
V (ηt) = min
ηt
1
2‖ya,t + (expR(ηt))TR(q˜bnt )gn‖22 + 12‖ym,t − (expR(ηt))TR(q˜bnt )mn‖22, (10)
where ‖ · ‖2 denotes the two-norm. In (10) we use the measurement models (2) and (3) but write the
orientation in terms of a linearisation point and an associated deviation as
R(qnbt ) = R(q˜
nb
t ) expR(ηt), (11a)
expR(ηt) = I3 + sinα [v×] + (1− cosα) [v×]2
≈ I3 + [ηt×], (11b)
where the approximation in (11b) assumes small ηt. Rewriting the problem in this way allows us to
optimise over an orientation deviation parametrised in terms of a rotation vector [12, 27], rather than
optimising over a unit quaternion. We therefore avoid issues with quaternion normalisation. Further-
more, the number of optimisation variables reduces from four to three. Our approach draws inspiration
from the multiplicative extended Kalman filter (MEKF) [12, 15, 16] and from approaches within the field
of robotics [17–21].
Inspired by [5, 6], instead of solving (10) for each time step, we perform only a single gradient descent
iteration. This results in a significant computational speed-up and because of the high sampling rates
of the sensors, the corrections that need to be made are typically minor and the estimates will converge
over time. Linearising V (ηt) from (10) around q˜
bn
t = qˆ
bn
t−1, ηt = 0 using (11b), the gradient descent step
is given by
ηˆt = −µt∇V (ηt), (12a)
∇V (ηt) = −[R(qˆbnt−1)gn×]
(
ya,t +R(qˆ
bn
t−1)g
n
)
+ [R(qˆbnt−1)m
n×] (ym,t −R(qˆbnt−1)mn) , (12b)
where µt is the gradient descent step length. The estimate ηt can subsequently be used to compute q
nb
am,t
from (5) as
qnbam,t = qˆ
nb
t−1  expq
(
1
2 ηˆt
) ≈ qˆnbt−1 + 12S(qˆnbt−1)ηˆt. (13)
3.3 Resulting algorithm
Inserting (13) and (9) into (5), we obtain
qˆnbt = qˆ
nb
t−1 +
1
2S(qˆ
nb
t−1) (γtTyω,t − µt(1− γt)∇V (ηt)) . (14)
It now remains to choose γt and µt. Similarly to [5], we choose γt ≈ 1. In other words, we mainly
rely on the integration of the gyroscope measurements, but use the accelerometer and magnetometer
measurements to correct for the integration drift illustrated in Fig. 1. This choice is motivated by the fact
that the orientation estimates obtained from the accelerometer and the magnetometer are typically more
noisy than those obtained using the gyroscope measurements (see Fig. 1). Furthermore, the accelerometer
and the magnetometer measurement models (2) and (3) are often violated due to acceleration of the sensor
or the presence of magnetic disturbances.
Similarly to [5], we choose the scaling factor of the gradient descent direction, µt(1 − γt), equal to
βT
‖∇V (ηt)‖ . We will in Section 4 illustrate that scaling the step with the norm ‖∇V (ηt)‖ results in an
3
Alg. 1: Fast and Robust Orientation Estimation
Input: Gyroscope measurements yω,t, normalised accelerometer and magnetometer measurements
ya,t and ym,t, sampling time T , tuning parameter β and the orientation estimate at the previous
time instance qˆnbt−1.
Output: Orientation estimate qˆnbt .
1: Compute ∇V (ηt) from (12b) using ya,t, ym,t and qˆnbt−1.
2: Obtain the updated orientation estimate qˆnbt from (15) using ∇V (ηt), β, yω,t, T , qˆnbt−1 and S(q)
from (8).
algorithm that is quite robust against violations of the accelerometer and magnetometer measurement
models. The choice of β depends on the amount of drift expected from integration of the gyroscope
noise. In the case of Gaussian noise on the gyroscope data, eω,t ∼ N (0, σ2ω), integration of the gyroscope
measurements in one dimension results in an integration drift distributed as Teω,t ∼ N (0, T 2σ2ω). Using
the fact that the gyroscope measurements are a three-dimensional vector and are integrated according
to (6), the standard deviation of the integration drift on the unit quaternion is given by
√
3σωT . This is
therefore a reasonable choice for βT resulting in a good compromise. The resulting filter equations can
now be written as
qˆnbt ≈ qˆnbt−1 + T2 S(qˆnbt−1) ωˆt, (15a)
ωˆt = yω,t − β ∇V (ηt)‖∇V (ηt)‖ , (15b)
and the resulting solution is summarised in Alg. 1. As can be seen in (15), we directly estimate the
angular velocity which is subsequently used to update the orientation. This has close connections to the
approaches discussed in [28, 29].
4 Numerical Illustrations
In this section we numerically illustrate the properties of Alg. 1 and compare them to the filter from [5, 6]
and to an MEKF implemented as described in [12]. To this end, we run 100 Monte Carlo simulations,
each consisting of 8000 samples during which the sensor is first stationary for 200 samples and then
consecutively rotates 360 degrees around each axis in 200 samples per rotation axis. This movement
is repeated 10 times. The sampling time is set to 10 Hz. For ease of interpretation, we decouple the
magnetometer and accelerometer information by assuming that the measurements are collected on the
equator, i.e. the dip angle δ is zero and hence mn =
(
1 0 0
)T
.
4.1 Computational complexity
One of the widely known benefits of the filter from [5, 6] is its low computational complexity. More
specifically, the filter uses only 218 arithmetic operations per filter iteration. Instead of directly estimating
the orientation parametrised as a unit quaternion, we estimate the angular velocity as described in (15),
effectively reducing the state dimension from 4 to 3. This reduces the number of arithmetic operations per
filter iteration to 140, a reduction of 36%. In Table 1 we show the average computational time per filter
iteration in our simulations for a Matlab implementation run on a 3.1 GHz Intel Core i5 processor. As
can be seen, Alg. 1 is indeed 36% faster than the filter from [5, 6]. Note that our MEKF implementation
has not been optimised for computational speed but is known to be slower than both other filters.
4.2 Gaussian noise with known characteristics
We first consider an idealised case where the measurement noises are Gaussian with known covariances
and the initial sensor orientation is known. More specifically, we set the standard deviation of the
gyroscope noise to σω =
5pi
180 rad/s, and that of the normalised accelerometer and magnetometer noise to
σa = σm = 0.01. For Alg. 1 we choose β as explained in Section 3. We tune the filter from [5, 6] similarly
(setting the tuning parameter in that filter to
√
3
4σω). Note that different values of these parameters
did not improve the performance of the algorithms. The MEKF is expected to outperform the other two
algorithms since the update equation of an EKF is typically closer to optimal than the update equation
based on a normalised gradient descent step. The latter update strategy is used in both Alg. 1 and the
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Table 1: RMSE and computational times from the numerical analysis.
Roll Pitch Yaw Time/iter
Known noise Alg. 1 0.71◦ 0.66◦ 0.71◦ 6.40 µs
variances and [5, 6] 0.72◦ 0.65◦ 0.71◦ 10 µs
initial orientation MEKF 0.66◦ 0.60◦ 0.66◦ 83.9 µs
5% outliers Alg. 1 0.77◦ 0.72◦ 0.77◦ 6.40 µs
magnitude [5, 6] 0.78◦ 0.72◦ 0.78◦ 10 µs
N (0, I) MEKF 9.03◦ 6.37◦ 9.10◦ 83.9 µs
Experimental Alg. 1 0.69◦ 0.43◦ 0.36◦ 6.40 µs
data [5, 6] 0.69◦ 0.44◦ 0.36◦ 10 µs
MEKF 0.79◦ 0.46◦ 0.41◦ 83.9 µs
filter from [5, 6]. As can be seen from Table 1, the MEKF outperforms the other two algorithms only
by a small amount. Alg. 1 and the filter from [5, 6] perform more or less equally.
4.3 Accelerometer and magnetometer model inaccuracies
Inaccuracies in the accelerometer and magnetometer models occur regularly in practice, since the accel-
eration of the sensor is seldom exactly zero, as assumed in the measurement model (2), and since the
magnetic field is often disturbed due to the presence of ferromagnetic material. To analyse the sensitiv-
ity of the three algorithms to these model inaccuracies, we consider the same scenario as in Section 4.2,
but randomly replace 5% of the normalised accelerometer and magnetometer data with outliers. These
outliers are sampled from a Gaussian distribution with covariance equal to the identity matrix. As can
be seen in Table 1, Alg. 1 and the filter from [5, 6] are more robust than the MEKF and barely suffer
from the outliers in the data. This is caused by the normalised gradient descent update step. Note that
the robustness of the MEKF can be improved by using outlier rejection or by using techniques from e.g.
[30, 31], which is outside the scope of this work.
4.4 Large orientation uncertainties
In practice, orientation estimates are occasionally very uncertain. This can be due to large initialisation
errors or due to sensors not providing measurements for an extended period of time. When accurate
orientation information subsequently becomes available, filtering algorithms need some time to recover
from these large orientation uncertainties. The amount of time this takes depends both on the update
strategy of the algorithm as well as on linearisation errors. To study the behaviour of the three algorithms
for this case, we again consider the scenario from Section 4.2 but assume that there is a large uncertainty
in the initial orientation. We visualise the orientation errors of the three algorithms for the first 150
samples for 100 Monte Carlo simulations with a fixed initial orientation error in Fig. 2. As can be seen,
the MEKF consistently recovers much faster from an erroneous initialisation due to its adaptive update
strategy. However, Alg. 1 converges faster than the filter from [5, 6] after an erroneous initialisation.
This difference can be attributed to the fact that estimation of the angular velocity as in (15) avoids
linearisation errors that occur when directly estimating the orientation parametrised as a unit quaternion.
In conclusion, Alg. 1 inherits the desirable robustness against accelerometer and magnetometer out-
liers of the filter from [5, 6] as illustrated in Table 1. Furthermore, it reduces the computational com-
plexity with 36% and converges faster after large orientation errors as illustrated in Fig. 2.
5 Experimental Results
To validate Alg. 1 on experimental data, we use 30 seconds of inertial and magnetometer data collected at
100 Hz using a Trivisio Colibri Wireless IMU [32]. The data is collected in a lab equipped with multiple
cameras [33] that are able to track optical markers to obtain highly accurate ground truth reference
orientation information, against which we can compare our estimates. We time-synchronise and align
the data as described in [12]. The gyroscope bias has been estimated based on a stationary portion of
data and the data has been corrected for this. Furthermore, the initial orientation is estimated based
on the first accelerometer and magnetometer samples [12]. The RMSE of the estimates of the three
5
Figure 2: Orientation errors for the first 150 samples of 100 Monte Carlo simulations with a fixed initial
orientation error. The mean and spread (2 std) are shown for the MEKF (blue), Alg. 1 (black) and the
filter from [5, 6] (red).
0 20 40 60 80 100 120 140
0
20
40
60
80
Sample [#]
O
ri
en
ta
tio
n
er
ro
r
[◦
]
algorithms with respect to the reference data can be found in Table 1. These results were obtained using
β = 2.4 · 10−3 for Alg. 1, by setting the tuning parameter from the filter from [5, 6] to 1.4 · 10−3, and
by setting the process, accelerometer and magnetometer noise covariances in the MEKF to 1.3 · 10−3 I3,
2.63 · 10−2 I3 and 2.5 · 10−2 I3, respectively. These were experimentally found to be good values.
6 Conclusion
We have presented a novel algorithm for online, real-time orientation estimation. The algorithm reduces
the computational complexity by 36% compared to the approach from [5, 6], which is widely known for
its low computational complexity. It is more robust against outliers than an extended Kalman filter
implementation and reduces the issues related to quaternion normalisation compared to [5, 6], resulting
in better convergence in the case of large orientation errors. Our new algorithm has also been shown
to obtain good results on experimental data. The source code is available on github.com/manonkok/
fastRobustOriEst.
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