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1Introduction
In the semiclassical formalism the interaction between light and matter is de-
scribed by treating the light classically, i.e, by means of the Maxwell equations,
and the matter quantum mechanically, i.e., using the Schro¨dinger equation. Two-
level atomic systems interacting with an electromagnetic field have been deeply
investigated in the semiclassical formalism (see for instance [1–3]) and, in spite
of their simplicity, they give rise to a wide range of interesting phenomena such
as Rabi oscillations, AC-Stark splitting and light-shifts [1–3]. In this research
work we will investigate, using this formalism, the dynamics of a laser field gen-
erated by a two-level atomic medium including the effects of both the local field
corrections [4] and the Doppler broadening [3]. On the one hand, the local field
corrections, arising from near dipole dipole interactions, are typically present in
dense media, where the effective field that acts on each atom is no longer the
macroscopic field but the so-called local field. On the other hand, the Doppler
broadening, i.e., the inhomogeneous broadening of the resonance line of the tran-
sition due to the atomic motion, has to be taken into account, in general, when
dealing with optical transitions of vapors at finite temperature. These two basic
concepts will be discussed in more detail in the following lines.
Local field effects arise whenever the density of the medium is high enough
(∼ 1017 at/cm3 [5]) to make near dipole-dipole interactions important. These
effects come from the fact that, at high densities, the atoms of a medium in the
presence of an externally applied electromagnetic field, feel not only this macro-
scopic field but also the field generated by the neighboring atoms. Thus the
effective field that acts on an individual atom is the so-called local field, which
includes, besides the external field, the contribution of the nearby atomic dipoles.
These corrections are found in the literature with the name of local field correc-
tions and their effects have been an intense field of research during the last two
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decades, both in passive systems [6–27] and in amplifying media [28–34]. The
so-called generalized Maxwell-Bloch formulation [6, 7] incorporating local field ef-
fects has stimulated considerable theoretical development and predictions such as
linear and non-linear spectral redshifts (Lorentz shifts) [8, 9], self-phase modula-
tion in electromagnetically induced transparency [10], ultrafast switching effects
between emission and absorption regimes [11], propagation effects in non-linear
media [12], or statistical effects in superfluorescence and amplified spontaneous
emission [28]. But probably the most outstanding phenomenon associated with
the near dipole-dipole interactions is the intrinsic optical bistability [13]. This
kind of optical bistability does not depend upon external feedback, such as cav-
ity mirrors (for this reason this phenomenon is often called “mirrorless” optical
bistability) and may be very useful in optical communications. The phenomenon
of intrinsic optical bistability was first considered by Bowden and Sung [13] and
studied in detail by subsequent authors [14–16, 18–20]. The necessary condition
for the appearance of intrinsic optical bistability in passive systems was investi-
gated by Friedberg et al. [8] who found that the near dipole-dipole parameter [21],
which depends on the atomic density of the medium and the electric dipole mo-
ment of the transition, must be four times greater than the decay rate of the
polarization. Thus, increasing the density of resonant atoms by itself does not
necessarily provide optical bistability. Moreover, Hopf et al. [14] found that the
density of the medium required for the appearance of intrinsic optical bistability
makes the medium highly absorbent and consequently this effect can only be seen
in thin media. It is important to note that there have been studies dealing with
systems where intrinsic optical bistability could be more feasible. For instance,
Crenshaw and Bowden [15] and Manassah [16] showed that, if the resonant atoms
are embedded in a dielectric material, the effects of the local field corrections
can be enhanced. This enhancement is also possible when the dense medium is
composed by different species of resonant atoms, as Crenshaw, Bowden and Sul-
livan showed in [17]. Later, Afanas’ev et al. [18] showed that a dense ensemble of
atoms modeled by multilevel quantum systems allows to reduce the condition [8]
of appearance of intrinsic optical bistability. However, a more reachable threshold
for intrinsic optical bistability is not the unique new effect that the inclusion of
a multilevel system provides. For instance, in three-level systems, it was shown
that the local field corrections lead to lasing without inversion and absorptionless
enhancement of the refraction index [29], to density dependent switching between
absorption and amplification [22], and to modification of the profile of the group
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velocity and a frequency dependent transmission coefficient [23].
More recently, the effect of the local field corrections in laser instabilities has
also been pointed out [30, 31], and effects of the local field corrections on spatio-
temporal dynamics have been numerically studied [32, 33]. While the study by
Caldero´n et al. [32] shows a cut-off on the size of the transverse structures that
can appear in the dynamics of broad-area lasers, and a great complexity on the
patterns, Ahufinger et al. [33] have found that broad-area two-level lasers are
able to generate and sustain cavity solitons for high enough atomic densities.
Recently, Fleischhauer et al. [24] have shown that, as a consequence of the local
field corrections, a radiatively broadened medium with overlapping electric and
magnetic resonances becomes lossless with a negative real part of the refractive
index. The latter could provide an interesting avenue to construct left-handed
materials with low losses. To date few experiments related with the local field
corrections have been performed. However, some of them have addressed key
issues arising from various theoretical developments [8, 9, 14]. Boyd and coworkers
reported local field induced spectral red shifts in rubidium vapor [25], and Rand et
al. observed intrinsic optical bistability due to local field effects in a crystal lattice
highly doped with rare earth ions [26]. More recently, Eliel et al. studied local
field effects in very high density metal vapors [27], and found excitation dependent
line narrowing.
In most of the previous works the atomic medium was assumed to be homo-
geneously broadened. However, in our study we consider a two-level gas placed
in a vapor cell, at finite temperature. In this situation the atoms are in thermal
equilibrium and they move randomly in all directions, with a Maxwellian velocity
distribution in the direction of the propagation of the laser field, with a mean ve-
locity fixed by the temperature of the gas, e.g., typical values of the atomic mean
velocity in a vapor cell at room temperature are 102-103 m/s. This atomic mo-
tion implies that, in general, when dealing with an optical transition, the Doppler
effect has to be taken into account. As a consequence, each atom sees the laser
field with a different frequency, which differs from the frequency of the field by
a term proportional to the projection of the atom velocity in the propagation
direction of the field. This velocity dependence in the transition frequency gives
rise to a Gaussian broadening of the resonance line known as Doppler broadening.
This frequency distribution is characterized by its full width at half maximum
(FWHM) which is, in vapor cells at finite temperature, considerably greater than
the width corresponding to the homogeneous broadening. For instance, at room
11
1. Introduction
temperature and for optical transitions, typical values of the homogeneous and
Doppler widths are ∼ 10 MHz and ∼ 1 GHz, respectively.
To date, only few articles have studied the local field effects taking into ac-
count the effect of the Doppler broadening [34, 35]. The first study was performed
by Bowden et al. [34] who showed that in a single mode Doppler broadened laser
system, the second laser threshold, which is lowered by the near dipole-dipole in-
teraction, decreases more drastically than in the homogeneous case, making the
chaotic regime more accessible. Later, Guo et al. [35] showed that the displace-
ment of the resonance line due to the local field corrections [8, 9] remains signifi-
cant in situations where the inhomogeneous broadening of a medium exceeds the
homogeneous width.
In the present research work we analyse the role of the Doppler broadening in
the dynamics of a two-level laser system, in a situation in which the density of
the medium is high enough to provide intrinsic optical bistability. In this context,
we study the effect of the local field corrections into the atomic population distri-
bution, and hence, in the phenomenon known as spectral hole burning [36]. This
phenomenon, that appears in Doppler broadened media, consists in the saturation
of the transition of a certain group of atoms (resonant atoms) by a strong laser
field. When a spectral line is Doppler broadened, a monochromatic travelling plane
wave interacts only with those atoms that have a velocity projection on the trav-
elling wave direction such that the atoms are nearly resonant with the field. The
range of velocities that satisfy this condition is given by the natural broadening of
the resonance line, i.e., the spontaneous emission decay rate. Hence, for this small
group of atoms the absorption probability is enhanced. For a strong enough field
causing saturation of the transition, the atomic population distribution is modified
giving rise to a dip or hole (Bennett hole [36]), centered at the resonant velocity.
This is the phenomenon known as spectral hole burning. Since the width of the
hole is determined by the homogeneous width, this phenomenon is very interesting
on spectroscopy [37–39] because allows to resolve fine and hyperfine structure even
in the presence of a much larger Doppler widths [38, 39]. The hole burning has
been studied since the earliest papers on lasers [36, 40–42]. Bennett investigated
this effect [36] for the Doppler broadened amplification line of a gas laser, and
Lamb [40] described the phenomenon within the context of a theoretical model
for an optical maser. Ha¨nsch et al. [41] observed remanent hole burning in sodium
D resonance lines with a repetitively pulsed tunable dye laser, and Schawlow and
Sorem [42] discussed the phenomenon in luminescent crystals, whose spectral lines
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are inhomogeneously broadened at low temperatures. This phenomenon has been
also studied in solid state physics, finding interesting phenomena as the lumines-
cence hole burning [43], and persistent spectral hole burning [44, 45]. In addition,
persistent spectral hole burning has been observed in quantum dots [46], and it
has been used to produce electromagnetically induced transparency [47] and slow
light [48]. It must be pointed out that the last results [47, 48] have also been
reported in Doppler broadened atomic vapors [49, 50].
1.1 Outline
The present work is organized as follows. In Chapter 2, the theoretical background
of this research work is introduced. In the first section, a detailed description of
the physical system under investigation, consisting of a two-level active gas, placed
in a unidirectional ring laser cavity, interacting with a single mode of an electro-
magnetic field, is performed. In the following sections of the chapter the optical
Bloch equations, which describe the temporal dynamics of the complete system,
are derived in the Semiclassical formalism. Whereas the field evolution equation is
derived from the Maxwell equations under the Slowly Varying Envelope Approxi-
mation, the population and coherence evolution equations are obtained using the
Schro¨dinger-von Neumann-Liouville formalism, under the Electric Dipole and Ro-
tating Wave Approximations. In order to obtain a self-consistent set of equations,
the polarization of the medium is assumed to act as a source term in the Maxwell
equations. Finally, the local field corrections, accounting for near dipole-dipole
interactions and typically present in dense media, are included in the medium
equations through the Lorentz-Lorenz relation.
In Chapter 3, the steady-state solutions of the optical Bloch equations, de-
rived in Chapter 2, including local field corrections are obtained in two different
situations: the atomic medium interacting with an externally applied electromag-
netic field and the medium generating a laser field itself. In the first situation
we distinguish between weak and relatively strong external fields, and the num-
ber of steady-state solutions as a function of the local field corrections parameter
is studied for each situation. While for the case of a weak probe field only one
steady-state solution is found and the static Lorentz shift is exhibited, when a
strong field is considered the system exhibit three different steady-state solutions
and the dynamic Lorentz shift is observed. Next, the lasing case is considered,
and again three different coexisting steady-state solutions are found for certain
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parameter values of the system and the dynamic Lorentz shift is also observed.
The stability of these solutions is analysed by means of a linear stability analysis,
revealing an intrinsic bistable behaviour of the system above a certain threshold
value of the local field corrections.
Chapter 4 deals with the inclusion of the Doppler effect in the dense two-
level laser system. First, the Doppler broadening, given by the inhomogeneous
broadening of a resonance line due to the atomic velocities, and the spectral hole
burning, which is due to the saturation of the transition of a small group of atoms
with a certain velocity, are discussed. Next, the optical Bloch equations in presence
of local field corrections are generalized in order to take into account the Doppler
effect. This procedure gives rise to an effective detuning which depends both on
the local field corrections and on the atomic velocity, and as a consequence the
velocity for which the atoms are in resonance with the field depends on the local
field corrections parameter. Finally the results obtained by the integration of
the generalized optical Bloch equations are presented. For local field corrections
parameter values below the threshold for bistability, the main effect, including
the atomic motion, is a linear displacement of the hole burning position with
the parameter L. For local field corrections values above the threshold, intrinsic
optical bistability is achieved and, the evolution of the two steady-state solutions
for the field amplitude as a function of the Doppler width is analysed for different
values of the local field corrections. The obtained behaviour is interpreted by
means of the population inversion and gain profiles as a function of the atomic
velocity. To finish the chapter, a discussion of the possible implementations of the
studied model in realistic systems is done.
Finally, in Chapter 5, we summarize the main results and the conclusions of
the research work are presented.
14
2Theoretical Background
The aim of this chapter is to introduce the physical system under investigation
and derive the so-called optical Bloch equations that will describe its temporal
dynamics. The detailed description of the physical system setup, consisting of a
pumped active gas medium placed in a unidirectional ring laser cavity, will be
done in the first section (Section 2.1). Next, we will derive, in the semiclassical
framework, the equations describing the dynamics of the complete system: the
electromagnetic (e.m.) field (Section 2.2) and the matter (Section 2.3) time evolu-
tion equations. On the one hand, the e.m. field equation will be obtained from the
Maxwell equations for a dielectric medium, under the Slowly Varying Envelope
Approximation. On the other hand, the medium equations will be derived assum-
ing the Electric Dipole and the Rotating Wave Approximations and using the von
Neumann-Liouville formalism. In order to complete the description of the system,
the self-consistency condition will be imposed in Section 2.4, making explicit the
influence of the atomic medium in the the e.m. field dynamics. Finally, local field
corrections accounting for near dipole-dipole interactions and typically present in
high density media, will be introduced through the Lorentz-Lorenz relation in
Section 2.5.
2.1 The Physical System
We consider the physical system sketched in Figure 2.1. It consists of an active
gas medium placed inside a unidirectional ring laser cavity1 (Figure 2.1(a)). The
active gas is assumed dense enough to make dipole-dipole interactions relevant.
In fact, throughout the present work, we will consider a gas density of adjustable
1This type of cavity gives rise to a traveling wave, thus one can avoid considering the space
dependence of the field along the cavity axis.
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value (N) to investigate the role of the local field effects. Moreover, the atomic
medium is assumed to be formed by a collection of open two-level (|a〉 and |b〉)
atoms,2 with transition frequency ωab, interacting with a single longitudinal mode
of the ring cavity, whose frequency is denoted by ωn (Figure 2.1(b)). Spontaneous
emission from the two atomic levels |a〉 and |b〉 to other atomic states at rates γa
and γb, respectively, is considered, as well as a pumping process, with rate Λ, that
populates the excited state, |b〉. Eventually, this pumping mechanism will be used
to create population inversion.
Active medium
Pumping
(a)
Λ
γ
a
b
abω nω
b
γ
a
(b)
Figure 2.1: Physical system under investigation: (a) Active medium placed in a unidi-
rectional ring cavity. (b) Open two-level (|a〉, |b〉) atom in interaction with a single e.m.
mode. ωab is the transition frequency, ωn is the e.m. mode frequency, γa and γb are the
spontaneous emission decay rates and Λ accounts for the rate of the pumping mechanism
that populates the upper level (|b〉) of the considered atomic transition.
2.2 Electromagnetic Field Equation
In the present section, the equation that governs the temporal dynamics of a single
cavity longitudinal mode of an e.m. field propagating in a dielectric medium is
derived under the Slowly Varying Envelope Approximation.
2The two-level approximation has been assumed, i.e., due to energy conservation and selection
rules the cavity e.m. field only couples two atomic levels.
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2.2.1 Maxwell Equations
The macroscopic Maxwell equations for a dielectric medium read:
~∇× ~H = ~J + ∂
~D
∂t
(2.1a)
~∇× ~E = −µ0∂
~H
∂t
(2.1b)
~∇ · ~B = 0 (2.1c)
~∇ · ~D = 0 (2.1d)
where ~E and ~B are the electric field and the magnetic induction, respectively,
~D = 0 ~E + ~P is the electric displacement with ~P the medium polarization, ~H =
~B/µ0, ~J = σ ~E is the current density with σ the conductivity, and finally, 0
and µ0 are the vacuum electric permittivity and vacuum magnetic permeability,
respectively.3 Inasmuch the medium is dielectric, like most of the optical materials,
the conductivity σ should be zero. However, we assume σ 6= 0 and constant
in order to modelize the losses of the laser cavity mirrors distributed along the
medium.
2.2.2 Wave Equation for the Electromagnetic Field
Applying the curl to Equation (2.1b) and using Equation (2.1a) and the vectorial
identity ~∇× (~∇× ~E) = ~∇(~∇ · ~E)−∇2 ~E, the wave equation for the electric field
is obtained:
∇2 ~E − µ0σ∂
~E
∂t
− µ00∂
2 ~E
∂t2
− ~∇(~∇ · ~E) = µ0∂
2 ~P
∂t2
(2.2)
From Equation (2.1d) and assuming a linear response of the medium ~P =
0χ~E, where χ is the dielectric susceptibility, one obtains ~∇· ~E = 0. Taking z as the
cavity axis and assuming that the variations of the electric field in the transversal
x and y directions are small compared with the wavelength, the Equation (2.2)
becomes:
∂2 ~E
∂z2
− µ0σ∂
~E
∂t
− µ00∂
2 ~E
∂t2
= µ0
∂2 ~P
∂t2
(2.3)
Expanding the spatial part of the wave equation into normal modes of the
3We have assumed magnetization ~M = 0 and magnetic permeability µ = µ0.
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form:
Un(z) = exp (iKnz) (2.4)
where Kn = ωcn/c is the wave number, ω
c
n is the angular frequency of the n-cavity
mode, and c = (µ00)−1/2 is the speed of light in vacuum, it is easy to see that
only a discrete number of longitudinal modes, satisfying the resonance condition
of the cavity:
ωcn = n
2pic
L
(2.5)
can survive within the cavity, being L the length of the ring resonator and n an
integer. Thus, the electric field can be written as:
~E(z, t) =
1
2
∑
n
~En(t)ei(Knz−ωnt−φn(t)) + c.c. (2.6)
where the sum is done over all the n allowed modes, ~En(t) and φn(t) are the real
amplitude and phase of the n mode, respectively, and ωn+ φ˙n(t) is the oscillation
frequency of the field, which is not necessarily equal to the cavity frequency ωcn
due to the dispersion effect of the active medium.
To simplify the following analysis, we merge the real amplitude and phase of
the n mode in a complex amplitude defined as ~˜En(t) = ~En(t)e−iφn(t). Therefore:
~E(z, t) =
1
2
∑
n
~˜En(t)ei(Knz−ωnt) + c.c. (2.7)
Accordingly, the induced polarization of the medium can be written as:
~P (z, t) =
1
2
∑
n
~˜Pn(t)ei(Knz−ωnt) + c.c. (2.8)
where ~˜Pn(t) is the complex component of the polarization for the mode n, and
typically is out of phase with respect to ~˜En(t). Note that the amplitudes
~˜En(t)
and ~˜Pn(t) have been imposed to be independent of z. This assumption comes from
the so-called Uniform Field Approximation [3], which considers the cavity losses
distributed along the medium instead of being localized in the mirrors.
In what follows the vectorial character of the field will be neglected in expres-
sions (2.7) and (2.8) since we assume that our medium is formed by two-level
atoms, which contribute to a single polarization of the electric field [3]. Then, by
inserting (2.7) and (2.8), without complex conjugates, into the wave equation (2.3),
18
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one obtains for each mode:[(
ωcn
c
)2
− µ00ω2n − iµ0σωn
]
E˜n + [−2iµ00ωn + µ0σ] ˙˜En + µ00 ¨˜En =
= µ0ω2nP˜n + 2iµ0ωn
˙˜Pn − µ0 ¨˜Pn (2.9)
We assume now that the amplitudes of the fields practically do not change in a
period and wavelength, i.e., we apply the Slowly Varying Envelope Approximation
(SVEA) given by:∣∣∣∣∂An∂t
∣∣∣∣ 2piT |An| −→
∣∣∣∣∂An∂t
∣∣∣∣ ωn |An| (2.10a)∣∣∣∣∂2An∂t2
∣∣∣∣ ωn ∣∣∣∣∂An∂t
∣∣∣∣ (2.10b)∣∣∣∣∂An∂z
∣∣∣∣ 2piλ |An| −→
∣∣∣∣∂An∂z
∣∣∣∣ kn |An| (2.10c)∣∣∣∣∂2An∂z2
∣∣∣∣ kn ∣∣∣∣∂An∂z
∣∣∣∣ (2.10d)
where An is the amplitude of the considered field. Assuming that the frequency
of mode n is similar to the cavity resonance frequency (ωn ' ωcn) and using the
SVEA (2.10) in Equation (2.9), the following equation for the temporal evolution
of the electric field is obtained:
˙˜En = − σ20 E˜n + i
ωn
20
P˜n (2.11)
It is important to realize that the polarization P˜n depends implicitly on the electric
field E˜n which means that equation (2.11) has to be solved in a self-consistent way.
An explicit expression for the medium polarization will be derived in Section 2.4.
2.3 Medium Equations
The aim of this section is to derive the Bloch equations, from the Schro¨dinger-
von Neumann equation, to describe the coherent evolution of a two-level medium
interacting with the cavity e.m. field under the Electric Dipole and the Rotat-
ing Wave approximations. In the last part of the section, incoherent processes
will be introduced phenomenologically in the equations using the Schro¨dinger-von
Neumann-Liouville equation.
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2.3.1 Coherent Dynamics
We consider the system shown in Figure 2.1(b), formed by a two-level atom in-
teracting with a single longitudinal mode of a ring cavity. The lower and upper
atomic states, with associated energies εa = 0 and εb = ~ωab, respectively, are
denoted by:
|a〉 =
(
1
0
)
, |b〉 =
(
0
1
)
(2.12)
and therefore, the wave function of the atom can be written as:
|ψ(t)〉 = ca(t) |a〉+ cb(t) |b〉 (2.13)
where ca(t) and cb(t) are the probability amplitudes of finding the atom in the
state |a〉 and |b〉, respectively.
As described in Section 2.2, the single longitudinal cavity mode of the electric
field is given by the expression (2.7). The spatial dependence of the field over
the size of the atom can be neglected under the Electric Dipole Approximation
(EDA).4 Therefore, assuming the atom placed at z = 0, the field reads:
~E(t) =
1
2
~˜En(t)e−iωnt + c.c. (2.14)
where ~˜En(t) is the complex amplitude of the field and ωn the oscillation frequency
in the absence of dispersive effects of the medium.
The Hamiltonian of the system, in the Semiclassical Theory framework, con-
sists on the sum of two terms:
Hˆ = Hˆ0 + HˆI (2.15)
where Hˆ0 (HˆI) is the free-atom (atom-field interaction) Hamiltonian. The unper-
turbed atomic Hamiltonian, Hˆ0, can be written in matricial form as:
Hˆ0 =
b∑
n=a
εn |n〉 〈n| = ~
(
0 0
0 ωab
)
(2.16)
4The Electric Dipole Approximation allows to ignore the spatial variation of the electromag-
netic field over the dimensions of the atom when the wavelength of the field is large compared
with the size of the atom (Bohr radius∼ 0.53 A˚). This approximation is fully justified in the
optical range (λ ∼ 1000 A˚).
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and the atom-field interaction Hamiltonian in the electric dipole interaction reads:
HˆI = −~ˆµ ~E(t) (2.17)
where ~E(t) is the electric field at the position of the center of mass of the atom
(2.14) and ~ˆµ = q~ˆr is the atomic dipole moment operator, with q the electron
charge and ~ˆr the position operator. The diagonal terms of the dipole moment
operator, ~ˆµ, are in general equal to zero due to parity reasons.5 Assuming atomic
states with opposite parity, the non-diagonal elements are different from zero and
therefore:
~ˆµ =
(
~µaa ~µab
~µba ~µbb
)
=
(
0 ~µab
~µab 0
)
= ~µab (|a〉 〈b|+ |b〉 〈a|) (2.18)
where ~µab = ~µba, since ~ˆµ is hermitic.
Then, by inserting (2.18) and (2.14) into (2.17), the interaction Hamiltonian
takes the form:
HˆI = −µab E˜
∗
n
2
eiωnt |a〉〈b| − µab E˜n2 e
−iωnt |b〉〈a| −
−µab E˜n2 e
−iωnt |a〉〈b| − µab E˜
∗
n
2
eiωnt |b〉〈a| =
(
0 −β˜∗eiωnt
−β˜e−iωnt 0
)
(2.19)
where β˜ ≡ µabE˜n
2~
is known as half of the Rabi frequency. Note that in (2.19), we
have assumed the electric field polarized in the direction of the dipole moment.
The first two terms of (2.19) correspond to the energy conserving processes where
the atom is excited from |a〉 to |b〉 absorbing one photon of the field or decays
from |b〉 to |a〉 emitting one photon. On the contrary, the last two terms do not
conserve energy and can be eliminated under the Rotating Wave Approximation.6
Inserting the atomic Hamiltonian (2.16) and the atom-field interaction Hamil-
5In general, the wave function ui(~r), corresponding to state |i〉 (i = a, b) in the Schro¨dinger
notation
`
ψ(~r, t) = caua(~r) + cbe
−iωabtub(~r)
´
, has well defined parity, so inevitably |~ui|2 is a
symmetric function in ~r. Then, ~µii = q
Z
~r |~ui|2 dr3 = 0 since ~r |~ui|2 is antisymmetric.
6In the interaction picture, these non conserving energy terms correspond to rapidly oscillating
terms (with e±i(ωn+ωab)t) and the Rotating Wave Approximation consists in the replacement of
those terms by their zero average values.
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tonian (2.19) in (2.15), the Hamiltonian of the system reads:
Hˆ = Hˆ0 + HˆI = ~
(
0 −β˜∗eiωnt
−β˜e−iωnt ωab
)
(2.20)
The time evolution of the state vector of the system (2.13) is governed by the
Schro¨dinger equation:
d
dt
|ψ(t)〉 = − i
~
Hˆ |ψ(t)〉 (2.21)
with Hˆ given by (2.20). However, the system can also be described by using the
density matrix operator, ρˆ:
ρˆ = |ψ(t)〉 〈ψ(t)| =
(
cac
∗
a cac
∗
b
cbc
∗
a cbc
∗
b
)
(2.22)
The diagonal elements of the density matrix (2.22), ρaa (ρbb) are real and
provide the probability that the atom is in the energy eigenstate |a〉 (|b〉), i.e.,
the population of |a〉 (|b〉). The non-diagonal elements, ρab and ρba, are complex
numbers and determine the coherence between levels |a〉 and |b〉, being non-zero
if the system is in a coherent superposition of |a〉 and |b〉.
The time evolution equation of the density matrix, i.e., the so-called Schro¨dinger-
von Neumann equation, is then derived from the Schro¨dinger equation (2.21) using
(2.22):
dρˆ
dt
= − i
~
[
Hˆ, ρˆ
]
(2.23)
To obtain the density matrix time evolution equations, it would be useful to
suppress the explicit temporal dependence in the Hamiltonian (2.20) by performing
the following unitary transformation:
Uˆ(t) = eiHˆ2t/~ =
(
1 0
0 eiωnt
)
(2.24)
with Hˆ2 = ~ωn |b〉 〈b|. The transformed Hamiltonian reads:
Hˆ = Uˆ(t)HˆUˆ−1(t) = ~
(
0 −β˜∗
−β˜ ωab
)
(2.25)
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Accordingly, the time evolution of the transformed density matrix is given by:
dρˆ
dt
=
d
dt
(
Uˆ(t)ρˆUˆ−1(t)
)
=
(
dUˆ
dt
)
ρˆUˆ−1 + Uˆ
(
dρˆ
dt
)
Uˆ−1 + Uˆ ρˆ
(
dUˆ−1
dt
)
(2.26)
Inserting then (2.23) in (2.26), and using the definition of Uˆ(t) (2.24), the
Schro¨dinger-von Neumann equation can be rewritten as:
dρˆ
dt
=
(
iHˆ2
~
)
ρˆ−
(
i
~
)
Uˆ
[
Hˆ, ρˆ
]
Uˆ−1 + ρˆ
(
− iHˆ2
~
)
=
= − i
~
[
Hˆ − Hˆ2, ρˆ
]
= − i
~
[
Hˆ3, ρˆ
]
(2.27)
with:
Hˆ3 = ~
(
0 −β˜∗
−β˜ ωab − ωn
)
= ~
(
0 −β˜∗
−β˜ ∆c
)
(2.28)
where ωn ' ωcn has been assumed, and the cavity detuning has been defined as
∆c = ωab − ωcn.
It is easy to see that the commutator in (2.27) takes the form:
[
Hˆ3, ρˆ
]
= ~
(
−β˜∗ρba + β˜ρab −β˜∗ (ρbb − ρaa)−∆cρab
β˜ (ρbb − ρaa) + ∆cρba −β˜ρab + β˜∗ρba
)
(2.29)
Thus, introducing (2.29) into (2.27), one obtains the time evolution equations
for the populations of |a〉 and |b〉 and the coherence between these two states:
ρ˙aa = i
(
β˜∗ρba − β˜ρab
)
= −ρ˙bb (2.30a)
ρ˙ab = iβ˜ (ρbb − ρaa) + i∆cρab = (ρ˙ba)∗ (2.30b)
2.3.2 Incoherent Processes
In the previous subsection the medium equations have been derived taking into ac-
count only the coherent contribution of the atom-field interaction. However, there
are incoherent processes affecting the dynamics of the system, e.g., spontaneous
emission and incoherent pumping, that should be taken also into account. In the
semiclassical formalism, these processes can be included phenomenologically in
the Schro¨dinger-von Neumann equation (2.27) through the Liouville operator Γρˆ
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yielding:
dρˆ
dt
= − i
~
[
Hˆ3, ρˆ
]
+ Γρˆ (2.31)
For the two-level atom under consideration (Figure 2.1(b)) the matrix elements
of the Liouville operator Γρˆ are:
〈a|Γρˆ |a〉 = −γaρaa (2.32a)
〈b|Γρˆ |b〉 = −γbρbb (2.32b)
〈a|Γρˆ |b〉 = −Γabρab (2.32c)
〈b|Γρˆ |a〉 = −Γbaρba = −Γabρba (2.32d)
where the rates γa and γb account for the population decay by spontaneous emis-
sion from |a〉 and |b〉, respectively, to external levels and Γab is the decay rate of
the coherence between levels |a〉 and |b〉. Note that Γba = Γab since ρab = ρ∗ba. For
simplicity we will assume that γa = γb = γ. To find a relationship between Γab
and γ let us recall that:
ρii = cic
∗
i (2.33a)
ρij = cic
∗
j (2.33b)
where i, j = {a, b}. Let us take the time derivative of (2.33a) and us the matrix
element (Γρ)ii:
c˙ic
∗
i + cic˙
∗
i = −γcic∗i (2.34)
Then, imposing that the coefficient ci evolves like:
c˙i = −Aici (2.35)
with Ai = ct, and inserting (2.35) into (2.34), we find that Aa = Ab =
γ
2 .
Performing the time derivative of the expression (2.33b) and using (2.35) with
the previous expressions of Ai, we obtain Γab = γ. Throughout the derivation of
this coherence decay term, only the spontaneous emission has been considered, i.e.,
we have assumed the radiative limit. However, there exist other mechanisms that,
despite preserving the populations, also produce a decrease in the coherence. The
elastic collisions are one of these effects that should be considered, particularly
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in dense media. During an elastic collision, the continuous coherent interaction
between the atom and the e.m. wave is interrupted, causing phase jumps in the
wave function of the atom and, therefore, affecting the coherence between the
atomic levels. This collisional effect will be taken into account by introducing an
additional rate γcol in Γab. Thus, we define a generic coherence decay rate γ⊥
that include the coherence decay due to both spontaneous emission and elastic
collisions:
γ⊥ = Γab + γcol (2.36)
The complete set of equations for the temporal evolution of the atomic popu-
lations and coherences for the two-level system read:
ρ˙aa = i(β˜
∗ρba − β˜ρab)− γρaa (2.37a)
ρ˙bb = −i(β˜∗ρba − β˜ρab)− γρbb + Λ (2.37b)
ρ˙ab = iβ˜
∗(ρbb − ρaa) + i∆cρab − γ⊥ρab = (ρ˙ba)∗ (2.37c)
where the pumping rate Λ, which populates the upper level |b〉, has been included
in (2.37b) phenomenologically.
2.4 Polarization of the Medium
We have shown in Section 2.2, that the field evolution equation (2.11) depends
explicitly on the polarization of the medium. In order to provide a complete de-
scription of the system, we derive in this section an expression for this polarization.
The cavity electric field induces microscopic electric dipole moments in the active
medium whose sum yields the macroscopic polarization of the medium, which acts
as a source term in the Maxwell equations. The condition of self-consistency then
requires that the original field equals the reaction field.
Let us begin defining the macroscopic polarization per unit volume as the
contribution of all the atomic electric dipole moments, µˆl, within that volume:
P = N
∑
l
〈µˆ〉l = N
∑
l
Tr (ρˆlµˆ) (2.38)
where N is the density of active atoms and we have used the definition of the
expected value of an operator in the density matrix formalism. Here ρˆl is the
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microscopic density operator associated to each atom.
We also define the macroscopic density operator as the statistical summation
of the microscopic density operators:
ρˆ =
∑
l
ρˆl (2.39)
Then, combining (2.38) and (2.39) the macroscopic polarization takes the form:
P = NTr (ρˆµˆ) = N (ρabµba + ρbaµab) (2.40)
This macroscopic polarization of the medium arises from the contribution of
all the dipole moments induced by the field. According to the self-consistency
condition it must equal the polarization field acting as a source term in the wave
equation for the electric field derived from the Maxwell equations (2.2). Consider-
ing only one mode and using the Electric Dipole Approximation, the polarization
field (2.8) can be rewritten as:
P (t) =
1
2
P˜ne
−iωnt + c.c. (2.41)
In order to compare both polarizations, (2.40) and (2.41), we introduce the
temporal dependence in the first one by performing the following unitary trans-
formation of the density matrix:
ρˆ = U−1(t)ρˆU(t) =
(
ρaa ρabe
iωnt
ρbae
−iωnt ρbb
)
(2.42)
where the unitary operator U(t) has been defined in (2.24). Then, using this
transformed density operator in (2.40), the macroscopic polarization becomes:
P (t) = N
(
µbaρbae
−iωnt + µabρabe
iωnt
)
(2.43)
By comparing expressions (2.41) and (2.43) we obtain:
P˜n = 2Nµabρba (2.44)
Finally, inserting this expression for the amplitude of the polarization into the
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field evolution equation (2.11) we obtain:
˙˜En = − σ20 E˜n + i
ωn
20
2Nµabρba (2.45)
In order to rewrite this expression in a compact form, let us define:
g =
Nωn |µab|2
2~0
(2.46a)
κ0 =
σ
20
(2.46b)
as the gain parameter and the cavity losses, respectively. Then, using the definition
β˜ =
µabE˜n
2~
, known as the half of the Rabi frequency, the field evolution equation
(2.45) takes the form:
˙˜
β = −κ0β˜ + igρba (2.47)
2.5 Local Field Corrections
In rarefied media the average distance between atoms/molecules is so large that
the macroscopic electric field and the field acting on any atom are practically equal.
However, in dense media, the polarization of the neighboring atoms gives rise to
an effective field, named local field or Lorentz field. The relationship between the
local field and the external field is given by the Lorentz-Lorenz relation [4]:
~E′ = ~E +
(
1
30
+ s
)
~P (2.48)
where s is the structure factor that accounts for the correlations of atomic positions
that occur in crystals, and is equal to zero in highly symmetric lattices. In addition,
it is also generally assumed to be equal to zero for amorphous media, e.g., atomic
gases. Therefore, in what follows:
~E′ = ~E +
~P
30
(2.49)
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Let us consider an e.m. field ~E and the induced polarization ~P as:
~E =
1
2
~˜Ene
−iωnt + c.c. (2.50a)
~P =
1
2
~˜Pne
−iωnt + c.c. (2.50b)
Assuming ~E and ~P parallel, and using (2.44) one obtains:
E′ =
(
1
2
E˜n +
Nρbaµab
30
)
e−iωnt + c.c. (2.51)
which introduced in the atom-field interaction Hamiltonian (2.17) and following
the same procedure as in Section 2.3 leads to the following Hamiltonian of the
system:
Hˆ3 = ~
 0 −(β˜∗ + LFCρab)
−
(
β˜ + LFCρba
)
∆c
 (2.52)
where we have defined
LFC =
|µab|2N
3~0
(2.53)
Finally, inserting (2.52) into the Schro¨dinger-von Neumann-Liouville equation
(2.31) the density matrix equations including local field corrections are obtained:
ρ˙aa = i(β˜
∗ρba − β˜ρab)− γρaa (2.54a)
ρ˙bb = −i(β˜∗ρba + β˜ρab)− γρbb + Λ (2.54b)
ρ˙ab = iβ˜
∗(ρbb − ρaa) + iLFCρab(ρbb − ρaa) + i∆cρab − γ⊥ρab = (ρ˙ba)∗
(2.54c)
Notice that the local field corrections only appear explicitly in the equation
of the atomic coherences, as a non-linear detuning depending on the population
difference.
2.5.1 Normalization of the Optical Bloch Equations
The optical Bloch equations, that describe the dynamics of the complete system,
contain the density matrix (2.54) and the field (2.47) equations:
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d˙ = −4 Im(β˜ρab)− γd+ Λ (2.55a)
ρ˙ab = iβ˜
∗d+ iLFCρabd+ i∆cρab − γ⊥ρab =
(
ρ˙ba
)∗ (2.55b)
˙˜
β = −κ0β˜ + ig(ρab)∗ (2.55c)
where we have defined the new variable d = ρbb− ρaa as the population inversion.
Equations (2.55) can be written in a normalized form by defining:
ρ10 =
g0ρab
γ2⊥
(2.56a)
d =
g0d
γ2⊥
(2.56b)
α˜ =
β˜
γ⊥
(2.56c)
τ = tγ⊥ =⇒ d
dτ
=
1
γ⊥
d
dt
(2.56d)
σ˜ =
κ0
γ⊥
(2.56e)
where
g0 =
N0ωn |µab|2
2~0
(2.57)
is the gain parameter corresponding to a reference value for the density of the
medium, N0.
The normalized equations read:
d˙ = b(r − d)− 4 Im(α˜ρ10) (2.58a)
ρ˙10 = iα˜∗d− [1− i(∆˜c + Ld)]ρ10 (2.58b)
˙˜α = −σ˜α˜+ ip(ρ10)∗ (2.58c)
where L = γ⊥p/3ωn corresponds to the local field corrections parameter, being p =
N/N0 the ratio between the density of the active mediumN and the reference value
N0. Moreover, the normalized pump rate becomes r = g0Λ/γ2⊥γ, the normalized
cavity detuning ∆˜c = ∆c/γ⊥, and the decay rate of the population inversion
b = γ/γ⊥. The normalization chosen in (2.58) is different from the usual way
to normalize the two-level laser equations [30, 31], in order to keep the explicit
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dependence of the local field corrections parameter with the atomic density. This
dependence is made explicit in our case through the parameter p.
Notice that the local field corrections term included in (2.58b) can be inter-
preted as a non-linear detuning (∆s = Ld). As we will discuss in the next chapter,
this term yields the Lorentz shift and, depending on the parameters, intrinsic op-
tical bistability.
30
3Steady-State Solutions and
Linear Stability Analysis
In this chapter, the role of the local field corrections (LFC) in the two-level laser
dynamics is analysed. First, in Section 3.1, the steady-state solutions of the optical
Bloch equations, derived in Chapter 2, are found, and a discussion of the static
(Subsection 3.1.1) and the dynamic (Subsection 3.1.2) Lorentz shifts is performed.
In the latter case, the non-linear shift of the frequency of the atomic transition gives
rise, above a threshold value for the atomic density, to three different coexisting
steady-state solutions; one trivial solution corresponding to a non-lasing state, and
two lasing solutions. In the last section (Section 3.2), the stability of these three
steady-state solutions is studied by means of a Linear Stability Analysis. The
results reveal an intrinsic bistable behaviour of the system within a certain range
of the cavity detuning parameter: the non-lasing and one of the lasing solutions
are both stable while the other non-trivial solution is always unstable.
3.1 Solutions of the System
It has been shown [8, 9] that, in the context of the amplification of a probe
field interacting with a two-level atomic medium, the inclusion of the local field
corrections (LFC) in the Bloch equations gives rise to a non-linear shift in the
frequency of the atomic transition proportional to the population inversion d, i.e.,
the so-called Lorentz shift:
∆s = Ld (3.1)
where L is the LFC parameter defined after (2.58). In the case of a weak probe
field, the population inversion is constant for all field detunings, and hence the
31
3. Steady-State Solutions and Linear Stability Analysis
resonance line shape is shifted as a whole with a constant value. This well known
effect is named static Lorentz shift. In contrast, if the applied field is intense
enough, the population distribution of the levels depends strongly on the detuning,
and therefore the shift varies along the resonance line shape, giving rise to the so-
called dynamic Lorentz shift.
In this section the steady-state solutions of the two-level optical Bloch equa-
tions derived in Chapter 2 (2.58) are obtained and both the static and the dynamic
Lorentz shifts are illustrated. In order to determine the stationary solutions of the
equations (2.58) it is convenient to use the following equivalent set of equations
by expressing the field as a real amplitude and phase and separating the real and
complex parts of the atomic coherence:
d˙ = b (r − d)− 4αY10 (3.2a)
X˙10 = −
(
∆˜ + Ld
)
Y10 −X10 (3.2b)
Y˙10 = αd+
(
∆˜ + Ld
)
X10 − Y10 (3.2c)
α˙ = −σ˜α+ pY10 (3.2d)
∆˜ = ∆˜c + p
X10
α
(3.2e)
where d is the population inversion, X10 and Y10 are the real and imaginary parts
of the coherence, respectively, α is the modulus of the amplitude of the generated
field, and ∆˜ = [ωab − (ωn + φ˙)]/γ⊥ is the field detuning, which differs from the
cavity detuning ∆˜c = [ωab−ωcn]/γ⊥ due to the dispersive effects of the medium, φ˙.
The rest of the parameters are as in (2.58): b is the decay rate of the population
inversion, r is the pump rate, L is the local field corrections parameter, p is the
gain parameter, and σ˜ are the cavity losses.
Notice that (3.2) is a set of five real equations which are not independent:
the phase of the field (or the field detuning, ∆˜) is completely determined with
the knowledge of the other variables. Therefore one can look for a set of four
independent real differential equations, by inserting (3.2e) into (3.2b) and (3.2c):
d˙ = b (r − d)− 4αY10 (3.3a)
X˙10 = −
(
∆˜c + p
X10
α
+ Ld
)
Y10 −X10 (3.3b)
Y˙10 = αd+
(
∆˜c + p
X10
α
+ Ld
)
X10 − Y10 (3.3c)
α˙ = −σ˜α+ pY10 (3.3d)
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3.1.1 Static Lorentz Shift
It is well known that, in a two-level atomic medium, the natural broadening of the
energy levels, which is due to the spontaneous emission phenomenon, gives rise
to a Lorentzian profile in the absorption/amplification spectrum of the medium
(dotted curve in Figure 3.1). This curve is centered at the transition frequency
of the two-level atom, and its full width at half maximum is the sum of the
spontaneous emission rates of the upper and lower levels. In order to study the
effect of the local field corrections in the absorption spectrum of a weak probe
electromagnetic field of amplitude αw and frequency ωw, interacting with our gas
of two-level atoms, we rewrite the Bloch equations (3.2a)-(3.2c) as:
d˙ = b (r − d)− 4αwY10 (3.4a)
X˙10 = −
(
∆˜w + Ld
)
Y10 −X10 (3.4b)
Y˙10 = αwd+
(
∆˜w + Ld
)
X10 − Y10 (3.4c)
where ∆˜w = [ωab − ωw]/γ⊥ is the probe field detuning. It is important to realise
that, since the probe field comes from an external source, the amplitude and the
phase can be considered now as constants, and thus αw and ∆˜w are parameters,
rather than variables.
Setting all time derivatives of equations (3.4) equal to zero, the steady-state so-
lution of the system can be obtained from the following equation for the imaginary
part of the atomic coherence:
AY 310 +BY
2
10 + CY10 +D = 0 (3.5)
where
A = −16L
2α2w
b2
(3.6a)
B =
8αwL
b
(
Lr + ∆˜w
)
(3.6b)
C = −
[
1 + L2r2 + 2∆˜wLr + ∆˜2w +
4α2w
b
]
(3.6c)
D = αwr (3.6d)
The discriminant of equation (3.5), denoted by δ, reads:
δ = −4DB3 +B2C2 − 4AC3 + 18ABCD − 27A2D2 (3.7)
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It can be shown from the coefficients (3.6) that δ is negative for a wide range
of parameter values, leading to only one real solution, but in the case of a probe
field with an intensity similar to the coherence decay rate b, i.e., α2w ∼ b, positive
values of δ can be found, and then three different real solutions of (3.5) are found,
as we will discuss later.
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Figure 3.1: Imaginary part of the atomic coherence as a function of the probe field
detuning for αw = 0.01, b = 0.5, r = 0.1 and L = 0 (dotted line), L = 50 (dashed line)
and L = 150 (solid line).
Let us consider first parameters such that δ < 0, e.g. take α2w  b. This implies
that the third degree equation (3.5) has only one real solution. In Figure 3.1 this
solution is plotted as a function of the probe field detuning, for different values
of the local field corrections parameter, L = 0, L = 50 and L = 150. The rest
of the parameters are αw = 0.01, b = 0.5 and r = 0.1. For L = 0, i.e., in
the absence of local field effects (dotted line), the maximum of the curve is at
∆˜w = 0 as expected. However, for different values of the local field corrections
parameter, L = 50 (dashed line) and L = 150 (solid line), a displacement of the
resonance line toward negative values of the detuning, the so-called static Lorentz
shift, is observed. This displacement in the amplification curve of the medium,
is produced by the non-linear detuning, proportional to the population inversion
(3.1), that appears in the optical Bloch equations (3.4) when local field corrections
are considered. Inasmuch the probe field is weak enough, the population inversion
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remains practically constant (d ' 0.1 for the set of the parameters used) for all
the field detunings, and therefore the shift increases linearly with the parameter
L.
We consider now the particular case in which δ > 0, that can be obtained, for
instance by imposing α2w = b. In this case, the discriminant reads:
δ = −64L
2
α2w
[
5∆˜4w + 16Lr∆˜
3
w + (50 + 18L
2r2)∆˜2w+
+8Lr(L2r2 − 10)∆˜w + L4r4 − 22L2r2 + 125
]
(3.8)
which can take positive values within a certain range of the probe field detuning
parameter. In Figure 3.2 different curves representing δ vs. ∆˜ω for b = 0.5,
αw =
√
b and r = 0.1, and L = 150 (solid line), L = 200 (dashed line) and
L = 250 (dotted line) are shown. One observe that the larger L, the greater
becomes the region in which δ > 0.
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Figure 3.2: Discriminant of the equation (3.5) as a function of the probe field detuning
for b = 0.5, αw =
√
b, r = 0.1, and L = 150 (solid line), L = 200 (dashed line) and
L = 250 (dotted line).
The fact that δ could take positive values in a certain range of probe field
detunings implies that equation (3.5) can exhibit three different real solutions
within this range, depending on the value of L. In Figure 3.3 we plot the solutions
of the equation (3.5) as a function of the probe field detuning parameter, for
35
3. Steady-State Solutions and Linear Stability Analysis
b = 0.5, αw =
√
b, r = 0.1 and L = 0 (dashed line) and L = 150 (solid line). The
steady-state solutions for the real part of the coherence, X10, obtained from the
solutions of the equation (3.5), are also plotted.
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Figure 3.3: Real (a) and imaginary (b) part of the atomic coherence as a function of the
field detuning for b = 0.5, αw =
√
b, r = 0.1, L = 0 (dashed line) and L = 150 (solid line).
As we can see in Figure 3.3(a) the effect of the local field corrections in this case
is completely different from the situation represented in Figure 3.1 in which the
Lorentzian profile is shifted as a whole. Here, the probe field is strong enough to
modify the population distribution and thus we observe a non-linear displacement
of the curve similar to that one finds when the lasing case is considered, in which
the population inversion depends on the generated intensity (Subsection 3.1.2). In
Figure 3.3(b), in the absence of local field corrections we observe the typical dis-
persion curve (dashed line), but when local field effects are considered (solid line)
this curve is shifted toward negative values of the field detuning and a loop that
connect the negative slope branch with the right side normal dispersion branch
appears.
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3.1.2 Dynamic Lorentz Shift
In contrast with the situation considered in the last subsection, in which the
field is externally applied to the two-level medium, we consider here the case in
which the field is generated by the active medium itself. In the lasing case, the
population inversion depends on the generated intensity, giving rise to a population
distribution as a function of the cavity detuning, which causes the dynamic Lorentz
shift.
To study this situation, the optical Bloch equations (3.3) are considered. When
the steady-state is reached, all the derivatives of (3.3) vanish and the stationary
solutions can be obtained from the following equation for the imaginary part of
the coherence:
0 = Y10
[
A+BY 210 + CY
4
10
]
(3.9)
where
A = b2σ˜
[
σ˜(∆˜c + Lr)2 − (pr − σ˜)(1 + σ˜)2
]
(3.10a)
B = 4pb
[
p(1 + σ˜)2 − 2Lσ˜(Lr + ∆˜c)
]
(3.10b)
C = 16L2p2 (3.10c)
On the one hand, equation (3.9) has a trivial solution, Y10 = 0, corresponding
to a situation in which the laser is not emitting. For this non-lasing solution the
amplitude of the field and the atomic coherence are zero, whereas the population
inversion of the transition equals the pump rate r:
X
(0)
10 = 0 Y
(0)
10 = 0 α
(0) = 0 d(0) = r (3.11)
On the other hand, (3.9) contains a biquadratic equation:
0 =
[
A+BY 210 + CY
4
10
]
(3.12)
which has at most four mathematical solutions, Y10 = ±√t+, ±√t−, where:
t± =
−B ±√B2 − 4CA
2C
(3.13)
However these four solutions correspond only to two different physical lasing states
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due to the invariance of the equations under sign change in the amplitude of
the field and the coherence terms. Therefore, the system exhibits always the
trivial solution (3.11), and zero, one or two different lasing solutions depending
on the parameters. From (3.13), it is easy to see that when B2 − 4CA > 0 and√
B2 − 4CA > B only one lasing solution, corresponding to Y10 = √t+, exists.
However, if B2 − 4CA > 0 and √B2 − 4CA < |B| with B < 0, two different
coexisting lasing steady-states solutions are found; Y10 =
√
t+ and Y10 =
√
t−.
In any other case the Equation (3.12) has no real solution and therefore only the
trivial solution (3.11) exists.
In order to determine the cavity detuning regions in which these lasing solu-
tions exist the previous conditions are used. Imposing the condition B2−4CA > 0
a higher limit of the cavity detuning for all lasing solutions is found:
∆˜c 6
p2 (1 + σ˜)− 4L2σ˜2
4Lpσ˜
≡ ∆˜c2 (3.14)
In addition, from the conditions
√
B2 − 4CA > B and √B2 − 4CA < |B|,
the lower cavity detuning limits in which the lasing solutions, Y10 =
√
t+ and
Y10 =
√
t− exist are, respectively:
∆˜c >
−Lr√σ˜ − (1 + σ˜)√pr − σ˜√
σ˜
≡ ∆˜c0 (3.15)
and
∆˜c >
−Lr√σ˜ + (1 + σ˜)√pr − σ˜√
σ˜
≡ ∆˜c1 (3.16)
From (3.14), (3.15) and (3.16), it can be seen that the system exhibits only
one lasing solution in the cavity detuning range given by:
∆˜c0 6 ∆˜c < ∆˜c1 (3.17)
and at:
∆˜c = ∆˜c2 (3.18)
while two different lasing solutions can be found in the region:
∆˜c1 6 ∆˜c < ∆˜c2 (3.19)
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From these conditions, one can see that there is a minimum value of the local
field corrections parameter, Lth, above which there are two steady-state lasing
solutions. This critical value can be easily obtained imposing ∆˜c1 = ∆˜c2:
Lth =
p (1 + σ˜)
2
√
σ˜ (pr − σ˜) (3.20)
Figure 3.4 shows the dependence of this threshold value with (a) r, (b) σ˜ and
(c) p. By increasing r, with the rest of the parameters fixed, the threshold value
of the local field corrections parameter, Lth, diminishes exponentially to zero,
whereas for fixed values of p and r (σ˜ and r), the threshold exhibits a minimum
at a given σ˜ (p).
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Figure 3.4: Threshold value of the local field corrections parameter as a function of (a)
r with σ˜ = 0.5 and p = 250, (b) σ˜ with r = 0.1 and p = 250, and (c) p with σ˜ = 0.5 and
r = 0.1.
The steady-state lasing solutions for the amplitude of the field, obtained from
(3.3d) and (3.12), are shown in Figure 3.5 as a function of the cavity detuning,
for p = 250, σ˜ = 0.5, b = 0.5 and r = 0.1, and (a) L = 0 (dotted line), L = 20
(dashed line) and L = Lth (solid line), where Lth ' 53.6 for the parameters
used, and (b) L = 0 (dotted line) and L = 150 (dashed line). For L = 0 (dotted
lines), i.e., in the absence of local field corrections, the curve is symmetric with the
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maximum value at ∆˜c = 0 as expected. However, when the local field corrections
parameter is increased, a clear displacement of the basis of the resonance line-
shape is observed (Figure 3.5(a)), while the shift of the peak is rather small.
This is due to the fact that the population distribution depends on the generated
intensity: the highest intensity corresponds to the lowest population difference, in
fact, d ' 0, and thus the shift (∆s = Ld) of the peak at maximum intensity is
practically zero. On the contrary, in the basis of the curve is where the population
inversion is maximum, and hence the shift is larger. For the solid curve represented
in Figure 3.5(b), the local field corrections parameter has been taken above the
critical value, L = 150 > Lth (the case L = 0 is shown again for comparison,
represented by a dotted line). We observe that the magnitude of the shift in
the resonance line is such that two different lasing solutions appear in the region
between ∆˜c1 and ∆˜c2. In what follows, we will refer to those two solutions as the
higher intensity (HI) lasing solution and the lower intensity (LI) lasing solution.
Notice that the analytical limits for the coexistence of the different solutions, found
in (3.19) and (3.17), evaluated for the parameters used in Figure 3.5(b) agree with
the position of the vertical dashed lines in Figure 3.5(b): ∆˜c0 = −25.5, ∆˜c1 = −4.5
and ∆˜c2 = 1.6.
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Figure 3.5: Lasing solutions for the amplitude of the generated field as a function of the
cavity detuning for p = 250, σ˜ = 0.5, b = 0.5, r = 0.1 and (a) L = 0 (dotted line), L = 20
(dashed line), L = Lth ' 53.6 (solid line); (b) L = 0 (dotted line), L = 150 (solid line).
The vertical dashed lines in (b) indicate the limits of the region in which only one lasing
solution exists (∆˜c0 6 ∆˜c < ∆˜c1) and the region of coexistence the two lasing solutions
(∆˜c1 6 ∆˜c < ∆˜c2).
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3.2 Linear Stability Analysis
In the previous section the coexistence of three different steady-state solutions in
the presence of local field corrections has been reported. Here, we analyse the
stability of these solutions by means of a linear stability analysis. As reported in
what follows, the results of this analysis reveals that two of the three coexisting
solutions (the non-lasing and the HI lasing solution) are always stable, while the
third one (LI lasing solution) is always unstable, for any set of parameter values
satisfying the coexistence conditions, (3.19), i.e., our system shows intrinsic optical
bistability.
In order to perform the linear stability analysis we consider a general steady-
state solution of the optical Bloch equations (3.3), S =
(
α(i), d(i), X
(i)
10 , Y
(i)
10
)
and apply a small perturbation of the form:
α = α(i) + δαeλt (3.21a)
d = d(i) + δdeλt (3.21b)
X10 = X
(i)
10 + δX10e
λt (3.21c)
Y10 = Y
(i)
10 + δY10e
λt (3.21d)
where λ is a complex exponential growth rate. Substitution of (3.21) into the full
optical Bloch equations (3.3), up to first order, gives rise to the following set of
equations:
λδα = −σ˜δα− pδY10 (3.22a)
λδd = 4α(i)δY10 + 4Y
(i)
10 δα− bδd (3.22b)
λδX10 =
(
X
(i)
10
α(i)
p− Ld(i) − ∆˜c
)
δY10 − LY (i)10 δd−
−
(
1 +
Y
(i)
10
α(i)
p
)
δX10 +
X
(i)
10 Y
(i)
10
(α(i))2
pδα (3.22c)
λδY10 =
(
α(i) + LX(i)10
)
δd+
d(i) −(X(i)10
α(i)
)2
p
 δα+
+
(
Ld(i) + ∆˜c +
2X(i)10
α(i)
p
)
δX10 (3.22d)
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These equations can be written as an eigenvalue problem:
(M − λI)δ~v = 0 (3.23)
where I is the identity matrix, and we have defined the complex perturbed state
vector:
δ~v =

δα
δd
δX10
δY10
 (3.24)
and the stability matrix, M :
M =

−σ˜ 4Y (i)10 −
X
(i)
10 Y
(i)
10
(α(i))2
p −d(i) +
(
X
(i)
10
α(i)
)2
p
0 −b LY (i)10 −LX(i)10 − α(i)
0 0
Y
(i)
10
α(i)
p− 1 −Ld(i) − ∆˜c − 2X
(i)
10
α(i)
p
−p 4α(i) Ld(i) + ∆˜c + X
(i)
10
α(i)
p −1

(3.25)
The secular equation of the problem is given by:
det(M − λI) = 0 (3.26)
In the following subsections, this equation will be solved for the case of the non-
lasing (Subsection 3.2.1) and the lasing (Subsection 3.2.2) solutions, in order to
find the stability conditions. From the perturbed steady-state solution defined
in (3.21) it is easy to see that for Re(λ) < 0 the perturbative terms decrease
exponentially and thus a stable situation will be achieved, whereas for Re(λ) > 0
these terms grow exponentially and the solution will be unstable. Considering the
imaginary part of the eigenvalues one can see that in the case Im(λ) = 0, only the
real part contributes to the system dynamics and then an exponential behaviour is
expected, while for Im(λ) 6= 0 the complex perturbative terms add an oscillating
component to the system dynamics.
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3.2.1 Stability of the Trivial Solution
We consider first the trivial solution given by X(0)10 = Y
(0)
10 = α
(0) = 0 and d(0) = r.
To solve the secular equation (3.26) we must avoid the divergence of the elements
in the stability matrix (3.25) that contain α(0) = 0 in the denominator. For this
purpose we assume that the variables X10 and Y10 have a linear behaviour with
the field amplitude in the limit α→ 0, i.e.:
X10 ' U(∆˜c)α (3.27a)
Y10 ' V (∆˜c)α (3.27b)
where U(∆˜c) and V (∆˜c) can be found from the Equations (3.3) at the steady-
state. Therefore, the stability matrix (3.25) evaluated for the trivial solution
(3.11) becomes:
M =

−σ˜ 0 UV p −r + U2p
0 −b 0 0
0 0 V p− 1 −Lr − ∆˜c − 2Up
−p 0 Lr + ∆˜c + Up −1
 (3.28)
From Equation (3.26) and using (3.28), four different eigenvalues are found,
λ
(tr)
1 , λ
(tr)
2 , λ
(tr)
3 and λ
(tr)
4 , whose real and imaginary parts are plotted as a func-
tion of the cavity detuning (Figure 3.6), using the same parameter values as in
Figure 3.5 for L = 150. On the one hand, the stability of the solution is deter-
mined by the sign of the real part of the eigenvalues. According to Figure 3.6(a)
all the real parts are negative except for λ(tr)4 between the limits ∆˜c0 = −25.5
and ∆˜c1 = −4.5. Thus the non-lasing solution is unstable within this region and
stable out of it. On the other hand, in the stable region, the dynamics of the
system under small perturbations can be analysed by considering imaginary part
of the eigenvalue with smaller absolute real part. In this case, the eigenvalue with
minimum absolute real part corresponds to λ(tr)3 for the most of cavity detuning
values, but also to λ(tr)4 in a small range near ∆˜c0 and ∆˜c1. In both cases, because
of their null imaginary part the system should exhibit an exponential behaviour.
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Figure 3.6: Real (a) and imaginary (b) parts of the eigenvalues of the secular equa-
tion (3.26) for the trivial solution versus the cavity detuning, for L = 150. The other
parameter values are the same as in Figure 3.5.
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3.2.2 Stability of the Lasing Solutions
Considering now the two lasing solutions and using the same parameters as in
Figure 3.5 for L = 150, the eigenvalue equation (3.23) is solved again. Four
different eigenvalues are found for each solution: λ(HI)1 , λ
(HI)
2 , λ
(HI)
3 and λ
(HI)
4
corresponding to the HI lasing solution, and λ(LI)1 , λ
(LI)
2 , λ
(LI)
3 and λ
(LI)
4 for the
LI lasing solution.
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Figure 3.7: Real (a) and imaginary (b) parts of the eigenvalues of the secular equa-
tion (3.26) for the higher intensity non-trivial solution versus the cavity detuning, for
L = 150. The other parameters are as in Figure 3.5.
The dependence of the real and imaginary parts of the eigenvalues λ(HI)1 , λ
(HI)
2 ,
λ
(HI)
3 and λ
(HI)
4 versus the cavity detuning is shown in Figure 3.7. The curves of
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the real part of the eigenvalues (Figure 3.7(a)), clearly show that all the eigenvalues
have negative real part, and thus the HI lasing solution is stable for all the studied
range of cavity detuning. In addition, since the eigenvalues with real part closer to
zero have non-null imaginary parts, the system is expected to perform oscillations
when it reaches the steady-state, at the corresponding frequency ω = Im (λ).
The real and imaginary parts of the eigenvalues corresponding to the LI lasing
solution (λ(LI)1 , λ
(LI)
2 , λ
(LI)
3 and λ
(LI)
4 ) are plotted in Figure 3.8 as a function of the
cavity detuning. Since Re(λ(LI)4 ) is positive in the whole range of cavity detunings
this solution is unstable.
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Figure 3.8: Real (a) and imaginary (b) parts of the eigenvalues of the secular equa-
tion (3.26) for the lower intensity lasing solution versus the cavity detuning, for L = 150.
The other parameter values are the same as in Figure 3.5.
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The results of our linear stability analysis are summarized in Figure 3.9(a),
which shows the solutions for the amplitude of the generated field versus the cavity
detuning parameter, ∆˜c. The stable solutions are represented with solid lines,
while the unstable ones are represented with dotted lines. The vertical dashed
lines, as in Figure 3.5(b), mark the limits of existence of the lasing solutions.
These limits, given by (3.17) and (3.19), are represented in Figure 3.9(b) as a
function of the local field parameter L. The vertical dashed line indicates the
threshold value, Lth, given by (3.20), above which bistability occurs and the area
determined by ∆˜c1 and ∆˜c2 (gray region) corresponds to the bistability region.
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Figure 3.9: (a) Stable (solid line) and unstable (dotted line) solutions for the amplitude
of the field as a function of the cavity detuning for p = 250, σ˜ = 0.5, b = 0.5, r = 0.1
and L = 150. (b) Limits of the lasing solutions as a function of the local field corrections
parameter, L, for p = 250, σ˜ = 0.5 and r = 0.1.
47
3. Steady-State Solutions and Linear Stability Analysis
The analytical results obtained in this section have been contrasted with the
evolution of the amplitude of the field, obtained from the numerical integration
of the optical Bloch equations (2.58). This numerical integration has been per-
formed using a Runge-Kutta-Fehlberg routine. The analytical solutions shown in
Figure 3.9(a) agree with the steady-state solutions obtained numerically. In addi-
tion, the dynamics exhibited by the variables α, d, X10 and Y10 in the numerical
calculations is in good agreement with the predictions done from figures 3.6(b)
and 3.7(b).
In conclusion, we have shown that the two-level lasing system under investi-
gation exhibit coexistence of two stable steady-state solutions, i.e., bistability is
achieved in the stationary regime for a certain region of the cavity detuning when
the local field corrections parameter, L, is above a threshold value, Lth.
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This chapter deals with the inclusion of the Doppler effect in the studied two-level
gas laser in the presence of local field corrections. The Doppler effect, which is
due to the atomic motion of the atoms, is introduced in Section 4.1 and a theo-
retical description of the Doppler broadening and the hole burning phenomenon,
both caused by the Doppler effect, is presented. In Section 4.2 the optical Bloch
equations derived in Chapter 2 are generalized to include the Doppler broaden-
ing. Next, the numerical results obtained by integration of the generalized optical
Bloch equations are presented in Section 4.3. The effect of the local field correc-
tions in the hole burned in the population distribution, due to the saturation of
the transition, is investigated first for cases in which the local field corrections
are below the threshold value Lth. For values of L above the threshold, in which
the system exhibits intrinsic optical bistability, the behaviour of the amplitude of
the field as a function of the Doppler width is also analysed, and interpreted by
studying the population inversion and gain distributions over velocity classes for
different Doppler widths and local field corrections parameter values. Finally, in
Section 4.4, we discuss the possibility of implementing the reported phenomena
considering realistic parameters.
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4.1 Introduction
4.1.1 Doppler Broadening
Up to now, we have considered only the homogeneous broadening case, i.e., it
has been considered that all the atoms “see” the external field with the same
frequency and therefore, the detuning is independent of the atom under consider-
ation. Nevertheless, in vapor cells at finite temperature, the atoms are in thermal
equilibrium and they move randomly in all directions with a velocity interval given
by the temperature of the gas, e.g., typical average atomic velocities in vapor cell
at room temperature range between 102-103 m/s. Such atomic motion implies
that, in general, when dealing with an optical transition, the Doppler effect has
to be taken into account. This means that an atom with velocity ~v “sees” a light
field of frequency ωn, with a shifted frequency given by:
ωd(~v) = ωn
[
1− ~v
c
~u
]
(4.1)
where ~u is the unitary vector in the direction of the propagation of the field and
c is the speed of light in vacuum. The difference between the nominal frequency
of the field and the shifted frequency, ∆d ≡ ωn~v
c
~u, is named Doppler shift.
In a vapor cell in thermal equilibrium, all directions of the moving atoms are
equiprobable, i.e., the velocity distribution of the particles is isotropic. There-
fore, the velocity projection of the particles in a given direction (the propagation
direction of the laser field) can be modelized by a Maxwell distribution:
P (v) =
1
η
√
pi
exp
(−v2/η2) (4.2)
where η =
√
2KBT/m is the most probable velocity, with KB the Boltzmann’s
constant, T the temperature, and m the mass of the atom. Accordingly, the
velocity distribution for the atomic density, N(v), and for the population inversion,
d(v), read:
N(v) =
NT
η
√
pi
exp
(−v2/η2) (4.3a)
d(v) =
dT
η
√
pi
exp
(−v2/η2) (4.3b)
where NT is the total density of atoms and dT is the total population inversion.
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Then, the spectral-line shape of the whole set of particles S(ω) is determined by
the line-shape envelop of an individual particle with the Doppler-shift distribution:
S(ω) =
∫
av(ω, v)P (v)dv (4.4)
where av(ω, v) is the spectral line of a single particle in the presence of Doppler
effect. Considering the Maxwellian velocity distribution of the particles (4.2), the
total full width at half maximum (FWHM) of the spectral line due to the Doppler
effect ∆ωd is given by:
∆ωd = 2
√
ln 2
η
c
ωn (4.5)
In general, the presence of Doppler effect in optical systems is not desirable
since it causes an important broadening of the resonance line. For instance, in a
vapor cell at room temperature, the Doppler width of an optical transition, e.g.,
∼ 1 GHz, is considerably larger than the homogeneous width of an electric dipole
allowed transition, e.g., ∼ 10 MHz. The broadening of the resonance line causes
that the number of atoms that contribute to the gain of the laser, i.e., the atoms
that are resonant with the cavity frequency, diminishes when the Doppler width
increases. This leads in a two-level lasing system to a progressive decrease of the
field amplitude with increasing Doppler width and eventually, in our case, to a
loss of bistability above a certain value of the Doppler width, as we will see in
Subsection 4.3.2.
4.1.2 Hole Burning
A Doppler-broadened spectral line is basically the convolution of a large number of
homogeneous broadened spectral lines, corresponding to individual atoms/molecules
with different velocities. Thus, when the spectral line is Doppler broadened, the
electromagnetic (e.m.) field interacts only with atoms with which it is nearly in
resonance. For instance, consider a single mode of a travelling plane wave of the
form:
E(~r, t) = En(t)cos(ωnt− ~Kn~r + φ(t)) (4.6)
where En and φ(t) are the amplitude and the phase of the field, respectively,
ωn+ φ˙(t) is the oscillation frequency of the field and, Kn = ωn/c the wave number
with c the speed of light in vacuum. Then, the travelling wave interacts only with
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atoms at the resonance frequency ωn + φ˙ = ωab + ~Kn~v, being ωab the frequency
of the atomic transition, within the spectral range of the homogeneous width, 2γ,
where γ is the spontaneous emission decay rate of both the upper and the lower
levels of the two-level system (Figure 2.1(b)). Then, the resonance condition reads:∣∣∣ωab − (ωn + φ˙) +Knv∣∣∣ ≤ 2γ (4.7)
In other words, only the atoms with velocity within the range:
v ≤ c
ωn
∣∣∣2γ + ωab − (ωn + φ˙)∣∣∣ (4.8)
will interact with the e.m. field.
So the e.m. field can change the state of this small part of atoms and dis-
criminate them from the rest of the atoms, with velocities do not satisfying the
resonance condition (4.8). If the intensity of the light field is sufficient to transfer
a considerable part of the atoms to the excited state of the transition, the equi-
librium population distribution of velocities, d(v), can be altered. Consider the
probability Wab of absorption of an atom with velocity ~v, under the influence of
the travelling wave (4.6) [37]:
Wab(v) =
G
2
γ2
(∆ +Knv)2 + γ2(1 +G)
(4.9)
where ∆ = ωab − (ωn + φ˙) is the detuning of the field, G = (µabEn/~γ)2 de-
notes the saturation parameter of the transition, µab is the matrix element of the
dipole moment of the transition and ~ is the Planck’s constant. The peak of this
Lorentzian function is centered at the resonance velocity:
Knvres = −∆ (4.10)
and its width reads:
∆Wab = 2γ
√
1 +G (4.11)
Then, since the probability of transition of the atoms (4.9) is determined by
the saturation parameter G and by the Doppler shift, the lower and the upper level
develops a shortage and an excess, respectively, of atoms with velocities that fulfill
the resonance condition (4.8). Therefore, the population inversion distribution in
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the presence of a saturating field is modified from the Maxwellian distribution
d(v), given by (4.3b), as follows [37]:
d′(v) = d(v) [1− 2Wab(v)] (4.12)
The three terms appearing in (4.12) are plotted schematically in Figure 4.1
as a function of the Doppler shift, Knv. As we see in Figure 4.1(a), the term
[1− 2Wab(v)] exhibits a hole centered at the resonance velocity (4.10) (vertical
line). The depth of the hole is determined by the saturation parameter G, and its
width depends on the homogeneous width and the saturation parameter according
to (4.11). The population distribution of the projections of atomic velocities in
the laser-beam direction (4.12) in the presence, d′(v), and in the absence, d(v), of
saturation are depicted in Figure 4.1(b) with solid and dashed lines, respectively.
In this figure we show how the saturation of the transition for the resonant atoms
plotted in Figure 4.1(a) modifies the population inversion d(v) (dashed line), giving
rise to the hole in the profile of d′(v) (solid curve). The appearance of such a narrow
structure inside the Doppler profile due to the saturation of the transition is known
as hole burning, and it can only be observed with monochromatic, collimated and
relatively intense radiation, i.e., with a saturating laser field.
Finally, note that the hole burned in the population distribution d′(v) (solid
line in Figure 4.1(b)) is centered near the resonance velocity (vertical line), but
does not coincide exactly with this value (see Figure 4.1(a)). This discrepancy
is due to the fact that when the distribution of atomic velocities is taken into
account, the minimum of the population distribution does not correspond to the
minimum of the term [1− 2Wab(v)] but to a value which, in general, tends to move
away from the maximum of the Maxwell distribution, i.e., from the central velocity.
This displacement depends on the relative position of the resonance velocity in the
Maxwell distribution. If the hole plotted in Figure 4.1(a) is in a range of velocities
corresponding to a flat region of the Maxwell distribution d(v) the displacement
of the hole position in the population distribution d′(v) will be small, whereas if
the resonance velocity is in a high slope region of d(v) the displacement of the
hole burned in d′(v) will be larger. For the same reason, the width of the hole
does not exactly match with the width of the curve of Figure 4.1(a). Therefore
these discrepancies will be only appreciable in case in which the Doppler width is
similar to the width of the hole, i.e., the homogeneous width. For Doppler widths
much larger, the values of the Maxwellian distribution which modify the hole are
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almost constant, and thus the shape and the position of the hole does not change.
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Figure 4.1: (a) Coefficient [1− 2Wab(v)] as a function of the Doppler shift. (b) Schematic
distribution of the population inversion as a function of the Doppler shift with (solid line)
and without (dashed line) saturation of the transition.
4.2 Equations in the presence of Doppler broadening
The aim of this work is to study the effect of the Doppler broadening in the optical
bistability induced by the local field corrections. Therefore, in the following we
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will take into account the motion of the two-level atoms placed in the vapor cell
at finite temperature, and we will introduce the necessary modifications into the
normalized optical Bloch equations (2.58), derived in Chapter 2, to describe the
system. The normalization used in what follows is the same as defined in (2.56)
(Subsection 2.5.1). Consider an atom with a velocity projection in the direction
of the propagation of the field, v. From (4.1) it is immediately seen that the atom
exhibits a velocity dependent detuning ∆˜dc(v) given by:
∆˜dc(v) = ∆˜c +Ωv , Ω =
ωn
γ⊥c
(4.13)
where ∆˜c = (ωab − ωn)/γ⊥ is the normalized cavity field detuning, ωab is the
frequency of the atomic transition, ωn is the nominal frequency of the field, γ⊥
is the coherence decay rate used for the normalization and c is the speed of light
in vacuum. As a consequence of this velocity dependence in the frequency, the
population inversion and the atomic coherence become velocity dependent and
one must perform an integration in the field equation (2.58c) and in the evolution
equation of the atomic coherence (2.58b) to obtain the contribution of all the
atoms to the field and to the local field corrections, respectively. Then the optical
Bloch equations (2.58) read:
˙˜α = −σ˜α˜+ ip
∫
ρ10(v)∗dv (4.14a)
ρ˙10(v) = iα˜∗d(v)−
[
1− i
(
∆˜dc(v) + L
∫
d(v)dv
)]
ρ10(v) (4.14b)
d˙(v) = b [r(v)− d(v)]− 4 Im [α˜ρ10 (v)] (4.14c)
where α˜ is the complex amplitude of the field, ρ10(v) and d(v) are the atomic
coherence and the population inversion, respectively, for an atom with a given
velocity v in the propagation direction of the field, σ˜ is the damping rate of the
field due to cavity losses, p = NT /N0 is the ratio between the total density of
atoms NT and a reference value N0, L = γ⊥p/3ωn is the normalized local field
corrections parameter and b is the decay rate of the population inversion. The
parameter r(v) is the pumping rate, which becomes velocity dependent since we
consider an open two-level system and therefore the pumping rate for each atom
depends on the number of atoms with the same velocity. Then, the total pumping
rate can be defined as r =
∫
r(v)dv.
Since the atoms of the medium are in a vapor cell we will take the standard
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Maxwellian velocity distribution given by (4.3b), characterized by the full width at
half maximum (FWHM) of the absorption profile of a purely Doppler-broadened
vapor (4.5), which reads in normalized form:
∆˜ωd = 2Ω
√
ln 2η (4.15)
To obtain the time evolution of the system we have integrated the equations (4.14a),
(4.14b) and (4.14c) by using a Runge-Kutta-Fehlberg routine. The velocity dis-
tribution is splitted into discrete groups or velocity classes with all the atoms
belonging to a given group taken as moving with the same velocity. In all cases
shown below we have considered a velocity distribution with more than 99.7% of
the atoms and a large enough number of velocity classes to assure the convergence
of the results.
4.3 Results
4.3.1 Local Field Corrections dependence in the Hole Burning
We have seen (Section 4.1) that, in relatively intense lasers and in the presence
of the Doppler effect, the e.m. field saturates the transition of atoms belonging
to a certain range of velocities. This effect leads to a Lorentzian-shaped hole
in the population inversion distribution as the one shown in Figure 4.1(b), phe-
nomenon known as hole burning. This hole is centered at the resonance velocity
and, whereas its width depends on both the homogeneous width and the satura-
tion parameter, i.e., the intensity of the field, its depth depends only on the latter.
On the other hand, we have shown in the previous chapter that the inclusion of
the local field corrections in the optical Bloch equations gives rise to a term pro-
portional to the population inversion, ∆s = Ld, which can be interpreted as a
non-linear detuning, and it is responsible for the static and the dynamic Lorentz
shifts, and for the intrinsic optical bistability when the parameter L is above a
threshold value (L > Lth).
In the Doppler broadened case and in the presence of local field corrections
the effective detuning in the coherence equation (4.14b), ∆˜dc(v) + LdT , has two
different contributions: one contribution due to the Doppler effect, Ωv, and the
other due to the local field corrections, LdT , where dT =
∫
d(v)dv. Consequently,
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the resonance condition for the atomic velocities takes the form:∣∣∣∆˜d(v) + LdT ∣∣∣ ≤ 2b (4.16)
where ∆˜d(v) = ∆˜dc(v) − φ˙/γ⊥ is the field detuning, φ˙ is the dispersion of the
medium, γ⊥ is the transverse decay rate used for the normalization and b = γ/γ⊥
is the decay rate of the population inversion. This implies, that the position of the
hole burned in the population distribution depends now also on the parameter L
and on the total population inversion, dT :
Ωvres = φ˙/γ⊥ − ∆˜c − LdT (4.17)
To study the dependence of the hole burning position on the local field correc-
tions parameter, we consider values of L below the threshold value for bistability.
The population distribution at the steady-state is plotted in Figure 4.2(a) as a
function of the normalized Doppler shift Ωv, for L = 0 (solid line), L = 20 (dashed
line) and L = 40 (dotted line). The Doppler width is fixed at ∆˜ωd = 10, value
for which we can assure that the hole position corresponds to the resonance veloc-
ity (4.17) (see discussion of Figure 4.1), and the rest of the parameters are ∆˜c = 0,
σ˜ = 0.5, b = 0.5, p = 250 and r = 0.1. Since we have fixed ∆˜c = 0, in the absence
of local field corrections (solid line) the population distribution is symmetric and
centered at the position of the hole (Ωv = 0). However, increasing L, we observe a
displacement of the hole position towards negative velocities. Note that the width
of the hole as well as its depth, which depends on the population decay rate b
and on the saturation parameter G = (2α˜/b)2, remain constant when L varies.
As we can appreciate in Figure 4.2(b), in which the hole position (green circles),
given by the resonance velocity Ωvres, the Lorentz shift LdT (red squares) and the
dispersive effects φ˙/γ⊥ (blue crosses) are plotted as a function of the local field
corrections parameter, the displacement of the hole is linear with the parameter L
and satisfies (4.17). In addition, it is important to note that this linear behaviour
is exhibited not only for this value of the Doppler width ∆˜ωd = 10, but also for a
wide range of values large enough to ensure that the hole position corresponds to
the resonance velocity (see discussion of Figure 4.1).
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Figure 4.2: (a) Population inversion distribution as a function of the Doppler shift for
L = 0 (solid line), L = 20 (dashed line), L = 40 (dotted line), ∆˜c = 0, p = 250, σ˜ = 0.5,
b = 0.5, r = 0.1 and ∆˜ωd = 10 and (b) hole burning position (green circles), Lorentz shift
(red squares) and dispersion of the medium (blue crosses) for the same parameters.
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This linearity in the position of the hole comes from the fact that for the
considered values of L (L < Lth), the amplitude of the field, and hence the to-
tal population inversion, remain practically constant with respect the local filed
corrections parameter, and therefore the Lorentz shift LdT only varies with L.
To show that the field does not change in the range of L’s considered, we plot
in Figure 4.3 the field amplitude as a function of the Doppler width ∆˜ωd, for
the same parameters as in Figure 4.2 and L = 0 (red line), L = 10 (green line),
L = 20 (blue line), L = 30 (dark yellow line), L = 40 (brown line) and L = 50
(dark green line). It is important to remark that the values of L’s considered in
this subsection are smaller than the threshold value Lth ' 53.6, above which the
system exhibits bistability. As we will see in the next subsection, inasmuch the
value of L increases, the intensity of the field decrease, leading to an important
variation of the total population inversion, and therefore the linearity in the hole
position with L vanishes.
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Figure 4.3: Amplitude of the generated field as a function of the Doppler width for L = 0
(red line), L = 10 (green line), L = 20 (blue line), L = 30 (dark yellow line), L = 40
(brown line), L = 50 (dark green line), and the rest of the parameters as in Figure 4.2.
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In addition to the dependence of the hole burning position with the parameter
L, the hole exhibits also an extra displacement when the Doppler width is changed.
Figure 4.4 shows the population inversion distribution for Doppler widths ∆˜ωd = 5
(solid line), ∆˜ωd = 10 (dashed line) and ∆˜ωd = 15 (dotted line). The rest of the
parameters are the same as in Figure 4.2 with the local field corrections parameter
fixed at L = 40. Since the amplitude of the field decreases with the Doppler width,
the total population inversion, as well as the Lorentz shift LdT , increases. As a
consequence, the hole position moves towards negative values of the normalized
velocity range. In Figure 4.4, in addition to the displacement of the hole, one can
appreciate an increase of its minimum, i.e., the maximum saturation value for the
population inversion, due to the attenuation of the amplitude of the field. Thus,
the dependence of the amplitude of the field on the total population inversion
causes that the theoretical hole position, i.e., the position of the resonance velocity,
as a function of the Doppler width exhibits a similar profile that the one shown
by the amplitude of the field (see Figures 4.3 and 4.5). Note that in the limit of
large Doppler widths such that the field is nearly zero, the theoretical position
of the hole remains constant because of the total population inversion equals the
pump rate. However, since the generated field is so weak, the saturation of the
transition is practically zero, and therefore the hole disappears.
60
4. Effects of the Doppler Broadening in the Intrinsic Optical
Bistability
- 1 5 - 1 0 - 5 0 5 1 0 1 50 , 0
5 , 0 x 1 0 - 4
1 , 0 x 1 0 - 3
1 , 5 x 1 0 - 3
2 , 0 x 1 0 - 3
2 , 5 x 1 0 - 3
3 , 0 x 1 0 - 3
 
 
d ( v )
W v
Figure 4.4: Population inversion distribution as a function of the Doppler shift for ∆˜ωd =
5 (solid line), ∆˜ωd = 10 (dashed line), ∆˜ωd = 15 (dotted line), L = 40, and the rest of
the parameters as in Figure 4.2.
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Figure 4.5: Resonance Doppler shift as a function of the Doppler width for L = 40 and
the rest of the parameters as in Figure 4.2.
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4.3.2 Bistability in the Presence of Doppler Broadening
In the last subsection we have seen that the inclusion of the local field corrections
into the optical Bloch equations of a Doppler broadened medium changes the
resonance condition of the atomic transition (4.16). The difference in the condition
is the Lorentz shift (∆s = LdT ) and it has been shown that, for values of the local
field corrections parameter below the threshold value Lth, the effect produced
by this term is only a linear displacement of the hole burned in the population
distribution due to the saturation of the transition.
In the following we investigate the case in which the local field corrections
parameter is large enough to provide intrinsic optical bistability (L > Lth). In
this situation, one expects to find again the typical decrease of the field amplitude
with the Doppler width for the stable lasing solution, as in Figure 4.3. In addition,
for a suitable set of parameters and in the limit of small Doppler widths, the non-
lasing solution for the amplitude of the field has to be found according to the
results shown in Chapter 3, in which bistability of the laser is found for certain
values of the cavity detuning parameter ∆˜c.
In Figure 4.6 the numerical solution for the modulus of the amplitude of the
generated field α is plotted (black circles) as a function of the Doppler width ∆˜ωd
for b = 0.5, r = 0.1, σ˜ = 0.5, p = 250, ∆˜c = −1.5 and different values of the local
field corrections parameter, (a) L = 150, (b) L = 165, (c) L = 200, for which
the system exhibits intrinsic optical bistability. The case without local field cor-
rections is also shown with a dashed line. In all cases, for small Doppler widths,
we observe the presence of both the lasing (upper) and the non-lasing (lower)
solutions, and reaching one or the other depends only on the initial conditions.
For the upper solutions, a decrease of the amplitude of the field with increasing
the Doppler width is observed. In addition, note that in all figures, there is a
certain threshold value of the Doppler width ∆˜ωthd above which the bistability
disappears (vertical dotted lines). Focusing on the Figure 4.6(a), we observe that
the decrease of the lasing solution with the Doppler width shows a similar profile
to the cases of L < Lth analysed in the last subsection (Figure 4.3). In the same
figure, the lower solution is found only below the threshold value of the Doppler
width (∆˜ωthd ' 3) above which the bistability disappears. In Figure 4.6(b), the
threshold width, above which there is no bistability, is larger than in the case of
L = 150 (∆˜ωthd ' 3.5), and we observe that the higher lasing solution disappears
above this threshold value, while the lower solution in this case is found above the
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Figure 4.6: Modulus of the amplitude of the generated field as a function of the Doppler
width for b = 0.5, r = 0.1, σ˜ = 0.5, p = 250, ∆˜c = −1.5, and (a) L = 150, (b) L = 165,
(c) L = 200. The case of L = 0 is also shown with dashed lines. The arrows drawn in the
cases (a) and (c) indicate the Doppler widths corresponding to Figures 4.7-4.8.
threshold, and in a certain Doppler width range it even takes increasing values of
the field amplitude with the Doppler broadening. However, for larger values of the
Doppler width, the amplitude of the field decreases following a similar behaviour
to Figure 4.3. Figure 4.6(c) is similar to the previous one, but here the threshold
value of the Doppler width is smaller than in the previous cases (∆˜ωd ' 2.5).
Moreover, the Doppler width value at which the amplitude of the lower solution
begins to increase is larger than in the case of L = 165. Therefore, there is a cer-
tain range of Doppler widths at which the laser does not emit, and by increasing
the Doppler width parameter the laser can be turned on.
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The behaviour of the amplitude of the field with the Doppler width shown
in Figure 4.6 can be interpreted by studying the behaviour of the population
inversion d(v) and the gain g(v) for the different velocity classes, considering the
upper and the lower solutions at the steady-state. In Figure 4.7 we plot d(v) and
g(v), as a function of the Doppler shift Ωv, for L = 150 and different values of the
Doppler width: (a) ∆˜ωd = 0.5 (upper solution), (b) ∆˜ωd = 3 (upper solution),
(c) ∆˜ωd = 0.5 (lower solution), (d) ∆˜ωd = 3 (lower solution) and the rest of
parameters as in Figure 4.6. In Figure 4.8 we show the population inversion
d(v) and the gain g(v) as a function of the Doppler shift for L = 200 and (a)
∆˜ωd = 2.5 (lasing solution), (b) ∆˜ωd = 3, (c) ∆˜ωd = 6, (d) ∆˜ωd = 12 and the rest
of parameters as in Figure 4.6(c). All the cases in Figures 4.7 and 4.8 are marked
with arrows in Figures 4.6(a) and (c). The horizontal and the vertical dashed lines
correspond to the value of the laser losses per velocity class, and to the position
of the resonance velocity Ωvres, respectively.
Considering the upper solution at L = 150 we find, for small Doppler widths
(Figure 4.7(a)), that the spectral hole burning does not appear in the population
distribution, and that the maximum of the gain distribution does not correspond
with the resonance velocity (vertical dashed line). This is due to the fact that,
for small Doppler widths, the minimum of the hole position is significantly shifted
from the resonance velocity due to the distribution of atomic velocities, as we
have commented in the discussion of Figure 4.1. By increasing the Doppler width
(Figure 4.7(b)) we observe that, as expected, the total gain diminishes whereas
the total population inversion increases. A displacement of the resonance velocity
towards negative values of the Doppler shift, due to the increase of the Lorentz
shift, is also observed. On the contrary, for the case of the lower solution we
observe that, in the limit of small Doppler widths, the resonance velocity is far
away from the central velocity (Figure 4.7(c)) because, since the laser is not emit-
ting, the total population inversion equals the pump rate, and hence the Lorentz
shift is maximum. In this situation practically there are no atoms that fulfill the
resonance condition and hence that contribute to the total gain. However, when
increasing the Doppler width, the distribution of velocities is broadened and at
a certain value of ∆˜ωd there are enough atoms contributing to the total gain to
compensate the losses (Figure 4.7(d)). When this occurs the amplitude of the
field begins to increase. The growth of the field amplitude is so abrupt due to
the fact that, for the value of the local field corrections considered (L = 150), the
Doppler width at which the laser begins to turn on is small, and this implies that
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the number of atoms per velocity class increase abruptly as the resonance velocity
approaches to the central velocity, leading to a rapid growth of the total gain.
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Figure 4.7: Population distribution and gain coefficient as a function of the Doppler shift
for (a) ∆˜ωd = 0.5 (upper solution), (b) ∆˜ωd = 3 (upper solution), (c) ∆˜ωd = 0.5 (lower
solution), (d) ∆˜ωd = 3 (lower solution) and the rest of parameters as in Figure 4.6(a).
In the cases shown in Figures 4.6(b)-(c), corresponding to local field corrections
values of L = 165 and L = 200, respectively, we have observed that contrarily to
the case presented in Figure 4.6(a), here is the upper solution which disappears
above the threshold Doppler width. This can also be interpreted, as in the previous
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case, in terms of the population distribution d(v) and the gain g(v) per velocity
class. Although the total population inversion dT is small, for high values of L,
the Lorentz shift can be large enough to cause that only a small number of atoms
contribute to the total gain. This produces a reduction of the amplitude of the
field, which at the same time leads to an increase of the total population inversion,
and hence the Lorentz shift increases even more. This situation leads to a rapid
decrease of the amplitude of the field with the Doppler width, and eventually can
lead to the switching off of the laser as shown in Figure 4.6(c). This effect is shown
in Figures 4.8(a)-(b), where d(v) and g(v) are plotted for L = 200 and Doppler
widths ∆˜ωd = 2.5 and ∆˜ωd = 3, respectively. Whereas in the former the position
of the resonance velocity (vertical dashed line) is relatively close to the central
velocity, in the latter, in which the Doppler shift has changed slightly, the vertical
dashed line is far away from the wings of the velocity distribution. In addition,
note that the values of d(v) and g(v) exhibited in both cases are consistent with
the results for the amplitude of the field shown in Figure 4.6(c): for the case
of ∆˜ωd = 2.5, the maximum of the population distribution is smaller than in
the case of ∆˜ωd = 3, whereas the gain is larger in the first situation than in the
latter. Contrarily, focusing on the lower solutions, the large L parameter favors the
Doppler width at which the amplitude of the field grows, i.e., the Doppler width
above which the total gain exceed the losses, being larger that in the previous case
(L = 150), and consequently, the variation of the number of atoms per velocity
class is smoother. This produces that the number of atoms that contribute to
the total gain increases slowly with the Doppler width, as the resonance velocity
move towards the central velocity and thus the increase of the lower solution is
more gradual. In Figures 4.8(c)-(d) we have plotted d(v) and g(v) for L = 200
and Doppler widths ∆˜ωd = 6 and ∆˜ωd = 12, respectively. We observe that the
position of the resonance velocity in the first case is only slightly smaller that in
the second one, due to the fact that the values of the total population inversion
in both cases are very similar. However, in spite of the position of the resonance
velocity is similar in both cases, the total gain is quite different because in the
case of ∆˜ωd = 12 there are more atoms satisfying the resonance condition than in
the case with ∆˜ωd = 6. After the growth of the lower solution, the field amplitude
begins to decrease because the number of atoms per velocity class decrease with the
Doppler width, and therefore the total gain is also diminished. In this situation,
as we have seen in Figure 4.5, the position of the hole burned into the population
distribution tends to a constant value, due to the fact that the total population
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inversion equals the pump rate, and its depth approaches to zero because of the
field attenuation, as the Doppler width increases.
0
1 x 1 0 - 3
2 x 1 0 - 3
3 x 1 0 - 3
4 x 1 0 - 3
0 , 0
5 , 0 x 1 0 - 3
1 , 0 x 1 0 - 2
1 , 5 x 1 0 - 2
0
2 x 1 0 - 3
4 x 1 0 - 3
6 x 1 0 - 3
0
1 x 1 0 - 3
2 x 1 0 - 3
3 x 1 0 - 3
 
d ( v )
- 8 - 6 - 4 - 2 0 2 4 6 80 , 0
4 , 0 x 1 0 - 2
8 , 0 x 1 0 - 2
1 , 2 x 1 0 - 1
1 , 6 x 1 0 - 1
g ( v )
W v
( a )  
d ( v )
- 1 8 - 1 7 - 8 - 6 - 4 - 2 0 2 4 6 8
- 3 , 0 x 1 0 - 2 0
- 1 , 5 x 1 0 - 2 0
0 , 0
1 , 5 x 1 0 - 2 0
3 , 0 x 1 0 - 2 0
g ( v )
W v
( b )
 
d ( v )
- 2 0 - 1 5 - 1 0 - 5 0 5 1 0 1 5 2 00
1 x 1 0 - 3
2 x 1 0 - 3
3 x 1 0 - 3
g ( v )
W v
( c )  
d ( v )
- 4 0 - 2 0 0 2 0 4 00
2 x 1 0 - 2
4 x 1 0 - 2
6 x 1 0 - 2
g ( v )
W v
( d )
Figure 4.8: Population distribution and gain coefficient as a function of the Doppler shift
for (a) ∆˜ωd = 2.5 (lasing solution), (b) ∆˜ωd = 3, (c) ∆˜ωd = 6, (d) ∆˜ωd = 12 and the rest
of parameters as in Figure 4.6(c).
4.4 Realistic conditions
It has been shown in Chapter 3 that for a two-level laser, intrinsic optical bista-
bility can be achieved by increasing the local field corrections parameter L, which
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is proportional to the atomic density of the medium N and inversely proportional
to the laser frequency ωn, above a threshold value Lth. For a realistic set of
parameters, e.g., the spontaneous emission γ and the pump Λ rates ∼ 1 MHz,
the coherence decay rate γ⊥ ∼ 1 GHz, the reference density N0 ∼ 1020 at/m3,
and the cavity losses σ ∼ 0.1 (Ωm)−1, this situation can be achieved by consid-
ering an infrared transition, ωab ∼ 1011 Hz, and atomic densities of the order of
N ∼ 1023 at/m3. In this chapter it has been reported that the inclusion of Doppler
broadening in the dense two-level laser leads to the disappearance of the intrinsic
optical bistability, and eventually of the laser field, with increasing Doppler width.
Taking parameters for the D2 line of rubidium 87 [51], the bistability disappears
for Doppler widths corresponding to temperatures of ∼ 1 K (see Figure 4.6).
Although these values of the temperature are small, the corresponding Doppler
widths are larger than the width due to the homogeneous broadening.1 However,
for the rubidium atom, the Doppler shift takes non-negligible values only for opti-
cal (or higher) frequencies, and consequently, the density has to be increased 3-4
orders of magnitude,2 with respect the infrared case, to observe intrinsic optical
bistability, which is clearly unrealistic. Therefore, we should consider alterna-
tive systems in which the density required to obtain intrinsic bistability could be
reduced. In the last decade, some theoretical works [15–18] have explored the
possibility of local field effects enhancement without necessarily increasing the
density of the medium. While in the first two studies [15, 16], the resonant atoms
were considered embedded in a dielectric host medium, in [17] the dense medium
was considered to be formed by two different atomic species. Later, Afanas’ev et
al. [18] showed that a dense ensemble of atoms modeled by multilevel quantum
systems allows to reduce the condition reported in [8] for the appearance of in-
trinsic optical bistability. These possibilities should be considered when leading
for more realistic systems in which our predictions apply.
1The temperature at which the Doppler width is comparable with the homogeneous width,
for the D2 line of rubidium 87 parameters [51], is ∼ 10−2 K.
2Note that L ∝ N/ωn, with N the density of the medium and ωn the frequency of the field.
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In this research work we have considered a two-level gas laser within the Semiclas-
sical framework, in the presence of local field corrections and Doppler broadening.
In the following the main conclusions of each chapter will be summarized.
In Chapter 2 the physical system under investigation, consisting of a two-
level active gas placed in a unidirectional ring laser cavity, has been discussed,
and the model equations, i.e., the optical Bloch equations, describing the tem-
poral dynamics of the system, have been derived. To obtain the equation for
the time evolution of the field from the Maxwell equations, a single cavity lon-
gitudinal mode of an electromagnetic field has been considered under the Slowly
Varying Envelope Approximation. The time evolution equations of the medium,
i.e., the populations and the coherence equations, have been obtained using the
Schro¨dinger-von Neumann-Liouville equation and assuming the Electric Dipole
and Rotating Wave Approximations. The derivation of the optical Bloch equa-
tions has been performed in a self-consistent way, by assuming the polarization
of the atomic medium as a source term in the Maxwell equations. Finally the
Lorentz-Lorenz relation has been used in order to include the role of the local
field corrections, accounting for near dipole-dipole interactions typically present
in dense media. This correction, which appears in the equations through the lo-
cal field corrections parameter L, gives rise to a non-linear term in the atomic
coherence time evolution equation that is interpreted as a non-linear detuning
proportional to the population inversion d, known as the Lorentz shift (∆s = Ld),
and it is responsible for intrinsic optical bistability.
In Chapter 3 the steady-state solutions of the model equations derived in Chap-
ter 2 have been found. Both the number of stationary solutions and the resonance
profile of the atomic transition have been studied as a function of the local field
corrections (L) and the cavity detuning (∆˜c) parameters, for three different cases:
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(i) the two-level medium interacting with a weak probe electromagnetic field,
(ii) the medium in the presence of a external strong field, and (iii) the two-level
medium generating a laser field. In the first situation, in which a weak probe field
is externally applied to the two-level dense medium, only one real steady-state
solution is found, and a linear displacement of the whole resonance curve, i.e., the
imaginary part of the coherence as a function of the field detuning, is observed
when L increases. This is the well known static Lorentz shift. However, if the
applied field is strong enough (ii), the Lorentz shift varies with the population
difference and then the displacement of the base of the resonance curve, where the
population inversion is maximum, is larger than in the peak, where the population
difference is minimum. This phenomenon is known as dynamic Lorentz shift. In
this situation, for large enough values of the local field parameter, three different
steady-state solutions of the optical Bloch equations can be found. This situation
is quite similar to the lasing case (iii), in which the population inversion depends
on the generated intensity, and thus the dynamic Lorentz shift is also observed.
However, in the lasing case a trivial steady-state solution, corresponding to a non-
lasing state, is always present. In addition, a non-trivial steady-state solution,
which corresponds to a lasing state, is also found within a certain range of the
cavity detuning parameter (∆˜c0 6 ∆˜c 6 ∆˜c2). In this case, for small values of
the local field corrections we observe, as in (ii), a displacement of the basis of the
resonance profile, i.e., of the amplitude of the field versus the cavity detuning.
However, when the local field parameter is increased above a threshold value Lth,
this displacement is such that another lasing solution emerges for certain values
of the cavity detuning (∆˜c1 6 ∆˜c < ∆˜c2 with ∆˜c0 < ∆˜c1). Thus, three different
steady-state solutions coexist in a certain cavity detuning range: a trivial solution,
a lasing solution with the higher intensity (HI lasing solution), and a lasing solu-
tion with the lower intensity (LI lasing solution). To study the stability of these
solutions a linear stability analysis has been performed. The analysis has revealed
that while the HI lasing solution is always stable, the LI lasing solution is unsta-
ble. Moreover, the trivial solution is also unstable in the cavity detuning range
in which it coexists only with the HI lasing solution, i.e., for ∆˜c0 < ∆˜c < ∆˜c1.
In conclusion, for the cavity detunings in which the three solutions coexist, the
trivial and the HI non-trivial solution are stable, while the LI non-trivial solution,
is always unstable, i.e., we have obtained that the two-level laser exhibits bista-
bility in the stationary regime when the local field corrections parameter is above
a threshold value, L > Lth, for a certain range of cavity detunings.
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In Chapter 4 the role of the Doppler effect in the dynamics of a dense two-level
laser has been studied. First, the Doppler broadening has been introduced by con-
sidering the two-level atomic gas placed in a vapor cell at finite temperature and
in thermal equilibrium. In this situation, the velocity distribution of the atoms
in the propagation direction of the field is given by a Maxwell distribution. The
atomic motion implies that, as a consequence of the Doppler effect, each atom
sees the laser field with a different frequency. This frequency distribution as a
function of the atomic velocities gives rise to a Gaussian broadening of the reso-
nance line known as Doppler broadening. It has been shown that, when dealing
with an intense laser field, this kind of inhomogeneous broadening gives rise to
the phenomenon of hole burning. This phenomenon consists in the saturation of
the transition of only a certain velocity class of atoms by a strong laser field. The
atoms whose transition is saturated are those with a velocity such that the laser
is resonant with them. This preferential saturation produces a hole burned in the
population distribution, centered at the resonance velocity, whose depth depends
on the intensity of the generated field. Accordingly, we have modified the opti-
cal Bloch equations with local field corrections, in order to take into account the
Doppler effect. It has been shown that the inclusion of this effect gives rise to a
velocity dependent field detuning, and consequently the population inversion and
the coherence become also velocity dependent. This velocity dependent detuning
along with the Lorentz shift due to the local field corrections can be interpreted as
an effective detuning that modifies the position of the hole burning. The numerical
results, obtained by the integration of the evolution equations of the considered
dense two-level laser in the presence of the Doppler broadening, show this de-
pendence, as well as a linear displacement of the hole burning position with the
parameter L with L < Lth, for a fixed value of the Doppler width. This linear
displacement is due to the fact that for small values of the effective detuning, the
hole is centered near the central velocity and therefore the amplitude of the field,
and hence the total population inversion, are almost constants. For this reason,
the Lorentz shift only varies with L. It has been also shown that another cause for
the hole displacement is the variation of the Doppler width. Since the amplitude
of the field decreases with the Doppler width, the total population inversion, as
well as the Lorentz shift, varies leading to a displacement and to a depth reduction
of the hole.
Next, the density of the gaseous medium has been assumed to be high enough
to produce intrinsic optical bistability and the evolution of the absolute value of
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the field amplitude with the Doppler width has been analysed. Specifically, three
different cases with L > Lth have been considered: (a) L = 150, (b) L = 165, and
(c) L = 200. In all cases, in the limit of small Doppler widths, both the lasing
and the non-lasing stable solutions found in Chapter 3, appear for different initial
conditions. In the lasing case, a decrease of the field amplitude with increasing the
Doppler width is observed. Nevertheless, a sudden disappearance of the intrinsic
optical bistability has been observed above a certain value of the Doppler width.
Whereas for the case (a) the loss of the intrinsic bistability is produced by means
of the disappearance of the lower solution, while the lasing solution decreases
its amplitude with increasing Doppler widths, in cases (b) and (c) is the higher
solution that is not found above a certain value of the Doppler width. In the
last two cases we have seen that, within a range of Doppler widths the lower
solution increases, whereas for values above this region it decreases following a
similar profile to the cases with L < Lth. The behaviour exhibited by the steady-
state solutions of the field amplitude as a function of the Doppler width has
been interpreted in terms of the population inversion and gain distributions as a
function of the atomic velocity. We have seen that, considering the lower solution
in the case of L = 150 and for small Doppler widths, the position of the resonance
velocity is far away from the central velocity because of the large Lorentz shift.
Therefore, the number of atoms that satisfies the resonance condition, i.e., that
contributes to the total gain, is not sufficient to compensate the laser losses, and
in this situation the laser does not emit. However, increasing the Doppler width
up to a certain value, the broadening of the velocity distribution is such that there
are enough atoms contributing to the total gain to exceed the losses, and hence
the amplitude of the field begins to increase. For the values of L considered in
this case, the Doppler width at which the solution begins to increase is so small
that the variation of the number of atoms per velocity class is important, and
therefore the total gain, and hence the amplitude of the field, increases rapidly
with the Doppler width. For the same reason, the upper solution in the cases
with L = 165 and L = 200 decreases abruptly. The gradual increase of the lower
solution in the last two cases is due to the fact that for large L parameters, the
Doppler width at which the solution begins to grow is so large that the variation
of the number of atoms per velocity class is small. Therefore the number of atoms
that satisfies the resonance condition increases progressively. Nevertheless, when
the Doppler width reaches a certain value, the number of atoms at the resonance
velocity class begins to decrease, and then the amplitude of the field diminishes
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with the Doppler width.
Finally, a brief discussion on the possibility to observe the studied effects in
realistic systems is performed. We obtain that intrinsic optical bistability might
appear in a two-level laser in the infrared domain (ωab ∼ 1011 Hz) for atomic den-
sities of the order N ∼ 1023 at/m3, for which the local field corrections are above
the predicted threshold. When the Doppler broadening is taken into account, we
find that the temperatures for which the system exhibits intrinsic optical bista-
bility are of the order of ∼ 1 K. Note that although these temperatures are very
low, they provide Doppler widths larger than the natural width. Unfortunately,
for Doppler broadenings corresponding to optical transitions, the requirements
for the density to obtain intrinsic optical bistability are clearly unrealistic. Al-
though these results indicate that the observation of the intrinsic bistability in a
Doppler broadened two-level laser is not feasible, we plan to explore the possibility
of using alternative systems as, for instance, the theoretical models of Crenshaw
and Bowden [15], Crenshaw, Bowden and Sullivan [17] and Afanas’ev et al. [18]
where the effects of the local field corrections are enhanced without increasing the
density of the medium by means of considering the resonant atoms embedded in
a dielectric host medium, multicomponent media systems, or atomic coherence
effects in multilevel quantum systems, respectively. Note, however, that the other
effect predicted in the dense two-level laser in the presence of Doppler broadening,
the displacement of the hole burning is a thresholdless phenomenon. Therefore, it
should be possible to observe it for much lower densities that the intrinsic optical
bistability.
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