I. INTRODUCTION
IN TERMS OF basic computer power, the mainframes of the early 1960's, the minicomputers of the early 1970's, and the microcomputers of the 1980's are all in the same performance bracket [1] . However, each of these three decades is characterized by emphasis on a different type of information. During the 1960's, the focus was on processing numerical information. The 1970's witnessed attention geared towards processing of textual information. During the present decade increasing efforts are being directed towards efficient representation and manipulation of pictorial information.
To illustrate the above trend, consider the maintenance manual for any major industrial equipment. The manual typically contains engineering numbers, descriptive text, and some black-and-white or full-color pictures. In the 1960's, computers were used to generate the numbers. By the late 1970's, computers began to be commonly used for processing and updating the text. Now, computers are used to create and to manipulate graphical and pictorial information [2] , [3] . Even images of average complexity require large amounts of storage. A single high-resolution image, in color, typically requires about 106 bits of memory space. In spite of this fact, until recently little attention was paid to the management of nonalphanumeric information. The advent of powerful lowcost microcomputers has motivated use of these systems for image-oriented applications in many different areas including interactive computer-aided design (CAD), robotics, computeraided manufacturing (CAM), and automated process control [4] - [6] , [28] .
At this stage, it is pertinent to distinguish between two Manuscript received November 26, 1985; revised February 27, 1986 . The authors are with the Sloan School [32] and Spatial Data Management System. The latter project was originally conceived at the Massachusetts Institute of Technology (MIT) [33] , and subsequently a commercial model was developed at the Computer Corporation of America [34] .
Instead of considering the entire picture or screen as a single indivisible unit, more sophisticated image database systems allow the image to be described in greater depth. For example, in a system called IMDS, each Landsat image is defined in terms of its name, the image matrix, the spectral channel, the geographic coordinates, the scale factor, the date of creation, and a legend. In cartographic applications, maps are specified in terms of primal components such as points, line segments, and polygons. Image specification strategies adopted by different designers, and instances of new languages used to specify and to retrieve pictorial information from different image databases can be divided into four categories: 1) efforts within the framework of a relational database model [7] , [9] , [11] , [12] , [20] , [21] ;
2) extending/modifying of relational database model to include new features for handling images [13] , [17] , [18] ; 3) special hardware for image processing [14] , and 4) specific applications [4] , [5] , [8] , [14] , [15] , [20] , [28] such as medical images, Landsat photos, and cartography. We distinguish between two forms of pictorial representation. A "slide" refers to a picture occupying the entire screen.
A "'pix"'is a subset of a picture. The size and content of a pix is determined by the user by moving and scaling a pix rectangle on the screen and enclosing the desired section of the screen in this rectangle. The difference between slides and pixes is explained in [2] and [31] . The use of the dual structure allows full pictures, as well as parts of pictures, to be referenced individually. In IDBM each slide is assigned a unique slide name. If the slide contains more than one pix, then these pixes are numbered 1, 29 3 , and so on. By concatenating the slide name and the pix number, a unique identifier (ID) is generated for each pix.
The Create module of IDBM enables the image to be described in terms of four sets of attributes. In the present implementation of IDBM, these attributes are termed: 1) Subjects; 2) Emotion; 3) Action; 4) Physical Characteristics. In each set any desired number of elements can be specified. For example, an image may contain a computer, a table, and a man. All these three elements will be specified as subjects. The other three attributes are described in a similar manner.
Further, modifiers can be used with each descriptor, i.e., personal computer, mechanical part, power supply, etc. By using multiple modifier-descriptor pairs, any image can be defined with as much precision as desired.
Images pertaining to one discipline can be organized into a library. The retrieve module of IDBM allows images to be retrieved in three different ways: 1) by specifying the library number to retrieve all images in a particular discipline; 2) by specifying the unique identifier to retrieve a particular slide or pix; and 3) by specifying conditions in an attribute list to retrieve the particular set of slides that meet all the criteria.
While 1) and 2) are easy to implement, the process of selective retrievals is more complex. Before discussing how images are selectively retrieved, it is necessary to first describe the basic structure of IDBM.
IV. STRUCTURE OF IDBM IDBM consists of four main modules: 1) the specification database which contains information about each image; 2) the syntactic database used to validate and to decompose a user query; 3) the pictorial database which contains the images; and 4) the user interface routines. These four modules are described in the following paragraphs.
A. The Specification Database
The specification database is logically organized as shown in Fig. 1 The bottom left of Fig. 2 is shown in greater detail in Fig. 3 . For each value of the attribute, there is a pointer indicating the beginning entry of the list of modifiers for that value. If Subject-l had four different modifiers, there would be four entries in the row in Level 3 for this subject. Each entry, in turn, contains a pointer to the block (Level 4) containing ID's of all images corresponding to that particular set of descriptor and modifier. Again, overflow blocks are automatically employed, when required.
Level 5 (see Fig. 2 ) contains image ID's and the corresponding physical location of the respective slides and pixes. Level 3 serves as the image directory. In Fig. 2 , the image ID's have been shown as SPI, SP2, etc., to denote that an image can be either a slide or a pix. Apart from the ID and the corresponding address, there is a pointer to the location containing the full description (descriptors and modifiers) for the image. Actually, the description for any image can be assembled from the information contained in Levels 2 and 3. However, the latter process is very tedious and time consum- ing. As such, the descriptors are duplicated and stored in Level 5 in the form of a packed description. This enables the full description for any image to be retrieved immediately without having to read all the entries in Levels 3 and 4.
It is appropriate to clarify one important aspect of Level 3. The right side of Fig. 3 shows the set of modifiers for Subject-1, Subject-2, and so on. In the parenthesis of the modifier, the first number relates to the subject, and the second to the modifier. With this convention Modifier-(l, 2) implies the second modifier relating to the first subject. The same modifier may occur under several subjects. For example, the word "electronic" can be modifying "computers" and "'communications." It may appear that the duplication of 
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image containing either of these words. Apart from mitigating the problem of functionally equivalent words, this technique reduces the number of descriptors for each image. Of the two dictionaries, the first dictionary contains words of universal importance. The data in this dictionary is an integral part of IDBM. The second dictionary is application dependent, and its vocabulary is created and expanded by the user. Although both dictionaries contain the same structure of entries, the size and contents of the first dictionary are invariant whereas the second dictionary gradually grows in size. When a retrieval criterion is specified, the standard dictionary is first searched and then the application-dependent one. If the word is located in either dictionary, then the corresponding basic word is identified and the query process proceeds. If the word is not currently in either dictionary, the user can add it to the application-dependent dictionary and also indicate its synonyms, if any. Depending on the environment, the image may be drawn, generated by a digitizer, or created using another package. IDBM does not deal with the issues of creating the pictorial database. Our research has focused on identifying management strategies that can work in conjunction with state-of-theart off-the-shelf graphics software. To demonstrate the viability of our strategies, VCN ExecuVision was selected as a test case since it offers the largest number (over 4,000) of prerendered images [2] . Independent reviewers have highly recommended it as "The Cadillac of presentation graphics software" [35] and, "What a word processor is to words, VCN ExecuVision is to graphics" [36] . This graphics package uses sophisticated data compression algorithms to store images in a very compact mode. We used this software to design and test various routines of IDBM.
D. Total Storage Requirements
The total storage requirements for IDBM program routines, and the four modules (including the pictorial database) for 2,000 images are as shown in Table I . Note that the total storage requirements of 8 Mbytes fall within the storage capacity of contemporary hard disks. IDBM program routines account for only 84 kbytes. The rest is comprised of data.
V. USING IDBM
When a user enters a set of selection criteria, the sequence of steps performed by IDBM is summarized in Fig. 4 Physical Characteristics, a modifier, and an attribute value also known as descriptors. Suppose a user wanted to retrieve all images that pertained to the subject "CAD/CAM applications on personal computers." Under an IDBM environment, this requirement would be translated as "show all images containing subjects (CAD; CAM; application; personal computer)." The word "personal" is a modifier to the descriptor "computer," while the other descriptors carry no modifiers. This user query can be written formally as: where nmin= 0 if mi = @(null string).
Step 2: Depending on attribute A, associated with (mi, vi), search the corresponding attribute file for the number nvi. Then if nmi = 0, take all pointers to the accession list associated with modifiers of nvi; and if nmi > 0, take only the pointer associated with nmi. Repeat this step for all the pairs in the query.
Step 3: Accession lists obtained by Step 2 contain pointers to slide data file. Assume that B1, B2, * Bk are the accession lists for the given query. Since each query condition is connected by an AND operation, we select those pointers which appear in all the accession lists. Denote this set by B . The number of values in B* is equivalent to the total number of images (slides and pixes) that meet the criteria specified by the user.
Step 4: Using the pointers in B *, retrieve the slide names and pix numbers which are then passed to the Image System for display.
After completing Step 3, the total number of images that meet all the selection criteria is displayed. On request, the number of images fulfilling individual criterion is also displayed. This enables the user to reframe his or her query to come up with the appropriate number of images. These images are then displayed using the pictorial database and the interface routines.
Instead of retrieving information, if the user desired to add an image to the database, a template is provided to enter the specifications for the particular image. If the user entered a descriptor that is not contairned in either of the two dictionaries, the user is informed accordingly. There are two possibilities: either 1) the user specified an incorrect spelling and as such he or she can now state the correct word; or 2) the user wishes to enter a new word in the dictionary. In the latter case, IDIBM provides the facility for specifying synonyms as well.
It is clarified that the current version of IDBM supports only the logical AND between values specified in the retrieval criteria. A user desiring to specify an OR operation must use a succession of queries. For example, to get all images containing either a "car or a truck, the user first obtains all images specifying "car' alone. Then, he or she can retrieve images containing truck. As this process can get cumbersome, we are currently enhancing the logical set to allow for operations other than a simple AND.
The retrieval speed and efficiency of IDBM is heavily influenced by: 1) the size of the syntactic database; 2) the level of specification of each image at the time of storage; and 3) the level of detail of the retrieval criteria. Using a subset of VCN ExecuVision libraries containing 400 (of the 4,000) images, and specifying each image in terms of an average of ten descriptor-modifier pairs, the observed response time has been 5 s or less using an IBM PC/XT system. The performance will be still better using a faster computer. This response time is acceptable for most applications.
VI. UNIQUE FEATURES AND NEW DIRECTIONS As explained earlier, the subject of the IDBM system has received attention of several researchers in recent years. In our opinion, the unique features of IDBM are as follows:
1) Whereas almost all other image database management systems have been hosted only on mainframes or minicomputers, IDBM has been specifically developed to work in an IBM Personal 'Computer (or compatible) environment.
2) IDBM has been designed for storing and retrieving icons, symbols, and images, unlike other microcomputer-based database packages (e.g., dBase-II) which are directed towards numeric and textual information.
3) IDBM allows multiple values per attribute to be specified at the tirme of storage and also at the time of retrieval. 4) IDBM supports the mechaniism for automatic checking for synonyms. This eliminates the need for the user to be aware of what particular descriptors-have been used previously in the Create mode.
It is pertinent to mention here that IDBM can be used in conjunction with any pictorial information database. This includes the spectrum of areas from maps used in cartographic applications to graphs used in industrial applications and from spreadsheets used in the office environment to photographic information gathered by satellites. The first version of IDBM has been tested in conjunction with VCN ExecuVision [2] , [31] presentation graphics software. This package was preferred because it offered immediate access to several thousand prerendered professional quality images, and because it is widely used in industrial and business applications.
The concept of IDBM was originally conceived to encapsulate the intelligence by which a user is able to selectively recall the images that pertain to a particular topic of interest. However, in most environments, information of many different types, besides images, is needed, and no distinction is mnade among numeric, textual, graphical, and pictorial infor-mation. IDBM has recently been enlarged to allow for storage and retrieval of numeric and textuAl information. At present, new input and output routines are being developed to allow IDBM to operate in conjunction with the software packages commonly used for manipulating numbers and text in a microcomputer environment.
