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Domain adaptation (DA) is used for adaptively obtaining labels of an unprocessed data set with
a given related, but different labelled data set. Subspace alignment (SA), a representative DA
algorithm, attempts to find a linear transformation to align the subspaces of the two different data
sets. The classifier trained on the aligned labelled data set can be transferred to the unlabelled data
set to predict the target labels. In this paper, two quantum versions of the SA are proposed to
implement the DA procedure on quantum devices. One method, the quantum subspace alignment
algorithm (QSA), achieves quadratic speedup in the number and dimension of given samples. The
other method, the variational quantum subspace alignment algorithm (VQSA), can be implemented
on the near term quantum devices through a variational hybrid quantum-classical procedure. The
results of the numerical experiments on different types of datasets demonstrate that the VQSA can
achieve competitive performance compared with the corresponding classical algorithm.
I. INTRODUCTION
Transfer learning (TL) is a crucial subfield of machine
learning. TL aims to accomplish tasks on an unprocessed
data set with the known information of a different, but
related data set [1]. In the realm of TL, domain adap-
tation (DA) specifically attempts to predict the labels of
the unprocessed data set based on the given labelled data
set. DA has been widely used in natural language pro-
cessing, computer vision and reinforcement learning [2].
In terms of the labels of the given data, DA can be cat-
egorized into the semi-supervised DA and the unsuper-
vised DA. The semi-supervised DA refers to a common
method where the unprocessed data set has a few la-
bels [3–6]. The unsupervised DA focuses on the task
where the unprocessed data set is totally unlabelled [7–
9]. As one of the most representative unsupervised DA
methods, subspace learning assumes that the data distri-
bution of the labelled data set will be similar to that of
the unlabelled data set after some transformations. The
subspace learning algorithm mainly contains two types
including the statistical-based subspace learning [10–12]
and the manifold-based subspace learning [13, 14] in the
view of transformation modes. The former mainly aligns
the statistical features of the two data sets with a trans-
formation matrix directly. The latter maps the original
data to a lower-dimensional manifold and transforms the
labelled data to the target unlabelled data sequentially.
Subspace alignment (SA) [10] is one of the most con-
cise and efficient statistical-based subspace learning al-
gorithms. After preprocessing the original data sets to
extract the corresponding principal components, SA at-
tempts to find a linear transformation matrix to align the
subspace of the labelled data set to that of the unlabelled
data set. Subsequently, the classifier can be performed
on the aligned subspace data to obtain the target labels.
Compared with other DA algorithms, SA is efficient in
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unsupervised DA and easy to implement. However, with
the increase of the scale and dimension of the data sam-
ples, the algorithmic complexity of the classical SA can
be costly.
Compared with classical computation, quantum com-
putation proposes a new computing pattern utilizing the
principles of quantum mechanics [15–19]. It can be ap-
plied to the field of machine learning to achieve quantum
speedup in computational complexity compared with the
corresponding classical algorithms [20–22]. Concretely,
for the shallow machine learning, quantum computing
techniques can be applied to dealing with supervised
learning tasks such as classification [23–25], data fit-
ting [26, 27] and unsupervised learning tasks including
clustering [28], dimensionality reduction [29, 30]. For
the deep learning, the feedforward neural network [31,
32] and the generative models such as quantum auto-
encoders [33–35], quantum Boltzmann machine [36, 37]
and quantum generative adversarial network [38–43] can
be implemented on quantum devices. Recently quan-
tum computation can be combined with fine-tuning tech-
niques to accomplish TL tasks on variational hybrid
classical-quantum neural networks [44]. In addition,
quantum techniques are applied to the field of DA re-
sulting in performance promotion [45].
In this paper, two quantum versions of the SA are pro-
posed. One method, the quantum subspace alignment al-
gorithm (QSA) can be implemented on a universal quan-
tum computer with quadratic speedup in the number and
dimension of the given data. In the data preprocess-
ing, we adopt the quantum principal component analysis
(qPCA) [21] to transform the given data from the original
D-dimensional space to their d-dimensional subspaces in
time O(d logD) where d≪ D. Subsequently, the coordi-
nates of the labelled source domain subspace are aligned
to the target domain subspace coordinates by the quan-
tum basic linear algebra subroutines. Compared with
the classical SA requiring runtime in O(D2d), the QSA
can be implemented on a universal quantum computer in
O(poly(
√
D)). The other method, the variational quan-
tum subspace alignment algorithm (VQSA), can be per-
2formed on the near term quantum devices through a
variational hybrid quantum-classical procedure. Subse-
quently, a classifier can be performed on the subspace
data to predict the target labels. To evaluate the per-
formance of the VQSA, two different types of numerical
experiments utilizing the synthetic data sets and the Iris
data set are presented. Based on the parameterized quan-
tum circuits and the classical optimization process, the
VQSA can achieve competitive performance compared
with the classical SA.
The contents of this paper will be arranged as follows.
The classical SA will be briefly reviewed in section II.
Based on the classical SA, the QSA will be presented
in section III. Specifically, the source and target domain
data are preprocessed by the qPCA to obtain the cor-
responding subspace data in section IIIA. Subsequently,
the QSA will be implemented in section III B. We analyze
the algorithmic complexity of the classical and quantum
SA to demonstrate the superiority of the QSA in sec-
tion III C. The implementation of the VQSA is shown in
section IV. Two different specific configurations namely
the end-to-end VQSA in section IVA and the matrix-
multiplication-based VQSA in section IVB are provided.
In addition, the numerical experiments are presented in
section V. Finally, we make a conclusion and discuss some
open questions in section VI.
II. CLASSICAL SUBSPACE ALIGNMENT
In the field of DA, domain D refers to the data set
X and its corresponding distribution P (X). Given a la-
belled source domain Ds = {x(s)i }nsi=1 ∈ RD with labels
Ys = {y(s)} ∈ {1, · · · , l}, an unlabelled target domain
Dt = {x(t)j }ntj=1 ∈ RD, and the corresponding data dis-
tributions P (Xs) 6= P (Xt). DA attempts to obtain the
labels of Dt by utilizing the knowledge of Ds. SA assumes
that the source and target domain data depend on a
lower-dimensional manifold. After projecting the source
domain data Xs = (x
(s)
1 , x
(s)
2 , · · · , x(s)ns ) ∈ RD×ns and the
target domain data Xt = (x
(t)
1 , x
(t)
2 , · · · , x(t)nt ) ∈ RD×nt
to their subspaces respectively, SA [10] aims to align the
two subspaces with a linear transformation. So that, a
classifier can be applied to the aligned source domain
data and the target domain data to predict the target
labels Yt = {y(t)} ∈ {1, · · · , l} of Dt. The illustration of
the classical SA is presented in Fig. 1.
In the first step, by the principal component analysis
algorithm (PCA) [46], SA projects Xs, Xt to their cor-
responding d-dimensional subspaces Xˆs, Xˆt spanned by
the columns of Ps, Pt respectively where d ≪ D and
Ps, Pt ∈ RD×d.
Subsequently, the source domain subspace coordinates
Ps can be aligned to the target domain subspace coordi-
nates Pt with a transformation matrix M ∈ Rd×d. Con-
cretely, the corresponding objective function is defined
FIG. 1: The illustration of SA.
as
M∗ = argmin
M
‖PsM − Pt‖2F
= argmin
M
‖PTs PsM − PTs Pt‖2F
= argmin
M
‖M − PTs Pt‖2F , (1)
where ‖.‖F is the Frobenius norm. Hence, the optimal
transformation matrix M∗ = PTs Pt. The source domain
subspace can be aligned to the target domain subspace
with Pa = PsM∗. The aligned source domain subspace
data
Xˆa = P
T
a Xs = (PsM∗)
TXs (2)
and the target domain subspace data Xˆt
Xˆt = P
T
t Xt (3)
can be obtained.
The similarity function which measures the discrep-
ancy between the source and target domain is defined
as
sim(xs, xt) = (xˆa)
T xˆt
= xTs PsM∗P
T
t xt
= xTs Axt (4)
where the target aligned matrix A = PsM∗PTt .
After aligning the subspaces, the classifier can be in-
voked to obtain the target data labels Yt. In general,
two different types of classifiers can be utilized to accom-
plish the target label prediction. The local classifier such
as the nearest-neighbor algorithm [47] can be performed
on Xˆa, Xˆt to predict the target labels Yt. In addition,
the global classifier such as the support vector machine
(SVM) [48] can also be utilized to predict the Yt with the
similarity function sim(xs, xt).
III. QUANTUM SUBSPACE ALIGNMENT
In this section, the QSA will be presented. At first, the
source and target domain data will be preprocessed by
3the qPCA in section IIIA. Then, the source and target
domain subspace will be aligned in section III B. Finally,
we analyze the algorithmic complexity of the classical and
quantum SA algorithms to demonstrate the superiority
of the QSA in section III C.
A. Data preprocessing
In the data preprocessing section, Xs, Xt can be pre-
processed by the qPCA [21] to obtain the corresponding
principle components and subspace data. The quantum
states corresponding to Xs, Xt are
|ψXs〉 =
ns∑
i=1
D∑
m=1
x
(s)
mi|i〉|m〉 =
ns∑
i=1
|i〉|x(s)i 〉, (5)
|ψXt〉 =
nt∑
j=1
D∑
m=1
x
(t)
mj |j〉|m〉 =
nt∑
j=1
|j〉|x(t)j 〉, (6)
respectively in amplitude encoding where
∑
m,i |x(s)mi|2 =∑
m,j |x(t)mj |2 = 1. Thus, the quantum state which is pro-
portional to the covariance matrix Cs = XsX
T
s is
ρCs = tri{|ψXs〉〈ψXs |}
=
D∑
m,m
′=1
ns∑
i=1
x
(s)
mix
(s)∗
m
′
i
|m〉〈m′ | (7)
where tri is the partial trace over the i register.
By the trick of Ref. [21], eiρCs∆t can be efficiently sim-
ulated. Subsequently, the source domain d-dimensional
subspace principal components Ps =
∑d
i=1 |u(s)i 〉〈i| can
be obtained by applying the quantum phase estimation
(QPE) [49, 50]
UPE(ρCs) =(QFT
† ⊗ I)
(
T−1∑
τ=0
|τ〉〈τ | ⊗ eiρCs τ∆t
)
(H⊗n ⊗ I) (8)
with O(∆t2/ǫ) copies of the quantum state ρCs and
sampling the eigenvectors |u(s)i 〉 corresponding to the d
largest eigenvalues of ρCs where QFT
† represents the
inverse quantum Fourier transform and ǫ is the error co-
efficient. Similarly, the target domain d-dimensional sub-
space principal components Pt =
∑d
j=1 |u(t)j 〉〈j| can also
be obtained by the qPCA.
B. Subspace alignment
As presented in the data preprocessing section, the
quantum states representing the source and target prin-
cipal components are
|Ps〉 =
d∑
i=1
d∑
p=1
u
(s)
pi |i〉|p〉 =
d∑
i=1
|i〉|u(s)i 〉, (9)
|Pt〉 =
d∑
j=1
d∑
p=1
u
(t)
pj |j〉|p〉 =
d∑
j=1
|j〉|u(t)j 〉, (10)
respectively where
∑
p,i |u(s)pi |2 =
∑
p,j |u(t)pj |2 = 1. Sub-
sequently, the quantum states
ρs = tri{|Ps〉〈Ps|}
=
d∑
p,p
′=1
d∑
i=1
u
(s)
pi u
(s)∗
p
′
i
|p〉〈p′ | (11)
and
ρt = trj{|Pt〉〈Pt|}
=
d∑
p,p
′=1
d∑
j=1
u
(t)
pj u
(t)∗
p
′
j
|p〉〈p′ | (12)
which are proportional to PsP
T
s , PtP
T
t respectively can
be obtained.
Inspired from Ref. [51], the preparation procedure of
the optimal transformation matrix M∗ = PTs Pt is pre-
sented as follows.
(1) Prepare the initial state. Given the quantum states
|Ps〉 and |Pt〉, assume that the quantum oracle
US(P ) : |i〉|0〉 → |i〉|ui〉. (13)
is accessible as presented in [52]. The initial state
|ψ0〉 =
d∑
i,j=1
|i〉I1 |j〉I2 |0〉B|0〉C1 (14)
can be prepared with four quantum registers denoted by
I1, I2, B and C1. Apply the Hadamard operation H
and the controlled unitary UP(Ps, Pt) = I
I2 ⊗ |0〉〈0|B ⊗
UI1C1
S
(Ps)+ I
I1 ⊗|1〉〈1|B⊗UI2C1
S
(Pt) on the initial state
resulting in
|ψ1〉 = 1√
2
(|0〉|Ps〉+ |1〉|Pt〉)
=
d∑
i,j=1
|i〉I1 |j〉I2 ⊗ |φ0〉BC1 , (15)
where |φ0〉 = 1√2 (|0〉|u
(s)
i 〉+ |1〉|u(t)j 〉).
(2) The quantum state
|ψ2〉 =
d∑
i,j=1
|i〉I1 |j〉I2 ⊗ |φ1〉BC1 (16)
4can be obtained by applying the Hadamard operation H
on the |φ0〉 register where |φ1〉 = 12 (|0〉(|u(s)i 〉 + |u(t)j 〉) +
|1〉(|u(s)i 〉 − |u(t)j 〉)). Let
|φ1〉 = sin θij |0〉|u1〉+ cos θij |1〉|u2〉
= − i√
2
(eiθij |w1〉 − e−iθij |w2〉) (17)
where sin θij =
√
(1 + 〈u(s)i |u(t)j 〉)/2, cos θij =√
(1− 〈u(s)i |u(t)j 〉)/2, and |u1〉, |u2〉 represent the nor-
malization of |u(s)i 〉 + |u(t)j 〉, |u(s)i 〉 − |u(t)j 〉 respectively.
In addition, the quantum states{
|w1〉 = 1√2 (|0〉|u1〉+ i|1〉|u2〉),
|w2〉 = 1√2 (|0〉|u1〉 − i|1〉|u2〉);
(18)
are the eigenvectors of the matrix G = (2|φ1〉〈φ1| −
I)(−σz ⊗ I) corresponding to the eigenvalues e±i2θij
where σz is the Pauli-Z operator.
(3) The QPE UPE(G) is applied on the |φ1〉 register
resulting in
|ψ3〉 = − i√
2
d∑
i,j=1
|i〉I1 |j〉I2 ⊗ (eiθij |w1〉BC1 |λ〉C2
− e−iθij |w2〉BC1 | − λ〉C2), (19)
where θij = λπ/2
n.
(4) Add a new register R and perform the controlled
Ry(2 arcsin(〈u(s)i |u(t)j 〉)) rotation operation UR on it to
obtain the state
|ψ4〉 = |ψ3〉 ⊗
(√
1− 〈u(s)i |u(t)j 〉2|0〉R + 〈u(s)i |u(t)j 〉|1〉R
)
.
(20)
(5) Uncompute the |w〉, |λ〉 registers and measure the
R register to be |1〉. The final state
|ψM∗〉 =
d∑
i,j=1
〈u(s)i |u(t)j 〉|i〉|j〉, (21)
which represents the matrixM∗ = PTs Pt can be obtained
by ignoring the B, C1, C2 registers.
For simplicity, the whole procedure above can be sim-
plified as the unitary evolution
UM(Ps, Pt) = U
†
1U
†
2U
†
3U4U3U2U1, (22)
where 

U1 = UP(Ps, Pt)U2,
U2 = I
I1I2C1 ⊗HB,
U3 = I
I1I2 ⊗UBC1C2
PE
(G),
U4 = I
I1I2BC1 ⊗UC2R
R
.
(23)
Algorithm 1: Quantum subspace alignment
Input: Source domain data Xs with labels Ys; target
domain data Xt.
Output: Target domain labels Yt.
step 1 : Preprocess Xs, Xt to obtain the corresponding
principal components Ps, Pt respectively by the qPCA.
step 2 : Apply UM(Ps, Pt) on |ψ0〉 to obtain |ψM∗〉
representing the optimal transformation matrix M∗ as
Eq. (21).
step 3 : Apply UM(Ps, Xs), UM(Pt, Xt) on |ψ0〉
respectively to obtain |ψ
Xˆs
〉, |ψ
Xˆt
〉 representing the
source and target domain subspace data Xˆs, Xˆt as in
Eq. (24), Eq. (26).
step 4 : Apply UM(M∗, Xˆs) on |ψ0〉 to obtain |ψXˆa〉
representing the aligned source domain subspace data
Xˆa as in Eq. (25).
step 5 : Apply UM(ρs, ρt) on |ψ0〉 to obtain |ψA〉
representing the target aligned matrix A as in Eq. (27).
step 6 : Invoke a classifier to predict the target labels
Yt = Classifier(Xˆa, Ys, Xˆt).
Hence, the quantum state
|ψ
Xˆs
〉 = UM(Ps, Xs)|ψ0〉 =
ns∑
i=1
|i〉|xˆ(s)i 〉 (24)
which contains the elements of the source domain sub-
space data Xˆs. With the quantum states |ψM∗〉, |ψXˆs〉,
the unitary operation UM(M∗, Xˆs) can be performed on
|ψ0〉 resulting in the quantum aligned source domain sub-
space state
|ψ
Xˆa
〉 = UM(M∗, Xˆs)|ψ0〉 =
ns∑
i=1
|i〉|xˆ(a)i 〉. (25)
Similarly, the quantum state corresponding to the target
subspace data set Xˆt is
|ψ
Xˆt
〉 = UM(Pt, Xt)|ψ0〉 =
nt∑
j=1
|j〉|xˆ(t)j 〉. (26)
In addition, the target aligned matrix A can be repre-
sented by the quantum state
|ψA〉 = UM(ρs, ρt)|ψ0〉. (27)
Therefore, the D-dimensional source and target do-
main data Xs, Xt are projected to their corresponding
d-dimensional subspace data Xˆs, Xˆt respectively. The
subspace coordinates of the two domains Ps, Pt are sub-
sequently aligned resulting in the transformation matrix
M and the aligned source domain data Xˆa. Ultimately,
the target labels Yt can be obtained by invoking a clas-
sifier. The pseudo-code of the QSA is presented in Algo-
rithm 1.
5C. Algorithmic complexity
To evaluate the performance of the classical and quan-
tum SA, the algorithmic complexity of the two algorithms
are analyzed as follows.
In the data preprocessing, the classical SA utilizes
the PCA to project the source and target domain data
to the corresponding d-dimensional subspaces in time
O((ns + nt)D + D
3) [46]. The procedure of aligning
the two subspaces can be implemented in O(D2d) [10].
Compared with the classical SA, the source and tar-
get domain data sets are preprocessed by the qPCA in
O(d logD) [21]. Subsequently, the source domain sub-
space data Xˆs can be aligned to the target domain sub-
space data Xˆt in O(poly(
√
D)) [51]. Therefore, the pro-
cedure of DA can be implemented by the QSA pre-
sented in this paper with at least quadratic speedup.
For the target label prediction, the local classifier, the
quantum nearest neighbor algorithm [25], can be se-
lected as a candidate with the runtime in O(poly(
√
ns))
compared to the classical nearest neighbor algorithm in
O(ns logns) [47]. In addition, the global classifier can
also be invoked as an alternative resulting in exponen-
tial speedup in the number and dimension of the given
data [23]. Therefore, the subspace alignment can be
achieved by the QSA with quadratic speedup in the whole
procedure compared to the classical SA.
IV. VARIATIONAL QUANTUM SUBSPACE
ALIGNMENT
The VQSA is a common method to accomplish the
subspace alignment with a variational hybrid quantum-
classical procedure. Compared with the QSA presented
in section III, the VQSA can be achieved without high-
depth quantum circuits and fully coherent evolution re-
quired by the QSA. In the first place, the given data
are preprocessed by the PCA or the variational quantum
state diagonalization algorithm [53] resulting in Ps, Pt as
in the classical SA. Thus, the source and target domain
subspace data Xˆs = P
T
s Xs, Xˆt = P
T
t Xt can be obtained.
Subsequently, the VQSA achieves the subspace alignment
by designing parameterized quantum circuits to represent
the data transformation and invoking a classical opti-
mization algorithm to optimize the cost function. In the
following, two different configurations of the VQSA are
presented in section IVA and section IVB respectively.
A. End-to-end VQSA
In the first configuration, we design an L-depth param-
eterized quantum circuit to represent the unitary evolu-
tion
Uθ(1) = UL(θ
(1)) · · ·U2(θ(1))U1(θ(1)) (28)
Algorithm 2: Variational quantum subspace
alignment
Input: Source domain data Xs with labels Ys; target
domain data Xt.
Output: Target domain labels Yt.
step 1 : Preprocess Xs, Xt to obtain Ps, Pt and Xˆs, Xˆt
by the PCA or the variational quantum state
diagonalization algorithm.
step 2 : Align Ps to Pt through the end-to-end VQSA in
section IVA or the matrix-multiplication-based VQSA
in section IVB resulting in the transformation matrix
M∗ and the aligned source domain subspace data Xˆa.
step 3 : Invoke a classifier to predict the target labels
Yt = Classifier(Xˆa, Ys, Xˆt).
with a set of parameters {θ(1)} to align the source domain
subspace coordinates Ps to the target domain subspace
coordinates Pt.
By minimizing the cost function
L1 =
∣∣Uθ(1) |PTs 〉 − |PTt 〉∣∣2 (29)
where Uθ represents an L-depth parameterized quantum
circuit; |PTs 〉 =
∑d
i=1 |u(s)i 〉|i〉, |PTt 〉 =
∑d
j=1 |u(t)j 〉|j〉.
The optimal transformation Uθ(1)∗ can be subsequently
applied to Xˆs to obtain the aligned source domain data
Xˆa = Uθ(1)∗Xˆs.
B. Matrix-multiplication-based VQSA
In the second configuration, we design the ansatz
states |ψMi(θ(2))〉 with a set of parameters {θ(2)} for
i = 1, · · · , d. Subsequently, the cost function
L2 =
1
d
d∑
i=1
∣∣∣∣∣∣
〈ψMi(θ(2))|PTs |u(t)i 〉√
〈u(t)i |PsPTs |u(t)i 〉
∣∣∣∣∣∣
2
(30)
is defined to be minimized to obtain the optimal ansatz
states |ψM∗
i
(θ(2))〉 in the spirit of [54]. Hence, the optimal
transformation matrix M∗ =
∑d
i=1 |ψM∗i (θ(2))〉〈i| and
the aligned source domain subspace data Xˆa =M
T
∗ Xˆs.
Having obtained the aligned source domain subspace
data Xˆa and the target domain subspace data Xˆt, we can
invoke a classifier to predict the target labels Yt. The
pseudo-code of the VQSA is presented in Algorithm 2.
V. NUMERICAL EXPERIMENTS
In this section, two different numerical experiments
are presented to evaluate the performance of the VQSA
compared with other models on different types of data
sets. All the simulation experiments are implemented on
a classical computer with the Python programming lan-
guage and the Scikit-learn machine learning library [55].
6TABLE I: DA accuracies of all 4 domain shifts on the synthetic data sets and the Iris data set
Experiment 1 Experiment 2
D1 → D2 D2 → D1 D3 → Iris Iris→ D3
NA 50% 49% 33% 50%
Classical SA 1% 10% 24% 66%
VQSA 92 % 99 % 80 % 76 %
In addition, the source code and the selected parameters
are accessible in Ref. [56].
A. Data sets
Different types of data sets are selected to be applied
to different tasks. In the first experiment, the two data
sets D1 ∼ N (µ(1)1 = µ(1)2 = 0, σ(1)1 = σ(1)2 = 1), D2 ∼
N (µ(2)1 = µ(2)2 = 0, σ(2)1 = σ(2)2 = 2) are both generated
from the normal distribution with the specified mean µ
and variance σ. D1, D2 both contain 100 six-dimensional
data points distributed in two classes. For the second
experiment, a synthetic data set D3 ∼ N (µ(3)1 = µ(3)2 =
µ
(3)
3 = 0, σ
(3)
1 = σ
(3)
2 = σ
(3)
3 = 1) and the Iris data set [57,
58] are selected. Concretely, the Iris data set contains
150 four-dimensional samples distributed in three classes
where each refers to a specific type of iris flower. The
D3 generated from the standard normal distribution has
the same data dimension and feature space as the Iris
data set but with a different distribution. In addition,
the specified task DA → DB means that DA is selected
as the source domain and DB is the target domain.
B. Benchmark models
The models selected in the numerical experiments are
the no adaptation model (NA), the classical SA and the
VQSA. The NA is a baseline model performed on the
source and target domain data without any domain adap-
tation operations. The classical SA, the VQSA are per-
formed on the source and target domain data sets re-
spectively. The concrete structure of the parameterized
quantum circuit in the VQSA is exactly the same as that
in Ref. [45]. In our work, the AdaGrad [59] is selected as
the optimization algorithm.
C. Results
As presented in Table. I, all the three algorithms are
performed on the two types of data sets with four domain
shifts. In the first experiment, the NA model achieves
50% accuracy in the task D1 → D2 and 49% in the task
D2 → D1. However, the classical SA performs unex-
pectedly poorly on the two tasks. For the VQSA, the
model after the optimization is a 8-layer parameterized
quantum circuit. The performance of the VQSA is sig-
nificantly better than other two algorithms. Thus, the
VQSA shows superior data representation and transfer
capabilities in the two specified tasks. In the second
experiment, the classical SA achieves 66% accuracy in
Iris → D3 better than 50% accuracy of the NA model.
However, the 24% accuracy of the classical SA in the
D3 → Iris is worse than the 33% accuracy of the NA
demonstrating that the negative transfer appears in ap-
plying the classical SA to this task. Compared with
the best performance of the other two algorithms, the
VQSA can achieve at least 10% performance improve-
ment. In the second experiment, the VQSA achieves
accuracy higher than the other two models while effec-
tively avoiding the negative transfer. The VQSA models
in these two experiments are relative random parameter-
ized quantum circuits. In our view, the performance of
the VQSA can be promoted by further optimizing the
circuit structures.
VI. CONCLUSION
In this paper, we have presented two implementations
of a representative DA algorithm, SA, on quantum de-
vices. For the QSA, we perform the qPCA algorithm
on the given raw data sets to obtain the subspace data
sets with complexity logarithmic in the dimension of the
data points in the data preprocessing section. Subse-
quently, the labelled subspace data are aligned to the tar-
get unlabelled subspace data based on the quantum basic
linear algebra subroutines. Over the whole procedure,
the QSA algorithm proposed in our work achieves at
least quadratic speedup in algorithmic complexity com-
pared with the classical SA algorithm. In addition, the
VQSA is implemented on the near term quantum devices
with a variational hybrid quantum-classical procedure.
To evaluate the performance of the VQSA, we perform
the VQSA and other models on the synthetic data sets
and the Iris data set demonstrating that the VQSA can
achieve competitive performance compared to the classi-
cal SA.
Aside form the two implementations provided in our
work, some open questions still need to be further dis-
cussed. For the QSA, the quantum circuit depth of the
QSA can be relatively high. In addition, the QSA re-
quires fully coherent evolution and the qRAM which are
prohibited at present. For the VQSA, how to design the
quantum circuit to achieve optimal performance of the
7VQSA is another question. In general, although the al-
gorithms proposed in this paper still have a lot to be
improved, the algorithms in our work prove that quan-
tum computation techniques can be applied to the field
of transfer learning to accomplish machine learning tasks.
ACKNOWLEDGMENTS
This work is supported by the National Key R&D Pro-
gram of China, Grant No. 2018YFA0306703.
[1] L. Y. Pratt, Discriminability-based transfer between neu-
ral networks, in Advances in neural information process-
ing systems (1993) pp. 204–211.
[2] S. J. Pan and Q. Yang, A survey on transfer learning,
IEEE Transactions on knowledge and data engineering
22, 1345 (2009).
[3] B. Kulis, K. Saenko, and T. Darrell, What you saw is
not what you get: Domain adaptation using asymmetric
kernel transforms, in CVPR 2011 (IEEE, 2011) pp. 1785–
1792.
[4] L. Duan, I. W. Tsang, D. Xu, and S. J. Maybank, Domain
transfer svm for video concept detection, in 2009 IEEE
Conference on Computer Vision and Pattern Recognition
(IEEE, 2009) pp. 1375–1381.
[5] K. Saenko, B. Kulis, M. Fritz, and T. Darrell, Adapting
visual category models to new domains, in European con-
ference on computer vision (Springer, 2010) pp. 213–226.
[6] H. Daume III and D. Marcu, Domain adaptation for
statistical classifiers, Journal of artificial Intelligence re-
search 26, 101 (2006).
[7] B. Gong, K. Grauman, and F. Sha, Connecting the
dots with landmarks: Discriminatively learning domain-
invariant features for unsupervised domain adaptation,
in International Conference on Machine Learning (2013)
pp. 222–230.
[8] J. Ni, Q. Qiu, and R. Chellappa, Subspace interpolation
via dictionary learning for unsupervised domain adapta-
tion, in Proceedings of the IEEE conference on computer
vision and pattern recognition (2013) pp. 692–699.
[9] A. Shrivastava, S. Shekhar, and V. M. Patel, Unsu-
pervised domain adaptation using parallel transport on
grassmann manifold, in IEEE Winter conference on Ap-
plications of Computer Vision (IEEE, 2014) pp. 277–284.
[10] B. Fernando, A. Habrard, M. Sebban, and T. Tuytelaars,
Unsupervised visual domain adaptation using subspace
alignment, in Proceedings of the IEEE international con-
ference on computer vision (2013) pp. 2960–2967.
[11] B. Sun and K. Saenko, Subspace distribution alignment
for unsupervised domain adaptation., in BMVC, Vol. 4
(2015) pp. 24–1.
[12] B. Sun and K. Saenko, Deep coral: Correlation alignment
for deep domain adaptation, in European Conference on
Computer Vision (Springer, 2016) pp. 443–450.
[13] R. Gopalan, R. Li, and R. Chellappa, Domain adapta-
tion for object recognition: An unsupervised approach, in
2011 international conference on computer vision (IEEE,
2011) pp. 999–1006.
[14] B. Gong, Y. Shi, F. Sha, and K. Grauman, Geodesic flow
kernel for unsupervised domain adaptation, in 2012 IEEE
Conference on Computer Vision and Pattern Recognition
(IEEE, 2012) pp. 2066–2073.
[15] P. W. Shor, Algorithms for quantum computation: Dis-
crete logarithms and factoring, in Proceedings 35th an-
nual symposium on foundations of computer science
(Ieee, 1994) pp. 124–134.
[16] L. K. Grover, A fast quantum mechanical algorithm
for database search, arXiv preprint quant-ph/9605043
(1996).
[17] A. W. Harrow, A. Hassidim, and S. Lloyd, Quantum al-
gorithm for linear systems of equations, Physical review
letters 103, 150502 (2009).
[18] S. Aaronson and A. Arkhipov, The computational com-
plexity of linear optics, in Proceedings of the forty-third
annual ACM symposium on Theory of computing (ACM,
2011) pp. 333–342.
[19] E. Farhi and H. Neven, Classification with quantum neu-
ral networks on near term processors, arXiv preprint
arXiv:1802.06002 (2018).
[20] S. Lloyd, M. Mohseni, and P. Rebentrost, Quantum algo-
rithms for supervised and unsupervised machine learning,
arXiv preprint arXiv:1307.0411 (2013).
[21] S. Lloyd, M. Mohseni, and P. Rebentrost, Quantum prin-
cipal component analysis, Nature Physics 10, 631 (2014).
[22] P. Rebentrost, A. Steffens, and S. Lloyd, Quantum singu-
lar value decomposition of non-sparse low-rank matrices,
arXiv preprint arXiv:1607.05404 (2016).
[23] P. Rebentrost, M. Mohseni, and S. Lloyd, Quantum sup-
port vector machine for big data classification, Physical
review letters 113, 130503 (2014).
[24] N. Wiebe, A. Kapoor, and K. M. Svore, Quantum
nearest-neighbor algorithms for machine learning, Quan-
tum Information and Computation 15 (2018).
[25] Y. Dang, N. Jiang, H. Hu, Z. Ji, and W. Zhang, Image
classification based on quantum k-nearest-neighbor algo-
rithm, Quantum Information Processing 17, 239 (2018).
[26] N. Wiebe, D. Braun, and S. Lloyd, Quantum algorithm
for data fitting, Physical review letters 109, 050505
(2012).
[27] M. Schuld, I. Sinayskiy, and F. Petruccione, Prediction
by linear regression on a quantum computer, Physical
Review A 94, 022342 (2016).
[28] E. Aı¨meur, G. Brassard, and S. Gambs, Quantum speed-
up for unsupervised learning, Machine Learning 90, 261
(2013).
[29] I. Cong and L. Duan, Quantum discriminant analysis for
dimensionality reduction and classification, New Journal
of Physics 18, 073011 (2016).
[30] X. He, L. Sun, C. Lyu, and X. Wang, Quantum lo-
cally linear embedding, arXiv preprint arXiv:1910.07854
(2019).
[31] K. H. Wan, O. Dahlsten, H. Kristja´nsson, R. Gardner,
and M. Kim, Quantum generalisation of feedforward neu-
ral networks, npj Quantum Information 3, 36 (2017).
[32] K. Beer, D. Bondarenko, T. Farrelly, T. J. Osborne,
R. Salzmann, D. Scheiermann, and R. Wolf, Training
deep quantum neural networks, Nature communications
11, 1 (2020).
[33] J. Romero, J. P. Olson, and A. Aspuru-Guzik, Quantum
8autoencoders for efficient compression of quantum data,
Quantum Science and Technology 2, 045001 (2017).
[34] L. Lamata, U. Alvarez-Rodriguez, J. D. Mart´ın-
Guerrero, M. Sanz, and E. Solano, Quantum autoen-
coders via quantum adders with genetic algorithms,
Quantum Science and Technology 4, 014007 (2018).
[35] A. Khoshaman, W. Vinci, B. Denis, E. Andriyash, and
M. H. Amin, Quantum variational autoencoder, Quan-
tum Science and Technology 4, 014001 (2018).
[36] N. Wiebe, A. Kapoor, and K. M. Svore, Quantum deep
learning, arXiv preprint arXiv:1412.3489 (2014).
[37] M. H. Amin, E. Andriyash, J. Rolfe, B. Kulchytskyy,
and R. Melko, Quantum boltzmann machine, Physical
Review X 8, 021050 (2018).
[38] S. Lloyd and C. Weedbrook, Quantum generative ad-
versarial learning, Physical review letters 121, 040502
(2018).
[39] P.-L. Dallaire-Demers and N. Killoran, Quantum genera-
tive adversarial networks, Physical Review A 98, 012324
(2018).
[40] L. Hu, S.-H. Wu, W. Cai, Y. Ma, X. Mu, Y. Xu, H. Wang,
Y. Song, D.-L. Deng, C.-L. Zou, et al., Quantum gener-
ative adversarial learning in a superconducting quantum
circuit, Science advances 5, eaav2761 (2019).
[41] M. Benedetti, E. Grant, L. Wossnig, and S. Severini, Ad-
versarial quantum circuit learning for pure state approx-
imation, New Journal of Physics 21, 043023 (2019).
[42] H. Situ, Z. He, L. Li, and S. Zheng, Quantum generative
adversarial network for generating discrete data, arXiv
preprint arXiv:1807.01235 (2018).
[43] J. Zeng, Y. Wu, J.-G. Liu, L. Wang, and J. Hu, Learning
and inference on generative adversarial quantum circuits,
Physical Review A 99, 052306 (2019).
[44] A. Mari, T. R. Bromley, J. Izaac, M. Schuld, and N. Killo-
ran, Transfer learning in hybrid classical-quantum neural
networks, arXiv preprint arXiv:1912.08278 (2019).
[45] X. He, Quantum correlation alignment for unsupervised
domain adaptation, arXiv preprint arXiv:2005.03355
(2020).
[46] K. Pearson, Liii. on lines and planes of closest fit to sys-
tems of points in space, The London, Edinburgh, and
Dublin Philosophical Magazine and Journal of Science 2,
559 (1901).
[47] G. Gutin, A. Yeo, and A. Zverovich, Traveling salesman
should not be greedy: domination analysis of greedy-type
heuristics for the tsp, Discrete Applied Mathematics 117,
81 (2002).
[48] C. Cortes and V. Vapnik, Support-vector networks, Ma-
chine learning 20, 273 (1995).
[49] M. A. Nielsen and I. L. Chuang, Quantum Computation
and Quantum Information (Cambridge University Press,
2010).
[50] B. Duan, J. Yuan, Y. Liu, and D. Li, Quantum algo-
rithm for support matrix machines, Physical Review A
96, 032301 (2017).
[51] C. Shao, Quantum algorithms to matrix multiplication,
arXiv preprint arXiv:1803.01601 (2018).
[52] I. Kerenidis and A. Prakash, Quantum recommendation
systems, arXiv preprint arXiv:1603.08675 (2016).
[53] R. LaRose, A. Tikku, E´. O’Neel-Judy, L. Cincio, and P. J.
Coles, Variational quantum state diagonalization, arXiv
preprint arXiv:1810.10506 (2018).
[54] C. Bravo-Prieto, R. LaRose, M. Cerezo, Y. Subasi,
L. Cincio, and P. J. Coles, Variational quantum linear
solver: A hybrid algorithm for linear systems, arXiv
preprint arXiv:1909.05820 (2019).
[55] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel,
B. Thirion, O. Grisel, M. Blondel, P. Prettenhofer,
R. Weiss, V. Dubourg, J. Vanderplas, A. Passos, D. Cour-
napeau, M. Brucher, M. Perrot, and E. Duchesnay,
Scikit-learn: Machine learning in Python, Journal of Ma-
chine Learning Research 12, 2825 (2011).
[56] https://github.com/xihechn/QSA.
[57] R. FISHER, The use of multiple measurements in taxo-
nomic problems, Ann. Eugenics 7, 179 (1936).
[58] E. Anderson, The species problem in iris, Annals of the
Missouri Botanical Garden 23, 457 (1936).
[59] J. Duchi, E. Hazan, and Y. Singer, Adaptive subgradient
methods for online learning and stochastic optimization,
Journal of machine learning research 12, 2121 (2011).
