Abstract-In this paper, we study a number of objective functions for training new hidden units in constructive algorithms for multilayer feedforward networks. The aim is to derive a class of objective functions the computation of which and the corresponding weight updates can be done in O(N) time, where N is the number of training patterns. Moreover, even though input weight freezing is applied during the process for computational efficiency, the convergence property of the constructive algorithms using these objective functions is still preserved. We also propose a few computational tricks that can be used to improve the optimization of the objective functions under practical situations. Their relative performance in a set of two-dimensional regression problems is also discussed.
I. INTRODUCTION
I N recent years, many neural-network models have been proposed for pattern classification, function approximation, and regression problems. Among them, the class of multilayer feedforward networks is perhaps the most popular. Standard backpropagation performs gradient descent only in the weight space of a network with fixed topology. In general, it is useful only when the network architecture (i.e., model) is chosen correctly. Too small a network cannot learn the problem well, but a size too large will lead to over-generalization and thus poor performance. This can be easily understood by analogy to the problem of curve fitting using polynomials. Consider a data set generated from a smooth underlying function with additive noise on the outputs. A polynomial with too few coefficients will be unable to capture the underlying function from which the data was generated, while a polynomial with too many coefficients will fit the noise in the data and again result in a poor representation of the underlying function. For an optimal number of coefficients, the fitted polynomial will give the best representation of the function and also the best predictions for new data. A similar situation arises in the application of neural networks, where it is again necessary to match the network complexity to the problem being solved. Algorithms that can find an appropriate network architecture automatically are thus highly desirable.
A. Matching the Network Complexity to the Problem
There are three major approaches to tackle this problem. The first involves using a larger than needed network and training it until an acceptable solution is found. After this, some hidden units or weights are removed if they are no longer actively used. Methods using this approach are called pruning algorithms. The second approach, which corresponds to constructive algorithms, starts with a small network and then grows additional hidden units and weights until a satisfactory solution is found. Review for pruning algorithms can be found in [1] , while that for constructive algorithms in [2] - [4] .
The constructive approach has a number of advantages over the pruning approach. First, for constructive algorithms, it is straightforward to specify an initial network, 1 whereas for pruning algorithms, one does not know in practice how big the initial network should be. Second, constructive algorithms always search for small network solutions first. They are thus more computationally economical than pruning algorithms, in which the majority of the training time is spent on networks larger than necessary. Third, as many networks with different sizes may be capable of implementing acceptable solutions, constructive algorithms are likely to find smaller network solutions than pruning algorithms. Smaller networks are more efficient in forward computation and can be described by a simpler set of rules. Functions of individual hidden units may also be more easily visualized. Moreover, by searching for small networks, the amount of training data required for good generalization may be reduced. Fourth, pruning algorithms usually measure the change in error when a hidden unit or weight in the network is removed. However, such changes can only be approximated for computational efficiency, and hence may introduce large errors, especially when many are to be pruned.
The third approach is regularization [5] - [7] . However, regularization cannot alter the network structure, which must be specified in advance by the user. Although in principle the use of regularization should allow the network to be overly large, in practice using an overly large network makes optimization of the regularized error function with respect to its network weights more computationally intensive and difficult. Moreover, there is a delicate balance, controlled by a regularization parameter, between the error term and the penalty term. Early attempts either set this regularization parameter manually [5] , [6] or by ad hoc procedures [7] . A more disciplined and long respected method is cross-validation [8] . However, this approach is usually very slow for nonlinear models like neural networks, because a large number of nonlinear optimization problems must be repeated. Recently, several researchers [9] - [12] have incorporated Bayesian methods into neural-network learning. Regularization can then be accomplished by using appropriate priors that favor small network weights (such as the normal [10] or Laplace [13] distribution), and the regularization parameter can be automatically set. However, Bayesian inference mechanisms must often assume asymptotic normality of the posterior distributions, which may break down when the number of weights in the network is large compared to the training set size. 2 This scenario is more likely to occur in overly large networks, further escalating the problem of determining an appropriate initial network for use in regularization.
Hence, in this paper, we will focus mainly on constructive algorithms. Moreover, we will be particularly interested in regression problems, in which networks with linear output units are the most common. Note that classification problems can be considered as a special case of regression problems. Some constructive methods, such as those found in [15] - [18] , that can only be applied to classification problems will not be discussed here.
B. How to Train New Hidden Units
There are three major problems involved in the design of constructive algorithms: 1) How to connect: How to connect the new hidden unit to the existing network? 2) How to train: How to determine the (new and existing) weights in the network after connections to the new hidden unit are made? 3) When to stop: When to stop the addition of new hidden units, or, in other words, what is the optimal number of hidden units to be installed in the network? The first issue has direct implications to the resultant network architecture. It is well known that no single class of network architectures is ideal for all problems [19] , and so different connection strategies for the new hidden units are suitable for different problems. But a comprehensive comparison of different architectures is still lacking.
The third issue on model selection may be addressed using different techniques, such as by comparing evidence in a Bayesian framework [9] , [14] , or, in a non-Bayesian framework, by the use of some information criteria [20] - [25] or data resampling methods [26] - [28] . This is still an active research topic. Interested readers may see the discussions in [26] , [29] , and [30] .
In this paper, we will focus on the second issue. In principle, it is fairly straightforward as one can simply train the whole network again (as in [31] and [32] ). However, while in neural networks with fixed architecture the weights are 2 As an example, MacKay [14] reported that the Gaussian approximation in the evidence framework seemed to break down significantly for N=k < 361, where N is the number of training patterns and k is the number of weights in the network. trained only once, here in constructive algorithms, training must be repeated every time hidden units are added. Hence, computational efficiency, in terms of both time and space, becomes an important issue. Most optimization routines do not scale up well when the number of weights is large. For example, Newton's method requires computation of the Hessian matrix, entailing a space requirement of and a time requirement of in each iteration. Quasi-Newton methods still have a space requirement of , but do not require evaluating the Hessian matrix and are implementable in ways which only require arithmetic operations in each iteration. The price to pay is that instead of having the quadratic local convergence of Newton's method, quasiNewton methods only exhibit a local superlinear convergence rate. Conjugate gradient methods do not require storage or maintenance of the Hessian, but their local convergence rate is roughly linear only. Simple gradient descent methods, though they only require space and time for each iteration, are notoriously slow when the network size is large [33] . Thus, in short, techniques to improve computational efficiency are essential in practical constructive algorithms, and these will be discussed below.
On the other hand, a frequently overlooked issue concerning constructive algorithms is their convergence properties. The question of convergence can be stated as follows: Can the constructive algorithm produce a convergent sequence of network functions that, in the limit, approximates the target function as closely as desired? In other words, does the sequence so generated strongly converge 3 to as ? Apparently, the universal approximation capability 4 of a network structure is necessary for the convergence of its constructive algorithm. However, we will see in Section II why this may not be sufficient.
Improving Computational Complexity: A common technique used in constructive algorithms (like [39] - [43] ) to simplify the optimization problem and thus improve computational complexity is to assume that the hidden units already existing in the network are useful in modeling part of the target function. Hence, we can keep the weights feeding into these hidden units fixed (input weight freezing), and allow only the weights connected to the new hidden unit and the output units to vary. The number of weights to be optimized, and the time and space requirements for each iteration, can thus be greatly reduced. This reduction is especially significant when there are already many hidden units installed in the network.
Training of the adaptable weights may then be performed by backpropagation as usual [42] , but the computational requirement may be further reduced by proceeding in a layerby-layer manner. First, the weights feeding into the new hidden unit are trained (input training). They are then kept constant and the weights connecting the hidden units to the outputs are 3 A sequence ff n g strongly converges [34] to f if lim n!1 kf 0f n k = 0, where k 1 k is the norm for the function space being considered. 4 A class of networks is capable of universal approximation if it is broad enough to contain the target function f or a good enough approximation of f.
See, for example, [35] - [38] for universal approximation results on multilayer perceptrons and radial basis function networks, respectively. trained (output training). In this way, only one layer of weights needs to be optimized each time. There is never any need to backpropagate the error signals and hence is much faster.
During input training, the weights feeding into the new hidden unit are trained to optimize an objective function. The following objective functions have been used. 1) Projection index [44] that finds "interesting" projections deviating from the Gaussian form. However, this is probably more suitable for exploratory data analysis [45] rather than for regression or classification problems, as projections of the Gaussian form may also be useful as feature detectors.
2) The same error criterion, such as the squared error criterion, as used in output training [40] . In this method, the weights in each layer are updated in turn, by keeping all the other weights unchanged, and the whole process is cycled many times. However, it will be shown later in this paper that such a criterion is inferior to the others proposed in Section II.
3) The covariance between the residual error and the new hidden unit activation, as in the cascade-correlation architecture [39] and its variants. Without loss of generality, we assume that there is only one output unit in the network. New hidden units are added one at a time in a greedy manner by maximizing (1) where ranges over the training patterns, is the activation of the new hidden unit for pattern , is the residual error for pattern before the new hidden unit is added, and and are the corresponding values averaged over all patterns. Note that if there are training patterns, then the time complexities for computing (1) and its weight update are both of only. However, the design of is rather ad hoc. As mentioned in [39] , early versions of the architecture used a true correlation measure, but the version of in (1) works better in most situations. 4) An objective function based on the use of projection matrices [46] . This can be formally derived, but both the computation of this objective function and each weight update require multiplications. The space requirement is also . Ideally, this , the number of training patterns, should be large for good generalization performance, and should also scale up with problem complexity [47] . Hence, this objective function may soon become infeasible for larger-scale problems. Moreover, its complex form makes it vulnerable to the problem of local optima in the optimization process. 5) Another very ad hoc objective function proposed in [48] . Effect on the Convergence Property: Input weight freezing, though highly beneficial in improving computational efficiency, unfortunately also affects the convergence property of the constructive algorithm. Consider, without loss of generality, feedforward networks with one hidden layer, whose network functions can be described by the set where with being the weights connecting the inputs to the th hidden unit, the weight connecting this hidden unit to the output, and the hidden unit transfer function. In a certain function space (such as the space), universal approximation results state that when satisfies certain mild conditions (e.g., bounded and nonconstant [49] ), will be dense in that space, i.e., for any given target function in the space, there exists a sequence of network functions in such that strongly converges to . Notice that under this formulation, all parameters (weights) in any in the sequence are freely adjustable. However, when input weight freezing is used, the new network estimate , constructed from , cannot change the input weights of the hidden units associated with . This restriction may then impede the approximation capabilities of the sequence . A major aim of this paper is to find objective functions such that the convergence property will be preserved when these functions are used in the constructive algorithms. Recently, there are also some results on the convergence issue. We will postpone the discussion of them to Section III.
Also, note that the norm used in the convergence definition should be based on the whole input space, not just on the training patterns as is done in [48] and [50] . This is because one is usually more interested in the generalization performance rather than performance on the training set, and a perfect recall of the training set is always possible simply by having more hidden units. Hence, "convergence," in the sense of reducing the training error to zero [48] , [50] , is inadequate.
C. Organization of this Paper
Motivated by the success of the cascade-correlation architecture in a variety of problems [51] - [55] , the obscure design of the objective function and the importance of having convergence properties for constructive algorithms, we discuss in Section II a class of objective functions for training new hidden units in constructive algorithms, all of which have a time complexity of without compromising the convergence property. A comparison with related works on the issue of convergence will be discussed in Section III. Practical problems in optimizing the objective functions, together with some suggested remedies, will be discussed in Section IV. Experimental comparison in using these objective functions for a series of regression problems will be described in Section V, followed by some concluding remarks in the last section.
Proofs of the mathematical results and extension to the case of nonlinear output units are in the Appendix.
II. DESIGN OF THE OBJECTIVE FUNCTIONS
In the following, we assume that the network has only one linear output unit. The case for nonlinear output units is dealt with in Appendix B. Extension to multiple output units is straightforward. Moreover, we will focus on the space, i.e., the space of all square integrable functions. For , the inner product 5 is defined by where is the (positive) input environment measure, is the whole input space which is a bounded measurable subset in the -dimensional Euclidean space . The norm in space will be denoted as . A network, having hidden units directly connected to the output unit, implements the function given by where represents the function implemented by the th hidden unit. Note that these 's may only be indirectly connected to the input units through intermediate hidden units, and thus the network is not restricted to having only one single hidden layer. Moreover, is the residual error function for the current network with hidden units. Addition of a new hidden unit proceeds in two steps: 1) Input training: Find and such that the resultant linear combination of with the current network, i.e., , gives minimum residual error . 2) Output training: Keeping fixed, adjust the values of so as to minimize the residual error. Note that, as will be shown later, can be found as a byproduct in Step 1), without requiring backpropagation of error. This can then be used as an initial value in performing Step 2).
Step 1) is performed by maximizing an objective function over from a set . This , having finite or infinite number of elements, contains all hidden unit functions that can possibly be implemented. It thus depends on the particular constructive algorithm that specifies how the new hidden unit is connected to the existing network, how the net input to the hidden unit is computed, and the transfer function of the new hidden unit, etc.
Step 2) is used to ensure that remains orthogonal to the subspace spanned by . This minimization can 5 An inner product [34] in a real linear space R is a real function defined for every pair of elements u; v 2 R and is denoted by hu;vi, with the following properties: 1) hu;ui 0 where hu;ui = 0 if and only if u = 0; 2) hu;vi = hv;ui; 3) hu;vi = hu; vi; 2 <; 4) hu;v + wi = hu;vi + hu;wi.
be performed by using gradient descent or, when the output unit is linear and squared error criterion is used, by computing the pseudo-inverse.
A. Derivation for and
We first address the problem in Step 1). Proposition 1: For a fixed , 6 the expression achieves its minimum iff (2) Moreover, with and as defined in (2), , iff (Proofs are in Appendix A.) Thus, Proposition 1 suggests that the objective function to be optimized during input training is
However, in practice, (3) can only be calculated when the exact functional form of is available, which is obviously impossible as the true is unknown. A consistent 7 estimate of (3) using information from the training set is , where is the activation of the new hidden unit for pattern and is the corresponding residual error before this new hidden unit is added. Dropping the factor which is common for all candidate hidden unit functions, we obtain the following objective function:
The corresponding update equation for connection weight feeding into this new hidden unit is
Notice that the time complexities in computing this objective function and each weight update are of . Moreover, storage requirement is minimal as the 's and 's need not be stored.
6 kgk = 0 implies g(x) 0 8x 2 X, which should obviously be excluded. 7 Consistency follows as the estimate is a continuous function of the sample product moments.
The weight connecting the new hidden unit to the output unit is also determined as a by-product, given by as determined in (2) . Compared to [40] in which the same criterion is used for both the input and output training phases, they have to (randomly) fix an initial guess for before input training can proceed. Hence, the hidden unit found is likely to be suboptimal, and so the input and output training phases have to be iterated for several times, significantly lengthening the optimization process. In our approach, however, the optimal for the new hidden unit is automatically determined and its value is not required during input training. Moreover, the weight update process in [40] can be regarded as a variant of the coordinate descent method [56] , which is known to have poor convergence properties. Simulation results in Section V also confirm that this method used without iteration is inferior.
The convergence property of the constructive algorithm using (3) as the objective function during input training, with input weight freezing in effect, is assured by the following theorem.
Theorem 1: Given is dense in and for some . If is selected as to maximize , then . Requiring the set of hidden unit functions to satisfy the denseness requirement is not hard, as is supported by various universal approximation results for feedforward networks [36] , [38] , [49] , [57] . Moreover, the boundedness assumption of holds for continuous transfer functions on bounded domains. Hence, Theorem 1 shows that the sequence of networks so constructed incrementally strongly converges to the target function.
If we further restrict the target function to be an exact summation of basis functions from , i.e., of the form (5) for some , then, similar to [58] , we can obtain the following convergence rate.
Proposition 2: If the target function is an exact summation of basis functions from as in (5) and the network is constructed as in Theorem 1, then (6) where . Or, in other words, . Because of the boundedness assumption of , the denominator in (3) can be dropped without affecting convergence.
Corollary 1: With the conditions in Theorem 1, if is selected as to maximize , then . And we arrive at the second objective function (7) Again, the time complexities in computing this objective function and each weight update are of .
If we restrict the target function to be an exact summation of basis functions from , then we have the following proposition.
Proposition 3: If the target function is of the form in (5), , and the network is constructed as in Corollary 1, then (8) where . Note that which implies i.e., the bound for in (6) is smaller than that in (8) . Of course, this does not necessarily mean that the network sequence constructed using as the objective function will converge faster than that using , as it also depends on how tight the bounds in (6) and (8) are. Nevertheless, empirical results in Section V tend to support this difference in convergence rates.
B. Derivation for and
The objective function used in the cascadecorrelation architecture can also be derived from the above results. But let us first introduce a few notations.
Let . For , define
where Obviously, is a semi inner product 8 in . Here we use the notation for various spaces, which should be clear from context. The corresponding seminorm is also denoted as . To convert this semi inner product into an inner product, consider the set of all constant-valued functions in . The quotient space is the set with elements for each . For , define
where is as defined in (9) . Obviously, defines an inner product in . We then have the following corollary. (11) where is the average value of the new hidden unit over all training patterns and is the corresponding average for the residual error. Again, only time is required for computing (11) and its weight update.
Using Corollary 1, we can drop the denominator in (11) and arrive at the fourth objective function which is the square of . Again, when the target function is restricted to be an exact summation of basis functions from , the convergence rates for or as objective functions are . Recall that the objective functions and are derived by assuming that is fixed at each step when the new hidden unit is optimized. In deriving and by using the quotient space, however, we have basically used the knowledge that the bias to the output unit will be corrected during output training, and hence the mean values of and may be ignored during input training. This is sometimes beneficial, as is illustrated by the simulation results in Section V.
III. RELATED WORK ON THE CONVERGENCE ISSUE
The convergence issue of constructive algorithms has been discussed in [59] and [60] , originally in the context of projection pursuit regression [60] , [61] . When the norms of the elements in are bounded (i.e., as we also assumed in Theorem 1), convergence is shown in [59] when the target function is in the closure of the convex hull of . However, when the norm is bounded, the convex closure is no longer equal to the span of . Thus convergence to all functions is not guaranteed, whereas in our case, Theorem 1 holds for all functions. Moreover, in both [59] and [60] , the iterative sequence of network estimates is formed from a convex combination of the previous network function and the new basis function (12) where . Whereas in our approach, the new is formed from full linear combination of the old and new hidden unit functions. The weights connecting the old hidden units to the output unit are thus not constrained as a group, as in (12).
Besides, in (12) , has to be learned together with the new hidden unit , while in our case, the parameters of the new hidden unit are first learned and then the output layer weights. Training is thus performed for only one layer of weights at a time, making optimization of the objective function simpler. Moreover, the objective function to be minimized in [59] and [60] is different from that developed in the previous section, and thus results in [59] and [60] cannot be directly applied here.
On the other hand, while results in [59] and [60] and those we studied here are in the context of the space (or more general Hilbert spaces), Darken et al. [62] extended the bounds on the rate of approximation to broader classes of spaces, including spaces where . However, they are more interested in showing the existence of a convergent network sequence, while we are more interested in the convergence properties of specific methods that are able to deliver such sequences.
Drago and Ridella [58] also studied the convergence properties of using as the objective function for function approximation, but only for the case when the hidden unit transfer function is the hyperbolic tangent function and uniform environment measure. Our work here poses little restriction on the input environment measure or the hidden unit transfer function, so long as the hidden unit transfer function is bounded and the requirements for universal approximation are met. Moreover, a number of other objective functions, besides , are derived and discussed. Recently, Kurková and Beliczynski [63] also devised the criterion in this paper as an objective function. However, their convergence proof follows from that in [59] , and hence is restricted to target functions that are in the convex closure of .
IV. SOME PRACTICAL CONCERNS

A. Practical Problems
Before discussing the simulation results, we first discuss a few practical problems in optimizing the objective functions.
Problem with the Objective Function: In the following, we denote any objective function obtained in the previous section simply by . Its first and second partial derivatives with respect to the connection weight will be denoted by and , respectively.
As learning proceeds, hidden units are added to the network and the residual errors 's decrease with time. Observe that and are continuous with respect to , and when all the 's are zero. Hence as . This may pose a problem when the residual errors are small but still not acceptable. If gradient-ascent algorithms that use only first-order information (such as standard backpropagation) are used in the optimization, is changed at each step by an amount (13) where is the learning rate. As is small, learning basically comes to a halt. By using optimization algorithms that use second-order information, we may be able to do a better job. Hence, in the experiments, the quickprop learning algorithm [33] is used to implement this optimization. However, the problem is still not solved completely.
Problem with the Quickprop Algorithm: The quickprop algorithm is a second-order method. It assumes that the function, , to be optimized is locally quadratic with respect to each weight, and the Hessian matrix of in weight space is diagonal. Although these assumptions are quite "risky," the technique works well in practice [33] , [64] .
Denoting at time by , the change for weight at time is given by: (14) where is the weight update at time . There are cases when weight update by (14) is not used. For example, since quickprop changes weights based on what happened during the previous weight update, (13) is used to compute the first step. Another situation is when the current slope with respect to is in the same direction as that of the previous slope, and its magnitude is close to or even larger than the previous one. In this case, the next weight update is given by (15) Although the aim of this restriction is to improve the stability of the algorithm, it may be problematic when one is exploring in a plateau 9 in the error surface. Consider the direction in the weight space. Taking the gradient ascent step in (13) at with (16) Now, using Taylor series expansion and (16) (17) (18) where denotes at time . If falls in the region of a plateau, then 9 A plateau is a region where the first and second derivatives of the function to be optimized with respect to all the parameters are nearly zero.
Equation (18) thus implies which satisfies the conditions for (15) to be applied. The next weight update, using (15) and (16), is then Movement in the weight space is thus very slow.
This problem, however, is usually not that severe. Although the next weight change is small, and even if the conditions for (15) to be applied continue to be satisfied, it can build up gradually given a sufficient number of training epochs. This can be seen clearly by applying (15) repeatedly (19) Thus, as , the difference between and will finally be large enough for the quadratic approximation to be applied.
However, in constructive neural-network algorithms, training is usually limited by a patience parameter [39] , which means that the function to be optimized has to be improved by a certain fraction within a certain number of training epochs. Patience helps to end each learning phase when progress is excessively slow and thus saves time. Moreover, it is also experimentally shown to be able to improve generalization by avoiding overfitting of the training data [65] . However, the value of this patience parameter is usually small. Hence, waiting for the weight slopes to slowly build up as in (19) is not possible under such situations. More drastic action is needed to get out of the plateau in limited time. This situation is particularly acute in our case, as we have shown in the last section that when the residual errors are small, both the first and second derivatives of the objective function are likely to be small.
B. Remedies
To alleviate the problems mentioned above, we aim at increasing the slope of the objective function to be optimized when the residual errors are small, such that the region to be searched is less likely to be a plateau. On the other hand, if we are so unfortunate that quickprop really searches in a plateau, we aim at finding a better method to get out of it quickly.
To avoid the first problem, Fahlman [33] suggested to adjust by adding a small offset to the values of . However, this distorts the true surface of and, as noted by Crowder [66] , this "confuses the correlation machinery" and cannot solve the problem.
Transforming the Objective Function: To increase the slope of when the residual errors are small, we transform by a (possibly nonlinear) functional , where is the space of all real-valued continuous functions such that when is small. Moreover, we require the function in to be strictly increasing. This is desirable so that locations of the local and global optima of are the same as those of .
An obvious choice of is This amounts to scaling up the dimension, or equivalently increasing the learning rate . However, increasing too much may cause oscillation, while increasing only a little may not be useful in improving the situation. Another simple choice is Now , and hence when . Thus, the slope is scaled up when is small. The smaller is, the larger is the scaling of the slope (Fig. 1) . Even when is large, which makes smaller than , it is not a problem because then quickprop will be mainly using the quadratic approximation (14) .
Of course, there are other choices of , such as which basically changes the switch-over point where . But the basic idea of all these schemes is to dynamically alter the slope of the objective function during learning. This is similar to the idea of adaptive learning rate in backpropagation [64] , [67] . However, we demonstrate here that a simple change in the objective function to be optimized can achieve the same goal, without requiring modification to the learning algorithm or continual updating of the learning rate which incurs additional computational burden. Finally, notice that this kind of modification to the objective functions does not affect the convergence rates of the constructive algorithm, as given in (6) and (8) .
Modification to the Quickprop Algorithm: For the second problem of enabling a faster escape from the plateau, a simple solution is to take large steps. From Section IV-A, we saw that the problem arises from always using the gradient ascent step when conditions to (15) are satisfied. To alleviate this, we take the quadratic approximation in (14) when the changes in all weight directions are very small, even under those conditions.
Following the analysis in Section IV-A, by taking the quadratic ascent step It is simple to verify that when , as when falls on a plateau, this will be of greater magnitude than the gradient ascent step.
V. SIMULATION
In this section, we compare the generalization performance of several networks constructed using the objective functions in (4), in (7), in (11), their modified versions (by taking the square root), in (1), the objective function used by Fujita in [46] , and the squared error criterion 10 used in [40] . Comparison is performed on a set of regression functions originally used in [40] . Preliminary study on the improvements in generalization performance by the modifications discussed in Section IV-B has also been reported in [68] , in the context of chaotic time series prediction.
A. Setup
The networks under comparison all have linear output units and a single layer of hyperbolic tangent hidden units. Hidden units are added up to a maximum number of 15. Input training is performed by using the modified quickprop algorithm as described in Section IV-B, while output "training" is performed by computing the pseudoinverse exactly.
The regression problems used are the two-dimensional functions which have been used in [40] . They are as follows.
• Simple interaction function:
• Radial function: 10 Notice that unlike the other objective functions, S sqr is always measured at the output nodes and is minimized instead of being maximized during both the input and output training phases. • Harmonic function:
or equivalently, with
• Additive function:
• Complicated interaction function:
Plots of these functions are shown in Figs. 2-6 . We employ the same basic setup as in [40] . Two sets of training data, one noiseless and the other noisy, are generated. The noiseless training set has 225 points, and is generated from the uniform distribution . The same set of abscissa values ( 's) is used for experiments with all five functions. The test set, of size 10000, is generated from a regularly spaced grid on [0,1] , and is also the same for all five functions. The noisy training set is generated by adding independent and identically distributed (i.i.d.) Gaussian noise, with mean zero and standard deviation 0.25, to the noiseless training set. Its size is thus also 225. Whereas results in [40] are based on only one specific set of training data, we want to get information on the variability due to the location of the 's. Hence, in the simulations below, we perform 100 independent trials each generating a different set of training data. The mean signalto-noise ratios (SNR's) for the five noisy functions are shown in Table I .
As in [40] , the fraction of variance unexplained (FVU) on the test set is used for comparison. It is defined as where . Note that the FVU is proportional to the commonly used mean squared error. Moreover, as mentioned in Section I-B, in this paper we focus on how to determine the network weights after hidden unit addition, rather than on the issue of determining the optimal number of hidden units to be installed in the network. Hence, in the following, we assume that some perfect criterion has been used to handle this issue and we will use for comparison the lowest testing FVU among the 15 networks ranging from one to 15 hidden units in each trial.
B. Results
Boxplots for the best attainable testing (generalization) FVU's averaged over 100 independent trials are shown in Figs. 8 and 9 . In each boxplot, the horizontal line in the interior of the box is located at the median. The height of the box is equal to the interquartile distance, or IQD, which is the difference between the third quartile of the data and the first quartile. The whiskers (the dotted lines extending from the top and bottom of the box) extend to the extreme values or a distance from the center, whichever is less. Data points which fall outside the whiskers are indicated by horizontal lines.
The corresponding means and medians are shown in Tables II and III. A pairwise comparison of the generalization performance for different objective functions, on a test by test basis, by using the sign test [69] at a 95% level of significance, is also reported in Tables IV-XIII. Each method (A, say) in the row is compared with each method (B, say) in the column. An asterisk in the corresponding entry indicates that the generalization performance of method A is significantly better than that of B. The following observations can be made.
• Poor results are obtained for the harmonic function using all the objective functions tested. This is, however, in line with the results by Donoho and Johnstone [70] . They studied the least-square approximation errors of ridge approximation and kernel approximation, which are approximation techniques analogous to feedforward neural networks with a single hidden layer of sigmoidal units and a single hidden layer of radial basis function units, respectively. Focusing on the two-dimensional input space with respect to the Gaussian measure, they showed that ridge approximation is better for radial functions while kernel approximation is better for harmonic functions. Hence, in this case, networks of size larger than 15 may be needed for successive approximation and results for this problem are not conclusive.
• The testing performance of is poor for all the problems. But it can be significantly improved by using the modified version . Similar improvement also holds for and . This shows that transforming the objective functions as discussed in Section IV-B1 is beneficial.
• For the noiseless data, has the smallest testing FVU's for the simple interaction function and the radial function , and the second smallest for the additive function . Its superiority over other objective functions is also confirmed by the pairwise comparison (Tables IV, V , and VII). However, it is a bit inferior for the complicated interaction function . From Fig. 8(e) , Fig. 8 . Comparison of the logarithm of the testing FVU's on noiseless data. Here, s1 stands for S 1 , rs1 for p S 1 , s2 for S 2 , rs2 for p S 2 , s3 for S 3 , rs3 for p S 3 , fahlman for S cascor , fujita for S fujita , and sqr for S sqr (a) f (1) . (b) f (2) . (c) f (3) . (d) f (4) . (e) f (5) .
one can see a number of outliers with high testing FVU's for . Moreover, the spreads of the testing FVU's for are also comparatively larger than the other objective functions in most datasets. This probably indicates that superiority of is marred by its sensitivity to the particular set of training data used.
• The testing performance of is much better than , and is generally better than . Except for the complicated interaction function is also better than . Hence, the claim in Section II on the difference in convergence rate is consistent with our experimental results.
• The superiority of over , and over also supports the claim in Section II that ignoring the bias to the output unit during input training is beneficial.
• has competitive performance only for the simple interaction function, and is significantly worse than most other objective functions for all other functions. This is probably because of the complicated form of , making it hard to be optimized. The performance of is also poor, as is expected following the discussion in Section II, suggesting that optimization based on has to be repeated several times for satisfactory results, as has been done in [40] .
• and have comparable testing performance. Moreover, the spreads of the testing FVU's are also comparable.
• For the noisy data, differences in performance between different objective functions become smaller. But, still and stand out among the others, as is evident from the pairwise comparison.
VI. CONCLUSION
In this paper, we study a number of objective functions for training new hidden units in constructive neural-network learning algorithms. The aim is to derive a class of objective functions whose value and the corresponding weight updates can be computed in time, where is the number of training patterns. Moreover, even though input weight freezing (2) . (c) f (3) . (d) f (4) . (e) f (5) is used in the constructive algorithm for computational efficiency, we require that the convergence property be preserved. This class of objective functions includes:
The results here are not tied to a particular network architecture (the cascade-correlation architecture), and are useful to situations when complete retraining of the whole network is infeasible after hidden unit addition. Moreover, the constructive algorithm can easily be generalized to adding a group of hidden units, instead of just one, to the network simultaneously, by requiring this group to optimize these same objective functions.
Besides, we also propose a few computational tricks that can be used to improve the optimization of these objective functions. Specifically, we address the problem of slow convergence in plateaus of the objective function, which is caused by both the form of the objective function and the quickprop algorithm. A simple transformation of the objective function to be optimized, although theoretically identical to the original one, may lead to significantly improved results in the numerical optimization process. Handling of plateaus in quickprop is also modified, which is especially important for constructive neural-network learning algorithms using the patience parameter.
In general, the generalization performance of networks using different objective functions can be influenced by a number of factors. First, most constructive algorithms (such as those studied in this paper) use a greedy approach, by grabbing the largest possible residual error every time a new hidden unit is added. However, being the nature of any greedy approach, even if the "best" hidden unit function, as judged by the "best" objective function, is selected at each step, this does Second, the objective functions used here are sample versions of their theoretical counterparts, basing on information available from the training set. Their accuracy compared to the true population version is thus dependent on whether the training set has sufficiently sampled the whole input space, and whether the noise in the training data has severely corrupted its true value, etc. In the latter case when large errors are to be expected, it may be reasonable to use robust versions of the objective functions [71] . Also, in some constructive algorithms (such as the cascade-correlation architecture [39] ), the number of input weights to the new hidden unit keeps on increasing. In this case, regularization methods that add a penalty term to the original objective function may be beneficial.
Third, practical optimization algorithms are prone to the local optimum problem. This plagues all objective functions being investigated here, but some are more vulnerable than the others, probably because of their complex functional form. Algorithms for finding global optima, such as simulated annealing, may of course be used, but the demand on computational resources will be much higher.
APPENDIX
A. Proofs
Proposition 1: For a fixed , the expression achieves its minimum iff (3) which is greater than zero as is dense (Lemma 3.3-7 of [72] ). So, is strictly decreasing, and bounded below by zero, thus it converges. That is, such that when (4) TABLE XIII NOISY f (5) As is orthogonal to (Fig. 7) , therefore i.e., is a Cauchy sequence. Because is complete, such that
. From the fact that maximizes (20) and , therefore
As strong convergence implies weak convergence, hence , which implies . Proposition 2: If the target function is an exact summation of basis functions from as in (5) , and the network is constructed as in Theorem 1, then where .
Proof: The proof follows that of [58] . Assume that the target function where . Consider as is orthogonal to . But is also equal to (21) Hence, at least one of the terms in the summation of (21) must be greater than or equal to , i.e.,
Hence, from (20) 
B. Nonlinear Output Units
In this section, we consider the case when the output unit transfer function is nonlinear. Nonlinear output units are commonly used in pattern classification tasks to restrict output values to ranges such as [0,1] or [ 1, 1] . In the following, we denote the function implemented by the network as , where is Fréchet differentiable. 11 The corresponding residual error function becomes . Proposition 4: For a fixed with , the expression achieves its minimum iff (23) under first-order approximation using Taylor series expansion. Moreover, with as defined in (23) 11 Given X and Y are normed spaces. Suppose f : X ! Y is defined on a neighborhood of a 2 X. We say f (h) = o(h) if kf(h)k=khk ! 0 as h ! 0. A continuous linear operator L : X ! Y is said to be the Fréchet derivative [73] . By linearity of and (24), therefore Hence, for a fixed , the stated expression is minimized (subject to the approximation in truncating the full Taylor series) iff with From the set , the stated expression is minimized when is maximized over all . Result follows by removing the restriction (24) .
Next, we compute the Fréchet derivative . Let be the output unit transfer function. Then , and
Thus, , and the corresponding objective function to be maximized for nonlinear output units is where is the derivative of the output unit transfer function for pattern . In the special case when the output unit transfer function is linear, , Proposition 4 reduces to Proposition 1, and reduces to . However, unlike the case for linear output, convergence proof cannot be derived because approximation by Taylor series expansion is used.
