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Abst rac t - -The  report presents some results in solving finite element equations via a parallel 
version of the preconditioned cg-method (ParPCG). We use a nonoverlapping domain decomposition 
and construct preconditioners based on Additive and Multiplicative Schwarz Methods (ASM/MSM). 
As components in the preconditioner, multigrid methods, hierarchical bases, new extension techniques 
and modified BPS- and BPX-preconditioners for handling the unknowns at the coupling nodes on 
the boundaries between subdomains are used. The scale up efficiency (e.g., an increasing number of 
processors causes an increasing problem size) of the algorithm by doubling the number of processors 
is larger than 95%. Even the practical not relevant speed up efficiency (e.g., an increasing number of 
processors and a constant problem size) reaches 80% by doubling the number of processors. 
geywords - -Boundary  value problems, Finite element method, Domain decomposition, Precon- 
ditioners, Parallel iterative solvers. 
1. INTRODUCTION 
During the last decade, a lot of attention was paid to the development of parallel algorithms on 
massively parallel machines. Together with A. Meyer, the authors proposed the parallelization 
and the preconditioning of the Conjugate Gradient (CG) method on the basis of a nonoverlap- 
ping Domain Decomposition (DD) approach. The DD preconditioner p oposed contains three 
components which can be chosen in order to adapt he preconditioner to the problem under con- 
sideration as well as possible. One component is a (modified) Schur-complement preconditioner 
that has been studied by the DD community very intensively [1-3]. Another component is a 
preconditioner for the local problems with homogeneous Dirichlet boundary conditions arising in 
each subdomain. The most sensitive part is the basis transformation perator transforming the 
nodal f.e. basis on the interfaces into the approximate discrete harmonic basis [4-8]. In order to 
construct the two last components, we can use local multigrid methods. Local multigrid methods 
with zero initial guess have already been used for constructing the Dirichlet problem precon- 
ditioner as well as for the basis transformation. In the first case, this is certainly sufficiently 
efficient. However, in the basis transformation case, the analysis hows that in general one has 
to carry out at least O(lnh -1) multigrid iterations in order to bound the term caused by the 
basis transformation in the condition umber estimate uniformly in h [9]. In [10], Matsokin and 
Nepomnyaschikh proposed a norm preserving extension procedure which immediately provides a
uniform bound. In [11], the authors together with Meyer and Nepomnyaschikh derived a cheap 
hierarchical extension procedure with nearly the same behavior as the norm preserving extension 
procedure proposed in [10]. We combined these ideas; i.e., the grid functions obtained by hier- 
archical extension from the coupling boundaries (interfaces) are used as initial guesses for the 
local multigrid methods in the subdomains. So, we can improve the extended grid function very 
efficiently in direction of the harmonic extension without paying too much for it. 
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For measuring the efficiency of the various parallel algorithms, the speed up (constant global 
problem size and increasing number of processors) and the scale up (increasing lobal problem 
size and increasing number of processors) are often used. For practical reasons, the scale up is 
the more serious one because of the better use (costs!) of the hardware. We show that the scale 
up criterion is fulfilled in a good way by our algorithms under the restriction of low costs (time) 
per unknown. 
2. THE NONOVERLAPP ING DD-PRECONDIT IONED 
PARALLELIZED CG-METHOD 
2.1. The Algebraic Approach (ASM) 
Using a proper data distribution [8] and some version of a parallelized CG-method proposed by 
Law [12], we have developed various DD-preconditioners which do not (or very slightly) increase 
the amount of communication i  the CG-method [4,5]. 
Let us consider the abstract symmetric, V0-elliptic and V0-bounded variational problem 
Find u C V0 : a(u,v) = (F,v}, Vv e V0, (1) 
arising from the weak formulation of a scalar second-order, symmetric and uniformly elliptic 
boundary value problem (b.v.p.) given in a plane bounded omain 12 = R 2. 
As in the finite element substructuring technique, we decompose ~ into p nonoverlapping 
subdomains ~i (i = 1,2,. . . ,p) such that ~ = P (Ji=l ~i, and each subdomain ~ into Courant's 
linear triangular finite elements ~r such that this discretization process results in a conform 
triangulation of ~. In the following, the indices "C" and "I" correspond to the nodes belonging 
p to the coupling boundaries (interfaces) Fc = (JP=I O~i \ FD and to the interior ~'/I = ~Ji=l ~i 
of the subdomains, respectively, where FD is that part of a~ where Dirichlet-type boundary 
conditions are given. 
So, we arrive at the large, sparse, symmetric and positive definite system of f.e. equations 
• KIC gl ~] ?'tI = 2 I  (2) 
7( 
that we are going to solve on some parallel computer. Following the papers [6,7], we construct a
preconditioner for equation (2) via the Additive Schwarz Method (ASM). The preconditioner in
the cg-preconditioning step Cw = r has the following structure: 
C = ( Ic Kc IB I  T ( Cc 0 0 
o ,i ) BI-1KIc II ) " (3) 
This preconditioner contains the three components Cc, CI = diag(Ci,i)i=l,2,...,p and Bz = 
diag(Bl,i)i=l,2,...,p, which one has to choose in order to adapt he preconditioner tothe specialities 
of the problem under consideration. In [6,7], the authors showed that the spectral equivalence 
constants of the preconditioner C with respect o the matrix K are h-independent if and only 
if CI and Cc are spectraily equivalent to Kz and to the modified Schur complement Sc +To (with 
Sc = Kc  - KczK I1K Ic  and Tc = Kc I (K I  1 - B IX)K I (K I  1 - B I1)K Ic) ,  respectively, and if 
the spectral radius Q(S~ITe) is independent ofh. The basis transformation perator Bz has to be 
nonsingular. The preconditioner (3) leads us directly to the notation of the preconditioning step 
used in Algorithm 1, where As = ( Ac,i Acx,i ~ denotes the subdomain connectivity matrix 
Azc,i Ar,i ] 
which is used for a convenient notation only. The subdomain f.e. assembling process which is 
connected with nearest neighbour communication stands behind this notation [5-7]. The special 
case Cr -- Bz leads to a simple DD-preconditioner further called Algorithm 2 (which is Algorithm 
1 with CI = BI). 
Efficient Parallel Solution 153 
Algorithm 1: The ASM-DD Preconditioner [6,7] 
w e C~I~A l- (rc, i -KcI,~BI.~r_L~), 
= i=1 C,i 
w,,,  = C~lri, i  - B,.I g ,  c,,wc,,; i=  1 ,2 , . . . ,p  
Determined by the user: Cc = ?, CI = ?, B1 = ? 
2.2. Defining the Preconditioner via Iterative Techniques 
When using the operators Co, CI, BI in the preconditioner (3), it is obvious that the invertation 
of those operators hould be very cheap in the sense of arithmetical costs. For defining Cc, we 
use the BPS- [2] and the BPX-technique [3,13]. The other two components are constructed by 
iterative techniques with the selfadjoint (with respect o the Ki-inner energy product) iteration 
operator M1 = diag[Mi,~]~=l,2 . . . . .  p and the iteration operator M1 = diag[Mi,i]~=l,2 . . . . . p so that 
we can write 
C1 := KI  (Ii - MI k) - I  , (4) 
The definitions above mean that the iteration process tarts with a zero initial guess w ° = 0. In 
the following, MI and MI  are defined via local multigrid cycles as iteration techniques. The use 
of (4) and (5) to Algorithm 1 is quite easy to implement. 
2.3. The Symmetric MSi -DD-Precond i t ioner  
In analogy to the construction of the preconditioner via ASM, it is possible to construct a 
DD-preconditioner using a symmetric version of the MSM; for details see [14]. The remarkable 
result is the fact that this MSM-preconditioner can be interpreted as an ASM-preconditioner of
the form (3). But the structure of the new (resulting from the MSM) ASM-components i  of such 
a form that preferably the use of iterative techniques (MI, M I  defined earlier) takes advantage 
of this new preconditioner. The new ASM(MSM)-components have the following form: 
CI,theo = C I  - -  g I  ( I ,  - M~k) - '  , (6) 
B, = K,  %'I - M; MI )  -1 
The premise of a selfadjoint (with respect o the Kl-inner product) iteration operator MI in 
the above theoretical definition for the inner preconditioner CI can be weakened by using an 
* ~/fk~fk.  arbitrary contraction operator (I]MI]] = HMI]] < 1) and by replacing M~ k by ""I"v" I, i.e., 
CI  = OI = K I  I I  - M~ M I (8) 
The preconditioner is realized in such a way that instead of using 4k applications of MI, just 
2k applications of MI are needed. The algorithm looks a little bit more simple than Algorithm 3 
described in the following section. 
3. THE NONZERO IN IT IAL  GUESS 
IN THE BAS IS  TRANSFORMATION 
The estimation of the condition number of the preconditioned system C-1K as well as numer- 
ical experiments showed us that the crucial point in the preconditioning operator C (3) is the 
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local basis transformation operator BI,~. Looking carefully on the right-hand side of the basis 
transformation equation 
BLi@_I, i = -K ic , iWc , i ,  i = 1,2,. . .  ,p, (9) 
we observe that the right-hand side belongs to the subspace g iG  •Nc. So, we must adapt the 
basis transformation technique to this subspace. 
The most promising technique for constructing Bi, i  consists certainly in the use of a suitable 
nonzero initial guess in the iterative method MI. The first idea of using a full multigrid cycle 
instead of a multigrid cycle with a zero initial guess gives us a better iteration count but almost 
no gain in computation costs [9,15]. A second idea consists of the hierarchical approximation of a 
norm-preserving extension technique by Nepomnyaschikh which can be found in [11]. Because of 
the fact that solving equation (9) is equivalent to the problem of finding the harmonic extension of 
the boundary data into the interior of the domain, the used extension technique is arithmetically 
cheap and a good method for achieving the initial guess. 
Denoting the extension technique by E Ic ,  we can write our new basis transformation opera- 
tor B /c  in the form 
BIG = -B I1K ,  c = -MI EIC + ( I i  - -MI)  K I  1 ( -K Ic ) .  (10) 
The resulting algorithm for the preconditioning step Cw =- r in the ParPCG yields the notation: 
Algorithm 3: The MSM-DD Preconditioner [14] 
(1) Y-l,i = Ii,~ - MI, i Ki, lr~,i i = 1 ,2 , . . . ,p  
( * )  = - -s  ~s  K~,l_r/,i i = 1, 2, . ,p (2) ~_~# Mi,~_yl, ~+ I~,~- I# -. 
(3) 1 = C,i (KC,i -- KcI,i@__I,i + Ec l , i  (ri, i - KI,i@__i,i)) i = 1, 2 , . . . ,p  
i=1  ( (4) zI,i = -MI, iEIc, iWc, i  + II, i - -  Ml , i  I,i (-Klc,iW--c,i) i -- 1, 2 , . . . ,p  
(5) ~--I,i = rI,i -- K Ic , iWc, i  i = 1, 2 , . . . ,p  
(6) w---z, i =YI,i +z I ,  i i = 1 ,2 , . . . ,p  
(7) wi, i = Miki@__i,i + (II,i - Mki,i) g~, l~l , i  i = 1,2, . . .  ,p 
Determined by the user: Cc = ?, Mix = 7, MI  = ?, k -- ?, s = ? 
Together with the MSM-method we have a cheap and, at the same time, good preconditioner C.
If we use the hierarchical extension combined with multigrid and a BPX-like Schur-Complement 
preconditioner, we attain a count of arithmetical operations of the order O (h -2 log log h-1 log e-1) 
when solving equation (2) via ParPCG [11]. The numerical examples in the following section 
demonstrate his. 
4. NUMERICAL  EXPERIENCES 
WITH THE MSM-DD-PRECONDIT IONER 
ON MASSIVELY  PARALLEL  COMPUTERS 
In the numerical examples, we use Algorithm 1 (ASM), Algorithm 3 (MSM + hier. extension) 
and the following abbreviations (just examples): 
V01 : one V-multigrid-cycle with one post-smoothing sweep on all grids; 
3W22 : 3 (= k, s) W-cycles with two pre- and two post-smoothing sweeps on all 
grids, corresponding to the exact solving; 
E Ic  : hierarchical extension [11]; 
BPS/BPX : Schur complement preconditioners based on [2,3]. 
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We use lexicographically forward and backward Gauss-Seidel sweeps in the pre- and post-smooth- 
ing, respectively. The interpolation and the restriction operators are defined by the bilinear 
(TRANSCGI)  or linear (FEM(~)BEM)  interpolation Izk;k_l and by the canonical restriction 
I k-1 = (I/k;k_l)T for all k = 0, 1,. ,l. I;k " " 
The ParPCG-i terat ion was stopped if the relative accuracy e = 10 -6, i.e., (C- l_r J , r  J) < 
e2 (C- l rO,  r 0) had been attained. We tested our algorithms on a MULTICLUSTER-II with 32 T805 
(8 MB) processors and on a GCEL with 128 T805 (4 MB) processors. 
4.1. An  Academic  Example  
We want to solve the Dirichlet problem for the Poisson-equation with homogeneous Dirichlet 
boundary conditions in the rectangle (0, 2) x (0, 1) which was decomposed into 32 subdomalns 
(p = 32), and each subdomain was divided into three-nodes (linear) triangular elements. These 
calculations were carried out by the test code TRANSCGI  [16]. 
In comparison to a modified Algorithm 1 (ASM) which uses also the hierarchical extension 
technique, Algorithm 3 (MSM) attained much better iteration counts by the same choice of the 
iterative components MI ,  M1.  The following tables show the behavior of Algorithm 3. 
Table 1. Number of iterations for Algorithm 3 (MSM), Cc = BPS (MultiCluster-II). 
Components l = # level - 1 
EIC MI  MI 2 3 4 5 6 7 
not used Vll  Vl l  13 13 15 16 18 22 
used s ---- 0 Vl l  13 14 15 17 18 20 
used s = 0 V22 13 13 15 16 17 18 
used Vll Vll  13 13 14 15 16 18 
not used 3W22 3W22 13 13 14 15 16 18 
Table 2. CPU-time in seconds for Algorithm 3 (MSM), Cc = BPS (MultiCluster-II). 
Components l = # level - 1 
EIC MI  MI 2 3 4 5 6 7 
not used Vll  Vll  0.90 2.50 7.13 24.4 102.5 484.8 
used s = 0 Vl l  0.88 1.75 5.04 19.4 76.5 326.0 
used s = 0 V22 0.87 2.16 5.78 21.7 86.6 357.1 
used Vll Vll  0.98 2.73 6.39 25.1 98.5 431.3 
not used 3W22 3W22 2.28 6.04 23.46 97.6 419.8 1900.0 
Looking at Tables 1 and 2, we see that  the best choice of the components, with respect o the 
practically interesting CPU-time, is not the choice with the iteration counts near the limit using 
exact solvers (3W22-cycles). The time of 326 seconds for solving the 8-grid (1 = 7) problem with 
2,100,225 unknowns is even better than the best one obtained by Algorithm 1. We have nearly 
the same behavior of iteration counts and CPU-t ime in the case of subdividing the rectangle into 
128 subdomains. 
Now let us study the scale-up and the corresponding efficiency for the algorithm giving the best 
results in our first example, namely Algorithm 3 (MSM) with E IC  (is used), s = 0 and MI  defined 
by V l l  and Cc = BPS. We use 16, 64 and 8, 32, 128 processors corresponding to the decompo- 
sition of ~ = (0, 1) x (0, 1) into 16, 64 subdomalns and to the decomposition of f~ = (0, 2) x (0, 1) 
CN4~ n-4/S-L 
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into 8, 32, and 128 subdomains. We measure the scale-up S({,j) and the efficiency E(i,j) in the 
7-1eve] (l = 6) case (Table 3) by increasing the number of processors from { to j. These xperi- 
ments were carried out on a GC-system with 192 T805 transputers and 4 MByte per node (up 
to 128 processors were used in our experiments). Note that the 7-level case for 128 subdomains 
has 2,100,225 unknowns totally and 16,641 unknowns per subdomain ~i. 
Tab le  3.  Sca le -up  S( i , j )  and E f f i c iency  E( i , j )  fo r  the  7 - leve l  ( l  = 6 )  case .  
- .  j 
- -  S ( i , j )  8 16  32  64  128  
i E ( j ,  i) 
8 - -  3 .96  - -  14 .35  
16 - -  - -  3 .92  - -  
32 0.99  - -  - -  - -  3 .67  
64 - -  0 .98  - -  - -  - -  
128  0 .91  - -  0 .92  - -  - -  
We see that there is a very good efficiency by increasing the number of processors by the 
factor 4 (and also increasing the global number of unknowns) for the fastest algorithms. On the 
other hand, this was just an academic example which gives us hope that the good behavior will 
be attained in practical examples (see the next section). 
4.2. The  E lectr ic  Motor  
As a more challenging example, we consider an electric motor. It consists of four permanent 
magnets of alternating magnetization, a rotor with 4 wings, regions of air, and an iron coating. 
Figure 1 shows the initial mesh (grid 1) being used. 
We solve the following boundary value problem in variational formulation: Find the z-compo- 
nent u = Az c V0 of the vector potential 2~ = (A=, Ay, Az)T: 
#o#~(x,y) VTuVvdxdy  = Szvdxdy  + #o#r(x,y) ~yBo= - -~xBoy dxdy, 
0 
Vv e V0 = Hi (a ) ,  (11) 
where #r(') usually depends on ]Vu] for ferromagnetic materials [17]. In our example, we assume 
that #r (') is independent of ]Vul! In the numerical tests, just the upper part of the motor domain 
was used. 
These calculations were performed on a MULTICLUSTER=II with 32 processors by the code 
FEM(~)BEM [18] which can solve nonlinear problems in a coupled BEM/FEM-discretization 
via a parallelized version of the Bramble/Pasciak-cg [19]. For this example, just the linear FEM- 
branch of the code was used. 
First we use Algorithm 3 with Cc = BPS as in the forgoing section and obtain the iteration 
counts (CPU-times include only the solving of the linear system) shown in Table 4. 
Again, we see with exception of MI = V01, the rather cheap choice MI  =/ /  (s = 0) produces 
iteration counts near the optimum, but in distinction to the academic example in Section 4.1, 
the behavior of the iteration counts is much worse than in the case of using exact solvers. That 
means there is no chance for attaining better iteration counts with the BPS Schur-complement 
preconditioner. 
So, we implemented the BPX Schur-complement preconditioner and got promising iteration 
counts, as shown in Table 5. 
The BPX Schur-complement preconditioner brings us much lower iteration counts if exact 
solvers are used. Also the iteration counts for MI = V22 and V02 are moderate. In contrast o 
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Figure 1. FEM discretization of the full motor and equipotential lines of the solution. 
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Table 4. Number of iterations for Algorithm 3 (MSM), Cc = BPS (MultiCluster-II). 
Components l ---- # level - 1 
E Ic  M1 MI 2 3 4 5 
used s = 0 VOl 58 > 200 > 200 > 200 
used s ---- 0 V l l  32 38 44 50 
CPU sec. 6.2 19.9 81.6 359.6 
used s = 0 V02 33 40 46 52 
used s = 0 V22 32 38 44 49 
used 3W22 3W22 32 37 43 48 
Table 5. Number of iterations for Algorithm 3 (MSM), Cc = BPX (MultiCluster-II). 
Components l -- # level - 1 
E Ic  MI  MI 2 3 4 5 
used s = 0 V01 33 39 46 53 
used s = 0 V l l  34 38 44 49 
used s = 0 W01 28 30 33 35 
used s = 0 V02 28 33 35 39 
used s = 0 V22 30 31 33 35 
used 3W22 3W22 21 22 23 23 
Table 6. CPU-time in seconds for Algorithm 3 (MSM), CC = BPX (MultiCluster-II). 
Components 1 = ~ level - 1 
Exc MI  MI 2 3 4 5 
used s = 0 V01 6.9 16.5 57.4 241.4 
used s = 0 V l l  7.8 20.8 80.3 344.6 
used s = 0 W01 6.8 16.8 59.6 249.2 
used s = 0 V02 6.4 17.3 60.2 256.8 
used s = 0 V22 8.1 24.3 95.5 405.0 
Tab le  4, the  choice Mz  = V01 does not  behave  much worse than  the  choice M1 -- V l l .  Rather  
remarkab le  is the  fact  that  the  in f luence of the  presmooth ing  sweeps is negl igible.  The  reason  
seems to  be  in the  behav ior  of  the  lower f requencies  in the  modi f ied  Schur -Complement  Sc  + Tc .  
The i te ra t ion  count  is heav i ly  we ighted  by the  ar i thmet ica l  costs  of the  i te ra t ive  techn iques .  
Because  of  th is ,  we recognize the  effect that  the  cheap V01-cyc le  is the  best  one  (solves a l inear  
sys tem wi th  185,863 unknowns  in 241 seconds!)  a l though the  V22-cyc le  resu l ts  in much bet ter  
i te ra t ion  counts .  Why the  choice of the  V01-cyc le  for def in ing MI  works  well w i th  the  BPX-  
precond i t ioner  but  not  w i th  the  BPS-precond i t ioner  will be  the  scope of  fu r ther  invest igat ions .  
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