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• Inverse method to determine the parameters of the KPZ equation.
• The approach requires few interfaces as input data to perform the modeling.
• The approach is applied to a stochastic cellular automata and an RSOS model.
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a b s t r a c t
We introduce an inverse method to determine the parameters of the Kardar–Parisi–Zhang
equation corresponding to an evolving interface which requires a small number of con-
figurations as input data. Our approach presents advantages for applications in real world
scenarios since it does not require small time intervals between fronts. The method is ap-
plied to a restricted solid-on-solid model and a stochastic cellular automata model for fire
front propagation.
© 2013 Elsevier B.V. All rights reserved.
1. Introduction
Surface fire spread remains a challenging problem associated to kinetic roughening, which is also present in crystalliza-
tion front growth, material deposition, corrosion on a substrate, tumor expansion, and fluid flow in porous media [1–3]. The
dynamics of these models can be represented by a moving interface, and particularly experiments on fire front propagation
in paper sheets [4–8] indicate that it can be modeled by the Kardar–Parisi–Zhang (KPZ) equation [9]:
∂h(x, t)
∂t
= c + ν∇2h+ λ
2
(∇h)2 + η(x, t), (1)
describing the local growth rate of an interface height h(x, t), where ν and λ are the diffusion coefficient and nonlinear pa-
rameter, respectively, and c is related to the average growth rate. The noise term η has a Gaussian distribution with ⟨η(x, t)⟩
= 0 and η(x, t)η(x′, t ′) = 2Dδ(x− x′)δ(t − t ′), where ⟨· · ·⟩ stands for an ensemble average.
The correct determination of the equation describing experimental data is guided by the knowledge of the universality
class of the process, and some approaches can be used for this purpose [5]. Determining scaling exponents allows us to
compare them with those obtained analytically or numerically from known models [4]. Some discrete models such as the
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restricted solid-on-solid (RSOS) model [10,11] and the ballistic deposition (BD) model [1,12] are known to be described by
the KPZ equation in the continuum limit. Starting from a master equation for the configuration probability, the discrete
Langevin equation is obtained and the continuous limit is determined by regularization techniques [13–16]. Ref. [17]
introduces a coarse-grained approach using test functions to compute the linear and nonlinear coefficients applying tilt
transformations on the average velocity [1,18,19]. However both approaches require the specification of the transition rate,
which is not always known for empirical systems.
The parameters in the KPZ equation can be determined from experimental or simulation data given by a set of fronts by
using an inversemethod. Lam and Sander [20] presented an approach that consists in computing the derivatives ∂h/∂t,∇2h
and ∇h in Eq. (1) from the experimental data and then minimizing the deviation functionD = ⟨[∂h/∂t − c − ν∇2h− λ/2
(∇h)2]2⟩ with respect to c, ν and λ. As a consequence short time intervals separating experimental fronts are required to
compute the time derivative. Here we propose a new approach that can be implemented for any number of interfaces for
modeling, even if they are widely spaced in time. Our approach is illustrated with applications to a restricted solid-on-solid
model and a fire propagation model based on stochastic cellular automata.
The structure of the paper is as follows: Section 2 discusses how to determine the universality class from experimental
data. Section 3 shortly presents the numerical scheme for the integration of the KPZ equation and Section 4 presents our
approach for the determination of the coefficients in this equation. Section 5 presents the application of the approach to the
RSOS and stochastic cellular automata models. We conclude the paper with some concluding remarks in Section 6.
2. KPZ universality class
The interface width characterizing the roughness of the interface is defined as the rms fluctuation of the height [1]:
w(L, t) ≡

1
L
L
i=1
[hi(t)− h¯(t)]2
1/2
, (2)
where hi(t) is the interface height at time t of the ith column on a substrate of length L, the angular brackets denote a
configurational average and h¯(t) denotes a spatial average. For shorter times it scales as [1]:
w(L, t) ∼ tβ , t ≪ t×, (3)
where t× is the crossover time to a saturated regime and β is the growth exponent characterizing the time-dependent dy-
namics of the roughening process. For longer times the interface reaches saturation values wsat that scales as a power law
of the system size L [1]:
wsat(L) ∼ Lα, t ≫ t×, (4)
where α is the roughness exponent. Theoretical predictions [1,3,4,9] based on analytical calculations and computer simula-
tions show that fronts from interface growth are self-affine fractals with α = 1/2 and β = 1/3 in d = 1+ 1 dimensions.
Differentmethods to determine the universality class fromexperimental data are described in the literature [3,4,7,11,21–
23]. Alternatively and independently the scaling exponents can be estimated using the height–height correlation function
[1,4]:
C(ζ , τ ) = [δh(x+ ζ , t + τ)− δh(x, t)]2x,t , (5)
where δh ≡ h − h¯ and the brackets ⟨· · ·⟩x,t denote temporal, spatial and ensemble averages. The roughness exponent can
be determined from the relation C(ζ , 0) ∼ ζ 2α up to the parallel correlation length of the system. The growth exponent can
be determined from time delayed correlations as C(0, τ ) ∼ τ 2β for times shorter than t×.
3. Numerical integration of the KPZ equation
Different methods for the numerical solution of the KPZ equation are presented in the literature [24–30], and any can in
principle be used in the present approach. The KPZ equation (1) in 1+ 1 dimensions is discretized as:
dhi(t)
dt
= c + 1
1x2

νΓi + λ2Ψi

+ ηi(t), (6)
where hi(t) is the interface height at the ith cell of the lattice (i = 1, . . . , L) at time t and1x is the spatial resolution of the
numerical grid. The standard choice for the diffusive term is
Γi = hi+1 + hi−1 − 2hi. (7)
The nonlinear term in Eq. (6) admits different discretizations [25,29]:
Ψ
(γ )
i =
1
2(γ + 1)

(hi+1 − hi)2 + 2γ (hi+1 − hi)(hi − hi−1)+ (hi − hi−1)2

. (8)
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The usual choice is γ = 1. An alternative choice γ = 0 corresponds to using the arithmetic mean of the squared slopes
around any interface site. The usual Euler discretization scheme may lead to a rapid growth in time of the magnitude of the
height variable in a local region of the system [31]. This instability can be suppressed by replacing (∇h)2 in Eq. (1) by an
exponentially decreasing function [27]:
f

(∇h)2 ≡ 1− e−ξ(∇h)2 /ξ, (9)
where ξ is a properly chosen parameter. The nonlinear term (8) is then replaced by f (Ψ ) = 1− e−ξΨ  /ξ in the numerical
integration algorithmwith ξ = 1. Lam and Shin [25] proposed the unusual choice γ = 1/2 that enables an elegant analytic
treatment implying a steady state probability density function equal to the one obtained for the linear case [29], and is the
choice used in what follows. The noise term has zero mean with correlation
⟨ηi(t)ηj(t ′)⟩ = 2Dδijδ(t − t ′). (10)
4. Inverse method
Here we describe our approach to determine the parameters in the KPZ equation from experimental or simulation data.
We rewrite the KPZ equation in Eq. (1) as:
∂h(x, t)
∂t
= a⃗ · H⃗(x, t)+ η(x, t), (11)
where a⃗ = (c, ν, λ2 ) and H⃗ = (1,∇2h, (∇h)2). The vector H⃗ is obtained from the input fronts using the discretized expres-
sions in Eqs. (7) and (8) for∇2h and (∇h)2, respectively. In order to compute these derivatives the fronts are coarse-grained
by truncating the Fourier components:
hn = 1x N−1
m=0
hje2π iκnxm (12)
for wavelengths smaller than a given spatial resolution l with wavenumber κn = n/L chosen as small as possible but still
removing the effects of the noise on a too small scale.
Eq. (11) is numerically solved considering η = 0 and yielding the fronts ha⃗(x, t) which depend on the choice of the pa-
rameters in a⃗. These numerical fronts are compared with the experimental interfaces h(x, t), and the optimal values for the
parameters in a⃗ are determined by minimizing the error function:
ε(a⃗) = [h(x, t)− ha⃗(x, t)]2x,t . (13)
The minimum of ε as a function of a⃗, i.e. the minimal difference between the height values of the experimental and numer-
ical interfaces, is determined using a simplex algorithm [32]. If this minimization is properly performed discrepancies are
solely due to the noise in the system.
The noise correlator D is calculated from Eqs. (10) and (11) as [5,20]:
D = l1t
2

∂h(x, t)
∂t
− a⃗∗ · H⃗(x, t)
2
x,t
, (14)
where a⃗∗ is the minimizer of Eq. (13) and ⟨· · ·⟩x,t denotes temporal, spatial and ensemble averages, i.e. an averaging taken
over all spatial points and different fronts (at different times) for different noise realizations. The time derivative in Eq. (14)
is determined numerically from Eq. (6) with η = 0.
In this way the KPZ equation describing the data can be obtained using any number of interfaces with an arbitrary time
spacing. This is particularly importantwhen analyzing experimental data in situationswhere the determination of datawith
good time resolution is difficult as in real fire scenarios.
As a first simple consistency test we consider interfaces generated from the numerical solution of the KPZ equation as
described in Section 3. The test consists in determining if partial information, i.e. fronts separated by a large time interval,
allows us to correctly obtain the nominal parameters c, ν, λ and D used to generate the input fronts. Two initial conditions
have been tested: a Gaussian (condition 1) and a squared cosine (condition 2) functions, with L = 1024 points in the spatial
direction. The nominal values are c = 0.02, ν = 0.1, λ = 0.3, and D = 4.5 × 10−6 for both types of initial conditions.
The filtering parameters are l = 1.0 for condition 1 and l = 0.2 for condition 2. The values obtained from our approach
considering 5 and 50 fronts are shown in Table 1. Fig. 1 shows the original fronts and the fronts obtained from the solution of
the optimized KPZ equationwithout the noise term. Although the small number of fronts considered for the fitted values for
c, ν, and λ are very close to the nominal values used to generate the numerical input. The noise correlator, which is related
to the error in the fitting, does not exhibit convergence to constant values independent of coarse graining and admits larger
relative errors than the other parameters due to finite size effects [5,20], therefore inheriting the same limitations as the
original method by Lam and Sander [20] who also discuss this issue.
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Table 1
Numerical results.
Condition 1 Condition 2
5 fronts 50 fronts 5 fronts 50 fronts
c 2.009× 10−2 2.012× 10−2 1.999× 10−2 1.998×10−2
ν 9.965× 10−2 9.967× 10−2 9.795× 10−2 9.718×10−2
λ 0.300 0.299 0.327 0.329
D 1.080× 10−6 1.202× 10−7 2.638× 10−7 2.959×10−7
Fig. 1. Left panel: Interfaces generated from numerical integration of the KPZ equation for a Gaussian initial condition. Right panel: Interfaces generated
from numerical integration of the KPZ equation for a square cosine initial condition. In both cases red lines are fronts fitted using our approach. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
5. Applications
5.1. RSOS model
The RSOS model exhibits scaling properties consistent with the KPZ universality class even for small system sizes
[10,14]. Park and Kahng [14] derived the KPZ equation for the RSOS model using the master equation approach and Buceta
and Hansmann [17] obtained the coarse-grained coefficients of the KPZ equation for the RSOS model from the transformed
average interface growth velocity.
The growth algorithm for the RSOS model corresponds to randomly selecting a site on the one-dimensional interface
initially flat (hi = 0) and increasing the interface height by one unit at this site hi → h′i = hi + 1, provided the condition|1h| ≤ 1 between the selected and the neighboring sites is obeyed at all stages [10]. The transition probability W (H,H′)
from a configuration H = {hi} to H′ = {h′i} for the RSOS model is written as [14]:
W (H,H′) = 1
τ
L
i=1

Θ(hi+1 − hi)Θ(hi−1 − hi)δ(h′i, hi + 1)

i≠j
δ(h′j, hj)

, (15)
where L is the system size and τ is the deposition time for a layer. Alternatively one can use the average height h¯, which
is linear in τ , as a measure of time [10]. The Heaviside function Θ(x) is equal to 1 if x ≥ 0 and equal to 0 otherwise. The
discrete Langevin equation for the RSOS model is thus given by [13,14,17]:
∂hi
∂t
= K (1)i + ηi(t), (16)
where ηi is a Gaussian white noise with ⟨ηi⟩ = 0 and ⟨ηi(t)ηj(t ′)⟩ = K (2)i,j δ(t − t ′) and K (1)i , K (2)i,j are the first and second
transition moments. Buceta and Hansmann [17] considered the continuous limit of the RSOS model from the Langevin
equation introducing a test space and a test function. For a system size L = 1024 with periodic boundary conditions and
τ > 103 monolayers averaged over 103 realizations the values obtained in Ref. [17] are ν ≃ 0.2102 and λ ≃ −0.2171,
which will be compared to the values obtained from our approach.
In order to apply the method described in Section 4 for the RSOS model we generated 10 interfaces separated by a time
interval1τ = 100. The interfaces were coarse-grained with spatial resolution l = 6.72. The values obtained for the param-
eters in the KPZ equation using our approach are c = 1.0070, ν = 0.1999, λ = −0.2676 and D = 3.25× 10−3, which are
very close to the values obtained in Ref. [17]. Fig. 2 shows one fitted front compared to the original numerical one.
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Fig. 2. Left panel: Zoomover an interface of the stochastic cellular automata fire forestmodel. The black line displays the original interface from simulation,
the blue line is a coarse-grained interface, and the red line is the fitted front. Right panel: Zoom over an interface of the RSOS model. The black line stands
for the original front, and the red line is the fitted interface. (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)
5.2. Stochastic cellular automata
Fire spread can be modeled by stochastic cellular automata using evolution rules governing the propagation of ignited
cells to neighborhood cells [33]. Drossel and Schwabl (DS) proposed a forest fire model for non-conservative systems
exhibiting self-organized criticality [34]. The DS model has been explored and generalized in an attempt to explain the
fire-size multiple power-law or hump-shaped distributions observed in forest fire data [35] by adding heterogeneity into
the forested environment represented by trees with resistance to burning in contrast to a plain susceptible tree population.
We apply our approach to a stochastic cellular automata model defined on a Lx × Ly lattice with periodic boundary con-
ditions and a Moore neighborhood (8 neighbor cells) [36]. Here the cells in the lattice may assume three possible states:
susceptible tree, resistant tree or burning tree, according to prescribed initial probabilities of each state in the initial config-
uration. The burning starts from two types of configurations: a parabolic curve and a straight line of burning trees at y = 0.
All cells are updated at each time step according to the following rules:
(i) A susceptible tree with at least one burning tree becomes a burning tree with probability p.
(ii) A resistant tree with at least R burning trees in its neighborhood becomes a burning tree with probability q.
Fig. 3 shows the interface width for a fire front propagating on a 2048 × 3000 lattice for a total of 10,000 iterations. At
the initial configuration the cells are randomly attributed a proportion of 10% of susceptible trees to resistant trees. The
burning probabilities for susceptible and resistant trees are p = 0.7 and q = 0.2 respectively and R = 3. The short-time
behavior of the interface width is given by w ∼ t0.3297, very close to the expected value of β = 1/3 [4]. Calculating β from
the temporal correlation function C(0, τ ) in Eq. (5) one obtains 0.295 for the growth exponent. The roughness exponent is
calculated from the spatial correlation function C(ζ , 0) in Eq. (5) yielding α = 0.435 which is close to the KPZ class value
for the time window between 7500 and 10,000 iterations. The saturation time grows with the system size and therefore by
simulating a smaller system with Lx = 512 we obtain α = 0.441 up to 200,000 iterations. In this way it is reasonable to
state that the front separating burning and normal trees in the stochastic cellular automata asymptotically belongs to the
KPZ universality class.
Let us consider a simulation starting from a burning straight line and only 4 fronts with a time separation1t = 2500 as
input data. The interfaces are coarse-grained by the filtering procedure with l = 4.3. The parameters in the KPZ equation
are determined from our inverse method as c = 0.181, ν = 0.530, λ = 0.677, and D = 4.896. Fig. 2 shows a single front
with the corresponding fits, evidencing a good agreement. On the other hand, the application of the original approach in
Ref. [20] demands a very large number of input interfaces with short time intervals which can be unfeasible in real systems
(e.g. a forest fire).
6. Conclusion
We introduced an inverse method to determine the parameters of the KPZ equation requiring only a small number of
fronts as input data. The interfaces considered may have a large time interval separation without significantly affecting
the results. This is our main contribution compared to the method proposed in Ref. [20]. Our approach has been tested in
three situations: First we used a numerical integration algorithm to generate interfaces with known nominal values of the
coefficients in the KPZ equation. Afterwards we compared the corresponding values for the RSOS model obtained from our
approach and those predicted from the approach in Ref. [17]. Finally we applied the inversemethod proposed to a stochastic
cellular automata algorithm tomodel fire front propagation. The parameters of theKPZ equationwere determinedusing only
a few fronts for sampling, a great advantage for application in real fire scenarios. Our approach can be used in experimental
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Fig. 3. Left panel: Time dependence of the interface widthw(t) for the fire front propagation modeled by a stochastic cellular automata determined from
100 realizations. The solid line in red corresponds to a power law fit with exponent β = 0.3297. Right panel: Square root of the spatial correlation function
vs. spatial resolution l. The solid blue line corresponds to the theoretical value α = 1/2 and dots represent the simulated data with α = 0.435 obtained
from a best fit up to l = 25 (red). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
setups where a master equation is not known or no other approach of inferring the coefficients in the KPZ equation is
available. It can also be straightforwardly generalized for others partial stochastic differential equations. A more detailed
study of the stochastic cellular automata model using the master equation approach with comparisons with the results
obtained from our approach and other methods will be the subject of a further publication.
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