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Magnetic resonance imaging (MRI) is a medical imaging technique which can provide fine 
tissue contrast with relatively high image resolution in human. Besides the image quality, 
imaging speed is the other major concern in modern MRI, especially in human experiments 
where sufficient volumetric coverage is necessary. One approach to increase imaging speed is 
increasing image acquisition speed so that the same amount of volumetric coverage can be 
achieved within shorter time under conventional experiment paradigms. 
In this dissertation, the application of pseudo-random amplitude modulation (PRAM) in MRI 
was explored to increase imaging speed by designing more efficient experiment paradigms for 
the human brain. Two relatively slow MRI studies were investigated. The first study was 
measuring longitudinal relaxation time. A novel method “Relaxation by Amplitude Modulation” 
(RLXAM) was invented. The RLXAM modulation code can be chosen from a large family of 
binary sequences. PRAM is a specific implementation using the maximum length sequence, also 
known as pseudo-random sequence. The other study was measuring transit time distribution in 
arterial spin labeling. The application of PRAM in transit time measurement was reported before 
on a 3T Philips Acheiva scanner using a single-slice protocol with standard gradient echo 
acquisition. The original theory was extended and multi-slice sequences with two different 
acquisition strategies were developed on a 3T Siemens Trio scanner. Both methods were applied 
to both phantom and human to demonstrate the theories and evaluate their performance.     
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Chapter 1:     Introduction 
 
1.1   Motivation 
In electronic communication, encoding is a process to transform one format of information 
(letters, numbers, symbols, etc.) to another format for efficient transmission. Decoding is the 
reverse process to recover the original information format from the encoded format. Amplitude 
modulation is a family of encoding methods using a carrier’s amplitude as encoded format (1). 
For example, the early amplitude-modulation radio uses sinusoidal continuous wave as carrier. 
Suppose the carrier is sin (𝜔𝑡) and the audio signal is 𝑚(𝑡). The encoded radio signal is then 
𝑚(𝑡)sin (𝜔𝑡) . Another example is digital electronics in which the signal is represented by 
discrete voltage amplitude levels. In most cases, the number of levels is two. Therefore, the 
carrier can be viewed as a sequence of ordered binary digits, 1 for the higher voltage level and 0 
for the lower voltage level.  
Pseudo-random amplitude modulation (PRAM) refers to the amplitude modulation using pseudo-
random sequence as carrier. A “pseudo random” sequence is finite and predictable as it is often 
generated by deterministic algorithm. However, an ideal pseudo-random sequence should have 
sufficiently similar properties to a random sequence. One of the most important properties is that 
its autocorrelation function is a delta function. In another word, the finite pseudo-random 
sequence has maximal correlation with itself at origin, while it has minimal correlation with 
itself cyclically shifted by some digits. This property leads to the application of PRAM in a 
highly efficient communication system called code division multiple access (2). By cyclically 
shifting a pseudo-random sequence of length 𝑁, 𝑁 different modulation codes can be obtained. 
Up to 𝑁  different signal channels can use these modulation codes and transmit amplitude-
modulated signal at the same time. The receiver of each channel will demodulate the mixed 
signal by correlating it with corresponding modulation code. Because the signal from other 
channels is uncorrelated as noise, the signal from the same channel will be separated.       
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Magnetic resonance imaging (MRI) is a medical imaging technique which can provide fine 
tissue contrast with relatively high image resolution in human. Besides the image quality, 
imaging speed is the other major concern in modern MRI, especially in human experiments 
where sufficient volumetric coverage is necessary. One approach to increase imaging speed is 
increasing image acquisition speed (3-10) so that the same amount of volumetric coverage can be 
achieved within shorter time under conventional experiment paradigms. 
This dissertation explores the application of PRAM in MRI to increase imaging speed by 
designing more efficient experiment paradigms for the human brain. Two relatively slow MRI 
studies are investigated: the measurement of longitudinal relaxation time 𝑇1  (11), and the 
measurement of transit time distribution in arterial spin labeling (ASL) (12,13). The detailed 
background knowledge is described in the second chapter “Background”.  
𝑇1 is the characteristic time constant of the intrinsic spin-lattice relaxation process. Different 
tissues have different 𝑇1 values. At 3T magnetic field strength, gray matter 𝑇1is approximate 1.3s 
and white matter 𝑇1 is approximate 0.8s (11). 𝑇1-weighted imaging methods have been widely 
used to provide structural tissue contrast (14-17), or even provide functional information by 
combining with contrast agents (18-20). Quantitative 𝑇1 maps can be used to calculate water 
content for brain edema (21-24) or even predict multiple sclerosis progress (25-27). However, 
the clinical utility of 𝑇1  imaging, however, has been limited by long acquisition times.  The 
average scanning time per slice for 10 – 12 data points using the fastest existing methods (28-30) 
is approximate 3s, leading to 3 minutes scan time for whole brain (~ 60 slices). In this 
dissertation, a 4-slice PRAM protocol is developed. With comparable image resolution, the 
average acquisition time per slice is 1.6s for 15 data points.     
Cerebral blood flow (CBF) is the amount of blood supplied to brain tissue per unit time. Because 
of auto-regulation, the average CBF is relatively constant around 50 ml/min/100g. However, 
regional CBF fluctuates in response to changes in metabolic demand and transmural pressure(31).  
For example, the blood oxygen level dependent (32) contrast is based on the scientific 
assumption that increased neural activity will result in excessive CBF increase so that the oxygen 
level of venous blood will also be increased and thus detected by MRI. Therefore, quantitative 
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CBF maps are of significant value in function investigation and diseases diagnosis. ASL is the 
most promising technique to non-invasively quantify CBF. A major problem in CBF 
quantification by ASL is the uncertainty in transit time of the labeled spins to move from the 
labeling region near to the tissue of interest. The transit time varies from trajectory to trajectory 
on the same person. It varies even more from person to person (33-35). In ASL, the perfusion-
weighted signal used to calculate CBF is affected by the longitudinal-relaxed blood 
magnetization evolved during transit time. Therefore, any transit time variations become non-
ignorable confounds. Several transit-time mapping techniques (36-48) have been proposed to 
address this problem.  The most efficient Hadarmard-encoding method takes 7 min 25 s to 
acquire 44 slices at image resolution of 3.07 mm x 3.07 mm x 4 mm. In this dissertation, a two-
slice protocol is developed to acquire 15 transit time maps within 6.5s at image resolution of 4 
mm x 4 mm x 4 mm. 
It is the first time that PRAM is ever applied to 𝑇1 measurement while preliminary application of 
PRAM in transit time measurement has been reported before (49). Therefore, this dissertation 
aims at developing original theory and methods for PRAM in 𝑇1 measurement and extending the 
previous work of PRAM in ASL.    
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1.2   Specific Aims 
This dissertation has two major aims, one for 𝑇1 measurement and one for ASL. Each aim has 
five sub-aims, covering from theory to imaging experiments.  
Aim 1: Develop original theory and sequences for 𝑻𝟏 measurement.  
 Sub-aim 1.1: Derive the theory “Relaxation by Amplitude Modulation”   
 
An original theory “Relaxation by Amplitude Modulation” (RLXAM) for 𝑇1 
measurement will be derived based on the Bloch equation. The RLXAM modulation 
code can be chosen from a large family of binary sequences (50,51), of which PRAM is a 
specific implementation using the maximum length sequence, also known as pseudo-
random sequence. As volumetric coverage is necessary in MRI, the theory will include 
the multi-slice acquisition mode and corrections for spatial field inhomogeneities.  
 
 Sub-aim 1.2: Implement sequences on a 3T Siemens Trio scanner.  
The PRAM sequences will be implemented on the 3T Siemens Trio scanner located at 
Medical University of South Carolina. The amplitude modulation region will be the 
image region. Two different image acquisition strategies (3,52) with multi-slice mode 
will be implemented by modifying Siemens product sequences. The complex image 
mode will be enabled in the sequences. An offline reconstruction program will be 
implemented if necessary. Customized inversion recovery sequences for 𝑇1 measurement 
will also be implemented to be compared with. 
 Sub-aim 1.3: Develop data processing package.  
All image analysis will be carried out on MATLAB platform. 𝑇1 maps will be calculated 
for both PRAM and inversion recovery methods. Field inhomogeneities will also be 
estimated to analyze systematic errors.         
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 Sub-aim 1.4: Test and validate on a 𝑻𝟏 phantom. 
A 𝑇1 phantom will be contrasted as five bottles of gadoteridol solution with 𝑇1 values 
ranged from 0 to 3s. Single-slice PRAM and inversion recovery protocols will be applied 
on the phantom. PRAM reproducibility will be measured through six repetitions. PRAM 
accuracy will be evaluated by voxel-to-voxel 𝑇1  comparison between PRAM and 
inversion recovery. The compatibility of RLXAM and multi-slice mode will be tested by 
varying time distance between modulation and acquisition.   
 Sub-aim 1.5:  Apply in human brain imaging. 
Multiple healthy human subjects will be recruited with institutional review board 
approval and written informed consent. PRAM accuracy will be evaluated on human 
brain using single-slice PRAM and inversion recovery protocols. Multi-slice PRAM 
protocols to volumetrically measure human brain 𝑇1  will be developed and the 
reproducibility will be measured through six repetitions. Specific issues in human 





Aim 2: Develop extended theory and sequences for ASL.  
 Sub-aim 2.1: Extend the original PRAM ASL theory.  
The extended theory will differentiate arterial blood flow and tissue perfusion. It will also 
consider the effects of the non-continuous modulation in actual imaging experiments. 
Properties of PRAM modulation matrix will be analyzed.  
 Sub-aim 2.2: Implement sequences on a 3T Siemens Trio scanner.  
The previous PRAM ASL work (49,53,54) was done on a 3T Philips Acheiva scanner 
using a single-slice protocol with standard gradient echo acquisition. In this dissertation, 
the PRAM sequences will be implemented on the 3T Siemens Trio scanner located at 
Medical University of South Carolina. The modulation region is a thin plane prior to the 
image region. Two different image acquisition strategies (3,52) with multi-slice mode 
will be implemented by modifying Siemens product sequences. The complex image 
mode will be enabled in the sequences. An offline reconstruction program will be 
implemented if necessary. Standard ASL sequences with variable post-labeling delay will 
also be implemented to be compared with.  
 Sub-aim 2.3: Develop data processing package.  
All the image analysis will be carried out on MATLAB platform. Transit time maps from 
PRAM and multiple post-labeling delay ASL methods will be calculated. For human 
data, a gray matter mask will be estimated and the average gray-matter transit time 
distribution curve will be computed. Approximate absolute cerebral flow rate for gray 
matter will also be calculated and compared with literature values.          
 Sub-aim 2.4: Test and validate on a flow phantom. 
A flow phantom will be built to imitate arterial blood flow. The flow phantom is 
constituted of a water pump, a glass tube, and an air-release cylinder. The efficiency of 
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the modulation module will be tested first. Single-slice PRAM protocols will then be 
applied on the phantom with varied imaging parameters to confirm the consistence of 
measured transit times.       
 Sub-aim 2.5: Apply on human subjects. 
Multiple healthy human subjects will be recruited with institutional review board 
approval and written informed consent. Multi-slice PRAM protocols to measure transit 
time distribution in human brain will be developed. PRAM accuracy will be evaluated by 
comparing measured transit time maps from PRAM and standard multiple post-labeling 
delay ASL methods. The transit time distribution curve and absolute CBF rates will be 
investigated over gray matter. Specific issues in human experiment will be analyzed.  
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1.3   Dissertation Overview 
The work of this dissertation is presented in the following chapters. 
Chapter 2 presents the background of this dissertation work. It starts with the history and some 
basic MRI concepts used in this dissertation, and then it has two sections for 𝑇1 measurement and 
ASL, respectively. Each section states the significance of the application, the advantages and 
disadvantages of existing methods, and the introduction to the PRAM method.   
Chapter 3 is the theory of the PRAM in 𝑇1 measurement and ASL in the form of describing 
experiment paradigms and formulizing corresponding models. In 𝑇1 measurement, RLXAM is 
discussed via a simplified model first, followed by a more realistic model considering multi-slice 
mode. A method to correct for spatial field inhomogeneities is also presented. In ASL, the 
principles of PRAM are illustrated by modeling the arterial blood flow first. These principles are 
then applied to the brain tissue signal.   
Chapter 4 describes all the detailed methods organized in three sections. The first section is the 
shared sequence modifications between PRAM in 𝑇1 and PRAM in ASL on Siemens scanner. 
The following two sections describe individual sequence implementation and other details for the 
two applications separately.  
Chapter 5 displays the phantom and human results of PRAM in 𝑇1 measurement and ASL. The 
results of PRAM are also compared with those of standard methods.   
Chapter 6 discusses the current PRAM implementations and proposes potential future directions. 
Chapter 7 summarizes the contributions of this dissertation.  
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Chapter 2:     Background 
 
2.1   Basics of Magnetic Resonance Imaging 
In 1938, Isidor I. Rabi (55) at Columbia University presented the first nuclear magnetic 
resonance (NMR) experiment and the first magnetic resonance curve. In this experiment, a 
gaseous beam of molecules was directed through a strong magnetic field so that the nuclear spins 
were decoupled. The decoupled spins then passed through a re-orienting field consisting a small 
oscillating magnetic field and a strong steady magnetic field. As the frequency of the oscillating 
field became closer attuned to the Larmor frequency some spins, these spins were re-oriented 
and thus became undetectable by the subsequent detector, resulting in a signal intensity drop. In 
1946, Felix Bloch(56) at Stanford University and Edward M. Purcell(57) at Massachusetts 
Institute of Technology each independently proved that this magnetic resonance effect can also 
be observed in liquid and solid materials. Since then, NMR has become a distinct and significant 
technique to study a wide range of materials including biological specimens. Rabi won the 1944 
Nobel Prize in Physics for his work. Bloch and Purcell shared the 1952 Nobel Prize in Physics.  
The pinciple of NMR is governed by the laws of quantum mechanics (11). Spin is the intrinsic 
angular momentum of a particle. For example, a hydrogen nucleus is a solitary proton. The 
angular momentum is a vector quantity with magnitude and direction. The components of 
angular momentum along any direction are only allowed to take on discrete values. Particles 
with spin also possess a magnetic moment, also a vector, oriented in the same direction as the 
angular momentum. The particle of choice is proton in this dissertation. The following analysis 
uses proton as an example with the terms “spin” and “proton” used interchangeable in this 
dissertation given this context.  
Suppose protons are placed in a strong external static magnetic field, 𝐵�⃑ 0, and define the direction 
of 𝐵�⃑ 0  to be +?̂?. The protons then have two steady states: a lower energy state where spins are 
along +?̂? and a higher energy state where spins are along -?̂?. In the low energy state, protons can 
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absorb discrete amounts of energy at frequency 𝜔0 and transit to the higher energy state. The 
frequency 𝜔0 is called the Larmor frequency and given by:  
 
𝜔0 = 𝛾𝐵0 [1]  
where 𝛾 is gyromagnetic ratio. For proton, 𝛾 is 267.5 x 106 rad/s/T. The distribution of protons 
between these two states is described by Maxwell-Boltzmann statistics. In equilibrium, the 
number of protons in the lower energy states excesses that of the higher energy state, resulting in 
a net equilibrium magnetization, 𝑀𝑒𝑞, along +?̂?. 
Suppose an oscillating magnetic field, 𝑏�⃑ 1, is then applied on top of the static field 𝐵�⃑ 0 for a certain 
time interval. The spins that were originally in equilibrium are now perturbed and reoriented. 
Perturbation is most effectively accomplished by a left-circularly polarized field oscillating at the 
Larmor frequency 𝜔0. Since 𝜔0 is on the order of radio frequency (3 kHz ~ 300 GHz), this 
finite-time oscillating 𝑏�⃑ 1  field is usually referred to as radio-frequency (RF) pulse. Once the 
protons are not in the equilibrium, two processes will occur. First, the spins that are not along ± ?̂? 
will begin to precess about ?̂? at precisely 𝜔0. Second, the spins will begin to interact with each 
other and their immediate surroundings, eventually returning to equilibrium. The process of 
returning to equilibrium is called relaxation. The relaxation along ± ?̂?  is referred to as 
longitudinal relaxation (or spin-lattice relaxation). The time constant characterizing the 
longitudinal relaxation speed is denoted as 𝑇1. Hence the longitudinal relaxation is also called 𝑇1 
relaxation. The relaxation in the transverse 𝑥�-𝑦� plane is said to be transverse relaxation or spin-
spin relaxation or 𝑇2 relaxation, where 𝑇2 is the relaxation time constant.  
Even though each individual spin follows the laws of quantum mechanics at the microscopic 
level, the net magnetization can be described by a classical vector model at the macroscopic 
level. Define a right-handed Cartesian coordinate system in which +?̂? is the direction of the main 





= 𝛾𝑀��⃑ × 𝐵�⃑ 𝑒𝑥𝑡 +
1
𝑇1
�𝑀𝑒𝑞 − 𝑀𝑧�?̂? −
1
𝑇2
𝑀��⃑ ⊥ [2]  
where 𝐵�⃑ 𝑒𝑥𝑡 is the total external magnetic field including all static fields and oscillating fields, 𝑀��⃑  
is the net magnetization vector, 𝑀𝑒𝑞 is the net equilibrium magnetization, 𝑀𝑧 is the 𝑧 component 
of 𝑀��⃑ , and 𝑀��⃑ ⊥ is the projection of 𝑀��⃑  onto 𝑥�-𝑦� plane (𝑀��⃑ ⊥ = 𝑀𝑥𝑥� + 𝑀𝑦𝑦�). In the case of constant 
field, 𝐵�⃑ 𝑒𝑥𝑡 = 𝐵0?̂? , 𝑀𝑧  will exponentially relax back to 𝑀𝑒𝑞  with time constant 𝑇1 , while the 
amplitude of  𝑀��⃑ ⊥ will exponentially decay to 0 with time constant 𝑇2 and  the phase of 𝑀��⃑ ⊥ will 
be 𝜙(𝑡) = 𝜙(0) − 𝜔0𝑡.  
The advancement from NMR to magnetic resonance imaging (MRI) involved contributions from 
multiple people. Some well-known crucial developments are described here. In 1971, Raymond 
Damadian first reported that NMR can differentiate different tissue types (58). Consequently, he 
proposed the imaging concept “MRI” by means of a point-to-point whole-body scan method, 
which is generally not considered as a real imaging method. In 1973, Paul C. Lauterbur 
published the first MRI image using a back-projection method(59). The idea that the Lamor 
frequencies are spatially varied by introducing spatially varied magnetic fields (referred to as 
gradients) opened the door to MRI.  In 1975, Richard R. Ernst (60) introduced the Fourier 
transform to MRI which established the foundation of modern MRI paradigm. In 1977, using the 
Fourier transform principle, Peter Mansfield (3) developed echo-planar imaging (EPI) method to 
quickly acquire one image within seconds. Ernst was awarded 1991 Nobel Prize in Chemistry for 
his achievements in applying Fourier transform in NMR and MRI. Lauterbur and Mansfield 
shared 2003 Nobel Prize in Physiology or Medicine.       
The principle of the Fourier transform in MRI is that by using gradients, the measured raw data 
is gathered in the frequency domain, also known as k-space, of the image.  For example, the 
measured raw data point at time 𝑡 of a two-dimensional (2D) image 𝑀(𝑥,𝑦) is: 
 
𝑆�𝑘𝑥(𝑡),𝑘𝑦(𝑡)� = � � 𝑀(𝑥,𝑦)𝑒−𝑖𝑥∙𝑘𝑥(𝑡)𝑒−𝑖𝑦∙𝑘𝑦(𝑡)𝑑𝑥𝑑𝑦
𝑦𝑥
 [3]  
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where 𝑘𝑥(𝑡) = 𝛾 ∫ 𝐺𝑥(𝜏)𝑑𝜏
𝑡
0 , 𝑘𝑦(𝑡) = 𝛾 ∫ 𝐺𝑦(𝜏)𝑑𝜏
𝑡
0 , 𝐺𝑥(𝑡) and 𝐺𝑦(𝑡) are the gradients along 𝑥� 
and 𝑦� , respectively. By manipulating the gradients 𝐺𝑥(𝑡) and 𝐺𝑦(𝑡), the raw data points can fill 
an entire 2D k-space data matrix. This k-space data matrix can then be Fourier transformed into 
the image (Fig. 1). The same Fourier Transform principle can also be applied to three-
dimensional (3D) imaging which is not used in this dissertation. Therefore the imaging methods 
in following analysis and the rest of the dissertation by default are 2D unless specified otherwise.  
 
Figure 1: The principle of Fourier Transform in MRI. Right: image space. Left: k-space. The 
measured MRI raw data is in k-space. 
MRI utilizes a timed and ordered sequence of RF pulses, gradients, and analogue-to-digital 
converter (ADC) used to sample signal. The typical MRI framework can be understood through 
a standard gradient-echo (GRE) sequence (52) (Fig. 2). First, A RF pulse is applied with a 
gradient in ?̂? direction (𝐺𝑧) to selectively perturb, or “excite”, the spins within a specific slice of 
the object being imaged in parallel with 𝑥�-𝑦� plane. This process is called “slice selection” and 
thus this gradient is referred to as “slice selective gradient”. Then, three gradients are applied for 
different purpose: (1) another gradient is applied ?̂?  direction to rewind unwanted phase 
accumulated during excitation; (2) a gradient is applied in 𝑦� direction (𝐺𝑦) to set the value of 𝑘𝑦. 
This process is called “phase encoding” and thus this gradient is referred to as “phase encoding 
gradient”; (3) a gradient applied in 𝑥�  direction (𝐺𝑥 ) to set the starting value of 𝑘𝑥 . Finally, 
another 𝐺𝑥 and an ADC are applied simultaneously so that a line of k-space data points with the 
same 𝑘𝑦 but different 𝑘𝑥  is acquired (a row in the left figure of Fig. 1). This 𝐺𝑥 is referred to as 
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“readout gradient”. The readout gradient constitutes a “readout kernel” together with the ADC. 
The above steps are then repeated multiple times until all the lines with different 𝑘𝑦 values are 
acquired that an entire 2D k-space matrix is achieved. The time between successive excitation 
pulses is called “repetition time” (𝑇𝑅). The time between the center of excitation pulse to the 
center of readout gradient is called “echo time” (𝑇𝐸).  
 
Figure 2: Standard GRE sequence diagram. 
 
GRE sequences are slow as it only collects one k-space line per excitation. EPI sequences (3) 
proposed by Peter Mansfield speeds the acquisition by collecting all the lines using just one 
excitation. The data sampling trajectories of GRE and gradient-echo EPI are shown in Fig. 3 to 
illustrate the difference. It is worth mentioning that although EPI is much faster than GRE it 




Figure 3: K-space trajectory of GRE and gradient-echo EPI sequence.  
 
MRI images can have any orientation by playing with the direction of gradients. A measurement 
coordinate system is often used in which the basis directions are slice, phase encoding, and 
readout (Fig. 4). By convention, 𝑘𝑥 and 𝑘𝑦 are still used as the corresponding frequency axes of 
readout and phase encoding direction, while 𝐺𝑥 , 𝐺𝑦 , and 𝐺𝑧  are referring to the gradient in 
readout, phase encoding, and slice direction, respectively.  
 




2.2   T1  Measurement 
As mentioned in the previous section, 𝑇1 relaxation is an intrinsic property of spins. Protons have 
two stable states in the presence of a strong external static magnetic field 𝐵�⃑ 0. One is parallel to 
𝐵�⃑ 0 in the lower energy state, while the other one is anti-parallel to 𝐵�⃑ 0 in the higher energy state. 
As all the nuclei and molecules are tumbling around, the protons continuously experience local 
field fluctuation through which they exchange energy with their surroundings (spin-lattice 
interaction). Therefore, the protons can absorb or lose energy to dynamically transit between the 
two states. In equilibrium, the amount of lower-energy protons is more than the amount of 
higher-energy protons, resulting in a longitudinal net magnetization, 𝑀𝑒𝑞, parallel to 𝐵�⃑ 0. Once 
the protons are perturbed, the spin-lattice interaction will help them “relax” back to the 
equilibrium status. At macroscopic level, the longitudinal magnetization recovery is described 
mathematically by an exponential function with time constant 𝑇1. The mathematic description 
given by the Bloch equation (Eq. [2]) is 𝑀𝑧(𝑡) = �𝑀𝑧(0) −𝑀𝑒𝑞�𝑒−𝑡/𝑇1 + 𝑀𝑒𝑞.  
𝑇1 can characterize different materials. In biological system, protons may be in free water such as 
cerebrospinal fluid or in water bound to the surface of large molecules such as proteins. As a 
result, the local field fluctuations have a varying range of frequencies. The closer the frequency 
of field fluctuation is to the Larmor frequency, the more effective the spins transit between 
states, in another words, the shorter the 𝑇1. Therefore, 𝑇1-weighted imaging methods have been 
widely used to provide structural tissue contrast (14-17), or even provide functional information 
by combining with contrast agents (18-20).  
The quantitative 𝑇1measurement has become increasingly important (21-25,27). The clinical 
utility of 𝑇1 imaging, however, has been limited by long acquisition times. Currently, there are 
three main categories of  𝑇1 quantification methods. The most standard inversion recovery (IR) 
method directly measures the recovering magnetization at different times after each inversion. 
Look-Locker (LL) (61,62) method also samples the inversion recovery curve but the data points 
are sampled sequentially after a single inversion pulse. Varied flip angles (63) method solves 𝑇1 
from multiple 𝑇1-weighted steady state magnetizations using different excitation angles. Among 
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the stated methods, the two fastest methods are EPI based LL approach (LL-EPI) (28,29) and 
EPI based time efficient slice ordering IR (TESOIR-EPI) (30). The average scanning time per 
slice for 10 – 12 data points for both methods is approximate 3s.  
In this dissertation, a novel 𝑇1  measurement method using PRAM is developed. It works by 
applying a series of inversion pulses to the imaged region in accordance with a binary 
modulation sequence. As a result, the effects of all the inversion RF pulses are accumulated. 
Therefore, pseudo-random sequences may not be the optimal choice. To be differentiated with 
the specific PRAM implementation, the general method and theory is termed as “relaxation by 
amplitude modulation” (RLXAM). RLXAM is very time efficient for two reasons. First, the 
image acquired at each 𝑇𝑅 is a weighted sum of partially recovered magnetization from all the 
previous 𝑇𝑅 periods, so that it can continuously collect data without waiting for the fully relaxed 
equilibrium magnetization. Second, it is completely compatible with ordinary multi-slice mode 
and most gradient echo acquisition strategies, and therefore the time efficiency can be easily 
enhanced or tailored to particular experiment. 
In the remainder of the dissertation, we present primary theory of RLXAM, evaluate the specific 
PRAM implementation, and compare it against the standard inversion recovery method. Results 
from a 𝑇1 phantom and human brain show that PRAM is very accurate and highly reproducible.  
A 4-slice PRAM-EPI protocol is developed in this dissertation. The total scan time is 6.45s for 
either one or four slices using standard full k-space gradient echo EPI (matrix size 128x128) to 
collect 15 data points with 430ms temporal resolution. Because the method can continuously 
collect data and compatible with multi-slice acquisition, the average acquisition time per slice 
(~1.6s) is almost twice as fast as LL-EPI and TESOIR-EPI. A 20-slice PRAM-GRE protocol is 
also developed for larger volume coverage. We further analyze time efficiency, SNR, and 




2.3   Arterial Spin Labeling   
In MRI, perfusion refers to the process that blood flow delivers to biological tissue through 
capillary bed, which is correlated with many normal functions and diseases such as stroke and 
ischemia. ASL techniques non-invasively measure perfusion by magnetically manipulating 
arterial blood spins. A typical ASL experiment usually acquires two sets of images: control 
images when the blood spins are in natural equilibrium status, and tag images when the blood 
spins are inverted.  As the blood spins exchange with tissue water proton at perfusion locations, 
the blood spins inverted in tag condition will reduce the tissue magnetization compared with the 
control condition. The subtraction of tag and control images is therefore perfusion weighted and 
can be used to quantify perfusion.  
ASL techniques can be classified into three categories according to their inversion methods. 
Continuous ASL (CASL) (13) adiabatically inverts the inflowing arterial spins by applying a 
constant RF pulse in the presence of a constant gradient. Theoretically, this method can achieve 
the maximum signal to noise ratio (SNR), but the needed continuous RF is hardly available on 
clinical MRI scanners. Furthermore, its volumetric measurement is limited by the magnetization 
transfer (MT) effects(64). To overcome this limitation, amplitude-modulated CASL(65) was 
developed but it is very sensitive to flow velocities, while another method employing a separate 
labeling coil (66) requires additional hardware. Pulsed ASL (PASL)(67-72), on the other hand, 
inverts a thick region of spins using one or two short RF pulses and therefore has minimal MT 
effects, but at a cost of SNR. As an intermediate alternative, the third method, named pseudo-
continuous ASL (pCASL)(73,74), employs a train of short RF and gradient pulses to accomplish 
the adiabatic inversion in the tag condition and matches the MT effect by alternating the sign of 
RF pulses in the control condition. Unbalanced pCASL(74) refers to the implementation in 
which the gradient waveforms are different between tag and control conditions, while balanced 
pCASL(73) uses identical gradient waveforms in both conditions. A study (75) reported an 
observable image mismatch between two conditions.    
A major problem in ASL is the uncertainty in the transit time of the labeled spins to move from 
the labeling region to the tissue. Due to the longitudinal relaxation, the labeled spins will recover 
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back to the equilibrium magnetization as they flow towards to the tissue. As a result, a reduced 
perfusion-weighted signal may come from decreased blood supply, or a delayed transit time. 
Therefore, any transit time variation, such as with slice position, age, or gender, become non-
ignorable confounds (33,34,36,37,76) in flow quantification. As a partial solution, CASL and 
pCASL insert a post-labeling delay (PLD) (38) before starting data acquisition to reduce the 
transit-time sensitivity, while PASL specifies time windows for perfusion (71). However, they 
all assume a certain range of transit times so that their performance may be poor if the actual 
transit times fall out of the assumed range. 
Several transit-time mapping techniques have been proposed to address this problem. The most 
standard method, which is also the most time consuming method, is to sequentially acquire 
multiple ASL measurements with different PLDs (36,39,40). To speed the image acquisition, 
several groups combined Look-Locker sampling technique with ASL so that images at multiple 
PLDs can be acquired within one measurement (41,42). Dynamic ASL (43-45) firstly adapted 
the idea to modulate the arterial spin labeling function and then observe tissue signal response. 
This method, however, assumes the range of transit times in order to decide the spin labeling 
function frequency. Recently, Hadamard encoding scheme has been incorporated with CASL 
and pCASL (46,47) to obtain multiple PLDs images in a more efficient way. This method is 
referred to as H-CASL in this dissertation. For 𝑁  PLDs measurement, H-CASL uses (𝑁 +
1)/2𝑁 imaging time but achieves �2/(𝑁 + 1) times smaller noise compared to the standard 
sequential PLDs method (48).  
PRAM encoded ASL was  also proposed as another transit time mapping method(53). The 
principle was demonstrated before using a single-slice GRE readout on a 3T Philips Acheiva 
scanner(49). However, the complete theory and properties of PRAM ASL have not been 
rigorously studied to date. In the reminder of this dissertation, we present the detailed PRAM 
ASL theory considering the non-continuous modulation and perfusion. PRAM pCASL 
sequences with both multi-slice GRE and multi-slice EPI readouts are implemented and 
evaluated on a 3T Siemens Trio scanner. The results show that the transit time maps from 
PRAM-EPI and EPI-based multiple PLDs are highly consistent. We further compare its 
efficiency and SNR with H-CASL in Discussion.        
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Chapter 3:     Theory 
3.1   PRAM in T1  Measurement 
3.1.1   Experiment Paradigm 
The schematic RLXAM sequence diagram in 𝑇1 Measurement is depicted in Fig. 5. Within each 
𝑇𝑅, a non-selective inversion RF pulse, denoted by 𝐴𝑛, is applied to the imaged region, followed 
by a spoiler and gradient-echo readout module.  {𝐴𝑛}  is a binary sequence of length 𝑁, in which 
𝐴𝑛 = 1 if inversion pulse ON and 0 otherwise. The acquisition module can be any gradient echo 
readout such as single-shot EPI or one or more k-space lines. To be able to separate the 
individual components with different decay factors, each k-space line or segment must be 
acquired 𝑁 times so that entire sequence of  {𝐴𝑛} pulses is cycled through.  
 
Figure 5: Schematic sequence diagram of RLXAM of T1 measurement. RF pulses are assumed 
to be sufficiently narrow that their action is instantaneous. In addition to inversion pulse time 𝑡𝑛 
and excitation pulse time 𝑡𝑛,𝑖𝑚𝑔, superscript - and +  are used to represent the time immediately 





3.1.2   Model Formulization 
Simplified example, 𝑻𝑰=0  
The principle of RLXAM can be understood by considering a simplified example where the 
imaging pulse occurs immediately after the inversion pulse, that is 𝑇𝐼 = 0, 𝑀�𝑡𝑛,𝑖𝑚𝑔− � = 𝑀(𝑡𝑛+). 
Then the evolution of longitudinal magnetization 𝑀 during one 𝑇𝑅 can be represented by the 






, 𝑡 ∈ (𝑡𝑛−1,𝑖𝑚𝑔+ , 𝑡𝑛−) [4]  
 
where 𝑇1 is longitudinal relaxation time, 𝑀0 is fully relaxed equilibrium value of 𝑀. Note that 
Eq. [4] implies only single 𝑇1 component is considered. Let the excitation angle be 𝜃 and the 
inversion efficiency be 𝛼  (1 for perfect inversion and 0 for saturation). Then the boundary 
conditions for Eq. [4] are: 
 
 
𝑀(𝑡𝑛+) = 𝑀(𝑡𝑛−)(−𝛼)𝐴𝑛 
 
𝑀�𝑡𝑛,𝑖𝑚𝑔+ � = 𝑀�𝑡𝑛,𝑖𝑚𝑔− � cos(𝜃) 
[5]  
 
Solving the Eq. [4] [5] using simplification 𝑀�𝑡𝑛,𝑖𝑚𝑔− � = 𝑀(𝑡𝑛+) since 𝑇𝐼=0, we obtain:   
 
𝑀�𝑡𝑛,𝑖𝑚𝑔− � = 𝑀�𝑡𝑛−1,𝑖𝑚𝑔− � cos(𝜃)𝐸𝑇1(−𝛼)
𝐴𝑛 + 𝑀0�1− 𝐸𝑇1�(−𝛼)




where 𝐸𝑇1 = exp (−𝑇𝑅/𝑇1) . Eq. [6] shows that the imaged magnetization consists of two 
components: (1) the last imaged magnetization, 𝑀�𝑡𝑛−1,𝑖𝑚𝑔− �, modified by the excitation pulse 
(cos (𝜃) ), the 𝑇1  decay (𝐸𝑇1 ), and the last inversion pulse (𝐴𝑛 ); (2) the newly recovered 
magnetization from the last 𝑇𝑅 interval, 𝑀0�1 − 𝐸𝑇1�, only modulated by the last inversion pulse 
(𝐴𝑛). Iterating Eq. [6] and using the fact that 𝑀�𝑡𝑛−𝑖,𝑖𝑚𝑔− � cos𝑖(𝜃)𝐸𝑇1
𝑖 (−1)∑ 𝐴𝑗
𝑛
𝑗=𝑛−𝑖+1  approaches 
to zero as 𝑖 increases to infinity, we find the signal of the  𝑛th image is: 
 








= 𝑀0(1− 𝐸𝑇1) �(−𝛼)
𝐴𝑛 , (−𝛼)∑ 𝐴𝑘
𝑛



















where we explicitly express the sum of multiplication as inner product of two vectors. Eq. [7] 
shows that, the signal acquired at 𝑡𝑛,𝑖𝑚𝑔−  can be viewed as a linear combination of longitudinal 
relaxation magnetization recovered during different 𝑇𝑅 intervals, each of which has experienced 
a different number of inversion pulses while decaying by cos(𝜃)𝐸𝑇1 each 𝑇𝑅 period. Note the 
periodicity of  {𝐴𝑛} implies that 𝐴𝑛 = 𝐴𝑛+𝑁, and the spins will reach a steady state such that 
𝑀�𝑡𝑛,𝑖𝑚𝑔− � =  𝑀�𝑡𝑛+𝑁,𝑖𝑚𝑔− �. Let 𝑴���⃑  be the vector of signals measured sequentially at different 
































𝑘=2−1 ⋯ (−𝛼)∑ 𝐴𝑘
2
𝑘=2−(𝑁−2) (−𝛼)𝑆𝐴
⋮ ⋮ ⋱ ⋮ ⋮
(−𝛼)𝐴𝑁 (−𝛼)∑ 𝐴𝑘
𝑁


































Comparing the expression of each element in Eq. [8] with Eq. [7], one can see that 𝑯���⃑  is still a 
geometric sequence but of finite length 𝑁, while the scale constant 𝜅 is now an infinite sum.  
This rearrangement reflects the fact that, if 𝑁x 𝑇𝑅 is not long enough, the magnetization from 
the previous modulation cycle has not decayed to 0 and therefore contributes to the signal. In any 
case, as long as modulation matrix 𝑨𝜶 is invertible, 𝑯���⃑  can be solved using Eq. [8] by applying 
the inverse of modulation 𝑨𝜶 to the collected data 𝑴���⃑  , and then its rate of decrease with respect 
to 𝑛, 𝛽1(𝜃), can be used to calculate 𝑇1:  
 
𝛽1(𝜃) = ln(cos(𝜃)) − 𝑇𝑅 𝑇1⁄  [9]  
 
General model, 𝑻𝑰 ≠ 0 







, 𝑡 ∈ �𝑡𝑛−1,𝑖𝑚𝑔+ , 𝑡𝑛−� 𝑜𝑟  (𝑡𝑛+, 𝑡𝑛,𝑖𝑚𝑔− ) [10]  
 
 Using the same boundary conditions in Eq. [5], the iterative formula becomes: 
 
𝑀�𝑡𝑛,𝑖𝑚𝑔− � = 𝑀�𝑡𝑛−1,𝑖𝑚𝑔− � cos(𝜃)𝐸𝑇1(−𝛼)
𝐴𝑛 +𝑀0(1 − 𝐸1)𝐸2(−𝛼)𝐴𝑛 + 𝑀0(1− 𝐸2) [11]  
 
where 𝐸1 = exp(− (𝑇𝑅 − 𝑇𝐼) 𝑇1⁄ ), and 𝐸2 = exp (−𝑇𝐼 𝑇1⁄ ).  
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Repetitively iterating Eq. [11], the signal at 𝑛th image can then be written, similar to Eq. [7], as: 
 
 
𝑀�𝑡𝑛,𝑖𝑚𝑔− � = 𝑀0(1− 𝐸2) + �(−𝛼)𝐴𝑛 , (−𝛼)∑ 𝐴𝑘
𝑛



















Applying the periodicity of {𝐴𝑛}, we have a similar expression as Eq. [8], with an extra constant 
term 𝑀0(1 − 𝐸2) . However, notice that the last column of 𝑨𝜶 is a multiple of vector of ones, 
thus any constant term can be merged into the 𝑁th element of  𝑯���⃑ . The final matrix representation 
is then: 
 




























𝑘=2−1 ⋯ (−𝛼)∑ 𝐴𝑘
2
𝑘=2−(𝑁−2) (−𝛼)𝑆𝐴
⋮ ⋮ ⋱ ⋮ ⋮
(−𝛼)𝐴𝑁 (−𝛼)∑ 𝐴𝑘
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When 𝑇𝐼 is 0, Eq. [11] – [13] are reduced to Eq. [6] – [8], respectively. 
The first 𝑁-1 elements of 𝑯���⃑  in Eq. [13] are still the terms of a geometric sequence with same rate 
as in Eq. [8]. The 𝑇𝐼 value is only involved in two places, the scale factor 𝜅 and the last element 
of 𝑯���⃑ . Therefore, if we only use the first N-1 data points in processing, Eq. [9] is still valid. This 
property enables the straight-forward application of multi-slice mode for volumetric 





3.1.3   Correction of Field Inhomogeneities 
From Eq. [9], the demodulated result 𝑯���⃑  has a similar form to a LL signal in that both 
longitudinal relaxation time and RF excitation pulses contribute to its decay. Therefore, the 
calculation of the 𝑇1 from 𝑯���⃑   also depends on excitation angle 𝜃. Because of the speed of this 
technique, we can use small flip angles to avoid large excitation field (𝑏1) offset while acquiring 
multiple averages to maintain reasonable SNR if necessary. If the accuracy of the 𝑏1field is a 
concern, we can also map it within a reasonable time using the double-angle method (77). In this 
paradigm, the same sequence is run sequentially with flip angle 𝜃 and 2𝜃. Then 𝜃 and 𝑇1 can be 
solved for simultaneously through the two decay rates 𝛽1(𝜃) and 𝛽1(2𝜃).  
 
 cos(𝜃) =
𝑏 + √𝑏2 + 8
4









3.2   PRAM in Arterial Spin Labeling  
3.2.1   Experiment Paradigm 
The schematic PRAM sequence diagram in ASL is shown in Fig. 6. There is one modulation 
module denoted by 𝐴𝑖  followed by a gradient spoiler every 𝑇𝑅. {𝐴𝑖}  is a binary sequence of 
length 𝑁. The modulation module selectively labels arterial blood flow spins as they pass across 
a thin plane below the image region. 𝐴𝑖 = 1 if flowing spins are inverted and 0 otherwise. The 
acquisition module can be any gradient echo readout such as single-shot EPI or one or more k-
space lines. Each k-space line or segment must be acquired 𝑁 times so that entire sequence of  
{𝐴𝑖} pulses is cycled through.  
 





3.2.2   Model Formulization  
Image voxels are constituted of brain tissue and microvasculature. A simplifying assumption is 
that once the blood arrives at the voxel it is well mixed with brain tissue. Therefore, each voxel 
can be viewed as a single compartment magnetization 𝑀𝑏(𝑡) with arterial magnetization 𝑀𝑎(𝑡) 
as input and venous magnetization 𝑀𝑣(𝑡) as output. The well-mixed assumption implies that 
𝑀𝑣(𝑡) has reached a steady state with 𝑀𝑏 (t), that is 𝑀𝑣(𝑡) = 𝑀𝑏(𝑡)/𝜆 , where 𝜆 is blood brain 
partition coefficient.  The Bloch equation (Eq. [2]) describing longitudinal relaxation of 𝑀𝑏(𝑡) 









 [15]  
 
where 𝑀𝑏(𝑡)  is the longitudinal magnetization of brain tissue, 𝑀𝑏0  is the fully relaxed 
magnetization of 𝑀𝑏(𝑡) , 𝑀𝑎(𝑡)  is the input arterial magnetization to the voxel, 𝑇1𝑏  is the 
longitudinal relaxation time of brain tissue in the absence of flow, 𝑓 is blood flow rate, 𝜆 is blood 
brain partition coefficient.   
All arterial spins have to flow cross the labeling plane as they move towards brain tissue. For the 
spins flow across the labeling plane at time 𝑡′, only a fraction of them will arrive at the voxel at 
time 𝑡. On the other hand, 𝑀𝑎(𝑡) are the spins arriving at the voxel at 𝑡, but each of them may 
flow cross the labeling plane at different 𝑡′. In view of this, 𝑀𝑎(𝑡)  can be written as a weighted 
sum of spins that arrive at the image voxel at 𝑡 following indicator-dilution theory (78) : 
 
𝑀𝑎(𝑡) = � 𝑀𝑑𝑒𝑙𝑖𝑣𝑒𝑟�𝑡, 𝑡′,𝑀𝑙(𝑡′)�ℎ(𝑡, 𝑡′)𝑑𝑡′
𝑡
−∞
 [16]  
 
where 𝑀𝑙(𝑡′)  is the magnetization of blood flow at the labeling plane at time 𝑡′ , 
𝑀𝑑𝑒𝑙𝑖𝑣𝑒𝑟�𝑡, 𝑡′,𝑀𝑙(𝑡′)� is the evolved magnetization of  𝑀𝑙(𝑡′) at time 𝑡, and ℎ(𝑡, 𝑡′) is the fraction 
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of the amount of spins passing through the labeling plane at 𝑡′ per unit time and arriving at the 
voxel at 𝑡, that is the transit time distribution. Based on the Bloch equation, 𝑀𝑑𝑒𝑙𝑖𝑣𝑒𝑟  can be 
explicitly expressed as: 
 










where 𝑇1𝑎  is the longitudinal relaxation time of blood flow spins, 𝛼(𝑡′)  is the inversion 
efficiency of modulation module at the labeling plane defined as �𝑀𝑎0 − 𝑀𝑙(𝑡′)�/2. 𝛼 = 0 means 
the blood flow spins stay at fully relaxed magnetization 𝑀𝑎0. 𝛼 = 1 means the spins are ideally 
inverted to –𝑀𝑎0. By substituting Eq. [17] to Eq. [16], we have: 
 






 [18]  
 
where we used the fact that the integral of transit time distribution function over the entire space 
is one, that is ∫ ℎ(𝑡, 𝑡′)𝑑𝑡′𝑡−∞ = 1. Assuming human brain is a time-invariant system, ℎ(𝑡, 𝑡
′) is 
only a function of 𝑡 − 𝑡′ regardless the specific 𝑡′ or 𝑡. Therefore ℎ(𝑡, 𝑡′) can be expressed as 
ℎ(𝑡 − 𝑡′). Then Eq. [18] becomes: 
 






 [19]  
 
As the PRAM modulation affect 𝑀𝑏(𝑡) through 𝑀𝑎(𝑡), the rest of this section is divided into two 




To start with, consider a simplified case that the data sampling is instant and then the modulation 
module occupies the whole 𝑇𝑅 period (Fig. 7).  
 
Figure 7: Modulation scheme of PRAM in ASL, assuming data acquisition is instant. Let  𝑡𝑖 be 
the end of modulation module 𝐴𝑖 (𝑖 = 0, 1, 2, …). 𝑡𝑖 − 𝑡𝑖−1 = 𝑇𝑅.  
 
By breaking down the single integral in Eq. [19] by {𝑡𝑖}, the arterial magnetization at time 𝑡𝑛, 
𝑀𝑎(𝑡𝑛),  can be written as: 
 








� [20]  
 
If 𝛼 is the inversion efficiency for 𝐴𝑖=1, 𝛼(𝑡′) = 𝛼𝐴𝑖, ∀ 𝑡′ ∈ (𝑡𝑖−1, 𝑡𝑖). Substituting 𝛿 = 𝑡𝑛 − 𝑡′ 
and using the fact that 𝑡𝑛 − 𝑡𝑖=(𝑛 − 𝑖)𝑇𝑅, each integral can be written as: 
 
















As ℎ(𝛿)exp (−𝛿/𝑇1𝑎 ) is a continuous function, the First Mean Value Theorem for Integrals (79) 














 [22]  
 
Substituting Eq. [21] and Eq. [22] into Eq. [20]: 
 




























 [23]  
 
Eq. [23] shows that the modulated component of magnetization can be viewed as a linear 
combination of modulated spins 𝐴𝑛−𝑚𝛼𝑀𝑎0 arriving at the voxel at 𝑡𝑛 with transit time ℎ(𝛿𝑚). 
The decaying factor exp (−𝛿𝑚/𝑇1𝑎) reflects the loss of modulated signal due to longitudinal 
relaxation. 𝛿𝑚  only depends on ℎ(𝑡)exp (−𝑡/𝑇1𝑎) over (𝑚𝑇𝑅, (𝑚 + 1)𝑇𝑅), and thus it is the 
same for any 𝑀𝑎(𝑡𝑛). Let 𝑴���⃑ 𝒂 be the vector of arterial magnetization at different 𝑡𝑛 and 𝑯���⃑ 𝒂 be 
the column vector on the right of Eq. [23]. We have a matrix relationship: 
 
𝑴���⃑ 𝒂 = 𝑀𝑎0?⃑? − 𝜅𝑨 ∙ 𝑯���⃑ 𝒂 [24]  
 
where 
𝜅 = 2𝑀𝑎0𝛼𝑇𝑅  
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𝐴1 𝐴𝑁 ⋯ 𝐴3 𝐴2
𝐴2 𝐴1 ⋯ 𝐴4 𝐴3
⋮ ⋮ ⋱ ⋮ ⋮


































One thing to notice is the inversion efficiency 𝛼 is only a scale constant in Eq. [24]. When 𝑁 x 
𝑇𝑅 is not long enough, the spins modulated in previous modulation cycle will contribute to the 
signal as the spins modulated in the current modulation cycle, and they cannot be differentiated.  
As the elements of transit time distribution function are unknown and cannot be combined, it is 
necessary to avoid the fold-over effect, that is  𝑁 x 𝑇𝑅 has to be long enough so that ℎ(𝑡 > 𝑁 ×
𝑇𝑅) = 0.   
As long as the modulation matrix 𝑨 is invertible, 𝑯���⃑ 𝒂 can be solved from Eq. [24].  
 
𝑯�𝒂 = 𝑨−1𝑴���⃑ 𝒂 = 𝑀𝑎0𝑨−1?⃑? − 𝜅𝑯���⃑ 𝒂 [25]  
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Notice that 𝑨 is a circulant matrix, regardless the specific modulation code. Because the sum of 
each row is a constant, 𝑨 has a property that: 
       𝑨?⃑? = �∑ 𝐴𝑖𝑁𝑖=1 �?⃑?            and            𝑨−1?⃑? =
1
�∑ 𝐴𝑖𝑁𝑖=1 �
?⃑?    [26]  
Eq. [26] implies that any un-modulated components, for example 𝑀𝑎0  in Eq. [24], will be 




?⃑? − 𝜅𝑯���⃑ 𝒂 [27]  
 
Now consider the actual experiment that data acquisition takes finite time so that the labeling 
does not occupy the whole 𝑇𝑅 ( Fig. 8).  
 
 
Figure 8: Modulation scheme of PRAM in ASL. Data collection takes finite time. 𝑡𝑖 is the end of 
each 𝑇𝑅 , while modulation module ends at 𝑡𝑖′ ∈ (𝑡𝑖−1, 𝑡𝑖) . ∆𝑡  = 𝑡𝑖′ − 𝑡𝑖−1  is the length of 
modulation module. Δ𝜏 = 𝜏𝑛 − 𝑡𝑛′  is the time interval between the modulation module and the 
excitation pulse within the same 𝑇𝑅. 
The integral in Eq. [19] is now broken down by {𝑡𝑖′} and {𝑡𝑖}. For any time during the non-




















As the spins flowing across the labeling plane during (𝑡𝑖′, 𝑡𝑖) are not modulated, 𝛼(𝑡′) is zero for 
{(𝑡𝑖′, 𝑡𝑖)}. Eq. [28] is then reduced to: 
 







� [29]  
 
Similar to Eq. [20], by applying the first Mean Value Theorem, Eq. [29] can be written as:  
 












































The final matrix representation is in the same form as Eq. [24]:   
 





𝜅 = 2𝑀𝑎0𝛼∆𝑡  













𝐴1 𝐴𝑁 ⋯ 𝐴3 𝐴2
𝐴2 𝐴1 ⋯ 𝐴4 𝐴3
⋮ ⋮ ⋱ ⋮ ⋮









































Eq. [27] is still valid for reconstruction results but there are two differences. First, the signal 
scale constant 𝜅 is changed from 2𝑀𝑎0𝛼𝑇𝑅  to  2𝑀𝑎0𝛼∆𝑡.  It reflects the fact that the shorter the 
duration of modulation module, the less amount of the spins modulated, and therefore the smaller 
the signal. The second difference is the times axis 𝛿𝑚 versus 𝛿𝑚′  of 𝑯���⃑ 𝒂. In both case, the first 
Mean Value Theorem for Integrals is used to digitalize the integral in Eq. [19] so that the 
continuous function ℎ(𝑡)exp (−𝑡/𝑇1𝑎) can be approximated by the reconstructed 𝑯���⃑ . Since the 
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approximation is only applied to the modulation period, ℎ(δm)exp (−𝛿𝑚/𝑇1𝑎)  and 
ℎ(𝛿𝑚′ )exp (−𝛿𝑚′ ) represents different parts of the continuous function with the same temporal 
resolution 𝑇𝑅. Especially 𝛿𝑚′  also depends on the position of time of interests, that is Δ𝜏. When 
Δ𝑡 = 𝑇𝑅 and Δ𝜏 = 0, Eq. [29] becomes Eq. [20], and Eq. [31] becomes Eq. [24].   
The principle of PRAM modulation and demodulation is graphically illustrated in Fig. 9. A 
blood bolus is defined as a block of blood spins that pass through the labeling plane during a 
certain time interval (Fig. 9, green, red, yellow, and blue blocks). If a fraction of a bolus reaches 
the voxel of interest at the sampling time 𝜏𝑛, this bolus contributes to the sampled magnetization 
𝑀𝑎(𝜏𝑛). By choosing appropriate modulation strategy, the contribution of each blood bolus (Fig. 
9, green, red, yellow, and blue arrows for green, red, yellow, and blue bolus, respectively) can be 
separated. The individual element of PRAM reconstruct 𝑯�𝒂 represents the separated contribution 










Now examine how the modulated spins from 𝑀𝑎(𝑡) influence on 𝑀𝑏(𝑡) via Eq. [15]. Under fully 
relaxed condition that 𝑀𝑎(𝑡) = 𝑀𝑎0 and 𝑀𝑏(𝑡) = 𝑀𝑏0 , the partial derivative 𝑑𝑀𝑏(𝑡)/𝑑𝑡 is zero 






+ 𝑓(𝑀𝑎(𝑡)−𝑀𝑎0) [32]  
 
where 𝑇1𝑏,𝑎𝑝𝑝 is the apparent longitudinal relaxation time of brain tissue defined as 1/𝑇1𝑏,𝑎𝑝𝑝  =
1/𝑇1𝑏  + 𝑓/𝜆 . Note that (𝑀𝑎(𝑡) −  𝑀𝑎0) is equal to −2𝑀𝑎0 ∫ 𝛼(𝑡′)ℎ(𝑡 − 𝑡′) exp �−
𝑡−𝑡′
𝑇1𝑎
� 𝑑𝑡′𝑡−∞ , 
based on Eq. [19]. Therefore, there are two factors contributing to the change of 𝑀𝑏(𝑡): the 
longitudinal relaxation and the amount of modulated spins exchanged into tissue. Assume the 
excitation angle be 𝜃. The boundary condition of Eq. [32] is: 
 
𝑀𝑏�𝑡𝑖,𝑖𝑚𝑔+ � = 𝑀𝑏�𝑡𝑖,𝑖𝑚𝑔− �cos (𝜃) [33]  
Let 𝑴���⃑ 𝒃 be the vector of brain magnetization measured sequentially. The actual reconstructed 
results are: 
 
𝑯�𝒃 = 𝑨−1 ∙ 𝑴���⃑ 𝒃 [34]  
There is no explicit closed-form solution to Eq. [32] and Eq. [34]. But we can analyze 𝑯�𝒃 based 
on the principles derived from modeling 𝑀𝑎(𝑡).  
The first principle is the PRAM modulated signal can be expressed as a weighted sum of 
modulated spins. The weight is the transit time distribution function multiplied by longitudinal 
decaying factor. The single compartment assumption states that once the modulated blood spins 
arrive at the voxel they will be well-mixed with brain tissue, decaying with tissue longitudinal 
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relaxation and experiencing excitation pulses. In this mixing procedure, there are two things to 
notice. First, the longitudinal relaxation rate is changed from 𝑇1𝑎 to 𝑇1𝑏,𝑎𝑝𝑝. Suppose the average 
longitudinal relaxation time is 𝑇1. Second, the blood spins experience an excitation pulse every 
𝑇𝑅 during the lingering time they spend within the voxel. This lingering time is part of the transit 
time and usually unknown.  Suppose the number of excitation pulses experienced by the spins 
with transit time 𝛿𝑚′  is 𝑝𝑚 
The second principle is based on Eq. [26] that any un-modulated constant component, for 
example 𝑀𝑎0 in Eq. [24], will be transformed to constant background of demodulated results. In 
𝑀𝑏(𝑡), the main constant signal is the steady state tissue magnetization 𝑀𝑏𝑠𝑠(𝜃,𝑇1)  as the tissue 
experiences repeated excitation pulses: 
 𝑀𝑏𝑠𝑠(𝜃,𝑇1) =
𝑀𝑏0�1 − 𝐸𝑇1�
1 − 𝐸𝑇1 cos(𝜃)
 [35]  
where 𝐸𝑇1 = exp (−𝑇𝑅/𝑇1), 𝜃 is flip angle of excitation pulse.  
Based on the above two principles, when 𝑁x𝑇𝑅  is long enough, if Δ𝜏  is the time interval 
between the end of modulation module and the imaging time, 𝑯�𝒃 can be approximated as: 
 


























 [36]  
where 
 𝑪��⃑  = Constant background  
 𝜅 = Signal intensity scalar factor 
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 𝑇1 = Average longitudinal relaxation time of brain tissue and blood flow 





∆𝑡 ∫ ℎ(𝛿) exp �−
𝛿
𝑇1𝑎
� 𝑑𝛿∆𝜏+(𝑛−𝑖)𝑇𝑅+Δ𝑡∆𝜏+(𝑛−𝑖)𝑇𝑅   




Chapter 4:     Methods 
4.1   Sequence Programming on Siemens Scanner  
All the sequences were implemented on a Siemens 3T Trio scanner using IDEA VB17 software. 
IDEA stands for Integrated Development Environment for Applications. VB17 is the software 
version. The IDEA software is a C++ based programming system. It consists of two primary 
components: Sequence Development Environment (SDE) for writing pulse sequences, Image 
Calculation Environment (ICE) for data processing.  
The IDEA software is highly object-oriented. A base class “Sequence” is defined with several 
public methods available for configuration in pulse sequence files. In each sequence file, pulses, 
gradients, readout kernels are defined as objects. The objects are first prepared using specified 
parameters. Then at the run time, they are played out in the form of real time events, the basic 
sequence elements.  For example, a real time event could be applying a RF pulses with 
associated gradients. Multiple real time events can be grouped into a real time block which can 
perform certain task, such as exciting a slice and acquiring one raw data line. The collected raw 
data lines are sent to ICE together with several data structures containing the necessary 
information for reconstruction. One of the data structures is measurement data header (Mdh). It 
contains the characteristics of the corresponding raw data line such as the location in multi-
dimensional raw data matrix, and the flags used to control the ICE program.  
All PRAM sequences were implemented by modifying Siemens product sequences. Benefit from 
the highly object-oriented environment, there are a lot of shared modifications between the 
PRAM sequences for 𝑇1  measurement and those for ASL. The common programming 
frameworks are described in this section, while specific implementation details are described 




4.1.1   Sequence Building Blocks 
It is very frequent in sequence programming that a block of code is reused many times in the 
same sequence or in different sequences. One example is the readout kernel constituted of slice 
excitation and acquisition. In IDEA, each sequence has to include the block in order to perform 
its function. Therefore, the class Sequence Building Blocks (SBB) is designed to encapsulate a 
block of code that can be prepared and run without explicitly copying the source code.  
PRAM modules were implemented as real time event blocks first, and then implemented as 
SBBs.  For each PRAM module, there are three files. (1) PRAMSBB.h defines all the parameters 
and variables dedicated to PRAM and two SBBs, one for inversion and one for non-inversion. 
(2) PRAMSBB.cpp realizes the preparation and run functions of the two SBBs. (3) 
PRAMSBB_UIStdLink.h defines the necessary functions to add PRAM parameters in user 
interface, such as the length of modulation code.  
To include PRAM module in one sequence, the main sequence file should include PRAMSBB.h 
and PRAMSBB_UIStdLink.h. The PRAM user interface functions are then called as well as the 
PRAM SBBs are instantiated, prepared, and run in appropriate places within the main sequence 
file. Sequence timing and energy calculations should also be updated. Once the framework has 
been setup, the PRAM module can be altered by modifying or replacing PRAMSBB files 
without changing the main sequence file. The implementation details of PRAM SBBs for 𝑇1 




4.1.2   Loop Structure 
Execution of a sequence can be viewed as repetitive measurements with slight variations from 
one measurement to the next as loop counters looping over various indices layer by layer. 
SeqLoop is the class used to control 2D and 3D sequence loop structure. The loop counters 
associated with each raw data line are stored in Mdh so that ICE program is independent from 
the loop structure.  
Cycling through PRAM modulation code is essentially a loop. Applying inversion or non-
inversion PRAM SBB is in accordance with the binary digit indexed by PRAM loop counter. 
The layer of PRAM loop is varied with pulse sequence type. The principle is that PRAM loop 
counter increases every 𝑇𝑅 (Fig. 10). 
In this dissertation, PRAM sequences were implemented based on both 2D spoiled GRE 
sequence (referred to as GRE in the rest of this dissertation) and 2D single-shot gradient-echo 
EPI sequence (referred to as EPI in the rest of this dissertation). The unused “free” loop provided 
by SeqLoop was employed for PRAM. The PRAM loop counter was recorded by an idle Mdh 
dimension parameter CSet.   
In GRE acquisition, only one k-space line is acquired per excitation. The advantage of GRE 
sequences is high signal to noise ratio and minimal image distortion in the presence of field 
inhomogeneities. A family of PRAM sequences was implemented with 2D GRE interleaved 
multi-slice mode. Its original primary loop structure is depicted in Fig. 10. As PRAM loop 
counter increases every 𝑇𝑅, the PRAM (“free”) loop should be moved to the inside of the line 
loop. This structure change was achieved by rewriting SeqLoop member functions.  
EPI is a fast imaging method that all the k-space lines are collected after one excitation. EPI-
based PRAM sequences were implemented to increase imaging speed as well as compare with 
existing methods. The primary loop structure of EPI is described in Fig. 11. The PRAM (“free”) 





Figure 10: Primary loop structure of original 2D interleaved multi-slice GRE.   
 
 





4.2   PRAM in T1  Measurement  
4.2.1   Sequence Development 
In accordance with the theory section 3.1.1, PRAM inversion SBB for 𝑇1 measurement consists 
of a non-selective inversion pulse and a gradient spoiler, while non-inversion SBB consists of the 
identical gradients without the RF pulse. User-defined parameters were made available for 
configuration through standard user interface including the gradient spoiler duration, the fill time 
between the end of gradient spoiler and the excitation pulse, and the modulation region 
thickness.  
The non-selective inversion pulse is needed to uniformly invert a thick region of spins. In current 
MRI, the major source of non-uniform inversion is the spatial𝑏1  inhomogeneities. Adiabatic 
pulses are a special class of RF pulses that are insensitive to 𝑏1 inhomogeneities. The principle is 
the spin magnetization will follow the direction of the effective field when the adiabatic 
condition met, that is the change rate of effective magnetic field is much slower than spin 
precession rate. If the effective field direction of an adiabatic pulse changes from +z to –z, the 
spins will be inverted regardless of local 𝑏1 inhomogeneities. Hyperbolic secant pulse(80) is one 
of the most prevalent adiabatic pulses. The amplitude and frequency of the pulse are 
simultaneously modulated, given by: 
 
𝑏1(𝑡) = �𝑏1,𝑚𝑎𝑥sech (𝛽𝑡)�
1+𝑖𝜇 [37]  
where 𝑠𝑒𝑐ℎ  is the hyperbolic function sech(𝑥) = 2/(𝑒𝑥 + 𝑒−𝑥) , 𝑏1,𝑚𝑎𝑥  is the maximum 𝑏1 
field, 𝛽  and 𝜇  is modulation parameters. In this dissertation, a 15.35 ms hyperbolic secant 
inversion pulse with 𝛽 = 21.4k rad/s and 𝜇 = 14 was used.   
As a comparison, customized IR sequences were implemented as described below. The IR SBB 
contains two 90𝑜  saturation pulses separated by 25 ms to minimize off-resonance effects, 
followed by the same inversion pulse and spoiler as in the PRAM sequence.      
{90𝑜𝑠𝑎𝑡 𝑎𝑛𝑑 𝑠𝑝𝑜𝑖𝑙𝑒𝑟 − 25 𝑚𝑠 − 90𝑜𝑠𝑎𝑡 𝑎𝑛𝑑 𝑠𝑝𝑜𝑖𝑙𝑒𝑟} − 1 𝑠 − 180𝑜𝑎𝑛𝑑 𝑠𝑝𝑜𝑖𝑙𝑒𝑟 −  𝑇𝐼 −  𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑒𝑐ℎ𝑜 𝑎𝑐𝑞 
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4.2.2   Phantom Validation 
Phantom verification and validation studies were carried out on a 3T Siemens Trio scanner with 
12-channel head coil. A 𝑇1  phantom was constructed, constituting of five bottles containing 
Gadoteridol varying in concentration from 0 to 1mM. Because Gadoteridol solution has strong 
susceptibility that EPI images will have serious distortion, only GRE-based PRAM and IR 
sequences were used in the phantom experiments.    
A maximum length sequence of degree 4 was used for a 15-cycle PRAM modulation. The 
duration of gradient spoiler was 10 ms. Only one slice was collected. The delay time between the 
center of modulation pulses and excitation pulses was 19ms. The other imaging parameters were:  
𝑇𝑅 = 250 ms, 𝑇𝐸  = 4 ms, 𝐵𝑊  = 260 Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒  = 128x128, 𝐹𝑂𝑉= 256x256 mm2, 
𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 5 mm, 𝜃 = 15o and 30o. The scan time was 8 min for each flip angle. The 
same PRAM sequence was repeated six times to measure reproducibility and accuracy. 
For customized IR sequence, the effective 𝑇𝐼s (in ms) defined from the center of inversion pulse 
to excitation pulse were [19, 269, 519, 769, 1019, 1269, 1519, 1769, 2019, 2269, 2519, 2769, 
3019]. The other imaging parameters were: 𝑇𝑅 = 5 s, 𝑇𝐸 = 4 ms, 𝐵𝑊 = 260 Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 
= 128x128, 𝐹𝑂𝑉= 256x256 mm2, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 5 mm, 𝜃 = 90o. The slice position was the 
same as PRAM. Total scan time was 2h 18 min 40 s.  
To validate the theory for the general 𝑇𝐼≠0 model, we used a multi-𝑇𝐼  experiment with six 
different PRAM delay times (19, 39, 59, 79, 99, and 119 ms) to acquire data which was then 





4.2.3   Human Experiments 
Human studies were also performed on the 3T Siemens Trio scanner using a 12-channel head 
coil. The same 15-cycle maximum length sequence as in phantom experiment was used for 
PRAM modulation, but the gradient spoiler duration was increased from 10 ms to 20 ms. Both 
EPI and GRE based PRAM sequences were used. Seven healthy subjects were recruited with 
institutional review board approval and written informed consent, two for PRAM-EPI 
experiments and five for PRAM-GRE experiments. 
One of the most important issues of human experiments is scan time. Most conventional methods 
use EPI, especially IR type. Therefore, only EPI-based IR sequences were used for comparison 
purpose. The IR-EPI imaging parameters were: 𝑇𝑅  = 5 s, 𝑇𝐸  = 49 ms, 𝐵𝑊  = 2298 Hz/px, 
𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 128x128, 𝐹𝑂𝑉= 256x256 mm2, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 5 mm,𝑠𝑙𝑖𝑐𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 = 1,  𝜃 = 
90o, 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = 10. Effective 𝑇𝐼s (in ms) were [29 459 889 1319 1749 2179 2609 
3039 3469]. Total scan time was 9 min 30 s. Two PRAM-EPI protocols were developed. (1) 
Single slice protocol in which the same slice as in IR-EPI was acquired to compare measured 𝑇1 
values voxel by voxel. The imaging parameters were: 𝑇𝑅= 430 ms, 𝑇𝐸 = 49 ms, 𝐵𝑊 = 2298 
Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 128x128, 𝐹𝑂𝑉= 256x256 mm2, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 5 mm, 𝜃  = 15o and 
30o, 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 = 10. Total scan time for each flip angle was 69 s. The same PRAM 
sequence was repeated six times. (2) Multi-slice PRAM-EPI protocol to compare time efficiency 
with conventional EPI-based methods in volumetric measurement. The imaging parameters were 
the same as the PRAM-EPI parameters in (1) except that the number of slices was increased 
from 1 to 4. Total scan time for each flip angle was still 69 s. The same sequence was repeated 
six times to measure reproducibility. 
 To have larger volumetric coverage and less image distortion, a 20-slice PRAM-GRE protocol 
was developed. The imaging parameters were: 𝑇𝑅= 300 ms, 𝑇𝐸  = 3 ms, 𝐵𝑊  = 400 Hz/px, 
𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 64x64, 𝐹𝑂𝑉= 256x256 mm2, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 4 mm, 𝜃 = 15o and 30o. Total 




4.2.4   Data Processing 
For both PRAM demodulation and IR fitting, complex rather than magnitude data is needed to 
calculate the relative phase changes. Complex output mode was available in the GRE-based 
sequences. But for EPI sequences, we had to implement an offline reconstruction program, 
because the product EPI reconstruction forces all the images to have the same phase at k=0.  The 
offline reconstruction was implemented in C++ based on the Fast Imaging Library developed by 
National Center for Image Guided Therapy with help from Dr. Scott Hoge.  
The IR data was fit to a mono-exponential longitudinal relaxation curve using the standard 
Levenberg-Marquardt (81) least squares algorithm provided by MATLAB. The initial 
magnetization 𝑀(0+), equilibrium magnetization 𝑀0, and 𝑇1were free parameters. 
To estimate 𝑇1from PRAM data, we apply the inverse matrix of 𝑨𝜶 to the measured signal 𝑴���⃑ . 
The normalized result 𝑯���⃑ 𝑒𝑥𝑝  can be viewed as actual signal plus background noise with constant 
variance 𝜎2. The logarithm of this result is fit on a voxel to voxel basis to the formula 
 
𝑙𝑛 �𝑯���⃑ 𝑒𝑥𝑝(𝑛)� ≈ cos(𝜃)𝐸𝑇1(𝑛 − 1) + 𝜂 [38]  
where 𝜂 is background noise with 𝑣𝑎𝑟(𝜂) ≈ 𝜎2/(𝑯���⃑ 𝑒𝑥𝑝(𝑛)) . Note that the back ground noise is 
no longer uniform due to logarithm operation so that  a weighted least square algorithm (81) 
provided by MATLAB was used. 
An important factor in the inverse matrix of 𝐴𝛼  is the inversion efficiency 𝛼 . Both Bloch 
simulation and 𝛼 maps estimated from the IR method reveal that the hyperbolic secant pulse 
used is nearly ideal on the phantoms and cerebral fluid (CSF), while for white matter (WM) and 
gray matter (GM) its inversion efficiency is 0.92±0.02. This is due to the 𝑇2 in WM and GM 
being shorter than in the phantoms and CSF so that a larger magnetization is lost during the long 
adiabatic inversion procedure. Therefore, we used 𝛼=1 in phantom data processing. For human 
data, we divided the processing into two steps. First we used 𝛼 =0.92 to obtain an initial 𝑇1 map. 
Then for the voxels with 𝑇1>2.0s, we used 𝛼 =1 to reconstruct again.   
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4.3   PRAM in Arterial Spin Labeling 
4.3.1   Sequence Development 
Either pCASL or CASL can be used to invert the flowing spins as they pass through a thin plane. 
Balanced pCASL(73) was chosen due to the hardware supportability and minimal mismatch 
between inversion and non-inversion condition. The PRAM SBBs consist of a pCASL module 
(inversion or non-inversion) and a gradient spoiler.  
Fig. 12 shows the sequence unit of a balanced pCASL module. In inversion condition, a train of 
identical short Hanning-shaped RF pulses are applied in conjunction with constant gradients 
during RF pulses and large refocusing gradient in between. In control, the sign of RF phase is 
alternating every other one. The key parameters are flip angle of the RF pulses 𝜃𝑝𝑐𝑎𝑠𝑙 , the 
duration of RF pulses 𝑡1, the gradient strength 𝐺1 when RF is on, and the average gradient 𝐺𝑎𝑣𝑒.  
In implementation, 𝑡1  and 𝐺1  were pre-defined in each sequence. While 𝜃𝑝𝑐𝑎𝑠𝑙  and 𝐺𝑎𝑣𝑒  were 
made available for configuration in standard user interface. Some other parameters available in 
user interface were: the number of RF pulses (effectively equivalent to the labeling train duration 
Δ𝑡), the distance between the labeling plane to the center of image region 𝑑, the gradient spoiler 
duration, and the fill time between the end of gradient spoiler and the excitation pulse 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒.   
As a comparison, standard balanced pCASL sequences were implemented as well. This was 
simply achieved by making the PRAM modulation code [1, 0]. 
 
Figure 12: Diagram of sequence unit of balanced pCASL.  
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4.3.2   Phantom Validation 
A customized flow phantom was built to validate the sequences on a 3T Siemens Trio scanner. 
The water flow inside the rigid tube is laminar following the Poiseuille’s Law (31). The phantom 
be viewed as an artery that the theory of 𝑀𝑎(𝑡) can be applied. Only GRE readout was used here 
due to significant field inhomogeneities in the presence of the phantom.  
One of the most important concerns of pCASL is inversion efficiency 𝛼. In PRAM, 𝛼 affects the 
scale of reconstructed transit time distribution. As a result, a proper 𝛼 is needed for decent signal 
strength. The inversion SBB was first validated and tested by imaging the profile of spin 
magnetization along the flow direction. Within each 𝑇𝑅, the inversion module was followed by a 
10 ms gradient spoiler and one k-space line gradient-echo acquisition. 𝑇𝑅 was set long enough to 
allow the spins inside the FOV at every acquisition time to be fresh spins that have not  
experienced any RF pulses in previous 𝑇𝑅s. Thus, different k-space lines were acquired with the 
same spin state and can produce a coherent image. The phantom was placed inside a 
Transmit/Receive head coil along head-to-feet direction, the same as the direction of the gradient 
during RF pulses. By this setting, the labeling plan was perpendicular to the flow and thus the 
flowing spins were inverted as they passed across the labeling plane. On the other hand, the slice 
orientation was coronal so that the image was a spin magnetization profile over tube radius and 
flow direction. Two 𝐺𝑎𝑣𝑒  values 0.5 mT/m and 0 were tested. The other inversion module 
parameters were: 𝐺1 = 6 mT/cm with 𝑟𝑎𝑚𝑝𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 100 μs, 𝑡1 = 600 μs, 𝜃𝑝𝑐𝑎𝑠𝑙 = 30o, Δ𝑡 = 2 
s, spoiler duration = 10 ms, 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒 = 0. The image acquisition parameters were: 𝑇𝑅 = 5 s, 𝑇𝐸 
= 10 ms, 𝐹𝑂𝑉 = 256x256 mm2, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 128x128, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 5 mm. The total 
scan time was 10 min 40 s for each 𝐺𝑎𝑣𝑒 . To correct spatial intensity variations due to field 
inhomogeneities, a normalization intensity map was acquired by a standard gradient-echo 
sequence using the same acquisition parameters. 
A maximum length sequence of degree 4 was used for a 15-cycle PRAM modulation. The 
modulation parameters were: 𝐺1 = 6 mT/cm with 𝑟𝑎𝑚𝑝𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 100 μs, 𝑡1 = 600 μs, 𝐺𝑎𝑣𝑒 = 
0.5 mT/m, 𝜃𝑝𝑐𝑎𝑠𝑙 = 20o, Δ𝑡 = 260 ms, spoiler duration = 20 ms, 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒 = 0. As the temporal 
resolution of reconstructed transit time distribution is 𝑇𝑅 and the transit time is a function of 
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travel distance 𝑑, three datasets were collected: (𝑇𝑅 = 300 ms, 𝑑 = 7 cm), (𝑇𝑅 = 500 ms, 𝑑 = 7 
cm), and (𝑇𝑅 = 500 ms, 𝑑 = 10 cm). The other acquisition parameters were: 𝑇𝐸 = 5 ms, 𝐵𝑊 = 
200 Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 64x64, 𝐹𝑂𝑉= 128x128 mm2, 𝑠𝑙𝑖𝑐𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 = 1, 𝑠𝑙𝑖𝑐𝑒 𝑡ℎ𝑖𝑐𝑘𝑛𝑒𝑠𝑠 = 5 
mm. The scan time was 4 min 48 s for 𝑇𝑅 = 300ms and 8 min for 𝑇𝑅 = 500 ms.   
It was observed that the velocity of flow phantom was changing from experiment o experiment. 
In the profile imaging experiment, the peak velocity 𝑣𝑐𝑒𝑛𝑡𝑒𝑟 was approximate 10 cm/s. In the 




4.3.3   Human Experiments 
Human studies were also performed on the 3T Siemens Trio scanner using a 12-channel head 
coil. The same 15-cycle maximum length sequence as in phantom experiment was used for 
PRAM modulation. Both EPI and GRE based PRAM sequences were used. Due to time limits, 
only EPI based standard pCASL sequences were used. Four healthy subjects were recruited with 
institutional review board approval and written informed consent, two for PRAM-EPI 
experiments and two for PRAM-GRE experiments. 
Two slices protocols were developed to test PRAM-EPI and compare it with standard multiple 
PLDs pCASL-EPI. The two 4-mm thick slices were separated by 3.2 cm, and the distance 
between the labeling plane and the center position of these two slices were 10 cm. The 
modulation parameters for PRAM-EPI were: 𝐺1 = 6 mT/cm with 𝑟𝑎𝑚𝑝𝑖𝑛𝑔 𝑡𝑖𝑚𝑒 = 100 μs, 𝑡1 = 
600 μs, 𝐺𝑎𝑣𝑒 = 0.5 mT/m, 𝜃𝑝𝑐𝑎𝑠𝑙 = 20o, Δ𝑡 = 370 ms, spoiler duration = 0, 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒 = 0. The 
PRAM-EPI acquisition parameters were: 𝜃 = 15o, 30o, and 90o, 𝑇𝑅 = 500 ms, 𝑇𝐸 =23 ms, 𝐵𝑊 = 
2004 Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 64x64, 𝐹𝑂𝑉= 256x256 mm2, the number of average = 30. Total scan 
time was 3 min and 50 s for each flip angle. Six standard pCASL-EPI sequences were executed 
with exactly the same modulation parameters except that 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒 was [0, 500, 1000, 1500, 
2000, 2500] ms, respectively. The other pCASL-EPI acquisition parameters were: 𝜃 = 90o,  𝑇𝑅 = 
5 s, 𝑇𝐸 = 23 ms, 𝐵𝑊 = 2004 Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 64x64, 𝐹𝑂𝑉= 128x128 mm2, the number of 
average = 30. The total scan time was 5 min and 7 s for each 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒.   
20-slice PRAM-GRE sequences were tested on human as well. The same modulation parameters 
as PRAM-EPI were used. The acquisition parameters were: 𝜃 = 15o, 𝑇𝑅 = 500 ms, 𝑇𝐸 = 3 ms, 
𝐵𝑊 = 400 Hz/px, 𝑚𝑎𝑡𝑟𝑖𝑥 𝑠𝑖𝑧𝑒 = 64x64, 𝐹𝑂𝑉= 256x256 mm2. Total scan time was 8 min 2 s. A 
sever artifact was observed in the reconstructed results. For test purpose, the above PRAM-GRE 
sequence was executed three times on the same subject. Two other sequences were further used 
to investigate the artifact on another subject: a PRAM-GRE sequence with the phase encoding 
direction changed from anterior-posterior to right-left, and a PRAM-GRE sequence with the 
PRAM modulation module set to be empty. Both sequences had the same acquisition parameters 
as regular PRAM-GRE and thus the same scan time. 
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4.3.4   Data Processing 
The complex output mode was chosen in both GRE and EPI based sequences. On the flow 
phantom where the flowing spins can be positive and negative, the magnitude and phase images 
were used in processing. On human, cerebral blood volume is only on the percentage level of 
brain tissue. Therefore, the static tissue signal dominates each voxel and thus the acquired 
images should have the same phase map. To avoid the noise introduced in phase maps, only 
magnitude human data was used in processing.  
To reconstruct the transit time distribution from PRAM, 𝑨−1 was applied to the acquired images. 
The sign of phantom results 𝑯�𝒂 (Eq. [27]) and human results 𝑯�𝒃 (Eq. [36]) were adjusted so that 
the time course of signal was a convex curve. The phantom result 𝑯�𝒂 was displayed directly. The 
human result 𝑯�𝒃 was further processed: (1) the constant background signal 𝑪�⃑ was estimated by 
averaging the last five transit time maps; (2) 𝑨 ∙ 𝑪�⃑ was used as an estimator of the steady state 
tissue magnetization 𝑀𝑏𝑠𝑠(θ, T1) sin(𝜃), which was then used to calculate 𝑀𝑏𝑠𝑠(θ, T1) and 𝑇1 (Eq. 
[35], 𝜃=15o and 𝜃=30o), assuming 𝑏1was homogenous; (3) the intermediate transit time maps 
were calculated by subtracting 𝑪�⃑ from 𝑯�𝒃 so that baseline to be 0; (4) the intermediate transit 
time maps were divided by 𝑀𝑏𝑠𝑠(θ, T1)sin (𝜃) so that the final transit time maps were expressed 
as the percentage of 𝑀𝑏𝑠𝑠(θ, T1).  
Reference transit time maps of human brain using standard pCASL-EPI sequences were 
calculated by subtracting the tag images from control images. The maps were also expressed in 
the percentage of the mean image intensity. The six reference transit time maps for six pCASL-
EPI sequences with different 𝐹𝑖𝑙𝑙𝑇𝑖𝑚𝑒 (0, 500, 1000, 1500, 2000, and 2500 ms) represent flow 
information from six blood boluses passing through the labeling plane during six different time 
intervals before image acquisition time (an interval of 370 ms located at 0, 500, 1000, 1500, 
2000, and 2500 ms before image acquisition time, respectively). According to Fig. 9, the first six 
transit time maps of the PRAM-EPI should represent the same blood bolus information as these 
six reference maps, respectively.  
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An important step in interpreting transit time maps is determining the time axis. The value of 𝛿𝑚′   
(Eq. [31] and Eq. [36]) depends on the unknown transit time distribution and 𝑇1  decay. 
Therefore, we assumed 𝛿𝑚′  to be the middle point of the integral interval, that is 𝛿𝑚′ = Δ𝜏 +
Δ𝑡/2 + (𝑚− 1)𝑇𝑅, where Δ𝜏 is the time distance between the end of modulation module and 
image acquisition, Δ𝑡 is the duration of modulation module (Fig. 9). 
A preliminary GM analysis was performed for the 2-slice PRAM-EPI human brain data. A GM 
mask for the proximal slice was estimated from the voxels of which sum of transit time 
distribution with 𝜃 =90o was more than 0.8%. Then average T1 and transit time distribution 
curves were calculated over the GM area.  
An approximate GM perfusion rate 𝑓  was calculated by modifying the standard perfusion 
quantification formula for CASL with PLD (38,48). Using the assumption in theory that the 
blood longitudinal relaxation time 𝑇1𝑎 is approximate to the brain tissue relaxation time 𝑇1𝑏, the 
standard perfusion formula is: 
 





max(𝑤 − 𝛿, 0)
𝑇1 �
− exp �−
𝑚𝑎𝑥(𝑤 + 𝜏 − 𝛿, 0)
𝑇1
�� [39]  
where Δ𝑀 is the perfusion signal, 𝑀𝑏0  is fully relaxed tissue magnetization, 𝑇1  is the average 
longitudinal relaxation of blood and tissue, 𝑓 is perfusion rate, 𝛼 is the labeling efficiency, 𝜆 is 
the tissue-to-blood partition coefficient, 𝛿 is the arterial transit time. 𝑤 is post labeling delay, 𝜏 is 
the labeling duration. Eq. [39] was applied to PRAM with several modifications: 𝑀𝑏0  was 
estimated from 𝑀𝑏𝑠𝑠  (Eq. [35]); 𝛿  was chosen to be the time when the peak of transit time 
distribution (𝑛𝑝𝑒𝑎𝑘th data point) occurs; 𝑤 was chosen to be the effective post labeling delay of 
the 𝑛th data point used to calculation perfusion, and the number of excitation pulses the spins of 
the 𝑛th data point experienced was assumed to be (𝑛 − 𝑛𝑝𝑒𝑎𝑘). Then the perfusion quantification 
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𝛼 was assumed to be 0.8 and 𝜆 was assumed to be 0.9 ml/g(48). 𝑇1 for GM was assumed to be 






Chapter 5:     Results 
 
5.1   PRAM in T1  measurement 
5.1.1   Phantom Studies 
Fig. 13 shows the logarithm of PRAM reconstructed results, ln�𝑯���⃑ �, as a function of n. The 
signal intensity of  𝑯���⃑  decays exponentially with n, the shorter 𝑇1and the larger 𝜃, the faster decay 
rate, as predicted by theory. Meanwhile, the apparent noise variance of logarithm signal 
increases as the signal decreases, as predicted by Eq. [38]. The lines fit to Eq. [38] demonstrate 
that our weighted least square estimation algorithm is appropriate and robust.  
 
Figure 13: Logarithm of the PRAM reconstructed 𝑯���⃑  versus n for two voxels of the phantom. 
The two voxels are located in the highest and lowest Gd-concentration phantom bottles in the 
reproducibility test experiment. The error bars indicate the standard deviation over six 
repetitions. The dotted lines are fits using Eq. [38]. Only the first 8 data points are shown. 
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The mean and standard deviation maps for 𝑇1 and 𝑏1 field over six repetitions are given in Fig. 
14. The estimated flip angle map (Fig. 14(e)) reveals that the average offset to the specified value 
𝜃=15o is approximate 4 degrees on this phantom, and that the deviation of the 𝑏1 field is higher 
at the edges of bottles and head coil (Fig. 14(f)). Without 𝑏1-correction, 𝑇1  is overestimated 
(compare Fig. 14(a) with (c)) as part of 𝐸𝑇1  decay is incorrectly attributed to cos (𝜃). Fig. 14(b) 
and (d) illustrate that, though the percentage standard deviation increases as  𝑇1 increases, it is 
well below 2% up to 𝑇1 ≈ 2.71s.   
 
 
Figure 14: Estimated T1 and b1 maps over six repetitions in the phantom. 𝜃=15o. (a) (c) are mean 
𝑇1 maps (in units of s) for 𝑏1-uncorrected and 𝑏1-corrected methods, respectively. (e) is mean 𝑏1 





Fig. 15 shows a scatter plot of the average 𝑇1 (both corrected and uncorrected for 𝑏1 variation) 
measured by the PRAM method (Fig. 14(a) and (c)) versus the 𝑇1 measured by the inversion 
recovery method. The 𝑏1-corrected data points fall nicely on the unit slope line, demonstrating a 
nearly perfect agreement (R = 0.99995). The mean biases of 𝑏1-uncorrected 𝑇1 in percentage are 
1.0%, 2.3%, 4.1%, 5.8%, 20.0%, for 𝑇1  (s) = 0.20, 0.33, 0.58, 0.99, 2.71, respectively. It is 
expected that the percentage deviation is proportional to 𝑇1 (see Discussion).  
 
Figure 15: Voxel-wise comparison between PRAM and IR method in the phantom. ROIs 
contain 1211 voxels. The red line indicates the line of unit slope. The correlation coefficient of 
𝑏1-corrected PRAM and IR is 0.99995. 
 
𝑏1-uncorrected PRAM reconstruction results using six different 𝑇𝐼 values are shown in Fig. 16. 
Using the same flip angle, the average 𝑇1 (Fig. 16(a)) over six different 𝑇𝐼s is almost identical to 
the average 𝑇1  (Fig. 14(a)) over six repetitions of the same 𝑇𝐼  with a correlation coefficient 
0.99993 (Fig. 16(c)).  In addition, the percentage standard deviation map over six different 𝑇𝐼s 
(Fig. 16(b)) is virtually the same as it over six repetitions of the same 𝑇𝐼 (Fig. 14(b)). Both of 
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them demonstrate that different 𝑇𝐼 values do not influence our  𝑇1 estimation, as predicted by the 
theory. To further confirm the theory, Fig. 16(d) shows that the measured last element of 𝑯���⃑ , 
𝑯���⃑ (15), at a given 𝑇𝐼 agrees well with theoretical value calculated according to  Eq. [13], with  
𝑇1  and 𝜃 estimated from double-angle PRAM method.  
 
Figure 16: The validation of the theory with  𝑇𝐼 ≠ 0 in the phantom. 𝜃=15o. (a) (b) are mean and 
standard deviation (in percentage) maps for 𝑇1 over multiple 𝑇𝐼s. (c) is scatter plot of  the mean 
𝑇1 averaged over six 𝑇𝐼s versus the mean 𝑇1 averaged over six repetitions with the same 𝑇𝐼, R = 
0.99993. The red line indicates the line of unit slope. The ROIs contain 1808 voxels total. (d) is 





5.1.2   Human Brain Studies 
The voxel-wise comparison between PRAM and IR method over the central brain (2875 voxels) 
is shown in Fig. 17, illustrating a good agreement (R = 0.96268). The results are similar on two 
subjects. Deviations from the unit line appear to be from voxels with substantial partial volume 
effect, located at the boundaries of the ventricles where GM and CSF are greatly mixed. This 
pattern may be explained by the behavior of the scale factor 𝜅  in Eq. [13]. Because 𝜅  is a 
function of 𝑇1  as well as 𝑇𝐼  and 𝑇𝑅 , the signal ratio between two components in PRAM is 
different from what it is in the IR method, resulting in different estimations in the two methods 
for voxels containing two or more types of tissue with different 𝑇1’s.   
 
Figure 17: Voxel-wise comparison between b1 -corrected PRAM and IR in human. The red line 
indicates the line of unit slope. The correlation coefficient of 𝑏1-corrected PRAM and IR is 0.96. 




The results of multi-slice PRAM-EPI human experiment are displayed in Fig. 18. The estimated 
𝑇1 value of WM and GM is approximate 0.85s and 1.3s, respectively, consistent with previously 
reported values (83). The standard deviations (~3.9% for WM and ~8.8% for GM) show a high 
reproducibility. Note the estimated field (Fig. 18(e)) is very close to ideal value., The average 𝑇1 
overestimation is 2.0% for WM and 2.9% for GM even without 𝑏1-correction, illustrating that 𝑏1 




Figure 18: Multi-slice PRAM-EPI experiment on human brain. 𝜃=15o. (a) (c) are mean 𝑇1 maps 
(in units of s) for 𝑏1-uncorrected and 𝑏1-corrected methods, respectively. (e) is mean 𝑏1 field 





Fig. 19 shows the multi-slice PRAM-GRE human experiment results. The estimated 𝑇1 values 
are consistent over the whole brain for all the five different subjects. It is noticeable that the 
voxels of central ventricles have smaller 𝑇1 values than those in the PRAM-EPI experiment (Fig. 
18(c)), which may be explained by increased partial volume effects due to the increased voxel 
size (4x4x4 mm3 in PRAM-GRE against 2x2x2 mm3 in PRAM-EPI).  
 




5.2   PRAM in Arterial Spin Labeling 
5.2.1   Phantom Studies 
The magnetization profiles along the center of phantom are plotted in Fig. 20. The center 
velocity 𝑣𝑐𝑒𝑛𝑡𝑒𝑟 was 10 cm/s in this experiment. When 𝐺𝑎𝑣𝑒 = 0.5 mT/m, the spins are inverted 
after passing the labeling plane, while when 𝐺𝑎𝑣𝑒 = 0 the spins are disturbed around the center of 
the labeling plane but end in fully relaxed magnetization afterwards. Because of 𝑇1 relaxation, 
the magnetization increases after the labeling plane, approximately from -0.9 at z = 150 mm to -
0.6 at z = 200 mm. Given 𝑣𝑐𝑒𝑛𝑡𝑒𝑟 ≈ 10 cm/s, the estimated 𝑇1 is approximate 3s, consistent with 
typical water 𝑇1value.  
 
Figure 20: The magnetization profiles over the flow direction along the center of the phantom.  
 
Fig. 21 shows the PRAM reconstructed transit time distribution 𝑯�𝒂  (Eq. [27]) of the flow 
phantom with peak velocity 𝑣𝑐𝑒𝑛𝑡𝑒𝑟  ≈ 7 cm under different conditions. There is a constant 
background signal in all three cases, as predicted by Eq. [27]. Moreover, the background 
intensity is independent of 𝑇𝑅 and 𝑑, which is consistent with the fact that it comes from fully 
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relaxed magnetization 𝑀𝑎0 . On top of the constant background, the shortest transit time 
corresponding to maximum velocities at the center of the phantom appears in the shape of a 
central disk, and then the longer transit times corresponding to lower velocities emerge as rings 
with increased radius, consistent with laminar flow profile. Given the same 𝑑 in (a) and (b), the 
shortest transit times are almost the same (1050 ms and 1150 ms, respectively) as expected. With 
larger 𝑑 in (c), the transit times are longer than (a) and (b). The estimated average velocity of the 
central disk corresponding to the shortest transit time for (a) (b) (c) is 6.7 cm/s, 6.1 cm/s, and 6.1 
cm/s, respectively. The difference comes from the fact that the radius of the central disk is 
similar in (b) and (c) but much larger than in (a), which means some slower velocities at larger 
radius contribute to the average velocity in (b) and (c) but not in (a).  
 
Figure 21: PRAM-GRE reconstructed transit time distribution results of the flow phantom. (a) 
𝑇𝑅 = 300 ms, 𝑑 = 7 cm. (b) 𝑇𝑅 = 300 ms, 𝑑 = 7 cm. (c)  𝑇𝑅 = 500 ms, 𝑑 = 10 cm. The time 
values indicated above and below each sub-image are the approximate transit time 𝛿𝑚′  =  
Δ𝜏 + Δ𝑡/2 + (𝑚− 1)𝑇𝑅 (Fig. 9). As the same modulation parameters (Δ𝜏 = 20 ms, Δ𝑡 = 260 
ms) were used, the transit times are all starting at 150 ms and then increased by 𝑇𝑅.   
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5.2.2   Human Brain Studies 
Fig. 22 shows the estimated tissue steady state magnetization 𝑀𝑏𝑠𝑠  (Fig. 22, the first three 
column) and 𝑇1 maps (Fig. 22, the last column) of human brain using PRAM-EPI.  As predicted 
by Eq. [35],  𝑀𝑏𝑠𝑠  is decreased as 𝜃 is increased. The average 𝑇1 is approximately 0.86 s for GM 
in the proximal slice, lower than previous measured GM 𝑇1 ≈ 1.3s (Fig. 18). Simulation reveals 
that if the specified flip angle is 15o while the actual flip angle is 12o, the estimated 𝑇1 is 0.84s 
when the actual 𝑇1 is 1.3s. Therefore this 𝑇1 underestimation is highly likely resulted from 𝑏1 
inhomogeneities.   
 
Figure 22: Estimated tissue steady state magnetization maps and T1 maps using PRAM-EPI. The 
first three columns are the estimated 𝑀𝑏𝑠𝑠 maps for 𝜃 = 15
o, 30o, and 90o, respectively. The last 
column is estimated 𝑇1 maps using 𝜃 = 15o and 𝜃 = 30o. 
The percentage transit time distribution maps for two slices acquired with different flip angles 
PRAM-EPI on human are shown in Fig. 23. The proximal slice (Fig. 23(a)) is closer to the 
labeling plane than the distal slice (Fig. 23(b)) and thus has shorter transit times.  For both slices, 
the longer transit times that can be seen in the 6th – 8th images of 𝜃 = 15o and 𝜃 = 30o are 
essentially invisible with 𝜃 = 90o. It is expected that the spins will lose their magnetization after 
they experience one 90o excitation pulse as cos (𝜃) = 0 (Eq. [36]). The maps of 𝜃 = 30o have 
more structures than 𝜃 = 15o. It is probably because the magnetization reduction is not significant 
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(cos (𝜃) from 0.97 to 0.87), while the signal to noise ratio in image acquisition is doubled 
(sin (𝜃) from 0.23 to 0.50). The results are similar on two subjects. 
 
 
Figure 23: PRAM-EPI reconstructed transit time distribution on human. The maps are expressed 
in the percentage of estimated tissue steady state magnetization𝑀𝑏𝑠𝑠. The time values indicated 
above and below each sub-image are the approximate transit time 𝛿𝑚′  =  Δ𝜏 + Δ𝑡/2 + (𝑚−
1)𝑇𝑅  (Fig. 9). As the two slices were excited sequentially, Δ𝜏  was different. Therefore, the 




Fig. 24 shows the estimated average GM transit time distribution reconstructed from PRAM for 
the proximal slice. The difference between their scales comes from the difference of 𝑀𝑏𝑠𝑠(𝜃,𝑇1) 
with respect to flip angle 𝜃. The peaks of all three curves occur at 710 ms (𝑛𝑝𝑒𝑎𝑘 = 2), and then 
the curves decay at different rate. The perfusion rate estimated by Eq. [40] using 𝑛 = 4 data point 
is 76 ml/100g/min, consistent with previously reported value (38).  
 
Figure 24: Estimated average GM transit time distribution by PRAM for the proximal slice.  
 
The transit time distributions of 𝜃 = 30o PRAM-EPI and standard multiple PLDs pCASL have 
great agreement in both proximal slice (Fig. 25(a)) and distal slice (Fig. 25(b)), demonstrating 
the correctness of PRAM method. The results are similar on two subjects. The correlation 
coefficients between the proximal slice transit time maps by these two methods are 0.90 at 710 
ms and 0.80 at 1210 ms.  The maps from multiple PLDs have more details especially in the 
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longer transit time, which is expected from Eq. [36] that the spins staying in the voxel have 
magnetization reduction due to cos (𝜃). The results are similar on two subjects. 
 
Figure 25: Comparison of PRAM-EPI and multiple PLDs pCASL-EPI on human.  The PRAM 
transit time maps are expressed in the percentage of estimated tissue steady state 
magnetization𝑀𝑏𝑠𝑠. The transit time maps of multiple PLDs are expressed in the percentage of 
mean image intensity.  
 
The reproducibility test results of the 20-slice PRAM-GRE sequence are shown in Fig. 26. 
Although there are shared transit time signals in the 2nd and 3rd images between three repetitions, 
the maps are suffering from a severe artifact on the same order of perfusion signal (~ 1%), and 
they are different from measurement to measurement. The direction of artifact bands is changed 
when the phase encoding direction is changed from anterior-to-posterior (Fig. 26) to right-to-left 
69 
 
(Fig. 27, upper figure), suggesting it comes from undesired variation between different k-space 
lines. The reconstructed results from 15 GRE images acquired without PRAM modulation 
module (Fig. 27, lower figure) further illustrate that this artifact is not particularly associated 
with PRAM modulation. The artifact may be resulted from motion as the k-space acquisition of 
one image is distributed over 8 minutes.      
 
Figure 26: Reproducibility test results of 20-slice PRAM-GRE on human. One representative 




Figure 27: Tests of the artifact in PRAM-GRE on human. Upper figure: PRAM-GRE sequence 
with the phase encoding direction changed from anterior-posterior to right-left. Lower figure: 
PRAM-GRE sequence with the PRAM modulation module set to be empty.   
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Chapter 6:     Discussion  
 
6.1   PRAM in T1  measurement 
We have developed a general RLXAM theory applied to 𝑇1  measurement. The PRAM 
implementation of RLXAM using pseudo-random modulation code shows high accuracy and 
reproducibility in both phantom and human studies, with the estimated 𝑇1  values being 
completely consistent with those obtained by standard IR methods. We have also shown the 
feasibility of volumetric measurement on human brain with this method. The average scan time 
in the human brain for four slices (128x128 matrix size) using standard full k-space EPI readout 
was 1.6s per slice, in which effectively 15 relaxation data points were sampled at a temporal 
resolution of 430 ms, i.e. the effective total scan time to acquire only one slice was 6.45s.  
6.1.1   Performance Evaluation  
A major advantage of the RLXAM method is the high time efficiency. Let the number of k-space 
segments be 𝑃, and the number of readout kernels during one 𝑇𝑅 be 𝐿. The total scan time to 
complete the acquisition of 𝐿 slices is 𝑃 × 𝑁 × 𝑇𝑅, and therefore the average scan time per slice 
is 𝑃 × 𝑁 × 𝑇𝑅/𝐿. In multi-slice studies, the time efficiency of RLXAM is mainly limited by 𝐿. 
By definition, 𝐿 depends on the available time for image acquisition allowed by 𝑇𝑅 and the 
image acquisition speed. Given the same matrix size, the protocol acquiring full k-space EPI is 
approximately twice as fast as LL-EPI and TESOIR-EPI, the two fastest 𝑇1  quantification 
methods reported previously. It can be readily increased to 0.8s per slice with commonly used 
parallel imaging factor of 2 (7-9), or even higher using multi-band EPI acquisition (4).  
The SNR of the RLXAM method depends on the specific modulation code used. As a 𝑇1 
recovery curve is scaled by its first data point, the PRAM signal is approximate 𝑀0(1 −
𝐸𝑇1)sin (𝜃) (Eq. [8] and Eq. [13]). Each data point of the 𝑇1 curve in RLXAM, that is 𝐻�(𝑛), can 
be written as: 
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where 𝑎𝑛𝑗 = (𝑨𝜶−1)𝑛𝑗. For the PRAM implementation, when 𝛼 =1,  (𝑁 + 1)/2 of �𝑎𝑛𝑗�𝑗=1
𝑁
 are 
either 2/(𝑁 + 1) or −2/(𝑁 + 1), with the rest being 0. Assume the background noise from each 
imaging acquisition is independent with zero mean and constant variance 𝜎2 . Then the 
theoretical noise of each PRAM data point is: 
 















Therefore, the SNR of the PRAM implementation is approximate �(𝑁 + 1)/2 ∙ (1 −
𝐸𝑇1) ∙ 𝑀0sin (𝜃)/𝜎 . By substituting 𝑁  = 15 and 𝑇𝑅  = 430ms used in the current human 
experiment protocol, the approximate SNR is 1.2 ∙ 𝑀0sin (𝜃)/𝜎  for WM (𝑇1  ≈ 0.8 s) and 
0.8 ∙ 𝑀0sin (𝜃)/𝜎  for GM (𝑇1  ≈ 1.3 s). Thus the average SNR of this PRAM protocol is 
𝑀0 sin(𝜃) /𝜎 , the same as in LL and IR methods if the same readout is used and full 
magnetization recovery is allowed. 
A full SNR efficiency comparison between RLXAM, IR, and LL is very complex as there are 
many implementation possibilities for each of them under different circumstances, such as 
RLXAM modulation code, the excitation flip angle, the number of data points and their temporal 
distance, the number of k-space segments, the number of slices, and the number of repetitions. 
However, a general rule is that RLXAM doesn’t need any waiting time so that every second can 
be straightforwardly used for data acquisition if not for modulation. The 𝑇1estimation process is 
exactly the same for all the slices collected at different 𝑇𝐼’s. In multi-slice studies with one or 
more repetitions, the faster the acquisition, the higher the time efficiency. Although IR methods 
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can have better SNR by using a 90𝑜 excitation pulse, they are limited by the inherent IR-type 
requirement that actual sampling time between two successive points has to be long (~15s) for 
full restoration. TESOIR-EPI increases time efficiency by sampling many slices while waiting 
for the magnetization in each single slice to recover. For 12 data points, the total scan time for 
one slice is 3 minutes and thus it has to collect 60 slices in order to achieve the average scan time 
3s per slice. LL doesn’t require the ~15s waiting time if the same slice is not excited more than 
once. Ideally, it can operate in a multi-slice mode and then use different sampling times for 
different slices in 𝑇1 fitting. This requires extra effort and thus far most reports acquire multiple 
slices sequentially which restricts its efficiency even with accelerated readouts. In its best case 
that  only one slice is desired (𝐿 = 1) using single-shot EPI readout (𝑃 = 1) with only one 
measurement, the total scan time for RLXAM and LL to collect the same number of data points 




6.1.2   Systematic Errors 
The accuracy of estimated 𝑇1  from RLXAM depends on the accuracy of flip angle 𝜃  and 
inversion efficiency 𝛼.  
First, let’s consider the effect of 𝜃. Since the decay rate of 𝑯���⃑  is the product of cos(𝜃) and 𝐸𝑇1, 
underestimating one will overestimate the other. This effect can be estimated by taking partial 







tan (𝜃)𝜀𝜃 [43]  
Eq. [43] is consistent with phantom studies result. Given that 𝑇𝑅 = 250 ms and 𝜃 = 15o, and that 
the average excitation angle error is 4o, the approximate percentage errors for the five different 
relaxation times are:  1.5%, 2.5%, 4.3%, 7.4%, and 20.3%, consistent with the errors in Fig. 15.  
The results from human studies shows that 𝑏1 may be less of concern in human brain experiment 
using 𝜃=15o. The average 𝑏1 offset is 𝜀𝜃 ≈ 2o. With 𝑇𝑅 = 430 ms and 𝜃=15o, the percentage error 
for WM and GM is approximately 1.8% and 2.8%, while in CSF where 𝑇1 is longest, the error is 
~ 8.7%. This may explain the highest variance of estimated 𝑇1 map lying in CSF.  
Though the effect of 𝜃 is small under regular imaging conditions, this issue can be improved by 
decreasing 𝑏1 inhomogeneities, or using the double-angle method. In either case, a small flip 
angle is recommended for use as the error sensitivity is proportional to tan (𝜃).  
Now consider the effect of inversion efficiency. Suppose the actual inversion efficiency is 𝛼 
while the demodulation uses 𝛼𝑟𝑒𝑐𝑜𝑛. Then the relationship between reconstructed 𝑯�  and actual 𝑯���⃑  
is 𝑯� = [𝑨−1(𝛼𝑟𝑒𝑐𝑜𝑛)𝑨(𝛼)]𝑯���⃑ . To illustrate the effect of efficiency error, suppose 𝜀𝛼 = 𝛼𝑟𝑒𝑜𝑐𝑛 −
𝛼 > 0, that is 𝛼𝑟𝑒𝑐𝑜𝑛 > 𝛼. In this case, the signal loss due to the true inversion efficiency is larger 
than we believe. For this reason the reconstructed 𝑯�  decays faster than it should, that is the true 
decay rate of 𝑯���⃑ , because of uncompensated signal reduction due to the imperfect inversion 
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pulses. Consequently, 𝑇1  is underestimated. Because only the efficiency difference and the 
number of inversion pulses experienced contribute to the uncorrected signal dispersion, it is 
natural to see that the decay rate error is mainly a function of  𝜀𝛼 and the modulation code, nearly 
independent of 𝛼 and other parameters. Numerical simulation results are consistent with this 
qualitative understanding. And they further establish a quantitative relationship for PRAM 
implementation that:  
 𝛽1� ≈ 𝛽1 − 0.5𝜀𝛼 [44]  
where 𝛽1� is the slope of ln(𝑯�) and 𝛽1 is the slope of ln(𝑯���⃑ ). The slope error does not affect the 
estimation of 𝜃 using Eq. [14], as 𝛽1�(2𝜃) − 𝛽1�(𝜃) = 𝛽1(2𝜃) − 𝛽1(𝜃). However, it will cause 
biased 𝑇1 estimation, regardless of whether 𝑏1 is corrected or not. By taking the partial derivative 
of  𝑇1 with respect to 𝛽1(𝜃) using Eq. [9] or Eq. [14], and substituting with the slope error Eq. 







(−0.5𝜀𝛼) [45]  
Both Bloch simulations and IR results show that the chosen hyperbolic secant pulse is nearly 
ideal on the phantoms and CSF, while its inversion efficiency is 0.92±0.02 for WM and GM. 
Therefore, in a human experiment where 𝑇𝑅 = 430 ms, the approximate percentage errors for 
WM and GM are up to 2.0% and 3.0% given a maximum |𝜀𝛼|=0.02.  
There are two additional issues involved in almost all tissue 𝑇1measurement methods in human 
studies. One is the presence of blood flow. However, since its fractional volume is on the order 
of the measurement error, it can be effectively ignored. Another problem is partial volume effect. 
In this case, any mono-exponential model is no longer sufficient. Since the primary purpose of 
this article is to establish the theory of RLXAM and demonstrate its feasibility, the partial 
volume effects will be addressed in future work. 
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6.1.3   Recommendations for Future Research 
The first future research topic is correction for the partial volume effect in human which refers to 
the fact that some voxels contain more than one types of tissue. This effect means that Eq. [4] 
and Eq. [10] is no longer valid for the whole voxel. Suppose there is a voxel consisting two types 
of tissue 𝑀𝑎 and 𝑀𝑏, with volume fraction 𝜖𝑎 and 𝜖𝑏 that 𝜖𝑎 + 𝜖𝑏 = 1. Then the PRAM result 𝑯�  
is composed of two curves relaxing at different time constants 𝑇1𝑎 and 𝑇1𝑏.  
 𝑯� = 𝜖𝑎𝜅𝑎𝑯���⃑ 𝒂 + 𝜖𝑏𝜅𝑏𝑯���⃑ 𝒃 [46]  
where 𝜅𝑎 and 𝜅𝑏 are signal intensity scale constant (Eq. [13]). 𝜖𝑎 and 𝜖𝑏 can be estimated from 
tissue probability map(84). However, 𝜅𝑎 and 𝜅𝑏  depend on 𝑇1𝑎 and 𝑇1𝑏, respectively. A possible 
method to solve this non-linear problem is constrained non-negative matrix factorization (85). 
Further investigation is needed. 
The work in this dissertation established the novel RLXAM method to measure 𝑇1 for the first 
time and validated the principle in both phantom and human brain. Further optimization is 
needed in human brain studies to have larger volume coverage and shorter imaging time. The 
optimized protocols can be applied to numerous brain studies. 𝑇1 values can be used to quantify 
water content(86) and iron concentration(87,88). It has been shown that 𝑇1 can also be used as a 
biomarker in diagnosing brain edema and multiple sclerosis (23-25,89). In those studies, multiple 
subjects are needed in order to generalize the findings.  
One of the most important applications of cardiovascular magnetic resonance imaging is to 
localize infarct and scar tissue. It has been shown that quantitative 𝑇1 maps can be used to detect 
acute myocardial infarction(90) and myocardial fibrosis(91). Currently, the most widely used 
myocardial 𝑇1 measurement sequences are based on modified Look-Locker inversion recovery 
technique(92). The biggest challenge of cardiovascular imaging rises from the continuous motion 
of the heart. Therefore, cardiac gating and fast imaging techniques are highly desired. As 
RLXAM is very time efficient, it may be able to facilitate the quantitative cardiovascular 𝑇1 
measurement.    
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6.2   PRAM in Arterial Spin Labeling  
We have extended the original PRAM theory in ASL to include non-continuous modulation and 
blood/tissue perfusion. The transit time maps by PRAM-GRE in the flow phantom are consistent 
with Newtonian flow properties. Also the transit time maps in human brain by PRAM-EPI agree 
well with those obtained from standard multiple PLDs. The average scan time in the human brain 
for two slices (64x64 matrix size) using standard full k-space EPI readout was 3.75s per slice, in 
which 15 transit times were sampled at a temporal resolution of 500 ms, i.e. the effective total 
scan time to acquire only one slice was 7.5s. 
6.2.1   Performance Evaluation  
The modulation module duration Δ𝑡 decides the acquisition time allowed within one 𝑇𝑅, and 
therefore it affects PRAM time efficiency. Let the number of k-space segments be 𝑃, and the 
number of slices collected during one 𝑇𝑅 be 𝐿. The total scan time to complete the acquisition of 
𝐿 slices is 𝑃 × 𝑁 × 𝑇𝑅, and the average scan time per slice is 𝑃 × 𝑁 × 𝑇𝑅/𝐿. By definition, 𝐿 
depends on the available time for image acquisition (𝑇𝑅 − Δ𝑡) and the image acquisition speed. 
The longer the Δ𝑡, the fewer the slices number 𝐿.     
Δ𝑡 also scales the signal intensity in PRAM. As shown in Eq. [30], Δ𝑡 is the length of the integral 
segments by which the continuous transit time distribution function is digitalized and 
consequently it becomes part of the scale constant 𝜅. The longer the Δ𝑡, the higher the SNR. If 
the duration of modulation block is also Δ𝑡 in H-CASL, the amount of flow contribution at each 
transit time is the same in PRAM as in H-CASL. Note that the longer intra-voxel transit time will 
cause signal loss in PRAM due to excitation flip angle.  
The noise in PRAM reconstructed transit time maps is almost the same as the noise in H-CASL. 
Each PRAM reconstructed data point 𝑯�(𝑛) can be written as:  








where 𝑎𝑛𝑗  = (𝑨−1)𝑛𝑗 . For an 𝑁-digit binary maximum-length sequence in which (𝑁 − 1)/2 







 [48]  
Therefore, (𝑁 − 1)/2 of �𝑎𝑛𝑗�𝑗=1
𝑁
 are 2/(𝑁 − 1), and the rest (𝑁 + 1)/2 elements are 2(𝑁 −
3)/(𝑁2 − 1).  Assume the background noise from each imaging acquisition is independent with 
zero mean and constant variance 𝜎2. Substituting Eq. [48] into Eq. [47], the theoretical noise of 
𝑯�(𝑛) is: 
 





𝑁2 − 3𝑁 + 4







which is almost the same as in H-CASL that 𝜎𝐻−𝐶𝐴𝑆𝐿 = (2/√𝑁 − 1)𝜎 (48).  
Based on the above analysis, when the duration of modulation blocks Δ𝑡 is the same and the 
length of modulation code 𝑁 are the same, PRAM and H-CASL have almost the same SNR if 
the same readout and a small excitation flip angle are used. Their scan time to finish acquisition 
of one slice is 𝑃 × 𝑁 × 𝑇𝑅𝑃𝑅𝐴𝑀 and 𝑃 × (𝑁 + 1) × 𝑇𝑅𝐻−𝐶𝐴𝑆𝐿, respectively. Although H-CASL 
can have higher signal by using 90o excitation pulse, 𝑇𝑅𝐻−𝐶𝐴𝑆𝐿 is generally much longer than 
𝑇𝑅𝑃𝑅𝐴𝑀 (𝑇𝑅𝐻−𝐶𝐴𝑆𝐿 ≈ 5 ~ 7s, 𝑇𝑅𝑃𝑅𝐴𝑀  ≈ 500 ~ 700 ms) for two reasons. First, 𝑇𝑅 values are 
limited by the total duration of the labeling train. Consequently, the minimal 𝑇𝑅𝑃𝑅𝐴𝑀 is Δ𝑡 while 
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the minimal 𝑇𝑅𝐻−𝐶𝐴𝑆𝐿 is 𝑁Δ𝑡. Second, 𝑇𝑅𝐻−𝐶𝐴𝑆𝐿 has to be long enough so that the labeled spins 
from previous 𝑇𝑅𝐻−𝐶𝐴𝑆𝐿 do not contribute to the image signal in current 𝑇𝑅𝐻−𝐶𝐴𝑆𝐿. The long 
𝑇𝑅𝐻−𝑃𝐶𝐴𝑆𝐿 implies that H-CASL can have longer data acquisition time and the capability to 
employ background suppression, which also means that H-CASL requires fast imaging 
techniques such as EPI or spiral acquisition to maintain reasonable scan time. On the other hand, 
PRAM can use regular readouts while collect multiple slices within limited acquisition time so 
that it does not have artifact resulted from fast imaging. The unsatisfying GRE results in this 
dissertation suggest that optimized PRAM protocols for volumetric measurement still need 




6.2.2   Recommendations for Future Research 
Volumetric measurement is necessary for most human studies. In PRAM, the number of slices 𝐿 
acquired within one PRAM modulation round depends on the available time for image 
acquisition (𝑇𝑅 − Δ𝑡 ) and the image acquisition speed. In this dissertation, the PRAM-EPI 
protocols only have two slices. It can readily increased to four or more slices by using fast 
imaging methods such as parallel imaging (7-9) and multi-band EPI (4). However, to achieve 
whole brain coverage using PRAM-EPI, multiple groups of 𝐿 slices may need to be acquired 
sequentially and thus the total scan time will be proportionally increased. The PRAM-GRE 
protocols can acquire 20 slices with resolution of 4x4 mm within 8 min 2 s, which is comparable 
to H-CASL(48). However, it has artifacts on the order of perfusion signal. The artifacts are likely 
caused by motion. Prospective motion correction (93-96) may be helpful in this issue.   
The single compartment assumption is not always valid in human. Perfusion is the exchange 
between capillary beds and tissue that are generally well-mixed. However, a voxel may also 
contain arterioles which constitute a distinct compartment. Moreover, some of the arteriolar 
blood is meant to perfuse in distal voxels. A number of models have been proposed to resolve 
multiple compartments (97-100).  By using multiple excitation flip angles (Eq. [36]), PRAM 
may be able to resolve intra-voxel structures. LL may also be used to serve this purpose but it is 
relatively less time efficient.   
Most of the transit times occur from the arterioles to capillary beds due to lower velocities in 
these regions than in arteries. Therefore, the transit times can be altered by local blood flow 
fluctuation. Some studies have shown that the transit times change during brain activation 
(97,101,102). However, these studies require long stimulation length (~20s to 30s) because of 
the low SNR and long 𝑇𝑅 of regular ASL. PRAM has two advantages compared with regular 
ASL experiments. First, PRAM can achieve smaller noise as demonstrated in the precious 
section. Also because the modulation code in PRAM is periodically repeated, the acquired 
images can be combined in a cyclical way (Fig. 28) so that the time series of transit time maps 
may catch dynamic changes at a temporal resolution as short as 𝑇𝑅𝑃𝑅𝐴𝑀. These two advantages 
of PRAM may enable the detection of transit time changes in more realistic brain functional 
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studies with shorter stimulation length. However, a major issue is the limit of slice number as 
mentioned above, which requires further methodology development.  
 





Chapter 7:     Contributions  
In this dissertation, we have explored the application of PRAM in MRI to increase imaging 
efficiency. A novel Relaxation by RLXAM method is invented to globally measure 𝑇1 . The 
specific PRAM implementation of RLXAM can sustain reasonable SNR while operating twice 
as fast as the two fastest previously published methods LL-EPI and TESOIR-EPI. PRAM can 
also be applied in ASL to measure transit time distribution. The PRAM ASL method can have 
similar SNR as the currently most prevalent H-CASL method while it cost less scan time under 
certain conditions.  
Specifically, the major contributions of this dissertation are listed as the following: 
(1) A novel 𝑇1 measurement method RLXAM was proposed for the first time. A provisional 
patent application was filed.   
• The theory of RLXAM was established for the first time. It is proved in theory that 
RLXAM is completely compatible with most gradient echo readouts and general multi-
slice mode.  
• Multi-slice PRAM-GRE and multi-slice PRAM-EPI sequences for 𝑇1 measurement were 
implemented for the first time.  
• The PRAM implementation was demonstrated to be highly accurate and reproducible in 
phantom and human experiments with comparison against traditional IR method.  
• The time efficiency, SNR, and systematic errors were analyzed and compared with 
existing methods.  
•  A 4-slice PRAM-EPI imaging protocol was developed. The average acquisition time per 
slice (~1.6s) is almost twice as fast as LL-EPI and TESOIR-EPI.    
 
(2) The original PRAM work in ASL was substantially extended.  
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• The theory for PRAM in ASL was extended. The extended theory explicitly considers 
the blood/tissue perfusion as well as the non-continuous modulation.  
• Multi-slice PRAM-GRE and multi-slice PRAM-EPI sequences for ASL were 
implemented for the first time. These sequences were implemented on a 3T Siemens Trio 
scanner rather than the 3T Philips Acheiva scanner used in the original work.  
• The PRAM-EPI method was compared with standard EPI-based multiple PLDs method 
in human brain for the first time.  The transit time maps obtained from these two 
methods are highly consistent. 
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