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Kurzfassung
Die vorliegende Arbeit befaßt sich mit Reduktionsmethoden zur Simulation der aeroelastischen
Wechselwirkungen bei Windkraftanlagen. Es wird dazu ein mathematisches Modell der Anla-
ge aufgestellt: Rotorbla¨tter und Turm werden mittels einer geometrisch nichtlinearen Balken-
theorie modelliert, um große Verformungen beschreiben zu ko¨nnen. Dabei werden die Auslen-
kungen der Rotorbla¨tter in einem rotierenden Koordinatensystem beschrieben, um Starrko¨rper-
Rotationen und elastische Deformationen voneinander zu trennen. Zur ra¨umlichen Diskretisie-
rung wird die Methode der Finiten Elemente verwendet. Die aerodynamischen Lasten werden
durch die Blattelement-Impulstheorie und ein Dynamic Stall Modell in Differentialgleichungsform
beschrieben. Zur Verbesserung der Effizienz der Zeitintegration wird die projektionsbasierte Mo-
dellreduktion verwendet. Dabei wird die Bewegung der Anlage statt mit den Freiheitsgraden des
FE-Modells durch wenige, generalisierte Freiheitsgrade beschrieben. Als Basisvektoren werden
die modale Basis, die Lanczos Basis und die Karhunen-Loe`ve Basis verwendet. Zur Abscha¨tzung
des durch die Modellreduktion entstandenen Fehlers wird die dual-weighted-residual Methode
verwendet. Hieraus wird ein Indikator entwickelt, womit ein auf ein Funktional der Lo¨sung ab-
gestimmter niedrig-dimensionaler Unterraum selektiert werden kann, in dem das gewa¨hlte Funk-
tional mit hoher Genauigkeit approximiert wird. Die nichtlineare bzw. postprocessed Galerkin
Methode wird zur Verbesserung der Approximationsgenauigkeit abgeleiteter Gro¨ßen wie Kra¨ften
und Momenten verwendet. Die vorgestellten Verfahren werden exemplarisch auf ein Rotorblatt
angewendet und die erzielten Ergebnisse bewertet. Abschließend wird die Simulation der Gesamt-
dynamik der Windkraftanlage unter Verwendung der Modellreduktion auf Substruktur-Ebene
dargestellt.
Abstract
The present work deals with reduction methods for the simulation of the aeroelastic response
of wind turbines. First a mathematical model of the turbine is developed: Tower and blades are
modeled using a geometrically nonlinear beam theory to account for large deformations. The de-
formation of the blades is defined in a rotating frame to separate rigid body motions and elastic
deformations. For the spatial discretization the finite element method is used. The aerodyna-
mic loads are modeled using the blade-element/momentum theory and a dynamic stall modell,
which is formulated as a system of differential equations. To improve the efficiency of the time
integration, the projection-based model reduction is applied. Using this method the dynamics of
the turbine is not described using the degrees of freedom of the finite element model, but with
a few generalized coordinates. Here the modal basis, the Lanczos basis and the Karhunen-Loe`ve
basis are used. To estimate the error of the reduced model the dual-weighted-residual method
is applied. Using this method it is possible to adaptively generate a low-dimensional subspace,
which is specially suited for the approximation of a certain functional of the solution with high
accuracy. The ideas of the nonlinear and postprocessed Galerkin methods are used to improve
the accuracy of derived quantities like inner forces and moments. All methods are applied using
the example of a rotor blade and numerical results are compared. Finally the simulation of the
dynamics of the wind turbine using model reduction on the substructure level is described.
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Notation und Symbole
Im folgenden wird die in dieser Arbeit verwendete mathematische Notation aufgefu¨hrt
sowie die Bedeutung der Symbole beschrieben. Allgemein bezeichnen hier lateinische
Großbuchstaben in Fettdruck Matrizen und lateinische Kleinbuchstaben sowie griechi-
sche Buchstaben in Fettdruck Vektoren. Der Index h bezeichnet eine ortsdiskrete Gro¨ße,
der Index n eine zeitdiskrete Gro¨ße und der Index m weist auf die Approximation durch
ein reduziertes Modell der Dimension m hin.
Mathematische Notation
Rd d-dimensionaler euklidischer Raum
L2(Q) Raum der quadratintegrierbaren Funktionen auf Q
Hq(Q) Sobolev-Raum der q-mal stetig differenzierbaren Funktionen
im Sinne von Distributionen
Cq(Q) Raum der q-mal stetig differenzierbaren Funktionen
δx Kennzeichnung von x als Testfunktion
˙(·) Ableitung nach der Zeit
(·)′ Ableitung nach einer Ortskoordinate
〈x, y〉 inneres Produkt der Gro¨ßen x und y
||x|| Norm der Gro¨ße x
E{x} Erwartungswert der Gro¨ße x
XT ,xT Transponierte einer Matrix oder eines Vektors
∂f (x)
∂x
∣∣∣
x∗
Ableitung von f nach x am Punkt x∗, Jakobi-Matrix
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Symbole
A d× d Matrix, linearer Anteil eines Gleichungssystems
a Vektor der ortsdiskreten Beschleunigungsvariablen
A semilineare Form
AQ Fla¨che des Querschnitts eines Balkenelements
α Parameter des HHT-α Verfahrens
αf ,αm Parameter des generalisierten α Verfahrens
B Approximation der Kovarianzmatrix
b rechte Seite eines linearen Gleichungssystems
B Anzahl der Rotorbla¨tter
β Parameter des Newmark-Verfahrens
C Da¨mpfungsmatrix in der linearen Strukturdynamik
c Sehnenla¨nge eines Profils
ca, cw, cm aerodynamische Beiwerte fu¨r Auftrieb, Widerstand und Moment
cn, ct aerodynamische Beiwerte fu¨r Normalkraft und Tangentialkraft
χ Quaternionen
d Vektor der Knotenvariablen des FE Modells
d Dimension eines Gleichungssystems
e Diskretisierungsfehler
f in Vektor der Inertialkra¨fte und -momente
f el Vektor der inneren Kra¨fte und -momente
f ext Vektor der externen Kra¨fte und -momente
faero Vektor der aerodynamischen Kra¨fte und -momente
F lineare Form
fn, ft, mae lokale aerodynamische Lasten pro La¨ngeneinheit
fp Frequenz einer periodischen Bewegung
G Autokovarianzmatrix
g System von Differentialgleichungen
G Autokovarianzfunktion
γ translatorisches Dehnungsmaß
γ Parameter des Newmark-Verfahrens
H Hessenbergmatrix
h nichtlinearer Anteil eines Systems von Differentialgleichungen
H Impulsantwort bzw. U¨bertragungsfunktion
h Elementla¨nge eines Balkenelements
η generalisierte Sekunda¨r-Koordinaten
I Einheitsmatrix passender Dimension
J Tra¨gheitstensor
J Funktional der Lo¨sung
x
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Φ inertiale Mannigfaltigkeit
Φapp approximierte inertiale Mannigfaltigkeit
δϕ Testfunktionen zur Herleitung der schwachen Form
K Steifigkeitsmatrix in der linearen Strukturdynamik
k Basisvektoren des Inertialsystems
K approximierte Ku¨ssner-Funktion
k reduzierte Frequenz
κ rotatorisches Dehnungsmaß
l Basisvektoren des Querschnitt-Koordinatensystems
l charakteristische La¨nge
λ Variablen des dualen Problems
λ Eigenwert
M Massenmatrix in der linearen Strukturdynamik
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1 Einleitung
Die Windkraftanlagen-Industrie hat in den letzten Jahren einen starken Aufschwung
erfahren. Die Leistung der installierten Windkraftanlagen nimmt besta¨ndig zu, wie in
Abbildung 1.1 dargestellt ist. Bei den Anlagen ist dabei der Trend zu immer gro¨ße-
ren Rotordurchmessern und Turmho¨hen erkennbar, siehe Abbildung 1.2. Der Grund fu¨r
den Bau immer gro¨ßerer Anlagen liegt zum einen darin, daß bei den knapper werden-
den Standorten an Land die vorhandenen Windressourcen effizienter genutzt werden
sollen, zum anderen ko¨nnen so die Installations- und Wartungskosten von zuku¨nftig off-
shore installierten Anlagen gesenkt werden. Dabei stellt die Konstruktion und Berech-
nung immer gro¨ßerer struktureller Komponenten hohe Anforderungen an den Ingenieur.
Wa¨hrend bei kleinen Anlagen fu¨r die Bemessung die Modellierung des Turms und der
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Abbildung 1.1 Zunahme der installierten Leistung von
Windkraftanlagen (Quelle: Bundesverband
fu¨r Windenergie).
Rotorbla¨tter als starre Ko¨rper
ausreichend war, ist das bei den
neuen Anlagen keineswegs mehr
der Fall. Der Zwang zur Ver-
wendung von Leichtbauweisen,
vor allem bei den Rotorbla¨ttern,
hat dazu gefu¨hrt, daß moderne
Windkraftanlagen schwingungs-
anfa¨llige dynamische Systeme
sind, welche in Wechselwirkung
mit der Windstro¨mung stehen.
Die durch die Stro¨mung hervor-
gerufenen aerodynamischen La-
sten verformen die flexiblen Struk-
turkomponenten, was wiederum
zu einer A¨nderung der Stro¨mung
und folglich der aerodynamischen
Lasten fu¨hren kann. Die Windkraftanlage muß deshalb unter den Gesichtspunkten der
Aeroelastik, auch Fluid-Struktur-Wechselwirkung genannt, betrachtet werden.
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Abbildung 1.2 Entwicklung von Rotordurchmesser und Nennleistung kommerzieller Windkraft-
anlagen (Quelle: Bundesverband fu¨r Windenergie).
1.1 U¨berblick u¨ber die Modellbildung
In Abbildung 1.3 ist der in dieser Arbeit gewa¨hlte Ansatz zur Modellierung der Wind-
kraftanlage schematisch dargestellt. Die Windkraftanlage kann, wie in der Regelungs-
technik u¨blich, als Blockschaltbild mit mehreren Komponenten dargestellt werden, die
miteinander in Wechselwirkung stehen. Die Eingangsgro¨ße der Windkraftanlage ist das
turbulente Windfeld. Weiterhin gibt es die strukturellen Komponenten, bestehend aus
Turm, Generatorhaus und Rotor. Diese ko¨nnen wiederum aus mehreren Teilen aufgebaut
sein, zum Beispiel besteht der Rotor aus Nabe und Rotorbla¨ttern. Zusa¨tzlich existiert
ein Block, der die Aerodynamik beschreibt. Hier ist die Trennung in zwei Komponenten
nicht ganz so offensichtlich: Um die Stro¨mung effizient beschreiben zu ko¨nnen, betrach-
tet man ein Modell, das die Vera¨nderung der Geschwindigkeit der globalen Stro¨mung in
der Rotorebene beschreibt und ein zweites Modell, welches die lokalen Vorga¨nge an den
Rotorbla¨ttern beschreibt. Weitere Komponenten der Windkraftanlage sind zum Beispiel
Generator, Regelung, Triebstrang sowie Fundament der Windkraftanlage. Auf diese wird
im Rahmen dieser Arbeit jedoch nicht genauer eingegangen.
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Rotorebene
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Auftrieb
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Aerodynamik
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Abbildung 1.3 Identifizierung der Subsysteme.
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Das turbulente Windfeld
Bevor die Simulation der Dynamik der Windkraftanlage erfolgen kann, muß die Ein-
gangsgro¨ße des Systems, das turbulente Windfeld, beschrieben werden. Dabei ist es wich-
tig, die ra¨umlichen Variationen der Turbulenz zu beru¨cksichtigen. Aufgrund dessen ist
die Simulation eines dreidimensionalen Windfelds notwendig. Die Sta¨rke der Turbulenz
wird dabei durch die Turbulenzintensita¨t beschrieben, die definiert ist als Standardab-
weichung der turbulenten Fluktuationen dividiert durch den zeitlichen Mittelwert der
Windgeschwindigkeit. Zur Erzeugung des Windfeldes folgt man im allgemeinen dem An-
satz von Shinozuka [173]. Es werden Zeitserien der Windgeschwindigkeit an mehreren
Punkten einer senkrecht zur mittleren Windgeschwindigkeit stehenden Ebene simuliert
und mit der mittleren Windgeschwindigkeit in Windrichtung weiterbewegt, beruhend auf
der Annahme der ”frozen turbulence“ von Taylor [198]. Man beno¨tigt fu¨r die Berech-
nung der Zeitserien neben mittlerer Windgeschwindigkeit als Funktion der Ho¨he u¨ber
dem Boden die Beschreibung sowohl der zeitlichen als auch ra¨umlichen Struktur der
A¨nderungen der Windgeschwindigkeit. Eingangsgro¨ßen des Verfahrens sind die spek-
trale Beschreibung des Windes, gegeben durch die Leistungsspektraldichte, sowie die
Koha¨renz-Funktion, die die ra¨umliche Korrelation beschreibt. Mittels eines Algorith-
mus zur inversen schnellen Fouriertransformation werden die diskreten Zeitreihen fu¨r
die gewa¨hlte Anzahl von Punkten auf der Rotorscheibe erzeugt. Arbeitet man in Polar-
koordinaten, wird hierdurch ein Zylinder, dessen Achse die Zeitrichtung beschreibt, mit
einem Gitter von diskreten Windgeschwindigkeiten gefu¨llt. Beno¨tigt man wa¨hrend der
Simulation der Windkraftanlage die Windgeschwindigkeit an einem bestimmten Punkt
in Raum und Zeit, wird mittels der diesen Punkt umgebenden diskreten Gitterpunkt-
Werte die turbulente Windgeschwindigkeit durch Interpolation berechnet.
Die strukturellen Komponenten
Von den strukturellen Komponenten ko¨nnen nur Generatorhaus und Rotornabe in er-
ster Na¨herung als starre Ko¨rper betrachtet werden. Turm und Rotorbla¨tter mu¨ssen als
elastische Strukturen beschrieben werden. Zur Beru¨cksichtigung der elastischen Defor-
mationen sind verschiedene Vorgehensweisen mo¨glich. Im einfachsten Fall werden Ro-
torbla¨tter und Turm als Ansammlung von Massenpunkten modelliert, die miteinander
durch Federn und Da¨mpfer verbunden sind. Eine andere Mo¨glichkeit ist die Verwen-
dung von modalen Koordinaten. Hier wird die Verformung durch die Superposition von
Eigenschwingungsformen der Rotorbla¨tter beziehungsweise des Turmes beschrieben mit
zugeordneten Parametern fu¨r modale Masse, Steifigkeit und Da¨mpfung. Wa¨hrend die
Modellierung durch miteinander verbundene Massenpunkte auch zur Darstellung großer,
also geometrisch nichtlinearer Deformationen geeignet ist, ko¨nnen mit dem modalen An-
satz nur kleine Verformungen beschrieben werden. Die Parameter fu¨r modale Masse und
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Steifigkeit werden im allgemeinen mit der Methode der Finiten Elemente im voraus
bestimmt oder sind das Ergebnis experimenteller Untersuchungen.
Eine alternative Herangehensweise zur Beschreibung des dynamischen Verhaltens der
Windkraftanlage basiert vollsta¨ndig auf der Methode der Finiten Elemente. Die Mo-
dellierung kann dabei in unterschiedlicher Detailtreue durchgefu¨hrt werden: Aufgrund
ihrer langen und schlanken Abmessungen ko¨nnen Turm und Rotorbla¨tter als Balken
modelliert werden [169]. Der einfachste Ansatz besteht dabei in der Verwendung von
Balkenelementen fu¨r kleine Verformungen, die fu¨r die Rotorbla¨tter in einem rotieren-
den Koordinaten-System beschrieben werden. Bei neueren Anlagen kann die Annahme
kleiner Verformungen jedoch zu restriktiv sein. Aus diesem Grund ist es bei solchen
Strukturen sinnvoller, geometrisch nichtlineare Element-Formulierungen zu verwenden.
Dies erho¨ht zwar den Rechenaufwand erheblich, ist aber eine sinnvolle ”Investition“ ,
um realistischere Simulationsergebnisse zu erhalten.
Ein genaueres FE-Modell beru¨cksichtigt, zum Beispiel im Fall des Rotorblatts, den in-
neren Aufbau wie tragende Holme, Verstrebungen und a¨ußere Schichten mittels Schalen-
und Balkenelementen. Diese Modelle werden bisher ausschließlich fu¨r statische Unter-
suchungen eingesetzt, da der Aufwand fu¨r die zeitliche Simulation sehr groß ist. Zieht
man auch hier die Verwendung von nichtlinearen Element-Formulierungen zur Abbil-
dung großer Verformungen in Betracht, erho¨ht sich der Rechenaufwand nochmals um
einige Gro¨ßenordnungen.
Die aerodynamischen Lasten
Die Stro¨mung bei Windturbinen ist außerordentlich komplex: Sie ist hochgradig instati-
ona¨r aufgrund von
 Turbulenzen in der bodennahen Erdgrenzschicht,
 dem mit der Ho¨he vera¨nderlichen zeitlichen Mittelwert der Stro¨mung in dieser
Grenzschicht,
 Schra¨ganstro¨mung durch Schwankungen der Windrichtung und nicht zuletzt auf-
grund von
 Wechselwirkungen von Stro¨mung und Struktur.
Des weiteren ist die Stro¨mung stark von Viskosita¨tseffekten gepra¨gt: Aufgrund der Lei-
stungsregelung durch aktiv oder passiv hervorgerufenen Stro¨mungsabriß ist der Anstell-
winkel-Bereich, in dem sich die Stro¨mung vom Profil abzulo¨sen beginnt, ein wichtiger
Bestandteil der operativen Bedingungen von Windkraftanlagen. Auch bei Anlagen, de-
ren Leistungsregelung durch Verringerung des Anstellwinkels durchgefu¨hrt wird, kann
Stro¨mungsabriß durch Bo¨en in der Anstro¨mung auftreten. Im Blattwurzelbereich, wo
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aufgrund der niedrigen Rotationsgeschwindigkeit hohe Anstellwinkel auftreten, liegt
ebenfalls meist abgerissene Stro¨mung vor.
Aufgrund der instationa¨ren Stro¨mung ist der Anstellwinkel nicht nur eine radial, son-
dern auch eine zeitlich vera¨nderliche Gro¨ße. Liegt die Geschwindigkeit dieser zeitlichen
A¨nderung des Anstellwinkels oberhalb eines kritischen Wertes, zeigen sich ausgepra¨gt
instationa¨re aerodynamische Effekte, ”dynamic stall“ genannt. Sie fu¨hren zu einer Hy-
sterese in den aerodynamischen Beiwerten wie auch zu starker Erho¨hung der aerodyna-
mischen Lasten im Stall-Bereich. Weiterhin zeigt die Stro¨mung der Windturbine ausge-
pra¨gte dreidimensionale Effekte: Die abgehenden Wirbel werden im sich aufweitenden
Nachlauf mit der Stro¨mung transportiert und beeinflussen die Anstro¨mung der Rotor-
bla¨tter. Ein weiterer dreidimensionaler Effekt resultiert aus dem radialen Transport von
Luftmaterial im Blattwurzelbereich in Richtung Blattspitze, welches dann aufgrund der
Corioliskraft in Richtung Blatthinterkante abgelenkt wird und die Druckverteilung und
damit die Lasten beeinflußt.
Zur Berechnung der an den Rotorbla¨ttern angreifenden aerodynamischen Lasten findet
man verschiedene Vorgehensweisen in der Literatur. Einerseits gibt es kontinuumsbasier-
te Ansa¨tze, die das gesamte Stro¨mungsfeld betrachten. Das derzeit umfassendste Modell
hierfu¨r stellen die Navier-Stokes Gleichungen dar [53]. Da die Reynolds-Zahl der Blattan-
stro¨mung bei Windturbinen im Bereich von 5 · 106 liegt, mu¨ssen die Navier-Stokes Glei-
chungen vereinfacht werden zu den Reynolds-gemittelten Navier-Stokes (RANS) Glei-
chungen und einem zusa¨tzlichen Turbulenz-Modell. Es gibt Bestrebungen, diese Glei-
chungen fu¨r die dreidimensionale Rotorstro¨mung zu lo¨sen [187]. Solche Berechnungen
sind jedoch extrem aufwendig. Weiterhin stimmen die Ergebnisse nur fu¨r anliegende
Stro¨mung gut mit Meßergebnissen u¨berein, fu¨r abgerissene Stro¨mung werden zu hohe
Werte fu¨r die Leistung der Turbine errechnet [187]. Die Ursache hierfu¨r sind Probleme
mit den verwendeten Turbulenzmodellen, die den U¨bergang von laminarer zu turbulen-
ter Stro¨mung nicht korrekt wiedergeben. Trotz der genannten Probleme besteht in der
Lo¨sung der RANS Gleichungen der einzige Weg, die zugrunde liegenden physikalischen
Effekte der Aerodynamik von Windturbinen besser verstehen zu lernen und eine Basis
zur Weiterentwicklung einfacherer Modelle zur Berechnung der aerodynamischen Lasten
zu schaffen. Fu¨r Langzeitsimulationen des dynamischen Verhaltens ist dieser Ansatz je-
doch nicht geeignet. Da viskose Effekte relevant fu¨r die Modellierung der Windturbinen-
Stro¨mung sind, ko¨nnen die Euler-Gleichungen sowie die Potentialgleichung nicht zur
Modellierung des gesamten Stro¨mungsfeldes verwendet werden.
Eine andere Herangehensweise trennt die Stro¨mung in ein Modell fu¨r die lokale Stro¨mung
an den Profilschnitten und ein Modell fu¨r die globale Stro¨mung auf, den sogenannten
Nachlauf. Die aerodynamischen Kra¨fte an den Profilschnitten werden mit Hilfe der zwei-
dimensionalen Profiltheorie berechnet und dann der globalen Stro¨mung aufgepra¨gt, wo-
durch sich wiederum die Anstro¨mung und damit die lokalen Lasten an den Rotorbla¨ttern
a¨ndern. Auf diesem Ansatz basiert die Blattelement-Impulstheorie, womit Langzeitsimu-
lationen in annehmbarer Rechenzeit durchfu¨hrbar sind. Die mit diesem Modell erhalte-
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nen Simulationsergebnisse stimmen mit Messungen in befriedigendem Maße u¨berein [78],
vorausgesetzt, man beachtet die getroffenen Annahmen und Grenzen der Blattelement-
Impulstheorie.
1.2 Existierende Simulationsprogramme
Es existieren mehrere kommerzielle Programme zur Simulation der Gesamtdynamik von
Windkraftanlagen sowie einige Programme im universita¨ren Umfeld. Analysiert man die
bei diesen Programmen verwendeten Ansa¨tze zur Modellierung des Systems, so lassen
sich nur bei der Modellierung der Struktur Unterschiede erkennen, die Aerodynamik
wird bei allen Programmen sehr a¨hnlich beschrieben. Die Ansa¨tze zur Einbeziehung der
Flexibilita¨t von Turm und Rotorbla¨ttern lassen sich in folgende vier Gruppen unterteilen:
1. Repra¨sentation der flexiblen Komponenten durch ihre modalen Eigenschaften, die
in einer Vorlauf-Rechnung bestimmt werden. Vertreter dieser Gruppe sind zum
Beispiel Bladed for Windows [22], flex5 [84] und PHATAS [123].
2. Verwendung von finiten Balkenelementen fu¨r kleine Deformationen. Dabei wird
der Turm im Inertialsystem und die Rotorbla¨tter in einem rotierenden System
beschrieben. Dieser Ansatz ist zum Beispiel im Programm HawC [145] des For-
schungszentrums Risø implementiert.
3. Approximation der flexiblen Komponenten durch Massenpunkte, die durch Feder-
und Da¨mpferelemente miteinander verbunden sind. Diese Modellierung ist bei-
spielsweise mit dem kommerziellen Mehrko¨rper-Simulationsprogramm ADAMS-
WT [49] mo¨glich, das einen speziellen Eingabemodus fu¨r Windkraftanlagen be-
sitzt.
4. Verwendung von geometrisch nichtlinearen Balkenelement-Formulierungen zur Be-
schreibung von großen Verformungen, wobei sowohl Turm als auch Rotorbla¨tter im
Inertialsystem beschrieben werden. Als Beispiel sei hier das Programm DYMO-
RE [7] genannt, das zur Simulation der Dynamik von Hubschraubern entwickelt
worden ist.
Die ersten beiden Modellierungsansa¨tze sind nur fu¨r kleine Deformationen in den je-
weiligen Koordinatensystemen des Turms und der Rotorbla¨tter gu¨ltig. Die Restriktion
der kleinen Deformationen tritt bei neueren Anlagen zunehmend an die Grenze ihrer
Gu¨ltigkeit. So modelliert zum Beispiel Shawler [172] die Anlage MS4 von NEG/Micon
mit ADAMS-WT, um auch große Verformungen untersuchen zu ko¨nnen, und das For-
schungszentrum Risø arbeitet an der Erweiterung des HawC-Programms zur Einbe-
ziehung großer Verformungen. Mit den Ansa¨tzen (3) und (4) lassen sich auch große
Deformationen beschreiben. Dabei ist die Modellierung des Systems mit geometrisch
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nichtlinearen Balkenelement-Formulierungen im Inertialsystem zum einen sehr elegant
durchfu¨hrbar. Zum anderen ist sie realita¨tsna¨her und einfacher auf komplexe Strukturen
erweiterbar als die Verwendung von durch Federn verbundenen Massenpunkten. Des-
halb sollen fu¨r das in dieser Arbeit entwickelte Strukturmodell geometrisch nichtlineare
Balkenelemente zur Modellierung von Turm und Rotorbla¨ttern eingesetzt werden.
Vergleicht man die Modellierung der aerodynamischen Lasten bei den erwa¨hnten Si-
mulationsprogrammen, so sind kaum Unterschiede zu erkennen. In jedem Programm
wird die Blattelement-Impulstheorie in Verbindung mit instationa¨ren Erweiterungen wie
Dynamic-Stall Modellen und dynamischen Nachlauf-Modellen verwendet. Das liegt dar-
in begru¨ndet, daß nur auf diese Weise die Gesamtdynamik der Windturbine u¨ber lan-
ge Zeitra¨ume mit geringem Rechenaufwand simuliert werden kann. Aus diesem Grund
findet auch beim in dieser Arbeit entwickelten Modell die Blattelement-Impulstheorie
Verwendung. Instationa¨re Effekte an den Rotorbla¨ttern werden durch ein Dynamic-Stall
Modell beru¨cksichtigt.
1.3 Zielsetzung, Lo¨sungsansatz und Gliederung
Die Zielsetzung der Arbeit liegt in der Untersuchung und Anwendung von Verfahren
zur Modellreduktion des aeroelastischen Systems, um effizient Langzeitsimulationen der
Gesamtdynamik der Windkraftanlage durchfu¨hren zu ko¨nnen. Dazu wird zuna¨chst in
Kapitel 2 ein mathematisches Modell der Struktur und Aerodynamik beschrieben. Das
Strukturmodell ist durch Verwendung einer geometrisch nichtlinearen Balkenelement-
Formulierung in der Lage, auch große Verformungen darzustellen. Um die Modellreduk-
tion auf Substrukturebene zu erleichtern und die numerische Robustheit des Modells zu
verbessern, werden die Deformationen der Rotorbla¨tter in einem rotierenden Koordina-
tensystem beschrieben. Nach Abschluß der Modellierung liegt ein System von partiellen
Differentialgleichungen vor. Das System ist zu kompliziert, um eine analytische Lo¨sung
zuzulassen. Deshalb ist eine numerische Approximation der Lo¨sung notwendig. Zu diesem
Zweck diskretisiert man die partielle Differentialgleichung zuna¨chst im Raum, zum Bei-
spiel unter Verwendung der Methode der Finiten Elemente. In Abb. 1.4 ist dieses Vorge-
hen schematisch dargestellt. Durch die ra¨umliche Diskretisierung erha¨lt man ein oftmals
sehr großes System von gewo¨hnlichen Differentialgleichungen, das in einem anschließen-
den Schritt in der Zeit diskretisiert wird. Die gleichzeitige Diskretisierung in Raum und
Zeit ist auch mo¨glich [51, 201], soll aber nicht Gegenstand dieser Arbeit sein. In Kapitel
3 werden die Modellgleichungen zuna¨chst im Raum mittels Finiter Elemente und dann
in der Zeit diskretisiert. Dabei wird detailliert auf die Wahl des Zeitintegrationsalgo-
rithmus fu¨r das System der Windkraftanlage eingegangen. Die Lo¨sung des Systems von
gewo¨hnlichen Differentialgleichungen, die aus der ra¨umlichen Diskretisierung resultieren,
ist oft so zeitaufwendig, daß sie fu¨r den Entwurfsingenieur einer Windkraftanlage von ge-
ringem Nutzen ist. Das gilt vor allem fu¨r die wichtige Aufgabe im Konstruktionsprozeß,
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Abbildung 1.4 Numerische Approximation einer partiellen Differentialgleichung.
die Lebensdauer der strukturellen Komponenten abzuscha¨tzen. Dies ist notwendig, da
eine Windkraftanlage wa¨hrend ihrer ungefa¨hr 20ja¨hrigen Lebensdauer eine ungewo¨hn-
lich hohe Zahl von Lastwechseln aushalten muß, die in der Gro¨ßenordnung von 109 liegt.
Zur Durchfu¨hrung der Lebensdauer-Abscha¨tzung werden eine Vielzahl von Langzeitsi-
mulationen bei unterschiedlichen Windsta¨rken durchgefu¨hrt. Auch fu¨r eine Optimierung
des dynamischen Verhaltens ist eine große Zahl von Simulationen erforderlich. Demnach
kommt der Effizienzsteigerung der Langzeitsimulation eine hohe Bedeutung zu. Wa¨hrend
des Lo¨sungsprozesses wird ein Großteil der Rechenzeit fu¨r die Berechnung des Zeitver-
haltens der vielen fu¨r die ra¨umliche Diskretisierung beno¨tigten Freiheitsgrade verwendet.
Dies steht in Kontrast zu der Beobachtung, daß die Dynamik sowohl der Strukturkom-
ponenten als auch der Stro¨mung von sehr wenigen, großra¨umigen Figuren dominiert
wird. In der Strukturdynamik ko¨nnen das zum Beispiel die Eigenschwingungsformen
sein, in der Fluiddynamik spricht man von koha¨renten Strukturen, zum Beispiel den
Wirbeln im Nachlauf eines umstro¨mten Ko¨rpers. Die Idee zur Effizienzsteigerung der
Simulation besteht darin, von den vielen Freiheitsgraden der ra¨umlichen Diskretisierung
zu wenigen, durch die großra¨umigen Figuren definierten Freiheitsgraden zu wechseln.
Man denkt sich die Verformung des Systems als die U¨berlagerung einer Anzahl von
Basis-Figuren, sozusagen ”Grundbausteine“ , deren zeitliche Partizipation an der Ge-
samtdynamik zu bestimmen ist. Mathematisch gesprochen spannen die Basis-Figuren,
auch Basisvektoren genannt, einen niedrig-dimensionalen Unterraum auf. Die Forderung,
daß die Dynamik des Systems durch die U¨berlagerung dieser Basisvektoren approximiert
werden soll, entspricht der Projektion des urspru¨nglichen Systems von gewo¨hnlichen
Differentialgleichungen in diesen Unterraum. Deshalb wird das Verfahren auch projek-
tionsbasierte Modellreduktion genannt. Die Systemdynamik wird durch das Verhalten
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im Unteraum approximiert und die gewa¨hlten Basisvektoren bilden die Koordinaten-
achsen dieses Unterraums. Bei linearen Problemen der Strukturdynamik wird diese Art
der Berechnung, die modale Reduktion genannt wird, ha¨ufig verwendet [89]. Die pro-
jektionsbasierte Modellreduktion ist jedoch auch auf allgemeine nichtlineare dynamische
Systeme anwendbar. InKapitel 4 wird das Vorgehen der projektionsbasierten Modellre-
duktion vorgestellt sowie verschiedene Mo¨glichkeiten der Generierung von Basisvektoren
beschrieben. Dabei wird die Berechnung der modalen Basis, der Lanczos-Basis des Kry-
lov Unterraumes und der Karhunen-Loe`ve Basis detailliert dargestellt. Bei der Reduktion
stellt sich die Frage, welche Basisvektoren einen guten Unterraum aufspannen in dem
Sinne, daß die auf diesen Unterraum reduzierte Dynamik die Dynamik des urspru¨ngli-
chen Systems mo¨glichst genau wiedergibt. Zudem ist man daran interessiert, mo¨glichst
wenige Basisvektoren zu verwenden, um eine hohe Effizienz der Langzeitintegration zu
erzielen. Dies geht einher mit dem Wunsch nach Abscha¨tzung des durch die Modellre-
duktion verursachten Fehlers, da es erstrebenswert ist, fu¨r eine gegebene Fehlertoleranz
die geringstmo¨gliche Anzahl von Basisvektoren zu verwenden. Dazu wird in Kapitel
5 die dual-weighted-residual Methode zur Abscha¨tzung des Approximationsfehlers ei-
nes Funktionals der Lo¨sung einer Variationsgleichung vorgestellt. Daran anschließend
wird die Abscha¨tzung des durch Modellreduktion sowie zeitliche Diskretisierung ent-
standenen Fehlers beschrieben. Des weiteren wird die darauf basierende Herleitung eines
Fehlerindikators zur Auswahl eines effizienten niedrig-dimensionalen Unterraums darge-
stellt. Die Vernachla¨ssigung der kleinra¨umigen Strukturen fu¨hrt, wie die Erfahrungen in
der linearen Strukturdynamik zeigen, jedoch zu oftmals nicht tolerierbaren Fehlern in
der Berechnung der Spannungen bzw. Kra¨fte und Momente im Bauteil. Zur Verringe-
rung dieser Fehler wird bei linearen Problemen die Methode der statischen Korrektur
verwendet. Bei nichtlinearen Problemen bieten die nichtlineare und postprocessed Ga-
lerkin Methode die Mo¨glichkeit, durch Einbeziehung der kleinra¨umigen Strukturen die
Approximationsqualita¨t des reduzierten Modells zu erho¨hen. Geometrisch gesprochen
verformen diese Methoden den linearen, also ebenen Unterraum, in den das System pro-
jiziert wird, zu einem ”gekru¨mmten“ Raum, der die exakte Lo¨sung besser approximiert.
Diese Methoden werden in Kapitel 6 nach einer kurzen Einfu¨hrung der beno¨tigten Be-
griffe der Theorie nichtlinearer dynamischer Systeme beschrieben. Daran anschließend
werden in Kapitel 7 zuna¨chst alle der in den vorangehenden Kapiteln beschriebenen
Methoden beispielhaft an einem Rotorblatt angewendet und ihre Ergebnisse untersucht.
Dann erfolgt die Anwendung auf die Berechnung der Gesamtdynamik der Windkraftan-
lage und eine Untersuchung der Effizienz der Verfahren. Die Arbeit schließt inKapitel 8
mit einer Zusammenfassung der Ergebnisse und einem Ausblick. In Anhang A ist nach
einer kurzen Darstellung der instationa¨ren Effekte der zweidimensionalen Profilstro¨mung
das verwendete Dynamic-Stall Modell ausfu¨hrlich dargestellt sowie die Formulierung als
System von Differentialgleichungen erla¨utert. In Anhang B wird das Vorgehen zur
Lebensdauerabscha¨tzung einer Windkraftanlage dargestellt und in Anhang C ist das
Windfeld der bodennahen Erdgrenzschicht und dessen Berechnung beschrieben.
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Das mathematische Modell der Windkraftanlage kann unterteilt werden in die Modelle
fu¨r die Struktur sowie die globale und lokale Stro¨mung. Auf die weiteren Komponenten
wie Regelung oder Triebstrang soll im Rahmen dieser Arbeit nicht eingegangen werden,
da das Hauptaugenmerk auf der Untersuchung von Verfahren zur effizienten Langzeitin-
tegration liegt. Dafu¨r ist die Betrachtung von Struktur und Aerodynamik ausreichend,
die Verfahren ko¨nnen auf weitere Komponenten in gleicher Weise angewendet werden.
Die Windkraftanlage wird als flexibles Mehrko¨rpersystem aufgefaßt, dessen flexible
Komponenten der Turm und die Rotorbla¨tter sind. Diese werden im folgenden als Sub-
strukturen bezeichnet und ko¨nnen aufgrund ihrer schlanken Abmessungen als Balken
modelliert werden. Das Generatorhaus wie auch die Nabe werden als starre Ko¨rper mo-
delliert. Um auch große Verformungen abbilden zu ko¨nnen, wird eine geometrisch nicht-
lineare Balkentheorie verwendet. Die Bewegungsgleichungen des Starrko¨rpers werden
nicht gesondert hergeleitet, da sie eine Spezialisierung der im folgenden beschriebenen
Bewegungsgleichungen des Balkens darstellen. Eine Besonderheit der Windturbine sind
die großen Starrko¨rperrotationen der Rotorbla¨tter, denen geringere elastische Verfor-
mungen u¨berlagert sind. Um die Reduktion der Gro¨ße des entstehenden Differentialglei-
chungssystems auf Substruktur-Ebene zu ermo¨glichen und die numerische Robustheit
des Modells zu erho¨hen, werden die Bewegungsgleichungen der Rotorbla¨tter in ein ro-
tierendes Koordinatensystem transformiert, was die Beschreibung meist geringer Verfor-
mungen durch große Werte der Variablen im Inertialsystem vermeidet. Die lokalen ae-
rodynamischen Lasten werden mit den Gleichungen der zweidimensionalen Profiltheorie
beschrieben unter Einbeziehung des im Anhang A beschriebenen Dynamic Stall Modells.
Die globale Stro¨mung wird mittels der Impulstheorie modelliert.
2.1 Geometrisch nichtlineare Balkentheorie
Balkenelemente ko¨nnen unterschieden werden nach (a) den getroffenen kinematischen
Annahmen, (b) der Beschreibung der Gesamtdeformation sowie (c) der Parametrisierung
der Rotationen. Hauptsa¨chlich sind bei den kinematischen Annahmen die zwei folgenden
Modelle zu finden [17]:
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1. Euler-Bernoulli Balken: Bei diesem Balkenmodell wird die Annahme getroffen,
daß die Ebenen, die in der Referenzkonfiguration senkrecht zur neutralen Faser des
Balkens stehen, wa¨hrend der Verformung eben und senkrecht zur neutralen Faser
bleiben und ihre Form nicht vera¨ndern.
2. Timoshenko Balken: Bei diesem Modell trifft man die weniger restriktive An-
nahme, daß die Ebenen, die in der Referenzkonfiguration senkrecht zur neutra-
len Faser des Balkens stehen, wa¨hrend der Verformung eben bleiben und ihre
Form nicht a¨ndern. Sie bleiben aber nicht notwendigerweise senkrecht zur neu-
tralen Faser stehen. Der Euler-Bernoulli Balken beschreibt also eine Untermenge
der Bewegungsmo¨glichkeiten des Timoshenko Balkens.
Bei der Beschreibung der Deformationen kann man im wesentlichen zwei Methoden
erkennen [206]: Die eine fu¨hrt eine Zerlegung der Gesamtdeformation in Starrko¨rper-
Rotation sowie Verzerrung aus und fu¨hrt Relativ-Verdrehungen und -Verschiebungen
bezu¨glich des durch die Starrko¨rperrotation gedrehten Koordinatensystems ein. Diese
Herangehensweise, siehe zum Beispiel [39, 40, 87, 141, 155], wird in der englischspra-
chigen Literatur als ”co-rotational method“ bezeichnet. Bei der zweiten Vorgehensweise
zur Entwicklung nichtlinearer Balkenelemente wird das Balkenelement aus den partiel-
len Differentialgleichungen des elastischen Kontinuums hergeleitet. Dabei wird meist die
kinematische Annahme verwendet, daß die Balkenquerschnitte wa¨hrend der Verformung
eben bleiben. Dieser Ansatz wurde zuerst von Reissner [159] fu¨r eine zweidimensionale
Balkentheorie verwendet, auf dem aufbauend dann die richtungsweisenden Arbeiten von
Simo [174, 177, 178] fu¨r den Balken im dreidimensionalen Raum folgten. Der mit geome-
trisch exakter Balkentheorie bezeichnete Ansatz ist sowohl zur Beschreibung von großen
Verformungen als auch, bei der Verwendung eines passenden Materialgesetzes, fu¨r große
Verzerrungen geeignet [74]. Die im weiteren Verlauf entstandenen Elemente, siehe unter
anderem [27, 41, 68, 91, 154], unterscheiden sich hauptsa¨chlich in der Behandlung der
Rotationsvariablen.
Im folgenden wird die Herleitung dieser geometrisch exakten Balkenmodelle beschrie-
ben. Das vorgestellte geometrisch nichtlineare Balkenmodell geht aufReissner [159] und
Simo [174] zuru¨ck, die Parametrisierung der Rotationen und Diskretisierung mittels fi-
niter Elemente auf Cardona und Geradin [27]. Die gewa¨hlte Darstellung orientiert
sich an Jelenic´ [96] sowie Geradin und Cardona [67], wo eine detaillierte Herleitung
des Balkenmodells und Beschreibung der gewa¨hlten Implementierung zu finden sind.
Zur Vereinfachung wird ein in Ausgangslage gerader und unverdrehter Balken betrach-
tet. Der Ansatz der geometrisch exakten Balkentheorie ist jedoch ohne weiteres auf im
Ausgangszustand verdrehte und gekru¨mmte Balken anwendbar, wie bei Petrov und
Geradin [148, 149] gezeigt.
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2.1.1 Kinematik des Balkenelements
Die Linie, die durch die Verbindung der Mittelpunkte der Balkenquerschnitte des unde-
formierten Balkenelements gegeben ist, sei zur Vereinfachung eine gerade Linie. Dabei
ist der Mittelpunkt eines Balkenquerschnitts definiert als Ursprung des Hauptachsen-
systems des Querschnitts. Die Linie der Mittelpunkte sei weiterhin identisch mit der
x-Achse des Inertialsystems (x, y, z) mit den Basisvektoren {k1,k2,k3}, siehe Abb. 2.1.
Die Referenzposition eines Punktes (x,0,0) auf der Linie der Querschnittsmittelpunkte
wird beschrieben durch den Vektor r0(x) = xk1. Die Querschnitte des unverformten Bal-
kens in der Ebene x =const. stehen senkrecht auf der Linie der Querschnittsmittelpunkte
und ihr Normalen-Vektor fa¨llt mit k1 zusammen. Die beiden u¨brigen Basisvektoren k2
und k3 liegen in den Haupt-Tra¨gheitsachsen des Balkenquerschnitts. Der Querschnitt
des Balkenelements ist von beliebiger Form, sei jedoch unvera¨nderlich u¨ber die La¨nge
eines Balkenelements.
y
z
1
xk
k1
3
l
l 2
l3
k2
r
u
Abbildung 2.1 Kinematik des Balken-
elements.
Im verformten Zustand beschreibt die Linie der
Querschnittsmittelpunkte eine Kurve im R3, de-
finiert durch den Positionsvektor r(x) = xk1 +
u(x), siehe Abb. 2.1. Mit der kinematischen An-
nahme von Bernoulli, daß die Querschnitte nach
der Deformation eben bleiben und ihre Form
nicht vera¨ndern, kann die Position eines beliebigen
Punktes auf einem Balkenquerschnitt beschrieben
werden durch
rp = r(x) +R(x)
 0y
z
 , (2.1)
worin y und z die Koordinaten des betrachteten Punktes angeben. Die Matrix R, im fol-
genden Rotationsmatrix genannt, beschreibt die Transformation der Basisvektoren des
Inertialsystems {k1,k2,k3} in die Basisvektoren {l1, l2, l3} des am Balkenquerschnitt be-
festigten Koordinatensystems, li = R(x)ki, i = 1,2,3, im folgenden auch als Querschnitt-
Koordinatensystem bezeichnet.R ist ein Element der Lie-Gruppe der speziellen orthogo-
nalen Matrizen SO(3) mit den Eigenschaften detR = 1 und RT = R−1. Die verformte
Konfiguration des Balkenelements ist also vollsta¨ndig durch die Angabe der Lage der
Querschnitt-Mittelpunkte r(x) und der Rotationsmatrix R(x) gegeben. Man erha¨lt ein
Cosserat-Modell [19] eines eindimensionalen Kontinuums, die Deformation des Balkens
ist vollsta¨ndig bestimmt durch Angabe der voneinander unabha¨ngigen Verschiebungs-
und Verdrehungsfelder.
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2.1.2 Dehnungsmaß und konstitutive Beziehungen
In Reissners Arbeit [159] werden die translatorischen und rotatorischen Dehnungsma-
ße γ und κ im Querschnitt-Koordinatensystem in Bezug auf die Konfiguration (r,R)
hergeleitet:
γ = RTr′ −
 10
0
 , κ˜ = RTR′. (2.2)
Hierbei bezeichnet der Strich die Ableitung nach der axialen Koordinate x. Mit einer
Tilde werden im folgenden schiefsymmetrische 3 Matrizen bezeichnet, gegeben durch den
Zusammenhang
κ˜r = κ× r. (2.3)
Die Komponenten von γ haben die folgende physikalische Bedeutung: γ1 ist die La¨ngs-
dehnung in Richtung l1; γ2 und γ3 sind Scherdehnungen entlang der Achsen l2 und l3.
Die Komponenten des korrespondierenden axialen Vektors
κ = axial(κ˜) (2.4)
ko¨nnen wie folgt interpretiert werden: κ1 beschreibt die Dehnung durch Torsion um l1;
κ2 und κ3 sind die Kru¨mmungen entlang der Achsen l2 und l3.
Das verwendete Dehnungsmaß wird bei Geradin und Cardona [68] als Positions-
gradient bezeichnet. Hier findet sich auch ein Vergleich dieses Dehnungsmaßes mit dem
bekannten Greenschen Dehnungsmaß. Es wird gezeigt, daß der Positionsgradient und das
Greensche Dehnungsmaß sich nur bei den quadratischen Termen von Dehnungen γ und
Kru¨mmungen κ unterscheiden und daß beide Dehnungsmaße zu den gleichen Ausdru¨cken
fu¨r Torsions- und Scherdehnungen fu¨hren. Die Wahl eines in der Basis {l1, l2, l3} definier-
ten Dehnungsmaßes vereinfacht die Beschreibung der konstitutiven Beziehungen. Diese
ko¨nnen fu¨r ein linear elastisches Material als lineare Beziehungen zwischen Spannungs-
und Dehnungsmaßen ausgedru¨ckt werden:
nq = P nγ, mq = Pmκ. (2.5)
Hierbei bezeichnen nq die resultierenden inneren Kra¨fte pro Querschnittsfla¨che im Quer-
schnitt-Koordinatensystem undmq die inneren Momente pro Querschnittsfla¨che. Der In-
dex q kennzeichnet die Tatsache, daß diese Gro¨ßen im am Balkenquerschnitt befestigten
Koordinatensystem definiert sind, das auch als materielles Koordinatensystem bezeich-
net wird. P n und Pm sind die konstitutiven Matrizen, die den Zusammenhang zwischen
den translatorischen Dehnungen und den Kra¨ften im Balkenquerschnitt beziehungsweise
zwischen den Kru¨mmungen und den Momenten im Balkenquerschnitt angeben. Im Fall
eines in Bezug auf die Hauptachsen orthotropen Materials sind diese Matrizen diagonal,
P n = diag[EA, GA2, GA3], (2.6)
Pm = diag[GJt, EI2, EI3], (2.7)
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hierbei bezeichnet EA die axiale Steifigkeit, GA2 und GA3 die Schubsteifigkeiten, GJt
die Torsionssteifgkeit und EI2 sowie EI3 die Biegesteifgkeiten.
2.1.3 Starke Form der Bewegungsgleichungen
Gema¨ß Newtons zweitem Gesetz ist die Summe aller auf einen Ko¨rper einwirkenden
Kra¨fte und Momente gleich der zeitlichen A¨nderung des Impulses und Drehimpulses
dieses Ko¨rpers. Die korrespondierenden Differentialgleichungen der Bewegung eines Bal-
kenelements werden im Anhang A von [174] und in [68] ausgehend von den Bewegungs-
gleichungen eines Kontinuums und den getroffenen kinematischen Annahmen hergeleitet.
Die Bewegungsgleichungen lauten fu¨r ein Balkenelement mit x ∈ [0, L] und t > 0
(Rnq)
′ + next = µu¨, (2.8)
(Rmq)
′ + r′ × (Rnq) +mext = R
(
Ω˜JΩ+ JΩ˙
)
. (2.9)
Hierin bezeichnet Ω˜ = RT R˙ die schiefsymmetrische Matrix, die aus dem Vektor der Win-
kelgeschwindigkeiten Ω entsteht. Dabei sind die Komponenten von Ω im Querschnitt-
Koordinatensystem definiert. Weiterhin bezeichnet J den konstanten Tra¨gheitstensor
des Balkenquerschnitts sowie µ =
∫
AQ
% dAQ die Masse pro La¨ngeneinheit des Bal-
kenmaterials mit der Materialdichte % und der Fla¨che des Querschnitts AQ. next und
mext bezeichnen eine externe Kraft bzw. ein Moment pro La¨ngeneinheit. Der Punkt
kennzeichnet die Ableitung nach der Zeit t.
2.1.4 Parametrisierung der Rotationsmatrix
Man findet in der Literatur eine Vielzahl von Parametrisierungen der Rotationsmatrix
R. In der Ingenieurliteratur werden aufgrund ihrer anschaulichen geometrischen Bedeu-
tung ha¨ufig Euler- und Kardanwinkel verwendet. Beide Parametrisierungen weisen bei
k
ψ
u
ru
Abbildung 2.2 Drehung des
Vektors u.
bestimmten Drehungen Singularita¨ten auf. Diese Singu-
larita¨ten vermeidet die Parametrisierung durch Euler-
Parameter, auch Einheits-Quaternionen genannt: Jede
spezielle orthogonale Matrix R hat einen reellen Eigen-
wert mit dem Wert Eins und zugeho¨rigem Eigenvek-
tor k sowie zwei konjugiert komplexe Eigenwerte e−iψ
und e+iψ. Eulers Theorem, nach dem sich jede Dreh-
ung durch die Drehung um eine feststehende Achse aus-
dru¨cken la¨ßt, gibt nun an, daß R eine Rotation um die
Achse k, ||k|| = 1, mit dem Winkel ψ bewirkt, siehe
Abb. 2.2. Der skalare und vektorielle Teil des Quaterni-
ons werden definiert als
χ0 = cos(ψ/2), χ = [sin(ψ/2)]k. (2.10)
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IT SO(3)
T SO(3)R
I
ψ
ψ
SO(3)
~exp(   )
Abbildung 2.3 Tangentialra¨ume des SO(3).
Diese vier Parameter mu¨ssen die Zwangsbedingung χ20 + χ
Tχ = 1 erfu¨llen.
Eng mit der Darstellung durch Quaternionen verknu¨pft ist die Parametrisierung durch
den Rotationsvektor
ψ = ψk, (2.11)
der aufgrund von Eulers Theorem ebenfalls eine geometrisch anschauliche Bedeutung
besitzt. Der Vorteil bei der Verwendung des Rotationsvektors besteht darin, daß sich
mit ψ der Rotationsoperator R sehr einfach in geschlossener Form berechnen la¨ßt. Aus
der Exponentialabbildung
R = I + ψ˜ +
1
2!
ψ˜
2
+ . . . = exp(ψ˜) (2.12)
erha¨lt man nach Anwendung des Cayley-Hamilton Theorems die sogenannte Rodrigues-
Formel [12]
R = I +
sinψ
ψ
ψ˜ +
1− cosψ
ψ2
ψ˜
2
. (2.13)
Geometrisch veranschaulicht liegen die Rotationsvektoren im Vektorraum TISO(3)
= so(3) ∼= R3, dem Tangentialraum der Mannigfaltigkeit SO(3) an der Identita¨t I, sie-
he Abb. 2.3. Interpolationen, die bei der Approximation mit Finiten Elementen und der
Formulierung des Zeitintegrationsalgorithmus’ notwendig sind, werden in diesem Vektor-
raum durchgefu¨hrt. Infinitesimale Drehungen undWinkelgeschwindigkeiten liegen jedoch
im Tangentialraum an der derzeitigen Konfiguration TRSO(3). Somit beno¨tigt man eine
Beziehung zwischen den Gro¨ßen in diesen beiden Tangentialra¨umen, im folgenden mit
T bezeichnet,
T (ψ) = I +
(
cosψ − 1
ψ2
)
ψ˜ +
(
1− sinψ
ψ
)
ψ˜
2
ψ2
. (2.14)
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Die Herleitung dieser Beziehung ist in [67] zu finden. Sie verknu¨pft Gro¨ßen im Raum
TRSO(3) mit Gro¨ßen im Raum TISO(3), also zum Beispiel Winkelgeschwindigkeit Ω
und Zeitableitung des Rotationsvektors ψ,
Ω = T (ψ)ψ˙. (2.15)
Weiterhin gilt fu¨r ψ → 0
lim
ψ→0
T (ψ) = lim
ψ→0
R(ψ) = I, (2.16)
worin I die Einheitsmatrix bezeichnet. Da die Parametrisierung des Rotationsoperators
drei Parameter verwendet, muß sie irgendwo eine Singularita¨t aufweisen, in diesem Fall
tritt sie bei ||ψ|| = k · 2pi, k = 1,2, . . . auf. Ist also bei der Implementierung sicher
gestellt, daß die Werte von ψ innerhalb einer Kugel mit Radius pi bleiben,
||ψ|| ≤ pi (2.17)
ko¨nnen Rotationen jeder Gro¨ße beschrieben werden.
2.1.5 Schwache Form der Bewegungsgleichungen
Die Bewegungsgleichungen in starker Form werden nun mit den Testfunktionen δr, den
”virtuellen Verschiebungen“ , und δθ, den ”virtuellen Verdrehungen“ , multipliziert und
u¨ber die Elementla¨nge integriert. Nach partieller Integration, um die Ableitung der Span-
nungen auf die Testfunktionen δr bzw. δθ zu transferieren, ergibt sich unter Beru¨cksich-
tigung von δθ = T (ψ)δψ und der Variation der Dehnungen und Kru¨mmungen gema¨ß
[67],
(
δγ
δκ
)
=
(
RT 0 0 R˜Tr′
0 T 0 κ˜T + T ′
)
δr′
δψ′
δr
δψ
 , (2.18)
= V
(
δϕ′
δϕ
)
,
mit
V =
(
RT 0 0 R˜Tr′
0 T 0 κ˜T + T ′
)
und δϕ =
(
δr
δψ
)
(2.19)
die schwache Form der Bewegungsgleichungen, auch Variationsgleichung genannt,∫ L
0
(
δϕ′
δϕ
)T
V T
(
P nγ
Pmκ
)
+ δϕT
(
µu¨− next
T T (JΩ˙+ Ω˜JΩ)− T TRTmext
)
dx = 0. (2.20)
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Eine detailliertere Herleitung der Variationsgleichung ist in [68] zu finden. Setzt man
nun die Beziehungen fu¨r Winkelgeschwindigkeit und -beschleunigung in Abha¨ngigkeit
der gewa¨hlten Parametrisierung der Rotationen durch ψ ein,
Ω = T (ψ)ψ˙, (2.21)
Ω˙ = T (ψ)ψ¨ + T˙ (ψ)ψ˙, (2.22)
so erkennt man die Komplexita¨t der Formulierung. Diese resultiert aus der Wahl des
Tangentialraums TISO(3) als Referenzraum. Der Vorteil dieser Formulierung liegt darin,
daß nach außen, also fu¨r die Zeitintegration, sowohl translatorische als auch rotatorische
Gro¨ßen in einem linearen Vektorraum liegen und somit gleich behandelt werden ko¨nnen.
Spezielle Update-Verfahren fu¨r die rotatorischen Freiheitsgrade wie zum Beispiel bei
Simo und Vu-Quoc [177] sind nicht erforderlich.
2.2 Externe Lasten und Aerodynamik
Zusa¨tzlich zur Gewichtskraft mu¨ssen die aerodynamischen Lasten ermittelt werden, die
auf die Rotorbla¨tter wirken. Zur Vereinfachung der Berechnung teilt man die Stro¨mung
in einen globalen Anteil, den sogenannten Nachlauf, und einen lokalen Anteil direkt am
Rotorblatt auf. Die schwierig zu erfassenden viskosen Effekte wie Grenzschichten und
Stro¨mungsablo¨sung treten nur direkt am Rotorblatt, also im lokalen Teil der Stro¨mung
auf. In der globalen Stro¨mung sind außer der langsamen Dissipation der am Rotorblatt
abgehenden Wirbel keine viskosen Effekte zu beru¨cksichtigen. Diese beiden Stro¨mungs-
modelle werden im folgenden genauer beschrieben. Der Einfluß von Turmvorstau oder
Turmnachlauf auf die Anstro¨mung der Rotorbla¨tter kann zum Beispiel durch potenti-
altheoretische bzw. semi-empirische Ansa¨tze beru¨cksichtigt werden. Hierauf soll im fol-
genden nicht genauer eingegangen werden. Details finden sich zum Beispiel in Gasch
[65] oder Spera [190]. Ist auch die aerodynamische Last auf den Turm von Interesse, so
wird diese analog zu den im folgenden beschriebenen zweidimensionalen Lasten auf die
Rotorbla¨tter berechnet.
2.2.1 Zweidimensionale Profiltheorie
Zur Berechnung der lokalen aerodynamischen Lasten wird meist die Blattelement-Theo-
rie verwendet [65, 190, 81]. Man trifft die Annahme, daß die Stro¨mung an nebeneinan-
der liegenden Profilschnitten des Rotorblatts sich nicht gegenseitig beeinflusst, so daß
die Theorie der zweidimensionalen Profilstro¨mung zur Berechnung von Auftrieb, Wider-
stand und aerodynamischem Moment verwendet werden kann. Bei sich zeitlich a¨ndern-
den Anstro¨mverha¨ltnissen, hervorgerufen zum Beispiel durch turbulente Anstro¨mung
oder Profilschwingungen, treten instationa¨re Effekte in Erscheinung, die vor allem in
dem Anstellwinkelbereich signifikant sind, wo sich die Stro¨mung abzulo¨sen beginnt. Sie
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Abbildung 2.4 Aerodynamische Lasten am Profilschnitt.
werden mit dem Begriff ”Dynamic Stall“ bezeichnet und sind im Anhang A beschrieben.
Es gibt seit einiger Zeit Bestrebungen, die Effekte beim dynamischen Stro¨mungsabriß
durch die Lo¨sung der Reynolds-gemittelten Navier-Stokes Gleichungen und einem pas-
senden Turbulenzmodell zu berechnen, siehe zum Beispiel Ekaterinaris und Platzer
[48]. Dies ist jedoch sehr rechenaufwendig und die Ergebnisse sind stark vom verwendeten
Turbulenzmodell abha¨ngig [48]. Deshalb finden bei vielen Berechnungen im Helikopter-
und Windturbinenbereich semi-empirische Dynamic-Stall Modelle Verwendung, die die
instationa¨ren Effekte bei Auftrieb, Widerstand und aerodynamischem Moment zu ap-
proximieren versuchen. Eine Beschreibung dieser Modelle ist im Anhang A zu finden.
Im folgenden sollen kurz die verwendeten Gleichungen zur Berechnung der aerodyna-
mischen Lasten dargestellt werden: Betrachtet man einen Profilschnitt des Rotorblatts,
dargestellt in Abb. 2.4, ergibt sich die effektive Anstro¨mung des Profils durch die Vektor-
addition der Anstro¨mung durch den Wind vW , der Eigenbewegung vp des Profilschnitts,
zusammengesetzt aus Starrko¨rperrotation und Schwingungen, sowie der induzierten Ge-
schwindigkeit vind. Hierbei beschreibt die induzierte Geschwindigkeit die im folgenden
Abschnitt dargestellte Vera¨nderung der globalen Stro¨mung durch die Einwirkung der
Windkraftanlage. Der effektive Anstellwinkel α bezeichnet den Winkel zwischen resul-
tierender Anstro¨mung
vres = vW + vind − vp (2.23)
und der Profilsehne. Abha¨ngig von vres und α sowie von Profilform, Reynolds- und
Mach-Zahl ergeben sich Auftrieb fl, Widerstand fw und aerodynamisches Moment mae.
Der Auftrieb wirkt senkrecht zur resultierenden Geschwindigkeit und der Widerstand
parallel dazu. Beide greifen der Definition nach am 1/4-Punkt des Profils an. Das Mo-
ment ist als positiv definiert, wenn es die Profilnase in Richtung der Windgeschwindigkeit
gema¨ß Abb. 2.4 dreht. Gema¨ß der zweidimensionalen Profiltheorie werden die Lasten pro
La¨ngeneinheit gegeben durch
fl =
ρair
2
||vres||2 c cl,
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fw =
ρair
2
||vres||2 c cw und (2.24)
mae =
ρair
2
||vres||2 c2 cm.
Hier bezeichnen ρair die Dichte der Luft, c die La¨nge der Profilsehne sowie cl, cw und cm
den Auftriebs-, Widerstands- und Momentenbeiwert. Zur Einbeziehung der instationa¨ren
Effekte werden die Beiwerte durch ein zusa¨tzliches dynamisches System modelliert, wo-
durch sie zusa¨tzlich eine Funktion von Strukturbewegung und -beschleunigung werden.
Sa¨mtliche Details hierzu sind im Anhang A zu finden.
2.2.2 Globale Stro¨mung
Durch die Einwirkung der Windturbine wird die stro¨mende Luftmasse abgebremst und
in Rotation versetzt, was die Anstro¨mverha¨ltnisse an den im vorigen Abschnitt betrach-
teten Profilschnitten vera¨ndert. Es gibt verschiedene Mo¨glichkeiten, die Vera¨nderung der
Anstro¨mung, induzierte Geschwindigkeit genannt, zu berechnen. Einen U¨berblick geben
zum Beispiel die Artikel von Snel [184] und Crespo et al. [38]. Ein Ansatz ist das
Aufstellen einer Impuls-Bilanz in axialer Richtung fu¨r einen idealen Rotor. Diese Be-
trachtungsweise geht auf Glauert [70] zuru¨ck und beschreibt einen quasi-stationa¨ren
Nachlauf vorgegebener Geometrie. Belastungsa¨nderungen in der Rotorebene fu¨hren so-
mit instantan zu einem neuen Stro¨mungszustand und die Tra¨gheit der stro¨menden Luft-
masse wird vernachla¨ssigt.
Es sind einige Versuche unternommen worden, die Modellierung des Nachlaufs zu
verbessern. Sogenannte ”Dynamic Inflow“ Modelle erweitern die quasi-stationa¨re Im-
pulstheorie um einen Tra¨gheitsterm auf semi-empirischer Basis, um das dynamische
Verhalten der einstro¨menden Luftmasse zu beru¨cksichtigen. Eine Zusammenstellung der
verschiedenen Modelle findet sich bei Gaonkar und Peters [63] fu¨r den Hubschrauber-
Bereich und bei Snel und Schepers [185, 186] sowie Schepers et al. [168] fu¨r Wind-
turbinen. Ein detaillierterer Ansatz wird von Peters et al. [144] verfolgt, der ausgehend
von der dreidimensionalen inkompressiblen Potentialtheorie durch die Wahl von einfa-
chen Ansatzfunktionen ein niedrig-dimensionales Modell fu¨r die Geschwindigkeiten in
der Rotorscheibe entwickelt. Um nicht nur die Dynamik des Nachlaufs, sondern auch
seine vera¨nderliche Geometrie zu beru¨cksichtigen, sind ”free wake“ Modelle entwickelt
worden [207, 117, 23, 24]. Sie beschreiben die hinter dem Rotor entstehende Wirbelstruk-
tur durch Wirbelpartikel oder Wirbelfilamente, die sich gema¨ß des Biot-Savartschen
Gesetzes [78] gegenseitig beeinflussen. Ein weiterer Ansatz lo¨st die dreidimensionalen
Euler-Gleichungen, wobei entlang der als Linien idealisierten Rotorbla¨tter die an den
Rotorbla¨ttern wirkenden Kra¨fte als Volumenkra¨fte beru¨cksichtigt werden [133, 189].
Da sich gezeigt hat, daß bei Beru¨cksichtigung der Annahmen und Grenzen der Im-
pulstheorie, siehe zum Beispiel Sørensen und Mikkelsen [188], zufriedenstellende Er-
gebnisse bei sehr geringer Rechenzeit erzielt werden ko¨nnen, soll der Ansatz der Im-
pulstheorie fu¨r das entwickelte Modell Verwendung finden und wird im folgenden kurz
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Abbildung 2.5 Stromlinien, Verlauf von Geschwindigkeit und Druck beim idealen Rotor gema¨ß
[78].
beschrieben. Eine genauere Darstellung findet sich in Hansen [78] und Spera [190].
Der Rotor wird als durchla¨ssige Scheibe aufgefaßt, die als Widerstand fu¨r die Stro¨mung
wirkt und die Windgeschwindigkeit von v0 weit vor dem Rotor auf v in der Rotorebene
und v1 weit hinter der Rotorebene abbremst. An der Rotorscheibe tritt ein Drucksprung
auf, wie in Abb. 2.5 dargestellt. Das Ziel der Berechnung liegt darin, die Geschwindigkeit
v zu ermitteln, da diese die Anstro¨mverha¨ltnisse an den Rotorbla¨ttern beeinflusst.
Durch die Annahme einer stationa¨ren und reibungslosen inkompressiblen Stro¨mung
erha¨lt man nach Anwendung der Bernoulli-Gleichung und der Kontinuita¨tsgleichung auf
die in Abb. 2.5 dargestellte Stromro¨hre folgenden Zusammenhang zwischen den drei
Geschwindigkeiten:
v =
1
2
(v0 + v1). (2.25)
Die Geschwindigkeit in der Rotorebene ist somit der Mittelwert der Geschwindigkei-
ten weit vor und hinter dem Rotor. Beru¨cksichtigt man zusa¨tzlich eine tangentiale Ge-
schwindigkeitskomponente im Nachlauf, lauten die Erhaltungsgleichungen fu¨r Impuls
und Drehimpuls der einstro¨menden Luftmasse in starker Form fu¨r den idealen Rotor
2pirρairv (v0 − v1)− fs = 0 (2.26)
2pir2ρairvw −mr = 0. (2.27)
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Hierbei bezeichnet fs den Schub pro La¨ngeneinheit des Rotorblatts,mr das Drehmoment
pro La¨ngeneinheit, r die radiale Koordinate in der Rotorebene und w die tangentiale Ge-
schwindigkeitskomponente im Nachlauf, siehe Abb. 2.5. Die gesuchten Gro¨ßen sind v(r)
und w(r). Die Kra¨fte pro La¨ngeneinheit fs(r) und mr(r) lassen sich mit den im vorigen
Abschnitt beschriebenen Formeln der Kra¨fte fl(r) und fw(r) durch Transformation in
das Koordinatensystem der Rotorebene ermitteln.
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Nachdem im vorangegangenen Kapitel die Modellgleichungen fu¨r Struktur und Aerody-
namik beschrieben worden sind, mu¨ssen diese nun in Raum und Zeit diskretisiert werden.
Die ra¨umliche Diskretisierung erfolgt durch Anwendung der Methode der finiten Elemen-
te. Die Beru¨cksichtigung von Versatzkra¨ften und -momenten bei der Verbindung eines
Starrko¨rpers mit einem Balken erfolgt mittels des im Englischen als ”master-slave“ oder
”parent-child“ bezeichneten Ansatzes [95, 92]. Anschließend werden Verfahren zur zeitli-
chen Diskretisierung von Systemen gewo¨hnlicher Differentialgleichungen vorgestellt und
die Wahl des Newmark-Verfahrens fu¨r die Windkraftanlage begru¨ndet.
3.1 Ra¨umliche Diskretisierung
Um die folgenden Ausdru¨cke zu vereinfachen, wird fu¨r jede Komponente der folgenden
Vektoren die abstrakte Schreibweise der Funktionalanalysis mit der Notation gema¨ß
[143] verwendet. Fu¨r ein Gebiet Q ⊂ Rd sei L2(Q) der Lebesgue Raum der quadrat-
integrierbaren Funktionen auf Q. Dies ist ein Hilbert-Raum mit dem Skalarprodukt und
der Norm
〈v, w〉Q =
∫
Q
vwdx und ||v||Q =
(∫
Q
|v|2dx
)1/2
. (3.1)
Analog sei L2(∂Q) der Raum der quadrat-integrierbaren Funktionen auf dem Rand
∂Q. Der Sobolev Raum H1(Q) besteht aus den Funktionen v ∈ L2(Q), welche erste
Ableitungen im Sinne von Distributionen besitzen. Die Funktionen des Sobolev Raums
H10 (Q) sind zusa¨tzlich gleich Null auf dem Rand von Q. Wenn die Menge Q der Menge
O entspricht, auf der die Differentialgleichung definiert ist, dann wird im allgemeinen
der Index Q bei der Notation von Norm und Skalarprodukt weggelassen.
3.1.1 Geometrisch nichtlineare Balkenelemente
Ausgehend von Gleichung (2.20) kann man die semilineare Form A(q; δϕ) und die lineare
Form F (δϕ) definieren,
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A(q; δϕ) =
∫ L
0
[(
δϕ′
δϕ
)T
V T
(
P nγ
Pmκ
)
+ δϕT
(
µu¨
T T (JΩ˙+ Ω˜JΩ)
)]
dx, (3.2)
F (δϕ) =
∫ L
0
δϕT
(
next
T TRTmext
)
dx. (3.3)
Im Vektor q sind die Variablen r und ψ zusammengefasst, qT = (rT ,ψT ). Die Gro¨ßen
T und R sind Funktionen von q; V , γ, κ sind zusa¨tzlich Funktionen von q′. Ω ist eine
Funktion von q sowie q˙, und Ω˙ ist eine Funktion von q, q˙ und q¨. Das Definitionsgebiet
besteht aus O × I mit dem ra¨umlichen Gebiet O = [0, L] und dem zeitlichen Gebiet
I = [0, T ]. Zuerst wird die Diskretisierung im Raum durchgefu¨hrt: Der natu¨rliche Raum
fu¨r die Lo¨sungen ist der Sobolev-Raum V = H1(O), da nur nullte und erste ra¨umli-
che Ableitungen im inneren Produkt (3.2) auftreten. Damit ist die Lo¨sung q ∈ V der
Variationsgleichung
A(q; δϕ) = F (δϕ) ∀ δϕ ∈ V (3.4)
zu bestimmen. Fu¨r einen endlich-dimensionalen Unterraum Vh ⊂ V wird die korrespon-
dierende Galerkin Approximation qh ∈ Vh bestimmt als Lo¨sung der Gleichung
A(qh; δϕh) = F (δϕh) ∀ δϕh ∈ Vh. (3.5)
Der endlich-dimensionale Unterraum
Vh = {v ∈ V : vK ∈ P (K),K ∈ Th} (3.6)
ist definiert auf einer Unterteilung Th von O in Elemente K der La¨nge hk. Die globale
Elementla¨nge ist definiert als h = maxK∈Th hK . P (K) bezeichnet einen passenden Raum
von polynomialen Funktionen auf dem Element K ∈ Th.
Um nun die Gleichung (3.5) in ein System von gewo¨hnlichen Differentialgleichungen in
der Zeit zu transformieren, wa¨hlt man eine Knoten-Basis der Form δϕKh = {δϕih}i=1,...,n
mit n = dim(Vh) des Raums der finiten Elemente Vh.
Im Fall der Balkenelemente hat jeder Knoten sechs Freiheitsgrade und bei Verwendung
linearer Ansatzfunktionen fu¨r die Deformationen des Elements beno¨tigt man zwei Knoten
pro Element. Fu¨r ein Element K der La¨nge hk ergibt sich mit den Formfunktionen
N1(x) = 1− x
hk
und N2(x) =
x
hk
(3.7)
der Ansatz
δϕKh = Nδψk, (3.8)
qKh = Ndk (3.9)
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mit der Matrix der Ansatzfunktionen
N(s) =
(
N1I 0 N2I 0
0 N1I 0 N2I
)
(3.10)
und dem Vektor der Knotenwerte dk = (d1,1, . . . , d1,6, d2,1, . . . , d2,6)T fu¨r ein Element.
Setzt man die Ansa¨tze in Gleichung (3.5) ein und beachtet, daß die Gleichung fu¨r beliebi-
ge Vektoren δψk gelten muß, ergibt sich nach Assemblierung aller Elemente das folgende
System von Differentialgleichungen
f(d¨, d˙,d, t) = fkin(d¨, d˙,d) + f in(d)− f ext(t) = 0 (3.11)
mit der Inertialkraft pro Element
f
(e)
kin =
∫ lK+1
lK
NT
(
µu¨
T T (JΩ˙+ Ω˜JΩ)
)
dx, (3.12)
wobei Ω und Ω˙ gema¨ß den Gleichungen (2.21) und (2.22) aus den entsprechenden Kno-
tenwerten di,j zu bestimmen sind, der inneren Kraft pro Element
f
(e)
in =
∫ lK+1
lK
(
N ′
N
)T
V T
(
P nγ
Pmκ
)
dx (3.13)
und dem Vektor der a¨ußeren Lasten pro Element
f
(e)
ext =
∫ lK+1
lK
NT
(
next
T TRTmext
)
dx. (3.14)
Dabei ist lK definiert als lK =
∑K
k=2 hk−1. Die Integrale werden numerisch mittels Gauß-
Quadratur ausgewertet. Hierbei wird die Inertialkraft mit 2-Punkt Quadratur integriert,
fu¨r die innere Kraft wird 1-Punkt Quadratur verwendet, um ”shear-locking“ zu vermei-
den. Informationen zum Pha¨nomen des ”shear-locking“ und u¨ber dessen Vermeidung bei
den beschriebenen Balkenelementen finden sich bei Geradin und Cardona [67].
3.1.2 Gro¨ßen im rotierenden Koordinatensystem
Beschreibt man die Bewegung der Rotorbla¨tter der Windturbine im Inertialsystem, so
treten durch die Rotation große Verschiebungen und Verdrehungen auf, die hauptsa¨chlich
die Starrko¨rper-Rotation und meist nur geringe Dehnungen und Kru¨mmungen der Rotor-
bla¨tter beschreiben. Um die im Abschnitt 3.2.3 geschilderten Probleme bei der Zeitinte-
gration von Systemen mit großen Starrko¨rper-Rotationen zu vermeiden, ist die Beschrei-
bung der Bewegung der Rotorbla¨tter in einem rotierenden Koordinatensystem vorteil-
haft. Ebenso ist die Einfu¨hrung eines rotierenden Koordinatensystems vorteilhaft fu¨r die
25
3 Diskretisierung
Anwendung der Modellreduktion auf Substruktur-Ebene. Um die Bewegungsgleichungen
der Rotorbla¨tter in ein Koordinatensystem zu transformieren, dessen Orientierung durch
RR(t) und dessen Winkelgeschwindigkeit durch ωR gegeben ist, betrachtet man gema¨ß
Argyris [3] einen Punkt auf der Achse des Balkenelements, dessen Position im Inerti-
alsystem gegeben wird durch
rp = rR +RR[x+ u]. (3.15)
Hier bezeichnet rR die Lage des Ursprungs des rotierenden Systems, x die Lage des
Punktes in der Referenzkonfiguration und u dessen Verschiebung. x und u sind im
Koordinatensystem des rotierenden Systems gegeben. Als erste und zweite Zeitableitung
erha¨lt man
r˙p = R˙R[x+ u] +RRu˙, (3.16)
r¨p = R¨R[x+ u] + 2R˙Ru˙+RRu¨, (3.17)
da rR und x zeitlich konstante Gro¨ßen sind. Verwendet man die Beziehung R˙R = ωR×
RR = ω˜RRR und transformiert die Gleichung durch Multiplikation mit RTR von links in
das rotierende System, folgt die Beschleunigung zu
RTRr¨p = u¨+ 2ω˜ru˙+ ˜˙ωr[x+ u] + ω˜2r [x+ u] (3.18)
mit ωr = RTRωR. Der erste Term auf der rechten Seite stellt die Relativbeschleuni-
gung dar, der zweite wird Coriolisbeschleunigung, der letzte Zentrifugalbeschleunigung
genannt. Der dritte Term hat keinen einheitlichen Namen, Lanczos [116] schla¨gt die
Bezeichnung Eulerbeschleunigung vor. Fu¨r die Winkelgeschwindigkeit gilt gema¨ß Kane
[102]
ωg = ωR +RRωp, (3.19)
worin ωp die Winkelgeschwindigkeit des betrachteten Balkenquerschnitts relativ zum
rotierenden System angibt. Die Winkelbeschleunigung im rotierenden System ergibt sich
zu
RTRω˙g = ω˙r + ω˜rRRωp + ω˙p. (3.20)
Zur Transformation der Bewegungsgleichungen der Balkenelemente in ein rotierendes
System muß man somit in Gleichung (3.12) folgende Gro¨ßen ersetzen:
u¨ ← u¨+ 2ω˜ru˙+ ˜˙ωr[x+ u] + ω˜2r [x+ u],
Ω ← RT (ωr + ωp) , (3.21)
Ω˙ ← RT (ω˙r + ω˜rRRωp + ω˙p) .
Die konjugierten Gro¨ßen next und mext in Gleichung (3.14) mu¨ssen ebenfalls in das
rotierende System transformiert werden.
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3.1.3 Starrko¨rper und Versatzlasten
Wie in der Einleitung des Kapitels erwa¨hnt, gehen die Bewegungsgleichungen eines
Starrko¨rpers aus den Bewegungsgleichungen des Balkenelements hervor, da jeder in-
finitesimal du¨nne Querschnitt des Balkenelements aufgrund der Annahme der Unver-
formbarkeit der Querschnitte als Starrko¨rper betrachtet wird. Liegt der Ursprung des
Referenzsystems im Ausgangszustand im Massenmittelpunkt des Starrko¨rpers, kann die
Konfiguration des Starrko¨rpers wie folgt durch Verschiebung us(t) seines Massenmittel-
punktes und Lage seiner Hauptachsen Rs(t) beschrieben werden. Die starke Form der
Bewegungsgleichungen fu¨r einen Starrko¨rper mit der Masse ms und dem Tra¨gheitstensor
Js, der im mitbewegten Koordintensystem definiert sei, folgt gema¨ß den Gleichungen
(2.8) und (2.9) zu
msu¨s = next, (3.22)
Rs
(
Ω˜sJsΩs + JΩ˙s
)
= mext. (3.23)
Hierbei steht Ωs fu¨r die Winkelgeschwindigkeit des Starrko¨rpers, definiert im mitbeweg-
ten Koordintensystem der Orientierung Rs.
Modelliert man das Generatorhaus als Starrko¨rper und den Turm mittels der beschrie-
benen Balkenelemente, so treten an der Verbindung von Starrko¨rper und Balkenelement
Versatzkra¨fte und -momente auf. Diese ko¨nnen durch die im Englischen mit ”master-
slave“ oder ”parent-child“ bezeichnete Methode beru¨cksichtigt werden, die ausfu¨hrlich
zum Beispiel bei Jelenic´ [95] oder Ibrahimbegovic´ [92] beschrieben ist. Bei einer star-
ren Verbindung werden die Verschiebungen und Verdrehungen des Anschlußpunktes j
des Balkenelements durch die Verschiebung und Verdrehung des Starrko¨rpers vorgege-
ben, der Knoten j des Balkenelements wird zum ”Sklaven“ des Starrko¨rpers. Dies fu¨hrt
zu folgender Zwangsbedingung,
uj = us +Rsr0sj − r0sj , (3.24)
Rj = Rs. (3.25)
Hierbei bezeichnet uj die Verschiebung des Knotens j des Balkenelements, der mit dem
Starrko¨rper verbunden ist. us beschreibt die Verschiebung des Starrko¨rpers, Rs die
Orientierung des Starrko¨rpers und r0sj den Verbindungsvektor vom Massenmittelpunkt
des Starrko¨rpers zum Knoten j des Balkenelements. Verwendet man die nichtlinearen
Beziehungen (3.24, 3.25) zwischen den Variablen des Starrko¨rpers und des Balkenknotens
j sowie deren erste und zweite Zeitableitung bei der Elementformulierung des mit dem
Starrko¨rper verbundenen Balkenelements, werden sa¨mtliche Versatzkra¨fte und -momente
beru¨cksichtigt.
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Abbildung 3.1 Am Balkenelement befestigte Profilschnitte.
3.1.4 Externe Lasten
Zusa¨tzlich zur Gewichtskraft fg, die fu¨r ein Element gegeben wird durch
f (e)g =
∫ lK+1
lK
NTµgdx (3.26)
mit g = (0,0,−9.81m/s2,0,0,0)T , wirken am Rotorblatt die aerodynamischen Lasten f l,
f ext = fg + f l. (3.27)
Wie in Abb. 3.1 dargestellt, denkt man sich an jedem Gaußpunkt des betrachteten
Balkenelements ein fest mit dem Balken verbundenes starres Profil. An diesem Profil
herrsche zweidimensionale Stro¨mung. Die aerodynamischen Lasten pro La¨ngeneinheit
werden durch die in Abschnitt 2.2.1 beschriebenen Formeln gegeben. Da das im Anhang
beschriebene aerodynamische Modell jedoch zur Beschreibung der aerodynamischen La-
sten nicht Auftrieb und Widerstand, sondern Normal- und Tangentialkraft verwendet,
werden statt der Beiwerte cl und cw die Beiwerte cn und ct definiert,
cn = ca cosα+ cw sinα, (3.28)
ct = ca sinα− cw cosα, (3.29)
die durch Rotation um α aus ca und cw hervorgehen. Die hiermit bestimmten aerody-
namischen Lasten
fn =
ρair
2
||vres||2 c cn,
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ft =
ρair
2
||vres||2 c ct und (3.30)
mae =
ρair
2
||vres||2 c2 cm
wirken la¨ngs der Achsen des Querschnittskoordinatensystems {l1, l2, l3}, wie in Abb.
3.1 dargestellt. Stimmt dieses Koordinatensystem nicht mit dem Hauptachsensystem
des Querschnitts u¨berein, muß eine Parallelverschiebung der Kra¨fte in den Urspung
des Hauptachsensystems des Profilquerschnitts durchgefu¨hrt werden, siehe zum Beispiel
Schnell et al. [170]. Des weiteren mu¨ssen die Kra¨fte in Komponenten dieses Haupt-
achsensystems angegeben werden. Zur Beru¨cksichtigung der endlichen Ausdehnung der
Rotorbla¨tter in radialer Richtung, also des Effektes der Blattspitzenwirbel auf die rela-
tive Anstro¨mung, kann der Prandtlsche Blattspitzenfaktor pb zur Korrektur verwendet
werden [190]. Er ist definiert als
pb =
2
pi
cos−1
(
exp
{
−B(R− r)
2r sin θ
})
, (3.31)
worin B die Anzahl der Rotorbla¨tter angibt und θ den Winkel zwischen relativer An-
stro¨mgeschwindigkeit vres und der Rotorebene. Man erha¨lt die materiellen Gro¨ßen nae =
(0,−pbft,−pbfn)T undmae = (pbmae,0,0)T , damit folgt der aerodynamische Lastvektor
pro Element K zu
f
(e)
l =
∫ lK+1
lK
NT
(
Rnae
T TRTmae
)
dx. (3.32)
Dabei ist vres eine Funktion von d, d˙ und der Zeit t. Aufgrund des Dynamic-Stall
Modells sind die Beiwerte cn, ct und cm Funktionen von t, d, d˙ und d¨. Das Integral u¨ber
die Elementla¨nge wird mittels Gauß-Quadratur ausgewertet. Man erha¨lt einen von den
Verschiebungen und Verdrehungen, den Geschwindigkeiten und Beschleunigungen sowie
der Zeit abha¨ngigen aerodynamischen Lastvektor
f l = f l(d¨, d˙,d, t). (3.33)
3.1.5 Globale Stro¨mung
Die Stromro¨hre, die bei der in Abschnitt 2.2.2 beschriebenen eindimensionalen Impuls-
theorie eingefu¨hrt wurde, wird inNR Ringelemente unterteilt, wie in Abb. 3.2 dargestellt.
Die laterale Begrenzung dieser Ringelemente wird durch Stromlinien gebildet, es gibt kei-
ne Stro¨mung u¨ber die Elementgrenzen. Weiterhin wird die Annahme getroffen, daß die
Kraft der Rotorbla¨tter auf die Stro¨mung konstant u¨ber das Ringelement verteilt ist. Das
entspricht einem Rotor mit unendlicher Anzahl von Rotorbla¨ttern. Die Bilanzgleichun-
gen fu¨r Impuls und Drehimpuls, siehe Abschnitt 2.2.2, ergeben zusammen mit Gleichung
(2.25) das folgende Gleichungssystem fu¨r die Unbekannten vind = (v, w)T ,
f i(vind) =
(
4pirρairv (v0 − v)− fs
2pir2ρairvw −mr
)
= 0. (3.34)
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Abbildung 3.2 Diskretisierung der Stromro¨hre in Ringelemente
Um auch einen turbulenten Nachlaufzustand bei starker Abbremsung der einstro¨men-
den Luftmasse richtig beschreiben zu ko¨nnen, wird fu¨r v < 0.7v0 die von Glauert
entwickelte empirische Korrektur von v durchgefu¨hrt [78]. Mit der Definition des axialen
Induktions-Faktors a durch
v = (1− a)v0 (3.35)
und dem empirisch bestimmten Glauert-Faktor
pg =
{
1− a a ≤ 1/3,
(1− 14(5− 3a)a) a > 1/3,
(3.36)
erha¨lt man die endgu¨ltigen Bestimmungsgleichungen fu¨r vind zu
f i(vind) =
(
4pirρairv20apg − fs
2pir2ρairv0(1− a)w −mr
)
= 0, (3.37)
worin die Unbekannten nun a und w sind. Das Definitionsgebiet dieser Variablen ist
r ∈ [0, R]. Die beiden Gro¨ßen fs und mr werden mittels der im vorigen Abschnitt
beschriebenen zweidimensionalen Profiltheorie fu¨r jedes Rotorblatt berechnet. Fu¨r den
betrachteten Gaußpunkt mit der Position rG ist die Summe
fs =
B∑
i=1
fn,i, mr =
B∑
i=1
rG,i · ft,i (3.38)
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zu bestimmen mit der aerodynamischen Normalkraft fn pro La¨ngeneinheit und der ae-
rodynamischen Tangentialkraft ft pro La¨ngeneinheit. Die Diskretisierung erfolgt durch
Kollokation am Mittelpunkt eines jeden Ringelements. Das entstehende nichtlineare
Gleichungssystem fu¨r die diskreten Variablen aj und wj fu¨r das Element j wird durch
Fixpunkt-Iteration [104] gelo¨st.
3.2 Verfahren zur zeitlichen Diskretisierung
Fu¨r die Zeitintegration eines Systems von nichtlinearen gewo¨hnlichen Differentialglei-
chungen sind in der Literatur eine Vielzahl von Verfahren zu finden. Die Wahl des
verwendeten Verfahrens ha¨ngt vom untersuchten Problem ab. So sind zum Beispiel in
der Starrko¨rperdynamik die Runge-Kutta Verfahren sehr beliebt, da sie robust, einfach
zu verwenden und ausreichend schnell sind. Fu¨r Probleme der Strukturdynamik sind
sie jedoch oft zu aufwendig. Aufgrund dessen wurden fu¨r Berechnungen in der Struk-
turdynamik andere Verfahren entwickelt, die direkt auf das Differentialgleichungssystem
zweiter Ordnung anwendbar sind.
Der folgende Abschnitt gibt einen kurzen U¨berblick u¨ber drei ha¨ufig in der Strukturdy-
namik verwendete Integrationsmethoden, das Newmark-, HHT-α und das generalisierte
α-Verfahren. Die Darstellung orientiert sich dabei an Hughes [88]. Weiterhin wird das
cG(q)-Verfahren zur Zeitintegration beschrieben [51]. Man kann zeigen, daß das cG(1)-
Verfahren unter bestimmten Bedingungen mit dem Newmark-Verfahren fu¨r γ = 1/2 und
β = 1/4 u¨bereinstimmt, und somit die Zeitintegration mittels des Newmark-Verfahrens
in Variationsschreibweise dargestellt werden kann. Dies ist notwendig fu¨r die in Kapitel
5 durchgefu¨hrte Fehleranalyse. Daran anschließend werden kurz Verfahren zur algorith-
mischen Erhaltung von Energie, Impuls und Drehimpuls diskutiert, um die Wahl des
Newmark-Verfahrens fu¨r das System der Windturbine zu begru¨nden.
3.2.1 Klassische Verfahren der Strukturdynamik
Newmark-Verfahren
Die bei linearen Problemen der Strukturdynamik am weitesten verbreitete Zeitintegra-
tions-Methode ist die Familie der Newmark-Verfahren [136], welche aus den folgenden
drei Gleichungen besteht:
Man+1 +Cvn+1 +Kdn+1 = f ext(tn+1), (3.39)
dn+1 = dn +∆t vn +
∆t2
2
[(1− 2β)an+1 + 2βan] , (3.40)
vn+1 = vn +∆t [(1− γ)an + γan+1] . (3.41)
Hierbei stellen dn+1, vn+1 und an+1 die Approximationen von d, d˙ und d¨ zum Zeit-
punkt tn+1 dar. M , C und K sind die Massen-, Da¨mpfungs- und Steifigkeitsmatrix
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des betrachteten Systems. Die Werte dn, vn und an des vorigen Zeitschritts werden als
bekannt vorausgesetzt. Die Parameter β und γ bestimmen die Stabilita¨t und Genauig-
keit des Verfahrens. Nur fu¨r die Wahl von γ = 1/2 sind die Newmark-Methoden von
zweiter Ordnung genau. Fu¨r die Parameterwahl von β = 1/4 und γ = 1/2, Trapezregel
oder ”average acceleration method“ genannt, ist das Newmark-Verfahren implizit und
fu¨r lineare Probleme unbedingt stabil, unabha¨ngig von der Gro¨ße des Zeitschritts [88].
Weiterhin kann man zeigen, daß die Trapezregel bei linearen Systemen die Gesamtener-
gie des Systems exakt erha¨lt. Die Variante mit β = 0 und γ = 1/2, Zentrale-Differenzen
Methode genannt, ist explizit, wenn Massen- und Da¨mpfungsmatrix diagonal sind. Sie
ist nur bedingt stabil mit der Begrenzung des Zeitschritts durch
∆t ≤ ∆tcrit = 2
ωmax
. (3.42)
Hierbei bezeichnet ωmax die gro¨ßte im System auftauchende Frequenz. Wenn die Zeit-
schrittbegrenzung nicht zu stark ist, dann ist die Zentrale-Differenzen Methode eine sehr
o¨konomische direkte Integrationsroutine [88]. Fu¨r ein typisches Balkenelement mit zwei
Knoten lautet fu¨r die Methode der zentralen Differenzen der Ausdruck fu¨r die kritische
Zeitschrittweite gema¨ß Bathe [6]
∆tcrit =
√
%AQ
48 EI
L2. (3.43)
Weiterhin gilt nach Crisfield [40] als Grenze fu¨r ωmax die maximale Element-Frequenz
ωKmax aller Elemente K,
ωmax ≤ max
K
ωKmax. (3.44)
Im Fall des im Kapitel 7 untersuchten Rotorblatts fu¨hrt dies auf eine kritische Zeit-
schrittweite von ∆tcrit ≈ 10−4 Sekunden, die fu¨r Langzeitintegrationen zu einem hohen
Rechenaufwand fu¨hrt.
Die HHT-α Methode
Durch die Wahl von γ 6= 1/2 kann man bei der Newmark-Methode eine algorithmische
Da¨mpfung hoher Frequenzen erzielen. Dies geht jedoch einher mit einer Verschlechterung
der Genauigkeit. Aus diesem Grund wurde das Hilber-Hughes-Taylor-α Verfahren [83],
auch HHT-αMethode genannt, fu¨r lineare Probleme als Variante der Newmark-Methode
formuliert. Sie fu¨hrt ebenfalls die algorithmische Da¨mpfung hoher Frequenzen ein, ist
jedoch immer noch von zweiter Ordnung genau. Die Bewegungsgleichungen lauten hier
Man+1 +Cvn+1+α +Kdn+1+α = f ext(tn+1+α) (3.45)
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mit
dn+1+α = (1 + α)dn+1 − αdn, (3.46)
vn+1+α = (1 + α)vn+1 − αvn, (3.47)
tn+1+α = (1 + α)tn+1 − αtn. (3.48)
Die anderen zwei Gleichungen (3.40) und (3.41) des Newmark-Verfahrens bleiben beste-
hen. Bei einem linearen System erha¨lt man durch Wahl der Parameter −1/3 ≤ α ≤ 0,
β = (1 − α)2/4 und γ = (1 − 2α)/2 ein unbedingt stabiles Verfahren von zweiter Ord-
nung [88]. Meist wird α = −0.05 gewa¨hlt, fu¨r α = 0 erha¨lt man wieder das Newmark-
Verfahren. Umfangreiche Untersuchungen zu Stabilita¨ts- und Genauigkeitseigenschaf-
ten der Newmark- und HHT-α Methoden fu¨r lineare Probleme finden sich in Hughes
[88] und Wood [205]. Cardona und Geradin empfehlen in [28] und [29] die Ver-
wendung des HHT-α Algorithmus fu¨r flexible Mehrko¨rper-Systeme. Sie zeigen, daß bei
der Behandlung von Nebenbedingungen durch Lagrange-Multiplikatoren, zum Beispiel
aufgrund von Kugel- oder Kardangelenken und Drehachsen, die Da¨mpfung hoher Fre-
quenzen unabdingbar fu¨r die Stabilita¨t der Zeitintegration ist. Das Newmark-Verfahren
zeigt bei solchen Systemen ein schwach instabiles Verhalten.
Die generalisierte α-Methode
Eine Weiterentwicklung des HHT-α Verfahrens stellt die generalisierte α-Methode von
Chung und Hulbert [34] dar. Dieses Verfahren u¨bernimmt den Ansatz des HHT-α
Algorithmus, a¨ndert die Bezeichnung von α zu αf und fu¨hrt einen zusa¨tzlichen Parameter
αm ein, der den Tra¨gheitsterm der Bewegungsgleichungen wie folgt vera¨ndert:
Man+1+αm +Cvn+1+αf +Kdn+1+αf = f ext(tn+1+αf ), (3.49)
wobei
an+1+αm = (1 + αm)an+1 − αman (3.50)
ist. Die anderen zwei Gleichungen des Newmark-Verfahrens bleiben auch bei dieser Me-
thode bestehen. Die generalisierte α-Methode ist von zweiter Ordnung genau, wenn
γ = 1/2 + αm − αf (3.51)
gilt und unbedingt stabil, wenn
−αm ≤ −αf ≤ 1/2 sowie (3.52)
β ≥ 1/4 + 1/2(−αf + αm) (3.53)
gewa¨hlt wird. Fu¨r die Wahl von β = 1/4(1+αm−αf )2 ist die algorithmische Da¨mpfung
der hohen Frequenzen maximal. Eine detaillierte Analyse dieser Methode ist im Arti-
kel von Chung und Hulbert [34] zu finden, eine Interpretation dieses Verfahrens im
Kontext nichtlinearer Probleme bei Kuhl und Ramm [113].
33
3 Diskretisierung
3.2.2 Die cG(q) Methode
Eine andere Art der Herangehensweise besteht in der Verwendung der Methode der
Finiten Elemente auch fu¨r die Zeitdiskretisierung, siehe Eriksson et al. [51], die in die-
sem Abschnitt vorgestellt werden soll. Der Name cG(q) bedeutet ”continuous Galerkin“
mit der Ordnung q. Das bedeutet, daß der zeitliche Verlauf der Variablen mit stetigen
Funktionen approximiert wird, die Ableitungen bis zur Ordnung q besitzen. Dies steht
im Gegensatz zur dG(q) Methode, bei der unstetige Funktionen verwendet werden, also
Spru¨nge an den durch die Zeitpunkte tn gegebenen Elementgrenzen auftreten ko¨nnen.
Die cG(q) Methode basiert auf einer Variationsformulierung des Systems 1. Ordnung
x˙+ g(x, t) = 0, 0 < t ≤ T,
x(0) = x0, x ∈ Rd. (3.54)
Gesucht ist die vektorwertige Funktion x ∈ C(q)([0, T ]), so daß∫ T
0
〈x˙+ g(x(t), t), δϕ(t)〉dt = 0, x(0) = x0, ∀ δϕ ∈ C(q)([0, T ]), (3.55)
wobei C(q)([0, T ]) die Menge der Funktionen mit stetigen Ableitungen bis zur Ordnung q
auf [0, T ] bezeichnet. Nun konstruiert man eine stu¨ckweise polynomiale Approximation
xk fu¨r x. Dazu teilt man das Intervall [0, T ] in
0 := t0 < t1 < . . . < tN := T (3.56)
und definiert die Zeitschrittweite ∆tn := tn − tn−1 sowie In := [tn−1, tn]. Als Ansatz fu¨r
die finiten Elemente wird der Raum C(q) = C(q)([0, T ]) der kontinuierlichen Polynome
des Grades q auf jedem Interval In gewa¨hlt,
C(q) :=
{
U ∈ C0([0, T ]) : U |In ∈ P(q)(In), 1 ≤ n ≤ N
}
, (3.57)
wobei P(q)(In) die Menge der Polynome in Rd des Grades q auf In bezeichnet. Aufgrund
der Kontinuita¨tsanforderung hat eine Funktion in C(q) nur q Freiheitsgrade auf jedem
Intervall. Der Testraum wird definiert durch
D(q−1) = D(q−1)([0, T ]) :=
{
U : U |In ∈ P(q−1)(In), 1 ≤ n ≤ N
}
. (3.58)
Diese Funktionen sind im allgemeinen nicht stetig, U+,−n bezeichnet den links- bzw.
rechtsseitigen Grenzwert von U ∈ D(q−1) am Zeitpunkt tn und [U ]n := U+n − U−n den
Sprung an tn. Fu¨r 1 ≤ n ≤ N bestimmt die cG(q) Methode die Approximation xk ∈ C(q)
der Gleichung
n∑
n=1
∫
In
〈x˙k + g(xk, t), δϕk〉dt = 0, xk(0) = x0, ∀ δϕk ∈ D(q−1). (3.59)
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Gilt q = 1, dann ist xk die stu¨ckweise lineare Funktion
xk|In = xk,n−1
(t− tn)
−∆tn + xk,n
(t− tn−1)
∆tn
, (3.60)
wobei der Koeffizient xk,n die Lo¨sung der Gleichung
xk,n +
∫
In
g(xk(t), t)dt = xk,n−1 (3.61)
ist. Wertet man das Integral mit der Trapezregel aus,∫
In
g(xk(t), t) dt ≈ ∆tn2 [g(xk,n−1, tn−1) + g(xk,n, tn)] , (3.62)
so erha¨lt man das klassische Verfahren der Trapezregel fu¨r Differentialgleichungssysteme
erster Ordnung, welches mit dem Newmark-Verfahren fu¨r die Parameter-Wahl von β =
1/4 und γ = 1/2 u¨bereinstimmt [5].
3.2.3 Energie-Impuls Verfahren
Es hat sich gezeigt, daß die Eigenschaft der unbedingten Stabilita¨t der vorgestellten
impliziten Verfahren fu¨r lineare Probleme nicht ohne weiteres auf nichtlineare Proble-
me u¨bertragbar ist. Herko¨mmliche Integrationsverfahren wie die Newmark- oder HHT-α
Methode zeigen Stabilita¨tsprobleme in der nichtlinearen Strukturdynamik, wenn gleich-
zeitig große Starrko¨rper-Rotationen und kleine elastische Verformungen auftreten. Cris-
field [40] zeigt, daß bei der Wahl eines zu großen Zeitschritts bei der Integration mit
dem Newmark-Verfahren die Energie im betrachteten System ansteigen kann. Das fu¨hrt
zu unphysikalischen Lo¨sungen oder Verlust der Stabilita¨t. Weitere Beispiele fu¨r ein Ver-
sagen des Newmark-Verfahrens bei Verwendung zu großer Zeitschritte finden sich bei
Simo [175].
Basierend auf diesen Erfahrungen sind Zeitintegrationsverfahren fu¨r die nichtlinea-
re Strukturdynamik entwickelt worden, die verbesserte Stabilita¨tseigenschaften fu¨r die
Langzeitintegration aufweisen. Nach Sansour [167] besteht die Hauptidee dieser Ver-
fahren darin, daß bestimmte Erhaltungsgro¨ßen, die das dynamische System aufweist,
auch im diskreten Problem erhalten bleiben mu¨ssen:
 Impulserhaltung bei Abwesenheit von a¨ußeren Kra¨ften;
 Drehimpulserhaltung bei Abwesenheit von a¨ußeren Kra¨ften und Momenten;
 Energieerhaltung im Falle eines Hamiltonschen Systems, also bei Abwesenheit von
dissipativen und nicht konservativen Kra¨ften;
 Erhaltung der symplektischen Struktur bei Hamiltonschen Systemen.
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Verfahren dieser Art findet man zum Beispiel bei Simo et al. [175, 176, 179], Sansour
et al. [165], Kuhl und Crisfield [112] oder Betsch und Steinmann [20] sowie den
darin enthaltenen Literaturverweisen. Bei einem nicht-Hamiltonschen System kann man
nicht von der Erhaltung der Energie ausgehen. Die Verwendung von Energie-Impuls
Verfahren kann jedoch in solchen Fa¨llen aus Stabilita¨tsgru¨nden notwendig sein, denn die
Eigenschaft der Langzeitstabilita¨t wird auch auf dissipative Systeme u¨bertragen, wie die
Erfahrungen zeigen [167].
Obwohl Energie-Impuls Verfahren oft gute Ergebnisse aufweisen, kann das Fehlen von
numerischer Da¨mpfung der hohen Frequenzen laut Bauchau [9] ein Problem darstel-
len. Zum einen enthalten die Zeitverla¨ufe von Geschwindigkeit und den inneren Kra¨ften
teilweise einen sehr großen Anteil hoher Frequenzen, durch den die physikalische Be-
deutung dieser Verla¨ufe sehr fragwu¨rdig wird. Zum anderen kann das Vorhandensein
von hochfrequenten Oszillationen den Konvergenzprozess zur Lo¨sung des nichtlinearen
Gleichungssystems beeintra¨chtigen oder verhindern [113, 10]. Auch die Wahl kleinerer
Zeitschritte vermeidet dieses Problem nicht, da hierdurch noch ho¨here Frequenzen in der
Lo¨sung auftauchen. Des weiteren machen die hochfrequenten Oszillationen die genaue
Erhaltung der Energie sehr schwierig. Aufgrund dieser Probleme sind unter anderem
von Armero und Romero [4], Kuhl und Crisfield [112] sowie Bauchau [8] Inte-
grationsalgorithmen entwickelt worden, die eine durch einen Parameter kontrollierbare
numerische Da¨mpfung von hohen Frequenzen beinhalten.
Krysl, Lall und Marsden [109] dagegen verwenden zur Integration der nichtlinea-
ren Bewegungsgleichungen der Strukturdynamik das Newmark-Verfahren. Diese Wahl
begru¨nden sie mit den Ergebnissen von Kane et al. [101]. Dort wird gezeigt, daß die
Algorithmen der Newmark-Familie ”variational integrators“ , also symplektisch und im-
pulserhaltend sind. Auch zeigen sie ein sehr gutes globales Energie-Verhalten. Das bedeu-
tet, daß die Energie in engen Grenzen schwankt. Hierauf ist gema¨ß [101] die erfolgreiche
Anwendung des Newmark-Verfahrens in den letzten 30 Jahren begru¨ndet. Die Stabi-
lita¨tsprobleme von Newmark- und HHT-α Verfahren bei nichtlinearen Problemen seien
durch die Wahl eines zu großen Zeitschritts hervorgerufen. Das zeigt auch ein Beispiel
in Crisfield [42], wo das Newmark-Verfahren mit einer geringeren Zeitschrittweite
stabiles statt instabiles Verhalten zeigt.
Nun stellt sich die Frage, welcher Zeitintegrationsalgorithmus fu¨r die vorgestellte Auf-
gabe der Langzeitsimulation der Windturbine gewa¨hlt werden sollte. Die flexiblen Kom-
ponenten der Windturbine werden mit nichtlinearen Balkenelementen von Cardona
und Geradin [27] modelliert. Diese Autoren schlagen die Verwendung der HHT-α Me-
thode vor. Doch auch die Newmark-Methode kann in diesem Fall angewendet werden,
denn die im System der Windturbine aufgrund der vorhandenen Drehachsen auftreten-
den Kopplungsbedingungen werden nicht durch Lagrange-Multiplikatoren modelliert,
sondern beim Aufbau des Gesamtsystems explizit beru¨cksichtigt. Somit tritt die oben
erwa¨hnte Instabilita¨t des Newmark-Verfahrens aufgrund der Verwendung von Lagrange-
Multiplikatoren nicht auf. Verwendet man zur Effizienzsteigerung die im na¨chsten Ka-
36
3.2 Verfahren zur zeitlichen Diskretisierung
pitel beschriebene projektionsbasierte Modellreduktion, werden die hohen Frequenzen
aus dem System entfernt. Dann ist die Verwendung der HHT-α oder generalisierten α-
Methode fu¨r das reduzierte Modell nicht notwendig. Man ko¨nnte sogar, wie von Bucher
[25] vorgeschlagen, zur Zeitintegration des reduzierten Modells ein explizites Verfahren
verwenden.
Die Stabilita¨tsprobleme des Newmark-Verfahrens beim gleichzeitigen Auftreten von
großen Starrko¨rper-Rotationen und kleinen elastischen Dehnungen werden durch die
Transformation der Bewegungsgleichungen der Rotorbla¨tter in ein rotierendes System
vermieden oder zumindest verringert. In diesem System zeigen die Bewegungsgleichungen
nur moderate geometrische Nichtlinearita¨ten. Die Erfahrungen von Sansour [167] zeigen
weiterhin, daß fu¨r Strukturen, die aus nichtlinearen Balkenelementen aufgebaut sind,
das Newmark-Verfahren fu¨r die Langzeitintegration geeignet ist. Diese Erfahrung wird
durch die bisherigen Ergebnisse der Simulation der Windturbine gestu¨tzt, denn auch
bei der Wahl von großen Zeitschritten konnten keine Instabilita¨ten der Zeitintegration
festgestellt werden. Deshalb ist die Verwendung von speziellen Energie-Impuls Verfahren
aus Stabilita¨tsgru¨nden bei dem in dieser Arbeit verwendeten Strukturmodell unno¨tig.
Allerdings ist der Zweck der Windturbine die Umwandlung der Stro¨mungsenergie der
Luft in elektrische Energie, und die korrekte Berechnung dieses Energieertrags ist ei-
nes der Ziele der Simulation. Die aerodynamischen Kra¨fte ko¨nnen die Bewegungen der
Turbine sowohl da¨mpfen als auch anfachen. Es ist also sowohl Energiezufuhr wie auch
Dissipation von Energie mo¨glich. Die Energie-, Impuls- und Drehimpulserhaltung ist an-
ders als zum Beispiel bei Sternenbewegungen physikalisch nicht vorhanden. Jedoch kann
durch die algorithmische Energiedissipation ein so großer Anteil der durch die aerody-
namischen Kra¨fte zugefu¨hrten Energie verloren gehen, daß die Simulationsergebnisse
hierdurch verfa¨lscht wu¨rden. Das ist vor allem bei der Beschreibung der Balkendyna-
mik im Inertialsystem der Fall. Aufgrund der Transformation der Bewegungsgleichun-
gen der Rotorbla¨tter in ein rotierendes System, dessen Lage, Drehgeschwindigkeit und
-beschleunigung durch die Lo¨sung eines Hilfssystems bestimmt wird,
Jrotorϕ¨ =Mext,rotor(ϕ, ϕ˙), (3.63)
wird die algorithmische Energiedissipation stark verringert. Das zeigt das folgende nu-
merische Experiment: Betrachtet wird ein gerader elastischer Balken, der sich um eine
Achse durch seinen Schwerpunkt senkrecht zur Balkenachse frei drehen kann. Als An-
fangsbedingung wird eine Geschwindigkeitsverteilung vorgegeben, die einer Starrko¨rper-
rotation um diese Achse entspricht. Da keine Kra¨fte auf den Balken einwirken, muß
seine Energie erhalten bleiben, er sich also mit gleichbleibender Drehgeschwindigkeit
bewegen. Der Balken wird einerseits mit den nichtlinearen Balkenelementen im Inertial-
system, andererseits mit den Balkenelementen im mitrotierenden System modelliert. La-
ge, Winkelgeschwindigkeit und -beschleunigung des mitrotierenden Systems sind Lo¨sung
der Hilfsgleichung (3.63). In Abb. 3.3 ist die Trajektorie des Endpunktes des Balkens
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Abbildung 3.3 Trajektorie des Balkenendpunkts im Phasenraum.
im Phasenraum dargestellt. Man erkennt deutlich die einwa¨rts gerichtete Spirale der
Bewegung im Inertialsystem, der drehende Balken verliert anscheinend Energie. Anders
dagegen im mitrotierenden System, hier erkennt man eine gleichbleibende Kreisbewe-
gung mit konstanter Energie. Der algorithmische Verlust von Energie ist somit durch
die Beschreibung der Bewegung im Inertialsystem begru¨ndet. Das Auftreten von großen
Starrko¨rper-Rotationen fu¨hrt dazu, daß das Newmark-Verfahren dissipativ wird. In Abb.
3.4 werden die Lo¨sungen fu¨r die Position des Balken-Endpunktes u¨ber der Zeit mit der
analytischen Lo¨sung verglichen. Hier erkennt man, daß auch bei der Lo¨sung im mitro-
tierenden System ein Phasenfehler auftritt, dieser ist jedoch sehr viel geringer als der
Phasenfehler der im Inertialsystem berechneten Lo¨sung.
Aus diesen Gru¨nden wird die Zeitintegration des reduzierten Modells mit dem New-
mark-Verfahren mit β = 1/4 und γ = 1/2 durchgefu¨hrt. Fu¨r die Zeitintegration des
gesamten Strukturmodells zur Berechnung von Referenz-Lo¨sungen wird entweder das
Newmark- oder falls no¨tig das HHT-α Verfahren verwendet. Ein weiterer Vorteil bei der
Verwendung des Newmark-Verfahrens mit β = 1/4 und γ = 1/2 ist die Tatsache, daß
dieser Algorithmus a¨quivalent zum cG(1) Verfahren ist, wodurch die Abscha¨tzung des
durch die Modellreduktion hervorgerufenen Fehlers in Raum und Zeit ermo¨glicht wird.
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Abbildung 3.4 Vergleich der Berechnung im Inertialsystem und der Berechnung im rotierenden
System mit der analytischen Lo¨sung.
3.2.4 Zeitdiskretisierung der Strukturgleichungen
In diesem Abschnitt soll detaillierter auf die Diskretisierung der nichtlinearen Struktur-
gleichungen mit dem Newmark-Verfahren eingegangen werden. Die Werte zum Zeitpunkt
tn+1 mu¨ssen das Gleichungssystem
f(an+1,vn+1,dn+1, tn+1) = 0 (3.64)
erfu¨llen. Hierbei stellen dn+1, vn+1 und an+1 die Approximationen von d, d˙ und d¨
zum Zeitpunkt tn+1 = tn + ∆t dar. Die Werte dn, vn und an des vorangegangenen
Zeitschritts tn werden als bekannt vorausgesetzt. Zusa¨tzlich werden die beiden Glei-
chungen (3.40, 3.41) beno¨tigt. Lo¨st man diese nach an+1 und vn+1 auf und setzt sie in
die Bewegungsgleichung (3.64) ein, so erha¨lt man ein nichtlineares Gleichungssystem in
den Variablen dn+1. Dieses nichtlineare Gleichungssystem wird meist mit dem Newton-
Raphson Verfahren oder Varianten dieses Verfahrens gelo¨st [162, 104]. Hierfu¨r ist eine
Linearisierung der Gleichung (3.64) erforderlich. Diese ist analytisch sehr mu¨hselig zu
bestimmen. Aus diesem Grund werden mittels des Computer-Algebraprogramms Maple
die Jakobi-Matrizen durch automatische Differenzierung bestimmt. Na¨here Informatio-
nen zu diesem Vorgehen und eine beispielhafte Implementierung sind in Forsell [61]
zu finden. Der Newmark-Algorithmus fu¨r einen Zeitschritt bei Verwendung des Newton-
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Raphson Verfahrens zur Lo¨sung des nichtlinearen Gleichungssystems lautet:
i← 0
d
(i)
n+1 = dn
a
(i)
n+1 = − 1β∆tvn +
(
1− 12β
)
an
v
(i)
n+1 = vn +∆t
[
(1− γ)an + γa(i)n+1
]
 Startwert der Iteration
ρ(i) = f(a(i)n+1,v
(i)
n+1,d
(i)
n+1, tn+1) Residuum
i← i+ 1
K
(i)
eff =
1
β∆t2
M + γβ∆tC +K effektive Steifigkeitsmatrix
∆d(i) = −(K(i)eff)−1ρ(i) Verschiebungsinkrement
d
(i)
n+1 = d
(i−1)
n +∆d(i)
v
(i)
n+1 = v
(i−1)
n + γβ∆t∆d
(i)
a
(i)
n+1 = a
(i−1)
n + 1β∆t2∆d
(i)
 Update der Variablen
ρ(i) = f(a(i)n+1,v
(i)
n+1,d
(i)
n+1, tn+1) Neues Residuum
Wenn ||ρ(i)|| > ||ρ(0)|| beginne na¨chste Iteration,i = i+ 1
andernfalls setze t← t+∆t und beginne von oben.
Hierbei ist Keff die Jakobimatrix, in der Strukturdynamik auch effektive Steifigkeits-
matrix genannt,
Keff =
∂f
∂an+1
∂an+1
∂dn+1
+
∂f
∂vn+1
∂vn+1
∂dn+1
+
∂f
∂dn+1
= M
1
β∆t2
+C
γ
β∆t
+K (3.65)
mit den Matrizen
M =
∂f
∂an+1
, C =
∂f
∂vn+1
, K =
∂f
∂dn+1
. (3.66)
3.2.5 Zeitdiskretisierung der aerodynamischen Gleichungen
Wie im Anhang dargestellt, erfordert die Modellierung der instationa¨ren aerodynami-
schen Lasten die Einfu¨hrung eines zusa¨tzlichen dynamischen Systems mit fu¨nf Freiheits-
graden an jedem Gaußpunkt der Balkenelemente, an denen die aerodynamischen Lasten
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pro La¨ngeneinheit berechnet werden. Dieses dynamische System ist als Differentialglei-
chungssystem 1. Ordnung gegeben,
x˙ = SAx+ SBua = g(x, t), (3.67)
y = SCx+ SDua. (3.68)
Die Eingangsgro¨ßen ua und auch die Matrizen SA, SB und SC sind abha¨ngig von den
Strukturvariablen d, d˙ und d¨ des zugeho¨rigen Elements K. Als Integrationsverfahren
bietet sich die Trapezregel an. Auf diese Weise werden Struktur und aerodynamisches
System mit einem impliziten Verfahren 2. Ordnung integriert und Stabilita¨tsprobleme
beim aerodynamischen System sind nicht zu befu¨rchten. Man erha¨lt die diskretisierte
Form zu
xn+1 = xn +
∆t
2
[g(tn,xn) + g(tn+1,xn+1)]. (3.69)
Somit ist in jedem Iterationsschritt ein lineares Gleichungssystem der Form
(I − ∆t
2
SA,n+1)xn+1 = (I +
∆t
2
SA,n)xn + SB,nua,n + SB,n+1ua,n+1 (3.70)
fu¨r jeden Gaußpunkt zu lo¨sen.
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4 Projektionsbasierte Modellreduktion
Trotz der Zunahme der Rechengeschwindigkeit in den letzten Jahren ist die Analyse von
nichtlinearen instationa¨ren Aufgabenstellungen immer noch recht aufwendig. Vor allem
dann, wenn viele Rechnungen durchgefu¨hrt werden mu¨ssen, die sich nur geringfu¨gig
unterscheiden, zum Beispiel durch eine vera¨nderte Anregung eines ansonsten gleichge-
bliebenen Systems, kann die Modellreduktion den Rechenaufwand signifikant senken.
Das ist zum Beispiel bei der Berechnung der Ermu¨dungsbelastung der Windkraftanlage
der Fall.
Meistens werden die das System beschreibenden partiellen Differentialgleichungen zu-
na¨chst mittels der Methode der Finiten Elemente im Raum diskretisiert. Hierdurch
erha¨lt man ein großes System gewo¨hnlicher Differentialgleichungen. Verwendet man zur
nachfolgenden zeitlichen Diskretisierung explizite Verfahren, vermeidet man das ha¨ufi-
ge Lo¨sen großer Gleichungssysteme. Als Nachteil tritt jedoch die Beschra¨nkung der
Zeitschrittweite aus Stabilita¨tsgru¨nden auf. Implizite Zeitschrittverfahren erfordern die
mehrfache Lo¨sung eines großen Systems linearer Gleichungen pro Zeitschritt. Das kann
sowohl aufgrund der Speicheranforderungen als auch aufgrund der beno¨tigten Rechenzeit
sehr aufwendig sein. Vorteilhaft ist das verbesserte Stabilita¨tsverhalten dieser Verfahren,
das gro¨ßere Zeitschritte ermo¨glicht [206].
In beiden Fa¨llen ist der Rechenaufwand hoch und kann mit Hilfe der Modellredukti-
on verringert werden. Bei expliziter Zeitintegration ko¨nnen durch die Modellreduktion
die hohen Frequenzen, die aufgrund der feinen ra¨umlichen Diskretisierung im System
vorhanden sind, physikalisch aber keine Bedeutung haben, entfernt und somit die Zeit-
schrittweite vergo¨ßert werden, wie bei Bucher [25] dargestellt. Bei der Verwendung im-
pliziter Zeitintegrationsverfahren wird, wie z.B. von Krysl et al. [109] oder Remke und
Rothert [160] gezeigt, durch die Modellreduktion die Gro¨ße des wiederholt zu lo¨senden
linearen Gleichungssystems stark verringert und somit auch der Rechenaufwand.
Die Idee der Modellreduktion liegt darin, von den vorhandenen Variablen, zum Beispiel
den Knotenvariablen eines FE-Modells, zu mo¨glichst wenigen generalisierten Koordina-
ten zu wechseln, welche die großra¨umigen Strukturen beru¨cksichtigen, die in den meisten
Fa¨llen die Systemantwort dominieren. Betrachtet man zum Beispiel die Schwingung ei-
nes eingespannten und durch eine a¨ußere Kraft erregten Balkens, so ist die Darstellung
des Verschiebungsfeldes durch die Superposition von Eigenschwingungsformen vorteil-
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haft, da oft, abha¨ngig vom Frequenzgehalt der a¨ußeren Anregung, nur eine sehr geringe
Anzahl von Eigenformen notwendig ist, um die Schwingungen mit guter Genauigkeit
wiederzugeben. Das gilt ebenfalls fu¨r Probleme der Fluiddynamik, wo das Auftreten von
”koha¨renten Strukturen“ beobachtet wird [85], zum Beispiel den Wirbeln im Nachlauf ei-
nes umstro¨mten Ko¨rpers. Das Ziel der Modellreduktion ist somit, eine mo¨glichst geringe
Zahl von generalisierten Koordinaten zu finden, mit denen die Systemantwort mo¨glichst
gut approximiert werden kann.
Im folgenden wird zuna¨chst das Vorgehen der Modellreduktion beschrieben. Daran
anschliessend werden drei verschiedene Methoden zur Berechnung von Basisvektoren
dargestellt. Diese drei Basen werden dann in Kapitel 7 im Hinblick auf die erzielbare
Approximationsgu¨te fu¨r die Simulation der Windkraftanlage verglichen.
4.1 Vorgehen der Reduktion
Die Bewegungsgleichung des Systems kann nach erfolgter ra¨umlicher Diskretisierung als
System von Differentialgleichungen 1. Ordnung dargestellt werden,
x˙+ g(x, t) = 0,
x(0) = x0. (4.1)
Die Dimension dieses Systems sei d, d.h. x ∈ Rd. Zur Durchfu¨hrung der Reduktion muß
nun zuna¨chst ein Ansatz der Form
x(t) ≈ xm =
m∑
j=1
yjξj(t) = Y mξ(t) (4.2)
gewa¨hlt werden. Die Matrix Y m = [y1, . . . ,ym] wird durch m spaltenweise angeordnete
Vektoren gebildet. Die Vektoren mu¨ssen linear unabha¨ngig sein, damit sie einen Unter-
raum Ym der Dimension m aufspannen, ξ ∈ Rm, Ym = span{y1, . . . ,ym}. Dieser Raum
wird als Ansatzraum bezeichnet. Zusa¨tzlich zum Ansatzraum Ym muß ein Testraum
Yˆm = span{yˆ1, . . . , yˆm} gewa¨hlt werden. Hier gibt es zwei Mo¨glichkeiten: Beim Bubnov-
Galerkin Verfahren stimmen Ansatz- und Testraum u¨berein, beim Petrov-Galerkin Ver-
fahren sind sie unterschiedlich. Im folgenden soll zur Vereinfachung davon ausgegangen
werden, daß Ansatz- und Testraum u¨bereinstimmen, also Y m = Yˆ m gilt. Durch die im
folgenden beschriebenen Schritte fu¨hrt man eine Reduktion der Systemgro¨ße von d auf
m durch, also ist 1 < m d wu¨nschenswert.
Setzt man die Na¨herung (4.2) fu¨r x und deren Ableitung in Gl. (4.1) ein, so gilt im
allgemeinen fu¨r das Residuum ρ
ρ = Y mξ˙ + g(Y mξ, t) 6= 0. (4.3)
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Im letzten Schritt des Reduktionsprozesses projiziert man durch Multiplikation mit Y Tm
von links das Residuum auf den Unterraum Ym und fordert, daß dieses projizierte Resi-
duum gleich Null sei, Galerkin-Bedingung genannt. Man erha¨lt das reduzierte Problem
der Dimension m,
x e
x m
Projektion
Ym
Abbildung 4.1 Zerlegung von x
in xm und e.
Y Tm Y mξ˙ + Y
T
m g(Y mξ, t) = 0. (4.4)
Die Na¨herung xm weist jedoch in den meisten Fa¨llen
gegenu¨ber x einen Fehler e auf,
e = x− xm. (4.5)
Dieser Fehler e, siehe Abb. 4.1, ist orthogonal zum
Testraum Ym und kommt dadurch zustande, daß nur
der Teil xm der Lo¨sung x berechnet wird, welcher im
gewa¨hlten Unterraum liegt. Dies wird auch mit dem Be-
griff der Galerkin-Orthogonalita¨t bezeichnet. Als Indika-
tor fu¨r die Gu¨te der Approximation xm kann die Norm des Residuums ||ρ(xm)|| dienen.
Eine Abscha¨tzung des tatsa¨chlich vorhandenen Fehlers e ist damit jedoch nicht mo¨glich.
4.2 Wahl der Basisvektoren
Die Wahl der Basisvektoren entscheidet u¨ber die Gu¨te des reduzierten Modells. Man
muß dabei zwischen den Begriffen Unterraum und Basis unterscheiden. Ein- und der-
selbe Unterraum kann durch eine Vielzahl unterschiedlicher Basen aufgespannt werden.
Wa¨hlt man eine orthogonale Basis fu¨r Ansatz- und Testraum, erzielt man die besten
Ergebnisse im Hinblick auf die Vermeidung von schlechter Konditionierung des zu lo¨sen-
den Gleichungssystems [51]. Ein Satz von Vektoren {y1, . . . ,ym} ist orthogonal, wenn
yTi yj = 0 fu¨r i 6= j gilt und orthonormal, wenn zusa¨tzlich yTi yi = 1 gilt. Die Vektoren
y1, . . . ,ym bilden eine orthonormale Basis fu¨r den Unterraum Ym, wenn sie orthonor-
mal sind und Ym aufspannen. Eine Menge von Unterra¨umen Y1, . . . ,Yn ist gegenseitig
orthogonal, wenn yTz = 0 gilt fu¨r y ∈ Yi und z ∈ Yj , i 6= j.
U¨ber die Wahl von Basisvektoren fu¨r Probleme der Strukturdynamik sind eine Vielzahl
von Literaturstellen zu finden. Einen U¨berblick geben die Artikel von Dinkler [46] und
Noor [138] sowie Leger und Dussault [118]. Im folgenden werden die wichtigsten
Ansa¨tze kurz vorgestellt.
In der linearen Strukturdynamik ist die Verwendung von Eigenschwingungsformen der
Struktur weit verbreitet. Das Verfahren wird modale Reduktion genannt und fu¨hrt bei
linearen Gleichungen zu einer Entkopplung der Bewegungsgleichungen. Weiterhin bie-
ten sich hier aufgrund der physikalischen Bedeutung der Basisvektoren Kriterien fu¨r die
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Selektion der ”wichtigen“ Vektoren an, z.B. basierend auf dem Vergleich des Frequenz-
gehalts der Anregung mit den Eigenfrequenzen der einzelnen Schwingungsformen. In der
Arbeit von Nickell [137] wird die modale Reduktion erstmals fu¨r nichtlineare Proble-
me vorgeschlagen. Dabei wird an jedem diskreten Zeitpunkt das durch die Linearisie-
rung entstehende Eigenwertproblem gelo¨st und die Basis neu berechnet. Die wiederholte
Lo¨sung eines Eigenwert-Problems ist hierbei ein hoher Kostenfaktor. Weiterhin kann
man zeigen [93], daß die ha¨ufige A¨nderung der Basis der Einfu¨hrung einer zeitabha¨ngi-
gen Nebenbedingung gleicht, welche das dynamische Verhalten des Modells stark a¨ndern
kann und zu numerischen Problemen fu¨hrt. Der Grund hierfu¨r liegt in der Notwendig-
keit der Projektion der Werte des vorigen Zeitschritts in den neuen Unterraum. Eine
weitere Mo¨glichkeit ist die Verwendung des Lanczos-Algorithmus zur Generierung von
Basisvektoren, siehe zum Beispiel Nour-Omid und Clough [140] oder Wilson et al.
[203]. Vorteilhaft ist hier, daß kein Eigenwert-Problem gelo¨st werden muß. Weiterhin
beru¨cksichtigt dieses Vorgehen die ra¨umliche Verteilung der Last. Almroth et al. [2]
schlagen vor, das Verschiebungsinkrement der ersten Iteration wa¨hrend der Lo¨sung des
nichtlinearen Gleichungssystems als zusa¨tzlichen Vektor in der derzeitigen Basis zu be-
nutzen. Noor und Peters [139] verwenden Ableitungen des Lo¨sungspfades der aktu-
ellen Lo¨sung als generalisierte Koordinaten. Weiterhin haben Noor [138] sowie Ha¨nle
et al. [82] eine Mischung aus linearen Schwingungsformen und Lanczos-Vektoren vorge-
schlagen. Idelson und Cardona [93] verwenden tangentiale Eigenschwingungsformen
zusammen mit ihren approximierten Zeitableitungen. Sie zeigen, daß aufgrund der Not-
wendigkeit, die derzeitigen Verschiebungen als Anfangsbedingungen auf die neue Basis zu
projizieren, jeder Basiswechsel zu einer Erho¨hung des Fehlers fu¨hrt. Chan und Hsiao
[32] berechnen orthogonalisierte Verschiebungsvektoren als Basis fu¨r eine nichtlineare
statische Analyse. Chang und Engblom [33] verwenden Lanczos-Vektoren zusammen
mit einer Bewertung der Partizipation der individuellen Vektoren in der Antwort zu
einem bestimmten Zeitpunkt.
Eine weitere Mo¨glichkeit ist die Verwendung von ”empirischen Eigenvektoren“ . Die-
se Basis tritt in einer Vielzahl von Bezeichnungen auf, als Karhunen-Loe`ve Entwicklung
[103, 124], Hauptkomponenten-Analyse [86], empirische orthogonale Eigenvektoren [127],
Faktoren-Analyse [80], ”proper orthogonal decomposition“ [128] und ”total least squares“
[71]. Anwendungen dieser im folgenden als Karhunen-Loe`ve (KL) Basis bezeichneten Ba-
sis finden sich in vielen natur- und ingenieurwissenschaftlichen Disziplinen, zum Beispiel
in der Turbulenzforschung, Bilderkennung oder Datenreduktion. Weitere Informationen
hierzu finden sich in Holmes et al. [85] oder Sirovitch und Everson [181]. Durch Ver-
wendung der KL Basis wird die raum-zeitliche Dynamik auf einen Unterraum projiziert,
in dem die dominierende Dynamik stattfindet. Die zeitlich konstanten Eigenfunktionen
repra¨sentieren die besta¨ndigsten Strukturen, die in der Systemantwort auftauchen. Un-
typische Strukturen wie zum Beispiel Rauschen in der Systemantwort ko¨nnen dadurch
eliminiert werden. Fu¨r die Anwendung der KL Methode ist keine a-priori Information
u¨ber das untersuchte System notwendig: Die KL Basis wird aus einem vorliegenden Da-
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tensatz der Strukturbewegung generiert. Man muß somit das vollsta¨ndige System von
Differentialgleichungen zumindest einmal fu¨r eine gewisse Zeitspanne komplett lo¨sen,
um die Datenbasis zu generieren. Die KL Basis wurde zuerst von Kreuzer und Kust
[108] fu¨r Aufgaben der Strukturdynamik angewendet, weiterhin von Krysl et al. [109]
und Sansour [166]. Oft kann die Dynamik des Systems durch sehr wenige dieser Ei-
genfunktionen approximiert werden und man erha¨lt eine sehr effiziente Reduktion der
Systemdimension.
Zusammenfassend zeigt sich also, daß fu¨r die Reduktion nichtlinearer Bewegungsglei-
chungen der Strukturdynamik hauptsa¨chlich die modale Basis, verschiedene Formen der
Lanczos-Basis und in neuerer Zeit die Karhunen-Loe`ve Basis verwendet werden. Im fol-
genden werden diese drei Arten zur Generierung einer Basis genauer beschrieben. Wei-
tere Mo¨glichkeiten, zum Beispiel die Verwendung von Bahnableitungen, sollen in dieser
Arbeit nicht betrachtet werden. Informationen hierzu findet man in [46, 138, 160].
4.2.1 Modale Basis
Die modale Basis geht von der Darstellung des Systems (4.1) in der Form
x˙+Ax+ h(x, t) = 0, x(0) = x0 (4.6)
mit
A =
∂g
∂x
∣∣∣∣
x0
und h = g −Ax (4.7)
aus. Berechnet man die Eigenvektoren yj der Matrix A, indem man das Eigenwertpro-
blem
Ay = λy (4.8)
lo¨st, so folgt der Ansatz fu¨r eine reduzierte Basis der Form
x ≈ xm =
m∑
j=1
yjξj = Y mξ. (4.9)
Physikalisch interpretiert kann man die Eigenvektoren in der Strukturdynamik meist
als Eigenschwingungsformen des Systems am betrachteten Punkt x0 deuten. Der Ima-
gina¨rteil der Eigenwerte gibt die zugeordnete Schwingungsfrequenz und der Realteil die
Da¨mpfung der Eigenform an. Hieraus ergeben sich Kriterien fu¨r die Auswahl der m Ba-
sisvektoren fu¨r den reduzierten Unterraum: Man vernachla¨ssigt die zu Eigenwerten mit
großem Imagina¨rteil geho¨renden Eigenvektoren, da diese hochfrequente Schwingungen
darstellen, die einerseits durch die zugrundeliegende FE Diskretisierung nicht ausrei-
chend genau diskretisiert werden und somit sehr ungenau sind. Andererseits tragen sie
auch deshalb nicht zur in der Realita¨t beobachtbaren dynamischen Strukturantwort bei,
da sie durch die Materialda¨mpfung sehr schnell ”weggeda¨mpft“ werden. Ein weiteres
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Kriterium fu¨r die Auswahl der Basisvektoren ergibt sich durch den Vergleich von zu-
geordneter Eigenfrequenz mit dem Frequenzspektrum der a¨ußeren Anregung, da die
Strukturantwort von den Eigenformen dominiert wird, deren Frequenzen in der Na¨he
der Anregungsfrequenzen liegen. Weitere Selektionskriterien finden sich unter anderem
in [46, 138].
Setzt man den Ansatz xm = Y mξ in Gl. (4.6) ein, folgt bei symmetrischer Matrix A
und der Normierung der Eigenvektoren gema¨ß yTi yi = 1
Y TmAY m = diag(αi), (4.10)
ξ˙i + αiξi + hˆi(Y mξ, t) = 0, i = 1 . . .m. (4.11)
Hierbei bezeichnet hˆi die i-te Stelle des Vektors Y Tmh. Bei unsymmetrischer Matrix A
muss zusa¨tzlich noch das adjungierte Eigenwert-Problem gelo¨st werden, um eine Dia-
gonalisierung der Matrix A zu erreichen [194]. Fu¨r die Modellreduktion nichtlinearer
Differentialgleichungssysteme ist die Diagonalisierung der Matrix A jedoch nicht not-
wendig, da immer eine Kopplung u¨ber den nichtlinearen Term h vorliegt und deshalb
eine Entkopplung der modalen Freiheitsgrade nicht mo¨glich ist. Aus diesem Grund wird
im folgenden auch bei unsymmetrischen Matrizen Ym sowohl als Ansatz- als auch als
Testraum verwendet.
4.2.2 Lanczos Basis
Als Krylov-Unterraum der Dimension m wird der durch folgende Vektoren aufgespannte
Unterraum bezeichnet:
Km = span{y1,Ay1,A2y1, . . .Am−1y1}. (4.12)
Dieser Unterraum findet Verwendung bei der Berechnung goßer Eigenwertaufgaben [164]
sowie in Methoden zur iterativen Lo¨sung großer linearer Gleichungssysteme [104]. Er
kann jedoch ebenfalls als Basis fu¨r die Modellreduktion verwendet werden [203]. Eine
orthogonale Basis, die diesen Krylov-Raum aufspannt, kann man zum Beispiel durch
die Methode von Arnoldi berechnen [164]: Zu Beginn wa¨hlt man den Startvektor
y1, ||y1|| = 1. Fu¨r j = 1,2 . . .m − 1 berechnet man dann die Lanczos-Vektoren yj
gema¨ß der Vorschrift
hij = 〈Ayi,yj〉, i = 1,2, . . . j, (4.13)
wj = Ayj −
j∑
i=1
hijyi, (4.14)
hj+1,j = ||wj ||, (4.15)
yj+1 = wj/hj+1,j . (4.16)
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In [164] wird gezeigt, daß sich mittels Y m = {y1, . . . ,ym} die Matrix A auf obere
Hessenbergform transformieren la¨sst,
Y TmAY m =Hm. (4.17)
Bei einer oberen Hessenberg-Matrix gilt hij = 0 fu¨r alle Paare (i, j) mit i > j + 1.
Man erzielt also durch die Wahl der Lanczos-Vektoren keine Diagonalgestalt einer sym-
metrischen Matrix A wie zuvor bei Wahl der Eigenvektoren von A. In der linearen
Strukturdynamik wird im Fall eines Differentialgleichungssystems 2. Ordnung meist
A =K−1M verwendet, wobei M die Massenmatrix und K die Steifigkeitsmatrix dar-
stellt. Als Startvektor wird die statische Lo¨sung unter einer repra¨sentativen Last f ext
verwendet, y1 =K
−1f ext.
Die Sequenz der Generierung der Lanczos-Vektoren hat eine interessante physikalische
Interpretation, wie in [203] dargestellt wird. Der erste Lanczos-Vektor stellt die statische
Antwort der Struktur auf die gewa¨hlte Last dar. Die dynamischen Kra¨fte, welche hierbei
vernachla¨ssigt worden sind, haben bei einem linearen Problem die Form ω2My1, wobei
ω eine typische Frequenz der Last darstellt. Dieser ”Fehlervektor“ wird dann im na¨chsten
Schritt als neuer Lastvektor verwendet, um den zweiten Lanczos-Vektor zu generieren.
Wiederum wird durch die statische Lo¨sung ein dynamischer Anteil vernachla¨ssigt, wel-
cher dann als Lastvektor fu¨r den dritten Lanczos-Vektor verwendet wird.
4.2.3 Karhunen-Loe`ve Basis
Aufgrund der Anregung der Windturbine durch turbulenten Wind liegt es nahe, das
Antwortverhalten des Systems als stochastischen Prozeß aufzufassen und zu dessen ef-
fizienter niedrig-dimensionaler Darstellung statistische Methoden zu verwenden, zum
Beispiel die in diesem Abschnitt beschriebene Karhunen-Loe´ve Entwicklung. Die ma-
thematische Basis fu¨r die Beschreibung der Karhunen-Loe`ve Entwicklung, im folgenden
mit KLE abgeku¨rzt, ist die Spektraltheorie kompakter selbstadjungierter Operatoren.
Eine Zusammenfassung dieser Theorie im Kontext der KLE findet man zum Beispiel
im Anhang von Holmes et al. [85]. Die Idee der Karhunen-Loe`ve Entwicklung besteht
darin, eine endlich-dimensionale Basis zu bestimmen, die eine gegebene Funktion besser
approximiert als jede andere Basis gleicher Dimension. Das Vorgehen soll anhand einer
Anzahl von Realisierungen {qk} eines skalaren Felds q(x) beschrieben werden, das de-
finiert ist auf der Menge Q im Hilbert-Raum L2(Q). Gesucht ist die Basis {yj(x)}∞j=1,
welche optimal ist in dem Sinne, daß die endlich-dimensionale Approximation
qm(x) =
m∑
j=1
ξjyj(x) (4.18)
ein typisches Mitglied des Ensembles {qk} besser beschreibt, als es in jeder anderen
Basis gleicher Dimension m mo¨glich wa¨re. Die Bezeichung ”typisches Mitglied“ impli-
ziert die Verwendung einer Mittelwertbildung, gekennzeichnet durch das Symbol E{•},
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auch Erwartungswert genannt: Mathematisch ausgedru¨ckt besteht die Berechnung der
optimalen Basis darin, die Basisfunktionen y so zu wa¨hlen, daß der Erwartungswert der
Projektion der Funktion q auf y maximal wird,
max
y∈L2(Q)
E{|〈q, y〉|2}
||y||2 . (4.19)
Man kann zeigen [85], daß die gesuchten Basisfunktionen Lo¨sungen der folgenden Inte-
gralgleichung sind, ∫
Q
E{q(x1)q(x2)}y(x2)dx2 = λy(x1), (4.20)
deren Kern G(x1, x2) = E{q(x1)q(x2)} die gemittelte Autokovarianzfunktion der zwei
Punkte x1 und x2 ist. Im endlich-dimensionalen Fall, wo die Ensemble-Mitglieder {qk}
Vektoren im Rd sind, kann man eine einfache geometrische Deutung dieser optimalen
Basis angeben: Die Autokovarianzfunktion wird hier ersetzt durch die d× d Matrix
G(x1, x2) = E{q(x1)⊗ q(x2)} (4.21)
und die Eigenvektoren dieser Matrix sind die Hauptachsen der Wolke von Datenpunkten
{qk} im Raum Rd.
Anwendung auf die Darstellung der Strukturbewegung
Im folgenden wird beispielhaft die ra¨umlich eindimensionale Funktion q(x, t), x ∈ [0, L],
t ∈ [0, T ] betrachtet, die die Abweichung der Bewegung einer Struktur vom zeitlichen
Mittelwert beschreibt. Diese sei aufgrund der stochastischen Anregung ein im quadra-
tischen Mittel stetiger stochastischer Prozeß mit der Autokovarianzfunktion G(x1, x2).
Mittels der Eigenfunktionen {yj} des Integraloperators mit dem Kern G(·, ·),∫ L
0
G(x1, x2)yj(x2)dx2 = λjyj(x1), (4.22)
und den zugeho¨rigen Eigenwerten λj la¨ßt sich der Prozeß ausdru¨cken als
q(x, t) = lim
k→∞
k∑
j=1
√
λj ξj(t) yj(x). (4.23)
Dabei genu¨gen die Funktionen ξj(t) der Gleichung
ξj(t) = (
√
λj)−1
∫ L
0
yj(x)q(x, t)dx (4.24)
und sind unkorreliert, also gilt E{ξnξm} = δnm.
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Optimalita¨t der Karhunen-Loe`ve Entwicklung
Die Eigenwerte λj ko¨nnen interpretiert werden als die mittlere Energie der Bewegung,
projiziert auf die Eigenfunktion yj : Definiert man die mittlere Energie-Projektion als
E{|〈yj , q〉|2}, ergibt sich nach kurzer Rechnung
E
{
|〈yj , q〉|2
}
= E
{∣∣∣∣∫ L
0
yj(x)q(x, t)dx
∣∣∣∣2
}
= λj . (4.25)
Trifft man die zusa¨tzliche Annahme, daß die Funktion q ergodisch ist, also
E{q(x, t)} = lim
T→∞
1
T
∫ T
0
q(x, t)dt fu¨r ein festes x (4.26)
gilt, kann man die Eigenwerte auch als ein Maß fu¨r die mittlere Zeitdauer interpretieren,
die die Funktion q entlang der durch yj gegebenen Koordinatenachse verbracht hat,
λj = lim
T→∞
1
T
∫ T
0
|〈yj , q(x, t)〉|2dt. (4.27)
Nimmt man an, daß die Eigenwerte λj so angeordnet sind, daß λj > λj+1 ∀ j gilt,
ergibt sich die Beziehung [18]
m∑
j=1
E{|〈yj , q(x, t)〉|2} =
m∑
j=1
λj ≥
m∑
j=1
E{|〈zj , q(x, t)〉|2} (4.28)
fu¨r beliebige m und beliebige andere Basisvektoren zj . Folglich ist von allen mo¨glichen
linearen Zerlegungen der Bewegung q(x, t) fu¨r eine gegebene Anzahlm von Basisvektoren
die Karhunen-Loe`ve Entwicklung die effizienteste in dem Sinne, daß die Projektion auf
den hiervon aufgespannten Unterraum im Mittel die maximal mo¨gliche Energie entha¨lt.
Optimalita¨t kann auch definiert werden als die Suche nach Basisfunktionen, die die
Norm des Abstands zwischen exakter Lo¨sung und der endlich-dimensionalen Approxi-
mation minimieren,∣∣∣∣∣∣
∣∣∣∣∣∣q(x, t)−
m∑
j=1
ξjyj
∣∣∣∣∣∣
∣∣∣∣∣∣
2
= ||q(x, t)||2 +
∣∣∣∣∣∣
∣∣∣∣∣∣
m∑
j=1
ξjyj
∣∣∣∣∣∣
∣∣∣∣∣∣
2
− 2〈q(x, t),
m∑
j=1
ξjyj〉. (4.29)
Also muß die Summe der Projektionen
∑N
j=1〈q, yj〉 maximiert werden. Das ist, wie in
der Einleitung dieses Abschnitts gezeigt, gerade die der Karhunen-Loe`ve Entwicklung
zugrunde liegende Idee.
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Die Methode von Sirovitch
Zur Berechnung der Karhunen-Loe`ve Basis mu¨ssen schon bei einer ma¨ßig feinen ra¨umli-
chen Diskretisierung des Ausgangsproblems die Eigenvektoren einer großen ra¨umlichen
Kovarianzmatrix bestimmt werden. Ein Ansatz zur Verringerung dieses Rechenaufwands
geht auf Sirovitch [180] zuru¨ck und wird als die ”Methode der Schnappschu¨sse“ be-
zeichnet:
Man geht davon aus, daß eine Simulation der Bewegung des untersuchten Systems
durchgefu¨hrt wird, deren Ergebnis ein Bewegungsfeld q(x, t) ist. Mit q(x, n∆t) = qn(x)
bezeichnet man diskrete ”Schnappschu¨sse“ des Bewegungsfeldes mit konstantem Zeit-
schritt ∆t. Die Anzahl dieser Schnappschu¨sse sei M . Mit der Annahme der Ergodizita¨t
des untersuchten Prozesses kann die ra¨umliche Kovarianzfunktion geschrieben werden
als
G(x1, x2) = lim
T→∞
1
T
∫ T
0
q(x1, t)q(x2, t)dt. (4.30)
Als Approximation dieser Gleichung verwendet man die berechneten Schnappschu¨sse,
also
GˆM (x1, x2) =
1
M
M∑
n=1
qn(x1)qn(x2). (4.31)
Die Funktion GˆM (x1, x2) wird empirische ra¨umliche Kovarianzfunktion genannt. Zur Be-
rechnung der Basisfunktionen beno¨tigt man den Integraloperator mit dem KernG(x1, x2),∫ L
0
G(x1, x2)y(x2)dx2 ≈
∫ L
0
1
M
M∑
n=1
qn(x1)qn(x2)y(x2)dx2 (4.32)
=
1
M
M∑
n=1
qn(x1)
∫ L
0
qn(x2)y(x2)dx2 (4.33)
=
M∑
n=1
αnqn(x1). (4.34)
Die Eigenfunktionen y(x) des Integraloperators mu¨ssen der Gleichung
M∑
n=1
αnqn(x) = λ y(x) (4.35)
genu¨gen. Also ko¨nnen die empirischen Eigenfunktionen geschrieben werden als
y(x) =
M∑
n=1
βnqn(x) = βTq(x) (4.36)
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mit den Konstanten β = (β1, . . . , βM )T und dem Vektor der Schnappschu¨sse q(x) =
(q1(x), . . . , qM (x))
T . Es folgt also das bemerkenswerte Ergebnis, daß die empirischen
Eigenfunktionen des Integraloperators mit dem Kern GˆM (x1, x2) Linearkombinationen
der Schnappschu¨sse der Bewegung sind.
Zuru¨ck zur Berechnung der empirischen Eigenfunktionen, also der Lo¨sung der Glei-
chung ∫ L
0
G(x1, x2)y(x2)dx2 = λ y(x1). (4.37)
Substituiert man hier die empirische ra¨umliche Kovarianzfunktion und Gleichung (4.36),
ergibt sich ∫ L
0
1
M
M∑
n=1
qn(x1)qn(x2)
M∑
m=1
βmqm(x2)dx2 = λ
M∑
n=1
βnqn(x1) (4.38)
1
M
M∑
n=1
qn(x1)
M∑
m=1
βm
∫ L
0
qn(x2)qm(x2)dx2 = λ
M∑
n=1
βnqn(x1). (4.39)
Das kann auch geschrieben werden als
(Bβ)Tq(x) = λβTq(x), (4.40)
wobei die Elemente der Matrix B definiert sind als
Bij =
1
M
∫ L
0
qi(x)qj(x)dx. (4.41)
Aufgrund der Annahme, daß die Schnappschu¨sse linear unabha¨ngig sind, ist die Matrix
B positiv definit. Somit folgt aus
(Bβ)Tq(x) = λβTq(x), (4.42)
daß auch
Bβ = λβ (4.43)
gilt. Also sind zur Bestimmung der empirischen Eigenvektoren gema¨ß Gl. (4.36) die
Eigenvektoren der Gleichung (4.43) zu bestimmen. Dies ist nur ein Eigenwert-Problem
mit einer M × M Matrix und weniger aufwendig zu berechnen als das urspru¨ngliche
Problem mit einer d×d Matrix, wenn die Anzahl M der Schnappschu¨sse geringer ist als
die Dimension d des Konfigurationsvektors.
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Im folgenden soll ein Verfahren vorgestellt werden, mit dem die Fehler ermittelt werden
ko¨nnen, welche durch die einzelnen Diskretisierungsschritte der partiellen Differential-
gleichung entstehen, also aufgrund von ra¨umlicher und zeitlicher Diskretisierung sowie
der Modellreduktion. Ein U¨berblick u¨ber verschiedene Fehlerscha¨tzer fu¨r Finite Elemen-
te ist in Ainsworth und Oden [1] sowie Verfu¨hrth [199] und den darin enthaltenen
Literaturstellen zu finden. Im folgenden soll ein Ansatz zur a posteriori Fehlerscha¨tzung
vorgestellt werden, der in neuerer Zeit zur adaptiven Netz-Verfeinerung mit großem Er-
folg eingesetzt wird, die ”dual-weighted-residual“ (DWR) Methode.
5.1 Die dual-weighted-residual Methode
Die DWR-Methode ist auf alle Aufgabenstellungen anwendbar, die in Variationsfor-
mulierung geschrieben werden ko¨nnen. Der Ansatz der DWR-Methode basiert auf der
Verwendung der Lo¨sung des dualen bzw. adjungierten Problems. Bei der Berechnung der
Parameter-Sensitivita¨t, zum Beispiel zur Optimierung des Designs einer Struktur, wird
die Lo¨sung des adjungierten Problems seit la¨ngerem mit Erfolg eingesetzt [11, 94, 106].
Aber auch fu¨r die Abscha¨tzung des Diskretisierungsfehlers partieller Differentialgleichun-
gen in Raum und Zeit sowie zur adaptiven Netzverfeinerung kann die adjungierte Me-
thode verwendet werden. Die Tatsache, daß dieselbe adjungierte Lo¨sung sowohl bei opti-
malem Design als auch bei der numerischen Fehleranalyse eine wichtige Rolle spielt, ist
einfach zu erkla¨ren: Bei der Design-Optimierung ist man interessiert an der Perturbati-
on eines Zielfunktionals durch A¨nderungen von Geometrie oder Materialeigenschaften,
bei der Fehleranalyse betrachtet man die Perturbation eines Zielfunktionals durch den
numerischen Approximationsfehler.
Aufbauend auf den Arbeiten von Johnson [97] sowie Eriksson et al. [50] haben Ran-
nacher et al. [157, 14, 13, 5, 156, 15] die ”dual-weighted-residual method“ entwickelt
und zur adaptiven Netzverfeinerung bei einer Vielzahl von Problemen verwendet. Wei-
terhin wird dieser Ansatz zur Fehlerkontrolle und adaptiven Schrittweitensteuerung bei
der Zeitintegration von Systemen von gewo¨hnlichen Differentialgleichungen eingesetzt
[52, 126, 125]. Außerdem kann die duale Lo¨sung zur nachtra¨glichen Verbesserung ei-
nes Funktionals der Lo¨sung verwendet werden [182, 69, 151]. Im folgenden wird die
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DWR-Methode zur Abscha¨tzung des Fehlers eines Funktionals der Lo¨sung anhand ei-
nes einfachen Beispiels aus der linearen Algebra vorgestellt. Daran anschließend erfolgt
die Formulierung in abstrakter Schreibweise fu¨r allgemeine Variationsgleichungen. Die
gewa¨hlte Darstellung orientiert sich an Rannacher [156], zur Einfu¨hrung in die Theorie
der adjungierten Methode siehe Kleiber [106] und Marchuk [129]. Am Ende dieses
Kapitels wird die DWR-Methode auf die Abscha¨tzung des Fehlers durch Modellreduk-
tion und Zeitintegration angewendet. Es zeigt sich, daß hieraus ein Fehlerindikator zur
Auswahl geeigneter Basisvektoren fu¨r die Modellreduktion entwickelt werden kann, um
ein bestimmtes Funktional der Lo¨sung sehr effizient mit hoher Genauigkeit zu approxi-
mieren.
5.2 Approximation eines linearen Modellproblems
Zur Einfu¨hrung in das Konzept der DWR-Methode soll ihre Anwendung auf ein einfaches
Beispiel aus der linearen Algebra gema¨ß [156] beschrieben werden: Das lineare System,
welches zu lo¨sen ist, wird gegeben durch
Ax = b, x ∈ Rd. (5.1)
Aˆ und bˆ bezeichnen eine Approximation von A und b des Systems (5.1), so daß xˆ der
Gleichung
Aˆxˆ = bˆ (5.2)
genu¨gt. Die Aufgabe besteht nun darin, eine Beziehung zwischen einfach zu berechnenden
Residuum ρ = b −Axˆ, das man erha¨lt, wenn man die approximierte Lo¨sung xˆ in das
Ausgangsproblem (5.1) einsetzt, und dem unbekannten Fehler e = x−xˆ zu finden. Diese
Beziehung ist notwendig, da ein kleines Residuum nicht automatisch bedeutet, daß auch
der Fehler klein ist. Der einfachste Ansatz besteht darin, die Gleichung
Ae = ρ (5.3)
fu¨r e zu lo¨sen. Hier soll jedoch ein anderer Weg gezeigt werden, die Beziehung zwischen
Residuum und Fehler zu berechnen. Er beruht auf der Erkenntnis, daß im Bereich der
Ingenieurwissenschaften meist nicht die gesamte Lo¨sung von Interesse ist, sondern nur
ein bestimmtes Funktional der Lo¨sung. Beispiele hierfu¨r sind der Auftriebs- und Wi-
derstandsbeiwert eines umstro¨mten Ko¨rpers sowie die Spannungen oder Bewegungen
an einer bestimmten Stelle einer Struktur. Mathematisch ausgedru¨ckt interessiert man
sich nicht fu¨r die gesamte Lo¨sung, sondern nur fu¨r ein Funktional J(x) dieser Lo¨sung.
Die Berechnung liefert jedoch J(xˆ), welches gegenu¨ber J(x) einen Fehler aufweist. Im
einfachsten Fall ist J linear und kann als
J(x) = pTx (5.4)
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geschrieben werden. Hierbei definiert p ∈ Rd das Funktional, welches aufgrund der Ap-
proximation den folgenden Fehler aufweist,
J(x)− J(xˆ) = J(e) = 〈e,p〉. (5.5)
〈·, ·〉 bezeichnet das fu¨r den Raum passende Skalarprodukt, 〈u,v〉 = uTv. Um den Fehler
bei der Berechnung des Funktionals zu bestimmen, verwendet man die Lo¨sung des dualen
oder adjungierten Problems
A∗λ = p (5.6)
mit λ ∈ Rd. Der duale Operator A∗ ist definiert u¨ber die Lagrange-Identita¨t
〈v,Au〉 = 〈A∗v,u〉. (5.7)
Hieraus folgt
J(e) = 〈e,p〉 = 〈e,A∗λ〉 = 〈Ae,λ〉 = 〈ρ,λ〉. (5.8)
Damit erha¨lt man eine a posteriori Fehlerschranke
|J(e)| ≤
d∑
i=1
|ρi| |λi| (5.9)
mit dem lokalen Residuum ρi, welches mit der lokalen dualen Lo¨sung λi gewichtet wird.
Die adjungierten Variablen λ kann man auf zwei Arten interpretieren, zum einen als den
Einfluß des lokalen Residuums des Ausgangsproblems auf den globalen Fehler des zu be-
rechnenden Funktionals, zum anderen als Wert des Zielfunktionals, der der zugeho¨rigen
Greenschen Funktion entspricht: Definiert man 1(i) als einen Vektor, der u¨berall Null ist
bis auf die i-te Stelle, die gleich Eins ist, wird die i-te Spalte von A−1gegeben durch die
Lo¨sung x(i) von
Ax(i) = 1(i) (5.10)
und ist das diskrete A¨quivalent zur Greenschen Funktion. Wertet man das Zielfunktional
aus, folgt
J(x(i)) = pTx(i) = (A∗λ)Tx(i) = λTAx(i) = λT1(i) = λi. (5.11)
Also ist die i-te Komponente der adjungierten Lo¨sung gleich dem Wert des Zielfunktio-
nals, wenn die Lo¨sung x(i) gleich der i-ten Greenschen Funktion ist.
5.3 Anwendung auf allgemeine Variationsprobleme
Der beschriebene Ansatz zur Fehlerscha¨tzung mittels Residuum und der Lo¨sung des
dualen Problems kann auf generelle nichtlineare Probleme in Variationsformulierung
erweitert werden. Im folgenden wird das zugrundeliegende Konzept in abstrakter funk-
tionalanalytischer Schreibweise dargestellt, siehe auch Johnson [97], Eriksson et al.
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[50] und Rannacher [156]. Sei V ein Hilbert-Raum mit dem inneren Produkt 〈·, ·〉 und
der korrespondierenden Norm || · ||, A(· ; ·) eine stetige semi-lineare Form und F (·) eine
stetige lineare Form, definiert in V. Hierbei gelte die Konvention, daß A(· ; ·) linear in
den Variablen ist, die rechts des Semikolons stehen. Gesucht ist die Lo¨sung q ∈ V der
abstrakten Variationsgleichung
A(q; δϕ) = F (δϕ) ∀ δϕ ∈ V. (5.12)
Die Gleichung wird approximiert durch die Galerkin-Methode unter Verwendung eines
endlich-dimensionalen Unterraums Vh ⊂ V: Finde qh ∈ Vh, so daß
A(qh; δϕh) = F (δϕh) ∀ δϕh ∈ Vh. (5.13)
Die Approximation erfu¨llt die Galerkin-Orthogonalita¨tsbeziehung, welche beim vorlie-
genden Problem gegeben wird durch
A(q; δϕh)−A(qh; δϕh) = 0 ∀ δϕh ∈ Vh. (5.14)
Hieraus folgt die Beziehung
A(q; δϕh)−A(qh; δϕh) =
∫ 1
0
A′(sq + (1− s)qh; q − qh, δϕh)ds. (5.15)
Darin bezeichnet A′(q; ·, ·) die Ableitung von A(· ; ·) nach der ersten Variable, die am
Punkt q ausgewertet wird. Das fu¨hrt zur Einfu¨hrung der folgenden Bilinearform
L(q, qh; δϕ, δψ) :=
∫ 1
0
A′(sq + (1− s)qh; δϕ, δψ)ds, (5.16)
die sowohl von der Lo¨sung q als auch von qh abha¨ngt. Mit dem Fehler e = q − qh ergibt
sich
L(q, qh; e, δϕh) =
∫ 1
0
A′(sq + (1− s)qh; e, δϕh)ds
= A(q; δϕh)−A(qh; δϕh) = 0 (5.17)
fu¨r ein beliebiges δϕh ∈ Vh. Um den Fehler eines nichtlinearen Funktionals J(q)− J(qh)
zu approximieren, bestimmt man die Taylor-Entwicklung des Funktionals,
J(q)− J(qh) = ∂J
∂q
∣∣∣∣
qh
(q − qh) +O(||q − qh||2), (5.18)
und vernachla¨ssigt die Terme ho¨herer Ordnung. Weiterhin beno¨tigt man die Lo¨sung
λ ∈ V des dualen Problems
L(q, qh; δϕ, λ) = Jˆ(δϕ) ∀ δϕ ∈ V mit Jˆ = ∂J
∂q
∣∣∣∣
qh
. (5.19)
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Unter der Annahme, daß dieses duale Problem lo¨sbar ist und unter Verwendung der
Orthogonalita¨tsbeziehung (5.14) erha¨lt man fu¨r den Fehler im Funktional
J(q)− J(qh) ≈ L(q, qh; e, λ) = F (λ)−A(qh;λ). (5.20)
Da die Bilinearform L(q, qh; ·, ·) die unbekannte exakte Lo¨sung in ihren Koeffizienten
entha¨lt und auch die unbekannte exakte Lo¨sung λ des dualen Problems in der obigen
Gleichung auftaucht, sind Approximationen notwendig, um (5.20) berechnen zu ko¨nnen.
Fu¨r die Approximation der Bilinearform besteht der einfachste Ansatz darin, q durch
qh zu ersetzen. Daraus folgt das duale Problem zur Bestimmung einer Approximation λˆ
von λ
L(qh, qh; δϕ, λˆ) = Jˆ(δϕ) ∀ δϕ ∈ V. (5.21)
Die Abscha¨tzung der Auswirkung dieser Approximation auf die Genauigkeit des Feh-
lerscha¨tzers ist schwierig und ha¨ngt vom untersuchten Problem ab. Laut Aussage von
Rannacher [156] hat sich bei verschiedenen Anwendungen einschließlich der Navier-
Stokes Gleichungen jedoch gezeigt, daß diese Na¨herung fu¨r die adaptive Netzverfeinerung
gute Ergebnisse liefert, solange die Lo¨sung des Ausgangsproblems stabil ist. Wichtiger
ist eine gute Approximation der dualen Lo¨sung λˆ durch die Lo¨sung eines diskretisierten
dualen Problems
L(qh, qh; δϕh, λˆh) = Jˆ(δϕh) ∀ δϕh ∈ Vh. (5.22)
Die exakte Lo¨sung λˆ kann auf verschiedene Weisen approximiert werden:
 Berechnung der dualen Lo¨sung auf einer feineren Diskretisierung oder
 Interpolation der diskreten Lo¨sung λˆh durch Polynome ho¨herer Ordnung auf Element-
Patches.
Die erste Mo¨glichkeit ist im Kontext der Finiten Elemente aufwendig und wird laut
Rannacher [156] selten verwendet, da man fu¨r die Lo¨sung des dualen Problems nicht
mehr Rechenzeit aufwenden mo¨chte als fu¨r die Lo¨sung des Ausgangsproblems. Deshalb
sei, wie auch numerische Beispiele zeigten, die zweite Mo¨glichkeit fu¨r die adaptive Netz-
verfeinerung geeigneter. Fu¨r die Auswertung des Fehlerscha¨tzers muß die Gleichung
J(q)− J(qh) ≈ F (λ)−A(qh;λ) (5.23)
auf Elementebene ausgewertet werden. Ist fu¨r ein bestimmtes Element der gescha¨tzte
Fehler groß, wird es im Raum oder in der Zeit verfeinert [199].
5.4 Modellreduktions- und Zeitdiskretisierungsfehler
Im folgenden soll der Fehler analysiert werden, der durch die projektionsbasierte Modell-
reduktion entsteht, um Aussagen u¨ber die Genauigkeit des reduzierten Modells machen
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zu ko¨nnen. Fu¨r lineare Probleme sind hierzu in der Literatur einige Arbeiten zu fin-
den: Kline [107] untersucht den Modellreduktionsfehler bei linearen Systemen, die mit
einer Kombination aus modaler und Lanczos-Basis approximiert werden. Das Ergebnis
ist, daß der Fehler aus zwei Anteilen besteht: Ein Teil wird hervorgerufen durch den
Fehler bei der Darstellung der a¨ußeren Last durch die reduzierte Basis, der zweite Teil
entsteht durch die Unfa¨higkeit der reduzierten Basis, die exakte Eigenschwingungsant-
wort des vollen Modells wiederzugeben. Joo, Wilson und Leger [100] schlagen auf
einer Analyse des Modellreduktionsfehlers basierende Kriterien fu¨r die Dimension der
Lanczos-Basis vor und zeigen ebenfalls, daß die Lastkomponenten, die orthogonal zur
Basis stehen, relevant fu¨r die Ho¨he des Fehlers sind. Cabos [26] berechnet a-posteriori
Fehlerschranken fu¨r lineare Schwingungsprobleme, die im Krylov-Unterraum berechnet
werden. Dabei wird zum einen eine Schranke fu¨r die Norm des unbekannten Fehlers
und zum anderen eine Schranke fu¨r den Fehler eines linearen Funktionals der Lo¨sung
hergeleitet.
Fu¨r nichtlineare Probleme gestaltet sich die Fehlerabscha¨tzung schwieriger. Fink und
Rheinboldt [55, 54] geben eine Abscha¨tzung des Fehlers bei der Reduktion nicht-
linearer statischer Probleme an und zeigen, daß der Fehler mit zunehmender Dimen-
sion der reduzierten Basis abnimmt. Utku et al. [196] geben Abscha¨tzungen fu¨r den
Modellreduktionsfehler fu¨r allgemeine nichtlineare Systeme 1. Ordnung, indem sie die
Fehlerfortpflanzung bei Verwendung des expliziten Euler-Algorithmus zur Zeitdiskreti-
sierung untersuchen. Ergebnis ist eine Approximation des Fehlers zu jedem Zeitschritt,
die jedoch die unbekannte Lo¨sung des nicht reduzierten Problems entha¨lt.
Im folgenden soll eine Abscha¨tzung des Modellreduktionsfehlers mit Hilfe der dualen
Methode hergeleitet werden. Diese beinhaltet sowohl den durch die Projektion auf den
niedrig-dimensionalen Ansatzraum hervorgerufenen Fehler als auch den Anteil, der durch
die zeitliche Diskretisierung hervorgerufen wird. Dabei findet die cG(1) Methode zur zeit-
lichen Diskretisierung Verwendung, die, wie in Abschnitt 3.2.2 gezeigt, unter bestimmten
Bedingungen mit der Newmark-Methode u¨bereinstimmt. Die Darstellung orientiert sich
an Johnson [98], der den Zeitdiskretisierungsfehler bei nichtlinearen, nicht reduzierten
Differentialgleichungssystemen untersucht. Man beginnt mit dem durch die ra¨umliche
Diskretisierung der partiellen Differentialgleichungen entstandenen System von gewo¨hn-
lichen Differentialgleichungen erster Ordnung,
x˙+ g(x, t) = 0, 0 < t ≤ T,
x(0) = x0, x ∈ Rd. (5.24)
Durch die Modellreduktion mit dem Ansatz x ≈ xm = Y mξ ergibt sich das reduzierte
Problem mit der Normierung der Basisvektoren gema¨ß Y TmY m = I zu
ξ˙ + Y Tmg(Y mξ, t) = ξ˙ + gm(ξ, t) = 0,
ξ(0) = Y Tmx(0). (5.25)
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Das System wird mittels des cG(1) Verfahrens in der Zeit diskretisiert. Im folgenden
werden die Bezeichnungen gema¨ß Abschnitt 3.2.2 verwendet. Gesucht wird die Appro-
ximation ξk von ξ, die stetig und abschnittsweise linear ist und der Gleichung∫
In
[
ξ˙k + gm(ξk, t)
]
dt = 0 (5.26)
fu¨r jedes Zeitintervall In, n = 1 . . . N genu¨gt. Um diese Gleichung vollsta¨ndig diskret
schreiben zu ko¨nnen, muß eine Quadraturformel fu¨r das Integral von gm ausgewa¨hlt
werden. Mit der Trapezregel ergibt sich die fu¨r jedes Zeitintervall zu lo¨sende Gleichung
ξk,n − ξk,n−1 +
∆tn
2
[
gm(ξk,n−1, tn−1) + gm(ξk,n, tn)
]
= 0 (5.27)
mit ξk,0 = ξ(0). Mit der approximierten Lo¨sung xm,k = Y mξk lautet der Ausdruck fu¨r
das Residuum
ρ(t) = −
[
Y mξ˙k + g(Y mξk, t)
]
. (5.28)
Sei nun λ die Lo¨sung der adjungierten Gleichung
−λ˙+ [A(t)]T λ = p, T > t ≥ 0
λ(T ) = 0, (5.29)
fu¨r ein lineares Funktional der Form J(x) =
∫ T
0 〈p,x〉dt. Das Vorgehen bei nichtlinearen
Funktionalen ist im vorigen Abschnitt beschrieben. A(t) bezeichne dabei die Jakobi-
Matrix
A(t) =
∫ 1
0
∂g(sx+ (1− s)Y mξk)
∂x
ds. (5.30)
Hiermit ergibt sich der im vorigen Abschnitt aufgefu¨hrte Zusammenhang
A(t) [x− xm,k] = g(x, t)− g(xm,k, t), (5.31)
der zur Abscha¨tzung des Fehlers beno¨tigt wird. Der Fehler des Funktionals lautet
J(x)− J(xm,k) =
∫ T
0
〈p,x− xm,k〉dt (5.32)
=
∫ T
0
〈−λ˙+ [A(t)]T λ,x− xm,k〉dt (5.33)
=
∫ T
0
〈ρ,λ〉dt+ 〈λ(0),x(0)− xm,k(0)〉 (5.34)
=
N∑
n=1
∫
In
〈ρ,λ〉dt+ 〈λ(0),x(0)− xm,k(0)〉 (5.35)
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=
N∑
n=1
d∑
j=1
∫
In
ρjλjdt+ 〈λ(0),x(0)− xm,k(0)〉 (5.36)
≤
N∑
n=1
d∑
j=1
sup
t∈In
|ρj |
∫
In
λjdt
+〈λ(0),x(0)− xm,k(0)〉. (5.37)
Man erkennt die Anteile aufgrund von Modellreduktion und Zeitdiskretisierung sowie
den Anteil aufgrund der Approximation des Anfangswerts. Als Approximation der zur
Abscha¨tzung des Fehlers beno¨tigten exakten Lo¨sung des dualen Problems λ kann wie im
vorigen Abschnitt beschrieben entweder eine Berechnung mit geringerer Zeitschrittweite
oder eine Interpolation mit Ansatzfunktionen ho¨herer Ordnung auf Zeitintervall-Patches
verwendet werden. Bei sehr großen Systemen wird man auch das duale Problem in einem
niedrig-dimensionalen Unterraum approximieren, analog zum Vorgehen der Modellre-
duktion beim Ausgangsproblem.
5.5 Auswahl geeigneter Basisvektoren
Eine weitere Einsatzmo¨glichkeit der Approximation des Fehlers ist die Auswahl von fu¨r
die Approximation des gewa¨hlten Funktionals geeigneten Basisvektoren. Ausgehend von
J(x− xm,k) =
∫ T
0
〈ρ,λ〉dt+ 〈λ(0),x(0)− xm,k(0)〉 (5.38)
kann man diese Gleichung auch komponentenweise schreiben als
J(x− xm,k) =
d∑
i=1
ji, (5.39)
wobei der Vektor j = (j1, . . . , jd)T definiert ist als
j =
∫ T
0
Λρ dt+Λ(0)[x(0)− xm,k(0)] (5.40)
mit der Matrix Λ = diag(λ). Durch die Darstellung von j im Unterraum Vm ergibt sich
Y Tmj =
∫ T
0
Y TmΛρ dt+ Y
T
mΛ(0)[x(0)− xm,k(0)], (5.41)
dessen Komponenten einen Indikator fu¨r den Fehler in Richtung des jeweiligen Basis-
vektors darstellen. Dieses Vorgehen ist analog zur adaptiven Netzverfeinerung zu sehen,
wo der Fehler auf Element-Ebene ausgewertet wird. Hier entsprechen die Basisvektoren
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den Elementen: Ist die Fehlerkomponente groß, sollte der Basisvektor in der reduzierten
Basis verbleiben, andernfalls kann der betrachtete Basisvektor aus der reduzierten Basis
entfernt werden. Man kann also aus einer gro¨ßeren Anzahl von mo¨glichen Basisvektoren
diejenigen automatisch selektieren, die fu¨r die Berechnung des betrachteten Funktionals
die gro¨ßte Bedeutung haben, also die gro¨ßte Genauigkeit bei der Approximation des
Funktionals liefern.
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6 Verbesserung der Approximations-
gu¨te
Es sind mehrere Verfahren entwickelt worden, um niedrig-dimensionale Systeme von
gewo¨hnlichen Differentialgleichungen zu konstruieren, welche die Langzeit-Dynamik, also
das asymptotische Verhalten des unendlich-dimensionalen Ausgangsproblems reprodu-
zieren. Das bekannteste dieser Verfahren stellt das im Kapitel 4 beschriebene Galerkin-
Verfahren zur Modellreduktion dar. Es ignoriert die kleinra¨umige Struktur der Lo¨sung
und konzentriert sich auf die großra¨umigen Strukturen. Die Ausgangsgleichung wird auf
einen linearen, also ebenen Unterraum projiziert, deshalb wird dieses Verfahren auch als
”flat Galerkin method“ oder ebene Galerkin Methode bezeichnet.
Es ist jedoch bekannt, daß sich die Lo¨sungen einiger dissipativer nichtlinearer par-
tieller Differentialgleichungen nach einer gewissen ”Einschwingzeit“ auf einem globalen
Attraktor endlicher Dimension befinden [191]. In diesem Fall bleibt die Lo¨sung zwar
zeitabha¨ngig, konvergiert aber zu einer bestimmten Menge im Phasenraum, dem At-
traktor. Es gibt Ansa¨tze, den Attraktor numerisch zu approximieren, um das Lang-
zeitverhalten des Systems effizient zu beschreiben. Versuche in diese Richtung basieren
auf der Theorie der inertialen Mannigfaltigkeiten (IM), siehe z.B. [60, 191] fu¨r einen
U¨berblick und weiterfu¨hrende Literaturverweise, und haben zur Entwicklung der nicht-
linearen Galerkin Methode gefu¨hrt [130, 45, 115]. Dieses Verfahren zeigt bei bestimmten
Problemen eine bessere Genauigkeit verglichen mit der traditionellen Galerkin Methode
bei gleicher ra¨umlicher Abbruchgrenze, erfordert jedoch einen ho¨heren Rechenaufwand.
Vergleicht man die Genauigkeit der Lo¨sungen der beiden Methoden, die man fu¨r eine
vorgegebene Rechenleistung erha¨lt, ist es oft nicht eindeutig, ob die Verwendung der
nichtlinearen Galerkin Methode vorteilhaft ist. In diesem Zusammenhang wurde mit der
”postprocessed“ Galerkin Methode von Garc´ıa-Archilla et al. [64] ein weiteres Ver-
fahren entwickelt, bei dem die kleinra¨umigen Strukturen wie bei der linearen Galerkin
Methode wa¨hrend der zeitlichen Entwicklung ignoriert werden. Ist jedoch ein Ausgabe-
wert gewu¨nscht, wird die berechnete Lo¨sung im Nachhinein mit Hilfe der IM korrigiert,
um die kleinra¨umigen Strukturen zuru¨ckzuerhalten. Diese Methode ist oft effizienter als
die normale und die nichtlineare Galerkin Methode, wie in Laing et al. [114] fu¨r ein
Anwendungsbeispiel aus der Strukturdynamik gezeigt wird. Sie a¨hnelt dem Verfahren
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der statischen Korrektur [79, 89] fu¨r lineare Probleme der Strukturdynamik, in der eng-
lischsprachigen Literatur ”static correction method“ genannt: Von den Ergebnissen der
Modellreduktion bei linearen Problemen ist bekannt, daß das reduzierte Problem zwar
die Dynamik des Systems mit guter Approximationsgu¨te wiedergeben mag, daß aber
die abgeleiteten Gro¨ßen wie innere Kra¨fte und Momente durch das reduzierte System
schlechter approximiert werden [105]. Man geht von den linearen Bewegungsgleichungen
Md¨+Kd = f ext(t) (6.1)
aus und berechnet die modale Basis. Die Eigenformen des Systems trennt man in zwei
Gruppen, sa¨ulenweise zusammengefaßt in den Matrizen Y und Z. Hierbei stellt man die
langwelligen Eigenformen bzw. diejenigen, deren Eigenfrequenz in der Na¨he der Anre-
gungsfrequenz der externen Kraft liegen, in die Matrix Y und alle u¨brigen in die Matrix
Z, so daß
x = Y ξ +Zη (6.2)
gilt. Durch Einsetzen und Multiplizieren mit Y T und ZT von links zerfa¨llt aufgrund der
Orthogonalita¨t der Eigenvektoren in Y und Z bezu¨glichM und K das System in zwei
Teilsysteme,
Y TMY ξ¨ + Y TKY ξ = Y Tf ext(t),
ZTMZη¨ +ZTKZη = ZTf ext(t). (6.3)
Sa¨mtliche Matrizen haben dabei Diagonalgestalt. Nur das erste System wird in der Zeit
diskretisiert, beim zweiten System argumentiert man, daß die kurzwelligen Eigenformen
der Anregung quasi-statisch folgen, also die Zeitableitung η¨ vernachla¨ssigt werden kann.
Gema¨ß [89] erha¨lt man eine approximierte Lo¨sung durch
xm =K−1f ext(t) + Y
[
ξ − (Y TKY )Y Tf ext(t)] , (6.4)
in der das dynamische Verhalten der in Y enthaltenen Eigenformen und das quasi-
statische Verhalten aller Eigenformen enthalten ist. Die nichtlineare Galerkin-Methode
kann vereinfacht als Erweiterung dieses Verfahrens auf nichtlineare Probleme angesehen
werden. Bevor diese Methode beschrieben wird, soll der Begriff der invarianten Man-
nigfaltigkeit und die Theorie der zentralen Mannigfaltigkeit vorgestellt werden, da diese
die Grundlage fu¨r die nichtlineare und postprocessed Galerkin Methode darstellen. Eine
detailliertere Einfu¨hrung in die Theorie nichtlinearer dynamischer Systeme findet man
in Wiggins [202], Guckenheimer und Holmes [75] und Temam [191].
6.1 Invariante Mannigfaltigkeiten
Invariante Mannigfaltigkeiten, besonders die stabilen, instabilen und zentralen Man-
nigfaltigkeiten, spielen eine wichtige Rolle bei der Analyse dynamischer Systeme. Zur
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Beschreibung der stabilen, instabilen und zentralen Mannigfaltigkeit dient folgendes Sy-
stem: Sei x∗ ∈ Rd ein Fixpunkt von
x˙ = g(x). (6.5)
Dann muß zur Durchfu¨hrung von lokalen Stabilita¨tsuntersuchungen das lineare System
w˙ = Aw, A =
∂g
∂x
∣∣∣∣
x∗
, w = x− x∗ (6.6)
betrachtet werden. Die Lo¨sung des linearen Systems mit der Anfangsbedingung w(0) =
w0 wird gegeben durch
w(t) = eAtw0. (6.7)
Die Eigenra¨ume des Flusses der Bewegung werden durch die Eigenvektoren der Matrix
A aufgespannt. Betrachtet man die Bewegung zum Beispiel im euklidischen Raum x ∈
Rd, kann man diesen Raum abha¨ngig von den Eigenwerten der MatrixA in die folgenden
Unterra¨ume zerlegen:
Rd = Es × Eu × Ec. (6.8)
Hierbei bezeichnet
 Es den durch zu den Eigenwerten mit negativem Realteil geho¨renden Eigenvektoren
von A aufgespannten Raum (stabile Mannigfaltigkeit) der Dimension ds,
 Eu den durch zu den Eigenwerten mit positivem Realteil geho¨renden Eigenvektoren
von A aufgespannten Raum (instabile Mannigfaltigkeit) der Dimension du und
 Ec den durch zu den Eigenwerten mit verschwindendem Realteil geho¨renden Eigen-
vektoren von A aufgespannten Raum (zentrale Mannigfaltigkeit) der Dimension
dc.
Es gilt d = ds+du+dc. Es, Eu und Ec sind die invarianten Unterra¨ume des dynamischen
Systems, da Lo¨sungen von (6.6), deren Anfangsbedingugen vollsta¨ndig in einem dieser
Unterra¨ume liegen, fu¨r alle Zeiten in jenem Unterraum bleiben. Auch bei nichtlinearen
Systemen wie (6.5) ko¨nnen entsprechende invariante Mannigfaltigkeiten eines Fixpunktes
definiert werden. Sie sind nichtlineare Unterra¨ume, die lokal auf Rd abgebildet werden
ko¨nnen. Es existieren auch im nichtlinearen Fall sowohl stabile als auch instabile und
zentrale Mannigfaltigkeiten.
Das Ziel der Analyse des Systems (6.6) bestand ja darin, etwas u¨ber die Lo¨sungen in
der Na¨he des Gleichgewichtspunktes des nichtlinearen Systems (6.5) zu erfahren, unter
Verwendung der stabilen, instabilen und zentralen Mannigfaltigkeiten: Zuerst fu¨hrt man
die Translation w = x− x∗ durch und daran anschließend eine Taylor-Entwicklung um
x∗. Dann folgt aus Gl. (6.5) die Normalform genannte Gleichung
w˙ = Aw + h(w), (6.9)
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wobei h(w) = O(||w||2) gilt. Fu¨hrt man eine lineare Transformation der Jakobi-Matrix
auf Block-Diagonalform durch, ist
Aw =
As 0 00 Au 0
0 0 Ac
wswu
wc
 , (6.10)
wobei X−1w ≡ (wTs ,wTu ,wTc )T ∈ Rds × Rdu × Rdc die Transformation definiert. Hier
ist As eine ds × ds Matrix mit Eigenwerten mit negativen Realteilen, Au eine du × du
Matrix, deren Eigenwerte positive Realteile haben und Ac eine dc × dc Matrix, deren
Eigenwerte Realteile gleich Null haben. Unter Verwendung der linearen Transformation
folgt das als Normalform bezeichnete System
w˙s = Asws + hs(ws,wu,wc),
w˙u = Auwu + hu(ws,wu,wc), (6.11)
w˙c = Acwc + hc(us,wu,wc),
worin hs (hu, hc) die ersten ds (du, dc) Komponenten des VektorsX−1h(w) bezeichnen.
6.2 Die zentrale Mannigfaltigkeit
Ist die instabile Mannigfaltigkeit leer, wird jede Trajektorie, die sich in Es befindet, expo-
nentiell von der zentralen Mannigfaltigkeit Ec ”angezogen“. Also reicht zur Analyse des
Langzeitverhaltens eines dynamischen Systems die Betrachtung des Systems restringiert
auf die zentrale Mannigfaltigkeit aus. Das Haupt-Anwendungsgebiet der Theorie der
zentralen Mannigfaltigkeit, die zum Beispiel bei Carr [30] und den darin zitierten Lite-
raturstellen beschrieben wird, ist die Analyse von Bifurkationen dynamischer Systeme.
Aber unter bestimmten Bedingungen kann damit auch die Dimension des betrachteten
Systems reduziert werden. Man betrachtet dazu das System in Normalform
w˙s = Asws + hs(ws,wc)
w˙c = Acwc + hc(ws,wc), (ws,wc) ∈ Rds × Rdc , (6.12)
wobei hs und hc sowie deren Ableitungen am Ursprung Null sein sollen. Bei Carr [30]
findet sich der Beweis, daß dann das System (6.12) eine lokale zentrale Mannigfaltigkeit
der Form
ws = Φ(wc) fu¨r ||ws|| <  (6.13)
besitzt. Geometrisch betrachtet ist das eine Hyperfla¨che im Raum Ec × Es, beschrieben
durch die Funktion Φ(wc) = ws. Das Reduktionsprinzip der Theorie der zentralen
Mannigfaltigkeit besagt, daß die asymptotische Dynamik des Ausgangssystems auf die
zentrale Mannigfaltigkeit beschra¨nkt ist, also gilt
w˙c = Acwc + hc(wc,Φ(wc)), wc ∈ Rdc . (6.14)
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Ein Beweis findet sich in [30]. Dieses System hat nur noch die Dimension dc und be-
schreibt das Langzeitverhalten des Systems (6.12). Die Theorie der zentralen Mannig-
faltigkeit kann auch auf nicht-autonome Systeme und partielle Differentialgleichungen
angewendet werden. Eine detaillierte Beschreibung des Vorgehens zur Berechnung von
Φ sowie verschiedene Beispiele finden sich in [30].
6.3 Inertiale Mannigfaltigkeiten und nichtlineare Galer-
kin-Methoden
Inertiale Mannigfaltigkeiten sind das globale Analogon der im vorigen Abschnitt be-
schriebenen zentralen Mannigfaltigkeit fu¨r dissipative Systeme gewo¨hnlicher Differenti-
algleichungen oder dissipative partielle Differentialgleichungen [37]. Eine Menge M ist
eine inertiale Mannigfaltigkeit, wenn gilt:
1. M ist endlich-dimensional,
2. M ist invariant,
3. M zieht alle Lo¨sungen des betrachteten Systems mit exponentieller Rate an.
Foias et al. [60] definieren eine inertiale Mannigfaltigkeit vom physikalischen Stand-
punkt aus als eine endlich-dimensionale Beziehung zwischen den Eigenformen niedriger
und hoher Frequenz. Fu¨r einige partielle Differentialgleichungen kann die Existenz einer
inertialen Mannigfaltigkeit gezeigt werden, siehe z.B. [58, 171]. Fu¨r viele praxisrelevan-
te Systeme wie zum Beispiel die Navier-Stokes Gleichungen im R3 ist dies bisher nicht
gelungen.
Bei solchen Systemen wird die Existenz einer approximativen inertialen Mannigfal-
tigkeit (AIM) postuliert [59, 58, 193], welche das Verhalten der hohen Eigenformen an-
gena¨hert durch das Verhalten der niedrigen Eigenformen beschreibt. Das ist eine flexible-
re und nicht so restriktive Idee: Sie besteht darin, glatte, endlich-dimensionale Mannig-
faltigkeiten zu suchen, die den Attraktor des Systems anna¨hern. Folgen von AIMs mit
zunehmender Genauigkeit sind zum Beispiel in [44] konstruiert worden.
Auf dem Konzept der AIM basiert die nichtlineare Galerkin Methode zur Berechnung
der Langzeitdynamik dissipativer Systeme. Der unendlich-dimensionale Phasenraum der
betrachteten partiellen Differentialgleichung wird aufgeteilt in zwei Unterra¨ume, einen
endlich-dimensionalen Unterraum, aufgespannt von den langsam kontrahierenden, also
schwach geda¨mpften Eigenformen niedriger Frequenz und das unendlich-dimensionale
Komplement. Es wird weiterhin angenommen, daß die Dynamik im unendlich-dimensio-
nalen Raum durch eine approximative inertiale Mannigfaltigkeit mit der Dynamik im
endlich-dimensionalen Raum verbunden ist, so daß man also den Einfluß der kleinra¨umi-
gen Strukturen auf die zeitliche Entwicklung der großra¨umigen Strukturen hierdurch mit
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Projektion
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Abbildung 6.1 Geometrische Deutung der normalen und nichtlinearen Galerkin Methode im R3.
einbeziehen kann. Eine geometrische Veranschaulichung des Ansatzes der nichtlinearen
Galerkin Methode ist in Abb. 6.1 dargestellt.
Im folgenden wird die nichtlineare und postprocessed Galerkin Methode statt am
Beispiel einer partiellen Differentialgleichung, fu¨r die diese Methoden urspru¨nglich ent-
wickelt wurden, an einem System gewo¨hnlicher Differentialgleichungen beschrieben, das
durch die ra¨umliche Diskretisierung entstanden ist. Ausgehend von der Form
x˙+Ax+ h(x, t) = 0, x ∈ Rd (6.15)
mit Ax als linearem und h als nichtlinearem Anteil berechnet man die Eigenvektoren
der Matrix A,
Ayj = λjyj . (6.16)
Diese ordnet man in geeigneter Weise in der Matrix Y m, so daß man denm-dimensionalen
Unterraum Ym = span{y1, . . . ,ym} definieren kann, welcher durch die ersten m Eigen-
vektoren aufgespannt wird. In der Matrix Zd−m werden die restlichen d−m Eigenvek-
toren gesammelt, die den Komplementa¨rraum Zd−m = span{ym+1, . . . ,yd} zum Un-
terraum Ym aufspannen. Weiterhin seien die Eigenvektoren so normiert, daß yTi yi = 1
gelte. Die folgende Gleichung stellt aufgrund von Rd = Ym × Zm keine Approximation,
sondern nur eine Transformation von x in eine andere Basis dar:
x = Y mξ +Zd−mη. (6.17)
Substituiert man (6.17) in Gleichung (6.15) und projiziert durch Multiplikation mit Y Tm
und ZTd−m von links auf die beiden gegenseitig orthogonalen Unterra¨ume Ym und Zd−m,
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erha¨lt man zwei gekoppelte Systeme von gewo¨hnlichen Differentialgleichungen,
ξ˙ + Y TmAY mξ + Y
T
mh(Y mξ +Zd−mη, t) = 0, (6.18)
η˙ +ZTd−mAZd−mη +Z
T
d−mh(Y mξ +Zd−mη, t) = 0. (6.19)
Die normale Galerkin Methode setzt nun in der Gleichung (6.18) η = 0 und integriert
das resultierende endlich-dimensionale System
ξ˙ + Y TmAY ξ + Y
T
mh(Y mξ, t) = 0. (6.20)
Die wahre Lo¨sung von (6.15) wird approximiert durch x ≈ Y mξ.
Unter der Voraussetzung, daß der Attraktor der Gleichung (6.15) durch eine geringe
Anzahl von Freiheitsgraden beschrieben werden kann, ist es sinnvoll anzunehmen, daß
fu¨r einen bestimmten Wert von m und die richtige Trennung der Basisvektoren in Y m
und Zd−m eine Beziehung zwischen ξ und η existiert, so daß auf dem Attraktor
η = Φ(ξ) (6.21)
gilt. Physikalisch veranschaulicht bedeutet dies, daß auf dem Attraktor das Verhalten
sa¨mtlicher hoher Eigenformen durch das Verhalten der niedrigen m Eigenformen be-
stimmt wird. In der Synergetik, siehe Haken [77], bezeichnet man diese Eigenschaft
des Systems auch als Versklavungsprinzip. Man erha¨lt durch die Substitution von Glei-
chung (6.21) in die Gleichung (6.18) und Integration des entstehenden m-dimensionalen
Systems
ξ˙ + Y TmAY mξ + Y
T
mh(Y mξ +Zd−mΦ(ξ), t) = 0 (6.22)
die Rekonstruktion der Lo¨sung x = Y mξ +Zd−mΦ(ξ) ohne Approximationsfehler. Da
fu¨r viele Systeme von Differentialgleichungen die Existenz einer inertialen Mannigfaltig-
keit bisher nicht gezeigt werden konnte, postuliert man statt dessen die Existenz einer
approximativen inertialen Mannigfaltigkeit Φapp. Sie soll das Verhalten der hohen Ei-
genformen durch das Verhalten der niedrigen Eigenformen anna¨hern. Es wird dann die
Gleichung
ξ˙ + Y TmAY mξ + Y
T
mh(Y mξ +Zd−mΦapp(ξ), t) = 0 (6.23)
integriert und die Lo¨sung als x ≈ Y mξ+Zd−mΦapp(ξ) approximiert. Diese Approxima-
tion wird die Dynamik auf dem Attraktor nicht exakt wiedergeben, aber die Annahme
ist nicht unbegru¨ndet, daß diese Lo¨sung besser ist als die der traditionellen Galerkin
Methode. Jedoch ist Φapp im allgemeinen recht aufwendig zu berechnen, und die Fra-
ge nach der Effizienz der Lo¨sung der Gleichung (6.23) im Vergleich zur Lo¨sung einer
traditionellen Galerkin-Projektion mit mˆ > m Eigenformen muß untersucht werden.
Hier setzt die Arbeit von Garc´ıa-Archilla et al. [64] mit der postprocessed Ga-
lerkin Methode an: Es wird gezeigt, daß es oft mo¨glich ist, die Genauigkeit des Systems,
gegeben durch Gl. (6.23), zu erzielen mit einem Aufwand, der der Integration einer
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m-dimensionalen Galerkin-Projektion entspricht. Die Idee besteht darin, die Galerkin-
Projektion Gl. (6.20) zu integrieren und nur dann, wenn Ausgabewerte berechnet werden
sollen, z.B. zum Zeitpunkt tn, die Lo¨sung auf die approximierte inertiale Mannigfaltigkeit
”zu heben“:
x(tn) ≈ Y mξ(tn) +Zd−mΦapp(ξ(tn)). (6.24)
Dieser Weg zeigt auch bei Problemen der Strukturdynamik Erfolg. Es konnte zum Bei-
spiel von Laing et al. [114] am Beispiel einer schwingenden Schalenstruktur gezeigt
werden, daß die postprocessed Galerkin Methode in vielen Fa¨llen eine a¨hnliche Genau-
igkeit aufweist wie die Lo¨sung der Gleichung (6.23), jedoch mit einem stark verringerten
Rechenaufwand.
6.4 Approximierte inertiale Mannigfaltigkeiten
Zum Abschluß muß noch die Frage beantwortet werden, wie eine approximierte inertiale
Mannigfaltigkeit Φapp berechnet werden kann. Eine U¨bersicht hierzu findet man in Rus-
sel et al. [163]. Ausgehend von Gl. 6.19 versucht man, eine Na¨herung fu¨r die gewu¨nschte
Beziehung η = Φapp(ξ) zu finden. Somit muß die Gleichung
η˙ +ZTd−mAZd−mη +Z
T
d−mh(Y mξ +Zd−mη, t) = 0 (6.25)
in der Zeit diskretisiert werden. Hierfu¨r ko¨nnen zum Beispiel einfache Verfahren niedriger
Ordnung verwendet werden. Die sogenannte Euler-Galerkin AIM [58] verwendet das
implizite Euler-Verfahren zur zeitlichen Diskretisierung. Mit der Zeitschrittweite τ und
der Anfangsbedingung η = 0 ergibt sich nach einer Fixpunkt-Iteration zur Lo¨sung des
nichtlinearen Gleichungssystems die Beziehung
η = Φapp(ξ) = −τ(I + τZTd−mAZd−m)−1ZTd−mh(Y mξ, t). (6.26)
Die Frage, wie groß τ gewa¨hlt werden sollte, ist schwierig zu beantworten. Mit einem
kleinen Wert erzielt man eine ho¨here Genauigkeit, aber nur dann, wenn η = 0 einen
guten Startwert darstellt. Die Wahl von τ ≈ 1/λm+1, also proportional dem Kehrwert
des ersten vernachla¨ssigten Eigenwerts, wird in [58] wie folgt motiviert: Der Abstand der
η-Komponenten der Trajektorien, die nicht auf der inertialen Mannigfaltigkeit starten,
verringert sich mit einer Rate proportional zu exp(−λm+1t/2), wenn t → ∞. Aufgrund
dessen gewa¨hrleistet die Verwendung von τ ≈ 1/λm+1 die Konvergenz der Fixpunkt-
Iteration.
Eine andere Herangehensweise wird in der Arbeit von Titi [193] vorgestellt und kann
als quasi-statischer Ansatz bezeichnet werden, analog zu der in der Einleitung dieses
Kapitels beschriebenen Methode der statischen Korrektur bei linearen Problemen. Mit
der Annahme, daß die Zeitableitung η˙ vernachla¨ssigbar ist, wird eine quasi-stationa¨re
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AIM berechnet. Die Variablen η folgen den Variablen ξ somit ohne Tra¨gheitseffekte. Es
ist also die algebraische Gleichung
g(η) := ZTd−mAZd−mη +Z
T
d−mh(Y mξ +Zd−mη, t) = 0 (6.27)
zu lo¨sen. Man ersetzt das System (6.18,6.19) von gewo¨hnlichen Differentialgleichungen
durch ein System von differential-algebraischen Gleichungen (6.18,6.27). Oft wird das al-
gebraische System mittels Fixpunkt-Iteration und ein bis zwei Iterationsschritten gelo¨st.
Alternativ kann man auch das Newton-Raphson Verfahren verwenden. Da jedoch der
Rechenaufwand zur Ermittlung von Φapp so gering wie mo¨glich sein sollte, wird bei
Anwendungen der Fixpunkt-Iteration der Vorzug gegeben [114]. Bei der Wahl des Start-
werts der Iteration kann entweder η = 0 oder der Wert von η aus dem letzten Zeitschritt
gewa¨hlt werden.
73
6 Verbesserung der Approximationsgu¨te
74
7 Numerische Beispiele
Um die Anwendung der in den vorigen Kapiteln beschriebenen Verfahren zur Verbesse-
rung der Effizienz der Langzeitsimulation von Windkraftanlagen zu demonstrieren, wird
in diesem Kapitel zuna¨chst exemplarisch ein einzelnes Rotorblatt betrachtet, bestehend
aus strukturellem und aerodynamischem Teilsystem. Das Rotorblatt wird mit den zu
Beginn der Arbeit beschriebenen Balkenelementen modelliert, die aerodynamischen La-
sten werden mit dem im Anhang beschriebenen Dynamic Stall Modell berechnet. Die
Effizienz sei fu¨r die folgenden Untersuchungen definiert als Quotient von erzielter Ap-
proximationsgu¨te, verglichen mit dem nicht-reduzierten Modell, und dem dazu beno¨tig-
ten Rechenaufwand. Somit muß neben der Verringerung des Rechenaufwands durch die
Modellreduktion die mit den verschiedenen Verfahren erzielbare Approximationsgu¨te
untersucht werden.
Nach einer kurzen Beschreibung der Aufgabenstellung wird die Berechnung der mo-
dalen, Lanczos und Karhunen-Loe`ve Basis beschrieben und die mit diesen Basen bei An-
wendung der normalen, ”ebenen“ Galerkin-Methode erzielte Approximationsgu¨te ana-
lysiert. Dabei wird sowohl der Fehler bei den Prima¨rvariablen wie Verschiebungen der
Struktur, Prima¨rfehler genannt, als auch der Fehler bei abgeleiteten Gro¨ßen wie Bie-
gemomenten im Rotorblatt, Sekunda¨rfehler genannt, betrachtet. Die Karhunen-Loe`ve
Basis zeigt dabei sowohl bei Prima¨r- als auch Sekunda¨rfehler eine sehr hohe Approxima-
tionsgu¨te, da ihre Basisvektoren sowohl Nichtlinearita¨ten als auch das aeroelastische Ver-
halten des Modells beru¨cksichtigen. Lanczos- und modale Basis zeigen beim Prima¨rfeh-
ler ungefa¨hr gleiches Verhalten. Beim Sekunda¨rfehler ist die Approximationsgu¨te der
Lanczos-Basis im Vergleich zur modalen Basis besser. Nachteilig bei der Lanczos-Basis
ist die Stagnation der Fehlerwerte bei Zunahme der Dimension m der Basis. Dies tritt
auch bei mit anderen Startvektoren generierten Lanczos-Basen auf.
Bei aerodynamischen Systemen ist die Verwendung der projektionsbasierten Modell-
reduktion, anders als bei Problemen der Strukturdynamik, noch nicht so weit verbreitet.
Es gibt erste Ansa¨tze, auch bei Problemen der Fluiddynamik reduzierte Modelle zu er-
stellen, siehe zum Beispiel [161, 73, 57, 31, 47] und die darin zitierten Literaturstellen.
Somit erscheint auch die Reduktion des Dynamic Stall Modells mo¨glich. Hierbei hat sich
gezeigt, daß die Karhunen-Loe`ve Basis gute Ergebnisse liefert. Die modale Basis, die
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mittels der Linearisierung des aeroelastischen Modells berechnet wird, zeigt keine zufrie-
denstellende Approximationsgu¨te bei der Reduktion des aerodynamischen Modells.
Eine Mo¨glichkeit zur Steigerung der Effizienz basiert auf der Tatsache, daß oftmals
nur ein gewisses Funktional der Lo¨sung wie Verschiebungen oder Spannungen an einem
bestimmten Punkt des Rotorblatts von Interesse ist. Wie im Abschnitt 5.5 beschrieben
kann mittels der Approximation des durch die Reduktion des Systems hervorgerufenen
Funktionalfehlers durch die DWR-Methode ein Fehlerindikator fu¨r die verwendeten Ba-
sisvektoren berechnet werden. Hohe Werte des Fehlerindikators bedeuten hohe Relevanz
des betreffenden Basisvektors fu¨r die Approximation des Funktionals. Verkleinert man
die Basis durch Vernachla¨ssigung derjenigen Vektoren mit geringen Indikatorwerten,
erha¨lt man eine effiziente niedrigdimensionale Basis, abgestimmt auf das zu berechnen-
de Funktional.
Ein weiteres Verfahren zur Verbesserung der Lo¨sung des reduzierten Modells tra¨gt
der Erkenntnis Rechnung, daß zwar die Prima¨rvariablen mit zufriedenstellender Genau-
igkeit durch den reduzierten Ansatz wiedergegeben werden, daß dies aber fu¨r abgeleitete
Gro¨ßen wie zum Beispiel Biegemomente nicht der Fall ist. Aus diesem Grund wird bei
linearen Problemen die Methode der statischen Korrektur eingesetzt [89]. Bei nichtli-
nearen Systemen leistet das die postprocessed Galerkin-Methode [64], die in Kapitel 6
beschrieben ist. Der Einsatz der nichtlinearen Galerkin Methode ist bei Verwendung
von impliziter Zeitintegration nicht zu empfehlen, da durch das Einbringen von hoch-
frequenten Basisvektoren in das System die Konvergenz der Newton-Raphson Iteration
vermindert oder sogar verhindert wird. Die Verringerung der Zeitschrittweite behebt
dieses Problem, ist jedoch fu¨r die Langzeitsimulation der Windturbine nicht wu¨nschens-
wert.
Daran anschließend wird die gesamte Windturbine simuliert und die Modellreduktion
auf Substrukturebene angewendet. Auch hier zeigt sich eine hohe Approximationsgu¨te
der Karhunen-Loe`ve Basis und die Verbesserung der abgeleiteten Gro¨ßen wie Biegemo-
mente durch die Verwendung der postprocessed Galerkin Methode.
Abschließend wird die Effizienz der Verfahren analysiert. Dazu muß nicht nur die
erzielte Approximationsgu¨te, sondern auch der dazu beno¨tigte Rechenaufwand betrach-
tet werden. Analysiert man den Aufwand der Generierung der Basisvektoren, so zeigt
sich, daß der hohe Aufwand zur Berechnung der Karhunen-Loe`ve Vektoren zu Beginn
der Zeitintegration die Effizienz dieser Basis im Vergleich zur Lanczos-Basis vermindert,
daß jedoch schon nach kurzer Integrationszeit die mit der KL Basis erzielbare Appro-
ximationsgu¨te diesen Nachteil aufwiegt. Weiterhin werden die Kosten pro Zeitschritt
des unreduzierten mit dem reduzierten Problem am Beispiel des Newmark-Algorithmus
verglichen. Dabei zeigt sich fu¨r steigende Dimension d des Ausgangsproblems eine zu-
nehmende Effizienzsteigerung durch Anwendung der Modellreduktion, wie auch bei [109]
und [160] festgestellt wurde.
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Abbildung 7.1 Rotorblatt in turbulentem Wind.
7.1 Berechnung des dynamischen Verhaltens eines Ro-
torblatts
Das Rotorblatt, dessen Antwortverhalten bei vorgegebener, konstanter Drehbewegung
in turbulentem Wind berechnet werden soll, ist schematisch in Abb. 7.1 dargestellt. Die
verwendeten Daten fu¨r Abmessungen und Material entsprechen denen eines typischen
Rotorblatts. Die Bewegungsgleichungen des Systems lauten
f(d¨, d˙,d, t) = 0,
d(0) = d0, d˙(0) = v0, (7.1)
d ∈ Rd, t ∈ [0, T ],
mit
f = fkin(d¨, d˙,d) + f in(d)− f ext(d¨, d˙,d, t). (7.2)
Hier steht fkin = M(d)d¨ + fˆkin(d˙,d) fu¨r den Vektor der Inertialkra¨fte, wobei M(d)
die von der Konfiguration abha¨ngige Massenmatrix darstellt. f in bezeichnet den Vektor
der inneren Kra¨fte und f ext den Vektor der a¨ußeren Anregung, also Gewichtskra¨fte und
aerodynamische Lasten.
Fu¨r die folgende Analyse werden die Bewegungsgleichungen formuliert als
M(d)d¨+K0d+ h(d¨, d˙,d, t) = 0 (7.3)
mit K0 =
∂f in(d0)
∂d
+ ∂
ˆf kin(v0,d0)
∂d
und h = fˆkin + f in −K0d− f ext.
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Tabelle 7.1 Belastungen der Rotorbla¨tter nach Hau [81].
Stationa¨re Belastungen: • mittlere, u¨ber die Ho¨he konstante
Windgeschwindigkeit
• Fliehkraft bei konstanter Drehzahl
Drehzahlperiodische Belastungen: • Ho¨henprofil des Windes
• Turmvorstau
• Schra¨ganstro¨mung
• Gewichtskraft
• Kreisel- und Corioliskraft
Weitere instationa¨re Belastungen: • Windturbulenz
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Abbildung 7.2 Leistungsspektrum nach von Ka´rma´n im rotierenden und nicht-rotierenden
System, aus [204].
7.1.1 Anregung des Rotorblatts
Die Belastungen des Rotorblatts sind in Tabelle 7.1 dargestellt. Der Frequenzgehalt der
instationa¨ren Anregungen wird dominiert durch die Drehfrequenz des Rotorblatts, fu¨r
das Modellproblem gilt f0 = 0.4 Hz. Weiterhin ist der Frequenzgehalt des Windes rele-
vant fu¨r die Untersuchung des Rotorblatts: Er wird meist mit dem von Ka´rma´n Spek-
trum modelliert [131], das breitbandig ist mit einem Maximum bei niedrigen Frequenzen
von ca. 2 · 10−2 Hz. Zu beachten ist jedoch der sogenannte ”Rotational-Sampling“ Ef-
fekt, welcher durch die Rotation des Rotorblatts imWindfeld hervorgerufen wird [35, 36].
Dieser Effekt zeigt sich in einer Erho¨hung des vom Rotorblatt ”wahrgenommenen“ Lei-
stungsspektrums bei Vielfachen der Rotationsfrequenz, wie man in Abb. 7.2 deutlich
erkennt.
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Tabelle 7.2 Frequenz und Bewegungsform der unteren modalen Basisvektoren.
Frequenz [Hz] Art
1.9 Schlagform
2.4 Schwenkform
6.1 Schlagform
9.7 Schwenkform
11.2 Torsionsform
13.4 Schlagform
20.8 Torsionsform
22.5 Schwenkform
23.9 Schlagform
31.6 Torsionsform
7.1.2 Berechnung der Basisvektoren
Zuerst muß die ra¨umliche Diskretisierung des Rotorblatts durchgefu¨hrt werden. Um die
Geometrie und die Materialeigenschaften des Modells mo¨glichst gut zu erfassen, verwen-
det man eine feine Diskretisierung. Der durch die Freiheitsgrade des so entstandenen
detailreichen FE-Modells aufgespannte Raum ist dann jedoch sehr groß und nicht gut
dazu geeignet, die die Strukturantwort dominierenden großra¨umigen Deformationsfigu-
ren effizient darzustellen. Aus diesem Grund wird durch die Modellreduktion vom durch
die Freiheitsgrade des FE-Modells aufgespannten Raum zum durch wenige Basisvektoren
aufgespannten niedrig-dimensionalen Raum gewechselt. Im folgenden wird das Vorgehen
zur Berechnung der Basisvektoren fu¨r die modale, die Lanczos und die Karhunen-Loe`ve
Basis beschrieben. Daran anschließend wird die Approximationsgu¨te dieser drei Basen
verglichen, denn aufgrund der Verwendung nur einiger weniger Basisvektoren bei der
Modellreduktion sind die Basen, die ja im Grenzfall m = d denselben FE-Ansatzraum
aufspannen, unterschiedlich gut fu¨r die Modellreduktion geeignet.
(a) Modale Basis
Durch die Lo¨sung des verallgemeinerten Eigenwertproblems
−ω2M(d0)y +K0y = 0 (7.4)
erha¨lt man die Eigenvektoren yj mit den Eigenfrequenzen ωj . Die modale Basis wird
definiert durch
Y m = {y1, . . . ,ym}, m d. (7.5)
Fu¨r die niedrigen Eigenfrequenzen ωj des Rotorblatts ergeben sich die in Tabelle 7.2
aufgefu¨hrten Werte. Vergleicht man die Frequenzen der Anregung mit diesen Eigenfre-
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Abbildung 7.4 Eigenvektor 2 der modalen
Basis.
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Abbildung 7.5 Eigenvektor 3 der modalen
Basis.
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Abbildung 7.6 Eigenvektor 4 der modalen
Basis.
quenzen, so zeigt sich, daß nur wenige Eigenformen angeregt werden und ein reduziertes
Modell nur wenige Freiheitsgrade fu¨r eine ausreichende Approximationsgu¨te beno¨tigen
wird [65]. In den Abb. 7.3 bis 7.6 sind die ersten vier Eigenformen der modalen Basis
dargestellt.
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(b) Berechnung der Lanczos Basis
Zur Berechnung der Lanczos Basis verwendet man in der Strukturdynamik meist die
symmetrische Matrix
A =K(d0)−1 M(d0). (7.6)
Als Startvektor kann die durch Aufbringen einer repra¨sentativen Last f rep erhaltene
statische Verschiebungsfigur verwendet werden,
y1 =K(d0)
−1f rep. (7.7)
Fu¨r den Vektor f rep wird der Mittelwert der Lastvektoren f ext zu zehn verschiedenen
Zeitpunkten gewa¨hlt, um sicherzustellen, daß alle relevanten Komponenten im Lastvek-
tor vorhanden sind, da nicht durch f rep anregte Verschiebungskomponenten durch die
Lanczos Basis nicht repra¨sentiert werden. In den Abb. 7.7 bis 7.10 sind die ersten vier
Vektoren der auf diese Weise berechneten Lanczos Basis dargestellt.
(c) Karhunen-Loe`ve Basis des Rotorblatts
Zur Berechnung der KL Basis muß das unreduzierte System u¨ber eine gewisse Zeitspanne
simuliert und die so erhaltenen Schnappschu¨sse d(tn) = dn gespeichert werden. Es hat
sich gezeigt, daß die in ein bis zwei Umdrehungen des Rotorblatts enthaltene Information
ausreichend ist, um eine gute KL Basis zu berechnen. Es hat sich auch gezeigt, daß
trotz der Tatsache, daß die Dynamik der Windturbine nicht ergodisch, sondern zyklisch
ergodisch ist, die mittels der Methode von Sirovitch berechneten Basisvektoren eine gute
Approximationsgu¨te liefern.
Mittels der Matrix D = [d1, . . . ,dM ] erha¨lt man die Matrix B zu
B =
1
M
DTD. (7.8)
Mit den Eigenvektoren βj dieser Matrix,
Bβj = λjβj , (7.9)
lassen sich wie beschrieben die Basisvektoren der KL Basis bestimmen,
yj =Dβj . (7.10)
Diese werden gema¨ß der Gro¨ße des zugeho¨rigen Eigenwerts λj > λj+1 ∀ j geordnet.
In den Abb. 7.11 bis 7.14 sind die ersten vier Eigenformen der Karhunen-Loe`ve Basis
dargestellt.
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Abbildung 7.7 Eigenvektor 1 der Lanczos
Basis.
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Abbildung 7.8 Eigenvektor 2 der Lanczos
Basis.
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Abbildung 7.9 Eigenvektor 3 der Lanczos
Basis.
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Abbildung 7.10 Eigenvektor 4 der Lanczos
Basis.
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Abbildung 7.11 Eigenvektor 1 der KL
Basis.
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Abbildung 7.12 Eigenvektor 2 der KL
Basis.
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Abbildung 7.13 Eigenvektor 3 der KL
Basis.
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Abbildung 7.14 Eigenvektor 4 der KL
Basis.
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Vergleich der Basisvektoren der modalen und KL Basis
In den Abb. 7.15 bis 7.18 sind beispielhaft die ersten vier Eigenvektoren der modalen und
KL Basis u¨berlagert dargestellt. Dabei sind die modalen Basisvektoren in blauer und die
KL Basisvektoren in roter Farbe gezeichnet und es ist sowohl der positive als auch der
negative jeweilige Basisvektor abgebildet. Man erkennt, daß die ersten drei Basisvek-
toren der modalen und KL-Basis sich sehr a¨hnlich sind, erst beim vierten Vektor sind
deutliche Unterschiede zu erkennen. Trotzdem wird sich bei der folgenden Analyse der
Approximationsgenauigkeit zeigen, daß die Verwendung der Karhunen-Loe`ve Vektoren
ein sehr viel besseres reduziertes Modell ergibt als die modale Basis.
Zur Erkla¨rung ko¨nnen die erkennbaren Unterschiede der Basisvektoren einen Anhalts-
punkt liefern. Bei der Berechnung der KL Basis werden im Unterschied zur modalen und
Lanczos Basis die aeroelastischen Einflu¨sse vollsta¨ndig beru¨cksichtigt. Das kann man zum
Beispiel beim Vergleich der zweiten Basisvektoren in Abb. 7.16 erkennen: Das Rotorblatt
sollte sich bei einer Bewegung nach vorn in Windrichtung durch die aufgrund der An-
stro¨mung hervorgerufenen aerodynamischen Kra¨fte zusa¨tzlich nach oben bewegen. Der
KL Basisvektor zeigt dieses Verhalten, der modale Basisvektor nicht.
Abbildung 7.15 Eigenvektor 1 der modalen
und KL Basis.
Abbildung 7.16 Eigenvektor 2 der modalen
und KL Basis.
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Abbildung 7.17 Eigenvektor 3 der modalen
und KL Basis.
Abbildung 7.18 Eigenvektor 4 der modalen
und KL Basis.
7.1.3 Durchfu¨hrung und Ergebnisse der Reduktion
Setzt man den reduzierten Ansatz
d ≈ dm =
m∑
j=1
yjξj = Y mξ (7.11)
in die Bewegungsgleichungen des Rotorblatts ein und wa¨hlt als Testraum ebenfalls den
durch die Vektoren yj aufgespannten Raum, erha¨lt man die reduzierten Bewegungsglei-
chungen der Dimension m zu
Y Tmf(Y mξ¨,Y mξ˙,Y mξ, t) = 0. (7.12)
Wa¨hrend der Zeitintegration des reduzierten Systems mit der Newmark-Methode muß
statt der effektiven Steifigkeitsmatrix des Gesamtsystems nur die reduzierte Matrix
Keff,red = Y
T
mKeffY m (7.13)
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aufgebaut werden. Um nicht zuerst die gesamte Matrix Keff aufzubauen und diese dann
durch zweimalige Matrixmultiplikation zu reduzieren, wird man schon die Element-
Matrizen K(e)eff mit den entsprechenden Anteilen der Matrix Y m multiplizieren und
diese dann direkt zur reduzierten Matrix Keff,red assemblieren. Die zweite A¨nderung
im Zeitintegrations-Algorithmus besteht in der Berechnung des reduzierten Residuums
ρ
(i)
red = Y
T
mρ
(i). (7.14)
Somit ist das Verschiebungsinkrement der Iteration (i)
∆d(i)n+1 = −Y m(Keff,red)−1Y Tmρ(i). (7.15)
Zur Bewertung der Lo¨sungen wird zum einen der relative Fehler der Verschiebungen
betrachtet,
eu,m(t) =
||uref − um||
||uref||
. (7.16)
Zum anderen wird der relative Fehler des Vektors der Biegemomente,
emb,m(t) =
||mbref −mbm||
||mbref||
, (7.17)
abha¨ngig von der Dimension m der Basis analysiert. Dabei werden die Referenzwer-
te uref und mbref mit allen Freiheitsgraden des Finite-Element-Modells berechnet. In
Abb. 7.19 und 7.20 sind die Zeitverla¨ufe der beiden Fehler fu¨r m = 10 dargestellt. Die
betrachtete Zeitspanne betra¨gt t ∈ [0,80] Sekunden, die Schrittweite dt = 0.05 Sekunden.
Der Vergleich der Zeitreihen ist aufgrund der stochastischen Natur der Eingangsgro¨ße
und damit auch der Ausgangsgro¨ße des Systems schwierig durchzufu¨hren. Aus diesem
Grund sollen die Zeitreihen der relativen Fehler im folgenden durch ihre zeitlichen Mit-
telwerte
E{eu,m} = 1
T
∫ T
0
eu,m(t)dt bzw. E{emb,m} = 1
T
∫ T
0
emb,m(t)dt (7.18)
charakterisiert und diese Werte verglichen werden. In Abb. 7.21 ist fu¨r modale Basis,
Lanczos Basis und Karhunen-Loe`ve Basis der Mittelwert des Verschiebungsfehlers u¨ber
der Anzahl der verwendeten Basisvektoren dargestellt, in Abb. 7.22 fu¨r den Fehler der
Biegemomente. Sowohl bei E{eu} als auch bei E{emb} erkennt man ein gutes Approxima-
tionsverhalten der Karhunen-Loe`ve Basis. Modale und Lanczos Basis starten bei E{eu}
auf demselben Niveau, die modale Basis zeigt mit zunehmender Anzahl von Basisvekto-
ren eine bessere Approximationsgu¨te als die Lanczos Basis. Beim Fehler E{emb} jedoch
zeigt die Lanczos Basis eine signifikant bessere Approximationsgu¨te als die modale Basis.
Der Grund hierfu¨r liegt darin, daß die Lanczos-Vektoren die statische Verschiebung der
Struktur aufgrund einer Last f rep im Gegensatz zu den Eigenschwingungsformen der
modalen Basis exakt widergeben ko¨nnen und somit die inneren Kra¨fte und Momente
besser approximieren.
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Abbildung 7.19 Zeitverla¨ufe von eu,10 bei Verwendung von 10 Basisvektoren. Die Kurven der
modalen und Lanczos Basis liegen aufeinander.
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Abbildung 7.20 Zeitverla¨ufe von emb,10 bei Verwendung von 10 Basisvektoren.
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Abbildung 7.21 Mittelwerte des relativen Fehlers des Verschiebungsvektors u¨ber Anzahl der
Basisvektoren.
0 5 10 15 20 25 30 35 40 45 50
10−4
10−3
10−2
10−1
100
                   
M
itt
el
w
er
t R
el
at
iv
er
 F
eh
le
r B
ie
ge
m
om
en
te
Anzahl der verwendeten Basisvektoren
modale Basis 
Lanczos Basis
KL Basis     
Abbildung 7.22 Mittelwerte des relativen Fehlers des Biegemomentenvektors u¨ber Anzahl der
Basisvektoren.
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7.1.4 Reduktion der aerodynamischen Variablen
Bei dem betrachteten Rotorblatt existiert neben dem Modell der Struktur das aero-
dynamische Modell der instationa¨ren Luftkra¨fte, welches fast die gleiche Anzahl von
Freiheitsgraden aufweist wie das Strukturmodell. Deshalb kann es wu¨nschenswert sein,
auch dieses Modell in seiner Dimension zu reduzieren. Im folgenden soll untersucht wer-
den, ob eine Reduktion der Anzahl der aerodynamischen Variablen mo¨glich ist und wie
groß der Einfluß der Reduktion auf die Strukturantwort ist. Da die aerodynamischen
Variablen von zwei unterschiedlichen Profilschnitten aufgrund der Annahme zweidimen-
sionaler Stro¨mung am Profilschnitt nicht miteinander gekoppelt sind, ist das Vorgehen
zur Berechnung von geeigneten Basisvektoren nicht so offensichtlich wie bei der Struk-
tur. Eine indirekte Kopplung der aerodynamischen Variablen wird durch die Struktur-
bewegung und die ra¨umliche Struktur des einstro¨menden Windfeldes verursacht. Um
die großra¨umigen Strukturen in der Zeitantwort der aerodynamischen Variablen zu ex-
trahieren, bietet sich die Karhunen-Loe`ve Entwicklung an. Der Ansatz, das gekoppelte
Struktur-Aerodynamik Modell zu linearisieren und die Eigenformen dieser Linearisie-
rung als Basisvektoren zu verwenden, ist ebenfalls mo¨glich, hat jedoch zu keinen guten
Ergebnissen gefu¨hrt.
Das an jedem Gaußpunkt g der Balkenelemente des Rotorblatts befestigte aerodyna-
mische System hat die Form
x˙g = SA,gxg + SB,gua,g = gg(xg, t). (7.19)
All diese Teilsysteme werden mittels der Vektoren xa = (xT1 , . . . ,x
T
Ng
)T und ga =
(gT1 , . . . ,x
T
Ng
)T , zum Gesamtsystem x˙a = ga(xa, t) zusammengefaßt, wobei Ng die An-
zahl der Gaußpunkte angibt. Durch die Berechnung des unreduzierten Modells fu¨r ein
bis zwei Umdrehungen erha¨lt man wie auch bei der Strukturbewegung Zeitverla¨ufe
der aerodynamischen Variablen xa(t), deren diskrete Schnappschu¨sse xa,n = xa(n∆t)
zur Berechnung einer Karhunen-Loe`ve Basis verwendet werden ko¨nnen. In Abb. 7.23
sind die Karhunen-Loe`ve Vektoren der gro¨ßten Eigenwerte abgebildet. Man erkennt die
gro¨ßra¨umigen Strukturen, die in der betrachteten Zeitspanne vorherrschend aufgetreten
sind.
In Abb. 7.24 und 7.25 sind die relativen Fehler beider Subsysteme mit jeweils 10,
20 und 30 Basisvektoren aufgetragen. Als Referenz dient das unreduziert mit gleicher
Zeitschrittweite berechnete System. Zur Reduktion der Struktur wurde ebenfalls die
Karhunen-Loe`ve Basis verwendet. In beiden Diagrammen erkennt man deutlich das Ab-
sinken der Approximationsgu¨te bei Verlassen des zur Berechnung der Karhunen-Loe`ve
Basis des aerodynamischen Modells verwendeten Zeitintervalls t ∈ [0,5] Sekunden. In Ta-
belle 7.3 sind die Mittelwerte des relativen Fehlers des Verschiebungsvektors der Struktur
und der aerodynamischen Variablen fu¨r verschiedene Reduktionsstufen eingetragen. Man
erkennt hier einen geringen Einfluß der Anzahl der zur Reduktion der Struktur verwen-
deten Basisvektoren auf die Approximationsgu¨te des gekoppelten Modells. Die geringen
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mittleren Fehler von unter fu¨nf Prozent bei den Verschiebungen der Struktur zeigen,
daß die Reduktion der aerodynamischen Variablen mittels Karhunen-Loe`ve Basisvekto-
ren mo¨glich ist und eine gute Approximationsgu¨te liefert.
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Abbildung 7.23 Eigenformen der Karhunen-Loe`ve Basis der aerodynamischen Variablen.
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Abbildung 7.24 Relativer Fehler der Strukturverschiebung fu¨r verschiedene Reduktionsstufen
des aerodynamischen Modells und verschiedene Reduktionsstufen des Struktur-
modells.
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Abbildung 7.25 Relativer Fehler des Vektors der aerodynamischen Variablen fu¨r verschiedene
Reduktionsstufen des aerodynamischen Modells und verschiedene Reduktions-
stufen des Strukturmodells.
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Tabelle 7.3 Zeitliche Mittelwerte des relativen Verschiebungsfehlers der Struktur (oben) und der
aerodynamischen Variablen (unten).
Anzahl Basis-Vekt. Struktur 10 20 30
Anzahl Basis-Vekt. Aerodyn.
10 0.046397 0.046046 0.046024
20 0.045980 0.045509 0.045485
30 0.011657 0.011007 0.010978
Anzahl Basis-Vekt. Struktur 10 20 30
Anzahl Basis-Vekt. Aerodyn.
10 0.112856 0.112875 0.112876
20 0.094985 0.094958 0.094958
30 0.052904 0.052745 0.052744
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7.1.5 Anwendung der dual-weighted-residual Methode
Im folgenden soll die Anwendung der DWR-Methode auf die Abscha¨tzung des Modell-
reduktionsfehlers zuna¨chst fu¨r ein statisch belastetes Rotorblatt dargestellt werden. Die
daraus gewonnenen Erkenntnisse dienen als Basis fu¨r die daran anschließend vorgestellte
Approximation des Fehlers eines Funktionals bei dynamischen Aufgaben, mittels dem
sich die Funktional-angepasste Selektion eines niedrig-dimensionalen Unterraums zur
effizienten Modellreduktion durchfu¨hren la¨sst.
Fehlerscha¨tzung im statischen Fall
mr,x
mr,y
y
z
1J  =u
J  =(m    +m    )2 r,x r,y2 2 0.5
Gewichtskraft
y,tip
Abbildung 7.26 Eingespanntes Rotorblatt
unter Gewichtskraft.
Es wird folgende Aufgabe betrachtet: Ein
Rotorblatt ist an der Blattwurzel fest ein-
gespannt, als a¨ußere Kraft wirkt nur die
Gewichtskraft fg. Das Blatt befindet sich
in horizontaler Position, siehe Abb. 7.26,
eine Rotationsbewegung findet nicht statt.
Betrachtet wird sowohl ein lineares Funk-
tional
J1 = uy,tip (7.20)
als auch ein nichtlineares Funktional
J2 =
√
m2r,y +m2r,z. (7.21)
Dabei beschreibt J1 die Verschiebung der Blattspitze des Rotorblatts in y-Richtung,
J2 beeinhaltet die Biegemomente an der Blattwurzel. Die Aufgabe wird zum einen als
geometrisch linear angesehen, gegeben durch die Gleichung
K0dref,l = fg, (7.22)
zum anderen als geometrisch nichtlineare Aufgabe betrachtet,
f in(dref,n) = fg. (7.23)
Zur Approximation der exakten Lo¨sung dref wird wie oben beschrieben der Ansatz
dm = Y mξ gewa¨hlt. Somit erha¨lt man die reduzierte Gleichung zu
Y TmK0Y mξl = Y
T
mfg (7.24)
beziehungsweise
Y Tmf in(Y mξn) = Y
T
mfg. (7.25)
Das Residuum ρm folgt durch Einsetzen von dm in die Ausgangsgleichung, also
ρm,l = fg −K0dm,l (7.26)
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beziehungsweise
ρm,n = fg − f in(dm,n). (7.27)
Zur Abscha¨tzung des Fehlers J(dref )− J(dm) wird die duale Gleichung verwendet. Sie
lautet im linearen Fall
KT0 λ = p, (7.28)
wobei der Vektor p als die Ableitung von J nach d definiert ist, ausgewertet am Punkt
dm,
p =
∂J1,2(d)
∂d
∣∣∣∣
dm
. (7.29)
Bei nichtlinearen Funktionalen fu¨hrt man hierdurch einen Fehler der Ordnung O(||dref−
dm,n||2) ein. Im Fall der nichtlinearen Aufgabenstellung ist die duale Gleichung gegeben
durch die Transponierte der Linearisierung der Ausgangsgleichung Gl. (7.23),[∫ 1
0
(
∂f in((1− s)d+ sdm,n)
∂d
)
ds
]T
λ = p. (7.30)
Da die exakte Lo¨sung der Ausgangsgleichung im allgemeinen nicht bekannt ist, wird
Gleichung (7.30) am Punkt dm,n statt d ausgewertet. Der Fehler J(dref )− J(dm) kann
mittels dualer Lo¨sung und Residuum ausgedru¨ckt werden gema¨ß
J(dref )− J(dm) = ρTmλ. (7.31)
Bei nichtlinearem Funktional beziehungsweise nichtlinearer Ausgangsgleichung gilt diese
Gleichung aufgund der Vernachla¨ssigung von Termen ho¨herer Ordnung nur na¨herungs-
weise. Ist die Dimension der Ausgangsgleichung sehr groß, muß auch die duale Glei-
chung in einer reduzierten Basis gelo¨st werden. Dann wird fu¨r λ ein Ansatz der Form
λ ≈ λk = Zkη gewa¨hlt. Die duale Gleichung reduzierter Dimension ist gegeben durch
ZTkK
T
0Zkη = Z
T
k p. (7.32)
Man erha¨lt eine Approximation des Fehlers der Form
J(dref )− J(dm) ≈ ρTmλk. (7.33)
Um die Auswirkungen der verschiedenen Na¨herungen auf die Gu¨te der Approximation
des Fehlers zu untersuchen, werden folgende Rechnungen durchgefu¨hrt: Die reduzier-
te Gleichung wird mit einer unterschiedlichen Anzahl m von Basisvektoren berechnet,
m = (10,20, . . . ,100). Der Fehler der mittels der verschiedenen Approximationen dm
berechneten Funktionale kann mithilfe der exakten Lo¨sung dref der unreduzierten Glei-
chung berechnet werden. Er wird verglichen mit der Approximation des Fehlers mittels
der DWR-Methode unter Verwendung der exakten Lo¨sung der dualen Gleichung, also oh-
ne Reduktion der Dimension. Weiterhin wird die duale Gleichung mit unterschiedlicher
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Zahl k = (50,70,90) von Basisvektoren approximiert. Zur Reduktion wird die modale
Basis verwendet, sowohl fu¨r die Ausgangsgleichung wie auch fu¨r die duale Gleichung.
Die Ergebnisse sind in Abb. 7.27 fu¨r die lineare Ausgangsgleichung mit linearem Funk-
tional, in Abb. 7.28 fu¨r das nichtlineare Funktional sowie in Abb. 7.29 und 7.30 fu¨r das
nichtlineare Ausgangsproblem dargestellt.
Wie erwartet ist der mittels der Lo¨sung der unreduzierten dualen Gleichung berechnete
Fehler identisch mit dem wirklich vorhandenen Fehler. Auch beim nichtlinearen Funk-
tional sowie beim nichtlinearen Ausgangsproblem ist eine sehr gute U¨bereinstimmung
zu erkennen. Lo¨st man die duale Gleichung in einer reduzierten Basis, so verschlech-
tert sich die Approximationsgenauigkeit abha¨ngig von der Anzahl der zur Reduktion
der dualen Gleichung verwendeten Basisvektoren. In dem Fall, wo die Lo¨sung λk der
reduzierten dualen Gleichung in dem Raum liegt, der auch zur Reduktion des Ausgangs-
problems verwendet wird, ist aufgrund der Galerkin-Orthogonalita¨t das innere Produkt
〈ρm,λk〉 gleich Null, wie in allen Diagrammen gut zu erkennen ist. Hierdurch kann eine
Unterscha¨tzung des Fehlers auftreten. Aus diesem Grund ist es notwendig, fu¨r eine gute
Approximation des tatsa¨chlich vorhandenen Fehlers eine mo¨glichst gute Approximation
der dualen Gleichung zu berechnen.
Basiswahl im dynamischen Fall
Zur Approximation des Funktionalfehlers bei einer Berechnung des dynamischen Ver-
haltens des Rotorblatts muß zusa¨tzlich zur Ausgangsdifferentialgleichung eine duale Dif-
ferentialgleichung fu¨r die betrachtete Zeitspanne gelo¨st werden. Aus diesem Grund ist
die Anwendung der DWR-Methode zur adaptiven Anpassung der Zeitschrittweite, wie
es zum Beispiel bei Logg [126] beschrieben wird, im Fall der Langzeitsimulation von
Windturbinen nicht sinnvoll. Es ist jedoch mo¨glich, die wa¨hrend ein oder zwei Umdre-
hungen berechnete Approximation des Fehlers zur Selektion eines auf das betrachtete
Funktional speziell angepaßten Unterraums fu¨r die anschließende Langzeitintegration zu
verwenden, um so die Effizienz der Zeitintegration zu steigern.
Fu¨r J(d) wird analog zum vorigen Abschnitt die Verschiebung der Blattspitze gewa¨hlt,
diesmal in Windrichtung,
J(d) =
∫ T
0
ux,tip. (7.34)
Die Ausgangsgleichung ist durch Gl. (7.1) gegeben. Die Reduktion mittels des Ansatzes
dm = Y mξ fu¨hrt wie oben beschrieben bei homogenen Anfangsbedingungen auf die
reduzierte Gleichung
Y Tmf(Y mξ¨,Y mξ˙,Y mξ, t), ξ(0) = 0, ξ˙(0) = 0, t ∈ [0, T ], (7.35)
mit dem Residuum
ρm = f(Y mξ¨,Y mξ˙,Y mξ, t). (7.36)
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Abbildung 7.27 Approximation des Fehlers bei linearer Ausgangsgleichung und J1.
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Abbildung 7.28 Approximation des Fehlers bei linearer Ausgangsgleichung und J2.
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Abbildung 7.29 Approximation des Fehlers bei nichtlinearer Ausgangsgleichung und J1.
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Abbildung 7.30 Approximation des Fehlers bei nichtlinearer Ausgangsgleichung und J2.
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Die lineare duale Gleichung lautet
M(t)T λ¨−C(t)T λ˙+K(t)Tλ = p, λ(T ) = 0, λ˙(T ) = 0 (7.37)
mitM(t) = ∂f
∂
¨d
, C(t) = ∂f
∂
˙d
und K(t) = ∂f
∂d
. Da diese Matrizen entlang der Lo¨sung der
reduzierten Ausgangsgleichung (7.35) ausgewertet werden mu¨ssen, wird zuna¨chst dieses
fu¨r die betrachtete Zeitspanne [0, T ] gelo¨st, die zwei Umdrehungen entspricht. Daran
anschließend wird die duale Gleichung ru¨ckwa¨rts gelo¨st. Mittels der Transformation t =
T − τ kann diese in eine fu¨r τ vorwa¨rts in der Zeit zu lo¨sende Aufgabe transformiert
werden, so daß Standard-Zeitintegrationsroutinen verwendet werden ko¨nnen. Ist das
Ausgangssystem von Differentialgleichungen sehr groß, so wird man die duale Gleichung
ebenfalls in einer reduzierten Basis berechnen, wie im vorigen Abschnitt beim statischen
Fall beschrieben. Mittels dualer Lo¨sung λ und Residuum ρ kann nun der Fehler
J(dref )− J(dm) ≈
∫ T
0
λTρdt (7.38)
approximiert werden. Sind die Anfangsbedingungen der Ausgangsgleichung nicht gleich
Null, so kommen die konstanten Randterme 〈λ(0),d(0)−dm(0)〉 und 〈λ˙(0),v(0)−vm(0)〉
hinzu. In Abb. 7.31 sind die Ergebnisse fu¨r verschiedene Werte m = (10,20, . . . 50) von
Basisvektoren zur Reduktion der Ausgangsgleichung dargestellt. Dabei wird die duale
Gleichung sowohl unreduziert als auch reduziert mit 50 und 100 modalen Basisvektoren
gelo¨st sowie mit unterschiedlichen Zeitschrittweiten berechnet. Man erkennt eine gute
U¨bereinstimmung der Verla¨ufe von approximiertem und tatsa¨chlich vorhandenem Feh-
ler. Auch hier erkennt man wieder die Auswirkung der Galerkin-Orthogonalita¨t: Wenn
mdual ≤ mprimal gilt, also die Dimension der reduzierten dualen Gleichung kleiner oder
gleich der Dimension der reduzierten Ausgangsgleichung ist, ist die Lo¨sung λm,dual or-
thogonal zum Residuum ρm,primal.
Zur Berechnung des in der Einleitung erwa¨hnten Fehlerindikators zur Auswahl von
Basisvektoren wird, wie in Abschnitt 5.5 beschrieben, die komponentenweise Multipli-
kation von λ und ρ u¨ber die Zeit integriert und auf die zur Reduktion des Ausgangspro-
blems verwendeten Basisvektoren projiziert. Hierdurch ergibt sich ein Fehlerindikator
fu¨r jeden der verwendeten Basisvektoren, der zur Auswahl einer geeigneten Basis fu¨r die
Langzeitintegration verwendet werden kann. In Abb. 7.32 ist das Ergebnis einer solchen
Berechnung fu¨r die modale Basis dargestellt. Ordnet man die Basisvektoren nach dem
Wert ihres Fehlerindikators, so ergibt sich eine Rangfolge, beispielhaft dargestellt in Ta-
belle 7.4. Die unteren Basisvektoren dieser neu geordneten Basis sind nun speziell zur
Approximation des betrachteten Funktionals geeignet. In den Abb. 7.33 und 7.34 sind
fu¨r die modale Basis und die Karhunen-Loe`ve Basis jeweils das Ergebnis der mittels dem
dualen Fehlerindikator ausgewa¨hlten Basis und das Ergebnis der mittels der unteren m
Basisvektoren berechneten Werte dargestellt. Man erkennt eine signifikante Verbesserung
der Approximationsgu¨te des Funktionals. Bei der Lanczos Basis ist keine Verbesserung
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Abbildung 7.31 Vergleich von exaktem und approximiertem Fehler.
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Abbildung 7.32 Fehlerindikator zur Auswahl von Basisvektoren.
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festzustellen, dies ist jedoch nicht auf den verwendeten Fehlerindikator zuru¨ckzufu¨hren,
sondern auf die Tatsache, daß die Einbeziehung von ho¨heren Lanczos-Vektoren bei dem
untersuchten Beispiel, wie in Abschnitt 7.1.3 gezeigt, keine Verbesserung der Approxi-
mationsgu¨te mit sich bringt.
Tabelle 7.4 Reihenfolge der Basisvektoren gema¨ß dualem Fehlerindikator.
Modale Basis 1, 2, 6, 9, 3, 16, 14, 25, 12, 11, 23, 32, ...
Lanczos Basis 1, 2, 3, 6, 4, 11, 5, 8, 9, 12, 29, 14, ...
Karhunen-Loe`ve Basis 1, 3, 2, 4, 7, 10, 8, 30, 18, 6, 27, 9, ...
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Abbildung 7.33 Relativer Fehler des Funk-
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7.1.6 Nichtlineare und postprocessed Galerkin Methode
In diesem Abschnitt soll die Anwendung der nichtlinearen bzw. postprocessed Galerkin-
Methode beschrieben und die erzielten Ergebnisse mit denen der normalen Reduktion
verglichen werden. Das System der Windkraftanlage ist zu komplex, um die Annahmen
der Methoden streng mathematisch u¨berpru¨fen zu ko¨nnen. Da jedoch nur die Idee dieser
Methoden zur Verbesserung der Approximationsgu¨te des reduzierten Modells verwendet
werden soll, ist dies auch nicht erforderlich. Der Algorithmus zur Zeitintegration des
reduzierten Modells bei Verwendung des normalen Galerkin-Verfahrens kann fu¨r den
Zeitschritt n+1 bei Verwendung des Newton-Raphson Verfahrens zur Lo¨sung des nicht-
linearen Gleichungssystems wie folgt dargestellt werden:
Setze i = 0, berechne Startwerte d(i)n+1,v
(i)
n+1,a
(i)
n+1
Berechne ρ(i)red und K
(i)
eff,red
Beginne Iteration, i = i+ 1
Lo¨se ∆d(i) = −Y Tm(K(i−1)eff,red)−1ρ
(i−1)
red
Fu¨hre Update der Variablen d(i)n+1,v
(i)
n+1,a
(i)
n+1 durch
Berechne ρ(i)red und K
(i)
eff,red
Ist ||ρ(i)red|| ≤ ||ρ
(0)
red|| → beende Iteration
Beginne na¨chsten Zeitschritt.
Bei der nichtlinearen Galerkin-Methode kann der Algorithmus formuliert werden als:
Setze i = 0, berechne Startwerte d(i)n+1,v
(i)
n+1,a
(i)
n+1
Berechne ρ(i)red
Beginne Iteration, i = i+ 1
Auswertung der AIM(d(i−1)n+1 ,v
(i−1)
n+1 ,a
(i−1)
n+1 )
Berechne Korrektur d(i−1)n+1 = d
(i−1)
n+1 +AIM
Berechne ρ(i−1)red und K
(i−1)
eff,red
Lo¨se ∆d(i) = −Y Tm(K(i−1)eff,red)−1ρ
(i−1)
red
Fu¨hre Update der Variablen d(i)n+1,v
(i)
n+1,a
(i)
n+1 durch
Berechne ρ(i)red
Ist ||ρ(i)red|| ≤ ||ρ
(0)
red|| → beende Iteration
Beginne na¨chsten Zeitschritt.
Grau unterlegt sind dabei die A¨nderungen zum Algorithmus des normalen Galerkin
Verfahrens. Aufgrund der Einbeziehung der AIM ist eine zusa¨tzliche Berechnung der
Kraftvektoren des gesamten nichtlinearen Systems pro Iterationsschritt notwendig. Dies
fu¨hrt zu einem erho¨hten Rechenaufwand, der fu¨r die effiziente Langzeitintegration der
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Windkraftanlage nicht akzeptabel ist. Es hat sich auch gezeigt, daß bei Verwendung
des impliziten Zeitintegrationsverfahrens aufgrund der Einbeziehung hoher Frequenzen
durch die AIM die Konvergenz der Newton-Raphson Iteration verschlechtert oder verhin-
dert wird. Aus diesen Gru¨nden ist die Anwendung der nichtlinearen Galerkin-Methode
fu¨r Langzeitsimulationen nicht sinnvoll. Bei der postprocessed Galerkin Methode und
der Verwendung der quasi-stationa¨ren AIM beschra¨nkt sich der zusa¨tzliche Rechenauf-
wand dagegen auf eine Matrix-Vektor Multiplikation, die maximal einmal pro Zeitschritt
nach dem Ende der Iteration durchgefu¨hrt wird. Der Algorithmus lautet in diesem Fall:
Setze i = 0, berechne Startwerte d(i)n+1,v
(i)
n+1,a
(i)
n+1
Berechne ρ(i)red und K
(i)
eff,red
Beginne Iteration, i = i+ 1
Lo¨se ∆d(i) = −Y Tm(K(i−1)eff,red)−1ρ
(i−1)
red
Fu¨hre Update der Variablen d(i)n+1,v
(i)
n+1,a
(i)
n+1 durch
Berechne ρ(i)red und K
(i)
eff,red
Ist ||ρ(i)red|| ≤ ||ρ
(0)
red|| → beende Iteration
Auswertung der AIM(d(i)n+1,v
(i)
n+1,a
(i)
n+1)
Berechne dˆ
(i)
n+1 = d
(i)
n+1+AIM
Beginne na¨chsten Zeitschritt.
Um die Voraussetzungen fu¨r die Anwendung der postprocessed Galerkin-Methode zu
schaffen, sammelt man die ersten m Basisvektoren der gewa¨hlten Basis in der Matrix
Y = {y1, . . . ,ym} und fasst die u¨brigen Basisvektoren in der MatrixZ = {ym+1, . . . ,yn}
zusammen. Als Ansatz wa¨hlt man statt dm = Y ξ nun
d ≈ dm = Y ξ +Zη. (7.39)
Eingesetzt in die Gleichung (7.1) und projiziert auf den durch die Vektoren in Y aufge-
spannten Raum Y folgt
Y TM(Y ξ +Zη)Y ξ¨ + Y TK0Y ξ + Y Th(Y ξ¨ +Zη¨,Y ξ˙ +Zη˙,Y ξ +Zη, t)
+Y TM(Y ξ +Zη)Zη¨ + Y TK0Zη = 0. (7.40)
Die Projektion auf den durch die Vektoren in Z aufgespannten Raum Z ergibt
ZTM(Y ξ +Zη)Zη¨ +ZTK0Zη +ZTh(Y ξ¨ +Zη¨,Y ξ˙ +Zη˙,Y ξ +Zη, t)
ZTM(Y ξ +Zη)Y ξ¨ +ZTK0Y ξ = 0. (7.41)
Bei Verwendung der mittels K0 berechneten modalen Basis sind die Terme Y TK0Z
sowie ZTK0Y identisch Null, da die Eigenvektoren in Y und Z orthogonal in Bezug
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auf K0 sind. Dies ist bei Verwendung der Lanczos oder KL Basis nicht der Fall. Um
die beno¨tigte Beziehung zwischen den Variablen η und ξ herzuleiten, wird zuna¨chst
die Annahme getroffen, daß die hochfrequenten, kurzwelligen Eigenformen nicht zur
dynamischen Systemantwort beitragen,
η¨ = η˙ ≡ 0. (7.42)
Das entspricht der Annahme der quasi-statischen approximierten inertialen Mannigfal-
tigkeit [193], a¨hnlich der Methode der statischen Korrektur bei linearen Problemen, und
fu¨hrt zu den modifizierten Ausgangsgleichungen der Form
Y TM(Y ξ +Zη)Y ξ¨ + Y TK0Y ξ + Y Th(Y ξ¨,Y ξ˙,Y ξ +Zη, t) (7.43)
+Y TK0Zη = 0
sowie
ZTK0Zη +ZTh(Y ξ¨,Y ξ˙,Y ξ +Zη, t) + (7.44)
ZTM(Y ξ +Zη)Y ξ¨ +ZTK0Y ξ = 0.
Gleichung (7.44) ist eine nichtlineare Gleichung fu¨r η, die na¨herungsweise zu lo¨sen ist.
Das geschieht gema¨ß [193] im einfachsten Fall mit einer Fixpunkt-Iteration mit dem
Startwert η(0) = 0. Dann ergibt sich unter Beru¨cksichtigung der Definition von h die
gesuchte AIM zu
η(1) = − (ZTK0Z)−1ZTf(Y ξ¨,Y ξ˙,Y ξ, t). (7.45)
Um die Genauigkeit der Approximation zu erho¨hen, kann eine zweite Iteration durch-
gefu¨hrt werden. Da hierzu jedoch die Auswertung des gesamten nichtlinearen Modells
notwendig ist, leidet darunter die Effizienz der Berechnung. Dies ist ebenfalls bei der
Verwendung des Newton-Raphson Verfahrens zur Lo¨sung des nichtlinearen Gleichungs-
systems (7.44) der Fall, da dann in jedem Iterationsschritt eine Matrix der Dimension
des Vektors η zu faktorisieren ist. Bei der quasi-statischen AIM nach Gl. 7.45 ist dagegen
die konstante Matrix ZTK0Z nur einmal zu Beginn der Berechnung zu faktorisieren,
im Fall der modalen Basis ist diese Matrix sogar diagonal. Die postprocessed Galerkin
Methode setzt nun in Gl. (7.43) η = 0 und verwendet die Beziehung (7.45) nur dann zur
Verbesserung der Lo¨sung gema¨ß Gl. (7.39), wenn ein Ausgabewert beno¨tigt wird, also
maximal einmal pro Zeitschritt.
Im folgenden werden die Ergebnisse der Berechnung des Rotorblatts mit reduzierter
Basis bei Verwendung der mittels einer Fixpunkt-Iteration erhaltenen AIM gema¨ß Gl.
(7.45) vorgestellt. Dafu¨r werden jeweils 200 Basisvektoren der einzelnen Basen berechnet.
Die Anzahlm der Prima¨rbasisvektoren ist in den folgenden Abbildungen auf der x-Achse
aufgetragen, die Anzahl der Sekunda¨r-Basisvektoren betra¨gt jeweils 200−m. Man erha¨lt
bei allen drei Basen keine Verbesserung der Mittelwerte des relativen Fehlers der Ver-
schiebungen. Beispielhaft sind in Abb. 7.35 die Ergebnisse der modalen Basis dargestellt.
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Bei modaler und KL Basis ist jedoch eine signifikante Verbesserung der Mittelwerte des
Biegemomentenfehlers zu erkennen, siehe Abb. 7.36 und 7.38. Bei der Lanczos Basis zeigt
sich nur bei den unteren Basisvektoren eine Verbesserung der Approximationsgu¨te der
Biegemomente, wie in Abb. 7.37 zu sehen ist, zuru¨ckzufu¨hren auf den schon erwa¨hnten
Mangel einer Verbesserung der Approximationsgu¨te mit zunehmender Dimension der
generierten Lanczos Basis.
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Abbildung 7.35 Mittelwerte des Verschiebungsfehlers fu¨r die normale und postprocessed Galerkin
Methode u¨ber Anzahl von Prima¨r-Basisvektoren der modalen Basis. Die Kurven
liegen aufeinander.
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Abbildung 7.36 Mittelwerte des Biegemomentenfehlers fu¨r die normale und postprocessed
Galerkin Methode u¨ber Anzahl von Prima¨r-Basisvektoren der modalen Basis.
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Abbildung 7.37 Mittelwerte des Biegemomentenfehlers fu¨r die normale und postprocessed
Galerkin Methode u¨ber Anzahl von Prima¨r-Basisvektoren der Lanczos Basis.
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Abbildung 7.38 Mittelwerte des Biegemomentenfehlers fu¨r die normale und postprocessed
Galerkin Methode u¨ber Anzahl von Prima¨r-Basisvektoren der Karhunen-Loe`ve
Basis.
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7.2 Simulation der Gesamtdynamik
Nach der Betrachtung einer Substruktur soll in diesem Abschnitt die Simulation der
Gesamtdynamik einer Windkraftanlage unter Verwendung der Modellreduktion beschrie-
ben werden. Das Strukturmodell ist in Abb. 7.39 schematisch dargestellt. Turm
Abbildung 7.39 Schematische Darstellung des
Strukturmodells.
und Rotorbla¨tter werden mit den in
Kapitel 3 beschriebenen Balkenelemen-
ten modelliert, Generatorhaus und Nabe
werden als Starrko¨rper beschrieben. Der
Turm wird dabei mit 20 Balkenelemen-
ten und die Rotorbla¨tter werden jeweils
mit 46 Balkenelementen diskretisiert. Das
fu¨hrt zu einer Gesamtzahl von 942 Frei-
heitsgraden des Strukturmodells und 690
Freiheitsgraden des Dynamic Stall Mo-
dells. Versatzlasten werden durch Verwen-
dung des in Abschnitt 3.1.3 beschriebe-
nen ”master-slave“ Prinzips beru¨cksich-
tigt. In Abb. 7.40 ist zusa¨tzlich ein Stand-
bild aus einem mit dem Visualisierungs-
system AVS erzeugten Film der Bewe-
gung der Windkraftanlage und des Wind-
felds abgebildet. Auf den Rotorbla¨ttern
sind die Anstellwinkel durch Farben dar-
gestellt, die Zuordnung geschieht mit der
rechts abgebildeten Legende der Einheit
[deg]. Auf gleiche Weise ko¨nnen weitere
Gro¨ßen wie Schubkraft oder Drehmoment
an den Rotorbla¨ttern oder am Turm dar-
gestellt werden. Die Windgeschwindigkei-
ten sind ebenfalls durch ihre Farbe zuzuordnen, hier gilt die links gezeigte Legende der
Einheit [m/s].
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Abbildung 7.40 Visualisierung mit AVS.
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7.2.1 Kopplung der Substrukturen
Zur Darstellung des Kopplungsprozesses werden im folgenden beispielhaft zwei Substruk-
turen betrachtet, die zum Gesamtsystem gekoppelt werden sollen. Verwendet man das
Newmark-Verfahren zur Zeitdiskretisierung, so mu¨ssen in jedem Iterationsschritt des
Newton-Raphson Verfahrens die effektiven Steifigkeitsmatrizen und die Residuen der
Substrukturen zum Gesamtsystem assembliert werden. Dazu werden die Gleichungssy-
steme aufgeteilt in freie Variablen mit dem Index f und Kopplungsvariablen mit dem
Index k, (
Ki1 Ki2
Ki3 Ki4
)(
∆dik
∆dif
)
=
(
ρik
ρif
)
i = 1,2. (7.46)
Bei der effektiven Steifigkeitsmatrix ist dabei der Index (eff) zur Vereinfachung der Dar-
stellung weggelassen. Bei der Kopplung muß beru¨cksichtigt werden, daß jede Substruktur
in ihrem eigenen Koordinatensystem beschrieben wird. Zwischen den Kopplungsvaria-
blen existiert die Zwangsbedingung
d1k = R12d2k. (7.47)
Dabei bezeichnet R12 die Transformationsmatrix zwischen dem Koordinatensystem der
Substruktur 1 und der Substruktur 2. Das Gesamtsystem unter Beru¨cksichtigung der
Zwangsbedingung (7.47) folgt zuK11 +R12K21RT12 K12 R12K22K13 K14 0
K23R
T
12 0 K24
∆d1k∆d1f
∆d2f
 =
ρ1k +R12ρ2kρ1f
ρ2f
 . (7.48)
Die Kopplung weiterer Substrukturen erfolgt auf dieselbe Weise.
7.2.2 Behandlung der Kopplungsstellen im reduzierten Modell
Bei der Wahl der Basisvektoren fu¨r die Reduktion der Bewegungsgleichungen der Sub-
struktur stellt sich die Frage nach der Behandlung der Kopplungsvariablen. Hierzu ist
ein ausfu¨hrlicher U¨berblick bei Gasch und Knothe [66] und den darin zitierten Lite-
raturstellen zu finden. Es gibt grundsa¨tzlich zwei Mo¨glichkeiten bei der Berechnung der
Basisvektoren: (i) Verwendung von freien Kopplungsvariablen oder (ii) Vorgabe von ho-
mogenen Randbedingungen fu¨r die Kopplungsvariablen. Letzteres wird als Methode der
gefesselten Koppelstellen bezeichnet und geht auf Hurty [90] zuru¨ck. Meist wird laut
Gasch und Knothe [66] das Verfahren der gefesselten Koppelstellen eingesetzt, zum
Beispiel verwenden Morand und Ohayon [134] diese Vorgehensweise zur Berechnung
von Problemen der Fluid-Struktur Wechselwirkung, da es in vielen Fa¨llen eine bessere
Approximationsgu¨te aufweist als das Verfahren mit freien Koppelstellen.
Durch Vorgabe von homogenen Randbedingungen fu¨r die Kopplungsvariablen wer-
den diese zuna¨chst aus dem Berechnungsprozeß eliminiert und die Basisvektoren fu¨r die
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gefesselten Substrukturen berechnet. Daran anschließend werden l statische Verschie-
bungsfiguren Ψˆ = [Ψ1, . . . ,Ψl] berechnet, im Englischen ”constraint modes“ genannt,
die von Einheitsverschiebungen an den l Kopplungsvariablen hervorgerufen werden. Sind
die Variablen der Substruktur i gema¨ß dTi = (d
T
ik,d
T
if ) in gekoppelte und freie Varia-
blen aufgeteilt und bezeichnet Y i,m die Matrix der Basisvektoren, die mittels fester
Koppelstellen berechnet wurden, folgt als Ansatz fu¨r das reduzierte Modell der i-ten
Substruktur
di ≈ di,m = Y i,mξi =
(
I 0
Ψˆi Y i,m
)
ξi. (7.49)
Setzt man diesen Ansatz in die Bewegungsgleichungen der Substruktur ein, so bleiben
die Variablen di,k in ihrer physikalischen Bedeutung erhalten und die Kopplung kann
genau wie im vorigen Abschnitt beschrieben durchgefu¨hrt werden. Hierdurch wird die
programmtechnische Umsetzung erheblich vereinfacht und die Anwendung aller im vo-
rigen Abschnitt bei der Substruktur des Rotorblatts vorgestellten Methoden auf das
Gesamtsystem der Windkraftanlage ist ohne Komplikationen mo¨glich.
7.2.3 Vergleich der Approximationsgu¨te
Um zu untersuchen, ob die bei der Reduktion des Rotorblatts erzielten Ergebnisse auf die
gesamte Windkraftanlage u¨bertragbar sind, werden nun die Ergebnisse der Berechnung
des unreduzierten Modells der Anlage mit denen des reduziert berechneten Modells ver-
glichen. Die Rotorbla¨tter werden unter Verwendung der modalen Basisvektoren und der
Karhunen-Loe`ve Basisvektoren berechnet, dabei stimmen die Vektoren mit denen des
Abschnitts 7.1.2 u¨berein. Fu¨r den Turm wird in beiden Fa¨llen die modale Basis verwen-
det, da aufgrund der Verwendung von festen Kopplungsstellen nur diese Basis berechnet
werden kann. In Abb. 7.41 und 7.42 sind die Ergebnisse der normalen Galerkin Metho-
de fu¨r den relativen Verschiebungsfehler sa¨mtlicher Variablen des FE-Modells bzw. der
relative Fehler aller Biegemomente dargestellt. Die Eingangsgro¨ße, also das turbulente
Windfeld, entspricht dem auch in Abschnitt 7.1.3 verwendeten Windfeld, im folgenden
mit Windfeld (1) bezeichnet. Auch bei der Berechnung der Gesamtdynamik zeigt die
Karhunen-Loe`ve Basis eine hohe Approximationsgu¨te, die Mittelwerte der Fehler sind
in Tabelle 7.5 zu finden. Daß die KL-Basis nicht nur fu¨r das bei ihrer Berechnung ver-
wendete Windfeld gut geeignet ist, zeigt sich in den Abb. 7.43 und 7.44, wo die relativen
Fehler der Simulation unter Verwendung eines anderen Windfelds (2) mit doppelt so ho-
her mittlerer Windgeschwindigkeit und Turbulenzintensita¨t dargestellt sind. Auch hier
weist die Karhunen-Loe`ve Basis eine hohe Approximationsgu¨te auf, was zeigt, daß die
KL-Basis nicht fu¨r jede zu untersuchende Windklasse, sondern nur bei A¨nderung der
betrachteten Rotorbla¨tter neu berechnet werden muß. Die Mittelwerte der Fehler sind
ebenfalls in Tabelle 7.5 zu finden.
Abschließend sind in Abb. 7.45 die Ergebnisse der postprocessed Galerkin-Methode
zusammen mit den Ergebnissen der normalen Galerkin Methode fu¨r den relativen Feh-
109
7 Numerische Beispiele
0 5 10 15 20 25 30 35 40 45 50
10−4
10−3
10−2
10−1
100
Zeit
re
la
tiv
er
 V
er
sc
hi
eb
un
gs
fe
hl
er
modal (10)
KL (10)   
Abbildung 7.41 Zeitverla¨ufe des Verschiebungsfehlers, Windfeld 1.
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Abbildung 7.42 Zeitverla¨ufe des Biegemomentenfehlers, Windfeld 1.
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Abbildung 7.43 Zeitverla¨ufe des Verschiebungsfehlers, Windfeld 2.
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Abbildung 7.44 Zeitverla¨ufe des Biegemomentenfehlers, Windfeld 2.
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Tabelle 7.5 Mittelwerte der relativen Fehler
Verschiebungen Biegemomente
Windfeld (1) modale Basis 0.3044 0.1785
Windfeld (1) KL-Basis 0.0026 0.0311
Windfeld (2) modale Basis 0.3244 0.2436
Windfeld (2) KL-Basis 0.0032 0.0426
ler der Biegemomente dargestellt. Der relative Fehler der Verschiebungen wird wie in
Abschnitt 7.1.6 nicht signifikant verringert. Zur Reduktion wurden 10 und 15 Prima¨rba-
sisvektoren verwendet, und alle u¨brigen Basisvektoren wurden als Sekunda¨rbasisvekto-
ren verwendet. Bei beiden Basen kann eine Verbesserung der Approximationsgu¨te fest-
gestellt werden. Der Aufwand dieser Verbesserung ist wie oben beschrieben nur eine
Matrix-Vektormultiplikation auf Ebene jeder Substruktur.
Auch die Methode zur Berechnung von Fehlerindikatoren zur Selektion einer effizi-
enten niedrigdimensionalen Basis la¨ßt sich ohne Vera¨nderung auf das Gesamtsystem
u¨bertragen. In Abb. 7.46 sind beispielhaft die Fehlerindikatoren fu¨r die modale Basis
fu¨r Turm und Rotorbla¨tter dargestellt. Als Zielfunktional dient dabei die Verschiebung
des Turmkopfes in Windrichtung. Wa¨hlt man als Basis die mittels des Fehlerindikators
selektierten Basisvektoren, wird der relative Fehler zum Beispiel bei der Verwendung
von 10 Basisvektoren fu¨r Turm und Rotorbla¨tter um den Faktor 3.6 verringert.
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Abbildung 7.45 Zeitverla¨ufe des relativen Fehlers der Biegemomente fu¨r die normale (fg) und
postprocessed (ppg) Galerkin Methode.
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Abbildung 7.46 Fehlerindikatoren fu¨r die Subsysteme.
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7.3 Analyse der Effizienz
Abschließend soll die Effizienz der Modellreduktion fu¨r die Simulation der Langzeitdy-
namik untersucht werden. Die Effizienz sei im folgenden definiert als
Effizienz =
anr
ar
·Gu¨te. (7.50)
Hierbei bezeichnet anr den fu¨r das nicht reduzierte und ar den fu¨r das reduzierte Modell
beno¨tigten Rechenaufwand. Die Gu¨te der Approximation sei durch den zeitlichen Mittel-
wert des relativen Fehlers der Biegemomente in Prozent definiert, Gu¨te=100–(E{emb,m}
in %). Der Rechenaufwand kann entweder durch die beno¨tigte Anzahl von Rechenopera-
tionen, im Englischen mit ”flops“ bezeichnet, oder die beno¨tigte Zeitdauer der Berech-
nung charakterisiert werden. Hierbei sind zwei Anteile zu beru¨cksichtigen, der Aufwand
zur Generierung der Basisvektoren und der Aufwand pro Zeitschritt.
7.3.1 Setup-Aufwand
Beim Rechenaufwand zur Generierung der reduzierten Basis gilt fu¨r die drei untersuch-
ten Basen, daß die Lanczos-Vektoren mit vergleichsweise geringem Aufwand zu erzeugen
sind: Zuna¨chst muß ein lineares Gleichungssystem zur Berechnung des Startvektors gelo¨st
werden. Daran anschließend sind nur Matrix-Vektor Multiplikationen zuzu¨glich der Or-
thonormalisierung durchzufu¨hren. Aufwendiger ist die Erzeugung der modalen Basis.
Bei Problemen mit einer großen Anzahl von Freiheitsgraden wird meist ein iterativer
Eigenwert-Lo¨ser verwendet [164], bei dem zur Berechnung eines Eigenvektors ungefa¨hr
der Aufwand notwendig ist, um die gesamte Lanczos-Basis zu erzeugen. Die Generierung
der Karhunen-Loeve Basis ist noch aufwendiger, da hierfu¨r zuna¨chst die Lo¨sung des
nicht reduzierten Systems fu¨r eine gewisse Zeitspanne berechnet werden muß, um dann
ein Eigenwert-Problem niedriger Dimension zu lo¨sen. Betrachtet man als Beispiel ein
einzelnes Rotorblatt, ist in Tabelle 7.6 die numerisch bestimmte Anzahl der Rechenope-
rationen zur Berechnung von jeweils 20 Basisvektoren aufgefu¨hrt. Dabei ist die Anzahl
der Rechenoperationen zur Berechnung der Lanczos Basis zur Normalisierung verwendet
worden. Da die Anzahl der die Substruktur beschreibenden Variablen verha¨ltnisma¨ßig
gering ist, ist die Differenz des Aufwandes zwischen modaler Basis und Karhunen-Loe`ve
Basis hier nicht sehr groß. Dieser Abstand steigt mit zunehmender Problemgro¨ße an.
Vergleicht man die mittels der verschiedenen Basen erzielte Effizienz als Funktion der
Zeitschritte bei einem konstanten Rechenaufwand pro Zeitschritt, beispielhaft dargestellt
in Abb. 7.47, so erkennt man, daß schon nach einer geringen Zahl von Zeitschritten die
Effizienz der Karhunen-Loe`ve Basis ho¨her ist als die der anderen Basen, da mit der
KL Basis eine sehr hohe Approximationsgu¨te erzielt werden kann. Ab einem bestimm-
ten Zeitpunkt wird dadurch der ho¨here Aufwand fu¨r die Berechnung der Basisvektoren
wettgemacht.
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Tabelle 7.6 Aufwand zur Erzeugung der Basen
beno¨tigter Rechenaufwand Mittelwert des
Basis fu¨r 20 Basisvektoren relativen Fehlers
Lanczos Basis 1 13.2 %
modale Basis 19.91 23.8 %
Karhunen-Loe`ve Basis 27.5 0.2 %
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Abbildung 7.47 Effizienz der Basen als Funktion des Zeitschritts.
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Tabelle 7.7 Vergleich des Rechenaufwands eines Zeitschritts.
Operation Aufwand Aufwand
(unreduziert) (reduziert)
Transformation des Residuums entfa¨llt O(dm)
Transformation der eff. Steifigkeitsmatrix entfa¨llt O(dm2)
Dreieckszerlegung der eff. Steifigkeitsmatrix O(b2d) O(m3)
Lo¨sung fu¨r eine rechte Seite O(bd) O(m2)
Ru¨cktransformation des Lo¨sungsvektors entfa¨llt O(dm)
7.3.2 Aufwand der Zeitintegration
Zuna¨chst soll der Rechenaufwand fu¨r einen Zeitschritt theoretisch analysiert werden. Da-
bei wird das Newmark-Verfahren zur Zeitintegration verwendet, das Newton-Raphson
Verfahren zur Lo¨sung des nichtlinearen Gleichungssystems und ein direkter Lo¨ser zur
Lo¨sung des linearen Gleichungssystems pro Iterationsschritt. In Tabelle 7.7 ist der be-
no¨tigte Rechenaufwand zur Zeitintegration eines FE-Modells mit d Freiheitsgraden auf-
gefu¨hrt [160]. Mit b wird die Bandbreite der effektiven Steifigkeitsmatrix bezeichnet. m
steht fu¨r die Anzahl der fu¨r das reduzierte Modell verwendeten Basisvektoren. Man er-
kennt, daß mit zunehmender Dimension d die Lo¨sung des linearen Gleichungssystems
pro Iterationsschritt anteilig den gro¨ßten Rechenaufwand beno¨tigt. Analysiert man den
Rechenaufwand des reduzierten Problems mit m Basisvektoren, so erkennt man poten-
tielle Einsparmo¨glichkeiten in dem Fall, daß d m gilt. In Remke und Rothert [160]
ist fu¨r verschiedene Werte von d, b und m der Rechenaufwand bestimmt worden: Der
Quotient der beno¨tigten Rechenoperationen des ohne und mit Reduktion berechneten
Modells liegt zwischen 2 und 9 und ha¨ngt stark von der Bandbreite der effektiven Stei-
figkeitsmatrix ab.
Die theoretisch gewonnenen Aussagen zeigen sich auch bei einer Analyse des Rechen-
aufwandes bei Modellen der Windkraftanlage mit zunehmender Anzahl von Freiheits-
graden. Betrachtet man den Aufwand zur Lo¨sung des linearen Gleichungssystems in
jedem Zeitschritt, so zeigt sich, daß schon bei einer geringen Anzahl von Freiheitsgraden
der Quotient von Zeitaufwand als auch Rechenaufwand fu¨r die Lo¨sung des reduzierten
Systems geteilt durch Aufwand beim nicht reduzierten System, dargestellt in Abb. 7.48,
unterhalb von 10 % liegt. Mit zunehmender Dimension sinkt der Quotient weiter, da
der Aufwand beim reduzierten Modell nahezu konstant ist. Turm und Rotorbla¨tter sind
dabei beim reduzierten Modell mit jeweils 10 Basisvektoren beschrieben und es wird
fu¨r beide Probleme ein direkter Gleichungslo¨ser verwendet. In den Fa¨llen, bei denen der
Aufwand zur Lo¨sung des linearen Gleichungssystems den Gesamtaufwand der Simula-
tion dominiert, ist allein durch Anwendung der projektionsbasierten Modellreduktion
somit eine signifikante Effizienzsteigerung mo¨glich.
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Abbildung 7.48 Vergleich des Aufwands.
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8 Zusammenfassung und Ausblick
Die vorliegende Arbeit befaßt sich mit der Simulation der aeroelastischen Wechselwir-
kungen von Windkraftanlagen. Das Hauptaugenmerk der Arbeit liegt dabei auf der
Anwendung der projektionsbasierten Modellreduktion zur Steigerung der Effizienz von
Langzeitsimulationen. Es wird dazu ein mathematisches Modell der Windkraftanlage
aufgestellt. Turm und Rotorbla¨tter werden als geometrisch nichtlineare Balken model-
liert, um auch große Deformationen beschreiben zu ko¨nnen. Die Auslenkungen der Ro-
torbla¨tter werden in einem rotierenden System beschrieben, um Starrko¨rper-Rotationen
und elastische Verformungen voneinander zu trennen. Das erho¨ht die numerische Ro-
bustheit des Modells, vermeidet Stabilita¨tsprobleme und hohe algorithmische Da¨mpfung
bei der Zeitintegration und ermo¨glicht die einfache Anwendung der Modellreduktion
auf Substruktur-Ebene. Die aerodynamischen Lasten werden durch die Blattelement-
Impulstheorie beschrieben. Die Stro¨mung wird dabei in einen globalen Anteil, den Nach-
lauf, und einen lokalen Anteil, die zweidimensionale Stro¨mung an den Profilschnitten der
Rotorbla¨tter, aufgeteilt. Zur Einbeziehung lokaler instationa¨rer Effekte wird ein Dynamic
Stall Modell verwendet, das als Differentialgleichungssystem formuliert ist.
Die im Raum mittels der Methode der Finiten Elemente diskretisierten Modellglei-
chungen werden durch Anwendung der projektionsbasierten Modellreduktion in einen
niedrig-dimensionalen Unterraum projiziert, wodurch eine effiziente Beschreibung der
Systemdynamik mo¨glich ist. Als Basis werden die modale Basis, die Lanczos Basis und
die Karhunen-Loe`ve Basis verwendet. Hierbei zeigt sich, daß trotz des hohen Aufwandes
fu¨r ihre Generierung die Karhunen-Loe`ve Basis am Besten dafu¨r geeignet ist, einen effi-
zienten niedrig-dimensionalen Unterraum zur Beschreibung des aeroelastischen Systems
aufzuspannen. Auch eine Reduktion der aerodynamischen Freiheitsgrade des Dynamic
Stall Modells ist mit dieser Basis ohne weiteres mo¨glich. Um die Effizienz des niedrig-
dimensionalen Unterraums zu verbessern, wird die ”dual-weighted-residual“ Methode zur
Abscha¨tzung des durch die Modellreduktion hervorgerufenen Fehlers verwendet. Damit
ist es mo¨glich, einen auf ein Funktional der Lo¨sung angepassten Unterraum zu generie-
ren, in dem das gewa¨hlte Funktional mit hoher Genauigkeit approximiert wird.
Eine weitere Methode zur Verringerung des Approximationsfehlers wird mit der nicht-
linearen bzw. postprocessed Galerkin Methode vorgestellt. Sie kann vereinfacht als Er-
weiterung der Methode der statischen Korrektur auf nichtlineare Probleme angesehen
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werden und ermo¨glicht die Verbesserung der Approximation von abgeleiteten Gro¨ßen
wie inneren Kra¨ften und Momenten. Anhand der Simulation der Bewegung eines einzel-
nen Rotorblatts wird die Anwendung aller vorgestellten Verfahren ausfu¨hrlich erla¨utert
sowie die erzielten Ergebnisse bewertet. Es zeigt sich, daß durch die Anwendung der
projektionsbasierten Modellreduktion und Verwendung der Karhunen-Loe`ve Basis eine
sehr effiziente niedrig-dimensionale Beschreibung des aeroelastischen Systems der Wind-
kraftanlage mo¨glich ist. Durch die Reduktion des Gesamtsystems der Windkraftanlage
mit ca. 1000 Struktur-Freiheitsgraden auf ein reduziertes System mit 40 generalisierten
Freiheitsgraden kann eine Approximationsgenauigkeit erzielt werden, deren Fehler bei
den untersuchten Gro¨ßen unter 1% liegt. Auch die zusa¨tzliche Reduktion der aerodyna-
mischen Freiheitsgrade von ca. 700 auf 90 generalisierte Feiheitsgrade erho¨ht den Fehler
auf nicht mehr als 5 %.
Als zuku¨nftige Verbesserung des in dieser Arbeit entwickelten mathematischen Mo-
dells der Windkraftanlage ist die Einbeziehung eines detaillierten, kontinuumsbasierten
Nachlaufmodells [133] notwendig. Bei diesem Modell ist die Anwendung der Modellre-
duktion unter Verwendung der Karhunen-Loe`ve Basis gut dazu geeignet, den derzeit
hohen Rechenaufwand dieser Nachlaufmodelle signifikant zu verringern und damit ihren
Einsatz im industriellen Umfeld zu ermo¨glichen. Eine weitere Verbesserung besteht in
der Einbeziehung von Wellenlasten auf den Turm, um dem derzeitigen Trend zu offshore
installierten Windkraftanlagen gerecht zu werden. Ein anderes Problem, das bisher noch
nicht ausreichend untersucht worden ist, liegt in der Notwendigkeit, trotz Reduktion das
gesamte nichtlineare Modell zur Berechnung der Kraftvektoren auswerten zu mu¨ssen. Es
gibt erste Ansa¨tze, einfachere nichtlineare Darstellungen des Systems zu ermitteln [150],
hier ist jedoch weiterer Forschungsbedarf notwendig.
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Zur Vervollsta¨ndigung der in Kapitel 2 beschriebenen Modellierung der am Profilschnitt
wirkenden aerodynamischen Lasten soll an dieser Stelle auf die Modellierung der instati-
ona¨ren Effekte eingegangen werden. Die konventionelle Blattelement-Theorie nimmt an,
daß A¨nderungen des Anstellwinkels so langsam erfolgen, so daß sich zu jedem Zeitpunkt
ein Gleichgewicht der Stro¨mung einstellen kann. Diese Na¨herung ist nur fu¨r eine geringe
Instationarita¨t der Stro¨mung zula¨ssig. Um die Instationarita¨t einer Stro¨mung quantitativ
zu beschreiben, definiert man einen dimensionslosen Parameter, Strouhal-Zahl genannt,
St =
lfp
V∞
. (A.1)
Dabei bezeichnet fp die Frequenz der periodischen A¨nderung, zum Beispiel des An-
stellwinkels, l eine charakteristische La¨nge und V∞ eine charakteristische Stro¨mungsge-
schwindigkeit. Oft wird auch die dimensionslose, ”reduzierte“ Frequenz
k = 2piSt (A.2)
verwendet. Die instationa¨ren Effekte, als durchgezogene rote Kurven in Abb. A.1 bei-
spielhaft fu¨r den Normalkraft-Beiwert fu¨r Profilschwingungen um drei verschiedene Mit-
telwerte des Anstellwinkels α dargestellt, sind in den Bereichen vor, wa¨hrend und nach
dem Stro¨mungsabriß unterschiedlich stark ausgepra¨gt und werden in den folgenden Ab-
schnitten kurz beschrieben.
Instationa¨re Effekte bei anliegender Stro¨mung
Im Bereich geringer Anstellwinkel kann mit der linearen Potentialtheorie eine gute Ap-
proximation der Stro¨mungsverha¨ltnisse erzielt werden. Der Stro¨mungszustand wird be-
schrieben durch eine anliegende Stro¨mung und einen sinusfo¨rmigen Nachlauf. Dieser
oszillierende Nachlauf aus Anfahr- und Stopwirbeln ist verantwortlich fu¨r eine Zeit-
verzo¨gerung der aerodynamischen Lasten. Dadurch entsteht eine Hysterese-Kurve, die
im Gegenuhrzeigersinn durchlaufen wird, siehe Abb. A.1, Bereich (1).
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Abbildung A.1 Verlauf des stationa¨ren
und instationa¨ren
Normalkraft-Beiwerts,
aus [197]
.
Fu¨r diesen Bereich sind analytische Lo¨sun-
gen berechenbar: Die erste analytische Beschrei-
bung instationa¨rer aerodynamischer Lasten geht
auf Birnbaum [21], Wagner [200], Theodor-
sen [192] und Ku¨ssner [110, 111] zuru¨ck, wel-
che eine angestro¨mte ebene Platte untersuchen,
die harmonische Hub- und/oder Drehschwingun-
gen ausfu¨hrt. Die Untersuchungen zeigen, daß die
aerodynamischen Lasten aufgeteilt werden ko¨nnen
in einen nicht-zirkulatorischen Anteil und einen
von der reduzierten Frequenz abha¨ngigen zirkula-
torischen Anteil, gegeben durch die Theodorsen-
Funktion. Sie reicht bei anliegender Stro¨mung
zur Beschreibung der instationa¨ren Effekte aus,
was durch Vergleiche der Ergebnisse von Theo-
dorsen mit numerischen Lo¨sungen der Euler-
Gleichungen verifiziert werden konnte [135]. Das
Analogon zur Theodorsen-Funktion im Frequenz-
bereich ist die Wagner-Funktion im Zeitbereich,
welche man durch Fourier-Transformation der
Theodorsen Funktion erha¨lt [62]. Die Wagner-Funktion beschreibt die Antwort der aero-
dynamischen Lasten auf eine sprungfo¨rmige A¨nderung des Anstellwinkels. Die Ku¨ssner-
Funktion [111] hingegen beschreibt den Einfluß einer Bo¨e, die senkrecht zur Profilseh-
ne angreift, auf die aerodynamischen Lasten. Wenn das Profil Starrko¨rperbewegungen
ausfu¨hrt, zeigen die analytischen Lo¨sungen der oben genannten Autoren, daß der Zeitver-
lauf des Auftriebs nur von den Komponenten der Anstro¨mung am 3/4-Punkt des Profils
abha¨ngt. Der Auftrieb greift dagegen gema¨ß Definition am 1/4-Punkt an. Hieraus erkla¨rt
sich die besondere Bedeutung dieser beiden Punkte auf der Profilsehne.
Instationa¨re Effekte beim Stro¨mungsabriß
Verglichen mit Bereich (1) sind die physikalischen Pha¨nomene im Anstellwinkelbereich
(2), wo sich die Stro¨mung abzulo¨sen beginnt, komplexer. Da ein Großteil des Rotorblatts
hauptsa¨chlich im Anstellwinkelbereich (2) operiert, bedarf er sorgfa¨ltiger Untersuchung
und Modellierung. Es kommt hier zum Pha¨nomen des ”dynamic stall“ , bei dem im Un-
terschied zu den Bereichen (1) und (3) sehr starke Einflu¨sse der Instationarita¨t auf die
aerodynamischen Lasten auftreten [132, 152]. Dementsprechend wichtig ist ein Versta¨nd-
nis der Vorga¨nge in diesem Bereich. Im U¨bersichtsartikel von McCroskey [132] sind
den einzelnen Punkten auf der in Abb. A.2 dargestellten instationa¨ren Beiwertkurven die
in Tabelle A.1 beschriebenen Stro¨mungszusta¨nde zugeordnet: Wa¨hrend der Anstellwin-
kel u¨ber den stationa¨ren Stallwinkel erho¨ht wird, beginnt sich ein Wirbel in der Na¨he
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Tabelle A.1 Zuordnung von Stro¨mungszusta¨nden zur instationa¨ren Beiwertkurve.
Punkt Stro¨mungszustand (siehe Abb. A.2)
1 Du¨nne, anliegende Grenzschicht
2 Stro¨mungsumkehr in der Grenzschicht tritt auf
3 Ein Wirbel lo¨st sich ab und bewegt sich u¨ber die Oberfla¨che des Profils
4 Der Wirbel erreicht die Profilhinterkante
5 Effekte eines zweiten Wirbels
6 Wiederanlegen der Stro¨mung, beginnend an der Vorderkante
der Vorderkante zu bilden. Der Wirbel lo¨st sich von der Vorderkante und wird u¨ber
die Profiloberseite nach hinten transportiert, resultierend in einer starken Erho¨hung des
Auftriebs. Die Ho¨he der Auftriebsvergro¨ßerung ha¨ngt von der Gro¨ße des Wirbels und sei-
nem Abstand zur Profiloberseite ab. Die Bewegung des Wirbels mit der Stro¨mung ha¨ngt
von der Profilgeometrie und der Pitch-Rate ab. Wenn der Wirbel an der Hinterkante
vorbei transportiert wird, nimmt das Moment kurzfristig einen hohen Wert an, dann
fallen Auftrieb und aerodynamisches Moment stark ab. Die Stro¨mung bleibt so lange
abgelo¨st, bis sich der Anstellwinkel genu¨gend verringert hat, so daß sich die Stro¨mung
wieder anlegen kann.
dynamisch
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2
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1
6
2
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Abbildung A.2 Verlauf des instationa¨ren Auftriebs- und Momentenbeiwerts u¨ber dem Anstell-
winkel aus [132]
Instationa¨re Effekte nach dem Stro¨mungsabriß
Im letzten fu¨r die Windkraftanlage relevanten Anstellwinkel-Bereich (3) kommt es zu
massiver Ablo¨sung der Stro¨mung. Die Instationarita¨t a¨ußert sich in einer Hysterese-
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Kurve, die im Uhrzeigersinn durchlaufen wird. Die vorherrschende Kraft ist der Wider-
stand. Zusa¨tzlich entstehen aperiodische Kra¨fte aufgrund von Wirbelablo¨sungen.
A.1 Modellierung aerodynamischer Beiwerte
Fu¨r die Simulation der aerodynamischen Lasten im Zeitbereich beno¨tigt man ein Mo-
dell, mit dem sich die instationa¨ren Effekte der zweidimensionalen Profilstro¨mung qua-
litativ und quantitativ beschreiben lassen. Dieses Modell darf nicht zu rechenaufwendig
sein, da Langzeitsimulationen durchzufu¨hren sind. Aufgrund dessen kann der Ansatz, die
Stro¨mung durch die Navier-Stokes Gleichungen zu modellieren, nicht verwendet werden.
Eine andere Herangehensweise aus dem Bereich der Hubschrauber-Simulation verwen-
det semi-empirische Modelle der instationa¨ren aerodynamischen Lasten, Dynamic Stall
Modelle genannt. Auch fu¨r den Bereich der Windturbinen wurden solche Modelle ent-
wickelt. Beispiele aus dem Hubschrauber-Bereich sind das Modell von Leishmann und
Beddoes [120], das Onera- [146] und Dlr-Modell [197] und die Modelle von Goman
und Khrabrov [72] sowie Truong [195]. Im Windturbinen-Bereich sind die Modelle
von Øye [142] und das Risø-Modell [158] zu finden. Von Snel [183] wurde eine Ad-
aptierung des Truong-Modells fu¨r Windturbinen vorgestellt.
Fu¨r den Windturbinen-Bereich stellt man folgende Anforderungen an das Dynamic
Stall Modell:
1. Es muß im linearen Bereich mit den durch die Theodorsen-Funktion gegebenen
analytischen Ergebnissen u¨bereinstimmen.
2. Es muß fu¨r den gesamten Anstellwinkelbereich α ∈ [−pi, pi] physikalisch sinnvolle
Ergebnisse liefern.
3. Die stationa¨re Kurve muß fu¨r geringe reduzierte Frequenzen korrekt wiedergegeben
werden, anpassbar auf das verwendete Profil.
4. Es muß die Hysterese-Kurven im kritischen Bereich (2) qualitativ und quantitativ
richtig wiedergeben, die Anpassung an Meßergebnisse muß mo¨glich sein.
5. Die Herleitung muß physikalisch motiviert sein, um bei einer Interpolation zwischen
verschiedenen Parametersa¨tzen fu¨r unterschiedliche Profilgeometrien sinnvolle Er-
gebnisse zu erhalten.
6. Zur Durchfu¨hrung von Sensitivita¨ts- und Stabilita¨tsuntersuchungen ist eine Mo-
dellierung als System von Differentialgleichungen wu¨nschenswert.
Die Evaluierung [147] der Dynamic Stall Modelle aus dem Hubschrauber-Bereich emp-
fiehlt die Verwendung des Onera- oder Dlr-Modells, da sie die Meßergebnisse sehr
gut wiedergeben. Aus diesem Grund soll das Dlr-Modell im folgenden als Basis fu¨r
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die Berechnung der aerodynamischen Lasten dienen. Es geht auf Arbeiten von Bed-
does [16], Leishman und Beddoes [119], sowie Leiss und Wagner [122] zuru¨ck und
wurde von van der Wall [197] in seiner jetzigen Form entwickelt. Ausgangspunkt
der Modellierung sind die Verla¨ufe der stationa¨ren Beiwerte des betrachteten Profils
fu¨r Auftrieb, Widerstand und aerodynamisches Moment abha¨ngig vom Anstellwinkel.
Sie ko¨nnen entweder durch Messungen im Windkanal oder numerische Berechnungen
erhalten werden. Ein erster Schritt besteht darin, die experimentell erhaltenen Beiwert-
Kurven durch die Anpassung von freien Parametern der im folgenden beschriebenen
analytischen Funktionen mo¨glichst genau zu approximieren. Das kann per Hand, bes-
ser jedoch durch die Verwendung von deterministischen oder evolutiona¨ren Parameter-
Optimierungsverfahren geschehen. Daran anschließend erfolgt die Modellierung der in-
stationa¨ren Effekte, bei der gema¨ß der Lo¨sung eines dynamischen Systems die Parameter
der analytischen Funktionen vera¨ndert werden, um die Abweichungen der instationa¨ren
Beiwertkurven von den stationa¨ren Verla¨ufen zu approximieren. Von Vorteil ist hier die
Tatsache, daß fu¨r den linearen Bereich mit Wagner- und Ku¨ssner-Funktion analytische
Lo¨sungen zur Verfu¨gung stehen und im Stall-Bereich die Form der instationa¨ren Kurven
nicht signifikant von den Parametern der Bewegung wie reduzierter Frequenz, mittlerem
Anstellwinkel, Amplitude der Schwingung, Anstro¨mgeschwindigkeit, Bewegungsart und
sogar Profilform abha¨ngen [16].
A.2 Beschreibung der stationa¨ren Beiwerte
Das im folgenden vorgestellte Modell arbeitet nicht mit den Beiwerten fu¨r Auftrieb
und Widerstand, sondern einem Normalkraft-Beiwert cn senkrecht zur Profilsehne und
einem Tangentialkraft-Beiwert ct parallel zur Sehne, welche durch eine Rotation um den
Anstellwinkel α berechnet werden,
ct = ca sin(α)− cw cos(α), (A.3)
cn = ca cos(α) + cw sin(α). (A.4)
Die stationa¨ren Profilbeiwerte werden bei konstanter Anstro¨mgeschwindigkeit vstat ge-
messen. Die dimensionslosen Komponenten dieser Geschwindigkeit im Profilkoordina-
tensystem sind
νx = ν cos(α), (A.5)
νz = ν sin(α), (A.6)
mit ν = ||vstat||/vref . Hierbei ist vref eine passend gewa¨hlte Referenzgeschwindigkeit.
Das mathematische Modell zur Darstellung der Beiwerte cn, ct und cm besteht aus
der Superposition von verschiedenen analytischen Funktionen, die Anteile der abgelo¨sten
und anliegenden Stro¨mung beschreiben. Das ist beispielhaft dargestellt in Abb. A.3 fu¨r
den Normalkraft-Beiwert.
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Abbildung A.3 Stationa¨rer Verlauf von cn als U¨berlagerung von analytischen Funktionen.
Der Beiwert wird als Summe der analytischen Funktionen dargestellt,
ck(νx, νz,p) =
4∑
i=1
ck,i(νx, νz,p), k = t, n,m. (A.7)
Hierbei bezeichnet p den Vektor der an die Meßergebnisse anzupassenden Parameter.
Die vier Funktionen ck,i sind dabei wie folgt definiert:
1. Die erste Funktion beschreibt den Beitrag der Newtonschen Verdra¨ngungsstro¨mung
bei vollsta¨ndig abgelo¨ster Stro¨mung,
ct,1 = 0,
cn,1 = pn1
νz|νz|
ν2
, (A.8)
cm,1 = −pm1 νz|νz|
ν2
.
2. Die zweite Funktion basiert auf der Kirchhoffschen Potentialtheorie bei hohen An-
stellwinkeln,
ct,2 = 0,
cn,2 = pn2
(νz − pn3)ν2x
ν3
, (A.9)
cm,2 = −pm2 (νz − pm3)ν
2
x
ν3
.
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3. Die dritte und wichtigste Funktion beschreibt den Beitrag einer zusa¨tzlichen Zir-
kulation bei niedrigen Anstellwinkeln,
ck,3 = chk+k + c
hk−
k + c
vk+
k + c
vk−
k . (A.10)
Hier bezeichnen die ersten beiden Anteile den Beitrag der Hinterkantenablo¨sung
und die anderen zwei Anteile den Beitrag der Vorderkantenablo¨sung, jeweils ge-
trennt fu¨r positive (+) und negative (−) Anstellwinkel. Fu¨r die Hinterkanten-
ablo¨sung besteht der Beiwert aus einer sogenannten Normfunktion Γ mit einem
Maximum von Eins bei einem Anstellwinkel, der dem Stallpunkt in etwa entspricht,
chk+k =
|νx|
ν2
p+k4 p
+
5 Γ
hk+
k . (A.11)
Die normierte Zirkulationsfunktion lautet
Γhk+k =
p+k6
p+k6 + (νz − p+5 )2
. (A.12)
Der Stall bei negativen Anstellwinkeln wird auf gleiche Weise beschrieben. Als
weiterer Anteil ist der Zirkulationsanstieg durch Vorderkantenablo¨sung cvkk zu be-
schreiben. Hier entsteht eine laminare Blase an der Vorderkante, welche die lokale
Profilwo¨lbung erho¨ht und damit den Auftrieb steigen la¨ßt. Beim Platzen dieser
Blase entsteht dann ein abrupter Auftriebsverlust. Dies wird durch die folgende
Funktion beschrieben:
cvk+k =
|νx|
ν2
p+k7 p
+
5 Γ
vk+
k (A.13)
mit der die Zusatzzirkulation der laminaren Blase beschreibenden Funktion
Γvk+k =
νz − p+k8
|p+k9 − p+k8|
p+k10
p+k10 + (νz − p+k9)2
(A.14)
Gegebenenfalls ist der positive Stall ohne und der negative Stall mit dieser Funktion
zu modellieren.
4. Die vierte Funktion gibt den Beitrag einer Wirbelablo¨sung im Stall-Bereich wieder:
Nach Einsetzen der Stro¨mungsablo¨sung bis zumWideranlegen werden aperiodische
Kra¨fte und Momente durch von der Vorderkante ablo¨sende Wirbel verursacht,
deren Sta¨rke und Ablo¨sefrequenz stochastischen Schwankungen unterliegt. Dieser
Anteil wird derzeit vernachla¨ssigt.
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A.3 Einbeziehung instationa¨rer Effekte
Um das im vorigen Abschnitt vorgestellte analytische Modell der stationa¨ren Beiwerte
um die Beschreibung der instationa¨ren Effekte zu erweiteren, werden gema¨ß der Wagner-
Funktion W und der Ku¨ssner-Funktion K die Komponenten νx und νz der dimensions-
losen Anstro¨mgeschwindigkeit zu effektiven Gro¨ßen νeffx und ν
eff
z vera¨ndert, um damit
die Hysterese in den Beiwert-Verla¨ufen zu modellieren [197]. Das U¨berschießen der Bei-
werte im Stall-Bereich wird durch die Vera¨nderung des Parameters p5 zum effektiven
Parameter peff5 = p5+∆p mittels einer semi-empirisch erhaltenen Stall-Funktion S mo-
delliert. Wa¨hrend die Berechnung der effektiven Gro¨ßen im Dlr-Modell mittels einer
Diskretisierung des Duhamel-Integrals durchgefu¨hrt wird [197], beschreibt die folgende
Darstellung die Berechnung der effektiven Gro¨ßen durch die Lo¨sung eines Differential-
gleichungssystems. Das ist vorteilhaft, wenn Stabilita¨ts- und Sensitivita¨tsuntersuchungen
des aeroelastischen Systems durchgefu¨hrt werden sollen.
Fu¨r die folgenden Berechnungen werden folgende Na¨herungen
W (τ) = 1− 0.165e−0.0455τ − 0.335e−0.3τ (A.15)
fu¨r die Wagner- [99] beziehungsweise
K(τ) = 1− 0.5e−0.13τ − 0.5e−τ (A.16)
fu¨r die Ku¨ssner-Funktion [119] verwendet. Hierbei ist τ eine dimensionslose Zeitvariable,
definiert durch
τ =
2V∞
c
t (A.17)
mit der Sehnenla¨nge c des betrachteten Profils. Fu¨r den Stall-Bereich findet analog zu
Beddoes [16] ein Dgl.-System 1. Ordnung Verwendung, so daß die Antwort des Systems
dieselbe Frequenz wie die Anregung aufweist,
S(τ) = 1−Ase−bsτ . (A.18)
Der Koeffizient, der die Zeitverzo¨gerung beschreibt, wurde in [197] zu bs = 0.26 be-
stimmt, fu¨r As wird dort der Wert As = 1 vorgeschlagen.
Die Funktionen W (τ), K(τ) und S(τ) stellen aus der Sichtweise der Regelungstech-
nik Sprungantworten des aerodynamischen Systems fu¨r unterschiedliche Eingangsgro¨ßen
dar. Das Vorgehen zur U¨berfu¨hrung von W (τ), K(τ) und S(τ) in die Form von Dif-
ferentialgleichungen, in der Regelungstechnik als Zustandsraumdarstellung bezeichnet,
wird in Leishman [121] und Poirel [153] beschrieben. Eine allgemeine U¨bersicht u¨ber
die zugrunde liegenden Begriffe der Regelungstechnik und die Umformung einer U¨bert-
ragungsfunktion im Frequenzbereich in die Zustandsraumdarstellung findet sich zum
Beispiel bei Fo¨llinger [56]. Geht man von einer Sprungantwort W (t) im Zeitbereich
W (t) =
{
1−A1e−
t
T1 −A2e−
t
T2 fu¨r t ≥ 0
0 fu¨r t < 0
(A.19)
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durch Laplace-Transformation in den Frequenzbereich u¨ber, erha¨lt man
W (s) =
1
s
− A1
s+ 1T1
− A2
s+ 1T2
(A.20)
mit T1 = c2U∞b1 und T2 =
c
2U∞b2 . Sprungantwort W (s) und Impulsantwort bzw. U¨ber-
tragungsfunktion H(s) sind u¨ber
W (s) = H(s)
1
s
(A.21)
verbunden. Somit ist die gesuchte U¨bertragungsfunktion H(s)
H(s) = s W (s) = 1− A1T1s
1 + sT1
− A2T2s
1 + sT2
. (A.22)
Liegt die U¨bertragungsfunktion in der Form
H(s) =
b0 + b1s+ . . . bnsn
a0 + a1s+ . . . ansn
(A.23)
vor, wobei an 6= 0 und mindestens ein bν 6= 0 sei, dann lautet die zugeho¨rige Zustands-
raumdarstellung gema¨ß [56]
x˙ =

0 1 0 . . . 0
0 0 1 0
. . .
...
...
... 1
− a0an − a1an . . . −
an−1
an
x+

0
0
...
0
1
an
u (A.24)
mit der Ausgangsgleichung
y = ( b0 − a0 bnan , . . . , bn−1 − an−1 bnan )x+
bn
an
u (A.25)
Die auftretende n × n-Matrix wird Frobenius-Matrix genannt und das System liegt in
der Regelungsnormalform vor.
Linearer Bereich
Die Wagner-Funktion beschreibt nach [197] die Sprungantwort des Systems auf A¨nde-
rungen von νz, die Ku¨ssner-Funktion die Sprungantwort des Systems auf A¨nderungen
von νx. Diese Funktionen werden in Zustandsform transformiert. Beide haben die glei-
che Struktur mit unterschiedlichen Zahlenwerten der Koeffizienten. Man erha¨lt fu¨r die
Wagner-Funktion
x˙w = Awxw + bwνz (A.26)
νz,eff = cTwxw + dwνz (A.27)
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mit
Aw =
(
0 1
−b1wb2w(2U∞/c)2 −(b1w + b2w)(2U∞/c)
)
(A.28)
bw =
(
0
1
)
(A.29)
cTw = (
1
2b1wb2w(2U∞/c)
2 (A1wb1w +A2wb2w)(2U∞/c) ) (A.30)
dw = 1−A1w −A2w, (A.31)
wobei A1w = 0.165, b1w = 0.0455, A2w = 0.335 und b2w = 0.3 ist.
Fu¨r die Ku¨ssner-Funktion folgt analog
x˙k = Akxk + bkνx (A.32)
νx,eff = cTk xk + dkνx (A.33)
mit
Ak =
(
0 1
−b1kb2k(2U∞/c)2 −(b1k + b2k)(2U∞/c)
)
(A.34)
bk =
(
0
1
)
(A.35)
cTk = ( b1kb2k(2U∞/c)2 (A1kb1k +A2kb2k)(2U∞/c) ) (A.36)
dk = 0 (A.37)
wobei A1k = 0.3, A2k = 0.7, b1k = 0.14 und b2k = 0.53 ist. Die Ausgangsgro¨ßen beschrei-
ben die modifizierten ”effektiven“ Geschwindigkeitskomponenten der Anstro¨mung, mit
denen die aerodynamischen Koeffizienten statt mit νz und νx berechnet werden.
Stall-Bereich
Die semi-empirisch gefundene Funktion fu¨r den Stall-Bereich lautet wie oben beschrieben
S(τ) = 1−Ase−bsτ (A.38)
mit bs = 0.26 und A1 = 1. Als Eingangsgro¨ße wird gema¨ß [197]
us = ν˙z − ν˙θ (A.39)
verwendet. Die Darstellung in Zustandsform ist
x˙s = Asxs + bsus, (A.40)
ys = csxs + dsus, (A.41)
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wobei As = b1s(2U∞/c), bs = 1, cs = psA1sb1s 2V∞c mit ps = 0.05 und ds = 0 ist. Die
Ausgangsgro¨ße ys entspricht dem Wert ∆p5, welcher U¨berschießen und Zeitverzo¨gerung
beim dynamischen Stro¨mungsabriß beschreibt.
Fasst man die drei Systeme zusammen, ergibt sich ein blockdiagonales Differentialglei-
chungssystem, welches die instationa¨ren Lasten am betrachteten Profilschnitt beschreibt,
x˙ = SAx+ SBua = g(x, t), (A.42)
y = SCx+ SDua. (A.43)
Hierbei bedeuten
SA =
Aw 0 00 Ak 0
0 0 As
 , SB =
 bw 0 00 bk 0
0 0 bs
 , ua =

νz
νz
νx
νx
us
 (A.44)
und
SC =
 cTw 0 00 cTk 0
0 0 cs
 , SD =
dw 0 00 dk 0
0 0 ds
 , sowie y =
 νeffzνeffx
∆p5
 . (A.45)
Vergleich
Zur U¨berpru¨fung der Transformation des Dynamic-Stall Modells in Differentialgleichungs-
form werden die Ergebnisse des Dlr-Modells mit den Ergebnissen der Formulierung als
Differentialgleichungssystem verglichen. Das System von Differentialgleichungen wird
mit der Trapez-Regel diskretisiert, und es wird eine Profilschwingung mit der Ampli-
tude ∆α = 5◦ und der reduzierten Frequenz k = 0.1 bei drei verschiedenen mittleren
Anstellwinkeln vorgegeben. Die Ergebnisse sind in den Abb. A.4, A.5 und A.6 fu¨r die
Bereiche vor, wa¨hrend und nach dem Stro¨mungsabriß dargestellt. Man erkennt deutlich
die gute U¨bereinstimmung der beiden Modelle.
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Abbildung A.4 Schwingung im linearen Bereich, k = 0.1.
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Abbildung A.5 Schwingung im Stall-Bereich, k = 0.1.
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Abbildung A.6 Schwingung im Post-Stall-Bereich, k = 0.1
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B Abscha¨tzung der Lebensdauer
In diesem Kapitel soll das Vorgehen zur Abscha¨tzung der Lebensdauer einer Wind-
kraftanlage kurz beschrieben werden. Genauere Informationen zur Scha¨digungsrechnung
finden sich zum Beispiel in Gudehus und Zenner [76] und den darin zitierten Litera-
turstellen. Zur Berechnung der Ermu¨dungsbelastung beginnt man mit einer Wahrschein-
lichkeitsverteilung fu¨r das Auftreten mittlerer Windgeschwindigkeiten am Standort der
Windkraftanlage. Hier kann zum Beispiel die Weibull-Verteilung verwendet werden [131].
Das fu¨r die Operation der Windturbine relevante Intervall der mittleren Windgeschwin-
digkeit wird in gleichgroße Abschnitte unterteilt, in der Praxis wird meist die Breite
von 2 m/s verwendet. Das fu¨hrt zu 12 bis 14 Intervallen, auch Windklassen genannt,
denen jeweils eine Auftrittswahrscheinlichkeit zugeordnet wird. Betrachtet man zusa¨tz-
lich verschiedene Turbulenzintensita¨ten, erho¨ht sich die Zahl dieser Windklassen. Dar-
an anschließend wird fu¨r jede Windklasse eine Simulation u¨ber mindestens 600 Sekun-
den Dauer durchgefu¨hrt, woraus man Zeitreihen der im betrachteten Bauteil wirkenden
Spannungen erha¨lt. Diese Spannungen haben aufgrund der Anregung durch turbulenten
Wind einen stochastischen Charakter. Zur Berechnung der Scha¨digung muß die simu-
lierte Zeitreihe in Einzelschwingspiele, auch Belastungszyklen genannt, zerlegt werden.
Das geschieht zum Beispiel durch Anwendung des Rainflow-Algorithmus, siehe Abb.
B.1. Hier wird durch die Vorstellung des fließenden Regens, wozu man sich Abb. B.1
um 90◦ im Uhrzeigersinn gedreht denken muß, die Zeitreihe der Belastung in einzelne
Schwingspiele zerlegt. Daraus ergeben sich die in Abb. B.2 fu¨r die betrachtete Zeitreihe
dargestellten Spannungs-Dehnungs-Hysteresen. Teilt man die Spannungsamplituden in
gleich große Abschnitte ein, Klassen genannt, so liegt je Abschnitt eine Einstufenbean-
spruchung vor. Das ermo¨glicht einen Vergleich mit der Wo¨hlerlinie als Kennfunktion der
zula¨ssigen Beanspruchbarkeit fu¨r die Lebensdaueranalyse eines Bauteils. Sie gibt an, wie
viele Schwingungen einer bestimmten Spannungsamplitude, auch Schwingspiele genannt,
das Bauteil ausha¨lt, bevor es zersto¨rt wird. In Abb. B.3 ist solch eine Wo¨hlerlinie dar-
gestellt. Die Wo¨hlerlinie darf nicht nur das Materialverhalten einer ideal glatten Probe
beschreiben, sondern sollte alle relevanten Einflußgro¨ßen des Bauteils wie zum Beispiel
Oberfla¨chenrauhigkeit und Einfluß der Bauteildicke beinhalten. Meist werden deshalb
synthetische Bauteil-Wo¨hlerlinien verwendet [43].
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Abbildung B.1 Anwendung des Rainflow-Verfahrens, aus [76].
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Abbildung B.2 Geschlossene Hysteresen der Zeitfunktion in Abb. B.1, aus [76].
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Abbildung B.3 Wo¨hlerlinie, Kennfunktion der Beanspruchbarkeit.
Eine Lebensdauerabscha¨tzung erfordert jedoch noch zusa¨tzlich eine Hypothese fu¨r die
mit jedem Schwingspiel zunehmende Werkstoffscha¨digung. Der einfachste Ansatz hierfu¨r
ist die lineare Schadensakkumulationshypothese nach Palmgren undMiner, siehe [76].
Danach verursacht jedes Schwingspiel im Werkstoff eine Teilscha¨digung, die unabha¨ngig
von der bereits durch die vorlaufenden Schwingspiele verursachte Scha¨digung ist. Alle
Teilscha¨digungen werden linear zur Gesamtscha¨digung aufsummiert. Im Zeitfestigkeits-
bereich der Wo¨hlerlinie ergibt sich die Scha¨digung je Lastspiel diesem Ansatz nach zu
∆Di =
1
Ni
, (B.1)
wobei Ni die dem i-ten Intervall des Belastungskollektivs zugeho¨rige ertragbare Schwing-
spielzahl aus der Wo¨hlerlinie ist. Die Schadenssumme fu¨r ein Belastungskollektiv mit k
Abschnitten mit ni Schwingspielen pro Abschnitt folgt daraus zu
D =
k∑
i=1
ni
Ni
. (B.2)
Versagen wird fu¨r D = 1 vorausgesagt. Die Gesamtscha¨digung ergibt sich durch U¨ber-
lagerung der Einzelscha¨digungen der einzelnen Windklassen multipliziert mit der Wahr-
scheinlichkeit ihres Auftretens,
∑
Um
p(Um)DUm .
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C Berechnung des Windfeldes
In diesem Abschnitt wird das bodennahe Windfeld, in dem die Windkraftanlage betrie-
ben wird, beschrieben und seine Erzeugung dargestellt. Weitere Informationen finden
sich bei Matthies et al. [131] oder Veers [198] und den darin zitierten Literaturstel-
len. Man kann sich den Wind in der bodennahen Grenzschicht zusammengesetzt denken
aus der mittleren Windgeschindigkeit vm und den turbulenten Fluktuationen v um die
mittlere Windgeschwindigkeit. Fu¨r den Verlauf der mittleren Windgeschwindigkeit in
der Grenzschicht wird oft das logarithmische Gesetz von Prandtl verwendet [131],
vm(z) =
v∗
k
ln
(
z
z0
)
. (C.1)
Hierbei bezeichnen
z die Ho¨he u¨ber dem Boden in [m],
v∗ = vm/(2.5ln(l10/z0)) die Schubspannungsgeschwindigkeit in [m/s],
z0 die Rauhigkeitsla¨nge,
k ≈ 0.4 die von Ka´rma´n Konstante und l10 = 10 m.
Gleichung (C.1) besitzt Gu¨ltigkeit fu¨r eine Ho¨he von ungefa¨hr 100 Metern, es existie-
ren jedoch empirische Modifikationen der Gleichung, die bis zu Ho¨hen von 300 Metern
verwendet werden ko¨nnen [131]. Das logarithmische Gesetz ist nur bei neutraler Sta-
bilita¨t der Atmospha¨re gu¨ltig. Das bedeutet, daß die thermisch induzierte Turbulenz
vernachla¨ssigbar ist gegenu¨ber der mechanisch induzierten Turbulenz und kein vertika-
ler Austausch von Wa¨rme stattfindet. Da fu¨r den Betrieb von Windkraftanlagen ver-
gleichsweise hohe Geschwindigkeiten relevant sind, kann man davon ausgehen, daß die
Annahme der neutralen Stabilita¨t hinreichend genau ist.
Die zweite Komponente des Windfeldes besteht aus den turbulenten Fluktuationen.
Diese kann man aufteilen in einen longitudinalen Anteil in Windrichtung und zwei late-
rale Anteile in den Richtungen quer zur Windrichtung. Die turbulenten Fluktuationen v
werden meist durch ihre spektralen Eigenschaften, also durch eine Darstellung im Fre-
quenzbereich mittels der Leistungsspektraldichte beschrieben. Hier kann zum Beispiel
das Modell nach von Ka´rma´n verwendet werden, das als die beste analytische Be-
schreibung isotroper Turbulenz gilt [131]. Demnach ist die Leistungsspektraldichte Svv,l
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der longitudinalen Windfluktuationen als
Svv,l(f) =
4 I2t um Li(
1 + 70.78
(
fLi
vm
)2)5/6 (C.2)
und die Leistungsspektraldichte Svv,q der lateralen Windfluktuationen als
Svv,q(f) = 2 It2 vm Li
1 + 188.8
(
fLi
vm
)2
(
1 + 70.78(fLivm )
2
)11/6 (C.3)
definiert. Hierbei bezeichnet f die Frequenz in Hz und Li das integrale La¨ngenmaß der
Turbulenz. Die Turbulenzintensita¨t It ist definiert als Quotient aus Standardabweichung
der Fluktuationen und mittlerer Windgeschwindigkeit. Die Koha¨renzfunktion K, die die
Korrelation der Windfluktuationen an zwei Punkten im Raum mit dem Abstand ∆r
beschreibt, erha¨lt man aus den von Ka´rma´n Gleichungen fu¨r isotrope Turbulenz durch
die Annahme der ”frozen turbulence“ nach Taylor,
K(f,∆r) = exp
−ak
√(
0.2
Li
∆r
)2
+
(
f
vm
∆r
)2 (C.4)
mit dem Abklingfaktor ak ≈ 8.8.
Das in dieser Arbeit verwendete Verfahren zur Berechnung der Zeitserien der tur-
bulenten Fluktuationen wurde erstmals von Shinozuka [173] beschrieben. In Veers
[198] findet sich eine beispielhafte Implementierung. Es werden Zeitserien an mehreren
Punkten einer senkrecht zur mittleren Windgeschwindigkeit stehenden Ebene erzeugt.
Diese Zeitserien werden mit der mittleren Windgeschwindigkeit in Richtung der mittle-
ren Windgeschwindigkeit weiterbewegt, also unter Annahme der ”frozen turbulence“ .
Die Methode fu¨llt somit einen dreidimensionalen Block des Raums mit einem Gitter von
Windgeschwindigkeitswerten. Eingangsgro¨ßen der Berechnung sind die Leistungsspek-
traldichten der Turbulenz an den N betrachteten Punkten und die Koha¨renzfunktion.
DieN Zeitserien werden mittels einer Spektralmatrix S berechnet: Die Diagonalelemente
von S sind die Leistungsspektraldichten und jeder Nicht-Diagonalterm sij repra¨sentiert
die Kreuz-Leistungsspektraldichten der Punkte mit den Indices i und j. Fu¨r die nume-
rische Berechnung wird eine diskrete Repra¨sentation jedes Elements der Spektralmatrix
beno¨tigt. Die kontinuierliche Leistungsspektraldichte Svv am Punkt j wird diskretisiert,
indem sie in Frequenzba¨nder der Breite ∆f aufgeteilt wird. Jedem Frequenzband wird
der Mittelwert fm der beiden Randfrequenzen zugewiesen.
Die N Zeitserien werden generiert durch die Linearkombination von N unabha¨ngigen
Zufallsprozessen. In diesem Fall kann S geschrieben werden als ein Produkt aus einer
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TransformationsmatrixH und der Transponierten der konjugiert komplexen MatrixH∗,
S(fm) =H(fm)(H∗)T (fm) (C.5)
wobei jeder Eintrag von S eine Funktion der Frequenz fm ist. Da S reell ist, muß
H ebenfalls reell sein und H = H∗ gelten. Um die Matrix H in effizienter Weise zu
berechnen, nimmt man an, daß H eine untere Dreiecksmatrix ist [173]. Dann sind die
Nicht-Null-Elemente eindeutig definiert durch das folgende rekursive Gleichungssystem
[198]:
h11 = s
1
2
11,
h21 = s21/h11,
h22 = (s22 − h221)
1
2 ,
h31 = s31/h11 (C.6)
...
hjk =
(
sjk −
k−1∑
l=1
hjlhkl
)
/hkk
hkk =
(
skk −
k−1∑
l=1
h2kl
) 1
2
.
Die Elemente der Matrix H ko¨nnen als Wichtungsfaktoren der Linearkombinationen
von N unabha¨ngigen Zufallsprozessen betrachtet werden, woraus N korrelierte Ausga-
begro¨ßen mit der korrekten Kreuz-Spektraldichte folgen. Jede Zeile von H beschreibt
die Anteile aller Eingabegro¨ßen zu der Ausgabe am Punkt k, jede Spalte von H gibt
die Anteile des Eingangs j an allen Ausgangsgro¨ßen an. Die unabha¨ngigen Prozesse des
weißen Rauschens sind enthalten in einer N ×N Diagonalmatrix X, so daß
xjk(fm) =
{
eiθkm j = k
0 j 6= k, (C.7)
worin i =
√−1 ist und θkm den Phasenwinkel beschreibt, der mit der k-ten Eingangs-
gro¨ße und derm-ten Frequenz assoziert ist. θkm ist gleichma¨ßig im Intervall [0,2pi] zufalls-
verteilt. Die Matrixgleichung fu¨r den N × 1 Vektor der komplexen Fourier-Koeffizienten
der simulierten Windgeschwindigkeit wird gegeben durch
v =HX1, (C.8)
worin 1 ein N × 1 Vektor von Einsen ist. Die Zeitserien erha¨lt man durch die Anwen-
dung der inversen Fouriertransformation auf jedes Element von v, resultierend in einer
simulierten Windgeschwindigkeit an jedem Zeitpunkt an allen N Punkten.
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