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1. INTRODUCTION 
In the axiomatization of matroids on a finite set E by means of antichains 
of subsets of E, an operator y arises which maps every family of circuits into 
a family of bases and every family of bases into a family of hyperplanes (see 
[7,81). 
Furthermore, y plays another important role in matroid theory and it was 
introduced in [lo] in order to develop it in the context of lattice theory. On 
the other hand, we point out that the idea of unity of a relation, introduced in 
the recent paper [4] by Crapo, leads to the same concept in the distributive 
lattices case. 
We obtain a simple construction for the operator y and examine in detail 
some of its properties. In particular, y can be regarded from a lattice- 
theoretic point of view, and turns out to be a bijection from any distributive 
lattice onto itself. We remark that it generalizes Boolean complementation 
and realizes an order isomorphism from the set of join-irreducibles to the set 
of meet-irreducibles. 
Finally, we describe how matroid theory on partially ordered sets can be 
founded in a very natural way by means of such an operator. In particular, 
we succeed in extending the notion of Tutte-Grothendieck invariant to this 
more general setting. 
2. LATTICE THEORETICAL PROPERTIES 
Let D be a finite distributive lattice. We shall denote by S(D) and J(D) 
the set of join-irreducibles and the set of meet-irreducibles of D, respectively. 
For any two elements x,y E D we shall use the symbol [x, y] for the set 
{z E D: x < z < y}. Finally, we shall denote by 0, 1 the least and the greatest 
element of D, respectively. 
*This work was supported by G.N.S.A.G.A. and by Progetto Finalizzato Trasporti of 
C.N.R. 
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PROPOSITION 1. Let D be a finite distributive lattice. For every s E S(D) 
there exists an element j!C J(D) such that [s, 1 ] n [0, j] = 0; 
[s. 11 U [O,j] = D. 
Proof. First of all, we prove that D - [s, 1 ] has a maximum. Let 
x,yED--[s,l] and suppose that xVy>s; then s=sA(xVy)= 
(s A x) V (s A y). Since s is join-irreducible, this implies s A x = s or 
s A y = s, contradicting the hypothesis. Hence, x V y E D - [s, 11. Now, let j 
be the maximum of D - [s, 11. If j < x, y, then s < x, y and hence s < x A y. 
Thus j # x A y, which implies j E J(D). 1 
The result above leads us to define a function y from S(D) to J(D) which 
maps any element s E S(D) into the meet-irreducible j = max(D - [s, 1 I}. 
We will writej := sy. 
Now we can directly prove the well-known isomorphism property between 
S(D) and J(D). More precisely, we have 
THEOREM 1. The map y from S(D) to J(D) is an order isomorphism. 
Proof: By definition y is injective. By duality we can easily see that it is 
surjective. Thus, we have only to prove that it preserves the order. Let 
s,, s, E S(D), with s, < s2. Then s, 4 s: and hence ST < si. Conversely, let 
s,,s,E S(D) with sr<si. Thens,$s[and hence s, <s2. 1 
We remark that the map y allows us to give a characterization of finite 
distributive lattices; in fact, we have 
THEOREM 2. A finite lattice L is distributive if and onlv iffor every join- 
irreducible s E L, there exists an element j E L such that 
[s, l] n [O,jl = 0, [s, l]U [O,j] =L. (*) 
Proof We have only to prove that condition (*) is sufficient. We shall 
show that, if L is a nondistributive lattice, it does not verify condition (*). 
For any element I E L we set S(I) = {s E S(L): s < I}. It is easily seen that 
I= sup S(Z) and that, if I, < I,, then S(I,) c S(I,). Let L be a nondistributive 
lattice. Then L contains a sublattice isomorphic to L, or L, (see Fig. 1). In 
the first case we choose a join-irreducible s such that s E S(z) - S(u), in the 
second case we choose s such that s E S(z) - S(y). In both cases 
x,yEL-[s,l],butxVy=vE[s,l]. I 
Suppose now that D is the lattice of the subsets of a finite set E, D = 2”. 
Then, writing, as usual, s instead of {s} for any s E E, we have, of course, 
S(D) = E and sy is the usual complement of s. Moreover, if X = {s, , s2 ,..., s, ) 
is a subset of E, that is, any element of D, by the De Morgan laws, the 
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FIGURE 1 
complement of X is the meet of the complements of the sls. So, we are led to 
the following: 
DEFINITION. Let D a finite distributive lattice. For every x E D - S(D), 
x#O, let X=S, V s,V -+- V s, be the canonical join-representation ofx. 
We call d-complementation the map y: D -+ D defined by 
1 
max{D - [x, l]} if x E S(D), 
xy:= 1 if x = 0, 
s; AsY,A ... Asj; otherwise. 
It is quite obvious, by the definition of y on S(D), that y is a bijection of D 
into itself. We conclude by giving two examples of the map y. 
FIGURE 2 
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EXAMPLE 1. In Fig. 2, we take two copies of the same lattice D. In the 
left copy we number the join-irreducibles of D, in the right copy, we denote, 
by the same numbers their images under y. 
EXAMPLE 2. Let D be a chain. We can identify the elements of D with 
the numbers 0, I, 2 ,..., n - 1, and the order of D with the usual <. Then we 
have S(D) = D - 0 and sy = s - 1 (see Fig. 3). More generally, let D be the 
product of m chains. We can represent every element of D by an integer- 
valued vector x = (xi, x2 ,..., x,), with 0 < xi < n, - 1 and we can identify the 
vectors of D with the elements of the Cartesian product 
q, x &* x ... x z,,. Thus S(D) = {x E D: 3i such that xi # 0 and xj = 0 
for j # i}. Then, we have sy = s - (1, l,..., l), where the sum is performed in 
FIGURE 4 
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H,, x *** x E,,. Hence, for every x E D, x y = x - (1, l,..., 1) as in Boolean 
algebras (see Fig.4; DEZ,xZ,xZ,, x=(0,1,2), x7=(1,0, l)= 
x - (1, 1, 1)). 
3. SET-THEORETIC PROPERTIES 
Our aim is now to consider the map y from the set-theoretical point of 
view. 
Let P be a finite partially ordered set. A subset X of P will be called a 
descending subset whenever x E X and y < x implies y E X. For any p E P 
we shall denote by C, the subset {x E P: x <p} and, for any descending 
subset X of P, we shall denote by A(X) the set { y E P: y > x for some x E X, 
x maximal}. When X = C, we shall write A(p) instead of A(C,). 
Let D(P) be the distributive lattice of all descending subsets of P. Then the 
set of join-irreducible of D(P) is the set {C, : p E P}. A descendig subset X of 
P contains C, if and only if it contains some element x such that p <x. So 
we have 
PROPOSITION 2. Let D(P) be the lattice of the descending subsets of a 
finite partially ordered set P. Then, for every p E P we have CL = P - A(p). 
PROPOSITION 3. Let P be a finite partially ordered set. Then the d- 
complement of any descending subset X of P is Xy = P - A(X). 
For example, the lattice in Example 1, may be represented as D(P), when 
P is the partially ordered set in Fig. 5. The subset { 1, 2, 3, 5) is meet- 
irreducible, since it is the d-complement of (3,4}, and the d-complement of 
{3,4,5} is (1, 2,3}. 
By previous remarks we get a recursive method for enumerating the 
descending subsets of P: 
THEOREM 3. Let IPI be the number of the descending subsets of a finite 
partially ordered set P, and let p E P. Then 1 PI = 1 P - A(p)1 + 1 P - C,I. 
Proof. By Proposition 2, lP - A(p)1 gives the number of descending 
subsets of P not containing C,,. On the other hand, P - C, is obviously 
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isomorphic to the segment [C,, P] in D(P), which is precisely the set of all 
descending subsets of P containing C,. 1 
Now, we give some examples of this computing method: 
EXAMPLE 3. Let B, the Boolean algebra with n elements. Then 
= 2 ( I@ l+@fjy I) 
=24 12+ I($) l+lW 1) 
= 2(36+ IV I + 2 I [ I2 + 1 v 12) =‘68 
Computing by the same method III, 1, we obtain IB, 1 = 7581. 
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EXAMPLE 4. The Fibonacci numbers. For any natural number II, let P, 
be the partially ordered set of cardinality n, whose Hasse diagram is 
represented in Fig. 6. 
The descending subsets of P, may be identified with the subsets of the set 
{ 1, L.9 n} not containing two consecutive elements. We obtain immediately 
the classical result jPnl = (D,, where o,,, pi ,..., is the Fibonacci sequence. 
Indeed, by Theorem 3, we have IP,I=IP,-A(n)l+IP,-C,I= 
IP,-, I + IPnp21. The result follows from (P,l = 1, IP, I = 2. 
EXAMPLE 5. The binomial coefficients. We will show that binomial coef- 
ficients count the number of descending subsets of the product of two chains. 
Precisely, let L, be the chain with n elements, then IL,, x L,I = ("',"). 
Indeed, we can represent L, x L, as in Fig. 7. 
FIGURE I 
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By Theorem 3, we obtain 
IL, X L,I = IL, x L, - A(p)1 + IL, x L, - c,/ 
= IL,-, XLI + IL, x L,-,I. 
Since IL, x L, I = 1, we get the assertion. 
At last, we remark that the Hasse diagram of the lattice D(P) can be 
reconstructed by the same recursive method. For the sake of brevity, we give 
only the reconstruction of the diagram of D(B,). 
I 
I 
D(P) I 
i 
i ; 
I 
D(P) / D(P)1 
1 
D(P)t 
; 
607/51/3-3 
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4. SIGNIFICANCE IN MATROID THEORY 
This section is devoted to the study of d-complementation in the context of 
matroid theory. Let P be a partially ordered set and D(P) the distributive 
lattice of its descending subsets; we will denote by lower and upper case 
italic letters the elements and the subsets of D(P), respectively. 
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On the other hand, D(P) can be regarded as a partially ordered set; we 
will identify every descending subset of D(P) with the antichain of its 
maximal elements and vice versa, and denote by D*(P) the lattice D(D(P)) 
of antichains of D(P). 
Let us consider the subsets B of D(P) satisfying the following: 
(Bl) Bf0. 
(B2) B is an antichain of D(P). (B) 
(B3) If b,, b, E B, for every x covered by b,, there exists, b E B such 
that x < b and x A b, < b A b,. 
We explicitely note that, if D is a Boolean algebra, the (B) is nothing but the 
system of axioms for bases of matroids; in fact, it is easily seen that (B3) is 
the lattice-theoretic version of the well-known exchange axiom for bases. In 
general, it can be proved that (B) is an axiom system for basis of super- 
matroids on D(P) (see [6,9]). Hence, we will call a family of bases a subset 
B of D(P) satisfying the axioms (B) and use the symbol B for the collection 
of all families of bases of D(P). 
Following along the lines of matroid theory, we can now associate to 
every B E B the sets: 
C = (c E D(P): for every b E B, c 4 b and c is minimal}, 
H = {h E D(P): for every b E B, h 2 b and h is maximal}. 
The elements of C and H will be called circuits and hyperplanes, respec- 
tively. The symbol C will denote the collection of all families of circuits and 
the symbol H the collection of all families of hyperplanes of D(P). 
The elements of C and H can be characterized by systems of axioms 
which are essentially the usual ones. More precisely, let E be the inverse of 
the application y and, for every x E D, let x = s, V sz V ‘a. V s, = 
j, Aj2 A ... A j, be the canonical representation of x by join-irreducibles 
and meet-irreducibles, respectively. Set y(x) = (ST, si ,..., sI;}, E(X) = 
{ jf, ji,..., j:}. For every z E D, y, will denote the d-complementation rnap in 
the lattice (0, z] and E, the inverse of y in the lattice [z, l]. 
We have 
THEOREM 4. A subset C of D(P) is a family of circuits $ and only if it 
satisfies the axioms: 
(Cl) O&C. 
(C2) C is an antichain of D. (Cl 
(C3) If c,,c, E c, c, fc,, s E S(D) and s < c,. c2 < s V sy, there 
exists c E C such that c < (c, V c2) A sY. 
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(C4) If c E C, z > c and C n [0, z] = {c}, there exists x covering all 
elements in y,(c). 
THEOREM 5. A subset H of D(P) is a family of hyperplanes if and only if 
it satisfies the axioms: 
(Hl) l&H. 
(H2) H is an antichain of D. 
(H3) Ifh,, h,EH, h,#h,, sES(D) and sAsY<hl, h2<sy, 
0-J) 
there exists h E H such that s V (h, A h,) < h. 
(H4) If h E H, z <h and H n [z, l] = {h], there exists x covered by 
all elements in e,(h). 
The preceding results are proved in [lo]. 
In order to realize that, in the Boolean case, (C) coincides with the 
traditional system of axioms for circuits, it is sufficient to note that, in this 
case, (C3) reduces to the elimination axiom, since s < c is equivalent to 
s E c, s V sy= 1, (c, V cJ A sy= (ci U cJ - s and (C4) lies concealed, being 
trivially verified with x = z. Similar arguments can be developed with respect 
to the system (H). 
It is noteworthy that the operator y plays a further relevant role in the 
axiomatization of matroids. There are three usual ways to introduce 
matroids by means of antichains of subsets (see, e.g., [ 1 I]); namely, circuits, 
bases and hyperplanes. In [7,8] a formal procedure to generate bases from 
circuits and hyperplanes from bases has been described. The next result 
shows that such a procedure can be expressed as the action of y on D’(P). 
For the sake of readability, we give the assertion in the Boolean case, even if 
it still holds in every distributive lattice. 
THEOREM 6. Let E be a finite set. The notion of matroid on E can be 
axiomatized by the antichains belonging to suitable y-orbits in D2(E), and 
the cryptomorphisms between these axiomatizations are the powers of y. 
Proof. It is sufficient to remark that, by Proposition 3, the elements of H 
are the d-complements in D2(E) of the elements of B and that the elements of 
B are the d-complements in D2(E) of those of C. I 
However, not every antichain of subsets of E belongs to the orbit of some 
family of bases, as shown by the following example. Let E = { 1, 2, 3,4, 5}. 
The subsets of E, { 1, 2,4}, {3,4}, 15) f orm an antichain of D(E), which will 
be denoted by { 124, 34, S}, for short. Its orbit in D’(E) is given by ( 123, 14, 
24}, 1125, 135, 235, 345}, (1234, 145, 245, 35}, (123, 124, 125, 134, 234, 
45}, { 135, 235, 12, 14, 24, 34}, (13, 15, 23, 25, 35, 45}. It is easily checked 
that this orbit does not contain a family of bases. 
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Finally, we extend the idea of Tutte-Grothendieck invariant (see [3]) to 
matroids on distributive lattices. 
Let B be any family of bases in the lattice D. The pair (D, B) will be 
called a matroid on D and will be denoted by M. A matroid M, = (D, , B ,) 
is isomorphic to the matroid M, = (D2, BJ if and only if there is a lattice- 
isomorphism from D, to D, mapping B, onto B,. Given any matroid M, the 
set Z(M) = (i E D: i < b for some b E B} is the set of the independents of M, 
while the set G(M) = ( g E D: g > b for some b E BJ is the set of spanning 
elements. For every s E S(D), we shall denote by M/s and M- s the 
contraction and the restriction of A4 by s, that is, the matroid on [s, 1 ] whose 
family of spanning elements is G(M) C? [s, 1] and the matroid on [O, sy] 
whose family of independent elements is Z(M) f7 [0, sy], respectively. The 
rank of an element d E D is the integer r(M; d) = max{h(D; i): i E Z(M), 
i < d}, where h(D; i) denotes the height of i in the lattice D. The trivial 
matroid (D(0), (0)) will be denoted by M,. 
We have 
THEOREM 7. There is a unique two-variable polynomial with integer 
coefficients associated with any matroid M on a lattice D, called the Tutte 
polynomial t(M; x, y) which is an isomorphism invariant and which obeys the 
following two properties: 
(Tl) t(M,;x,y)= 1. 
(T2) For every s E S(D) 
t(M; x, y) = (y - l)h(l):s)-r(M:s) t(M/s; x, y) 
+(x- 1) r(M:lJ--rwf:sM @,f _ s; x, y)* 
proof: We set t(M; x,y> = zdED (x - l)r(M:l)-r(+‘;dJ(y - l)h(D;dJ-r(“:d). 
Then t(M,) = (x - l)‘( y - 1)’ = 1 and (Tl) is satisfied. For every matroid 
M # MO and any s E S(D) we have 
q~; x, y> = \’ cx _ l)r(M;lJ-r(M:d)(y _ l)h(D;d)-Wd) 
dys 
+ \’ cx _ ~)r’M:L’-r’M;d’(y _ l)h’D;d’-““:d’ 
dz Y  
=(p 1) h(D:s)-r(M;sl \‘ (x- 1) 
r(M: I J - r(M;d) 
dys 
X(Y--1) h(D:d)-h(D:s)~r(M:d)+r(M:s) 
+(x- 1) r(M;IJ-r(M:sY) y (x- 1) 
r(M;sY)-r(M;d) 
d<s Y  
X(Y--1) 
h(D:d)-rWf:d) 
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Now, we observe that, for every dE D, d>s* h([s, l];d)= h(D;d) - 
h(D; s), d < ~75 h([O, sy]; d) = h(D; d). Moreover, in [9] it has been proved 
that d > s =+- r(M/s; d) = r(M; d) - r(M; s), d < sy* r(M - s; d) = r(M; d). 
Hence 
t(~; x,y) = (y _ l)hW’:WW:s) v  
dsls.11 
tx _ l)&Ws:l)-rWs;d) 
x (Y- 1) 
h([s,ll:d)-r(M/s;d) 
+(x- 1) 
r(~;l)--r(~;s~, r cx _ ly--s:sn--r(M--s:d) 
d$i,sYl 
x (Y- 1) 
h([o.sYJ:d)-r(M-s:d) 
=(Y-1) h(D:s)-mf:s) @,qs; X, y) 
+(x- 1) 
r(M:l)--rwf:sY) @..s;x,y) 
and (T2) is verified. The unicity follows by induction. 1 
COROLLARY. (*) Let D be the two-element chain and ML = (D, {O)), 
MI = (D, { 1)) the matroids on D (loop and isthmus, resp.). Then 
t(ML; x, y) = y, t(MI; x, y) = x. 
(**) Let D be a Boolean algebra and s E S(D). Ifs is a loop, that is 
s 6Z I(M), then t(M) = y . t(M -p). Ifs is an isthmus, that is sY6C G(M), then 
t(M) = x . t(M -p). If s is neither a loop, nor an isthmus, then t(M) = 
t(M/s) + t(M - s). 
Proof: (*) S(D)= (l}, ML/l 1:ML - 1 -MI/l NMZ- 1 -MO. 
@/fL) = (y _ l)h(D:1)-r(ML: 1) + (x _ l)rwfL;I)-rw:O) = y _ 1 + 1 = y* 
@,fZ) = (y _ pJ:l’-“M’:” + (x _ qmw--rw:w = 1 +x _ 1 =x* 
( **) It is easily seen that, if s is a loop or an isthmus, 
M/s 1: M - s. 
Ifs is a loop, r(M; s) = 0 and r(M; 1) = r(M; s”). Then 
t(M) = (y - 1) . t(M - s) + t(M - s) = y . t(M - s). 
Similar computations give the other assertions. 1 
In closing, we observe that the cardinality of I(M) is given by t(M, 2, 1). 
Thus, if M = (D(P), { 1 }) (the free matroid on D(P)) we have [ P( = t(M; 2, 1) 
and Theorem 3 can be regarded as an application of Theorem 7. 
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