The system probability of failure calculation of the series system entails multi-dimensional integration, which is very difficult and numerically expensive. To resolve the computational burden, the narrow bound method, which accounts for the component failures and joint failures between two failure modes, has been widely used. For the analytic calculation of the component probability of failure, this paper proposes to use the most probable point (MPP)-based dimension reduction method (DRM). For the joint probability of failure calculation, three cases are considered based on the convexity or concavity of the performance functions. Design sensitivity analysis for the system reliability-based design optimization (RBDO), which is the major contribution of this paper, is carried out as well. Based on the results of numerical examples, the system probability of failure and its sensitivity calculation show very good agreement with the results obtained by Monte Carlo simulation (MCS) and the finite difference method (FDM).
Introduction
Estimations of not only the component probability of failure but also the system probability of failure have been the main concern in structural reliability analysis for over three decades. According to the logical relationship of the failure modes of structures, structural systems can be divided into three types: series system (Ang and Amin 1967; Cornell 1969) , parallel system (Bennett and Ang 1983) , and hybrid system (McDonald and Mahadevan 2008) . The series system is also referred to as the weakest link or chain system because the system failure is caused by the failure of any one component. The parallel system is also referred to as a redundant system because the system fails only if all components fail. The hybrid system is a mixed system comprising the series and parallel systems. In this paper, the reliability analysis of the series system will be discussed because it is the most frequently encountered in practical engineering applications (Zhao et al. 2007) .
Since the analytic estimation of the system probability of failure involves multi-dimensional integration over the overall failure domain, it is numerically very difficult to evaluate. Hence, several approaches to resolve the numerical difficulty have been proposed, including wide bound estimation (Cornell 1969) and narrow bound estimation (Ditlevsen 1979) . Wide bound estimation is simple to estimate since it only considers the component probability of failures; however, the bounds can be very wide, which could yield a system probability of failure estimation that is too conservative (Zhao et al. 2007 ). For the narrow bound method, Ditlevsen's first-order upper bound, which is the summation of component failure probabilities, can be used as the system probability of failure (Ba-abbad et al. 2006; Ang and Tang 1984; Haldar and Mahadevan 2000) , or Ditlevsen's second-order upper bound by considering the joint probability of failure can be used (Ang and Tang 1984; Haldar and Mahadevan 2000; Liang et al. 2007 ).
The narrow bound method can be combined with the response surface method (Youn et al. 2007 ) and other reliability analysis methods, such as simulation or sampling methods (Lin et al. 1997; Denny 2001; Walker 1986 ) and the probability density function (PDF) approximation method (Rosenblueth 1981; Du and Huang 2006; Youn et al. 2008) , for the actual calculation of the system probability of failure. However, the response surface method combined with simulation or sampling methods and PDF approximation method may have an accuracy problem that results in an error in the system probability of failure estimation. As an analytic method, which is the MPP-based method, the first-order reliability method (FORM; Haldar and Mahadevan 2000; Madsen et al. 1986; Hasofer and Lind 1974; Ditlevsen and Madsen 1996) has been very popular because of its simplicity of calculation. However, if the FORM is used, these narrow bound methods will only work for linear or very mildly nonlinear performance functions since the FORM approximates performance functions using the first-order Taylor series expansion. Thus, a more accurate analytic system reliability analysis method is needed for the system with nonlinear and multi-dimensional performance functions. In this paper, the most probable point (MPP)-based dimension reduction method (DRM; Rahman and Wei 2006; Wei 2006; Lee et al. 2007a Lee et al. , b, 2008 ) and Ditlevsen's secondorder upper bound are used to propose a system reliability analysis method. To apply the proposed system reliability analysis for a system reliability-based design optimization (RBDO), rigorous design sensitivity analysis is also carried out in a way similar to the component RBDO (Lee et al. 2009 ). Using the accurate system reliability analysis and design sensitivity analysis, a system RBDO is proposed in this paper by employing two efficiency strategies.
The paper is organized as follows. Section 2.1 demonstrates the accurate component probability of failure calculation using the MPP-based DRM, and Section 2.2 illustrates the joint probability of failure calculation using the FORM. Section 2.3 proposes the accurate system inverse reliability analysis using Ditlevsen's second-order upper bound. Section 3 proposes the system RBDO using the system inverse reliability analysis explained in Section 2. For the system RBDO, design sensitivity analyses are carried out and two efficiency strategies are proposed to save the computational burden of the system RBDO. Section 4 uses numerical examples to verify the proposed system inverse reliability analysis and RBDO.
System inverse reliability analysis of series system
When there is more than one performance function, the system probability of failure of the series system is obtained by
where m is the number of performance functions and the performance function is defined as failure if G i (X) > 0. However, since the right side of (1) is not easy to compute numerically, the system probability of failure is conservatively approximated using Ditlevsen's first-order upper bound (Ditlevsen 1979; Ang and Tang 1984) by the sum of the component probabilities of failures as
where P F i is the component probability of failure for the ith performance function. A more refined method to approximate the system probability of failure using Ditlevsen's second-order upper bound (Ditlevsen 1979; Ang and Tang 1984) is given by
where P F i j is the joint probability of failure when the ith and jth failure modes occur simultaneously. It is noted that the error in estimating the system probability of failure comes not only from the component probability of failure P F i , but also from the joint probability of failure P F i j in (3). In this paper, Ditlevsen's second-order upper bound in (3) will be used for the system inverse reliability analysis since it does not require further function evaluation.
Component probability of failure calculation
The component probability of failure for the ith performance function is defined using a multi-dimensional integral (Madsen et al. 1986 )
where f x (x) is a PDF of the random variable X. Since the exact estimation of (4) is computationally very difficult or impossible in most real engineering applications, several numerical methods have been proposed including the FORM, the second-order reliability method (SORM; Hohenbichler and Rackwitz 1988; Breitung 1984) , and MPP-based DRM. Among the three methods, the MPPbased DRM is recommended since the FORM is not accurate for a highly nonlinear or multi-dimensional system and the SORM requires the second-order sensitivities, which are much more difficult to accurately obtain in real engineering applications. On the other hand, the MPP-based DRM is as accurate as the SORM for a highly nonlinear or multi-dimensional system and as efficient as the FORM since it does not require the second-order sensitivity. Hence, this paper proposes to use the MPP-based DRM for the component probability of failure calculation. Using the univariate MPP-based DRM, an N -dimensional performance function G(X) can be additively decomposed into the sum of one-dimensional functions at the MPP as (Rahman and Wei 2006; Wei 2006; Lee et al. 2007a Lee et al. , b, 2008 )
where
which is obtained from the inverse reliability analysis (Youn et al. 2005) , and N is the number of random variables. Then, using the transformation from the standard normal U-space to the rotated standard normal V-space (Rahman and Wei 2006; Wei 2006; Lee et al. 2007a Lee et al. , b, 2008 and the constraint shift given as
where v * = {0,. . . , 0, β} T is the MPP in V-space, β is the reliability index, andG (v) ≡ G (x (v) ). The probability of failure using the MPP-based DRM is calculated as (Lee et al. 2008 )
. Using the moment-based integration rule (MBIR; Xu and Rahman 2003) , which is similar to Gaussian quadrature (Atkinson 1989) , (7) is discretized as Table 1 can be used to calculate (8).
2.2 Joint probability of failure calculation using the FORM Based on the FORM, the joint probability of failure between the ith and jth performance function in (3), P F i j , is approximated as (Zhao et al. 2007; Ang and Tang 1984; Liang et al. 2007 )
where φ(•, •;ρ) is the PDF of a bivariate standard normal variable given as
and ρ is the correlation coefficient between the ith and jth performance functions. Let two linearly approximated performance functions of g i (u) and g j (u) at MPPs be
where α i and α j are normalized vectors from the origin to the MPP of each performance function and u is the standard normal variable. Let the angle between α i and α j be θ as shown in Fig. 1 , then The correlation coefficient between two linearized constraints is defined as
where the covariance of two constraints is given by
where E is the expectation operator; hence, the correlation coefficient is given by
From (10), it can be analytically shown that
Then, the derivative of the bivariate standard normal cumulative distribution function (CDF) with respect to ρ is
and φ(x, y; ρ) is equal to
∂ x∂ y by the definition of the bivariate standard normal CDF given as
Hence, the bivariate standard normal CDF has the property
Using (9) and (19), the joint probability of failure in (3) can be expressed using the FORM as (Liang et al. 2007 )
2.3 Proposed system probability of failure calculation
Since the joint probability of failure calculation in (20) uses the linear approximation of the performance functions at MPPs as shown in (11), it could underestimate or overestimate the joint probability of failure depending on the convexity or concavity of the performance functions in the neighborhood of MPPs. In this paper, a performance function is defined as concave in the neighborhood of the MPP if the FORM-based reliability analysis overestimates the probability of failure-that is, P FORM is not the same as the conventional geometrical definition of convex and concave functions, which means that a function could be convex or concave based on the definition of this paper unless
, which is the case of linear performance functions. Hence, these probabilistic definitions of convex and concave are applicable to general multi-dimensional engineering problems. One example in which the FORM overestimates the true joint probability of failure is shown in Fig. 1 .
Hence, this paper proposes the conservative but accurate system probability of failure calculation using the MPPbased DRM for the component probability of failure calculation in (8) and Ditlevsen's second-order upper bound in (3) as
where the joint probability of failure in (21) is conservatively obtained using the type of performance functions shown in the following cases.
Case (a). For a highly correlated case shown in Fig. 3a , that is, ρ ≥ 0.99, choose the minimum probability of failure of two constraints as the joint probability of failure (Liang et al. 2007) , which is more accurate than the FORM-based joint probability of failure. The choice of the correlation coefficient is arbitrary. However, it should be appropriately selected so that the minimum probability of failure of two constraints can approximate the joint probability of failure accurately. Usually, the choice of the correlation coefficient larger than 0.99 yields very good approximation. Case (b). For cases that ρ < 0.99, ignore the joint probability of failure if both constraints are probabilistically concave. In this case, it is more reliable and safer to ignore the joint failure than to include the FORM-based joint probability of failure because the FORM-based joint probability of failure will overestimate the true failure as shown in Fig. 3b . If all constraints are probabilistically concave, then the system probability of failure using Ditlevsen's second-order upper (c) bound will be the same as the system probability of failure using Ditlevsen's first-order upper bound. Case (c). Otherwise, use the FORM-based joint probability of failure calculation in (20) because it can approximate the true joint failure reasonably as shown in Fig. 3c .
For the joint probability of failure estimation, the MPPbased DRM cannot be directly used since the joint failure area is not determined by one constraint only. Furthermore, since the response surface method is not used in this paper, the simulation-based method cannot be used due to the expensive computational cost for the joint probability of failure calculation either. Hence, the FORM-based joint probability of failure in (20), which is still an approximation but accurate enough, is used in case (c) for the system probability of failure calculation in (21). The accuracy and conservativeness of three cases are illustrated using a mathematical example in Section 4.2.
System reliability-based design optimization
Using the system inverse reliability analysis described in Section 2, the system RBDO is formulated to
where d = μ(X) is the mean value of the input random variable X, P all F is the allowable system probability of failure, and P sys F is the system probability of failure calculated from (21).
In the component RBDO, the mean values (μ) of input random variables are used as design variables, whereas, in the system RBDO, the reliability indices (β) are also treated as design variables as well as the mean values since we have an additional system probabilistic constraint. Thus, Section 3.1 will explain how to derive the sensitivities of the system probabilistic constraint with respect to not only the mean values (μ) but also the reliability indices (β).
Design sensitivity analyses
For a practical engineering problem, design sensitivity analyses are very important for saving computation cost. The finite difference method (FDM) could be used for the sensitivity calculation, especially when the analytical sensitivity is not available. However, for the FDM to calculate the sensitivity, additional function evaluations are required according to the dimension (N ) of the problem. Moreover, the right amount of perturbations is required; often times the user has to carry out "trial and error" to get accurate sensitivities. Even without trial and error, if a forward or backward FDM is used, then N additional function evaluations are necessary for the sensitivity calculation at a given design; if a central FDM is used, 2N additional function evaluations are necessary, where N is the number of random variables and parameters. For a durability analysis, one function evaluation usually takes 5-30 min. Hence, for a durability analysis problem with 12 random variables and parameters, which is the M1A1 roadarm example used in Section 4.4, 60 min for a forward or backward FDM and 120 min for a central FDM, assuming one function evaluation takes 5 min, are required for the sensitivity calculation at a given design. On the other hand, if analytical sensitivities are available, then the computational cost for the sensitivity calculation at a given design is 12 × 5 × 0.2 = 12 min because one sensitivity calculation takes 20% of one function evaluation time and 12 sensitivities need to be calculated. Thus, the analytic sensitivity analysis can reduce the computational cost significantly compared to the FDM. Since the FDM with trial and error can provide accurate sensitivity, it is used as a benchmark result to verify whether the derived analytic sensitivities are accurate or not.
To carry out design sensitivity analysis for the formulation in (22), since d and β are both design variables, it is necessary to derive the sensitivities of the component probabilistic constraints at MPP and the system probability of failure with respect to d and β.
∂G(x * ) ∂d is identical with the sensitivity of the FORM-based performance measure approach (PMA) as (Lee et al. 2009; Hou 2004; Gumbert et al. 2003 )
can be obtained using the chain rule as
It should be noted that
for the ith performance function since
∂β j is always zero if i = j. From the definition of MPP in U-space, which is expressed as
where α is the normalized gradient vector at the MPP, ∂u * ∂β is obtained as (26) is given as
since b 1 = ∇ U g and b 2 1 = ∇ T U g∇ U g. By substituting (27) into (26), ∂u * ∂β can be obtained as
and inserting (28) into (24) yields
Since Ditlevsen's second-order upper bound is used for the system inverse reliability analysis, sensitivities of the system probability of failure constraint G 0 with respect to the design variables involve two terms: sensitivity of the component probability of failure with respect to the design variables, and sensitivity of the joint probability of failure with respect to the design variables. The sensitivities of the joint probability of failure with respect to the design variables can be analytically obtained using (20) . Since the joint probability of failure is a function of reliability indices only, sensitivities of the joint probability of failure with respect to d is zero and sensitivities of the joint probability of failure with respect to β i is
The sensitivity of the component probability of failure with respect to d,
is very small and even smaller when the design approaches the optimum; hence, the sensitivity is approximated as (Lee et al. 2009 )
To derive
∂β , let us assume a two-dimensional performance function for ease of derivation. The component probability of failure by the MPP-based DRM is given by
Hence,
for a 2-D performance function can be obtained as
where v k 1 represents the kth quadrature point for v 1 and w k represents the corresponding weights.
in (33) can be obtained using the definition of the shifted performance function in (6) as
is identical with (29) and
where u k is the kth quadrature point in U-space and ∂u k ∂β is given by
using the transformation from U-space to V-space. Equation (28) can be rewritten as
where H is the Hessian matrix evaluated at MPP in X-space. Hence, ∂u * ∂β is obtained as
and by inserting (38) into (36) and (36) into (35), finally, we can obtain the sensitivity of the component probability of failure by the MPP-based DRM with respect to β in (33). However, as shown in (38), the Hessian matrix is required to accurately calculate the sensitivity, and the Hessian matrix is very difficult and numerically expensive to accurately estimate in engineering applications. Hence, the sensitivity in (33) is approximated by
assuming that ∂ ∂β
is very small. The verification of the assumption will be shown in Section 4.1 using numerical examples. Using the same assumption, the sensitivity of the component probability of failure by the MPP-based DRM with respect to β for a general performance function can be obtained as
When N = 2, then, (40) is simplified using (32) as
which is identical to (39). The analytically derived sensitivities in this section are applicable to problems with either independent or correlated input random variables. Hence, one mathematical example with independent random variables and one engineering example with both independent and correlated random variables will be used in Section 4.
Efficiency strategies
As can be seen in the formulation in (22), since the system RBDO involves more design variables than the component RBDO, the system RBDO will take more iteration to converge to the optimum. Hence, two efficiency strategies for the system RBDO are proposed in this paper.
A. Identification of critical constraints
Theoretically, all constraints must be considered for the calculation of the system probability of failure calculation. However, since some constraints may not contribute to the system probability of failure, it is numerically expensive to consider all constraints for the system probability of failure calculation. Thus, it is desirable to find out critical constraints that will contribute to the system failure. If the reliability index approach (RIA; Tu and Choi 1999; Tu et al. 2001 ) is used for the system RBDO, then the reliability indices can be used to identify the critical constraints (Ba-abbad et al. 2006; Liang et al. 2007 ). However, since the PMA is used in this paper, it is necessary to develop a new method.
Based on PMA+ (Youn et al. 2005) , the system RBDO directly finds the deterministic optimum and the active constraints at the deterministic optimum that will most probably affect the system failure. However, there is a possibility that certain constraints, which are not active at the deterministic optimum, may affect the system failure because the system RBDO optimum design is away from the deterministic optimum design. In this paper, after an MPP search at a given design, a constraint is identified as critical if
where X * is the FORM-based MPP and ε is defined as ε =
ε f where N is a dimension of the problem and ε f is a positive control parameter (Lee et al. 2008) . If a relatively large number (for example, ε f ≥ 1.0) is used for ε f , then it tends to identify more constraints as critical. Constraints, which are not identified as critical using this ε-active strategy, will not be used for the system probability of failure calculation since they are away from the given design and thus the impact of the constraint on the system probability of failure is ignorable. Hence, after identifying the number of critical constraints denoted as m c , the system probability of failure calculation using Ditlevsen's second-order upper bound is expressed as
and β becomes the m c × 1 vector. It should be noted that m c is not a fixed number but is updated as a design changes. The use of critical constraints only for the system probability of failure calculation could cause the discontinuity. However, even in the deterministic design optimization process, the active set strategy, which is used to save computational time, could cause discontinuity. In the deterministic design optimization process, to remedy this problem, the ε-active strategy is used, which is well accepted due to its efficiency and wellbehaved convergence. In this paper, we used the same concept as shown in (42) to avoid the discontinuity problem.
B. New design closeness concept
The design closeness concept was first proposed in PMA+ for the FORM-based component RBDO (Youn et al. 2005) . The design closeness concept is that the previous MPP in U-space will be used as the current starting MPP if the current design is very close to the previous design; that is,
is the 0th MPP candidate point at the kth design iteration for the ith constraint and u * (k−1) i is the MPP at the (k − 1)th design for the ith constraint. For the FORM-based component RBDO, since the reliability index is constant,
However, since the reliability indexes are changing during the system RBDO process, it is necessary to modify (44) to take advantage of the design closeness concept. The modified design closeness is similar to the MPP update in the component DRM-based RBDO (Lee et al. 2007a (Lee et al. , 2008 . If two designs are very close, then the current starting MPP in U-space is obtained as
where β k i is the reliability index at the kth design iteration. Using this new design closeness concept, the number of function evaluations for the MPP search can be reduced.
Numerical examples

Accuracy of sensitivity
The analytic sensitivities derived in Section 3.1 are verified using the converging sensitivities obtained by the FDM. For verification, consider a highly nonlinear performance function used in the literature (Lee et al. 2007a (Lee et al. , b, 2008 ,
where X 1 ∼ N (4.0, 0.3 2 ), X 2 ∼ N (3.0, 0.3 2 ), β = 2, and X 1 and X 2 are statistically independent from each other. Table 2 shows the accuracy of the derived sensitivities compared with the FDM. In the table, the analytic sensitivities are obtained using (29) and (33). From the table, it can be seen that the analytic sensitivities are exact. However, as mentioned in Section 3.1, the Hessian matrix is required to obtain the analytic sensitivities in Table 2 ; hence, it is numerically very expensive and impractical. Table 3 compares the analytic sensitivity in (33) and the approximate sensitivity in (40), which does not require the Hessian matrix, using the same performance function in (46). The approximate sensitivity shows very good accuracy even for the highly nonlinear performance function. Furthermore, the approximate sensitivity does not require additional function evaluation, which means that it is very efficient and accurate to use the approximate sensitivity for the system RBDO.
4.2 Accuracy and conservativeness of proposed system probability of failure
To illustrate how accurate and reliable the proposed system probability of failure calculation is, consider two 2-D polynomial functions,
where X 1 and X 2 follow the standard normal distribution and are statistically independent from each other. As shown in (47), two performance functions become probabilistically concave if a and b are positive, and vice versa. In addition, G 2 (X) is rotated by the angle θ and shifted by −0.1 from G 1 (X), thus, the correlation coefficient (ρ) between two performance functions is cosθ as shown in (15). In this section, three different cases are considered by changing a, b, and θ to verify the proposed system probability of failure calculation based on three types. Figure 4 shows the shape of two performance functions for each case.
Case 1: a
Two performance functions are probabilistically concave since a and b are both positive, and since θ = 5 • , which means ρ = cos θ = 0.9962 > 0.99, this case is corresponding to case (a) in Section 2.3. Hence, in this case, the joint probability of failure is the minimum of the two component probabilities of failure, which is the probability of failure for G 2 (X). As shown in Table 4 , the FORM shows error in the estimation of the component probability compared with the MCS results using 100 million samples. Furthermore, the FORM-based joint probability of failure is obtained using (20) as 1.7663%, which overestimates the true joint probability of failure (1.4145%). Hence, the FORM is not accurate for the system probability of failure estimation due to its inaccurate component and joint probability of failure estimation. On the other hand, the MPP-based DRM using either three or five integration points shows very good accuracy compared with the MCS. However, if the FORMbased joint probability of failure instead of the minimum of the two component probabilities of failure is used, then the system probabilities of failure using the MPP-based DRM with three and five integration points become 1.5831% and 1.5611%, respectively. These results are unreliable since (a) (b) (c) Fig. 4 The shape of performance functions for different types. a Case 1. b Case 2. c Case 3 a Uses the FORM-based joint probability of failure the true system probability of failure is 1.9003%. In conclusion, the selection of the minimum of two component probabilities of failure for ρ ≥ 0.99 as explained in case (a) in Section 2.3 yields more accurate and reliable system probability of failure estimation.
Case 2: a
In this case, since two performance functions are still probabilistically concave since a and b are positive and ρ < 0.99, the joint probability of failure is ignored as explained in case (b) in Section 2.3. As shown in Table 5 , the true joint probability of failure (0.0272%) is significantly less than the FORM-based joint probability of failure (0.3418%). Thus, if the FORM-based joint probability of failure is used, it will underestimate the system probability of failure resulting in unreliable system probability of failure.
Case 3: a
This case is corresponding to case (c) explained in Section 2.3. In this case, the FORM-based joint probability Table 5 Comparison of system probability of failure calculation of failure is used for the system probability of failure calculation. The component probability of failure estimation using the FORM underestimates the true probability of failure since both performance functions are probabilistically convex in this case. Because of that, the FORM underestimates the system failure as shown in Table 6 , thus it is unreliable. However, the MPP-based DRM shows very good accuracy for the component probability of failure estimation, which results in sufficiently accurate and reliable system failure calculation.
In conclusion, we can see through three cases that the proposed method, which uses the MPP-based DRM for the component probability of failure and the FORMbased joint probability of failure depending on the type of the performance functions, yields reasonably accurate and conservative system probability of failure estimation. For a system RBDO using a two-dimensional mathematical example, consider the following formulation to
where the performance functions as shown in Fig. 5 are
.275%, and X 1 and X 2 are statistically independent from each other.
As shown in Fig. 5 , since G 2 (X) and G 4 (X) are probabilistically concave in the neighborhood of the MPPs, respectively, the joint probability of failure P F 24 is ignored. In addition, since ρ 12 is close to −1, the FORM-based joint probability of failure P F 12 is also almost zero. Hence, the joint probability of failure P F 14 is the only one that affects the system probability of failure significantly. Using the MPP search at the deterministic optimum, G 1 (X), G 2 (X), and G 4 (X) are identified as the critical constraints, and three constraints are always critical during the design optimization. Since three constraints are critical, m c = 3 and β = [β 1 , β 2 , β 4 ] T . Table 7 compares the FORM and the MPP-based DRM for the system RBDO in (48). As expected from Fig. 5 , since G 2 (X) is highly nonlinear and concave around the MPP, the FORM overestimates the component probability of failure as shown in Table 7 , which affects the system probability of failure significantly. However, the MPP-based DRM with three and five integration points can accurately estimate the highly nonlinear constraint G 2 (X). Hence, both yield very good estimation of the system probability of failure as shown in the last column of Table 7 . The joint probability of failure P F 14 by MCS using one million samples is 0.0183% for DRM5, and the FORM-based joint probability of failure is 0.0227%, which is close to the MCS result. Both results are very small compared with the system probability of failure, which means that the accurate component probability of Cost failure calculation is more important than the joint probability of failure calculation in this example. However, it should be noted that there will be cases in which the joint probability of failure dominates, for example, when ρ is close to 1 as shown in Fig. 3a , which will be shown in Section 4.5 using an engineering example.
Effect of new design closeness concept
To see the effect of the new design closeness concept explained in Section 3.2.B, consider the same system RBDO formulation in (48) with the constraint functions in (49). For the comparison, the FORM-based system RBDO with Ditlevsen's second-order upper bound is used. Table 8 shows the system RBDO result without the design closeness concept. F.E. in the last column of Table 8 means the number of function evaluations and 64 + 64 means 64 function evaluations and 64 sensitivity calculations. Table 9 illustrates the system RBDO using the proposed design closeness concept in (45). The shaded areas in Table 9 show where the proposed design closeness concept saves computational time. For example, in the 0th iteration and the third line search, the algorithm with the proposed design closeness only requires 3 + 3 function evaluations to find MPPs for all constraints, whereas 8 + 8 function evaluations are required without the design closeness as shown in Table 8 . Hence, it can be shown that the proposed design closeness concept significantly reduces the number of function evaluations without changing the optimum design. The roadarm of the M1A1 tank (Lee et al. 2008 ) is used to compare two methods, the FORM and MPP-based DRM, for the system RBDO. The roadarm is modeled using 1,572 eight-node isoparametric finite elements (SOLID45) and four beam elements (BEAM44) of ANSYS (Swanson Analysis System Inc 1989), as shown in Fig. 6 , and is made of S4340 steel with Young's modulus E = 3.0 × 10 7 psi and Poisson's ratio ν = 0.3. The durability analysis of the roadarm is carried out using durability and reliability analysis workspace (DRAW; Center for Computer-Aided Design, College of Engineering 1999a, b) to obtain the fatigue life contour as shown in Fig. 7 . The fatigue lives at the critical nodes shown in Fig. 7 are chosen as the design constraints of the system RBDO. The shape design variables are shown in Fig. 8 . Eight shape design variables characterize four cross-sectional shapes of the roadarm. The widths (x 1 -direction) of the Table 10 and assumed to be independent random variables.
For the input fatigue material properties, since the statistical information on S4340 steel other than its nominal value is not available, it is necessary to assume the statistical information on S4340 steel. Strain-life relationship is usually given by the classical Coffin-Manson equation as (Meggiolaro and Castro 2004) (Noh et al. 2009a; Socie 2003; Annis 2004) . Furthermore, it is also known that σ f and ε f follow the lognormal distribution and b and c follow the normal distribution. For the correlated fatigue material properties, it is assumed that σ f and b follow the Gaussian copula (Noh et al. 2009b ) with ρ = −0.828 and ε f and c follow the Frank copula with τ = −0.906 (Noh et al. 2009a ). For the standard deviations of S4340 steel, 50% coefficients of variation (COV) for ε f and 25% COV for other fatigue material properties are assumed. The statistical information of the fatigue material properties are shown in Table 10 . The system RBDO for the M1A1 Abrams tank roadarm is formulated to
and x * is the MPP obtained from the inverse analysis. Table 11 shows the correlation coefficient (ρ) between constraints. As shown in Table 11 , there are seven potentially active constraints at the deterministic optimum and they are highly correlated with each other. From this fact, we can infer that Ditlevsen's first-order upper bound will be very conservative for the system probability of failure estimation due to ignoring the joint failure area. As inferred, the optimum design obtained using Ditlevsen's first-order upper bound shows very heavy weight (550.51) compared to the weight (523.67) of the optimum design obtained using Ditlevsen's second-order upper bound as shown in Table 12 . This means that Ditlevsen's first-order upper bound overestimates the system probability of failure by ignoring the joint failure. For the verification of the system reliability at the optimum design, MCS using 1M samples can be used as in Section 4.3. However, since one durability analysis for the roadarm takes about 5 minutes, MCS using one million samples will take almost 10 years, which is practically impossible to carry out. Thus, we have not carried out the verification using MCS in this example. Table 13 shows the optimum designs obtained using the MPP-based DRM. Since the input fatigue material properties are highly correlated, the performance functions in U-space become highly nonlinear. Thus, the optimum design using the MPP-based DRM and Ditlevsen's secondorder upper bound shows lighter weight (519.72) than the weight obtained from the FORM and Ditlevsen's secondorder upper bound (523.67). Likewise, the weight of the component RBDO using the MPP-based DRM can be further reduced from 519.75 to 514.02. Similar to the FORM, the system RBDO using the MPP-based DRM shows a very conservative optimum design using Ditlevsen's first-order upper bound.
Discussions and conclusion
The system RBDO based on two methods, the MPP-based DRM and the FORM, is compared through mathematical and engineering examples. For the highly nonlinear problem, the effect of accurate component probability of failure is more significant than the estimation of the joint probability of failure. Hence, in this case, the system reliability analysis using the MPP-based DRM yields better accuracy than the FORM-based system reliability analysis since the MPP-based DRM can accurately estimate the component probability of failure. If performance functions are highly correlated, then the joint failure region is as large as the component failure region; thus, Ditlevsen's second-order upper bound needs to be considered for more accurate system probability of failure. Consequently, the proposed method, which is the system RBDO using the MPP-based DRM for the component probability of failure and Ditlevsen's second-order upper bound for the joint probability of failure, shows very good accuracy even for highly nonlinear and highly correlated problems.
