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Androulidakis and Skandalis showed how to associate a holonomy groupoid, a smooth
convolution algebra and a C*-algebra to any singular foliation. In this note, we consider
the singular foliations of a one-dimensional manifold given by vector fields that vanish
to order k at a point. We show that, whereas the C*-algebras of these foliations are
divided into two isomorphism classes according to the parity of k, the smooth algebras
are pairwise nonisomorphic. This is accomplished by analyzing certain natural ideals
in the smooth algebras. Issues of factorization with respect to convolution arise and
are resolved using a context-appropriate version of the Diximier-Malliavin theorem.
1 Introduction
Given any singular foliation F of a smooth manifold M , it was shown in [1] how to construct
a holonomy groupoid G(F), a smooth convolution algebra A(F) and a C*-algebra1 C∗(F).
In this context, the word “foliation” is understood in the following way:
Definition 1 ([1], Definitions 1.1, 1.2). A foliation F of a smooth manifold M is a locally
finitely-generated C∞(M)-module of compactly-supported vector fields on M closed under
Lie bracket. The tangent space of F at x ∈ M is TxF := {X(x) : X ∈ F}. The fiber of F
at x is AxF := F/IxF , where Ix ⊆ C∞(M) denotes the ideal of functions vanishing at x. A
1As usual, more than one C*-completion can be considered, including a reduced and a maximal version.
These differences will not matter here. Indeed, for the examples we consider, the natural representation of
the maximal C*-algebra on the direct sum of the L2-spaces of the leaves with trivial holonomy is faithful,


























foliation is called regular if its tangent spaces have constant dimension and is called almost
regular if its fibers have constant dimension.
The holonomy groupoid constructed in [1] can be quite poorly-behaved for general foliations.
The case where F is almost regular is exactly the case where G(F) is a Lie groupoid.
This case was previously treated by Debord in [6]. When F is almost regular, A(F) is
isomorphic to C∞c (G(F)), the smooth convolution algebra of the groupoid, and C∗(F) is
isomorphic to C∗(G(F)), the C*-algebra of the groupoid. Here we are implicitly fixing a
smooth Haar system onG(F) in order to make sense of convolution and bypass any discussion
of densities.
In this article, we are primarily concerned with the following specific family of almost regular
foliations (Example 1.3 (3), [1]).
Definition 2. For each positive integer k, we denote by FkR the almost regular foliation of
R singly-generated by xk d
dx
. That is, FkR consists of all compactly-supported, smooth vector
fields which vanish to order k at 0.
The holonomy groupoids of the foliations FkR are not difficult to understand; G(FkR) is canon-
ically isomorphic to the transformation groupoid Roφ R associated to the flow of any com-
plete vector field generating FkR. Accordingly, the smooth algebra A(FkR) is isomorphic to
C∞c (R oφ R) and the C*-algebra C∗(FkR) is isomorphic to C0(R) oφ R, the crossed product
of the associated action of R on C0(R).
Our goal is to understand the extent to which the holonomy groupoids, smooth algebras and
C*-algebras of the foliations FkR remember the positive integer k. The most substantial part
of this story is the analysis of the smooth algebras and the main result is the following:
Theorem 3. The smooth convolution algebras of the foliations FkR, as k ranges over the
positive integers, are pairwise nonisomorphic.
For C*-algebras, however, we have the following:
Theorem 4. The C*-algebras of the foliations FkR, as k ranges over the positive integers,
are of two isomorphism types that are determined by the parity of k.
This demonstrates the principle that, even for singular foliations as simple as these ones,
there can be information stored in the smooth algebra which is washed away when one passes
to the C*-algebra.
The flow of a smooth vector field with a finite order critical point at the origin, and no other
critical points, is determined by up to topological conjugacy and time-reversal symmetry
by the parity of the order of its zero. This remark already explains why there are at most
two possibilities for the isomorphism-type of the C*-algebra C0(R) oφ R. The fact that two
different C*-algebras do indeed occur follows from an index calculation.
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The more substantial issue of showing that the smooth algebras A(FkR) ∼= C∞c (R oφ R) are
pairwise nonisomorphic requires different methods. The intuition here is as follows: if the
flow φ fixes the origin to kth order in x, where x denotes the coordinate of the manifold R,
then the convolution product on C∞c (R oφ R) is “commutative to kth order in x”. In more
precise terms, our argument follows the following outline:
1. In each of the convolution algebras A(FkR), consider the nested sequence of ideals
ideals xp · A(FkR), p a positive integer, consisting of functions vanishing to order p on
the isotropy group of 0.
2. Show that the quotient
A(FkR )
xp·A(FkR )
is commutative if and only if p ≤ k.
3. Show that any isomorphism between A(FkR) and A(F `R) would necessarily map the
ideal sequence of the first algebra onto the ideal sequence of the second.
Our approach to the third step of this program requires us to solve a problem concerning
the existence of factorizations in the convolution algebra C∞c (R oφ R). To do this, we need
to confirm that the following famous theorem of Dixmier-Malliavin remains valid when G is
replaced by the transformation groupoid Roφ R.
Theorem 5 (3.1 Théorème, [8]). If G is any Lie group, then every f ∈ C∞c (G) can be
expressed in the form f = g1 ∗ h1 + . . . gN ∗ hN , for some N , where gi, hi ∈ C∞c (G) and ∗
denotes convolution with respect to (a choice of) Haar measure.
In the separate article [10], we showed that Dixmier-Malliavin’s theorem holds quite generally
for any Lie groupoid G.
Let us now describe the organization of this paper. In Section 2, we summarize relevant
aspects of Androulidakis-Skandalis’s work and justify our use of the models G(FkR) ∼= RoφR,
C∞c (RoφR) and C0(R)oφR for the groupoids, smooth convolution algebras and C*-algebras
of the foliations FkR.
In Section 3 we review the known fact that the so-called Weiner-Hopf extension
0→ K→ C0(R ∪ {+∞}) oτ R→ C∗(R)→ 0
arising from the translation action on a one-sided extension of the line is isomorphic to
the (nonunital) Toeplitz extension. One standard approach is to use Laguerre functions
to produce an operator of index 1 and appeal to Brown-Douglas-Fillmore theory (see [11]
and [15]). We will instead use a suitably unitarized form of the Cayley transform to give
an explicit conjugacy relating the Weiner-Hopf extension to (an uncompressed form of) the
Toeplitz extension. This approach appears to harken back to [7].
In Section 4 we use the results of Section 3 to analyze the C*-algebras C∗(FkR) and obtain
the above mentioned result that their isomorphism types are determined by the parity of
k. For each k, there is a natural representation πk of C
∗(FkR) on L2(R−) ⊕ L2(R+), where
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R− := (−∞, 0) and R+ := (0,∞), the nonsingular leaves of FkR. We furthermore show that
each πk is faithful and that the image of πk does not equal the image of π` when k 6= `.
Finally, in Section 5, we prove pairwise nonisomorphism of the smooth convolution algebras
A(FkR) by examining their quotients by the sequence of ideals xp ·A(FkR), as discussed above.
We furthermore describe the quotient by the ideal x∞ · A(FkR) :=
⋂
p≥1 x
p · A(FkR). This
results in an interesting algebra of formal series whose indeterminate does not commute
with its coefficients.
2 Preliminaries
In this section we describe the models we will be using for the holonomy groupoids G(FkR),
smooth algebras A(FkR) and C*-algebras C∗(FkR) of the foliations FkR, and briefly justify their
usage.
Given a smooth action of a Lie groupoid H on a smooth manifold M , we take the transfor-
mation groupoid M oH to be the Lie groupoid whose underlying manifold is M ×H with
groupoid operations defined as follows:
Source: d(x, h) = x
Target: r(x, h) = hx
Multiplication: (h1x, h2)(x, h1) = (x, h1h2)
Lemma 6. Let H be a connected Lie group acting on a smooth manifold M and let F be the
singular foliation of M determined by this action. If the set of x ∈ M with trivial isotropy
is dense in M , then the canonical map (see Example 3.4 in [1]) from the transformation
groupoid M oH to the holonomy groupoid G(F) is an isomorphism.
Proof. According to Proposition 3.9 in [1], we just need to check that MoH is an s-connected
quasigraphoid, as defined at the reference. Since H is connected, the transformation groupoid
is s-connected. Suppose that x ∈M and f is a smooth map from an open neighbourhood U
of x to H which satisfies f(y)y = y for all y ∈ U . Then, f(y) = 1 for a dense set of y in U
by hypothesis, and so f is identically equal to 1. This shows that the only local bisections
which induce the identity mapping are the trivial ones, i.e. M oH is a quasigraphoid.
Corollary 7. Let X be a complete vector field on a smooth manifold M . Let F be the
singular foliation singly-generated by X. If X has finitely many critical points and periodic
orbits, then the transformation groupoid M oX R determined by the flow of X is canonically
isomorphic to the holonomy groupoid G(F).
By the corollary above one has a canonical isomorphism
G(FkR) ∼= Roφ R (1)
4
where φ is the flow of any complete vector field generating FkR. The most obvious generator
for the singular foliation FkR is xk ddx , but note that this vector field is not complete when
k ≥ 2. One can, however, rescale it in order to get a complete vector field Xk generating





which resembles xk d
dx
near the origin, but has sublinear growth.
Remark 8. In fact, it still makes perfect sense to talk about the transformation groupoid
M oX R associated to smooth vector field even when X is not complete. One just takes the
underlying manifold of the groupoid to instead be the domain of the flow, an open subset
of R ×M , and defines the groupoid operations exactly as in the complete case. We could
therefore get away with using the vector fields xk d
dx
themselves rather than rescalings thereof.
The transformation groupoid R oφ R has a natural right Haar system given by copying
the usual Lebesgue measure on each source fiber. The convolution product determined on
C∞c (Roφ R) by this Haar system is as follows:
(f ∗ g)(x, t) =
∫
R
f(φs(x), t− s, )g(x, s) ds. (2)
Note that changing the smooth Haar system results in a canonically isomorphic product.
We also have an adjoint operation on C∞c (Roφ R) given by
f ∗(x, t) = f(φt(x),−t).
The ∗-algebra structure on C∞c (RoφR) defined by these operations is canonically isomorphic
to the smooth convolution algebra A(FkR) defined in Section 4.3 of [1] (one needs to translate
from the language of densities to the language of functions).
One also has that the C*-algebra C∗(FkR) is canonically isomorphic to the crossed product
C*-algebra C0(R)oφR, where φ denotes the flow of any complete vector field generating FkR
as well as the corresponding action of R on C0(R) defined by (φtf)(x) = f(φ−t(x)). Let us
briefly explain why this is so. Firstly, it is well-known that there is a canonical isomorphism
Ψ : C∗(R oφ R) → C0(R) oφ R from the usual groupoid C*-algebra, in the sense of [13], to
the crossed product C*-algebra. The groupoid C*-algebra is the completion of C∞c (Roφ R)








|f ∗(x, t)| dt
}
. (3)
The isomorphism Ψ is determined by its restriction to C∞c (RoφR) which has image contained
in the dense subalgebra Cc(R, C0(R)) ⊆ C0(R) oφ R and is given by
((Ψf)(t))(x) = f(φ−t(x), t).
In Section 4.4 of [1], the C*-algebra C∗(FkR) is defined as the completion of A(FkR) with
respect to the largest C*-norm dominated by an L1-norm ‖ · ‖1,AS defined by a choice of Rie-
mannian metric2 on the base manifold ([1], Definition 4.8). Choosing the standard Riemann
2The choice of metric does not affect the completion.
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metric on R, one may check that Androulidakis-Skandalis’s L1-norm becomes the norm on





|f(x, t)|β(x, t) dt,
∫
R







1/2 if x 6= 0
1 if x = 0.
One may wonder whether these (different) L1-norms (3) and (4) really determine the same
C*-completions. This is so, and follows from the fact that the map β : R oφ R → (0,∞)
appearing in (4) is a 1-cocycle, i.e. satisfies β(γ1γ2) = β(γ1)β(γ2), where γ1, γ2 ∈ R oφ R.
One has that the Hilbert space representations dominated by ‖ · ‖1,Groupoid are the same as
the ones obtained by integrating representations of the underlying groupoid. This is shown
in [14], 1.7 Proposition. Following the same argument, one may check that the same remains
true when ‖ · ‖1,Groupoid is adjusted by a 1-cocycle; the 1-cocycle drops out of the main
estimate given on pp. 50 of [14].
3 The Weiner-Hopf extension
In this section we explain how a suitably unitarized form of the Cayley transform can be used
to relate the Weiner-Hopf extension (defined below) to the more familiar Toeplitz extension.
The precise statements are given in Theorem 13 and Corollary 14.
Form a one-sided extension R ∪ {+∞} of the real line by adjoining a positive infinity, but
not a negative infinity. Let M denote the multiplication representation of C0(R∪{+∞}) on
L2(R). Let λ denote the regular representation of R on L2(R) as well as its integrated form,
a representation of C∗(R). On L1(R) ⊆ C∗(R), this is the usual convolution representation
λ(f)ξ = f ∗ ξ.
Definition 9. The Weiner-Hopf algebra is the C*-algebra TR on L2(R) generated by prod-
ucts M(f)λ(g) where f ∈ C0(R ∪ {+∞}) and g ∈ C∗(R). There is a ∗-homomorphism
σR : TR → C∗(R) called the symbol map, determined by σR(M(f)λ(g)) = f(+∞)g whose
kernel is K(L2(R)), the ideal of compact operators. The resulting extension
0 K(L2(R)) TR C∗(R) 0
σR
will be referred to as the Weiner-Hopf extension.
That the symbol map σR is defined at all will be a consequence of the discussion to follow, in
which the Weiner-Hopf algebra will be related to the Toeplitz algebra. For the moment, let us
assume σR exists and obtain a crossed product description of the Weiner-Hopf algebra.
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Let R act on the extended line R∪{+∞} by translation, fixing the point +∞. Let τ be the
corresponding action of R on C0(R ∪ {+∞}) defined by
(τtf)(x) = f(x− t).
Evaluation at +∞ yields an R-equivariant exact sequence of commutative C*-algebras:
0 C0(R) C0(R ∪ {+∞}) C 0.
Taking the crossed product of the above sequence by R, we obtain another exact sequence
of C*-algebras.
0 C0(R) oτ R C0(R ∪ {+∞}) oτ R C∗(R) 0.
This sequence is of some importance in noncommutative geometry. For example, in [15], it
is used to realize the Connes-Thom isomorphism of [4] as a boundary map in K-theory.
Recall that a (maximal) crossed product C*-algebra Aoα G contains canonical copies of A
and C∗(G) in its multiplier algebra and that AoαG is generated by elementary products a×b,
where a ∈ A, b ∈ C∗(G). Each nondegenerate representation π of AoαG arises uniquely from
a covariant pair (πA, πG) where πA is a representation of A, πG is a unitary representation
of G and πG(t)πA(a)πG(t)
−1 = πA(αt(a)) holds for all a ∈ A, t ∈ G. The corresponding
representation π of AoαG is determined by π(a× b) = πA(a)πG(b) for all a ∈ A, b ∈ C∗(G).
Here we abuse notation, denoting the integrated form of πG, a representation of C
∗(G), by
the same symbol as its inducing unitary representation. For more information on crossed
products, one may refer to the extensive survey [17].
There is a natural representation π : C0(R ∪ {+∞}) oτ R → B(L2(R)) coming from the
covariant pair (M,λ) where, as above, M denotes the multiplication representation and
λ denotes the regular representation of R. The representation π is thus determined on
elementary products by
π(f × g) = M(f)λ(g) f ∈ C0(R ∪ {+∞}), g ∈ C∗(R). (5)
By construction, the image of the representation π is the Weiner-Hopf algebra TR. It is
well-known that the restriction of π to the ideal C0(R) oτ R is a faithful representation
onto the C*-algebra K(L2(R)) of compact operators. This is a C*-algebraic formulation
of the Stone-von Neumann theorem, describing the representation theory of the canonical
commutation relations. Actually, one has more generally that C0(G) o G ∼= K(L2(G)) for
any locally compact group G. One can then see that π is also faithful on C0(R∪{+∞})oτ R
by consideration of the following commutative diagram:
0 C0(R) oτ R C0(R ∪ {+∞}) oτ R C∗(R) 0




The vertical maps on the right and the left are isomorphisms, whence the one in the middle
is as well.
We shall review the known fact that the Weiner-Hopf extension is isomorphic to the (nonuni-
tal form of the) Toeplitz extension. In [15] as well as [11] (Lemma 6), this is shown by using
Laguerre functions to produce an operator of index 1 and appealing to Brown-Douglas-
Fillmore theory. However, we feel that a clearer understanding of the Weiner-Hopf extension
is reached by using the Cayley and Fourier transform in concert to explicitly relate it to
the Toeplitz extension. This observation is not new, but deserves to be better known. The
approach by way of the Cayley transform seems to originate from [7] (see pp. 82-83 therein).
See also the historical remark on page 2 of [9] as well as Proposition 3.7.1 of [16].
Let H2(S1) denote the Hardy space of the circle, the closed subspace of L2(S1) spanned by
the basis vectors 1√
2π
zn where n ≥ 0. One may also characterize the elements of H2(S1) as
the boundary values of a corresponding space of holomorphic functions on the open disk.
Recall that the multiplication representation M : C1(S1) → B(L2(S1)) commutes modulo
compact operators with PH2(S1), the projection onto the Hardy space. The Toeplitz operator
with symbol f ∈ C(S1) is defined as Tf := PH2(S1)M(f)PH2(S1), the compression of M(f)
to the Hardy space. The Toeplitz algebra is the C*-algebra T on H2(S1) generated by the
Toeplitz operators. In fact, T is singly-generated by the unilateral shift operator Tz. The
Toeplitz algebra sits in a canonical extension
0 K(H2(S1)) T C(S1) 0σ
called the Toeplitz extension. The homomorphism σ is called the symbol map and satisfies
σ(Tf ) = f for all f ∈ C(S1). Indeed, the assignment f 7→ Tf is a completely positive splitting
for σ. One may also consider the nonunital Toeplitz algebra T0 defined as the preimage by σ
of the codimension one ideal C0(S
1) ⊆ C(S1) consisting of functions vanishing at 1 ∈ S1. It
is singly-generated by T1−z and fits into the nonunital Toeplitz extension:
0 K(H2(S1)) T0 C0(S1) 0.σ
It is sometimes desirable to not compress to the Hardy space and work instead with
T 0 := T0 + K(L2(S1)). (6)
There is a unique extension σ of the symbol map to T which has ker(σ) = K(L2(S1)). From
these definitions, we have the following commutative diagram in which the vertical maps are
inclusions (or, in the case of the rightmost map, an equality).
0 K(H2(S1)) T0 C0(S1) 0




A convenient feature of this uncompressed form of the (nonunital) Toeplitz extension is that
all three terms in the exact sequence on the bottom are represented on the same Hilbert
space L2(S1). Brown-Douglas-Fillmore theory gives, however, that the extensions on the top
and bottom of the above diagram are in fact the same.
Lemma 10. There exists an isometric isomorphism V : H2(S1) → L2(S1) such that AdV
carries T0 onto T 0 and the following diagram is commutative:
0 K(H2(S1)) T0 C0(S1) 0




Proof. Let S = Tz, the unilateral shift operator on H
2(S1), and let S be the direct sum of S
with the identity operator on the orthogonal complement of H2(S1) in L2(S1). Since S and
S are both isometries of index −1, the classification of essentially normal operators implies
the existence of an isometric isomorphism V : H2(S1) → L2(S1) such that V SV −1 equals
S modulo compact operators3. Thus, V T1−zV
−1 equals T1−z, modulo compact operators.
Recalling that T0 is singly-generated by T1−z and contains K(H2(S1)), the result follows.
Recall that one similarly has a Hardy space H2(R) ⊆ L2(R) for the real line. As in the case
of the circle, H2(R) admits two descriptions: a harmonic analysis description as the space of
ξ ∈ L2(R) whose Fourier transform has support contained in [0,∞), and a complex function
theory description as the space of boundary values of a corresponding space of holomorphic
functions on the upper half-plane. Recall the Cayley transform
w : R→ S1 \ {1} w(t) = t− i
t+ i
. (7)
Like any other diffeomorphism R→ S1 \ {1}, the Cayley transform determines an isometric
isomorphism L2(S1) → L2(R) given by ξ 7→ |w′|1/2(ξ ◦ w). Recall however that, viewed as
a Mob̈ıus transformation, w carries the upper half plane to the unit disk. Furthermore, its
derivative w′(t) = 2i
(t+i)2
is the square of a function holomorphic in the upper half-plane. One
is therefore encouraged to adjust the phase of the näıve identification L2(S1)→ L2(R) given
above and instead use the isometric isomorphism W defined by the following meromorphic
formula:





3Obviously S and S are not actually conjugate; S has no eigenvectors, whereas S acts as the identity on
an infinite-dimensional subspace.
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Although this adjustment to the phase might seem an inconsequential matter, it in fact leads
to W having the highly useful property of mapping H2(S1) onto H2(R). Indeed,{
1√
2π



























We also have that W intertwines the multiplication representation of C0(R) on L2(R) with
the multiplication representation of C0(S
1) on L2(S1) in the expected way, because the phase
adjustment is itself implemented by a (circle-valued) multiplication operator. We summarize
the properties of W just discussed in the following lemma.










1. W is an isometric isomorphism L2(S1)→ L2(R),
2. W maps H2(S1) onto H2(R),
3. W satisfies WM(f)W−1 = M(f ◦ w) for all f ∈ C0(S1), where w(t) = t−it+i is the
Cayley transform.




f(t)e−2πist dt f ∈ Cc(R). (9)
The Fourier transform extends uniquely to a C*-algebra isomorphism, written simply as
f 7→ f̂ : C0(R)→ C∗(R).
The Fourier transform also extends uniquely to an isometric isomorphism of Hilbert spaces,
which we write as
U : L2(R)→ L2(R)
in order to notationally distinguish these slightly different concepts. The key properties of
the Fourier transform needed are gathered below.
Lemma 12. Let U : L2(R) → L2(R) be the Fourier transform defined by (Uξ)(s) =∫
R ξ(t)e
−2πist dt for ξ ∈ L1(R) ∩ L2(R) and extended by continuity. Then:
1. U is an isometric isomorphism L2(R)→ L2(R),
2. U maps H2(R) onto L2([0,∞)),
10
3. U satisfies UM(f)U−1 = λ(f̂) for all f ∈ C0(R), where f 7→ f̂ is the Fourier isomor-
phism C0(R)→ C∗(R) and λ is the regular (i.e. convolution) representation of C∗(R)
on L2(R).
We now present the conjugacy between the Weiner-Hopf and Toeplitz extensions.
Theorem 13. Let W : L2(S1) → L2(R) and U : L2(R) → L2(R) be the Hilbert space
isomorphisms associated to the Cayley and Fourier transforms Then, AdU ◦AdW carries T 0,
the Toeplitz algebra in its uncompressed, nonunital form onto the Weiner-Hopf algebra TR.
Furthermore, the map σR defined by commutativity of the following diagram
0 K(L2(S1)) T 0 C0(S1) 0





satisfies σR(M(f)λ(g)) = f(+∞)g for all f ∈ C0(R ∪ {+∞}), g ∈ C∗(R).
Proof. By definition, TR is generated by products M(f)λ(g) where f ∈ C0(R ∪ {+∞}) and
g ∈ C∗(R). By definition, T 0 is generated by products PH2(S1)MfPH2(S1), f ∈ C0(S1),
together with K(L2(S1)). Let χ denote the characteristic function of the positive half-line
[0,∞), so that M(χ) is the orthogonal projection onto L2([0,∞)) ⊆ L2(R). The image
of T 0 by AdU ◦ AdW is then generated by products M(χ)λ(g)M(χ), g ∈ C∗(R) together
with K(L2(R)) (see Lemmas 11 and 12). Since TR contains the compacts, the claim that
AdU ◦ AdW maps T 0 onto TR will be proven once we establish the following:
Claim. If f ∈ C0(R ∪ {+∞}), g ∈ C∗(R) and f(+∞) = 1, then M(f)λ(g) is equal to
M(χ)λ(g)M(χ), modulo compact operators.
Firstly, since M(C0(R))λ(C∗(R)) ⊆ K(L2(R)), it does no harm to assume that f is identically
equal to 1 on [0,∞). We can then write f−χ = (1−χ)h where h ∈ C0(R) and therefore, using
thatM(h)λ(g) is compact and that compact operators form an ideal, conclude thatM(f)λ(g)
is equal to M(χ)λ(g) modulo compact operators. Secondly, recall that the Hardy projection
PH2(S1) commutes, modulo compact operators, with the multiplication representation of
C(S1) on L2(S1). Conjugating through U◦W : L2(S1)→ L2(R), this says that the projection
M(χ) commutes modulo compact operators with the regular representation λ of C∗(R) on
L2(R). Therefore, M(χ)λ(g) = M(χ)λ(g)M(χ), modulo compact operators, establishing
the claim.
The assertion about σR also follows from the above claim.
Since the uncompressed form of the nonunital Toeplitz extension is isomorphic to the usual
nonunital Toeplitz extension, we therefore have
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Corollary 14. The Weiner-Hopf algebra TR is isomorphic to the nonunital Toeplitz algebra
T0.
Proof. Follows from Theorem 13 and Lemma 10.
Corollary 15. The K-theory boundary map K1(C
∗(R)) → K0(K(L2(R))) ∼= Z induced by
the Weiner-Hopf extension 0 → K(L2(R)) → TR
σR→ C∗(R) → 0 sends [1 − b] 7→ −1, where
b ∈ L1(R) ⊆ C∗(R) is given by
b(t) =
{
e−t/2 t ≥ 0
0 t < 0.
Proof. This follows from the corresponding calculation for the Toeplitz extension, and natu-
rality of the K-theory boundary map. Note that [1− b] is chosen to be the image under the
Fourier isomorphism C0(R)→ C∗(R) of the usual generator of K1(C0(R)) given as the class
of (any) loop of winding number 1.
Remark 16. Obviously one can combine the Fourier transform of the line, the Cayley trans-
form and the Fourier transform of the circle to realize C∗(R) as a codimension-1 ideal in
C∗(Z). One may understand this section as explaining how, by appropriately unitarizing the
Cayley transform, one can promote this observation to the level of extensions.
0 K(L2(R)) C0(R ∪ {+∞}) oR C∗(R) 0
0 K(L2(Z)) C0(Z ∪ {+∞}) o Z C∗(Z) 0
4 The C*-algebras of the foliations FkR
In this section, we classify the C*-algebras of the foliations FkR up to isomorphism. It is
quite straightforward to see that all the C∗(FkR) with k even are isomorphic, and that all
the C∗(FkR) with k odd are isomorphic. The main task is therefore to distinguish these two
cases by some invariant. For this purpose, we use that C∗(FkR) contains a unique essential
ideal I isomorphic to K⊕K. The ideal I determines a map K1(C∗(FkR)/I)→ Z given as the
composition of the K-theory boundary map K1(C
∗(FkR)/I)→ K0(I) with the addition map
K0(I) ∼= Z⊕ Z→ Z. We show this map K1(C∗(FkR)/I)→ Z is zero when k is even and an
isomorphism onto 2Z when k is odd.
As in the case of regular foliations, the C*-algebra C∗(F) of a singular foliation F is a natu-
rally represented on the L2 space of any of its leaves (or the holonomy cover of that leaf, as
appropriate). See Section 4.5 in [1]. In the case of FkR, the leaves with no holonomy consist of
the two half lines R− := (−∞, 0) and R+ := (0,∞). We show that the natural representation
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of C∗(FkR) on L2(R−)⊕ L2(R+) is faithful and that the images of these representations as k
varies are distinct C*-algebras (even though there are only of two isomorphism types). This
also shows that the reduced and maximal C*-algebras are the same for these foliations.
As discussed in Section 2, the holonomy groupoid of FkR is isomorphic to the transformation
groupoid R oφ R associated to the flow of any complete vector field generating FkR. The
C∗-algebra of FkR is then isomorphic to the crossed product C0(R) oφ R of the associated
action on R. Throughout this section, φ will denote a smooth action of R on R which fixes
the origin and is transitive on each of the half lines R− := (−∞, 0) and R+ := (0,∞). We
also use φ to denote the corresponding action of R on C0(R) by ∗-automorphisms:
(φtf)(x) = f(φ−t(x)). (10)
We want to understand the structure of the crossed product C*-algebra C0(R)oφR. Working
up to orientation-preserving topological conjugacy, there are four types of flows to consider.
We assign each case a “bi-index”, as tabulated below. The first component indicates whether
the origin is a source or a sink for the left half line and the second component indicates





Figure 1: Indexing convention for flows on R with unique fixed point 0.
Remark 17. If orientation-reversing topological conjugacies are also allowed, we are reduced
to three cases; the index (−1, 1) case becomes equivalent to the index (1,−1) case. If time-
reversal symmetry is allowed, we are reduced to two cases; the index (−1, 1) and (1,−1)
cases become equivalent and the index (1, 1) and (−1,−1) cases become equivalent. Such
equivalences do not change the C*-algebra, so it follows that there are at most two possibil-
ities for the isomorphism type of C0(R) oφ R. That two types do in fact occur will follow
from an index calculation.
Evaluation at 0 yields an R-equivariant exact sequence of commutative C*-algebras
0 C0(R−)⊕ C0(R+) C0(R) C 0,
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where R− := (−∞, 0), R+ := (0,∞). The restriction of the action to either of the half lines
is conjugate to the translation action of R on itself. Thus, taking the crossed product by R
yields that C0(R) oφ R sits in an exact sequence of the form
0 K⊕K C0(R) oφ R C∗(R) 0. (11)
First we show that there are four possibilities for the isomorphism type of this natural
extension if we slightly alter the usual definition of isomorphism of extensions by insisting
that the order of the factors K⊕K is preserved.
Let M denote the multiplication representation of C0(R) on L2(R−)⊕L2(R+). Let U denote
the unitary representation of R on L2(R−)⊕L2(R+) given by (Utξ)(x) = (φ′−t(x))1/2ξ(φt(x)).
Then (M,U) is a covariant pair and determines a representation π of C0(R)oφR on L2(R−)⊕
L2(R+). Observe that the restriction of π to C0(R− ∪ R+) oφ R is an isomorphism onto
K(L2(R−))⊕K(L2(R+)).
Theorem 18. Let φ be a smooth action of R on R with 0 as its unique fixed point. Then:
1. The representation π of C0(R) oφ R on L2(R−)⊕ L2(R+) defined above is faithful.
2. The K-theory boundary map K1(C
∗(R))→ Z⊕Z arising from the exact sequence (11)
sends the generator [1 − b] from Corollary 15 to the index of the flow φ, as tabulated
in Figure 1.
Proof. We define T −1R to be TR equipped with its usual symbol map σ
−1
R := σR. We define
T +1R to be TR equipped with the time-reversed symbol map σ
+1
R := r◦σR, where r : C∗(R)→
C∗(R) is determined on L1(R) by (rf)(t) = f(−t). Given ε = (ε1, ε2) ∈ {±1}2, we define
TR ⊕ε TR to be the C*-algebra on L2(R)⊕ L2(R) given as the pullback algebra
{(T1, T2) ∈ TR ⊕ TR : σε1R (T1) = σ
ε2
R (T2)}
equipped with the map σεR : TR ⊕ε TR → C∗(R) defined by
σεR(T1, T2) := σ
ε1
R (T1) = σ
ε2
R (T2).
By definition, TR ⊕ε TR sits in an exact sequence
0 K(L2(R))⊕K(L2(R)) TR ⊕ε TR C∗(R) 0.
σεR
One may check, using Corollary 15, that the K-theory boundary map
K1(C
∗(R))→ K0(K(L2(R))⊕K(L2(R))) ∼= Z⊕ Z
determined by this extension sends [1− b] 7→ ε.
Identity each of R− ∪ {0} and {0} ∪ R+ with R ∪ {+∞} in such a way that the flow φ is
translated to either the usual translation flow (in the case of a sink) or the time-reversed
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translation flow (in the case of a source). The identifications chosen lead to corresponding
isometric isomorphisms V− : L
2(R−) ⊕ L2(R) and V+ : L2(R+) → L2(R). These choices are
such that V := V− ⊕ V+ carries the image of π onto TR ⊕ε TR. One may check that the
following diagram is commutative:
0 C0(R− ∪ R+) oφ R C0(R) oφ R C∗(R) 0
0 K(L2(R))⊕K(L2(R)) TR ⊕ε TR C∗(R) 0.
AdV ◦π AdV ◦π
σεR
The vertical maps on the left and right are isomorphisms, whence so is the map in the center,
proving (1). This diagram also establishes (2), by the above calculation and naturality of
the K-theory boundary map.
Corollary 19. Let φ and ψ be smooth actions of R on R with 0 as their unique fixed point.
Then the following are equivalent:
1. There exists an isomorphism C0(R)oφR→ C0(R)oψR and an isomorphism K⊕K→
K⊕K preserving the order of the factors making the following diagram commutative
0 K⊕K C0(R) oφ R C∗(R) 0
0 K⊕K C0(R) oψ R C∗(R) 0
.
Here, the top and bottom rows are the exact sequences coming from evaluation at 0 as
in (11).
2. φ and ψ have the same index, as tabulated in Figure 1.
Proof. Follows from the naturality of the K-theory long exact sequence.
We know from faithfulness of the representation of C0(R) oφ R on L2(R−) ⊕ L2(R+) that
the ideal I ∼= K ⊕ K given as the kernel of the map C0(R) oφ R → C∗(R) is an essential
ideal. It is also, as we now show, an intrinsic ideal in the sense that it is preserved by any
∗-automorphism of C0(R) oφ R.
Lemma 20. Let A be a C*-algebra. Then A can contain at most one one closed, ∗-invariant
ideal which is an essential ideal and is isomorphic to a finite direct sum of simple C*-algebras.
In particular, if I is such an ideal in A, then θ(I) = I for every ∗-automorphism θ : A→ A.
Proof. Clearly an essential ideal must contain any ideal which is simple as a C*-algebra.
Recall that, in the C*-algebra context, ideals of ideals are again ideals in the ambient C*-
algebra. Therefore an essential ideal must in fact contain any ideal that is isomorphic to a
finite direct sum of simple C*-algebras. The conclusion follows.
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Let B be a C*-algebra containing an ideal I which is isomorphic to the direct sum of finitely-
many copies of K, the algebra of compact operators on a separable Hilbert space. Then we
have an map
Index : K1(B/I)→ Z
given as the composition of the boundary map K1(B/I) → K0(I) associated to the short
exact sequence 0→ I → B → B/I → 0 and the canonical map K0(I)→ Z sending the class
of any minimal projection to 1. If I is also an essential ideal in B, then it is intrinsic by
the above lemma. Therefore, any automorphism θ : B → B descends to an automorphism
of θ : B/I → B/I. Naturality of the K-theory boundary map as well as invariance of the
addition map Zn → Z under permuting the factors, then gives that θ∗ : K1(B/I)→ K1(B/I)
commutes with Index : K1(B/I)→ Z.
If φ is the flow of a complete vector field generating FkR for k odd, then φ has index (1, 1)
or (−1,−1). If φ is the flow of a complete vector field generating FkR for k even, then φ has
index (−1, 1) or (1,−1). Recalling that C∗(FkR) ∼= C0(R) oφ R, the above discussion finally
gives us:
Theorem 21. Let k and ` be a positive integers. Then, C∗(FkR) is isomorphic to C∗(F `R) if
and only if k and ` have the same parity.
Lastly, since all the C*-algebras C∗(FkR) have natural faithful representations on L2(R−) ⊕
L2(R+), it makes sense to compare the images of these representations. Here we obtain the
following:
Theorem 22. Let πk denote the canonical representation of C
∗(FkR) on L2(R−) ⊕ L2(R+)
and let Ak denote the image of πk. If k and ` are distinct positive integers, then Ak 6= A`.
Indeed, Ak ∩ A` = K(L2(R−))⊕K(L2(R+)).
Proof. Recall that C∗(FkR) ∼= C0(R) oφ R where φ is the flow of a complete vector field
agreeing with xk d
dx
near x = 0. Similarly, C∗(F `R) ∼= C0(R) oψ R where ψ is the flow of a
complete vector field agreeing with x` d
dx
near x = 0.
Recall that, by choosing a diffeomorphism u : R− t R+ → R t R conjugating the flow φ
to a pair of translation flows, we can conjugate Ak to a pushout of Weiner-Hopf algebras.
We may do the same for A`, using a diffeomorphism v : R− t R+ → R t R. We may
reformulate our problem to be about comparing these pushout algebras under the unitary
induced by the diffeomorphism w = u ◦ v−1. The key thing to notice is that, if k > `, then
this diffeomorphism must be such that limx→∞w
′(x) = +∞ (on each copy of R), due to the
different asymptotics of φ and ψ close to 0. In this way, one can reduce the problem to the
proposition below.
Proposition 23. Let u be an orientation-preserving diffeomorphism of R. Let U : L2(R)→
L2(R) be the corresponding Hilbert space isomorphism defined by (Uξ)(x) = (u′(x))1/2ξ(u(x)).
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If limx→∞ u
′(x) = ∞, then the Weiner-Hopf algebra TR is not preserved by U . Indeed,
TR ∩ AdU(TR) = K(L2(R)).
Proof. Let P denote orthogonal projection onto L2([0,∞)) ⊆ L2(R). Let f1, f2 ∈ C0(R) so
that f̂1 and f̂2 are arbitrary elements of C
∗(R). Let Ti = λ(f̂i)P , so that T1, T2 ∈ TR and
σR(Ti) = f̂i. We need to show that, if f1 and f2 are not both zero, then T1 − U−1T2U is not
compact. We consider only the case where f1 6= 0 (the case where f2 is not zero and f1 is
possibly zero is similar).
Choose a continuous compactly-supported function ξ on R with ‖ξ‖2 6= 0 such that ‖λ(f̂1)ξ‖2 =
a > 0. Since λ(f1) commutes with the translation, we may assume without loss of generality
that ξ is supported in [0,∞). Let b > 0 be larger than the diameter of the support of ξ so
that ξn := τnb(ξ), n = 0, 1, 2, . . . defines an orthonormal sequence in L
2([0,∞)). For each n,
we have ‖T1ξn‖2 = a.
We claim that U−1T2Uξn → 0. Once this is proved, we will have that the image by T1 −
U−1T2U of an orthonormal sequence does not converge to zero, which shows T1 − U−1T2U
is not a compact operator. For n sufficiently large, Uξn is supported inside [0,∞), and so
‖U−1T2Uξn‖2 = ‖λ(f̂2)Uξn‖2 = ‖f2ηn‖2 where ηn ∈ L2(R) is defined by η̂n = Uξn. Since
‖Uξn‖2 = 1, but the diameter of the support of Uξn goes to 0 as n→∞, an application of
the Cauchy-Schwartz inequality, gives that the L1-norm of Uξn vanishes as n→∞. On the
other side of the Fourier transform, we then have that ηn ∈ C0(R) ∩ L2(R) and ‖ηn‖∞ → 0.
The result will follow if we show that ‖f2ηn‖ → 0. This follows from the following simple









5 The smooth algebras of the foliations FkR
We now come to the central result in this article, that the smooth convolution algebras
A(FkR), as k ranges over the positive integers, are pairwise nonisomorphic. The notion of
isomorphism being considered here is slightly stronger simple algebraic isomorphism.
Definition 24. Let k and ` be positive integers. An isomorphism A(FkR)→ A(F `R) will refer
to a ∗-algebra isomorphism which can furthermore be (uniquely) extended to a C*-algebra
isomorphism C∗(AkR)→ C∗(F `R).
By the results of Section 4, we therefore already have that A(FkR) cannot be isomorphic to
A(F `R) if k and ` do not have the same parity.
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Remark 25. Nearly any continuity hypothesis one might think to impose on a map at the level
of smooth algebras guarantees the existence of an extension to a map of C*-algebras. It is
entirely plausible that every (algebraic) ∗-automorphism of A(FkR) is necessarily continuous,
and therefore of the above form. However, we prefer not to get bogged down with delicate
questions about automatic continuity.
Recall that the smooth convolution algebra A(FkR) is canonically isomorphic to C∞c (RoφR),
where φ denotes the flow of any complete vector field generating FkR. The convolution product
and adjoint operation on C∞c (Roφ R) are defined by as follows:
(f ∗ g)(x, t) =
∫
R
f(φu(x), t− u)g(x, u) du (12)
f ∗(x, t) = f(φt(x),−t).
Evaluation at x = 0 leads to an exact sequence
0 C∞c (Roφ R) · x C∞c (Roφ R) C∞c (R) 0
The algebra on the left is the ideal in C∞c (RoφR) of functions which vanish to first order on
{0} × R, the isotropy group at 0. The logic behind the notation for this ideal is as follows:
one understands the symbol x as referring to the coordinate function of R and then uses the
fact that the algebra C∞(R) of smooth functions on the base manifold multiplies C∞c (RoφR)
from the left and the right according to the formulas below.
(f · g)(x, t) = f(φt(x))g(x, t)
(g · f)(x, t) = f(x)g(x, t) f ∈ C∞(R) g ∈ C∞c (Roφ R).
Note that this product satisfies the expected associative laws:
f · (g ∗ h) = (f · g) ∗ h
(g ∗ h) · f = g ∗ (h · f) f ∈ C∞(R) g, h ∈ C∞c (Roφ R).
We shall need to know the following:
Proposition 26. The ideal x ·C∞c (Roφ R) is “intrinsic” to the algebra C∞c (Roφ R) in the
sense that any automorphism of the ambient algebra maps this ideal onto itself.
Proof. Working inside the C*-completion C0(R) oφ R, we have that x · C∞c (R oφ R) is the
intersection with C∞c (Roφ R) of the ideal I ∼= K⊕K of Section 4 given as the kernel of the
map C0(R)oφR→ C∗(R). The conclusion follows from Proposition 20 and Definition 24.
More generally, we can consider nested sequence of ∗-invariant ideals
C∞c (Roφ R) · xp ⊆ C∞c (Roφ R)
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corresponding to the functions which vanish to pth order on {0} × R as well as the infinite
vanishing order ideal
C∞c (Roφ R) · x∞ :=
∞⋂
p=1
C∞c (Roφ R) · xp.
That these spaces of functions are ideals with respect to convolution follows from Corollary 29
below. One may see Section 7 of [10] for treatment of a more general situation. Let us first
recall the following definition.
Definition 27. Let G be a Lie groupoid. A smooth function ∆ : G → (0,∞) is called if a
1-cocycle if ∆(gh) = ∆(g)∆(h) is satisfied for all composable g, h ∈ G.
If ∆ is a smooth 1-cocycle of a Lie groupoid G, then the pointwise product f 7→ ∆f is an
algebra automorphism for the convolution product on C∞c (G) determined by (any) smooth
Haar system.
Proposition 28. Let φ be the flow of a complete vector field generating FkR. Then, there




whenever (x, t) ∈ Roφ R and x 6= 0.
Proof. The vector field X whose flow is φ has the form X = h(x)xk d
dx
, where h is a smooth,
nowhere vanishing function. We have φ′t(x) =
h(φt(x))(φt(x))k
h(x)xk









for x 6= 0. The expression on the right defines a smooth, positive-valued function (x, t) 7→
∆(x, t) on all of Roφ R. The expression on the left gives us that ∆ is multiplicative on the
dense subgroupoid of RoφR consisting of (x, t) with x 6= 0. By continuity, ∆ is multiplicative
everywhere.
Corollary 29. In the context of the proposition above, for every positive integer p, we have
that C∞c (Roφ R) · xp = xp · C∞c (Roφ R) is a ∗-invariant ideal in C∞c (Roφ R).
Proof. The above proposition gives the relation x · f = (∆f) · x for every f ∈ C∞c (Roφ R).
From this, the result follows.
In fact the sequence of ideals xp · C∞c (R oφ R) is also intrinsic. To see this, we need the
following Dixmier-Malliavin theorem.
Proposition 30. The smooth convolution algebra C∞c (R oφ R) satisfies C∞c (R oφ R) ∗
C∞c (Roφ R) = C∞c (Roφ R).
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Proof. This is a special case of Theorem 2 in [10]. In fact, rather than using the full force
of Theorem 2, one can instead use [10], Theorem 3 (which avoids the most technical parts
of that paper) to write any f ∈ C∞c (R oφ R) as f = g0 ∗ h0 + g1 ∗ h1 where g0, g1 ∈ C∞c (R)
and h0, h1 ∈ C∞c (R oφ R). Left multiplying by a suitable cutoff function then gives a
representation of f as a two-term sum in which each term is the convolution of functions in
C∞c (Roφ R).
Corollary 31. For any automorphism θ of C∞c (R oφ R) and any p = 1, 2, . . . ,∞, we have
θ(xp · C∞c (Roφ R)) = xp · C∞c (Roφ R).
Proof. The case p = 1 is Proposition 26. For p a positive integer, it follows from writing
(x · C∞c (R oφ R))∗p = xp ∗ (C∞c (R oφ R))∗p = xp · C∞c (R oφ R) where the last equality uses
Proposition 30.
The following result is the means by which we distinguish the different A(FkR).
Theorem 32. Let k and p be positive integers. Then, the quotient of A(FkR) by the ideal
xpA(FkR) is commutative for p ≤ k and noncommutative for p > k.
Taken together, Theorem 32 and Corollary 31 imply
Theorem 33. The smooth convolution algebras A(FkR), k a positive integer, are pairwise
nonisomorphic.
It remains to establish Theorem 32. We prove the following more precise result which has
Theorem 32 as a corollary.
Theorem 34. Fix positive integers p and k. Let X be a complete vector field generating FkR
and assume for simplicity that X coincides with xk d
dx
on a neighbourhood of 0. Let φ be the
flow of X and form the transformation groupoid Roφ R with usual coordinates (x, t). Let
T : C∞c (Roφ R)→
C∞c (R)[x]
(xp+1)
be the surjective linear map which assigns to a function f ∈ C∞c (R oφ R) its pth order
Taylor expansion T (f) = f0 + f1x + . . . fpx





(0, t). Since the kernel of





1. If p < k, then the product on C∞c (R)[x]/(xp+1) induced by T is the usual one given
by multiplication followed by truncation (the product on the coefficient ring C∞c (R) is
convolution).
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2. If p = k ≥ 2, then the product on C∞c (R)[x]/(xk+1) induced by T is determined by the
single relation xf = fx+ δ(f)xk, where δ : C∞c (R)→ C∞c (R) is the derivation defined
by δ(f)(t) = tf(t).
3. If p = k = 1, then the product on C∞c (R)[x]/(x2) induced by T is determined by the
single relation xf = ∆(f)x, where ∆ : C∞c (R)→ C∞c (R) is the algebra automorphism
defined by ∆(f)(t) = etf(t).
Proof. We shall only consider the (most complicated) case p = k ≥ 2. It is convenient to
enlarge C∞c (RoφR) slightly and work instead in the smooth translation algebra C∞u (RoφR)
consisting of smooth functions f on R oφ R supported inside M × [−r, r] for some r > 0
(depending on f). The convolution product and adjoint operation on C∞u (R oφ M) are
defined in the same way, using (12). The translation algebra has the convenient property of
containing C∞c (R) as a subalgebra. Specifically, given f ∈ C∞c (R), define f̃ ∈ C∞u (R oφ R)
by f̃(x, t) = f(t) for all (x, t). The assignment
f 7→ f̃ : C∞c (R)→ C∞u (Roφ R)
is an injective ∗-homomorphism satisfying T (f̃) = f for f ∈ C∞c (R). We also have the
obvious relation T (f · x) = T (f)x, f ∈ C∞u (R oφ R), whence we may extend f 7→ f̃ to a
linear splitting S : C∞c (R)[x]/(xk+1)→ C∞u (Roφ R) of T defined as follows:
S(f0 + f1x+ . . .+ fkx
k) = f̃0 + f̃1 · x+ . . .+ f̃k · xk
It therefore remains to understand the product on elements of the form f̃0+f̃1 ·x+. . .+f̃k ·xk,
modulo the ideal xk+1 · C∞u (R oφ R). Let δ̃ be the derivation of C∞u (R oφ R) given by
(δ̃f)(x, t) = tf(x, t). Then we have
δ̃f = δ̃f̃ f ∈ C∞c (R).
Recall that FkR is singly-generated by xk ddx . When k = 1, this is just the Euler vector field;
its flow is complete and given by the scaling action φt(x) = e
tx. When k ≥ 2, the flow is not





1− (k − 1)txk−1
.
and is defined on the domain {(t, x) : txk−1 < 1
k−1}. More important for us than this specific
formula is the way that the Taylor series of the flow starts:
φt(x) ∼ x+ txk + . . . (13)
Since X is a complete vector field generating FkR, k ≥ 2 which furthermore coincides with
xk d
dx
on a neighbourhood of 0, it follows that the flow of φ can be expressed as
φt(x) = x+ tx
k + h(x, t)
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where h is a smooth function vanishing to order k + 1 on {0} × R. We therefore have, for
any f ∈ C∞u (Roφ R),
x · f = f · x+ (δ̃f) · xk + r
where r ∈ xk+1 · C∞c (Roφ R). Replacing f above with f̃ for f ∈ C∞c (R), we obtain
x · f̃ = f̃ · x+ δ̃(f) · xk (mod xk+1 · C∞u (Roφ R)).
Together with the fact that f̃ ∗g̃ = f̃ ∗ g, for f, g ∈ C∞c (R), the above determines the product
on C∞c (R)[x]/(xk+1) to be as claimed.
Finally, we describe the product structure on
C∞c (RoφR)
x∞·C∞c (RoφR)
. According to Borel’s theorem
([12], pp 16), the mapping T : C∞c (R oφ R) → C∞c (R)[[x]] to formal series with coefficients
in C∞c (R) given by forming the Taylor expansion at x = 0 is surjective. Clearly its kernel is




it to C∞c (R)[[x]].







be the Taylor expansion of the flow in x, so that φm is a smooth function on R. More







The smooth functions φnm will be used to describe the product on C
∞
c (R)[[x]] induced by
T .
Proposition 35. Let φ be a smooth action of R on R which fixes the origin. The product
∗ on C∞c (R)[[x]] determined by the Taylor expansion map T : C∞c (Roφ R)→ C∞c (R)[[x]] is
such that, if f =
∑
n≥0 fnx
n and g =
∑
n≥0 gnx









Notice that if φt(x) = x, or even if φ simply fixes the origin to infinite order, then φ
m
n (t) = 1 if
m = n and 0 otherwise, restoring the usual (commutative) power structure on C∞c (R)[[x]].
Proof. Throughout, [m] denotes the operation of extracting the coefficient of xm in a formal
series. Let F,G ∈ C∞c (R oφ R) be lifts of f, g through the map T : C∞c (R oφ R) → C[[x]].
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Let H = F ∗G. Then, we have
[p]F (t− s, φs(x))G(s, x) =
p∑
m=0





















We conclude by pointing out the following relation among the functions φnm which are being
used to define the product on C∞c (R)[[x]].
Proposition 36. Let φ be a smooth action of R on R fixing the origin. As above, define
smooth functions φnm, for m,n ≥ 0, by φnm(t) = [m](φt(x))n, where [m] denotes the operation






Proof. For any smooth functions f and g on R which vanish at 0, one has




Taking f = φt−s and g = φs so that f ◦ g = φt we get the desired identity.
This identity above suggests the presence of a Hopf algebra behind the scenes. It would be
interesting to look for a connection between the algebras
C∞c (RoφR)
x∞·C∞c (RoφR)
and the the work of
Connes and Kreimer [5]. See also [2], [3].
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