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Objectives: Many studies based onmicroRNA (miRNA) expression profiles showed a
new aspect of cancer classification. Because one characteristic of miRNA expres-
sion data is the high dimensionality, feature selection methods have been used to
facilitate dimensionality reduction. The feature selection methods have one
shortcoming thus far: they just consider the problem of where feature to class is
1:1 or n:1. However, because one miRNA may influence more than one type of
cancer, human miRNA is considered to be ranked low in traditional feature se-
lection methods and are removed most of the time. In view of the limitation of the
miRNA number, low-ranking miRNAs are also important to cancer classification.
Methods: We considered both high- and low-ranking features to cover all prob-
lems (1:1, n:1, 1:n, and m:n) in cancer classification. First, we used the
correlation-based feature selection method to select the high-ranking miRNAs,
and chose the support vector machine, Bayes network, decision tree, k-nearest-
neighbor, and logistic classifier to construct cancer classification. Then, we chose
Chi-square test, information gain, gain ratio, and Pearson’s correlation feature
selection methods to build the m:n feature subset, and used the selected miRNAs
to determine cancer classification.
Results: The low-ranking miRNA expression profiles achieved higher classification
accuracy compared with just using high-ranking miRNAs in traditional feature
selection methods.
Conclusion: Our results demonstrate that the m:n feature subset made a positive
impression of low-ranking miRNAs in cancer classification.1. Introduction
Chronic lymphocytic leukemia [1] is the first known
human disease that is associated with microRNA
(miRNA) deregulation. Many miRNAs have been found
to have a connection with some types of human cancerted under the terms of the C
0) which permits unrestrict
roperly cited.
ase Control and Prevention[2,3]. Thus, a great deal of research has been done
regarding machine learning methods to analyze cancer
classification using miRNA expression profiles. From
the year 1993, when the first identified miRNA [4] was
discovered until now, only thousands of miRNAs have
been discovered. The limitation of sample availabilityreative Commons Attribution Non-Commercial License (http://
ed non-commercial use, distribution, and reproduction in any
. Published by Elsevier Korea LLC. All rights reserved.
Table 1. Information on feature selection method.
Attribute evaluator Search method
Correlation-based
feature selector
Re-ranking
Best first
Particle swarm optimization
Tabu
Pearson’s correlation Ranker search
Chi-square
Information gain
Gain ratio
280 F. Li, et alleads to the high dimensionality [5] of miRNA expres-
sion data. The high dimensionality may cause a series of
problems for cancer classification, such as added noise,
reduced accuracy rate, and increased complexity.
Although both feature selection and feature extraction
can be used to reduce dimensionality, feature selection
is a better choice than feature extraction for miRNA
expression data. Feature selection is used in areas where
there are a large number of features compared with the
small number of samples, which is a characteristic of
miRNA expression data; the goal of feature extraction is
to create new features using some transform functions of
the original features, but these new features cannot be
explained in the physical aspect.
Lu et al [6] used a new bead-based flow cytometric
miRNA expression profiling method to analyze 217
mammalian miRNAs from 334 samples. The k-nearest-
neighbor (KNN) classification method was used to
classify the normal and tumor samples, and the proba-
bilistic neural network (PNN) algorithm was adopted to
perform the multi-class predictions of poorly differen-
tiated tumors. The results showed the potential of
miRNA profiling in cancer diagnosis. Based on this
study, many further researches have been done using
different machine learning methods. In Zheng and
Chee’s work [7], the discrete function learning (DFL)
algorithm was used for the miRNA expression profiles
to find the subset of miRNAs. The selected miRNAs
were used to classify normal and tumor samples, and at
last they find some important miRNAs for normal/tumor
classification. Xu et al [8] used particle swarm optimi-
zation (PSO) for miRNA selection, and default adaptive
resonance theory (ART) neural network architectures
(ARTMAP) to classify multiple human cancers. The
results showed that cancer classification can be
improved with feature selection. Kim and Cho [9]
adopted seven feature selection methods to reduce
dimensionality of miRNA expression data and built bi-
nary class classification. They draw the conclusion that
the proper combination of feature selection and classi-
fication method is important for cancer classification.
Thus far the feature selection methods attempt to
rank features based on some evaluation metric and
select the high-ranking features. These high-ranking
features indicate the relationship between feature and
class is 1:n and n:1, which means these features can
produce pure class. However, the miRNA expression
data are different from others in that one miRNA may
have influence for more than one type of cancer [10],
like the microRNA-21, which is related to both glio-
blastoma and astrocytoma. However, these miRNAs are
considered as low-ranking features and removed during
feature selection. Because of the limitation of the
miRNA number, it is reasonable to take this type of
miRNA into consideration during cancer classification.
Therefore, in our study, we made a new hypothesis that
considers both the high- and low-ranking featurescovers all the cases (1:1, n:1, 1:n, and m:n) and can
provide better accuracy in cancer classification. We
used the data resource from the work of Lu et al [6], and
adopted different types of feature selection methods
with different classifiers to do the analysis. Finally, the
results proved that the m:n features can lead to higher
classification accuracy compared with the traditional
feature selection methods, and it is reasonable to take
the low-ranking features into consideration for cancer
classification.2. Materials and methods
The goal of feature selection is to remove the
redundant and irrelevant features to find a subset of
features. Feature selection involves two aspects: evalu-
ation of a candidate feature subset using some evalua-
tion criterion, and searching through the feature space to
select a minimum subset of features. The categories of
feature selection algorithms can be identified based on
their evaluation metrics: wrapper, filter, and embedded
methods. Filter methods first calculate the relevance
score for each feature, then rank each feature according
to some univariate metric, and then select the high-
ranking features. The univariate metric of most pro-
posed techniques means each feature is considered
separately, thus ignoring feature dependencies. Howev-
er, the multivariate filter methods are geared toward the
incorporation of feature dependencies. One typical
multivariate filter method is the correlation-based
feature selection (CFS) [11]. It ranks feature subsets
according to a correlation-based heuristic evaluation
function which is biased toward subsets that contain
features that are highly correlated with the class and
uncorrelated with each other.
Because there is no evidence to show which type of
feature selection method would fit for miRNA expres-
sion data, we chose many different methods for the
analysis and compared their results. First, we used the
CFS with different search algorithms. Then, we used the
ranker search method with different attribute evaluators.
The information regarding these methods is shown in
Table 1.
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3.1. Data set
The miRNA expression data used in this paper are
from the work of Lu et al [6]. The data are used to build
a multiclass classifier and consist of five types of tumor
samples from the colon, uterus, pancreas, T cell acute
lymphoblastic leukemia (ALL), and B cell ALL which
include 73 samples with the expression value of 217
miRNAs for multiple cancer types. Details regarding the
cancer types are shown in Table 2.
3.2. Performance evaluation
To obtain a reliable result, 10-fold cross validation is
performed on the entire data set. The data set is
randomly divided into 10 parts; nine of them are used as
a training set, the 10th as part of a test set.
3.3. Analysis of high-ranking miRNAs
In our study, we first used CFS with four different
search methods including re-ranking search, best first
search, tabu search, and PSO search method to reduce
the dimensionality. For comparison, we tested these
selected features on five classifiers including LibSVM
algorithm [12] of the support vector machine (SVM)
classifier [13], the Bayes network classifier [14], C4.5
algorithm of the decision tree classifier [15], the KNN
classifier, and the logistic classifier [16].
The result is shown in Figure 1. We first tested these
classification methods without feature selection, and saw
that the SVM obtained the best result. Then we reduced
the dimensionality with CFS, using those search
methods that can automatically select the features with
the exact number. The re-ranking search method resul-
ted in 15 top-ranking features, the best search method
resulted in 16 top-ranking features, the tabu search
method resulted in 17 top-ranking methods, and the PSO
search method resulted in 50 top-ranking features. For
SVM classifier, these feature selections cannot improve
the accuracy compared with the accuracy without
feature selection. For the Bayes network classifier, the
accuracy was improved when using re-ranking, best
first, and tabu search methods. The PSO search method
did not show good results for the Bayes network clas-
sifier, but showed a good result for the decision tree and
KNN classifier. For logistic classifier, accuracy wasTable 2. The number of the samples for each cancer type.
Cancer type
Number of tumor
samples
Colon 10
Pancreas 9
Uterus 10
B cell ALL 26
T cell ALL 18
Total 73improved when using best first and tabu search methods,
and the accuracy was highest in all of these results.
The results indicated that feature selection is neces-
sary for cancer classification. Because these methods
just selected the fit number of features, it is difficult to
determine how the number of features influences the
classification accuracy. Therefore, we performed
another experiment using Pearson’s correlation, Chi-
square distribution, information gain, and gain ratio as
the attribute evaluator to determine the relationship be-
tween the number of features and classification accu-
racy. In addition, these five classification methods
(SVM, Bayes network, decision tree, KNN, and logistic)
were adopted to build the classifier. Figures 2e5 show
the classification accuracy using these four different
feature selection methods. The number of the top-
ranking features chosen for testing is from 10 to 200.
Comparing the results of the four feature selection
methods, the Pearson’s correlation method and gain
ratio method show similar results, whereas the Chi-
square method and the information gain method show
similar results. When the number of features is very
small, the accuracy of Pearson’s correlation method and
the gain ratio method is very low, but the accuracy of the
Chi-square method and the information gain method is
high. For all of these feature selection methods, there is
a similar trend that with the increase of the feature
numbers the accuracy is also improved.
Compared with different classification methods, the
Bayes network classifier showed the worst accuracy for
all of the four feature selection methods; by contrast, the
SVM classifier showed a relative advantage in the cancer
classification using miRNA expression data. Also, for
decision tree classifier, when using Chi-square statistic
and information gain feature selection methods, higher
accuracy can be achieved when the feature number is
small compared with other classification methods.
3.4. Analysis of low-ranking miRNAs
Both of these feature selection methods select the
high-ranking features, but as we mentioned previously,
some low-ranking miRNAs are also very important to
cancer classification. Therefore, we considered both the
high- and low-ranking features to form the m:n feature
subset. The previous experiment shows that the SVM
classifier showed the better results, and we compared
the accuracy of these four feature selection methods
with SVM classifier in Figure 6. It shows that the in-
formation gain and Chi-square feature selection
methods are better compared with the other two
methods. When the feature number is <30, Pearson’s
correlation and gain ratio feature selection methods
show very low classification accuracy, which means
these selected top-ranking features cannot accurately
classify the miRNA data. Considering this reason, the
information gain and Chi-square feature selection
methods were used to form the feature subsets with both
Figure 1. Classification accuracy (%) of CFS for high-ranking features. KNN Z k-nearest-neighbor; PSO, particle swarm
optimization; SVM, support vector machine.
Figure 2. Classification accuracy (%) with Chi-square feature selection. KNN Z k-nearest-neighbor; SVM, support vector
machine.
282 F. Li, et alhigh- and low-ranking features, and the LibSVM
package of SVM classifier was selected for the multiple
classification problems.
The results are shown in Table 3. First we selected 10
high-ranking features, which means the relationship
between feature and Class is 1:1 or n:1. The information
on selected high-ranking miRNA is shown in Tables 4
and 5. The classification accuracy is 89.04% for both
the information gain and Chi-square statistic feature
selection methods. Next, we considered the case of the
feature to class is 1:n; in this instance we selected 17
low-ranking features. The information on selected low-
ranking miRNA is shown in Tables 6 and 7. The clas-
sification accuracy of the information gain method isFigure 3. Classification accuracy (%) with information gain featu
machine.52.05%, whereas the classification accuracy of the Chi-
square method is 50.68%. Obviously the accuracy is
very low because the low-ranking features would lead to
the impurity of the class. Last, we considered the m:n
features with both the high- and low-ranking features,
and in this condition feature to class is m:n. We com-
bined both the 10 high-ranking features and 17 low-
ranking features, for a total of 27 features, and used
them to assign the classification; surprisingly, a very
good result was achieved. The classification accuracy of
information gain method is 94.52% and the classifica-
tion accuracy of the Chi-square method is 93.14%. Lu
et al [6] used the default ARTMAP as the classifier for
the multiclass cancer classification with the same datare selection. KNNZ k-nearest-neighbor; SVM, support vector
Figure 4. Classification accuracy (%) with gain ratio feature selection. KNN Z k-nearest-neighbor; SVM, support vector
machine.
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Figure 5. Classification accuracy (%) with Pearson’s correlation feature selection. KNN Z k-nearest-neighbor; SVM, support
vector machine.
Figure 6. Classification accuracy (%) of four feature selection methods with support vector machine classifier.
Table 3. Classification accuracy (%) for support vector
machine classifier.
Relationshipa Information gain Chi-square
1:1 or n:1 89.04 89.04
1:n 52.05 50.68
m:n 94.52 93.14
a1:1, n:1, 1:n and m:n indicate the relationship between feature and
class: 1:1 and n:1 mean the high-ranking features; 1:n means the low-
ranking features; m:n means both the high and low-ranking features.
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accuracy of 88.89%. Also, as our previous work shows,
in Figure 6, there is no accuracy >94%. Thus, it can be
seen that feature selection with the m:n features ach-
ieved the highest classification accuracy. The results
proved that it is reasonable to take the low-ranking
features into consideration during cancer classification.4. Discussion
In our work, we considered all cases (1:1, n:1, 1:n, and
m:n) in cancer classification. To achieve this goal, we
Table 4. Ten high-ranking miRNAs selected by the information gain method.
Probe ID Target sequence MiRNA name
EAM250 AUGACCUAUGAAUUGACAGAC hsa-miR-215
EAM330 UGUAAACAUCCUCGACUGGAAGC hsa-miR-30a-5p
EAM105 UCCCUGAGACCCUAACUUGUGA hsa-miR-125b
EAM348 CAUCAAAGUGGAGGCCCUCUCU mmu-miR-291-5p
EAM190 UACCCUGUAGAACCGAAUUUGU hsa-miR-10b
EAM288 CCCUGUAGAACCGAAUUUGUGU mmu-miR-10b
EAM366 UUCAGCUCCUAUAUGAUGCCUUU mmu-miR-337
EAM261 AUCACAUUGCCAGGGAUUACCAC hsa-miR-23b
EAM260 AUCACAUUGCCAGGGAUUUCC hsa-miR-23a
EAM381 UCGAGGAGCUCACAGUCUAGUA rno-miR-151*
Table 5. Ten high-ranking miRNAs selected by the Chi-square method.
Probe ID Target sequence cMiRNA name
EAM250 AUGACCUAUGAAUUGACAGAC hsa-miR-215
EAM190 UACCCUGUAGAACCGAAUUUGU hsa-miR-10b
EAM288 CCCUGUAGAACCGAAUUUGUGU mmu-miR-10b
EAM105 UCCCUGAGACCCUAACUUGUGA hsa-miR-125b
EAM366 UUCAGCUCCUAUAUGAUGCCUUU mmu-miR-337
EAM381 UCGAGGAGCUCACAGUCUAGUA rno-miR-151*
EAM303 UACAGUAGUCUGCACAUUGGUU hsa-miR-199a*
EAM336 AGGCAGUGUAGUUAGCUGAUUGC hsa-miR-34c
EAM339 CACCCGUAGAACCGACCUUGCG hsa-miR-99b
EAM260 AUCACAUUGCCAGGGAUUUCC hsa-miR-23a
284 F. Li, et alselected the high- and low-ranking features using infor-
mation gain andChi-square feature selection, respectively.
Our work has proved the usefulness of the m:n features in
cancer classification because the results showed that
considering both the high- and low-ranking miRNAs can
lead to higher classification accuracy than just considering
the high-ranking miRNAs. Furthermore, the selected low-
ranking miRNAs in Tables 6 and 7 provide cancerTable 6. Seventeen low-ranking miRNAs selected by the infor
Probe ID Target sequence
EAM247 UAACAGUCUCCAGUCAC
EAM252 UACUGCAUCAGGAACUG
EAM254 UGAUUGUCCAAACGCAA
EAM259 UGUCAGUUUGUCAAAU
EAM283 UUCCCUUUGUCAUCCUU
EAM293 CAUCCCUUGCAUGGUGG
EAM306 UACUCAGUAAGGCAUU
EAM308 UGGAAUGUAAGGAAGU
EAM309 GCUUCUCCUGGCUCUCC
EAM328 CAGUGCAAUAGUAUUG
EAM331 UGUAAACAUCCUUGACU
EAM337 CAAAGUGCUGUUCGUG
EAM340 CUAUACGACCUGCUGCC
EAM341 CAAAGUGCUAACAGUG
EAM346 CUCAAACUAUGGGGGCA
EAM352 AAAGUGCUUCCCUUUUG
EAM361 CCUCUGGGCCCUUCCUCresearchers with some very useful information for further
research analysis regarding their function in human cancer.
However, our work has one shortcoming; although mul-
tiple experiments have been done to find a relatively good
number of the m:n features for analysis, it is difficult to
determine the best number of selected features.
In future work, we will do our best to discover some
feature selection algorithms that can elect themation gain method.
MiRNA name
GGCC hsa-miR-212
AUUGGAU hsa-miR-217
UUCU hsa-miR-219
ACCCC hsa-miR-223
UGCCU mmu-miR-211
AGGGU hsa-miR-188
GUUCU mmu-miR-201
GUGUGG hsa-miR-206
UCCCUC mmu-miR-207
UCAAAGC hsa-miR-301
GGA hsa-miR-30e
CAGGUAG hsa-miR-93
UUUCU mmu-let-7d*
CAGGUA mmu-miR-106a
CUUUUU mmu-miR-290
UGUGU mmu-miR-294
CAGU hsa-miR-326
Table 7. Seventeen low-ranking miRNAs selected by the Chi-square method.
Probe ID Target sequence MiRNA name
EAM247 UAACAGUCUCCAGUCACGGCC hsa-miR-212
EAM252 UACUGCAUCAGGAACUGAUUGGAU hsa-miR-217
EAM254 UGAUUGUCCAAACGCAAUUCU hsa-miR-219
EAM259 UGUCAGUUUGUCAAAUACCCC hsa-miR-223
EAM283 UUCCCUUUGUCAUCCUUUGCCU mmu-miR-211
EAM290 UGGACGGAGAACUGAUAAGGGU hsa-miR-184
EAM293 CAUCCCUUGCAUGGUGGAGGGU hsa-miR-188
EAM308 UGGAAUGUAAGGAAGUGUGUGG hsa-miR-206
EAM309 GCUUCUCCUGGCUCUCCUCCCUC mmu-miR-207
EAM324 CAUUGCACUUGUCUCGGUCUGA hsa-miR-25
EAM328 CAGUGCAAUAGUAUUGUCAAAGC hsa-miR-301
EAM331 UGUAAACAUCCUUGACUGGA hsa-miR-30e
EAM337 CAAAGUGCUGUUCGUGCAGGUAG hsa-miR-93
EAM340 CUAUACGACCUGCUGCCUUUCU mmu-let-7d*
EAM341 CAAAGUGCUAACAGUGCAGGUA mmu-miR-106a
EAM346 CUCAAACUAUGGGGGCACUUUUU mmu-miR-290
EAM352 AAAGUGCUUCCCUUUUGUGUGU mmu-miR-294
A new direction of cancer classification 285appropriate m:n features automatically. In addition, we
will try to use this idea to test for other types of data in
addition to the miRNA expression data.Conflicts of interest
All contributing authors declare no conflicts of
interest.
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