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ABSTRACT 
Research from the last two decades has elucidated the importance of migration in the 
annual cycle of ducks, but many aspects of migration ecology remain poorly understood due to 
the difficulty of investigating movements that occur over large spatial scales, at substantial 
heights and at night.  Weather surveillance radar (WSR) offers a unique tool for observing 
movements of birds aloft, but until now has been used primarily to address questions only 
relevant to broad taxonomic groups.  Using thermal infrared imaging, portable radar, and natural 
history, I ground-truthed WSR echoes originating from a complex of wetlands in the central 
Illinois River valley to develop a technique for identifying and enumerating ducks as they 
emigrated from this important stopover area.  With this technique, I quantified duck emigrations 
during 7 falls (1996, 1997, 2003, and 2005-2008).  I used WSR-derived estimates of annual 
turnover in combination with aerial inventory estimates of duck use to estimate the average 
amount of time ducks spent at my study site during fall (stopover duration).  The mean stopover 
duration estimate of 11 days (SD = 4 days) was much shorter than a historical estimate (28 days) 
that has been use for regional waterfowl conservation planning.  I also regressed average annual 
stopover duration estimates against an index of annual foraging habitat quality and found a 
strong, positive relationship (r2 = 0.71), suggesting ducks assessed local habitat conditions and 
adjusted time spent at the site.  Weather influences the timing of migration in many avian taxa, 
but this relationship is poorly understood for ducks.  An evaluation of competing models 
including 15 years of data indicated following winds aloft, no precipitation, less cloud cover, 
decreasing temperatures, increasing barometric pressure and date best predicted emigration (R2 = 
0.52).  Based on this model, the odds of a duck emigration occurring when winds were following 
and precipitation was absent were 13.2 to 1.0 (95% CI 7.8–22.4).  Finally, the notion that ducks 
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rely on leading-lines of rivers for visual orientation during flight is a dominant paradigm in 
waterfowl science.  I examined departure tracks of emigration events from my study site during 
1995–2009 and found ducks had a significant SSE directional preference (152°; P < 0.05), which 
differed significantly in all years from the course of the Illinois River (220°; P ≤ 0.001).  This 
pattern was markedly different than the river-oriented route described for ducks departing this 
site in the mid-20th century.  Thus, leading lines appear to have been unimportant for orientation 
in the majority of duck emigration events from the major stopover area examined here. 
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CHAPTER 1 
WATERFOWL ON WEATHER RADAR:  
APPLYING GROUND-TRUTH TO CLASSIFY AND QUANTIFY BIRD MOVEMENTS1 
 
INTRODUCTION 
The aerial movements of birds can provide information important for better understanding 
behavior, habitat use, disease transmission, effects of climate change, and aviation conflicts 
(Kaminski and Gluesing 1987, Akesson and Hedenstrom 2000, Reed et al. 2003, Marra et al. 
2005, Mehlman et al. 2005, Zakrajsek and Bissonette 2005).  However, these movements are 
difficult to detect, classify, and quantify because they often occur over large spatial extents, at 
high altitudes, and at night (Alerstam 1990).   
Radar is a tool capable of overcoming these challenges and providing insight into bird 
movements (Bruderer 1997, Gauthreaux and Belser 2003, Larkin 2005).  Weather surveillance 
radar (WSR) is especially well-suited for this task because it permits the study of bird 
movements over large areas.  The United States government currently operates a network of 154 
WSR units known as WSR-88D (Weather Surveillance Radar 1988 Doppler) or NEXRAD 
(NEXt Generation RADar).  Over the last 50 years, investigators have used data from WSR-88D 
and the systems that preceded it to investigate patterns of bird movements, such as those of 
migrating passerines (Gauthreaux 1970, Gauthreaux and Belser 1998, Koistinen 2000, Diehl et 
al. 2003, Felix et al. 2008).  However, only two studies involving the use of WSR have focused 
on a single species (Purple Martins [Progne subis], Russell and Gauthreaux 1999; European 
Starlings [Sturnus vulgaris], Larkin 2006).
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Clearly, the ability to identify and quantify specific avian species or taxa on WSR would 
be useful for investigating questions regarding bird movements.  I examined the potential of 
using natural-history-related patterns and independent ground-truthing (sensu Larkin 2005) as an 
integrative technique for classifying and quantifying a specific class of WSR targets.  In the 
process, I evaluated contemporary methods of WSR data acquisition and processing. My specific 
objectives were to: 1) evaluate WSR data sources, formats, and software, 2) examine spatial and 
temporal patterns of movements captured on WSR and classify targets based on their natural 
history, 3) estimate heights of WSR targets using portable radar, 4) test natural-history-based 
classification using a thermal-infrared camera to enumerate targets and estimate radar cross-
section values, and 5) investigate the potential for using estimated radar cross section to quantify 
bird numbers.  
METHODS 
Weather surveillance radar data sources, format, and software 
WSR generates three data fields: 1) reflectivity, a measure of the amount of energy returned to 
the radar by a target, 2) radial velocity, a measure of target motion toward or away from the 
radar, and 3) spectral width, a measure of the variation in radar velocity during the radar’s 
sampling period.  Radial velocity and spectral width may be useful when classifying targets 
captured by WSR, but only in limited contexts.  I focused solely on reflectivity due to its more 
consistent application to biological targets.  Herein, I define “targets” as both individual radar 
reflectors and objects captured on thermal infrared, and “echoes” as distinct areas of reflectivity.  
Reflectivity is presented in units of Z, but Z varies greatly depending on the size and number of 
targets and is often presented logarithmically as dBZ.  Additional details regarding the 
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specifications of WSR and its application to avian research have been well documented (Crum 
1993, Gauthreaux and Belser 2003, Diehl and Larkin 2004).   
There are multiple sources that archive these data and each distribute WSR files in a 
unique way.  To acquire thousands of files in the most efficient fashion, I evaluated the primary 
WSR data sources, including the real-time weather database operated by the University 
Corporation for Atmospheric Research’s National Center for Atmospheric Research 
(http://www.rap.ucar.edu/weather/radar/), the NEXRAD data inventory hosted by the National 
Oceanic and Atmospheric Administration’s (NOAA) National Climatic Data Center (NCDC; 
http://www.ncdc.noaa.gov/nexradinv/), and the HDSS Access System hosted by NOAA’s 
National Environmental Satellite, Data, and Information Service 
(http://has.ncdc.noaa.gov/pls/plhas/has.dsselect). 
In addition to variation among data sources, several data formats were available.  Level 
III was the simplest (1-km cells in north/east [Cartesian] coordinates).  Level II was more 
comprehensive and spatially accurate, recording data in spherical-coordinates and higher 
reflectivity resolution (0.5 dBZ increments).  Beginning in 2008, many WSR-88Ds began to 
collect and archive a new super-resolution Level II data, with four times the former range 
resolution in reflectivity data and twice the former directional resolution for both reflectivity and 
velocity data (http://www.weather.gov/os/notification/tin07-95wsr-88d_level2.txt).  Both Level 
II formats result in larger file sizes than Level III, which may have deterred biologists from using 
this format when storage requirements and processing power were more costly and restrictive.  I 
compared the use of Level III, Level II, and super-resolution Level II reflectivity data for 
studying bird movements.   
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Several software packages existed that were potentially useful for examining bird 
movements on WSR.  Thus, I evaluated the following software programs to determine which 
were best suited for examining bird movements: 1) GRLevel2 (Gibson Ridge Software 2005), 2) 
Integrated Data Viewer (IDV) 2.6 (Murray et al. 2003), 3) Weather and Climate Toolkit 2.2 
(Ansari 2008), and 4) ArcMap 9.3 (ESRI 2008). 
Patterns of movement on WSR 
While surveying archived reflectivity data collected at a WSR-88D site (KILX, Lincoln, Illinois) 
from 1 November-30 November 2006, I detected discrete patches of echo emerging from 
wetland areas in central Illinois (Fig. 1.1).  I observed the strongest echoes originating from a   
12 257-ha wetland complex along the Illinois River that included The Emiquon Preserve, 
Chautauqua National Wildlife Refuge, Clear Lake, Rice Lake, Big Lake, Goose Lake, and Duck 
Creek Cooling Lake.  This wetland complex contains several wetland types, including areas 
managed for the growth of moist-soil plants (Fredrickson and Taylor 1982), large areas of open 
water with submerged aquatic vegetation, floodplain forests, and shallow-water lakes (Havera 
1999). 
To determine the prevalence and consistency of the events I observed, I downloaded data 
that included and bracketed the fall seasons (1 September-31 December) of 2006 and 2007.  
WSR scans occur every 10 min when operating in the typical clear-air mode, often capturing 
airborne targets on multiple scans that may be viewed in sequence to create time-lapse depictions 
of movements useful for target classification (Koistinen 2000, Fig. 1.2).  I used IDV 2.6 to 
display reflectivity data and focused on the scan at the lowest elevation (0.5°), extending from 
159-940 m height above ground level (AGL) at the 45-km range of my ground-truthing field site.  
After examining all reflectivity scans over these two 4-month periods and identifying all similar 
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events, I found that echo movements originating from wetland areas were prevalent and unique, 
suggesting that they might be attributed to a common target type (Eastwood 1967).  The 
magnitude of reflectivity and the distribution of reflectivity values within the discrete echo, along 
with the movement of the entire echo across space, indicated that these echoes were caused by 
biological targets rather than abiotic targets such as weather or ground clutter that also appear on 
WSR (Koistinen 2000, Larkin 2005).   
I compiled a list of temporal and spatial patterns shared by echoes of interest and 
compared these characteristics with the natural histories of potential target organisms (Diehl and 
Larkin 2004).  I paid particular attention to the morphology of aerofauna occupying the source 
wetland, the spatial distribution of aerofauna throughout the region and within my source 
wetland complex, the timing of movements at the daily and annual temporal scale, the distance 
of movements, the relative proportions of aerofauna using my source wetland within and among 
years, the environmental conditions associated with movements and non-movements, and the 
unique social characteristics that can affect the distribution of aerofauna in flight (Diehl and 
Larkin 2004, Larkin 2005).  
Ground-truthing (portable radar) 
Based on this natural-history-based classification, I hypothesized that the unique echoes 
emanating from the Illinois River were emigrating dabbling ducks (tribe Anatini).  To test this 
hypothesis, I needed independent methods of observing and enumerating targets captured on 
WSR.  First, I had to determine target heights to confirm that the KILX beam was capturing most 
of the birds when elevated at 0.5°, and that my ground-truthing techniques were capable of 
detecting nearly all of these targets.  Literature estimates, range-finders, portable radars of many 
kinds, and even WSR itself can be used to estimate these heights when targets fly overhead.  
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During fall 2007, I conducted field observations with a portable, stationary-beam radar at a field 
site along the anticipated path of ducks departing the Illinois River Valley (89°51'59" W 
40°15'2" N).  The radar was based on a Furuno Model 7252 transmitter/receiver operated at 9510 
MHz, 25 kW, 0.07 microsecond pulse, pulse repetition frequency of 2087/s, horizontally 
polarized, 3-cm wavelength, 3° conical beam, and 7.5-m range resolution.  The antenna was a 
0.76-m-diameter paraboloid with a cylindrical cuff to reduce clutter (Larkin 2005).  I operated 
the radar with the antenna stationary and elevated to 30° above the horizon, counting birds and 
measuring their ranges, radar cross sections, and amplitude modulation (Larkin 2005).  I 
classified targets using an A-scope display showing time variation of echoes vs. range, and a 
real-time display of wing-beat time series (Larkin 2005).  I discarded signals from ground targets 
(e.g., trees and buildings) that showed slow (about 1/s or slower), irregular fluctuations in 
amplitude, and insects with amplitude fluctuations that were low and periodic frequencies, if any, 
that were fast (>30/s).  I readily identified flap-coasting birds such as passerines because their 
signals showed characteristic "flapping and quiescent periods" (see Bruderer and Steidinger 1972 
for illustrated example) or "fluctuations separated by pauses" (Larkin et al. 1979).  I identified 
duck-like targets based on their steady, uninterrupted periodic components of about 4-5/sec (see 
Bloch et al. 1981 for illustrated example).  I also observed some targets of unknown identity that 
were difficult to classify.  These unknown targets, likely including both ducks and passerines, 
resulted from a complicated mixture of two kinds of targets passing through the beam at the 
same range or a flying animal near close-range ground clutter.  I excluded insects and ground 
targets from height analysis. 
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Ground-truthing (thermal infrared) 
During fall 2008, I conducted ground-truthing using a thermal-infrared camera.  I selected a field 
site based on the dominant southeasterly track of echoes observed leaving my source wetland in 
2006 and 2007, and the expected distribution of ducks within the source wetland in 2008 (Fig. 
1.1).  Along the average departure track (155°), I selected a site that was distant enough from the 
source habitat so that most targets would have climbed high enough to be within the WSR beam 
at 0.5°, but close enough to the source habitat that echoes would be distinct from echoes 
attributed to targets coming from other areas (Fig. 1.1).  Within that eligible zone, I selected the 
point with the highest elevation (89°51'15" W, 40°10'37" N) to minimize the distance to flying 
targets.   
I used a FLIR S-60 thermal infrared camera (FLIR Systems, Inc., Boston, MA) mounted 
on a tripod and oriented vertically to observe and record flying targets at night.  The S-60 
detector had 320 x 240 resolution and a frame rate of 60/sec.  I tested the functional range of this 
camera on known duck targets in flight during daylight using a rangefinder, and determined that 
the camera could detect even small species of ducks at a range of 1 km.  This allowed me to 
count targets throughout the altitudinal range sampled by WSR (159-940 m AGL).  I collected 
thermal infrared data during the period from 30 to 70 min post-sunset to capture potential targets 
being simultaneously recorded on KILX.  I conducted these observations every evening from 25 
October-9 November 2008, weather permitting.  I used a lens with a 12° wide x 8° high field-of-
view (FOV).  However, the lateral edges of the camera’s FOV had reduced contrast, so I 
truncated FOV to 8° x 8°, or 70 m x 70 m at an average range of 500 m AGL.  I used an IEEE 
1394 (i.e., firewire) connection to transfer the live video feed from the camera to a PC laptop 
where the video datastream was captured with ThermaCAM Researcher Pro 2.8 (FLIR Thermal 
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Infrared Camera Systems 2004).  I transferred the 40 min of thermal-infrared video data (20 GB) 
to a portable hard drive nightly.  I later screened the data visually on a desktop PC, noted all 
flying targets within the FOV, and summed the number of targets each night to determine the 
total number of targets that passed overhead in a given sample.   
I examined KILX reflectivity data from nights I recorded thermal-infrared data and 
identified WSR targets based on the average amount of reflectivity generated by each bird.  I 
chose one super-resolution KILX scan each night at the point immediately after most of the 
migrant group had flown over the site.  To accurately match my thermal infrared sample of 
targets with the appropriate sample of KILX reflectivity, I used ArcGIS 9.3 to clip a swath of 
reflectivity that corresponded to the portion of the migrant mass that passed through the FOV of 
my thermal infrared camera each night (Fig. 1.2).  The width of this swath was based on the 
mean width captured by the thermal infrared camera (70 m) at 500-m range, the height (781 m) 
was based on the height of the 1° KILX beam at the 45-km range of my field site, and the length 
was based on the spatial extent of the entire group of targets on KILX.  These dimensions 
provided an estimate of the volume of airspace sampled each night that I used to convert my 
thermal infrared-based estimates of flux to a volumetric density.  I aligned the azimuth of the 
clipped swath with the track in which the group was traveling.  Using the antilog, I linearized the 
dBZ value for each reflectivity cell (pulse volume), summed the total amount of reflectivity in 
the entire swath, and calculated the average reflectivity over the area of the swath (Z).  By 
sampling a swath of the entire migration event each night rather than individual WSR pulse 
volumes, I avoided any potential pseudo-replication associated with spatial autocorrelation 
among adjacent pulse volumes.   
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In addition to morphology and range, the orientation of a bird with respect to the radar 
(aspect) may also affect reflectivity.  I estimated aspect based on the heading of targets at the 
point of analysis.  Heading was determined by subtracting the wind aloft vector from the ground 
vector.  The velocity and track of targets was estimated using multiple KILX scans and the 
velocity and direction of the wind (600 m AGL) using radiosonde measurements collected at 
KILX (≤ 30 km from target).  The range of aspects across all nights was narrow (73°-104°) and 
within the range of aspects defined by experimental studies as having comparable effects on 
radar cross section (i.e., broadside ± 20°; Edwards and Houghton 1959).  Therefore, I did not 
include aspect in my analysis. 
Following Black and Donaldson (1999), I estimated the average radar cross section per 
bird each night using the following equation: 
Average radar cross section per bird = (Z · 28) / bird density, 
where average radar cross section is cm2/bird and density is birds/km3.  I calculated a grand 
mean of all targets across all nights and then checked the validity of my natural-history-based 
classification by comparing this estimate with published estimates of radar cross section on 
comparable radars (Eastwood 1967, Houghton et al. 1975, Diehl et al. 2003). 
Quantifying echo 
I hypothesized that ducks captured on WSR would behave as volumetric scatterers such that each 
individual bird’s contribution would add equally to the total reflectivity (Eastwood 1967, Doviak 
and Zrnik 1993), in which case an average radar cross section could be used to convert 
reflectivity to a volumetric density of birds.  To test this hypothesis, I regressed nightly mean 
reflectivity (Z) for 2008 KILX samples against the volumetric density of birds recorded on 
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thermal infrared during the same nights in 2008.  I calculated the coefficient of determination (r2) 
to evaluate model fit.  Values are presented as means ± 1 SD. 
RESULTS 
WSR-88D data sources, format, and software 
My evaluation revealed that each data source had clear advantages and disadvantages.  I found 
NCAR to be a worthwhile source of data during my field season when screening data in near 
real-time.  However, these data could not be downloaded for spatially-explicit analyses.  
NCDC’s NEXRAD data inventory was a useful source of data for exploratory analyses, but the 
multiple iterations required to request and download multiple days took considerable time.  
When downloading an entire season’s data, I found NOAA’s HAS mass storage system to be the 
most efficient because the server allowed me to request four months with a single command.  
Approximately 30 min after requesting data for my timeframe, I received a link to .tar bundles on 
a web page.  Download management software was nearly essential for mass downloading (e.g., 
GetRight 6.3, Headlight Software 2007). 
I found Level III data useful for quick overviews, but each field of data and antenna 
elevation needed to be loaded individually.  Level II provided finer spatial resolution and 
combined all relevant data for each scan (fields and elevations) in one file.  The super-resolution 
Level II data that became available in 2008 offered substantially higher spatial resolution and 
was used exclusively for 2008 ground-truthing.  My computer was equipped with a 3.0 GHz 
Intel Pentium® 4 processor, 2.0 GB of RAM, a 500 GB hard drive, and a 100 MB network 
connection and was capable of efficiently downloading, storing, and rendering both forms of 
Level II data. 
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Each of the four software programs I examined had useful features.  GRLevel2 displayed 
Level II radar data quickly, but lacked the spatial mapping features necessary to study bird 
movements.  GRLevel2 could also display super-resolution data, but required a free software 
patch (Gibson Ridge Software 2005).  Unidata’s IDV 2.6 was powerful for the display, mapping, 
and analysis of radar data, including super-resolution Level II, but was slow for screening and 
analyzing an entire migration period.  NOAA’s Weather and Climate Toolkit was slow at 
rendering and screening large volumes of data, but was the only platform that allowed 
reflectivity data to be exported to a shapefile format for geospatial analysis.  ArcGIS 9.3 also 
allowed me to empirically estimate reflectivity associated with the particular swath of targets that 
passed over my thermal infrared field site by explicitly selecting portions of pulse volumes 
captured within the thermal infrared camera’s FOV.  
I used all of these programs in combination according to my objectives.  I used GRLevel2 
to perform the raw screening of all scans within season, then analyzed all movements flagged in 
GRLevel2 using IDV 2.6 to identify targets that were potential bird movements.  Finally, I used 
the Weather and Climate Toolkit to convert these radar data to shapefiles and imported them into 
ArcGIS 9.3 for spatial sampling and quantification. 
Patterns of movement on WSR 
I identified 21 and 24 movements from my focal wetland complex in the Illinois River Valley in 
2006 and 2007, respectively.  All movements shared the following characteristics:  1) echoes 
exceeded 10 dBZ in strength, 2) events (N = 45) occurred an average of 44 ± 6 min after sunset, 
3) the only reflectivity observed in the region at this time of day was from these discrete echoes, 
4) events occurred between late September and early December, 5) echoes originated only from 
wetland-habitat areas, 6) echoes covered geographic extents consistent with the entire source 
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habitat (e.g., Illinois River Valley wetland complex = 150 km2), 7) the southern portion of 
echoes showed greater intensity in 2007 than in 2006, 8) echoes moved > 60 km from the source 
wetland, 9) echoes generally appeared under similar weather conditions (decreasing temperatures 
over previous 24 hrs, clear skies, and northwesterly winds), 10) echoes were temporally and 
spatially discrete, and 11) the center of the echoes had higher reflectivity than the periphery. 
I compared each of the just listed characteristics to the natural history of aerofauna 
potentially present at my source habitat and determined that:  1) reflectivity values aligned with 
those expected theoretically for birds and exceeded those typical of insects (Diehl and Larkin 
2004), 2) during the fall in central Illinois, appreciable insect emigrations typically occur at the 
warmest part of the day in the late afternoon, whereas avian emigrations generally occur after 
sunset (Bellrose 1980), 3) when insects emigrate they tend to originate from many habitats 
throughout the radar domain resulting in movements that encompass the entire region, whereas 
waterfowl emigrations in central Illinois originate from isolated patches of remnant habitat, 4) 
due to phenology and temperature limitations, most insect, bat, and passerine migration has 
ended by late October (Blokpoel and Burton 1975, Hoffmeister 1989, Koistinen 2000), whereas 
waterfowl emigration extends throughout the fall (October through December; Havera 1999), 5) 
passerines, including wetland-associated species (i.e., Red-winged Blackbirds [Agelaius 
phoeniceus]), roost in both wetland and non-wetland habitat, whereas waterfowl only roost in 
wetland habitats (aerial inventories indicated that dabbling ducks were the most common 
waterfowl present [81%], followed by geese [primarily Canada Geese, Branta canadensis, and 
Greater White-fronted Geese, Anser albifrons; 16%; Horath 2008] and diving ducks [tribe 
Aythyini; 3%]), 6) dabbling ducks were distributed throughout the wetland complex, whereas 
other species (i.e., Red-winged Blackbirds and geese) only occupied portions of the source 
 13
complex, 7) between 2006 and 2007, dabbling duck abundance increased substantially in the 
southern portion of the wetland complex due to the addition of about 4000 ha of wetland habitat 
at The Emiquon Preserve, 8) movements > 60 km are likely migratory movements rather than 
local movements (Bellrose 1980), 9) dabbling ducks emigrate from Illinois under these weather 
conditions (Havera 1999), and 10-11) dabbling ducks are gregarious (Bellrose 1980). 
Ground-truthing (portable radar) 
When my portable radar detected no duck-like targets, KILX also showed no echoes leaving the 
Illinois River Valley.  Each evening, when KILX recorded patches of echo leaving the Illinois 
River Valley, the portable radar recorded a large cluster of duck-like targets passing overhead as 
the patch of KILX echo passed the field site.  Heights of birds over the portable radar varied little 
from night to night when KILX recorded echoes emanating from the Illinois River Valley.  The 
mean height of flap-coasting passerines (x¯ = 490 ± 163 m, N = 48) was similar to that of ducks 
(x¯ = 500 ± 159 m, N = 110), but passerines appeared an average of 20.2 min later (Richardson 
1972). 
The portable radar's maximum detectable range for ducks did not limit these height 
profiles because that radar routinely detected smaller targets flying higher than heights 
characteristic of ducks.  A radar's maximum detectable range for a certain target occurs where 
the signal/noise ratio drops below 1.0.  As expected, flap-coasting targets (mainly small 
passerines) were smaller (median radar cross section = 16.6 cm2) than duck-like targets (median 
cross section = 40.8 cm2) and generated smaller echoes, with a mean signal-noise value 74% that 
of duck-like targets.  Nevertheless, these flap-coasting targets were detected at ranges at least as 
great as the duck-like targets. For example, the fourth quartile of the range of flap-coasters was 
1207 m (604 m height AGL), whereas that of duck-like targets was 1148 m (547 m height AGL). 
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Ground-truthing (thermal infrared) 
The thermal infrared camera readily showed targets in false color, both in real-time in the field 
and on digital video on a PC monitor.  Targets typically occupied 4-6 pixels, which at times was 
sufficient to distinguish wingbeats.  Of the 395 targets I observed, 87% were flying with greater 
spacing than typically observed in diurnal flock formations (Bellrose 1980).  In general, all 
targets had surface temperatures, sizes, speeds, and straight flight trajectories consistent with that 
expected of migrating ducks at 400-600 m range. 
The volume of airspace sampled by the thermal infrared camera when the group of 
targets passed overhead ranged from 1.0-2.1 km3, with a mean of 1.8 ± 0.4 km3.  Thermal 
infrared target density ranged from 0.0-83.6 targets/km3 and averaged 30.8 ± 27.9 targets/km3 
(Table 1.1).  Mean reflectivity (Z) of the sampled swaths of WSR targets over all seven nights 
ranged from 2-232 Z (x¯ = 118 ± 72 Z; Table 1.1).   
Nightly average estimates of radar cross section ranged from 66.5-150.9 cm2 and 
averaged 112.5 ± 30.1 (Table 1.1). This was close to the expected value for an average-size 
dabbling duck based on the published estimate of 122.0 cm2 for a Mallard on a radar with the 
same wavelength (10.0 cm) and polarization (horizontal; Houghton et al. 1975). 
Quantifying echo 
Mean target density (ducks estimated on thermal infrared) explained 91% of the variation in 
WSR reflectivity (Z; Fig. 1.3). 
DISCUSSION 
WSR has developed considerably since the recent publication of summaries of radar ornithology 
(Gauthreaux and Belser 2003, Diehl and Larkin 2004, Larkin 2005).  For example, the 
introduction of super-resolution Level II data marks a substantial improvement in the spatial 
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detail captured on long-range weather radar that has previously been defined by rather coarse 
spatial resolution.  I was the first, to my knowledge, to use this super-resolution Level II WSR 
data for ornithological research.  Although I did not quantity the effect of increased spatial 
resolution in reflectivity data, I am confident that it improved my ground-truthing by more 
accurately capturing the distribution of scattered bird targets.  When enough computing capacity 
is available, this new data format increases the ability of biologists to address finer-scale 
questions with WSR and adds to the versatility of WSR as a technique for the quantitative study 
of bird movements.  
Ornithological radar research has also changed through advancements in data sources, 
formats, and software.  After evaluating these developments, I suggest that a standard PC 
computer and internet connection, along with download management software, can be used to 
rapidly acquire large volumes of data from NCDC’s HAS mass storage system.  Further, 
researchers can conduct simple analyses using a suite of free or inexpensive (~$70 USD) 
software that display and animate radar data. Although WSR is rather technical and requires 
careful application, this technique can be readily applied to the study of bird movements.   
The spatial and temporal patterns of movement revealed on WSR agreed closely with the 
natural history of ducks and contrasted to that of other aerofauna at my source complex.  Local 
knowledge of aerofauna abundance, distribution, and behavior enabled me to develop an 
informed hypothesis regarding the identity of my echoes, despite the presence of additional 
aerofauna taxa at some times of the year.  Ground-truthing, often lacking in radar ornithology 
studies, allowed me to test and validate this natural-history based classification (Eastwood 1967, 
Bruderer 1997, Larkin 2005). 
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To ground-truth the classification of WSR targets and the relationship between target 
density and WSR reflectivity, I first had to determine if the targets observed on WSR flew at a 
similar and consistent height above ground that was within both the height window captured by 
the 0.5° KILX beam and the functional range of the thermal-infrared camera.  Portable radar 
definitively answered the question of target height (400-600 m) and also provided supplemental 
support for the classification of echoes by confirming the absence of duck-like targets on nights 
void of movements on KILX and confirming the presence of a discrete cluster of distinct duck-
like targets on nights with movements on KILX. 
To test the classification of my echoes and the relationship between echo strength and 
WSR reflectivity, I needed a technique capable of counting individual targets over great 
distances at night.  The sensitivity and resolution of the FLIR S-60 thermal infrared camera met 
that need, allowing me to easily detect and enumerate targets at night flying at 30 m/s ground 
speed and 400-600 m range.  I could even detect subtle wingbeats of large-bodied ducks at short 
range (i.e., 400 m).  Based on these findings and those of others, thermal infrared cameras have 
great potential as a tool for learning about nocturnally migrating birds (Liechti et al. 1995, Fortin 
et al. 1999, Zehnder et al. 2002, Liechti et al. 2003, Desholm et al. 2006, Huppop et al. 2006, 
Gauthreaux and Livingston 2006). 
My estimate of the average radar cross section across all nights aligned closely with the 
expected value based on the published experimental estimate of radar cross section for Mallards 
and other morphologically-similar bird species (Eastwood 1967, Houghton et al. 1975).  My 
study provides the first published estimate of the radar cross section of dabbling ducks, an 
ecologically and economically important guild.  However, my estimate of radar cross section 
was derived from ducks flying at certain aspects (73°-104°) and, therefore, should be applied 
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cautiously to ducks at different aspects because aspect alone can substantially alter the 
relationship between duck density and WSR reflectivity (Vaughn 1985). 
In addition to the mean estimate of radar cross section, the variation in radar cross-section 
across nights also reflected the natural history of my target guild.  I detected lower average radar 
cross-sections on two nights early in my study period (late October) when smaller dabbling 
ducks (e.g., Green-winged Teal [Anas crecca] and Northern Pintail [Anas acuta]) were the 
predominant species emigrating from my source wetland complex.  In contrast, the three average 
radar cross section values estimated later in November were consistent and appropriate for 
Mallards, the most common duck species present at that time.  Overall, ground-truthing 
confirmed my natural-history-based classification and provided strong support for my hypothesis 
regarding the identity of my WSR echoes. 
I also hypothesized that the density of ducks would be positively and linearly related to 
the reflectivity measured on radar.  My field tests included a wide range of duck densities and 
migration intensities, and the relationship between target density and average WSR reflectivity 
was strong (R2 = 0.91).  My calculation of a reliable estimate of the radar cross section for 
dabbling ducks may be used to quantify duck movements under comparable conditions at other 
WSR units.   
I suggest that researchers be mindful of four key criteria as they consider applying my 
estimate of radar cross section to the quantitative study of duck movements on WSR in other 
regions: 1) to avoid false classification, the species assemblage at the source habitat must be such 
that echoes can be taxonomically isolated according to natural history criteria, 2) the source 
habitat must be spatially isolated enough that targets from the source habitat can be distinguished 
from other targets originating from surrounding sources, 3) because the WSR beam increases in 
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height radially, the source habitat must be sufficiently close to the radar that ducks will be within 
the heights sampled by the beam, and 4) the aspect of the flying birds should be approximately 
broadside at the point of analysis.  
My results also indicate that techniques such as thermal infrared can be used to estimate 
the radar cross section of other taxonomic groups of birds thereby broadening the application of 
WSR to quantitative study of other aerofauna (Ruth et al. 2005).  For example, I suggest that 
WSR may be particularly well-suited for the study of waterbirds that often concentrate in 
spatially-isolated aquatic habitats.  I encourage researchers to explore how WSR might be 
applied to the study of waterbird guilds that present important conservation challenges related to 
the way they move across the landscape to forage, breed, molt, and migrate.  As I have 
demonstrated, WSR along with ground-truthing techniques can be a very effective tool for the 
quantitative study of bird movements. 
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TABLES AND FIGURES 
Table 1.1.  Thermal infrared target counts and densities, mean WSR reflectivities (Z), aspect of 
WSR target, volume of airspace sampled, and estimated nightly mean radar cross section for 
seven migration events in the Illinois River valley during fall 2008. 
Date 
 
Thermal 
infrared targets 
Target density
(targets/km3) 
Z 
 
Aspect 
(°) 
Airspace 
(km3) 
Mean radar 
cross section
(cm2) 
25 October  0 0.0 1.5 94 1.14 N/A 
26 October  162 83.6 232.5 73 1.94 77.9 
27 October  38 20.7 97.3 84 1.84 131.8 
28 October  95 57.7 137.0 77 1.65 66.5 
7 November  8 7.8 41.8 77 1.03 150.9 
8 November  25 11.8 53.5 102 2.12 127.2 
9 November  67 34.1 147.1 104 1.97 120.8 
Mean 31 30.8 118.2 87 1.76 112.5 
SD 28 27.9 72.3 13 0.39 30.1 
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Figure 1.1.  Location of thermal infrared ground-truthing site in central Illinois, 2008.  Dark-
black arrow indicates mean track of emigrating ducks (155°) as indicated by WSR reflectivity 
data from 2006 and 2007. 
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Figure 1.2.  Typical sequence of target progression in WSR reflectivity data, with final scan 
coded according to reflectivity value (dBZ).  Black line indicates the portion of the overall target 
sampled by the thermal infrared camera at the indicated field site (see also Fig. 1.1).  
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Figure 1.3.  Mean nightly WSR reflectivity (Z) versus mean target density (ducks/km3) over 
seven fall evenings in 2008. 
y = 2.5x + 25.8 
r2 = 0.91 
2O'Neal, B. J., Stafford, J. D., and R. P. Larkin. Stopover duration of fall-migrating dabbling 
ducks. Journal of Wildlife Management. In review. 
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CHAPTER 2 
STOPOVER DURATION OF FALL-MIGRATING DABBLING DUCKS2 
 
INTRODUCTION 
Migration is a critical component of the annual cycle of many bird species (Hutto 2000, Berthold 
2001, Sillett and Holmes 2002, Mehlman et al. 2005, Moore et al. 2005).  During this time, 
migratory birds typically alternate between periods of flight and periods of rest and refueling at 
stopover sites.  The amount of time spent at these sites (stopover duration) and the rate of 
refueling define the overall migration strategy and determine the spatiotemporal course of the 
migration.  This course can determine access to critical resources, environmental conditions 
encountered, and exposure to predation, all of which in turn affect survival and fecundity (Owen 
and Black 1991, Sherry and Holmes 1995, McNamara et al. 1998, Hutto 2000). 
Because stopover duration indirectly affects fitness it is important to the conservation and 
management of migrant populations.  This may be especially true in the case of migrant 
waterfowl, where stopover duration affects conservation at multiple spatial scales. At the 
continental scale, stopover duration contributes to the inter-annual importance of one latitudinal 
region relative to another (Bellrose and Crompton 1970, Nichols et al. 1983).  At regional scales, 
such as those managed by Joint Ventures (JVs) under the North American Waterfowl 
Management Plan (NAWMP; Canadian Wildlife Service and U.S. Fish and Wildlife Service 
1986, Canadian Wildlife Service, U.S. Fish and Wildlife Service, and Secretaria de Medio 
Ambiente y Recursos Naturales 2004), stopover duration partly determines the energetic 
demands placed on a region by a target population (sensu Prince 1979, Reinecke et al. 1989, 
Soulliere et al. 2007).  At finer scales, such as a wetland complex, stopover duration may vary 
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according to habitat quality, thereby influencing the amount of use an area receives and the 
magnitude of harvest (Bellrose et al. 1979, Stafford et al. 2010a). 
Estimates of stopover duration may also have important implications for the monitoring 
of migrant waterfowl.  For example, an estimate of stopover duration is commonly used to 
convert survey-based estimates of site use (use-days) of a defined area into estimated numbers of 
migrants passing through that area during a given period of time (sensu Routledge et al. 1999, 
Lehnen and Krementz 2005).  Estimates of stopover duration are also used to determine the 
frequency of counts necessary to accurately estimate abundance of populations that turnover with 
time (A. P. Yetter, Illinois Natural History Survey, unpublished report).  
Several studies have informed our understanding of stopover duration for migrating birds, 
but only 4 have focused on ducks, with 3 during fall (Bellrose and Crompton 1970, Bellrose et 
al. 1979, Krementz et al. 2009) and 1 during spring (Miller et al. 2005).  Bellrose and Crompton 
(1970) used proportional distribution of indirect leg-band recoveries (i.e., recovered outside of 
the banding year) of mallards [Anas platyrhynchos] across latitudes as an index of the amount of 
time spent at that latitude.  The authors’ approach of drawing temporal inferences from spatial 
data required several analytical assumptions.  Nonetheless, their 28-day estimate of the average 
stopover duration of fall-migrating mallards during 1940–1966 is still used in conservation 
planning efforts, such as those of the Upper Mississippi River and Great Lakes Region Joint 
Venture (UMRGLRJV; Bellrose and Crompton 1970, UMRGLRJV Board 1998, Soulliere et al. 
2007).  The second study used weekly abundance estimates to derive total duck use during fall 
(i.e., use-days), then divided this value by the peak abundance estimate (Bellrose et al. 1979).  
This technique provided a conservative estimate of the time ducks spent at the study area, but did 
not account for myriad sources of variability.  More recently, satellite telemetry has been used to 
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track individual ducks during migration and document actual stopover durations (Miller et al. 
2005, Krementz et al. 2009).  However, transmitters have the potential to physically burden 
marked avifauna and alter behavior related to migration and stopover (Wilson and McMahon 
2006).  Furthermore, the cost of satellite telemetry typically limits researchers to small samples, 
which may fail to capture variation among individuals, or that due to sex, age, or study year (e.g., 
weather, habitat, population density; Cox and Afton 2000, Petrie and Wilcox 2003, Lee et al. 
2007, Krementz et al. 2009).  
Inter-annual variation in stopover behavior has been well-documented in shorebirds and 
passerines (Butler et al. 1987, Moore and Simons 1992, Schaub and Jenni 2001, Ydenberg et al. 
2004), but only anecdotally in ducks (Bellrose and Crompton 1970, Bellrose et al. 1979).  
Further, some studies of passerines have documented statistically significant links between 
stopover duration and resource availability, but no such investigation for waterfowl has had the 
temporal resolution and replication to empirically examine this relationship.  Because migrating 
ducks rely on foraging habitats that often vary in quality among years due to the influence of 
hydrology (Havera 1999, Bowyer et al. 2005), a behavioral capacity to respond to resource 
variability by adjusting stopover duration should be especially pronounced in this taxon (Newton 
2008).   
If ducks adjust the amount of time they spend at stopovers from one year to the next, then 
the average stopover duration at a particular area might also vary at greater temporal scales.  
Although Bellrose and Crompton (1970) reported a single estimate of stopover duration during 
their 27-year study (1940–1966), they later reported that ducks appeared to be spending less time 
staging in the Illinois River valley throughout this period (Bellrose et al. 1979).  A comparison of 
duck surveys from breeding grounds versus staging grounds may further support the notion of 
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shifts in local stopover duration.  For example, use-days during fall in the Illinois River valley 
decreased precipitously from 1955 to 2000, whereas breeding population estimates exhibited an 
overall stable trend (Fig. 2.1).  If fall populations in the Illinois River valley were closely related 
to breeding population sizes, then these survey data suggest that ducks may have increased the 
rate at which they passed through the region (i.e., decreased their stopover duration). 
In this study, I examined recent patterns of stopover in fall-migrating ducks, compared 
my estimates of stopover duration with historical estimates, and explored mechanisms for inter-
annual changes in stopover duration.  My specific objectives were to: 1) analyze weather 
surveillance radar (WSR) data to estimate the number of ducks emigrating from a major 
waterfowl stopover along the Illinois River over 7 falls (1996, 1997, 2003, 2005–2008); 2) use 
these data in combination with weekly duck abundance estimates from aerial surveys to calculate 
average annual stopover duration; 3) compare my estimates of stopover duration with a historical 
estimate (1940–1966) for the same study site to test for a long-term change in stopover duration 
(Bellrose and Crompton 1970), and; 4) regress my estimates of average annual stopover duration 
with an index of foraging habitat quality to explore a potential mechanism for the regulation of 
stopover duration and associated temporal shifts. 
STUDY AREA 
I estimated stopover duration at a 14,431 ha complex of wetlands and backwater lakes in central 
Illinois (Fig. 2.2). The larger entities in the complex were The Emiquon Preserve, Chautauqua 
National Wildlife Refuge (NWR), Clear Lake, Rice Lake, Big Lake, Goose Lake, and Duck 
Creek Cooling Lake.  My study area contained several wetland types, including areas managed 
for growth of moist-soil plants (Fredrickson and Taylor 1982), large areas of open water with 
submerged aquatic vegetation, floodplain forests, and shallow-water lakes (Havera 1999).  Over 
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the last several decades Chautauqua NWR has been the most important waterfowl refuge in 
Illinois with respect to use, and has been designated a Globally Significant Bird Area (Bellrose 
1980, Havera 1999).  In 2006, The Nature Conservancy and the U.S. Fish and Wildlife Service 
restored an additional 4,000 ha in the region, substantially increasing the amount of habitat for 
migratory waterfowl within this complex.  Dabbling ducks (tribe Anatini) account for the 
majority of waterfowl use during fall; for example, 2008 aerial inventories of waterfowl 
attributed 81% of use to dabbling ducks.  This complex is 60 km west of a WSR unit (KILX) 
located in Lincoln, IL.  During fall, ducks emigrating from this complex travel SSE (i.e., 
tangentially toward the WSR), which enables KILX to detect ducks that are emigrating from, but 
not immigrating to my study site.   
METHODS 
Classification of Targets 
For many decades, WSR has been recognized as a tool for the study of bird movements (Nisbet 
1963, Gauthreaux 1970, 1992, Williams et al. 1977, Gauthreaux and Belser 1998, Koistinen 
2000, Larkin et al. 2002, Diehl et al. 2003).  Recently, WSR has been validated as a quantitative 
technique for the study of waterfowl movements, which in some contexts can be related to 
specific locations (O’Neal et al. 2010). 
Most WSR units generate 3 data fields: 1) reflectivity, which is a measure of the amount 
of energy returned to the radar by a target; 2) radial velocity, which is a measure of target motion 
toward or away from the radar, and; 3) spectral width, which is a measure of the variation in 
radial velocity during the radar’s sampling period.  Herein, I focus on reflectivity because it has 
the most consistent application to biological targets and their densities.  Reflectivity is measured 
in units of Z, but because Z varies greatly depending on the size and number of targets it is 
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usually presented logarithmically as dBZ.  WSR scans occur every 10 minutes when operating in 
the typical clear-air mode, often capturing airborne targets on multiple scans that may be viewed 
in sequence to create time-lapse depictions of movements. 
 Movements of aerofauna captured on WSR can be classified based on the natural history 
of organisms present in a region during the time period of interest (Russell and Wilson 1996; 
Larkin 2005).  Specifically, migrant ducks can be separated from insects, songbirds 
(Passeriformes), and other waterfowl based on the following criteria: 1) morphology relative to 
radar wavelength; 2) spatial distribution throughout the region and within a wetland complex; 3) 
timing of movements at the daily and annual scale; 4) distance flown; 5) environmental 
conditions associated with movements; 6) abundance at the source wetland relative to other 
species, and; 7) unique social behaviors that affect distribution in flight (O’Neal et al. 2010).  In 
2007 and 2008, I empirically validated these classification criteria for ducks on KILX using 
portable radar and thermal infrared ground-truthing techniques (O’Neal et al. 2010). 
Screening of WSR Data 
I used the NEXRAD data inventory hosted by the National Oceanic and Atmospheric 
Administration’s (NOAA) National Climatic Data Center (NCDC; 
http://www.ncdc.noaa.gov/nexradinv/) to screen WSR data from KILX for missing data that 
would prevent me from examining all the emigrations in a given fall.  Of the 14 years for which 
KILX data were available, only 8 (1996–1998, 2003, 2005–2008) lacked such gaps and had 
comprehensive data sets during fall (October–December).  I downloaded level II KILX data for 
these years from the HDSS Access System hosted by NOAA’s National Environmental Satellite, 
Data, and Information Service (http://has.ncdc.noaa.gov/pls/plhas/has.dsselect). I used GRLevel2 
software (Gibson Ridge Software, Suwanee, Georgia) to screen all scans from October 1–
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December 31 (≥144 scans/day), flagged potential duck movements originating from my study 
sites, and identified cases in which weather systems obscured the radar domain to the extent that 
duck movements could have gone undetected (Gauthreaux and Belser 2005). I excluded fall 
1998 due to weather obstruction, which left 7 years for final analysis.  I analyzed all movements 
flagged in GRLevel2 using Integrated Data Viewer 2.6 (Unidata, Boulder, Colorado) to identify 
duck emigrations present in the radar data.  
Quantification of Duck Departures on WSR 
To quantify the amount of echo (Z) in a given movement, I first identified a single scan for each 
departure event at the point when total echo had stabilized, following the ascent of takeoff and 
prior to dispersion or mixing of flocks from other stopover areas (Diehl and Larkin 2004).  I then 
used Weather and Climate Toolkit 2.2 (National Oceanic and Atmospheric Administration, 
Washington, D.C.) to convert the individual scan from each movement to an ortho-rectified 
shapefile.  Using ArcMap 9.3 (Environmental Systems Research Institute, Redlands, California), 
I delineated the boundary of the echo associated with each group of ducks emigrating from my 
study wetland and tabulated the total amount of reflectivity (Z) associated with that movement.  I 
replicated this process three times for all movements in 2008 and estimated the mean coefficient 
of variation to estimate error associated with the delineation process.  Following Black and 
Donaldson (1999), I estimated the number of ducks in a given movement using the following 
equation: 
       Number of ducks = (Z · 28) / average S-band radar cross section, 
where average radar cross section was 113 cm2 (The factor of 28 was based on an index of 
refraction = 0.93 and a wavelength of 10.0 cm).  I summed all movements in each year to 
estimate total number of emigrating ducks. 
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Quantification of Duck Use and Estimation of Average Stopover Duration  
I required data on abundance of dabbling ducks and other avifauna at my study site during fall to 
aid in the classification of targets and estimate stopover duration.  The Illinois Natural History 
Survey (INHS) has conducted aerial inventories of waterfowl abundance approximately weekly 
at my Illinois River study area since 1948 (Havera 1999).  The mean start and end dates for these 
aerial surveys during the seven years I analyzed were 15 October ± 2 days (SD) and 21 
December ± 8 days (SD), respectively, and the mean interval between counts was 7.8 ± 1.0 days 
(SD).  Using weekly count data, I calculated total dabbling duck use for my study location during 
each fall, expressed as duck use-days (DUDs).  To estimate DUDs, I calculated moving averages 
for each survey interval, multiplied these averages by the number of days in the interval 
(Eberhardt and Thomas 1991; Williams et al. 2002), and then summed these values for the entire 
fall (Stafford et al. 2007).  I estimated the average stopover duration (days) in a given year by 
dividing the annual estimate of DUDs during fall by the number of emigrating dabbling ducks 
estimated from WSR.  
Analysis of Inter-annual Variation in Stopover Duration  
I compared my estimate of average stopover duration during all years to that of Bellrose and 
Crompton (1970) from 1940–1966 to assess potential long-term changes.  If stopover duration 
did indeed vary from year to year and across multiple years, I wanted to know what mechanism 
might be responsible.  Studies of migrant passerines and shorebirds suggested the availability of 
forage was responsible for extent of stopover (Ydenberg et al. 2004).  Similarly, the quality of 
foraging habitat has been shown to affect the abundance of fall-migrating ducks (Havera 1999).  
Therefore, it seemed reasonable that foraging habitat quality may also influence stopover 
duration of fall-migrating ducks.  To explore this potential relationship, I regressed my estimates 
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of average stopover duration against an index of the annual food abundance as estimated by 
INHS personnel (1–10 scale; A. P. Yetter, Illinois Natural History Survey, unpublished data).  
Foraging habitat index scores were based on estimated production of moist-soil plant seeds 
during summer (sensu Naylor et al. 2005) and perceived hydrologic conditions during fall.  The 
overall score for the entire study site was based on the mean score among nine sub-units within 
the complex.  
RESULTS 
Error associated with delineation of a group of migrants on a given night was minimal, with a mean 
coefficient of variation of 1.3% across all departures in a 1-year subsample (2008).  I estimated an 
average stopover duration of 11 days (SD = 4) during my study period (Table 2.1).  My average 
estimate was 62% less than the 28-day estimate reported by Bellrose and Crompton (1970).  Annual 
average estimates of stopover duration varied considerably among years, ranging from 7 to 16 days 
(Table 2.1).  I found a significant (F1,5 = 12.08, P = 0.02, r2 = 0.71) positive, linear relationship 
between the INHS index of annual foraging habitat quality and my estimates of average annual 
stopover duration (Fig. 2.3).   
DISCUSSION 
 By integrating radar data with aerial counts of migratory ducks, I was able to provide the 
first estimate of stopover duration for the typical suite of dabbling duck species that migrate 
through the mid-continent.  My seven-year dataset yielded an estimate that captured important 
variation due to factors that included fluctuations in environmental conditions and breeding 
population levels.  This new estimate could substantially improve our understanding of the 
stopover behavior of ducks and provide data to guide conservation planning. 
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Regarding the latter, conservation plans and energetic models for ducks in some North 
American ecoregions have relied on taxonomic extrapolations of single-species estimates from 
mallards (Bellrose and Crompton 1970, UMRGLRJV Board 1998, Soulliere et al. 2007).  
However, considerable variation in timing of migration exists among dabbling ducks due to 
variation associated with species, sex, age, and individuals (Bellrose 1980).  I contend that my 
estimate of stopover duration for multiple Anatini species captured such variation and represents 
a more meaningful estimate for conservation planning of migratory habitat used by multiple 
species (Mehlman et al. 2005). 
My estimate of 11 days is considerably shorter than Bellrose and Crompton’s (1970) 28-
day estimate of stopover duration for fall-migrating mallards.  Some of this difference is likely 
due to my inclusion of earlier-migrating species that are believed to turn over more rapidly than 
mallards (i.e., northern pintail [Anas acuta], green-winged teal [A. crecca]; Bellrose 1980).  
However, my estimate was also much lower than the 21-day estimate of Bellrose et al. (1979) for 
all dabbling duck species.  The only other modern study of stopover duration in fall-migrating 
mallards that I am aware of reported a median estimate of 7 days (n = 10 individuals), which was 
closer to my estimate (Krementz et al. 2009) 
Unquantified error in aerial estimates could influence my stopover duration estimates.  
For example, estimates of stopover duration would be biased low if significant visibility bias 
existed in aerial inventory estimates.  However, the surveyed habitats in my study area were 
more open than the forested habitats often described as limiting visibility in other reports of 
aerial surveys (Reinecke et al. 1992, Pearse et al. 2008).   
Some of the ducks that immigrated to my study site each year were harvested prior to 
emigration.  However, harvest estimates during my study period indicated that less than 4% of 
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my estimate of the transient population passing through my study area was harvested within the 
same area (P. Willms and C. Wieda, Illinois Department of Natural Resources, unpublished 
reports, S. McClure, The Nature Conservancy, unpublished reports).  Therefore, I believe it is 
unlikely that removal of these birds substantially biased my estimates of stopover duration.    
Differences between contemporary and historical estimates of stopover duration could 
result in part from assumptions in earlier studies that led to overestimation (Bellrose and 
Crompton 1970, Bellrose et al. 1979).  For example, Bellrose and Crompton (1970) had to 
estimate the total time ducks spent migrating through the study area before they could convert 
the proportion of indirect recoveries occurring within the latitude of their study site into an 
estimate of the amount of time spent at that latitude.  Because 95 percent of their recoveries 
occurred within a 100-day period, the authors assumed this was the average duration of 
migration.  However, many ducks were likely harvested pre- or post-migration, which could 
have lead to overestimates of the total durations of migration and stopover.  After evaluating the 
assumptions and potential biases related to my findings and those of Bellrose and Crompton 
(1970), I believe the disparity between our estimates of stopover duration is due to more than 
methodology (Bellrose and Crompton 1970, Bellrose et al. 1979). 
  The substantial difference between my estimate and earlier ones suggests that a 
biological shift may have occurred.  Bellrose et al. (1979) reported that from 1940 to 1966, ducks 
were increasingly stopping for very short periods, providing some evidence for a decline in 
stopover duration.  The variation I detected in stopover duration among years also provides 
support for the possibility of this metric changing over time.  Bellrose et al. (1979) proposed 
habitat degradation as a cause of decreasing stopover duration times, which coincides with the 
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results of my regression analysis and further supports the idea of an actual, biologically-based 
reduction in stopover duration in the Illinois River valley. 
Not only did my estimates of stopover duration vary among years, the magnitude of that 
variation was substantial (i.e., 100%).  This variability over 15 years suggests a degree of 
behavioral plasticity perhaps sufficient to account for a change between the time period studied 
by Bellrose and Crompton (1970) and my study.  Western sandpipers [Calidris mauri] displayed 
a similar behavioral shift in stopover duration when an increase in the predator population 
indirectly affected access to forage, resulting in a 68% decrease in length of stopover over 9 
years (Ydenberg et al. 2004). 
Optimal migration theory predicts that birds adjust migratory behavior to accomplish the 
fastest, most energy efficient, and/or safest migration (Alerstam and Hedenstrom 1998).  For 
example, optimal migration theory suggests the higher the quality of habitat at a stopover, the 
less time a bird will spend there before resuming migration (Alerstam and Lindström 1990).  If 
food abundance predicts rate of energy gain (Graber and Graber 1983, Baker et al. 2001), then 
the positive linear relationship between stopover duration and rate of energy gain observed in my 
study is opposite the expected negative relationship based on optimal migration models (Bairlein 
1985, Biebach 1985, Biebach et al. 1986, Alerstam and Lindström 1990, Yong and Moore 1997).  
However, actual migration strategies often deviate from optimality models according to species 
and contextual conditions.  For example, when faced with a geographic barrier to migration, such 
as the Sahara Desert, passerines that accumulated fuel stores at medium rates stayed the longest 
(Schaub et al. 2008).  Similarly, migrating shorebirds that experienced either low or high 
fattening rates stayed the shortest periods, and those with moderate fattening rates stayed the 
longest (Piersma 1987).  Additionally, many of the optimal migration models have been derived 
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from spring migration, when birds are generally more time-constrained (Cherry 1982, Izhaki and 
Maitav 1998, Yong et al. 1998).  Those models that did consider outward migration have been 
based on neo-tropical birds, which are long-distance, obligate migrants that seem to be under 
selective pressure to minimize time spent migrating (Ellegren 1991, Lindström and Alerstam 
1992, Klaassen and Lindström 1996, Fransson 1998).   
I propose five possible reasons for the positive relationship I observed between foraging 
habitat quality and stopover duration.  First, dabbling ducks are a combination of obligate and 
facultative migrants that migrate relatively shorter distances than neo-tropical migrants, and may 
therefore be less time-constrained (Schaub et al. 2008).  Second, dabbling ducks may linger in 
Illinois in fall seasons with high-quality foraging habitat as long as weather remains tolerable, 
avoiding or postponing migration to lower latitudes further away from breeding grounds 
(Pienkowski and Evans 1985).  Third, if duck habitat is more limited and spatially concentrated 
than that used by passerines, density-dependent competition for resources could be greater 
(Bellrose and Crompton 1970).  Because density-dependent competition would presumably be 
greatest in years with low quality or reduced amounts of foraging habitat, I would expect ducks 
to stopover the least amount of time in these years.  Fourth, the quality of aquatic habitat in 
Illinois is increasingly varied across space, with more aquatic features lacking food than there 
were in the past (Bellrose et al. 1979, Stafford et al. 2010b).  Ducks may respond to this situation 
by staying longer whenever they find high-quality habitat to reduce the cost of searching for 
suitable habitat amongst a mosaic of poor habitats.  Fifth, mortality and stress related to hunting 
is greatest when birds first arrive at a stopover (Fleskes et al. 2002).  Therefore, while favorable 
conditions persist, ducks, more so than non-hunted taxa, may stay at quality stopover sites once 
they have become familiar with them. 
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My findings suggest that ducks assess local conditions and adjust the temporal course of 
their fall migration.  Such a strategy would allow them to maximize resource acquisition, 
minimize predation risk, and, in so doing, maximize long-term survival and fecundity.  This 
behavioral plasticity could result in long-term shifts in the amount of time birds spend in 
particular areas.  These changes have the potential to change the way we conserve migrant 
waterfowl, and therefore warrant increased attention from researchers and managers alike. 
MANAGEMENT IMPLICATIONS 
Regional waterfowl managers typically need to allocate resources among multiple sites, and 
abundance and use-day estimates have often served as a primary metric to prioritize efforts.  
Herein, I have demonstrated how weather surveillance radar can be used to estimate the number 
or biomass of birds passing through a migratory site.  I believe this technique provides an 
additional tool to help managers monitor population trends, investigate stopover behavior, and 
prioritize conservation actions among sites (Routledge et al. 1999, Frederickson et al. 2001, 
Farmer et al. 2007, Lee et al. 2007). 
Because JVs estimate the energetic needs of migrant waterfowl at regional scales my 
findings may not directly translate to parameters useful in energetic models.  Nonetheless, 
several of my results can inform waterfowl conservation planning under JVs, such as the 
UMRGLRJV (UMRGLRJV Board 1998, Soulliere et al. 2007).  First, energetic models could be 
improved by incorporating variability about parameter estimates of interest, such as that 
associated with my average estimate of stopover duration (11 days [SD = 4]).  That said, I 
recommend conservation planners from other regions use my estimate cautiously as migration 
strategies can differ among populations (Ellegren 1991).  Second, the UMRGLRJV assumes that 
ducks spend 15–28 days in this region during fall.  If true, my results suggest ducks likely use  
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1–4 sites during their time in the region, implying that energetic needs are typically met by 
multiple sites rather than individual areas as suggested by historical estimates of stopover 
duration.  Finally, if average fall residence time throughout the entire region is shorter than 15–
28 days, existing habitat objectives may need to be revised.   
The UMRGLRJV explicitly calls for research to predict how carrying capacity will 
change with variation in habitat conditions (Soulliere et al. 2007: 47).  My findings indicate that 
local foraging carrying capacity (i.e., energetic use-days) may vary annually and that ducks may 
adjust their site-specific stopover duration to maximize resource acquisition within a broader 
spatial context.   
My comparison to historic stopover strategies suggests that landscape-level changes in 
habitat quality may have important effects on the temporal patterns of migration.  If habitat 
degradations in the Illinois River valley have indeed led to shorter stopover durations, I suggest 
the reciprocal may be true as well.  That is, resource managers could achieve positive, long-term 
responses from waterfowl through habitat improvements. 
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TABLES AND FIGURES 
Table 2.1.  Estimated dabbling duck use based on aerial inventory data (use-days) and average 
estimate among years, radar-derived estimates of total emigrants (ducks) and average among 
years, and resulting estimates of average annual stopover duration (days) during falls 1996, 1997, 
2003, and 2005-2008 and the average among years. 
Year Use-days Emigrants Stopover duration 
1996 3,506,685 486,763 7
1997 7,323,358 462,487 16
2003 3,224,933 299,993 11
2005 3,655,468 235,934 15
2006 3,574,975 248,627 14
2007 2,094,240 305,894 7
2008 2,658,003 353,001 8
 3,719,666 341,814 11
 
 53
 
Figure 2.1.  North American dabbling duck breeding population index and estimated dabbling 
duck use-days in the Illinois River valley, 1955–2008 (in thousands). 
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Figure 2.2.  An estimated 20,485 ducks departing Illinois River study area, Illinois, USA, at 
2340, 08 November 2008, as depicted on KILX weather surveillance radar 0.5° reflectivity scan 
(maximum reflectivity 30 dBZ; O’Neal et al. 2010). Black arrow indicates departure track 
(150°). 
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Figure 2.3.  Radar-derived estimate of mean annual stopover duration for dabbling ducks versus 
annual index of foraging habitat quality in the Illinois River valley. 
F = 12.08, P = 0.02, r2 = 0.71 
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CHAPTER 3 
THE EFFECT OF WEATHER ON THE TIMING OF EMIGRATION  
IN FALL-MIGRATING DUCKS 
 
INTRODUCTION 
Throughout the course of migration, birds must make a number of important decisions including 
where to go, how long to stay, and when to leave.  Each of these decisions affects the others and 
ultimately contributes to the fitness of the individual (Owen and Black 1991, Sherry and Holmes 
1995, McNamara et al. 1998, Hutto 2000).  The decision of when to emigrate is especially 
important because it requires forfeiting existing conditions, enduring conditions aloft, and 
assuming risk regarding the conditions of an unseen destination.  Because the timing of 
departures during spring has a direct effect on reproductive output, many bird species have 
developed endogenous mechanisms to control the timing of migration toward the breeding 
grounds (Berthold 2001).  During fall, however, birds seem to rely more on environmental 
conditions such as food availability, predation risk, social context, and weather (Alerstam and 
Lindstrom 1990).  Examining relationships between these environmental conditions and 
migratory responses provides insight into which factors are important to specific taxa at which 
times and in which places.  It also allows for prediction of future responses, and in some cases, 
elucidates behaviors and physiological faculties associated with these responses. 
Among the environmental factors that affect the timing of fall migration, weather has 
been identified as a key factor for many avian taxa (Richardson 1990).  In spite of extensive 
study over many decades, the role of weather in the regulation of fall migration and the 
magnitude of its effect remains uncertain for some major avian taxa.  Though waterfowl have 
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received extensive study worldwide (Richardson 1978), very few studies have examined ducks 
in particular (but see Miskimen 1955, Bellrose 1973).   
One reason for the paucity of research on weather and duck migration is the fact that the 
timing of departure in ducks is especially complicated.  Unlike passerines, which often operate 
under a time-minimization strategy (Danhardt and Lindstrom 2001), fall-migrating ducks 
typically remain at mid-migration stopovers for multiple days even though weather conditions 
seemingly suitable for migration are present (Bellrose and Crompton 1970, Krementz et al. 
2009).  The timing of duck emigration is further complicated by hunting pressure (Legagneux et 
al. 2008) and habitat quality (Roshier et al. 2006).   
Based on the few studies conducted on migrating ducks, one would conclude that weather 
has a relatively minor effect on the timing of duck emigration.  Indeed, Beason (1978) asserted 
that weather “plays only a minor role in influencing autumn migration”, and Bellrose (1973) 
argued that “factors other than weather were responsible for initiating most departures of ducks.”  
However, weather has been shown to influence the distributions of wintering ducks (Nichols 
1983, Pearse 2007, Schummer et al. 2010), as well as the timing of departure in numerous other 
avian taxa (Richardson 1978, Richardson 1990).  It seems unlikely, therefore, that weather would 
not also explain, at least in part, the temporal variation in duck emigrations.   
Previous studies have likely failed to identify the effect of weather because of the 
methods used to quantify the timing of emigration.  Rather than examining the variation in 
migration at a specific place and time each day, Beason (1978) combined data from six radars 
spanning much of the southwestern United States and arbitrarily selected the peak migration 
traffic rate for each night.  In addition, the birds in Beason’s (1978) study were only identified 
generally as “non-passerines.”  Bellrose (1973) attempted to infer the daily magnitude of 
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emigration based on weekly changes in abundances of ducks, which almost certainly changed 
between surveys.  He also tried to quantify the magnitude of the migratory response by analyzing 
the size of each daily departure relative to the total number of migrants for each year (Bellrose 
1973).  This approach implies that the magnitude of a migratory response at one time of year is 
relative to the amount of migration occurring at another time of the year, which violates the 
assumptions of independence for the linear regression used to analyze his continuous dependent 
variable.  It seems likely that a dependent variable describing the day to day presence or absence 
of duck emigration from an explicit location could substantially improve upon previous studies.  
Based on previous studies of other avian taxa (Richardson 1978, 1990), I predict that weather 
does indeed affect the timing of emigration in fall-migrating ducks.  Herein, I use weather 
surveillance radar (WSR) to monitor the egress of ducks from a specific stopover site over 
multiple falls, and relate the timing of these spatially explicit departures and non-departures to 
relevant weather conditions.   
My specific objectives were to: 1) screen WSR data from central Illinois to identify duck 
departures from a major stopover along the Illinois River; 2) develop competing models to 
evaluate relationships between the timing of departures and weather; 3) compare models based 
on weather conditions at the site with those based on conditions en route to determine the 
relevant context of statistically important weather variables, and; 4) parameterize the 
relationships between individual covariates and departure  probability to understand the 
magnitude of the effects of particular variables. 
STUDY AREA 
I monitored dabbling duck emigrations from a 14,431-ha complex of wetlands and backwater 
lakes in central Illinois (Fig. 3.1). My study area contained several wetland types, including areas 
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managed for growth of moist-soil plants (Fredrickson and Taylor 1982), large areas of open 
water with submerged aquatic vegetation, floodplain forests, and shallow-water lakes (Havera 
1999).  Over the last several decades Chautauqua NWR has been the most important waterfowl 
refuge in Illinois with respect to use, and has been designated a Globally Significant Bird Area 
(Bellrose 1980, Havera 1999).  In 2006, The Nature Conservancy and the U.S. Fish and Wildlife 
Service restored an additional 4,000 ha (Emiquon Preserve, Wilder Tract, Thompson Lake, Flag 
Lake), substantially increasing the amount of habitat for migratory waterfowl within this 
complex.  According to aerial inventories, dabbling ducks (Tribe Anatini) accounted for 90% of 
waterfowl use during fall migration periods from 1995 to 2009 (M. Horath, Illinois Natural 
History Survey, unpublished data).  The complex was 60 km west of a WSR unit (KILX) located 
in Lincoln, IL.   
METHODS 
Quantification of Departure 
I downloaded level II data recorded by the KILX unit during falls 1995–2009 from the National 
Environmental Satellite, Data, and Information Service 
(http://has.ncdc.noaa.gov/pls/plhas/has.dsselect).  I screened all reflectivity scans (24 hours/day, 
≥144 scans/day) from October 1–December 31, 1996–1998 and 2006–2008, identifying duck 
departures based on O’Neal et al. (2010).  Theoretically, WSR was capable of detecting a 
departure event comprised of a single duck (O’Neal et al. 2010), but the minimum emigration 
during the aforementioned 6 years included 60 ducks (Chapter 2).  I could identify targets to 
tribe (dabbling ducks), but not to species. Though migratory behaviors may differ among 
dabbling duck species (Bellrose 1963), their overall responses to weather are likely similar (Pyle 
et al. 1993, Schummer et al. 2010); therefore, I was confident in making inferences at the 
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taxonomic resolution of tribe.  All departure events detected in the first 6 years that I analyzed 
appeared on radar an average of 44 minutes (SD = 6) after sunset.  Based on this finding and 
previous studies showing that the vast majority of dabbling duck migrations occur shortly after 
sunset (Beason 1978, Miller et al. 2005), I analyzed departures from an additional 9 years (1995, 
1999–2005, 2009) based solely on a two-hour period surrounding sunset (1700–1900 CST/1800–
2000 CDT/2300–0100 GMT).  Because the identification of radar targets partially relied on 
species composition identified by aerial inventories, I began analyzing emigrations on the mean 
date at which aerial inventories were initiated each year (15 October ±  2 days [SD]).  I 
terminated analysis on the date on which my study area was estimated to have frozen over based 
on field observations and daily mean temperatures (A. Yetter, Illinois Natural History Survey, 
unpublished data).   
Weather Data 
Hourly weather variables were collected in Peoria, IL, about 40 km N of my study site.  Because 
departures occurred at similar times within and among years (2300–0000 GMT; O’Neal et al. 
2010), I analyzed hourly weather data for the same times on both departure and non-departure 
days (~1700 CST/1800 CDT/2300 GMT).  Winds aloft variables were based on radiosonde data 
collected in Lincoln, IL, about 60 km east of my study area, at 0000 GMT (1800 CST/1900 
CDT) the night of each departure.  I obtained data on snow depth and mean daily temperature 
from Havana, IL (about 10 km SE of study area).   
Data excluded from analysis 
My study radar (KILX) did not collect data on 11 of 874 possible nights and was obstructed by 
weather (Gauthreaux and Belser 2005) on an additional 11 nights.  Cloud cover data were 
missing for 5 days and winds aloft data for another 31 days.  My modeling analysis prevented 
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use of days lacking data for any covariate, so these 36 days were excluded entirely from analysis, 
resulting in a final sample of 816 out of a possible 874 days. Omitted dates were distributed 
within and among years, and I do not believe their omission biased analysis of departure 
probability. 
Model development 
Using standard weather variables shown to affect avian migration (Richardson 1978, 1990), I 
developed the following set of a priori candidate models to explain the timing of dabbling duck 
departures, where nights with emigrations were assigned a value of 1, and those without were 
assigned a value of 0 (Cox and Afton 2000):   
1.  WINDALOFT: Wind that is following relative to the preferred direction of flight has 
been documented as the primary weather condition affecting the propensity for migration in 
many bird species, including ducks (Beason 1978, Richardson 1990, Miller et al. 2005, Liechti 
2006).  Because ducks departed from my study area in a consistent direction each year (Mean 
width of 95% CI about mean direction = 9.4°), I was able to compare the direction of winds aloft 
with the preferred direction of departure.  For each date, I examined wind direction at 433 m 
above ground level (AGL; 610 m above sea level), which is within the range of heights at which 
ducks migrate through my study area (400–600 m AGL; O’Neal et al. 2010).  The high level of 
stopover fidelity observed in ducks (Bellrose and Crompton 1970) suggests they can likely 
compensate for lateral wind drift.  As such, they should theoretically be able to obtain a positive 
net energy gain from any tail wind, regardless of its lateral component.  Also, Erni et al. (2002) 
reported birds distinguished between favorable and unfavorable wind conditions rather than 
grade wind on a continuous scale of favorability.  Therefore, I described the direction of winds 
aloft (0.0°–359.9°) as a binary variable in which winds that were following relative to the mean 
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direction of departure for that year were assigned an index value of 1, and those that were 
opposing a value of zero. 
2.  PRECIPITATION: Precipitation is another limiting factor for avian migration due to 
its impedance of flight and elevated cost of thermoregulation (Bellrose, 1970, Richardson 1990, 
Danhard and Lindstrom 2001) and its potential to cause mortality (Roth 1976).  To capture the 
migration-limiting effect of precipitation, I developed a binary index in which the absence of rain 
at time of departure was coded as 1, and presence of rain as 0 (Bulyuk and Tsvey 2006). 
3.  FLIGHTINDEX: Rather than affecting emigration probability in an additive fashion, 
wind direction and precipitation have the potential to regulate emigration in a nearly absolute 
fashion (Richardson 1978, 1990).  If either condition is unfavorable (wind: opposing, 
precipitation: present), migration is unlikely, whereas if both are favorable migration is possible.  
Therefore, I developed a flight index in which nights with following winds and no precipitation 
were coded as 1, and nights with opposing winds or precipitation were 0. 
4.  CLOUDCOVER: Stars are thought to aid in the orientation of ducks and other birds 
during flight, so their obstruction by clouds could reduce emigration probability (Bellrose 1963, 
Matthews 1963).  Therefore, I scaled cloud cover from greatest to least coverage (10/10–0/10) 
and included this variable alone as a candidate model. 
5.  TEMPERATURE: Air temperature affects the energetic balance of birds (Blem 2000, 
Dawson and Whittow 2000), the progression of duck migration, and the latitudinal distribution 
of migrants throughout a season (Nichols 1983, Schummer et al. 2010).  However, the role of 
temperature as a proximate cue for emigration on a fine temporal scale (i.e., daily) is uncertain 
and I included the variable as a competing model (Bellrose 1973).  Because fall-migrating ducks 
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appear to respond to cold temperature, I coded temperatures <0° C as positive, and temperatures 
>0° C as negative. 
6.  TEMPCHG: Temperature trend is another potential cue for duck departures.  Change 
in temperature as measured by two static data points is subject to fine temporal fluctuations.  To 
capture general changes in temperature, I analyzed temperature trend as the change in mean daily 
temperatures (°C), which were averaged over the 24-hour period immediately preceding a 
departure/non-departure event and the 24-hour period prior to that day.  Because fall-migrating 
ducks appear to respond to decreases in temperature, I coded negative temperature change values 
as positive and positive temperature change values as negative. 
7.  PRESSCHG:  Change in barometric pressure may serve as a proximate cue for future 
conditions at current and future locations of birds (Richardson 1978).  I included change in 
barometric pressure over 6 hours (1700–2300 GMT) as a candidate model. 
8.  DATE:  Though the timing of migration is generally less controlled by photoperiod in 
the fall than spring (Alerstam 1990), some studies have shown an effect of seasonality on daily 
departure probability (Beason 1978), so I included DATE (Julian) as a competing model. 
9.  INTEGRATED: I developed an integrated model that included all of the covariates 
consistently identified as additive conditions that increase the probability of duck migration 
along with DATE (FLIGHTINDEX + TEMPCHG + PRESSCHG + CLOUDCOVER + DATE). 
10.  FLIGHTFUTURE: When the primary conditions for departure are present (following 
wind and no precipitation), ducks might also use change in pressure to anticipate future 
conditions when deciding to depart or stay.  I developed a model to capture these conditions 
(FLIGHTINDEX + PRESSCHG).  
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11.  ORIENTATION: Stopover habitat suitable for migratory ducks is often isolated 
spatially (Bellrose 1980).  The ability to orient to suitable habitat may be dependent on the 
ability to observe necessary orientation cues in the sky and on the ground.  Weather variables 
that affect this capacity could determine the likelihood of departure.  Though ducks likely 
possess orientation mechanisms that are independent of visual cues, they may rely on landmarks 
to compensate for lateral wind drift and navigate to their destination.  The ability to fly at their 
preferred height (400–600 m; Richardson 1972) without the visual obstruction of a cloud layer 
may increase probability of emigration (Beason 1978).  Therefore, I developed a simple index of 
cloud ceiling height.  A cloud ceiling >600 m was assigned a value of 1, and ≤600 m a 0.  I 
included this index in a model with the aforementioned variable for amount of cloud cover to 
create an orientation model (CEILINGHGHT + CLOUDCOVER). 
12.  THERMAL: Ambient temperature can determine the energetic condition of ducks 
during fall.  Current and future temperatures (as indicated by temperature trend) could have a 
substantial effect on the decision to emigrate (Bellrose 1973, Beason 1978), so I included a 
model to capture these conditions according to the mean temperature for the 24 hours preceding 
departure time and the change in that measurement from the preceding day (TEMPERATURE + 
TEMPCHG).  
13.  FORAGE: Available forage is a requisite to a successful migration, and decreasing 
access to food caused by freezing of surface water and/or snow covering the ground may 
motivate emigration in ducks (Richardson 1978, Roshier et al. 2006).  I developed a model that 
included a binary variable describing the likelihood of wetlands freezing (If mean daily 
temperature ≤0° C, then 1; if mean daily temperature >0° C, then 0) and a continuous variable 
estimating the depth of snow coverage (FREEZE + SNOWDEPTH). 
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14.  WSI: Schummer et al. (2010) reported that the severity of weather was an important 
predictor of the movements of dabbling ducks (Schummer et al. 2010).  Therefore, I included the 
best model from Schummer et al. (2010) as a competing model in my analysis.  This model 
included mean daily temperature in which mean daily temperatures <0° were given a positive 
algebraic sign, and temperatures >0° were given a negative sign, the number of consecutive days 
in which mean daily temperature was ≤ 0°, snow depth, and number of consecutive days with 
≥2.54 cm of snow (MEANDAILYTEMP + TEMPDAYS + SNOWDEPTH + SNOWDAYS). 
Statistical Analyses 
I modeled dabbling duck emigration using mixed models logistic regression in the GLIMMIX 
procedure of SAS version 9.2 using a quadrature approximation method (SAS Institute, Cary, 
NC).  I included YEAR as a random effect in all models to account for inter-annual variation not 
encumbered by my covariates, and I fit models with a binomial distribution and logit link 
function.  I evaluated candidate models using Akaike’s Information Criterion (AIC) and AIC 
weights (wi) to determine best approximating and competing models (Burnham and Anderson 
2002).  I evaluated model fit by computing a coefficient of determination (Nagelkerke 1991).  I 
calculated odds ratios (OR) and their 95% confidence intervals for covariates in the best model 
to evaluate their influence on emigration (i.e., the odds of emigration occurring relative to the 
odds of non-emigration).  I also calculated parameter estimates for the best model.  Covariates 
were examined for multi-collinearity based on variance inflation factors (VIF), but none were 
>10 and I retained them all (Kutner et al. 2004).  In addition to the aforementioned models, I also 
specified two classes of models to distinguish conditions that affect the flight of migrants 
(INTEGRATED, FLIGHTINDEX, ORIENTATION) and those that affect the suitability of a 
migrant’s current site (THERMAL, WSI, FORAGE).  I compared relative ranks of models in 
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these two classes to elucidate the biological relevance of statistically important weather 
conditions. 
RESULTS 
Over my 15-year study period, ducks emigrated on an average of 35% of nights each year, with a 
total of 281 departures out of all 816 nights (Table 3.1).  The INTEGRATED model best 
described the timing of emigrations relative to weather, capturing all of the model weight (wi = 
1.0) and explaining over half of the daily variation (R2 = 0.52; Table 3.2).  Though other 
candidate models contained covariates with estimated ORs with 95% CIs that did not overlap 1, 
none of them had sufficient fit to capture any model weight (wi) within the candidate set (Table 
3.1). 
Based on coefficient and odds ratio estimates for the best model, ducks were more likely 
to depart with a positive flight index (following winds, no precipitation), less cloud cover, 
decreasing temperatures, increasing pressure, and earlier in the season (Table 3.3).  The flight 
index covariate had the highest OR, indicating the odds of ducks emigrating with a flight index 
of 1 as opposed to not emigrating were 13.2 to 1 (95% CI 7.8–22.4).  Holding all other covariates 
constant, the probability of ducks emigrating when conditions yielded a flight index of 1 was 
0.93.  Of the 2 conditions that made up the flight index, models composed of individual variables 
indicated a very strong, but variable effect from precipitation (OR = 27.8, 95% CI: 3.8–203.2), 
and a modestly strong and consistent effect from winds aloft direction (OR = 14.5, 95% CI: 9.6–
21.8). 
DISCUSSION 
My INTEGRATED model, which included a favorable flight index (following winds aloft and 
no precipitation), less cloud cover, decreasing temperatures, increasing pressure, and date was 
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clearly superior among candidate models describing emigration in fall-migrating dabbling ducks.  
The INTEGRATED model outperformed simpler models in spite of being highly parameterized.  
It also explained over half of the variation in daily emigration versus non-emigration, which was 
considerably more than previous studies (Bellrose 1973: R2 = 0.19; Beason 1978: R2 = 0.10).  
Further, contrary to the conclusions of previous studies, my results suggested weather was 
indeed an important factor in the timing of fall migration of dabbling ducks at my study site. 
 The INTEGRATED model was dominated by the flight index with the highest OR of all 
the covariates.  This result demonstrates the importance of the components that formed this index 
(winds aloft that are following relative to the preferred migratory direction and an absence of 
precipitation) not merely as individual, additive factors, but as complimentary factors affecting 
the emigration decisions of ducks.  The following or opposing nature of the wind aloft alone 
explained over a third of the variation in emigration (R2 = 0.35).  The use of wind data from the 
altitudes at which ducks migrate rather than the surface likely improved the fit of this model 
compared to earlier studies (Bellrose and Graber 1963, Bellrose 1973).  Precipitation also had an 
important effect, as indicated by the magnitude of the OR when this variable was modeled alone.  
The large CI about the OR of precipitation elucidates the biological nature of its effect.  Namely, 
the presence of precipitation consistently halted migration, but its absence was not a good 
predictor for the occurrence of emigration.  In addition to wind aloft direction and precipitation, 
covariates related to cloud cover, temperature change, pressure change, and date also accounted 
for variation in departure probability and improved the fit of the best model (INTEGRATED).  
These explanatory variables are similar to those observed in studies of other nocturnal avian 
migrants (Able 1973, Erni et al. 2002).  Though migratory behaviors differ among Anseriformes 
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and Passeriformes, the weather variables that determine the timing of fall migration appear to be 
similar between the two (Able 1973). 
 Based on comparison of my two biological classes of models, I found that flight-
associated models (INTEGRATED, FLIGHTINDEX, ORIENTATION) were more competitive 
than site-associated models (THERMAL, WSI, FORAGE), suggesting ducks decided to 
emigrate according to conditions aloft more so than conditions on the ground.  This result 
contrasts typical thinking regarding duck emigration in the mid-continent (Bellrose 1973, 
Bellrose 1980, Havera 1998), especially the lack of importance of temperature and snow cover in 
describing variation in departure (Beason 1978, Schummer et al. 2010).  I suspect my results 
were partially due to the inclusion of early-migrating species (i.e., northern pintail [Anas acuta], 
green-winged teal [A. crecca], American wigeon [A. americana], gadwall [A. strepera], and 
northern shoveler [A. clypeata]), as opposed to just mallards (A. platyrhynchos).  During my 
study (1995–2009), aerial inventories indicated the aforementioned smaller-bodied ducks 
accounted for 30% of dabbling duck use at the study complex (M. Horath, Illinois Natural 
History Survey, unpublished data).  Mallards often depart only when forced to by severe weather 
that degrades site-level conditions.  However, the suite of dabbling duck species I examined 
included many obligate migrant species, which would have been more likely to move through 
the region prior to onset of inhospitable site conditions (i.e., freezing temperatures, frozen 
surface water, and snow cover).  Therefore, the taxonomic composition of my study subjects 
may partly explain why flight condition models explained departure better than site condition 
models. 
 The inclusion of early-migrating species is also likely responsible for my findings 
regarding the explanatory variable Julian date.  Though DATE did not perform well as an 
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individual model, it did contribute to the fit of the best model (INTEGRATE) and yielded an OR 
that did not overlap 1, and a parameter estimate that did not overlap 0.  Interestingly, DATE was 
negatively related to daily emigration probability, which is counter to the findings of previous 
studies (Beason 1978).  Although weather conditions became more severe as date increased, 
emigrations occurred at higher frequencies earlier in the fall due to the more rapid turnover rates 
of early migrants (Bellrose 1980), which resulted in higher emigration probabilities. 
  Forty-eight percent of the variation in the timing of emigration was unaccounted for by 
my weather models.  Weather conditions such as wind direction and precipitation can vary over 
relatively small spatial scales.  As such, there was likely error associated with the spatial 
disconnect between the site of emigration and site at which weather data were collected.  There 
may have been additional unexplained variation associated with a “contrast effect” (Alerstam 
1978, Richardson 1990, Koistinen 2000), which results in higher departure probabilities when 
favorable conditions are preceded by unfavorable conditions rather than favorable ones.  I did 
not attempt to model this effect due to its high correlation with weather variables (Richardson 
1990).  Disturbance caused by interactions with hunters may also have contributed to 
unexplained variation in departure timing (Cox and Afton 2000, Frid and Dill 2002, Legagneux 
et al. 2008).  Finally, food availability as determined by forage production and density-dependent 
competition likely affects the overall amount of time ducks spend at a stopover, and therefore 
may have contributed to variation in departure timing in my study (O’Neal et al. in review). 
 My results address some questions regarding the importance of weather conditions in the 
departure decisions of ducks, but also raise several others.  For example, my results indicated 
direction of winds aloft was a key factor in departure decisions, but it is unknown how ducks 
might perceive or sample wind conditions aloft prior to emigration.  Also, the role of non-
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weather factors (e.g., body condition and hunting) in departure decisions remains unclear and 
warrants further attention.  Finally, my research was conducted during fall, but considerable 
questions remain regarding spring migration in ducks (Arzel et al. 2006).   
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TABLES AND FIGURES 
Table 3.1.  Number of dabbling duck emigrations from Illinois River study area (Fig. 3.1) 
observed on weather surveillance radar in Lincoln, IL (KILX) relative to the total number of 
observable nights for which weather data were available and the resulting percentage of nights 
on which emigrations occurred each year from 1995 to 2009, and in all years combined. 
Year Emigrations Total Nights Percentage
1995 13 46 28
1996 15 61 25
1997 18 50 36
1998 19 64 30
1999 27 61 44
2000 15 54 28
2001 15 65 23
2002 18 49 37
2003 20 58 34
2004 22 52 42
2005 21 49 43
2006 19 44 43
2007 23 54 43
2008 18 51 35
2009 18 58 31
All 281 816 34
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Table 3.2.  Candidate weather models formulated to explain variation in the timing of emigration 
among fall-migrating dabbling ducks in Illinois River valley, as detected by weather surveillance 
radar, 1995–2009, ranked by ascending Akaike’s Information Criterion (AIC).  Also included are 
the number of estimable parameters (k), -2Log-likelihood values, change in AIC, model weight 
(wi), and proportion of variance accounted for (R2). 
Model k -2Log(L) AIC ∆AIC wi R2
INTEGRATED 6 654.93 668.93 0.00 1.00 0.52
FLIGHTFUTURE 4 771.74 779.74 92.77 0.00 0.38
FLIGHTINDEX 3 774.33 780.33 93.36 0.00 0.37
WINDALOFT 3 797.42 803.42 116.45 0.00 0.35
PRESSCHG 3 922.31 928.31 241.34 0.00 0.17
TEMPCHG 3 951.40 957.40 270.43 0.00 0.13
PRESSURE 3 992.52 998.52 311.55 0.00 0.07
PRECIPITATION 3 996.62 1002.62 315.65 0.00 0.05
ORIENTATION 4 998.73 1006.73 319.76 0.00 0.06
TEMPERATURE 3 1004.65 1010.65 323.68 0.00 0.05
CLOUDCOVER 3 1015.00 1019.00 332.03 0.00 0.03
WSI 6 1015.97 1027.97 341.00 0.00 0.03
DATE 3 1023.85 1029.85 342.88 0.00 0.01
INTERCEPT 1 1031.72 1033.72 346.75 0.00 0.00
FORAGE 3 1029.32 1037.32 350.35 0.00 0.00
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Table 3.3.  Estimated coefficients and 95% CIs as well as odds ratios and 95% CIs for covariates 
of the best model (INTEGRATED) explaining variation in daily emigration probability of fall-
migrating dabbling ducks in Illinois River valley, as detected by weather surveillance radar, 
1995–2009.  
Variable Coefficient 95% CI Odds ratio (OR) 95% CI for OR 
FLIGHTINDEXa 2.580 2.049–3.110 13.191 7.759–22.426
CLOUDCOVERb 0.184 0.126–0.242 1.202 1.135–1.274
TEMPCHGc 0.194 0.136–0.252 1.214 1.145–1.287
PRESSCHGd 0.188 0.106–0.270 1.207 1.112–1.310
DATEe -0.038 -0.051–-0.024 0.963 0.950–0.976
 aflight index (following winds and no precipitation yielded a value of 1, opposing winds or     
precipitation yielded a value of 0). 
bcloud cover scaled from greatest to least coverage (10/10–0/10). 
cchange in mean daily temperatures, which were averaged over the 24-hour period immediately  
preceding a departure/non-departure event and the 24-hour period prior to that day.  Negative 
temperature change values were given a positive algebraic sign and positive temperature change 
values a negative sign. 
dchange in barometric pressure over 6 hours (1700–2300 GMT). 
eJulian date 
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Figure 3.1.  A typical duck departure from Illinois River study area, Illinois, USA, at 2340, 08 
November 2008, as depicted on KILX weather surveillance radar 0.5° reflectivity scan. Black 
arrow indicates departure track (150°). 
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CHAPTER 4 
DEPARTURE TRACKS OF DUCKS EMIGRATING FROM THE ILLINOIS RIVER 
VALLEY AND THEIR IMPLICATIONS FOR LEADING-LINE ORIENTATION 
 
INTRODUCTION 
Spatial courses of avian migration are defined by destinations and the routes between them, 
which determine access to resources, exposure to environmental conditions and susceptibility to 
predation.  To migrate successfully, individuals and populations of birds must be capable of 
orienting from one stopover to the next.  The ability to do so requires behaviors that are both 
highly developed and flexible (Berthold 2001, Wiltschko and Wiltschko 2009).   
 The faculties used by birds to orient during migration were first described by several 
studies published in the 1950s.  Landscape cues, innate vector orientation, solar-, stellar- and 
geomagnetic-based compasses were documented in many avian taxa, including ducks (Kramer 
1950, Matthews 1951, Bellrose 1958, Sauer 1958, Bellrose 1963, Matthews 1963, Merkel and 
Wiltschko 1965, Bellrose 1967, Emlen 1967, Walcott and Green 1974).  Subsequent 
investigations have confirmed and expanded our understanding of the complex orientation 
capacities of pigeons (Columbiformes; Wiltschko and Wiltschko 1988) and some passerines 
(Passeriformes; Able and Able 1995, Cochran et al. 2004), but surprisingly little research has 
examined the otherwise well-studied duck taxa (sub-family Anatinae).   
Early descriptions of mass migrations along major rivers (Lincoln 1935, Hochbaum 
1955, Bellrose and Sieh 1960, Bellrose 1968) and visual observations by thousands of biologists 
and hunters have resulted in an entrenched notion that waterfowl migrate along waterways.  The 
associated use of waterways as leading lines (linear landscape features with characteristics that 
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induce migrating birds to follow them; Geyr 1963) remains a key hypothesis regarding the 
orientation mechanisms of ducks (Gill 2007), despite evidence suggesting higher-order 
orientation abilities (i.e., geo-magnetic; Bellrose 1967).  For decades, the incidence of 
movements along rivers, and the corresponding relevance of leading-lines in the orientation of 
ducks have gone untested (Bellrose 1980, Miller et al. 2005).  The study of these phenomena is 
important for understanding the migratory behavior of ducks, but also for conservation planning 
through increased understanding of how ducks distribute themselves spatially. 
Assessing the presence and prevalence of leading-line orientation in ducks requires 
detection and quantification of migratory events that occur at night over large spatial extents.  I 
developed a technique using weather surveillance radar (WSR) that allowed identification and 
quantification of the migratory movements of ducks in some locations.  Herein, I used these 
techniques to address the following objectives: 1) estimate departure tracks of duck emigrations 
from a major stopover in central Illinois over 15 years (1995–2009); 2) examine the central 
tendency and variation of these tracks within and among years; 3) test for a preferred direction 
and if present, compare preferred directions to the leading line of the Illinois River; 4) explore 
temporal trends within years, and; 5) test for inter-annual differences in mean departure tracks. 
STUDY AREA 
I estimated departure tracks of ducks during fall from a 14,431-ha complex of wetlands and 
backwater lakes along the Illinois River in central Illinois (Fig. 4.1). The larger entities in the 
complex were the Emiquon Preserve, Chautauqua National Wildlife Refuge (NWR), Clear Lake, 
Rice Lake, Big Lake, Goose Lake, and Duck Creek Cooling Lake.  My study area contained 
several wetland types, including areas managed for growth of moist-soil plants (Fredrickson and 
Taylor 1982), large areas of open water with submerged aquatic vegetation, floodplain forests, 
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and shallow-water lakes (Havera 1999).  Over the last several decades Chautauqua NWR was the 
most important waterfowl refuge in Illinois with respect to use and has been designated a 
Globally Significant Bird Area (Bellrose 1980, Havera 1999).  In 2006, The Nature Conservancy 
and the U. S. Fish and Wildlife Service restored an additional 4,000 ha in the region (Emiquon 
Preserve, Wilder Tract, Thompson Lake, Flag Lake), substantially increasing the amount of 
habitat for migratory waterfowl within this complex.  According to aerial inventories, dabbling 
ducks (Tribe Anatini) accounted for an average of 90% of waterfowl use during falls 1995 to 
2009 (M. Horath, Illinois Natural History Survey, unpublished data).  This complex is 60 km 
west of a WSR located in Lincoln, IL (KILX; O’Neal et al. 2010).   
METHODS 
Identification of Targets 
For many decades, WSR has been recognized as a tool to study bird movements (Nisbet 1963, 
Gauthreaux 1970, 1992, Gauthreaux and Belser 1998, Koistinen 2000, Diehl et al. 2003, Larkin 
2005).  Recently, O’Neal et al. (2010) used independent ground-truthing techniques (portable 
radar and thermal infrared) to validate WSR as a quantitative technique for the study of 
waterfowl movements.  Movements of aerofauna captured on sequential WSR scans can often be 
classified based on the natural history of organisms present in a region during the period of 
interest (Russell and Wilson 1996; Larkin 2005).  In favorable circumstances, migrant ducks can 
be separated from insects, songbirds (Passeriformes), and other waterfowl based on several 
criteria: 1) morphology relative to radar wavelength (radar cross section); 2) spatial distribution 
throughout the region and within a wetland complex; 3) timing of daily and annual movements; 
4) distance flown; 5) environmental conditions associated with movements; 6) abundance at the 
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source wetland relative to other species, and; 7) characteristic social behaviors that affect 
distribution in flight (O’Neal et al. 2010).   
Acquisition of WSR Data 
I downloaded level II KILX data for falls 1995–2009 from the National Environmental Satellite, 
Data, and Information Service (http://has.ncdc.noaa.gov/pls/plhas/has.dsselect).  I screened all 
reflectivity scans (24 hours/day; ≥144 scans/day) from 15 October – 31 December 1996–1998 
and 2006–2008, identifying duck departures based on the aforementioned criteria (O’Neal et al. 
2010).  All of the departure events I detected in those 6 years appeared on radar an average of 44 
minutes (SD = 6) after sunset.  For the remaining 9 years, I screened a 2-hour period surrounding 
sunset (1700–1900 CST/1800–2000 CDT/2300–0100 GMT) each night.  My starting date (15 
October) was based on the initiation of aerial inventories, which were used to help identify WSR 
targets.  I terminated analysis on the date at which my study area was estimated to have frozen 
over based on field observations and daily mean temperatures (A. Yetter, Illinois Natural History 
Survey, unpublished data).  I excluded 11 nights from analysis when radar data were unavailable 
and another 11 nights when weather systems obstructed the radar, leaving 851 nights 
(Gauthreaux and Belser 2005).   
Measuring Departure Tracks 
When ducks emigrated from my study area, they typically appeared on WSR as a single, 
discrete, ovular echo (Fig. 4.1).  As these echoes traveled outward from the source wetland they 
grew in size, but remained spatially distinct throughout much of the radar domain.  Capture of an 
emigration on multiple radar scans enabled me to estimate the direction relative to the ground 
(track) for each movement that originated from my study area.  I quantified departure track by 
measuring the bearing from the location of a migrant mass on the radar scan when it first 
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emerged from the source wetland to the location on the scan when it was last evident as a 
cohesive mass on radar.  In all cases, the distance between these two locations was >20 km. 
This method required estimation of the two-dimensional center of the migrant group at 
each location.  I examined two techniques for this task: centroids and bounding box centers.  I 
selected a random sub-sample of five departure events from 2006, computed the center of the 
migrant mass for initial and final locations using both methods, and estimated the resulting track.  
Centroid locations were derived from the two-dimensional mean of all pixels (pulse volumes) 
weighted according to reflectivity (z).  Bounding box centers were based on the median x- and y-
values for a box bounded by the maximum two-dimensional extent of the migrant mass (Fig. 
4.1).  I set a reflectivity threshold associated with a volumetric density of 1 duck / km3 (6 dBZ) 
prior to delineation of the migrant mass for either method (O’Neal et al. 2010).  Both 
computations were made using a geographic coordinate system (latitude-longitude).  The 
differences in resulting tracks ranged from 0°–6° with a mean of 3° (SD = 2°).  I used the 
bounding box technique because results from the two methods were not significantly different (t8 
= 2.306, P = 0.950) and calculating the bounding box centers was more straightforward. 
Analyses 
I used circular statistics for all analyses due to the directional nature of my data.  I estimated the 
mean resultant vector (direction and statistical length relative to unit circle with radius of 1) and 
median direction for all departures within and among years (Fisher 1993).  I quantified variation 
in departure direction within and among years according to circular standard deviations, standard 
errors, and 95% confidence intervals about means (Fisher 1993).  To test for circular normality 
(i.e., von Mises distribution), I conducted a Kuiper’s test for each year and all years combined 
(Batschelet 1981, Fisher 1993, Mardia and Jupp 2000).  I tested for a preferred direction of 
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departure by conducting Rayleigh’s uniformity test for each year and all years combined (Fisher 
1993, Zar 1999, Mardia and Jupp 2000).  Using a V-test (Fisher 1993, Zar 1999), I tested if 
ducks emigrated along a track statistically different from the track of the Illinois River (220°), 
which is the largest water course in the region.  Ducks did not appear to follow man-made lines 
such as highways and no other leading lines such as mountain ranges or coastlines were apparent 
in the region.  To check for temporal trends in departure track within each year and all years 
combined, I performed a circular-linear correlation analysis (Mardia and Jupp 2000).   
Finally, I conducted a Watson-Williams F-test to examine differences between the 
direction of the mean annual track for each year and the overall mean track among all years 
(Fisher 1993).  For years with mean tracks that differed from the overall mean, I estimated the 
mean direction of winds aloft across all nights, and compared that to the mean direction of winds 
aloft among all study years to elucidate the possible effect of wind direction on average annual 
departure tracks.  Winds aloft were measured by radiosonde at 433 m above ground level in 
Lincoln, IL.  
RESULTS 
Ducks departed in a SSE direction in each of the 15 years I analyzed (Table 4.1, Fig. 4.2, Fig. 
4.3).  Variation about the mean track was small within and among years (Table 4.1, Fig. 4.2, Fig. 
4.3; 95% CI = 150°–153° for all 15 years).  Tracks were normally distributed about the mean for 
all individual years except 2006.  
The uniformity of track distribution suggested migrant ducks had a statistically 
significant directional preference in each year and in all years combined (P < 0.05; Table 4.1).  
Throughout the study period, ducks departed in a direction that was significantly different from 
the course of the Illinois River (220°; P ≤ 0.001; Table 4.1, Fig. 4.4).   
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Overall, departure direction was unrelated to time of year (Fig. 4.5).  Three of the 15 
years (1997, 1999, and 2002) had statistically significant temporal trends in departure direction, 
but these trends were likely analytical artifacts, as a single extreme track determined the 
significance of the trend in all 3 years (Fig. 4.6).   In general, the mean directions of tracks were 
similar among years, but differed significantly from the pooled mean in 3 years (2004, F1,301 = 
8.164, P = 0.005; 2008, F1,297 = 4.140, P = 0.043; 2009, F1,297  = 11.884, P = 0.001; Table 4.1).  
In 2004, ducks departed in a slightly more southerly direction than average (mean = 159.7°), and 
in 2008 and 2009 ducks departed in a slightly more easterly direction than average (mean = 
146.0°; 142.0°).  Among all study years, winds aloft blew in a mean direction of 62.4°.  The 
mean directions of winds aloft in 2004, 2008, and 2009 were 36.3°, 70.2°, and 62.4°, 
respectively. 
DISCUSSION 
Ducks that emigrated from my study area exhibited a strong preference for a SSE direction of 
travel (Өmean = 151.8°).  This pattern differed significantly from the course of the Illinois River 
(220°), which defines the ecoregion.  Throughout 1995–2009 ducks departed from my study area 
in a direction that was considerably different than reported previously (Bellrose 1957, Bellrose 
1964, Bellrose 1968).  Describing one of the most “spectacular waterfowl migrations” of the 20th 
century, Bellrose (1957) reported that “most of the flocks were following the (Illinois River) 
valley” (Fig. 4.7).  In a radar-based investigation of waterfowl movements along the Illinois 
River, Bellrose (1964) reported, “the bulk of the waterfowl recorded by the Havana radar in 
November, 1962, was migrating in directions between south and southwest” (Fig. 4.8).  In a 
definitive description of waterfowl corridors, Bellrose (1968) visually portrayed the majority of 
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waterfowl following the southwesterly course of the Illinois River (Fig. 4.9).  There are four 
likely reasons for the substantial difference in my results and those of earlier studies. 
First, early descriptions of major migrations were largely derived from visual 
observations that occurred during the day (Hawkins and Bellrose 1939, Bellrose 1957, Bellrose 
and Sieh 1960).  Though striking when they occur, daytime migrations of dabbling ducks are 
rare, with as many as 14 years between occurrences in some areas (Bellrose 1980).  I detected 
none in the 6 years that I examined comprehensively on WSR.  Though daytime movements 
make up a minor portion of all migratory events, the striking nature of their appearance likely led 
to disproportionate weighting with regard to local movement patterns and associated orientation 
strategies. 
Second, potential migratory corridors, such as the Illinois River valley, have been largely 
defined through the recovery of leg bands from hunter-harvested ducks (Bellrose 1968, Bellrose 
and Crompton 1970).  Though early authors were aware of the spatial bias associated with the 
distribution of hunter effort, they nevertheless inferred migratory routes based on concentrations 
of recovered bands.  Inevitably, a concentration of hunting pressure in riparian-associated 
habitats would have contributed to the notion that ducks primarily migrated along river courses.   
Third, the difference between the tracks I observed and those observed by Bellrose 
(1968) could be due to shifts in spatial patterns of duck movements.  That is, perhaps ducks may 
have emigrated SW along the Illinois River during Bellrose’s (1964, 1968) studies, but changed 
to a SSE track since that time.  My data cannot address this possibility directly, but I speculate 
that construction of major waterfowl areas to the SSE of the Illinois River since the time period 
examined by Bellrose (1968) may have enticed ducks to shift their migration patterns (Fig. 4.4).  
Six major reservoirs have been constructed to the SSE of my study area since the time of 
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Bellrose’s (1964, 1968) work (Lake Springfield, Lake Shelbyville, Newton Lake, Carlyle Lake, 
Clinton Lake, and Rend Lake).  Carlyle Lake, which is directly intersected by the 95% CI of 
departure tracks from 1995–2009, has received some of the highest duck-use of any area in 
Illinois since its construction in 1967 (Fig. 4.4; R. Marshalla, Illinois Department of Natural 
Resources, unpublished report).  Areas farther along the SSE track, including the Wabash River 
valley and Reelfoot Lake area of NW Tennessee have also received substantial use by ducks in 
recent years (R. Marshalla, Illinois Department of Natural Resources, unpublished data; R. 
Wheat, U.S. Fish and Wildlife Service, unpublished data).  In 2008 and 2009, 3 mallards that 
were radio-marked at my study site were harvested at the aforementioned reservoirs and in NW 
Tennessee (J. Stafford, Illinois Natural History Survey, unpublished data)  
Fourth, the ducks I tracked on radar and those observed by Bellrose (1964, 1968) 
included multiple species (mallard [Anas platyrhynchos], American black duck [A. rubripes], 
northern pintail [A. acuta], green-winged teal [A. crecca], American wigeon [A. americana], 
gadwall [A. strepera], northern shoveler [A. clypeata]).  During the period of Bellrose’s studies 
(1949–1976), aerial inventories indicated mallards accounted for 92.4% of duck use in the 
Illinois River valley (Bellrose et al. 1979).  During my study (1995–2009), aerial inventories 
indicated mallards only accounted for 68.1% (M. Horath, Illinois Natural History Survey, 
unpublished data).  If non-mallard species migrated in a more easterly direction than mallards, 
then the shift in species proportions might have contributed to a shift in the directional 
preference of the transient dabbling duck population as a whole.  Indeed, Bellrose (1968) 
reported that “most of the other (non-mallard) species of dabbling ducks migrating along the 
Mississippi Corridor winter on the southeast Atlantic Coast” (Bellrose 1968). 
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In addition to the local implications, my results have also informed understanding of the 
orientation of migrating ducks more generally.  Because of the substantial weight given to 
diurnal movements along rivers and the prevalence of leg band recoveries along rivers, the 
notion of ducks orienting along visible leading lines has persisted as a dominant paradigm in 
waterfowl science and conservation (Gill 2007).  Though dabbling ducks may attend to leading 
lines during infrequent diurnal migrations, my data reveal that leading lines are apparently 
unimportant for orientation in the majority of duck emigrations from an important North 
American waterfowl stopover in the Illinois River valley. 
From 1995 to 2009, there was little variation about the SSE track within and among 
years.  This uniformity suggests ducks have a high level of fidelity to migratory routes and 
possibly stopovers.  This finding corroborates the stopover fidelity documented through band 
recoveries (Bellrose and Crompton 1970).  The narrow range of tracks observed in my study also 
provides evidence that navigation may occur very early in the migratory journey, and not just at 
the end (Alerstam 1990).  The consistency of tracks further suggests an ability to compensate for 
lateral wind drift that would otherwise result in a broad spread in migratory tracks.  Indeed, a 
95% CI spanning only 2.8° over 15 years implies that the integrated orientation systems 
documented in other avian taxa are highly developed in ducks as well.   
The dabbling ducks I observed departing in a consistent direction included multiple 
species.  Some of these species generally emigrate early in fall (e.g., green-winged teal, northern 
pintails), whereas others depart late on average (e.g., mallards, American black ducks).  The 
consistency of departure tracks throughout the fall in each year of my study implies that the 
multiple species using my study area shared similar migration routes.  A shared route between 
mallards and non-mallards is notably different than the aforementioned pattern described by 
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Bellrose (1968).  Though I cannot address whether multiple species migrated on the same nights 
or in any biologically meaningful proximity, I contend that the consistency of departure tracks 
alone provides some of the first evidence for closely shared routes between these multiple 
species. 
In addition to spatial changes in migratory patterns at the decadal temporal scale, I also 
observed finer spatial changes at the annual scale.  In 3 of my study years, ducks departed in a 
mean direction that was statistically different than the overall mean.  The southerly tendency of 
2004 was likely owing to 3 departure tracks that were notably west of south.  In 2008 and 2009, 
the distribution of tracks as a whole had a more easterly tendency than average.  Mean directions 
of winds aloft were more easterly than average in 2004 and 2009, and more southerly than 
average in 2008.  As such, it does not appear direction of winds aloft was responsible for the 
observed shifts in dominant departure track during these years.  Rather, temporary spatial shifts 
(i.e., at the annual scale) may be due to intentional efforts to exploit ephemeral habitat associated 
with varying regional precipitation patterns (Bellrose and Crompton 1970, Bellrose 1980).  
Though I have not documented specific changes in available habitat, it is likely that the same 
behavioral flexibility that may have enabled a major shift from the Illinois River corridor to a 
SSE track decades ago could facilitate spatial shifts at finer temporal scales as well.   
The spatial patterns of duck emigrations from the Illinois River valley over the last 15 
years suggest a substantial spatial shift has occurred since the 1950s and that smaller shifts 
occurred among recent years.  Further, the consistency of departure tracks within year and their 
independence from the leading line of the Illinois River provide evidence for advanced 
orientation.  The combination of spatial flexibility and precise orientation enable ducks to 
migrate successfully among stopovers that are dynamic and isolated in space.  Further research 
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in other regions could help address the prevalence and causes of spatial shifts in migratory routes 
among North American ducks.  The flexible and dynamic nature of migration observed in my 
study suggests migratory patterns may change in the future as well.  Conservation planning could 
benefit from adaptive strategies that consider the effects of varying migratory routes.  
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TABLES AND FIGURES 
Table 4.1.  Number of duck departures detected on radar, mean resultant vector direction and length, median direction, circular 
variance and SD, 95% CI about mean direction, Rayleigh Z-statistics and probabilities for test of preferred direction, V-test 
values and probabilities for test of difference between mean direction and direction of the Illinois River (220°) for each year 
(1995–2009) and all years combined, Watson-Williams F-values and associated probabilities for pairwise comparisons between 
the direction of the mean annual track for each year and the overall mean track among all years (1995–2009). 
Year 1995 1996 1997 1998 1999 2000 2001 2002
N 13 15 18 19 27 15 15 18
Mean Vector (°) 153.6 152.5 146.2 153.2 151.4 155.2 154.5 149.1
Length of Mean Vector 0.991 0.988 0.982 0.974 0.983 0.998 0.993 0.993
Median Direction (°) 153.1 153.6 145.3 152.1 152.7 155.7 155.2 147.2
Circular Variance (°) 0.009 0.012 0.018 0.026 0.017 0.002 0.007 0.007
Circular SD (°) 7.872 8.818 10.938 13.253 10.54 3.56 6.787 6.564
SE of Mean (°) 2.469 2.531 2.578 3.04 2.028 1.022 1.948 1.547
95% CI  
minimum (°) 148.8 147.5 141.1 147.2 147.4 153.2 150.7 146.1
95% CI  
maximum (°) 158.4 157.5 151.2 159.1 155.3 157.2 158.3 152.1
Rayleigh Test         
     Z-statistic 12.757 14.649 17.356 18.010 26.102 14.942 14.791 17.765
     P-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
V Test         
     V-statistic 0.397 0.378 0.274 0.383 0.358 0.425 0.412 0.325
     P-value 0.021 0.019 0.05 0.009 0.004 0.009 0.011 0.025
Watson-Williams          
     F-statistic 0.301 0.054 3.755 0.236 0.030 1.245 0.781 0.893
     P-value 0.584 0.817 0.054 0.628 0.863 0.265 0.377 0.346
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Table 4.1. (cont.) 
 
Year 2003 2004 2005 2006 2007 2008 2009 All
N 20 22 21 19 23 18 18 281
Mean Vector (°) 154.7 159.7 151.3 156.1 151.4 146.0 142.0 151.8
Length of Mean Vector 0.981 0.958 0.969 0.965 0.985 0.988 0.989 0.979
Median Direction (°) 153.1 154.1 151.5 158.0 153.3 144.2 141.9 151.5
Circular Variance (°) 0.019 0.042 0.031 0.035 0.015 0.012 0.011 0.021
Circular SD (°) 11.328 16.685 14.494 15.315 10.127 9.053 8.418 11.927
SE of Mean (°) 2.533 3.556 3.162 3.513 2.111 2.134 1.984 0.711
95% CI  
minimum (°) 149.7 152.7 145.1 149.2 147.2 141.8 138.1 150.4
95% CI  
maximum (°) 159.6 166.6 157.5 163.0 155.5 150.2 145.9 153.2
Rayleigh Test        
     Z-statistic 19.233 20.211 19.698 17.690 22.293 17.556 17.616 269.084
     P-value <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001 <0.001
V Test        
     V-statistic 0.409 0.474 0.351 0.425 0.359 0.272 0.205 0.363
     P-value 0.004 0.007 0.011 0.004 0.007 0.052 0.111 0
Watson-Williams         
     F-statistic 1.107 8.164 0.035 2.244 0.024 4.140 11.884 N/A
     P-value 0.294 0.005 0.851 0.135 0.878 0.043 <0.001 N/A
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Figure 4.1.  Wetland complex (black area) along Illinois River from which duck emigrations 
originated, 1995–2009, along with a depiction of an estimated 20,485 ducks captured on the 
KILX weather surveillance radar 0.5° elevation reflectivity scan at the time of departure (1740 
CST) and 40-km into migration (1800 CST) on 08 November 2008.  Bounding boxes 
surrounding the migrant mass and the finer lines dividing them vertically and horizontally 
demonstrate the bounding box method used for quantification of this 143° track.  
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Figure 4.2.  Circular scatter plots of departure tracks of ducks observed emigrating from Illinois 
River study area from 1995 to 2009 on weather surveillance radar (KILX; north at top). 
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Figure 4.3.   End points of mean resultant vectors for duck departures from Illinois River study 
area (Fig. 4.1) captured on radar in each year from 1995–2009 (gray dots), and the grand mean 
vector for all years (black line; Rmean = 0.98, Өmean = 151.8°). 
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Figure 4.4.  Rose diagram of departure tracks of all duck emigrations from Illinois River study 
area (Fig. 4.1) detected on weather surveillance radar from 1995–2009, where lengths of wedges 
depict relative proportion of departure tracks occurring in that 5° range (95% CI for tracks all 
departures depicted by black line).  Gray line depicts Illinois River.  Gray polygons represent 
major reservoirs constructed since Bellrose (1968) investigation of migration corridors.  
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Figure 4.5.  Departure tracks of ducks observed emigrating from Illinois River study area (Fig. 
4.1) from 1995–2009 on weather surveillance radar versus Julian date. 
R = 0.02 
P = 0.682 
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Figure 4.6.  Departure tracks (y-axis; °) of duck emigrations from Illinois River study area (Fig. 
4.1) observed on weather surveillance radar for each year (1995–2009) versus Julian date (x-
axis; 280 = 07 October in non-leap years).
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Figure 4.7.  Re-created from Bellrose’s (1957) description of a major diurnal waterfowl 
migration through central North America from 31 October–02 November, 1955 (note the flight 
directions that align with the course of the middle and lower Illinois River in the inset box).
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Figure 4.8.  Re-created from Bellrose’s (1964) radar study of aerofauna identified as waterfowl 
migrating along the middle Illinois River near Havana, IL in November, 1962 (length of wedges 
depict percentage of total ducks).  Note the general SSW tendency, which aligns with the course 
of the Illinois River at that location.
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Figure 4.9.  Re-created from Bellrose’s (1968) description of waterfowl migration corridors.  Note the direction of the heavy corridor 
(solid black) described as passing through my study area (star) and then SSW with the Illinois River. 
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CHAPTER 5 
SUMMARY 
Migration is a critical component of the annual cycle for many avian taxa, including ducks.    
Though research from the last two decades has elucidated the importance of migration, many 
aspects of waterfowl ecology during migration remain poorly understood due to the difficulty of 
investigating broad movements that often occur at substantial heights and at night.  Weather 
surveillance radar (WSR) offers a unique tool for observing movements of birds aloft, but until 
now has been used primarily to address questions only relevant to broad taxonomic groups.  Using 
WSR imagery from Lincoln, IL (KILX), I identified potential movements of birds emigrating 
from a waterfowl stopover area in the Illinois River valley during falls 2006 and 2007 (1 
September-31 December).  I compared spatial and temporal patterns of these movements to the 
natural history of taxa occupying the source habitat and tentatively classified these radar targets as 
dabbling ducks (tribe Anatini).  During fall 2008, I used a thermal infrared camera to enumerate 
birds passing over my field site during nocturnal migration events.  This estimate of bird density, 
paired with an associated sample of WSR echo strength, provided a mean radar cross section the 
same as dabbling ducks (112.5 cm2) and supported my natural-history-based classification.  
Thermal infrared-estimated duck densities explained most of the variation (r2 = 0.91) in WSR 
echo strength across seven migration events of varying intensities.  My results suggest that careful 
investigation of the spatial and temporal patterns of movements on radar, along with field-based 
ground-truthing, can be used to identify and quantify the movements of specific avian taxa, such 
as migratory ducks. 
The ability to monitor and enumerate duck emigrations from specific stopovers enables 
investigation of important questions regarding the ecology and conservation of migrant populations.  I 
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examined WSR data captured in Lincoln, Illinois to identify and enumerate ducks emigrating from a 
major stopover site in the Illinois River valley during falls 1996, 1997, 2003, and 2005-2008.  For 
each year, I divided WSR estimates of total number of emigrants by aerial inventory estimates of total 
time spent at the site by all ducks (duck use-days) to estimate the average amount of time spent at the 
stopover by each duck (stopover duration).  My mean estimate of 11 days (SD = 4 days) was much 
shorter than the historical estimate (28 days; 1940–1966) used in regional conservation plans under 
the North American Waterfowl Management Plan.  I regressed my estimates of average annual 
stopover duration against an index of annual foraging habitat quality and found a strong, positive 
relationship between these variables (r2 = 0.71), suggesting ducks assessed local conditions and 
adjusted the amount of time spent at the site.  Such behavioral plasticity may be the basis for long-
term shifts in the amount of time birds spend at stopover areas.  Changes in the duration of stopover 
have the potential to influence the way waterfowl managers and planners allocate efforts to conserve 
migrant waterfowl and their habitats, and therefore warrant increased attention from researchers and 
managers. 
In addition to decisions regarding the general length of time spent at a stopover, migrants 
must also decide the specific day upon which to leave.  This decision has significant 
consequences because it requires forfeiting existing conditions, enduring conditions aloft, and 
assuming risk regarding the conditions of an unseen destination.  Unlike spring migration where 
timing is largely controlled through endogenous hormonal mechanisms, fall migration is thought 
to be largely controlled by environmental conditions such as food availability, predation risk, 
social context, and weather.  Among these factors, weather has been identified in numerous 
studies as a major driver for many avian taxa.  However, very few studies have examined ducks 
and those that have did not detect clear relationships, perhaps due to an inability to directly 
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detect migration events.  Using WSR, I monitored the egress of ducks from my study site in the 
Illinois River valley, documenting nights with and without departures.  I developed a set of a 
priori candidate weather models to explain the timing of dabbling duck departures.  Over my 15-
year study period, ducks emigrated on an average of 35% of nights each year, with a total of 281 
departures out of all 816 nights.  A model that included following winds aloft, no precipitation, 
less cloud cover, decreasing temperatures, increasing barometric pressure and Julian date best 
described the timing of emigrations.  This model captured all of the model weight (wi = 1.0) and 
explained over half of the daily variation (R2 = 0.52).  Odds of ducks emigrating when winds 
were following and precipitation was absent were 13.2 to 1 (95% CI 7.8–22.4).  Contrary to 
earlier studies, my results suggest weather is indeed an important factor in the timing of fall 
migration for dabbling ducks in the mid-continent of North America.  Relative ranks indicated 
flight-associated models were more competitive than site-associated models, suggesting ducks 
decided to emigrate according to conditions aloft more so than conditions on the ground.   
Upon departure, ducks must endure conditions aloft and orient to another suitable 
stopover.  Though advanced orientation capacities such as celestial- and magnetic-based 
compasses have been documented in other avian taxa, the notion that ducks rely on the leading-
lines of rivers for visual orientation has remained a dominant paradigm in waterfowl science.  I 
used WSR to examine departure tracks of duck emigrations from my study site along the Illinois 
River from 1995 to 2009.  Ducks had a statistically significant SSE directional preference in each 
year and in all years combined (P < 0.05), and in all cases, ducks preferred a direction 
significantly different from the course of the Illinois River (220°; P ≤ 0.001).  This pattern is 
strikingly different than the SW, river-oriented direction described in the mid-20th century.  
Ducks may have emigrated SSE during early studies and simply been missed by visual 
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observations and band recovery analyses, or they may have altered their migratory patterns to 
exploit habitat that has been created since that time.  Though dabbling ducks may attend to 
leading lines during infrequent diurnal migrations, my data show that leading lines are 
unimportant for orientation in the majority of duck emigrations from an important North 
American waterfowl area.  In addition, departure tracks were very uniform within and among 
years, suggesting ducks have a high level of fidelity to migratory routes and possibly stopovers.  
The consistency of departure tracks also indicates that the multiple dabbling duck species using 
my study area shared similar migration routes.  In addition to spatial changes at the decadal 
temporal scale, I also observed finer spatial changes at the annual temporal scale, with 
statistically different departure directions in 2004 (F1,301 = 8.164, P = 0.005), 2008 (F1,297  = 
4.140, P = 0.043), and 2009 (F1,297  = 11.884, P = 0.001). 
Like most wetland-dependent fauna, duck populations face serious challenges in an 
increasingly human-altered landscape.  Migrating among wetlands that are isolated in space is a 
great challenge, but one for which ducks are ducks are well suited.  They are able to assess 
habitat conditions and adjust the amount of time spent at a stopover, control the timing of 
emigration through the perception and integration of environmental conditions, and migrate in a 
spatially precise fashion, independent of leading lines.  Such behavioral flexibility and keen 
orientation has undoubtedly contributed to the viability of North American duck populations thus 
far and will continue to in the future. 
 
