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1 Introduction
Depuis quelques dizaines d’anne´es, certains mathe´maticiens se dirigent vers
les domaines de la ge´ome´trie alge´brique relie´s spe´cialement aux cate´gories
finies qui prennent ainsi une importance croissante dans les mathe´matiques
pures et applique´es, voir [4] par exemple. Le but de mon recherche est
d’e´tudier la classification des cate´gories finies au moyen de la correspon-
dance entre les cate´gories finies d’ordre n et les matrices carre´es de taille n.
Cette correspondance figure dans les papiers re´cents [1] [8], voir aussi [7, p.
486]. Notre premie`re taˆche consiste a` trouver quelles matrices correspondent
effectivement a` des cate´gories.
Pour chaque cate´gorie A qui a n objets x1,x2,...,xn, la matrice M de taille
n associe´e a` A est de´finie par mij := |A(xi, xj)|. Dans le sens contraire on
ne peut pas dire que pour chaque matrice M il y a une cate´gorie. Dans mon








On cherche donc a` savoir quelles sont les matrices qui ont au moins une
cate´gorie associe´e. On notera cette condition Cat(M) 6= ∅ et on dira parfois
queM marche, ou dans le cas contraire queM ne marche pas si Cat(M) = ∅.
Donc le but de ce rapport est de trouver une cate´gorie pour chaque type de
matrice si possible, ou sinon de pouver que Cat(M) = ∅. Pour cela` il suffit
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de faire la de´monstration pour n = 2 et n = 3 et ensuite on ge´ne´ralise sur n.
Nous ne traitons ici que le cas ou` les coefficients sont strictement positifs.
Pour n = 2:






avec a, b, c, d ≥ 1.
Pour qu’on a Cat(M) 6= ∅ (il existe au moins une cate´gorie associe´e a`M), on
suppose que soit a > 1 et d > 1, soit a > bc ou d > bc, soit a = b = c = d = 1.
Pour n=3:









avec mij ≥ 1 pour tout i, j ∈ {1, 2, 3}.
Si mii > 1 pour i = 1, 2, 3 on trouve une cate´gorie A associe´e a`M (The´ore`me
4.7). Si par exemple m11 = 1, soient m22 > m12m21, m33 > m13m31 et
m23 ≥ m21m13, m32 ≥ m31m12 on va de´montrer Cat(M) 6= ∅.




m11 m12 . . . m1n





mn1 mn2 . . . mnn


avec mij > 0 pour tout i, j ∈ {1, 2, ..., n}.
Premier cas :
S’il existe une seule coefficient diagonale maa = 1 alors Cat(M) 6= ∅ si et
seulement si mii > maimia∀(i 6= a), mij ≥ miamaj∀(i 6= j).
Deuxie`me cas:
S’il existe plus qu’une coefficient diagonale e´gale a` 1 alors il y a deux cas
(voir la de´finition 4.4):
-si M est re´duite alors M ne marche pas.
-si M est non re´duite, on re´duit M en une sous-matrice N , et dans ce cas M
marche si et seulement si N marche.
2
Dernier cas:
Si mii > 1, ∀i alors Cat(M) 6= ∅ (The´ore`me 4.7).
A la fin nous pouvons dire: SiM est une matrice de taille n ≥ 3 avecmij ≥ 1,
alors Cat(M) 6= ∅ si et seulement si, pour toute sous-matrice N ⊂M de taille
3 on a Cat(N) 6= ∅.
Je veux exprimer mon remerciement plus profonde a` mon directeur Carlos
Simpson pour sa confiance en mes capacite´s et mon travail. Merci de con-
sacrer vos heures pre´cieuses pour me guider.
2 Matrices carre´es d’order 2













avec a, b, c > 1, alors Cat(M) 6= ∅ ⇔ |M | = (a− bc) > 0 .
Il faut de´montrer les deux sens.
a) Cat(M) 6= ∅ ⇒ |M | = (a− bc) > 0.
En effet: soit A une cate´gorie finie d’order 2 associe´e a` M dont les objets
sont {x1, x2} et les morphismes de´finis par:
A(x1, x1) = {e1 = idx1 , e2, ..., ea}.
A(x1, x2) = {f1, f2, ..., fb}.
A(x2, x1) = {g1, g2, ..., gc}.
A(x2, x2) = {idx2}.
Les e´quations de la loi de composition sont :
1-eiej pour tout i, j ∈ {1, ..., a}.
2-e2ipour tout i ∈ {1, ..., a}.
3-fjei pour tout i ∈ {1, ..., a} et j ∈ {1, ..., b}.
4-gifj pour tout i ∈ {1, ..., c} etj ∈ {1, ..., b}.
5-figj = idx2 pour tout i ∈ {1, ..., b} etj ∈ {1, ..., c}.
3
6-eigj pour tout i ∈ {1, ..., a} et j ∈ {1, ..., c}.
Normalement il y a huit e´quations d’associativite´ soit:
a-e3i vraie pour tout i ∈ {1, 2, ..., a}.
b-fj(e
2
i ) = (fjei)ei pour tout i ∈ {1, ..., a} etj ∈ {1, ..., b}.
c-(gnfj)ei = gn(fjei) pour tout i ∈ {1, ..., a} ,j ∈ {1, ..., b} et n ∈ {1, ..., c}.
d-(eign)fj = ei(gnfj) pour tout i ∈ {1, ..., a} ,j ∈ {1, ..., b} et n ∈ {1, ..., c}.
e-(fign)fj = fi(gnfj) pour tout i, j ∈ {1, ..., b} , n ∈ {1, ..., c}.
f-e2i gn = ei(eign) pour tout i ∈ {1, ..., a} et n ∈ {1, ..., c}.
g-(fjei)gn = fj(eign) pour tout i ∈ {1, ..., a} ,j ∈ {1, ..., b} et n ∈ {1, ..., c}.
h-(gnfj)gm = gn(fjgm) pour tout j ∈ {1, ..., b} et n,m ∈ {1, ..., c}.
Voici quelques remarques:
Rq (1):
Soit (f, g) ∈ {f1, f2, ..., fb} × {g1, g2, ..., gc} tel que gf = idx1 on a feg =
idx2 =⇒ g(feg) = g alors (gf)(eg) = g =⇒ idx1(eg) = g ce qui donne eg = g
avec (gf = idx1).
Aussi (eg)f = gf = idx1 = e(gf) = e impossible donc f, g n’existent pas tel
que gf = idx1.
Rq( 2):
e2i = ei pour tout i ∈ {1, ..., a} a` condition qu’il existe (f, g) ∈ {f1, f2, ..., fb}×
{g1, g2, ..., gc} tel que gf = ei.
En effet: fg = idx2 =⇒ g(fg) = gidx2 = g alors (gf)g = g =⇒ eg = g
donc pour tout eg = g pour tout e ∈ {e2, ..., ea} tel que gf = e.
On a (eg)f = e(gf) =⇒ gf = ee = e2.
Rq (3):
Il n’existent pas f1 6= f2 et g tel que gf1 = gf2 = e.
En effet : (f1g)f2 = idx2f2 = f2
autrement dit:(f1g)f2 = f1(gf2) = f1(gf1) = (f1g)f1 = f1
donc f1 = f2 contradiction.
Rq (4):
Il n’existent pas f et g1 6= g2 tel que g1f = g2f = e
En effet : (g1f)g2 = eg2 = g2 = g1 = g1(fg2) alors g1 = g2 contradiction.
Rq (5):
Il n’existent pas g1 6= g2 et f1 6= f2 tel que g1f1 = g2f2 = e
En effet : (f1g2)f2 = idx2f2 = f2
autrement dit:(f1g2)f2 = f1(g2f2) = f1(g1f1) = (f1g1)f1 = f1
donc f1 = f2 contradiction.
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Donc les 4 remarques Rq (1) Rq (3) Rq (4) et Rq (5) donnent (a−bc) > 0
c.a`.d a > bc.
b) a > bc⇒ Cat(M) 6= ∅.







2 = e) pour tout i, n ∈ {1, ..., b} et j, p ∈ {1, ..., c}.
2-fne
i
j = fi pour tout i, n ∈ {1, ..., b} et j ∈ {1, ..., c}.
3-gjfi = e
i
j pour tout i ∈ {1, ..., b} etj ∈ {1, ..., c}.
4-figj = idx2 pour tout i ∈ {1, ..., b} etj ∈ {1, ..., c}.
5-eijgk = gj pour tout i ∈ {1, ..., a} et j ∈ {1, ..., c}.


































p ) = fje
n











p ) = gjfn = e
n
j vraie.











(fjgn)fp = fp = fj(gnfp) = fje
p











pgr = gp vraie .
(fie
n
p )gj = fngj = idx2 = fi(e
n
pgj) = figp = idx2 vraie .
(gjfi)gn = e
i
jgn = gj = gj(fign) = gj vraie .
Toutes les e´quations associatives marchent donc B est une cate´gorie finie
d’order 2 , d’apres la construction des morphismes de B alors B est associe´e








finalement Cat(M) 6= ∅.






avec pour commencer u = bc + 1.
En fait A est une cate´gorie de M(u), soit A′ une nouvelle cate´gorie dont les
objets Ob(A) = Ob(A′) et les morphismes de´finis par :




j , ..., e
b
c, e1, ..., en}
A′(x1, x2) = {f1, f2, ..., fb}
A′(x2, x1) = {g1, g2, ..., gc}
A′(x2, x2) = {idx2}
avec la loi de composition de´finie par:
eigj = e
1
1gj = g1 pour tout i ∈ {1, 2.., n} .
fiej = fie
b







1 pour tout i, j ∈ {1, 2.., n} .
Toutes les e´quations associatives marchent alors A′ est une cate´gorie associe´
a` M(u+ n).







alors on a Cat(M) 6= ∅ dans les cas suivants :
1- a=b=c=d=1 voir [2];
2- a=1, d > bc;
3- d=1, a > bc;
4- a > 1 , d > 1 voir [8].
Sinon Cat(M) = ∅.
Preuve: on pose a > bc.







D’apre`s ce qui pre´ce`de il existe A une cate´gorie associe´e a` N , avec Ob(A) =
{x1, x2} et les morphismes de´finis par:







A(x1, x2) = {f1, f2, ..., fb}.
A(x2, x1) = {g1, g2, ..., gc}.
A(x2, x2) = {idx2}.
Soit A′ une nouvelle cate´gorie tel que Ob(A′) = Ob(A) et les morphismes
de´finis par:




j , ..., e
b
c, ebc+2..., ea}.
A′(x1, x2) = {f1, f2, ..., fb}.
A′(x2, x1) = {g1, g2, ..., gc}.
A′(x2, x2) = {idx2, n1, ..., nd−1}.
avec ni 6= nj pour tout i, j .




Toutes les e´quations associatives marchent donc A′ est une cate´gorie associe´e
a` M , donc Cat(M) 6= ∅.
3 Matrices triples
On va e´tudier les matrices de taille 3:
M =





Supposons n > 1 et r > 1, sinon voir le cas des lemmes (4.5, 4.6). On peut
de´duire de l’e´tude pre´ce`dant que n ≥ ac+1 et r ≥ bp+1. Les deux matrices










voir [2] (ici une sous-matrice correspond par convention au meˆme sous-
ensemble des colonnes que des lignes). Un lemme facile dit que si N est
une sous matrice qui ne marche pas alors M ne marche pas non plus !
En plus m ≥ bc et q ≥ ap en effet:
soit A une cate´gorie associe´e a` M dont les objets sont {x1, x2, x3} et les mor-
phismes sont donne´s par:
A(x1, x1) = {1}.
A(x1, x2) = {f1, ..., fa}.
A(x1, x3) = {h1, ..., hb}.
A(x2, x1) = {g1, ..., gc}.
A(x2, x2) = {e0 = 1, ..., en}.
A(x2, x3) = {k1, ..., km}.
A(x3, x1) = {L1, ..., Lp}.
A(x3, x2) = {M1, ...,Mq}.
A(x3, x3) = {N1, ..., Nr}.
les e´quations de la loi de composition sont:
NN ′ ∈ {N} MN ∈ {M}
LN ∈ {L} gM ∈ {L}
kM ∈ {N} eM ∈ {M}
hL ∈ {N} fL ∈ {M}
Nk ∈ {k} Mk ∈ {e}
Lk ∈ {g} ge ∈ {g}
ke ∈ {k} ee′ ∈ {e}
hg ∈ {k} fg ∈ {e}
Nh ∈ {h} Mh ∈ {f}
Lh = 1 kf ∈ {h}
gf = 1 ef ∈ {f}
les e´quations d’associativite´ sont donne´es par 8 lignes:
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fgf ∈ {f} fLh ∈ {f} gfg ∈ {g} fge ∈ {e} fLN ∈ {M}
hgf ∈ {h} hLh ∈ {h} efg ∈ {e} hge ∈ {k} hLN ∈ {N}
gef = 1 gMh = 1 kfg ∈ {k} gee′ ∈ {g} gMN ∈ {L}
ee′f ∈ {f} eMh ∈ {f} Lhg ∈ {g} ee′e” ∈ {e} eMN ∈ {M}
kef ∈ {h} kMh ∈ {h} Mhg ∈ {e} kee′ ∈ {k} kMN ∈ {N}
Lkf = 1 LNh = 1 Nhg ∈ {k} Lke ∈ {g} LNN ′ ∈ {L}
Mkf ∈ {f} MNh ∈ {f} Mke ∈ {e} MNN ′ ∈ {M} MNk ∈ {e}
Nkf ∈ {h} NN ′h ∈ {h} Nke ∈ {k} NN ′N” ∈ {N} NN ′k ∈ {k}
MhL ∈ {M} kfL ∈ {N} NhL ∈ {N} fgM ∈ {M} geM ∈ {L}
keM ∈ {N} LkM ∈ {L} NkM ′ ∈ {M} NkM ∈ {N} eMk ∈ {e}
fkL ∈ {e} hLk ∈ {k} gMk ∈ {g} LhL′ ∈ {L} kMk′ ∈ {k}
gfL ∈ {L} efL ∈ {M} LNk ∈ {g} ee′M ∈ {M} hgM ∈ {N}
Nous revenons au but: il faut de´montrer que m ≥ bc et q ≥ ap.
On suppose que m < bc alors il y a 3 cas:
–il existe h 6= h′,g 6= g′ tels que hg = h′g′ alors L(hg) = L(h′g′) donc
(Lh)g = (Lh′)g′ alors g = g′ car (Lh = 1) et L arbitraire;
–il existe h ,g 6= g′ tels que hg = hg′ alors L(hg) = L(hg′) donc (Lh)g =
(Lh)g′ alors g = g′ car (Lh = 1);
–il existe h 6= h′, g tels que hg = h′g alors (hg)f = (h′g′)f donc h(gf) =
h′(g′f) alors h = h′ car (gf = 1)et f arbitraire.
De meˆme pour q ≥ ap.
On pose q < ap alors il existe 3 cas:
–il existe f 6= f ′,L 6= L′ tels que fL = f ′L′ alors g(fL) = g(f ′L′) donc
(gf)L = (gf ′)L′ alors L = L′ car (gf = 1)et g arbitraire;
–il existe f ,L 6= L′ tels que fL = fL′ alors g(fL) = g(fL′) donc (gf)L =
(gf)L′ alors L = L′ car (gf = 1) et g arbitraire;
–il existe f 6= f ′,L tels que fL = f ′L′ alors (fL)h = (f ′L′)h donc f(Lh) =
f ′(Lh) alors f = f ′ car (Lh = 1) et h arbitraire.
Finalement :
The´ore`me 3.1 Si M est une matrice strictement positive de taille 3 telle
que m11 = 1 et m22, m33 > 1, une condition ne´cessaire pour qu’elle marche
est que n ≥ ac+ 1, r ≥ bp + 1 et m ≥ bc , q ≥ ap.
Rq: ge = g et e2 = e pour tout e ∈ A(x2, x2) et g ∈ A(x2, x1), f ∈ A(x1, x2)
tel quefg = e en effet:
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fg = e alors g(fg) = ge donc (gf)g = g = ge aussi fg = e alors f(ge) = e
donc (fg)e = e alors e2 = e.










alors Cat(M) 6= ∅ ⇐ n = ac+ 1, r = bp + 1, m = bc, q = ap.
Preuve: soit A une semi-cate´gorie dont les objets {x1, x2, x3} et les mor-
phismes de´finis par:
A(x1, x1) = {1},
A(x1, x2) = {f1, ..., fa},
A(x1, x3) = {h1, ..., hb},
A(x2, x1) = {g1, ..., gc},





A(x3, x1) = {L1, ..., Lp},
A(x3, x2) = {M1, ...,M
a
p },






i 6= 1 pour tout i,
A(x3, x3) = {N
1
1 , ..., N
a
p } avec N
j
i 6= 1 pour tout i.
































































j figj = e
i
j
N ijhj′ = hi M
i
jhj′ = fi
Lihj = 1 K
i
jfj′ = hi




Toutes les e´quations associatives marchent. Donc A est une semi-cate´gorie.
Soit B = A⊕ {idx2} ⊕ {idx3} donc B est une cate´gorie associe´e a` M ce qui
donne Cat(M) 6= ∅.
Notation:









avec n = ac ,r = bp, m = bc et q = ap d’apres ce qui pre´ce`de M admet A
comme semi-cate´gorie.
Maintenant on va chercher une semi-cate´gorie associe´e a` M avec n > ac, r >
bp,m > bc, q > ap et apre`s on ajoutera les identite´s.
Soit M(ac + 1) matrice de´finie par :








avec r = bp,m = bc, q = ap.
Soit A′ une semi-cat’egorie dont les objets sont Ob(A′) = Ob(A) avec les
morphismes:
A′(x1, x1) = {1};
A′(x1, x2) = {f1, ..., fa};
A′(x1, x3) = {h1, ..., hb};
A′(x2, x1) = {g1, ..., gc};





A′(x3, x1) = {L1, ..., Lp};
A′(x3, x2) = {M1, ...,M
a
p };





′} avec e′ 6∈ A(x2, x2);
A′(x3, x3) = {N
1
1 , ..., N
a
p } .
Les e´quations de la loi de composition de A′ sont les meˆmes que pour A, en














































































1fi) = gjf1 = 1 = (gje
′)fi = (gje
a























jf1 = hi varie .
(kije


















j hn = f1 = e
′(M ijhn) = e
′fi = f1 vraie.





































′ = eic = fi(gje





′ = kic = hi(gje









































































′)M ij = gcM
i
j = Lj = gn(e
′M ij) = gnM
1



































n vraie de meme e
′eM .
Donc A1 est une semi-cate´gorie, on note e
′ = e1
on suppose que An−1 est une semi-cate´gorie telle que An−1 = A
′∪{e2, ..., en−1} =
A ∪ {e1, ..., en−1} avec ei 6= ej pour tout i, j ∈ {1, ..., (n− 1)}













Pour ve´rifier que An−1 est une semi-cate´gorie on conside`re les e´quations de
la loi d’associativite´ suivantes.
(eiej)fv = e
1
cfv = f1 = ei(ejfv) = eif1 = f1 vraie.
gv(eiej) = gve
1

















































































c ) = e
1
c vraie.
Les autres e´quations ressemblent aux e´quations dans le cas de e1.
Donc An−1 est une semi-cate´gorie associee´ a` la matrice suivant:








Maintenant on ajoute des morphismes sur A(x2, x3).
Soient k1, ..., km morphismes dans A(x2, x3) avec ki 6= kj pour tout i, j ∈























jfl = h1 = kv(e
i
jfl) = kvfi = k
1





c )fl = k
1
cfl = h1 = kv(eifl) = kvf1 = k
1









j hl = h1 = kv(M
i
jhl) = kvfi = k
1











































































































































1fi)Lj = h1Lj = N
1









1fi)gj = h1gj = k
1



















v = Lv = Lj(kiM
o
v ) = LjN
1
v = Lv vraie.























v = gv vraie.

















































































































































































































































Par la meme construction on peux ajouter aussi sur A(x3, x3) et sur A(x3, x2)

























c ,eiMj = M
1
p et kiMj = N
1
p .
pour tout i ∈ {1, ..., q}.
Les e´quations associatives marchent, doncA(n−1,m,q,r−1) est une semi-cate´gorie
c.a` .d en ajoutant les identites A′(n,m,q,r) est une cate´gorie associe´e a` la ma-





c ac+ n bc +m




ou` n, r,m, q sont des entiers naturels.









avec z ≥ 1,n > ac ,r > bp, m ≥ bc et q ≥ ap alors Cat(M) 6= ∅









D’apre´s le the´ore`me pre´ce´dant Cat(N) 6= ∅ alors il existe une cate´gorie A
de´finie comme pre´ce´demment, soit A′ une cate´gorie dont les objets Ob(A′) =
Ob(A) et les morphismesMor(A′) =Mor(A)∪{n1, n2, ..., nz−1} avec A
′(x1, x1) =





ninj = n1 avec i 6= j.
Alors A′ une cate´gorie associe´e a` M donc Cat(M) 6= ∅.
4 Matrices Ge´ne´rales




1 M12 . . . M1n









avec Mij > 0 ∀i, j ∈ {1, ..., n} et Mii > 1 pour ∈ {2, ..., n},
alors Cat(M) 6= ∅ si et seulement si Mii > M1iMi1∀i ∈ {2, ..., n} et Mij ≥
Mi1M1j avec i, j ∈ {2, ..., n}.
En effet:
on supose que M marche alors il existe A cate´gorie associe´e a` M dont les
objets sont {x1, ..., xn} et |A(xi, xj)| =Mij .
On va de´montrer que Mii > M1iMi1 on suppose que Mii ≤ M1iMi1, soit
A(x1, xi) = {f1, ..., fa} et A(xi, x1) = {g1, ..., gb} et A(xi, xi) = {1, e2, ..., ec}
avec a = M1i , b = Mi1 et c = Mii on a gf = 1 pour tout f,g et fg = e
on a Mii ≤ M1iMi1 alors soit il existe g, g
′, f, e tel que fg = fg′ = e alors
g(fg) = g(fg′) = ge donc (gf)g = (gf)g′ alors g = g′ impossible car g 6= g′;
soit de meˆme pour si on a f, f ′ tel que fg = f ′g = e impossible, soit si on a
f, f ′, g, g′ avec fg = f ′g′ = e impossible aussi, ce qui donne Mii ≥ M1iMi1.
Si ∃f, g tel que fg = 1 alors g′(fg) = g′ alors (g′f)g = g′ donc g = g′ impos-
sible.
Finalement Mii > M1iMi1.
Pour Mij ≥ Mi1M1j ,
soit A(xi, x1) = {g1, ..., gb},A(x1, xj) = {h1, ..., hm} et A(xi, xj) = {L1, ..., Lv}
avec b = Mi1, m = M1j et v = Mij , on suppose que Mij < Mi1M1j , alors
ils ∃L, h, h′, gou L, h, h′, g, g′ ou L, h, g, g′ les trois sont les meˆmes type de
de´monstration; je veux prendre le cas ou` ∃L, h, h′, g, g′ tel que L = hg = h′g′
alors Lf = (hg)f = (h′g′)f donc Lf = h(gf) = h′(g′f) alors Lf = h = h′
impossible car h 6= h′, ce qui donne Mij ≥Mi1M1j pour tout i, j ∈ {2, ..., n}.
Maintenant on va de´montrer le sens inverse: si Mii = M1iMi1∀i ∈ {2, ..., n}
et Mij = Mi1M1j avec i, j ∈ {2, ..., n} alors M marche .
En effet:
Soit A′ une semi-cate´gorie dont les objets sont {x1, ..., xn} et |A
′(xi, xj)| =
Mij avec les notations suivantes:
A′(x1, x1) = 1.
A′(x1, xi) = {if1, ..., ifM1i} pour tout i ∈ {2, ..., n}.
A′(xi, x1) = {ig1, ..., igMi1} pour tout i ∈ {2, ..., n}.
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} pour tout i ∈ {2, ..., n}.









} pour tout i, j ∈ {2, ..., n} avec i 6= j.








































g ◦ f = 1 ie
a




































c = igc ifa ◦ igb = ie
a





D’apre`s cette de´finition les e´quations associatives marchent comme dans
l’exemple de la matrice triple.




1 M12 . . . M1n





Mn1 (Mn1M12) . . . (Mn1M1n)

 .
On ajoute des morphismes pour ge´ne`raliser le the´ore`me sur les matrices de
taille 3. On arrive surtout aux ensembles des morphismes suivants:





, ie1, ..., iesi} pour tout i ∈ {2, ..., n}











jHtij} pour tout i, j ∈ {2, ..., n} avec
i 6= j
a` condition que tous les ajoute´s sont distincts, et en plus la loi de composition
est de´finie par :
iek ◦ (...) = ie1 ◦ (...) pour tout k ∈ {1, ..., si} et i ∈ {2, ..., n}.
(...) ◦ iek = (...) ◦ ie
M1i
Mi1
pour tout k ∈ {1, ..., si} et i ∈ {2, ..., n}.
iek ◦ iek = iek pour tout k ∈ {1, ..., si} et i ∈ {2, ..., n}.
iek ◦ iep = ie
1
Mi1
pour tout k, p ∈ {1, ..., si} et i ∈ {2, ..., n}.
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i




1 ◦ (...) pour tout p ∈ {1, ..., t
i
j} et i, j ∈ {2, ..., n}.
(...) ◦ ijHp = (...) ◦j H
M1j
Mi1
pour tout p ∈ {1, ..., tij} et i, j ∈ {2, ..., n}.
i





pour tout k ∈ {1, ..., si},p ∈ {1, ..., t
i








pour tout k ∈ {1, ..., si},p ∈ {1, ..., t
i
j} et i, j ∈ {2, ..., n}.




1 M12 . . . M1n







Mn1 (Mn1M12+) + t
n
2 . . . (Mn1M1n) + sn

 .
On peut ensuite ajouter les identite´s sur x2, . . . , xn.
Finalement si M = (Mij)n une matrice positive d’order n telle que M11 = 1
alors Cat(M) 6= ∅ si et seulement si Mii > M1iMi1∀i ∈ {1, ..., n} et Mij ≥
Mi1M1j∀i, j ∈ {1, ..., n}i 6= j.
On obtient le the´ore`me suivant:
The´ore`me 4.2 Si M11 = 1 et Mii > 1 pour i > 1, avec Mij > 0 ∀i, j, alors
Cat(M) 6= ∅ si et seulement si Mii > M1iMi1 ∀i ∈ {1, ..., n} et Mij ≥ Mi1M1j
∀i 6= j ∈ {1, ..., n}.
On doit maintenant traiter la possibilite´ que Mii = 1 pour plusieurs i
distincts.
De´finition 4.3 : Soit A une categorie d’ordre n avec objets x1, . . . , xn, on
dit que xi et xj sont isomorphes s’il existe f ∈ A(xi, xj) et g ∈ A(xj , xi) tels
que fg = 1xj et gf = 1xi.




donne´s par h 7→ fh dans une direction, et u 7→ gu dans l’autre; et
A(xi, xk)
∼=→ A(xj , xk),
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donne´ par h 7→ hg dans une direction, et u 7→ uf dans l’autre. Si M est la
matrice de A, on en de´duit:
∀k, Mki =Mkj
et
∀k, Mik = Mjk.
De´finition 4.4 : Soit A une cate´gorie telle qu’il existe deux objets distincts
xi et xj (i 6= j) qui sont isomorphes, on dira que A est non-re´duite. On
dira que A est re´duite sinon,c’est-a`-dire si deux objets distincts sont toujours




∀k, Mik = Mjk,
cela veut dire que la ligne i e´gale la ligne j et la colonne i e´gale la colonne j.
On dira qu’une matrice M est re´duite si elle n’est pas non-re´duite.
Rq: D’apres le debut ci-dessus, on obtient que si A est non-re´duite, alors M
est non-re´duite. Donc, par contrapose´ siM est re´duite alors A est re´duite. Le
contraire n’est pas force´mment vrai: il peut exister une cate´gorie A telle que
M est non-re´duite, mais A re´duite, par exemple on peut avoir une cate´gorie






mais telle que les deux objets de A sont non-isomorphes et donc A re´duite.
The´ore`me 4.5 Si M une matrice non re´duite, on peut re´duire M en une
sous matrice N re´duite telle que M marche si et seulement si N marche.
En effet: Supposons queM est une matrice n×n non-re´duite. On peut de´finir
une re´lation d’e´quivalence sur l’ensemble d’indices {1, . . . , n} en disant que
i ∼ j si ∀k, Mki = Mkj et∀k, Mik =Mjk. Celle-ci est syme´trique, reflexive
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et transitive. On obtient donc une partitionde l’ensemble d’indices en re´union
disjointe de sous-ensembles
{1, . . . , n} = U1 ⊔ U2 ⊔ · · · ⊔ Um
avec Ua∩Ub = ∅, telle que tous les e´le´ments d’un Ua donne´ sont e´quivalents, et
les e´le´ments de Ua ne sont pas e´quivalents aux e´le´ments de Ub pour a 6= b. (Ce
sont les classes d’e´quivalence pour la re´lation d’e´quivalence). Choisissons un
repre´santant r(a) ∈ Ua pour chaque classe d’e´quivalence. Dans l’autre sens,
on note par c(i) ∈ {1, . . . , m} l’unique e´le´ment telle que i ∈ Uc(i). Ici c(i) est
la classe d’e´quivalence contenant i. On a
c(r(a)) = a
mais r(c(i)) n’est pas toujours e´gale a` i: on a seulement qu’ils sont e´quivalents
r(c(i)) ∼ i. On obtient une sous-matrice de taille m×m
Nab := Mr(a),r(b).
On peut faire en sorte que r(a) < r(b) pour a < b: on choisit r(a) le plus
petit e´le´ment de Ua, et on nume´rote les classes Ua par ordre croissant de leur
plus petit e´le´ment. Dans ce cas N est vraiement une sous-matrice de M . On
a N re´duite, puisque les e´le´ments de Ua et Ub ne sont pas e´quivalents pour
a 6= b. Si A est une cate´gorie dont la matrice est M , on obtient une sous-
cate´gorie pleine B ⊂ A qui consiste des objets r(a) seulement, a = 1, . . . , m.
La matrice de B est N . Donc si M marche, alors N marche. L’e´quivalence
entre i et r(c(i)) implique que pour tout k on a
Mk,i = Mk,r(c(i)), Mi,k =Mr(c(i)),k.
On en de´duit que pour tout i, j on a
Mi,j =Mr(c(i)),j =Mr(c(i)),r(c(j)) = Nc(i),c(j).
Ceci indique comment aller dans l’autre sens. Supposons que B est une
cate´gorie dont la matrice est N . Notons par y1, . . . , ym les objets de B. On
de´finit une cate´gorie A avec objets note´s x1, . . . , xn en posant
A(xi, xj) ∼= B(yc(i), yc(j)).
20
On pourrait de´finir
A(xi, xj) := {(i, j, β), β ∈ B(yc(i), yc(j))}.
La composition est la meˆme que celle de B, i.e.
(i, j, β)(j, k, β ′) := (i, k, ββ ′).
De meˆme pour les identite´s, et les e´quations associatives et les re`gles des
identite´s sont faciles a` ve´rifier. Donc A est une cate´gorie.
On a:
|A(xi, xj)| = |B(yc(i), yc(j))| = Nc(i),c(j) = Mi,j.
Donc A corre´spond a` la matrice M .
Finalement: e´tant donne´e une matrice non-re´duite M , on peut construire
par la construction pre´ce´dante une sous-matrice N qui est re´duite, telle que
M marche si et seulement si N marche. La sous-matrice N est unique a`
permutation d’indices pre`s.
Lemme 4.6 Soit M est une matrice re´duite avec Mi,j > 0, et s’il existe
i 6= j tels que Mi,i = 1 et Mj,j = 1, alors M ne marche pas.
En effet: On suppose que M marche alors il existe une cate´gorie A associe´e a`
M et comme M est re´duite alors A est re´duite. En plus Mi,i = 1 et Mj,j = 1
alors xi et xj sont isomorphes. En effet, A(xi, xj) a Mij > 0 e´le´ments, on
peut en choisir un f ; et A(xj , xi) a Mji > 0 e´le´ments, choisissons-en g. Alors
fg = 1 et gf = 1 car |A(xi, xi)| = Mii = 1 et |A(xj , xj)| =Mjj = 1. Alors A
est non-re´duite contradiction donc M ne marche pas.
The´ore`me 4.7 (Leinster [1]) Soit M = (mij) une matrice carre´e dont les
coificients sont des entiers naturels et pour tout i mii ≥ 2 ,alors Cat(M) 6= ∅
(i.e.d il existe une cate´gorie associe´ a` M).
En effet: Soit M = (mij) de taille avec mii ≥ 2, on pose nij := mij pour
i 6= j et nii := mii−1. On peut de´finir une semicate´gorie A associe´ a` N dont
les objets sont 1, 2, ....., n, pour tout couple (i, j) on a une fle`che Φij :i → j
tel que Φij 6= 1ii,la loi de composition de´finit par si f : i → j et g : j → k
Φij alors gf = Φik. Ensuite on peut de´finir une cate´gorie B en rajoutant a`
A les identite´s, pour tout i on a 1ii : i→ i. La matrice de B est M .
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Corollaire 4.8 Pour toute matrice positive on peut e´tudier si cette matrice
marche ou non.
En effet: soit M = (mij) de taille n alors il y a deux cas :
a- mii > 1 pour tout i ∈ {1, 2, ..., n}
b- il existe au moins une i’ tel que mi′i′ = 1
Cas (a):
on a Cat(M) 6= ∅ d’apre´s le the´ore`me pre´ce´dant.
Cas(b):
1- s’il existe une seule i’ tel que mi′i′ = 1 ,on peut e´tudier cette matrice
d’apres le the´ore`me 4.1.
2- s’ils existent i,j,......l tel que mii = mjj = ........ = mll = 1 alors il y a deux
cas:
-si M une matrice re´duite alors M ne pas marche d’apre´s (lemme 4.6) .
-si M une matrice non re´duite alors il existe une matrice N re´duction de M
facile a` e´tudier par re´currence.
Corollaire 4.9 Si M est une matrice de taille n ≥ 3 avec mij ≥ 1, alors
Cat(M) 6= ∅ si et seulement si, pour toute sous-matrice N ⊂ M de taille 3
on a Cat(N) 6= ∅.
En effet, dans l’e´tude pre´ce´dente, dans les cas (a) et (b1) les conditions
ne concernent que les triples d’indices i, j, k et donc ne concernent que les
sous-matrices de taille 3. Pour cas (b2) si mii = mjj = ........ = mll = 1,
la condition ne´cessaire et suffisante pour que M marche est que pour tout
autre k on a mik = mjk = ... = mlk et mki = mkj = ... = mkl, et que la
sous-matrice de´finie en enlevant j, ..., l marche d’apre`s le cas (b1).
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