Abstract-The paper presents a method for digital PID and first order controller synthesis based on frequency domain data alone. The techniques given here first determines all stabilizing controllers in respective three parameter spaces from measurement data. In both PID and first order controller cases, the only information required are frequency domain data (Nyquist-Bode data) and the number of open-loop RHP poles. Specifically no identification of the plant model is required. Examples are given for illustration.
I. INTRODUCTION
In much of industrial practice, controllers are designed without an analytical model of the plant. Instead, design is based on other available information about the plant. Typical information available for the plant is time or frequency response of the plant [1] . For stable plants, engineers use a sinusoidal input to obtain the response of a linear timeinvariant discrete-time system. For unstable plants, the plants are stabilized first, then a sinusoidal input is given to obtain the frequency response. Indeed, this approach is as popular as the plant model based approaches in classical control design.
In modern/postmodern control theory a different concept of control design was introduced based on a state space model. The technique parameterizes all controllers that stabilize the given plant. An optimal controller is then selected by searching the space of stabilizing controllers [2] . One of the severe drawbacks of this otherwise elegant approach is that it tends to produce excessively high order controllers. Thus, controller order reduction and subsequent re-validation of the reduced order controller are often required. In Hara, Shiokata, and Iwasaki [3] , the generalization of KYP lemma designed to be valid over the prescribed frequency ranges was developed to deal with fixed order controller synthesis. Henrion et. al [4] have advocated a relaxation approach to the design of fixed order controllers. Haddad, Hwang, and Bernstein [5] have discussed design of fixed order controllers in the discrete-time case. Iwasaki and Skelton [6] have studied design of H ∞ controllers of fixed order. Dorato [7] has advocated the use of quantifier elimination (QE) techniques to deal with the fixed order controller design problem. Gryazina and Polyak [8] have revisited Neimark's D-Decomposition technique [9] , [10] controller design problem using LMI techniques [11] . New results that completely determine the entire set of PID and first order stabilizing controllers for a given LTI plant were also introduced [12] - [14] . Using this stabilizing set, smaller sets that satisfy additional closed-loop performance and/or robustness requirements were also found [15] . These techniques also require some form of mathematical model of the plant.
Recently, a model free synthesis approach based on time series data has been proposed by Ikeda [16] , [17] . Design of control based on input output data has also been advocated by Skelton and Shi [18] , Furuta [19] , Chan [20] , etc. The approaches to find the entire sets of PID and first order stabilizing controllers (three term controllers) that satisfy prescribed performance specifications were also extended to deal with plants without analytical models [21] , [22] . The approaches are based on frequency domain responses of an LTI plant. It has also shown that the performance design problem can also be casted into the problem of stabilizing an equivalent complex plant. In the present paper we consider digital three term controllers to be designed for plants where the only information available is the frequency response data. We show how complete sets achieving stability and performance can be determined from this data alone without identifying the plant model. Illustrative examples are included.
II. NOTATION AND PRELIMINARIES
Consider the rational function
where P i (z), i = 1, 2 are real polynomials, which are assumed to be devoid of zeros on the unit circle. To evaluate Q(z) on the unit circle we use the Tchebyshev decomposition [13] , [23] . Set
and
Then
where 
where R i (u) and T i (u) are real polynomials in u. Then it is easy to see that
has p zeros at u = −1 and let t 1 , · · · , t k denote the real distinct zeros of T (u) of odd multiplicity ordered as follows:
We recall the following signature formula for a rational function. 
The above signature formula is the key to constructing a set of linear inequalities representing stabilizing regions in the controller parameter space.
In subsequent sections, we first develop a way to use the signature formula in Theorem 1 without the knowledge of any form of analytical models to develop a computation of all digital PID controllers stabilizing the plant. The design of first order controllers without analytical models will also be dealt with similarly.
Let the plant transfer function be the rational function 
B. Knowledge of the number of unstable poles of the plant, that is, poles of the plant located outside the unit circle.
C. Knowledge of the relative degree r of the plant.
Consider a stable plant shown in Fig. 1 . Then it is easy to see that the steady state value of the discrete time output is
The frequency response of the plant can be thus determined from the measurement:
where M := P (e jωT ) and θ := P (e jωT ).
Clearly this amounts to knowledge of the complex function
That is knowledge of the rational functions P r (u), P i (u).
III. PID CONTROLLERS FOR DISCRETE-TIME SYSTEMS
Consider the feedback system shown in Fig. 2 .
Consider the general formula of a discrete-time PID controller
where
The closed-loop characteristic polynomial is
Multiplying N (z −1 ) both sides, we have
where z o and p o are the numbers of zeros and poles of P (z) found outside the unit circle, respectively, and r is the relative degree of the plant P (z).
Proof: Let z i and p i be the numbers of zeros and poles of the plant P (z) inside the unit circle. Then the net phase change of
Theorem 2 Let the plant be
with relative degree r. Let the PID controller be
.
Then the closed-loop system is stable if and only if
and z o is the number of non-minimum phase zeros of P (z).
Proof: Consider the signature
where N r (z) is the reverse polynomial of N (z) and m is the degree of N (z). Assuming that n is the degree of D(z),
where i δ and i N r are the numbers of interior roots of δ(z) and N r (z), respectively. For stability of the closed-loop system, it is required that i δ = n + 2. Furthermore,
Thus, for stability
Write the Tchebyshev representations of D(z) and N (z):
Note that P c (u) is nothing but the frequency response of P (z). Thus, eqs. (17) and (18) can be rewritten as
Now we let T (u) = 0, then we have, since
we have
Since
Therefore, the sign sequence will be obtained from eq. (26) for all K 3 values obtained from eq. (24). We now show how the above signature relationship corresponding to stability can be computed without knowing the plant transfer function P (z) but from knowledge of the frequency response.
Example 1 To illustrate, we take a set of frequency data points from the example used in [13] . Let us assume that the following information is available. The Nyquist plot of the plant P (z) is shown in Fig. 3 . From Fig. 3 ,
Therefore, z 0 = 0. Using Theorem 2, the stability requirement is equivalent to σ z
where t i are the zeros of the imaginary part of eq. (23) for fixed K 3 . It is easy to see that at least two zeros t i are required and also that the only feasible string of sign sequences is:
The feasible range of K 3 values is that corresponding to the requirement of two zeros in T (u). We now plot the right hand side of eq. (24). Using the relationship u = − cos θ, we have the set of Nyquist data points in u axis.
Using eq. (24), we now plot the following (see Fig. 4 ). Then the set of linear inequalities corresponding to K 3 = 1.3 is
By sweeping K 3 over (−0.7, 1.4), we have the stabilizing PID parameter regions shown in Fig. 5 that is identical to the region obtained in [13] . 
IV. FIRST ORDER CONTROLLERS
Let the plant and controller transfer functions be
In [14] , it is shown that the entire first order stabilizing controllers for a given discrete-time LTI plant can be characterized in (x 1 , x 2 , x 3 ) space by at most two straight lines and one curve. The analytic expressions of the two straight lines and the curve are obtained in terms of the plant transfer function coefficients. In this section, we give new set of expressions that are equivalent but rely on the frequency domain data points of the plant instead of its analytical model. Unlike the PID controller case described in the previous section, the assumption regarding the knowledge of the relative degree of the plant is not required in this case. All other assumptions listed in Assumption 1 hold. Consider
Consequently,
Thus,
For complex root crossing, we now have the expression of the curve in (x 1 , x 2 ) space for every fixed x 3 [14] .
We now rewrite these as
The two straight lines representing the real root crossing are given [14] :
Since R D (1) = 0 and R D (−1) = 0, we rewrite
Example 2 To illustrate the method, we take a set of frequency domain data points from the plant used in [14] . Available Information: 1. Frequency domain data P(e jωT ) := P (e jωT ), ω = π T sampled every T = 0.01 .
2. The plant is stable, i.e., the number of poles outside the unit circle is 0, that is, p o = 0.
At x = 0.75, Fig. 6 is obtained. Note that each separated region in Fig. 6 represents a set of controller parameters that gives a fixed number of unstable poles of the closed-loop system. To identify the stabilizing region, we arbitrarily select a point from each region and plot the corresponding Nyquist plot, that is,
Fig . 7 shows the Nyquist plots with selected controllers from the four specified regions. The Nyquist plot with a controller from Region 1 shows that the encirclement around −1 point is 2π, i.e., N = 2. Since p o = 0, the corresponding closed-loop system will have 2 poles outside the unit circle. Similarly, corresponding closed-loops system with controllers from Region 3 and 4 will have 2 and 3 poles outside the unit circle, respectively. This test led us to the conclusion that the region 2 is the only stabilizing controller parameter region. By sweeping over x 3 , we have the entire first order stabilizing controllers for the given plant shown below in Figure 8 . The method given here shows that complete stabilizing regions can be constructed without analytical state space or transfer function models provided we know the frequency response measurements and number of unstable poles for three term controllers. The inclusion of performance requirements leads to complex stabilization problems for families of plants which can be solved in like manner. The extension of these concepts to higher order and MIMO controllers is a topic of future research.
