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This part is concerned with the applications of the general limit theorems 
with rates of Part I, achieved by specializing the limiting r.v. X. This leads to 
new convergence theorems with higher order rates in the one- and multi-dimen- 
sional case for the stable limit law, for the central limit theorem, and the weak 
law of large numbers. 
This is Part II of the preceding paper [9], The contents of Part I are assumed 
to be known. 
References are in alphabetical order in each part, some of the basic papers 
of Part I being recalled here. The sections are numbered consecutively. 
Whereas Part I is concerned with several general limit theorems on con- 
vergence in distribution with rates of sequences of T.v., the limit being the 
d.f. of an arbitrary r.v. X, the purpose of Part II is to deal with the applications 
of these theorems for special choices of the limiting r.v. and a normalisation 
function p)(n) (tending to zero for n -+ oz). These are the stable r.v., the normally 
distributed r.v. X*, and the r.v. X,, that vanishes almost surely. 
6. STABLE LIMIT LAW WITH RATES 
The first applications of our general approximation theorems lead to con- 
vergence theorems with rates for which the d.f. of the limiting r.v. is the 
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symmetric (real) stable d.f. with index 0 < y < 2, to be denoted by Fry, 
the characteristic function (ch.f.) of which has the form 
exp[--c I t PI (c 2 0; 0 < y < 2). (6-l) 
THEOREM 9. Let (JQsN b e a sequence of real independent r.v. and r E N, 
0</3<l,O<oI<r. 
(a) Assume that 
urq+,s,i( Y,J := jm I x lr-1+0 d IPxs - FY,,XX>I -=c ~0 (i E N) (6.2) 
and that there exist constants C, such that 
n-(j+*-r-O)‘v ?I j j-R xi d(F,, - FY,,)(x) 1 < Cj f ++a,iP’,J 
i=l 
(0 6 j < I - 1). (6.3) 
For each f E Lip@ - 1 + /3; r; C,) there holds 
II I f (x + y) dC&,,,,w(x) - FY,@II / 
< (C, + Lrk - l)!)?z-+l+s)lv i l++&i(Yv) (6.4) 
uniformly in y E R. 
(b) If there holds assumption (6.2) for /3 = 1 and instead of (6.3) the strongm 
condition 
s 
xjd(FX, - Fyy)(x) = 0 (O<j<r--l;iEN), (6.5) 
R 
then 
Is f (x + Y) P dCQ,,nvv 
(4 -FY&)I I 
uniformly in y E R. In particular, f E Lip(a; r; C,) implies that 
II VS,p/v f - Vyvf II G 2%-Q+ [Fl %i(q’r. 
(c) If the r.v. Xi me i.d., v,.(Yy) := ja I x 1” d I(FX1 - FYY)(x)I < 03 and 
(6.5) holds, then 
IS f (s + Y) d[Q,nl/v (4 -FYyc41 ] 
< 2c2,sw,([n-(‘-y)~~~,(Yy)]1/‘; f; t-2,) 
BB 
e-5.6) 
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uniformly in y E R. In particular, f E Lip(c*; r; C,) yields 
The proof of this theorem is a simple application of the results of Section 3 
First, one must determine the q-decomposition Z,., of a stable r.v. For thi: 
purpose we set Fz, n := Fry, y(n) = n-l/~, 1 < i < it, n E N. Then 
F sky-,zi,, = FY~ (6.7; 
which follows most easily by applying ch.f. to both sides. In the terminology 
of Section 3 this means that Gi,n = F,. - Fr . Then the proof of part (a] 
follows from Theorem 1, part (b), Theoiem 2,Yand part (c) from Corollary 2. 
Returning to the remark to Theorem 2, there is pure convergence in (6.4) 
provided gzl v,,+,,~(Y,,) = O(n(r--l+fi)/~). In particular this is so in (6.6) if 
r > y. 
Since the r’th moment of a stable r.v. only exists for r’ < y < 2, conditions 
(6.2), (6.3), and (6.5) have to be interpreted correctly. Recall the remarks 
at the end of Section 2. For the same reasons Theorem 5 (i) but not part (ii)] 
may be applied, which leads to a o-theorem for stable distributions. 
THEOREM 10. Let (&)iEN be a sequtmce of real independent r.v. and r E N. 
(a) Assume that v,,,(Y,,) < 00, i E N, and 
65.8) 
fwl \(j<r,n-+co,aswellas 
- FYJX)l = 08 (f ,.,(Y,)) (6.9) 
i=l 
for n + co, each 6 > 0. 
Then f E CJ implies that 
I w fb + Y) W~~,nvvW - Fy,b)l = 5, 
uniformly in y E R. 
(b) If the r.v. X, me i.d., v,.(YJ < co, as well as 
s w 
xjd(FxI - FYJ~ = 0 (1 \< j < I), 
(n - a> 
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thenforfeC,‘onehas 
The proof follows directly by Theorem 5 (i), again using the fact that the 
Z,,, are decomposed via (6.7). 
Returning to pure convergence again, Corollary 3 (case r = 1) delivers 
this fact for i.d. r.v. even for r = y, i.e., for the stable distribution with index 
y = 1, the Cauchy distribution, provided 
I w 
x d(F, - FyJ(X) = 0 
since (4.10) holds. Indeed, 
For classical results in this respect, compare with, e.g., [14, p. 76EJ or [ll, 
p. 1754. 
Concerning the literature, Paulauskas [15] (f or earlier papers see Banys [l] 
and Satybaldina [21]) established an O-approximation theorem for i.d. r.v. Xi 
for the stable limit law; however, for the function class w = {x(-~,J(x); 
x, u E rW>; in other words, he studied the convergence of the d.f. Fsnjnllr towards 
Y,, , giving pointwise error estimates. Under somewhat stronger assumptions 
he obtained the same rates as ours for 0 < Y  - y < 1, but just the rate n-i/+’ 
for Y  - y > 1. This phenomenon already occurs with the CLT (see [8]), 
I.e., in the particular case of stable distributions with index y = 2. Indeed, 
when considering the class R one cannot achieve convergence rates better 
than n-1/2 without supplementary assumptions upon the r.v. X, such as 
Cramer’s condition. Thii stands in contrast to rates with respect to the function 
class C,r. The reason is that in this case the smoothness conditions upon the 
d.f. Fx, of the given Xi have been transferred to the class Csr. In a newer paper 
[16] Paulauskas also examines function classes other than R (in the multivariate 
case) and deduces convergences rates that depend directly upon the function h 
he considers, namely, in the form l/h(&y). 
7. THE CENTRAL LIMIT THEOREM WITH RATES 
Theorems 9 and 10 dealing with stable distributions also enable one to 
handle the CLT, the case y = 2. Since all of the moments exist in case the 
limiting distribution is the normal distribution, contrary to the case of stable 
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distributions with y < 2, it is possible to disentangle conditions (6.2) (6.3) 
etc., according to the individual d.f. For this reason one needs to pose the 
existence of the 7th moment only upon the given sequence of r.v. and not 
upon the difference; moreover, one can detach the matter from the particular 
choice y(n) = n-l/y with y = 2, choosing now p(n) = 1 Isn , so that T, = Sn/sn . 
So let us set 
7jj.j := E(X,j) := (7.1) 
(7.2) 
In this instance the v-decomposition components are given by Fzt (I = Fuixa , 
and so 
THEOREM 11. Let (X&N be a sequence of real independent r.v. and Y E N, 
r>3,0</3<1,o<cY<r. 
(a) Assume that 
Lw3.i -=c CQ (iE N) (7.3) 
and that there exist constants Cj such that (0 <j < Y  - 1) 
&I r+6--i-1 f 1 rli,i - u,CE(X*~)l < C5 $” s, I x jr-l+6 d 1 F&) - F,&)l. (7.4) 
i=l 
Then one has for f  E Lip@ - 1 -I- B; r; CB) 
< (C, + L,/(r - l)!)s,(T-l+B) *$r [&-,+a,, + ui’-l+%(] x* l+-r+a)] 
(b) If condition (7.3) holds, and instead of (7.4) the stronger condit&m 
?jj,i = c+?qx*j) (O,(j,(v-l;iEtV), (7.5) 
then f E Lip(r - 1 + p; r; C, + CBT) implies that 
< (L,/(r - l)!)s;“-l+D’ i [I,,,,( + a;-“eE( I x* y+e)]. 
24 
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E(W) =E(X*j) (O<j<r-1), (74 
then f E Lip(r - 1 + /3; r; C, + C,‘) implies 
(7.7) 
(e) Let the r.v. Xi be i.d., 5, < CO, and let (7.6) hold. Then 
sup II f (x + Y) wew I 4‘Fs,/n 44 -Fx*Wl 1 
< 2cz,swr(n-(c-2)/2+[Ir 4 E( I X* I’)]“‘; f; C, + G’). 
In particular, f tz Lip(q Y; C, + C,*) yields 
I( Vs,,,p,ef - V,,f (I < 2~~,~L~n-~(~-~‘~~~[5, + E(I X* lr)]“/‘. 
Proof. (a) This part follows from Theorem 1 since (; E IV) 
VP-1+&f = 
s 
I I x lr-1+6 d I Fx,W - C,&)l 
< 5+.,+&f + uy8E(I x* y-l'") < 00. (7.8) 
(b) First, because of (2.5) and since f E Lip(r - 1 + 8; Y; C, + C,‘), it 
follows that f (r-l) E Lip@; I; C, + Cbl), which in turn implies that 
f’“‘(x) = O(l x 18). (7.9) 
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Now using the fact that for x > 0 (case x < 0 is analogous), 0 < Ui < x’, 
0 < i < r - 2, one has 
f(x) = [ ]I’ ... csb”‘-” [J-y fY~,-1) du,-, + a,-,] k-2 + 4 du,-, 
. . . +a11 du,+q,, 
with ai : = f(“)(O), and thereforef(x) = O(j x j+J+B). Now [r-I+B,i < co, in N 
by (7.3), so E(/ S,/S~ + X* lr-l+O) < co; hence ~EL(F~,,~,+~*). The result 
now follows by Theorem 3, noting (7.8). 
Parts (c), (e), and (d) follow readily by the corresponding parts of Theorem 4. 
In case the r.v. are i.d., one takes u2 = 1 without loss of generality. Then 
s 98 = &2 * I 
Observe that, in analogy with condition (7.8), Theorem 11 (a) remains true 
if condition (7.4) is weakened to 
~;+j-l f 1 qi,i - 0,jE(X*j)) < Cj f [[T-l+B,i + ~~-l+%(j X* 1+-l+“)]. (7.4’) 
i=l i=l 
Theorem 5 enables one to deduce two o-error estimates in this instance. 
THEOREM 12. Let (Xi)isN be a sequence of real independent r.v. and r E N, 
r 3 2. Assume that {,,i < 03, i E N , and 
for 1 < j < Y, n -+ co, together with 
forn-+co,each6>0. ThenfECBryieldsforn+co 
(7.12) 
The proof follows at once from Theorem 5 (a)(i), noting (7.8) with /I = 1. 
If one applies Theorem 5(ii) instead of Theorem 5(i) it is even possible 
to disentangle the hypotheses (7.10) and (7.1 l)- in such a fashion that conditions 
are only posed on the d.f. Fxl and no more on the difference Fxd -F+* . 
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For this purpose, however, one needs an additional condition, namely, the 
Feller condition 
THEOREM 13. Let (Xi)iCN be a sequence of real independent r.v. and r E N, 
r > 2. 
(a) Assume that there holds crSi < CO, i E N, 
s;-j f j Qj - q%?qX”~ - )I - 0, (g Kr.5 + %‘Wl x* I’)l) (7.14) 
i==l 
for 1 < j f Y, n --t 00, together with 
for n -+ 00, each S > 0, as well as th Feller condition (7.13). Then f e CJ yields 
forn-+oo 
sup / j. f (x + Y> 4&n,&) - Fx441 1 = of (C f Kr,i + @(I X* 1’11). yeP w i=l 
(7.16) 
(b) If the r.v. are i.d., 5, < 00, as well us 
s d d[F,&) -F&c)] = 0 (1 <j < r), (7.17) IR 
&none hasforf~CbCandn-+ OD 
sup 1). f (x + Y) d[h,/n+ - Fx441 1 = ott~-(‘-2)‘2[5~ + WI X* 1’11). 
YSR I 
Proof. (a) To make use of Theorem 5 (a)(ii), one only has to show that 
condition (7.15) implies (4.6ii), since (7.14) corresponds directly to (4Sii). 
Indeed, 
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Now because of Feller’s condition (7.13), it was shown in [7] that the r.v. 
aiX* also satisfy the Lindeberg condition of order r, i.e., 
which concludes the proof, noting that Cy=, Var(u,X*) = Cy=, ui2 = s,,~. 
(b) This follows by Theorem 5 (c) since C’,? CL(Fts,lnl,z)+x*) because 
ql(wn”“) + x* I’> -=c co, and since the r.v. Z,,, with Fz i.n = F,, are i.d. 
with respect to i, n E N. 1 
8. THE CLASSICAL CLT; GENERALIZED LINDEBERG CONDITION; DISCUSSION 
The well-known Lindeberg CLT for not necessarily id. r.v. states that 
(8.1) 
for any x E R provided the classical Lindeberg condition, i.e., (7.15) holds 
for r = 2. This result also follows from Corollary 3. Indeed, E(XJ = 0, 
i E N, without loss of generality, so that (7.14) is trivially satisfied for j = 1,2. 
On the other hand, (7.15) for r = 2 is known to imply the Feller condition. 
Now, as in the proof of Theorem 13 (a), one can show that the assumptions 
of Theorem 5 (a)(ii) are satisfied, and therefore those of Corollary 3 apart 
from (4.11). But 
g Pz2.i + 4 = 2h2 = O(sn2>, 
which yields (4.12) (with T,, = S 1 n s, and X = X*) which in turn is known 
(see, e.g., [5, pp. 42 and 181) to be equivalent to (8.1). 
Let us consider condition (7.15), introduced in [7] in greater detail. It may 
be considered to be a generalized Lindeberg condition of order r since it reduces 
to the classical one in the case Y  = 2. At first a sufficient condition is given 
such that a sequence of r.v. satisfies such a generalized Lindeberg condition. 
Although a Lindeberg condition of higher order does not necessarily imply 
one of lower order, this will be shown to be so provided a supplementary 
condition is satisfied. 
PROPOSITION 2. (a) If there exists an E > 0 such that 
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then L,‘(S) -+ 0, n 4 co, for each 6 > 0, where 
t s.rn := ;I 58,i (s E R+, n E w. 
(b) If the Lindeberg condition of order Y + E, r > 2, 0 < E < 1, is satisfied, 
then that of order I holds provided 
L&r.n%~> = O(l) (n + a). (8.3) 
Proof. (a) Noting that 1 x 1 > as,, implies 1 < 1 x IE/& , it follows together 
with (8.2) that for each 6 > 0 
(b) Because ) x 1 > as,, also implies ( x 17+E > ) x IF tisnE, and (8.3) means 
that snC/t r+c,n a l/Ptr,n)> n - m, for some M > 0, one has 
for n -+ co and each 6 > 0. Since L:*(6) -+ 0 for each 6 > 0, the proof 
follows. 1 
Note that Proposition 2 (a) in the particular case r = 2 is the well-known 
fact that condition (8.2) then called the (classical) Ljapounov condition, implies 
the classical Lindeberg condition since t 2,n = s,~. This suggests calling (8.2) 
the Ljapounov condition of order r. 
In this terminology Proposition 2 (a) states that the Ljapounov condition 
of order r implies the Lindeberg condition of the same order. 
Note that Brown [6] gave another generalization of the Lindeberg and 
Ljapounov conditions of order r in such fashion that both are equivalent if 
Y > 2. See also Basu [2], who follows Brown. 
Concerning the discussion of the material of Section 7, let us mention that 
Theorems 11 and 13, especially Theorem 11, are improvements of those of [7]. 
Indeed, the hypothesis in Theorem 1 of [7], namely, that <r,i < CO, is replaced 
by the weaker condition [r-1+8,i < co for a p E (0, l] in parts (a), (b), and (d) 
of Theorem 8, and that additionally in part (a) the assumption on the equality 
of the moments [namely, (7.91 is replaced by the further weaker condition 
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(7.4) or (7.4’) on the rate of the difference of the moments qi,i - u$E(X*j) 
(see example below). Furthermore, the five assertions (a)-(e) of Theorem 11 
are sharpenings of those of [7] since either the function class CBr is replaced 
by the larger class C, + C,r, or the rate of convergence as well as the constants 
involved are improved. This is particularly evident in part (e). Indeed, instead of 
Of(r+3+~)/2[~, + E(I x* 17) + l] (0 <B < 1) 
one now has 
Of(~-w2d+2)[5r + qj x* y)]“/’ (0 < a! < r). 
Comparing both estimates for 01 = Y - 1 + /3, then rz-“(r-2)/2r ,< ~(~-~+fl)/~ 
iff /3 < 1; moreover, [5, + E (1 X* ]r)]“” ,< 5, + E (1 X* 1’) + 1. 
The fact that the hypotheses of Theorem 8 (a) are actually weaker than 
those of Theorem 1 [7] is revealed by the following example. It also justifies 
that posing a condition of type (7.4’) is meaningful in the sense that there 
exist r.v. satisfying (7.4’) but not (7.5). 
Choose r = 6, ,L3 = 1, and symmetric r.v. Xi, the moments of which differ 
“slightly” from those of the standard normal r.v. X* as follows: define the 
r.v. Xi via their d.f. Fxi by 
F&) = aiF&) + (1 - 24 F,(x) + aiF&), 
where 
(8.4) 
and 
1 - 3-i 
‘i = 2(3 + 2-i) 3 
c, = (3 + 2y2 
z (1 - 3-y/4 (i E N). 
Now Fxi is a d.f. since the sum of its coefficients, which are all non-negative, 
is equal to one. One has E(XiJ) = 0 for j = 1, 3 and 5, i E N. Moreover, 
IqX?) = 772.t = (1 - 3-y, 
E(Xj4) = r),,i = 3 + 2-f, (iE N) 
E(Xje) = Q,, i = (3 + 2-“)z/( 1 - 3-i)W’. 
This gives the estimates 3 < r],,, < 1, $ < $$ < 1, 9 < vs,i < 31, and 
(2/3)n < sn2 < 7t. Then it can be shown that condition (7.4’) is satisfied with 
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C, = C, = C’s = C, = 0, C, = 1. Therefore Theorem 11 (a) yields for 
f~ CBS that 
II VS,,s,f - Vx*fII < (; IIf(*) II + & IIP II) c f [Li + dQ(I x* I”)1 
i=l 
where 
= O,(n-Z), 
s, = i (1 - 3-i)lP ljZ. 
I i-1 1 
Similar but somewhat more difficult examples can be constructed that give 
convergence rates of order higher than O(@). 
Let us finally recall that when examining convergence rates even in the case 
of i.d. r.v. for the d.f. themselves, thus when considering the indicator function 
~(-~,~l , u E R, instead of the function f E C, + C,*, one cannot do without 
a supplementary condition in the assumptions of Theorem Ild, namely, 
Cramer’s (C) condition. 
On the other hand, let us mention here that the assertions of Theorem 11 (d), 
for example, are none the less best possible for the function classes under 
consideration in the sense that condition (7.6) is not only sufficient but even 
necessary such that (7.7) holds with respect to the class Lip(r - 1 + /?; r; 
Cb + C,‘). For partial results see [8], for sharper ones [12]. 
9. WEAK LAW OF LARGE NUMBERS WITH RATES 
As a final application of the general theorems of Sections 3 and 4 we shall 
deduce the WLLN together with error estimates. These will not be considered 
for the law in the form that q(n)& converges in probability to zero, i.e., for 
each E > 0 
ml d+% I 3 4 + 0 (n + a>, (9.1) 
but in one that is known to be equivalent to it (see [5, p. 251, [3, p. 220]), namely, 
(9.2) 
for each f E CBT, any r E P. In case (Xi)isRi is a sequence of real independent, 
not necessarily i.d. r.v. that is square integrable, the well-known sufficient 
condition for either to hold is that v,(n) = l/n and 
g1 Var(X,) = o(n2) (n + co). (9.3) 
For our goal, the limiting r.v. will be taken as X0 with d.f. F0 (recall (8.4)). 
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THEOREM 14. Let (XJiEN be a sequence of real independent r.v. and 7 E N, 
o<p,(1,o<a,<2. 
(a) Assume that (7.3) holds and there exist constants Cj such that 
- 
,< cc, + L,l(r - I)!) dw1+8 i L+s,i id 
(b) If there hoZds (7.3) and instead of (9.4) 
I~,~=O (j=O,l;iElY), 
1). (9.4) 
(9.5) 
(9.6) 
then f E Lip@ + 1; 2; C, + Cb2) implies (9.5) with 7 = 2 and C, = 0. 
(c) If the r.v. Xi are id., [2 < CO and 71 = 0, then 
sup yeR 1 j-/(x +Y> dP?z.tn,s,@) -Fo(xll / G %294~1’zd~) i'?;f; G + C,">- 
(9.7) 
In particular, i f f  E Lip(ar; 2; C, + Cb2), then 
II Y&ds,f - GJll d 2c,,,L,5~‘2(n1’2~(n))“. 
The proofs follow from the corresponding theorems in Sect. 3. Indeed, 
part (a) follows from Theorem 1, (b) from Theorem 3, and (c) from Theorem 4 
(part 2). One just sets Fzi,, = F, and has 
F m(n)x~~lz,*, = F 0 * 
With Gi = Fx, - F. one has further pj,i = qi,i and JJ~,~ = &i. 
Concerning the associated o-error estimates for the WLLN, it does not 
matter whether one uses the (i) or the (ii) version of Theorem 5, the hypotheses 
coinciding. So one has 
THEOREM 15. Let (XJicw be a sequence of real independent r.v. and r E N. 
(a) Assume that crsi < co, ig N, that (7.15), as well as 
(1 < j < 7; n -j a> 
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holds. If f E C,+‘, then for n + 00 
(9.8) 
(b) If the r.v. Xi are i.d., & < co, and qi = 0, then (X&N satisjies the 
WLLN, i.e., (9.1) holds with y(n) = a-l. 
Part (a) follows from Theorem 5 (a), noting that concerning (4.6) one has 
for an arbitrary measurable set A 
Part (b) follows from Corollary 3 (case Y = 1) with p)(n) = n-l since (7.15) 
is always satisfied for r.v. that are i.d. and (4.10) holds in this instance. Therefore 
(9.2) holds, and so (9.1). 
First note that concerning the question of convergence in (9.7) of Theorem 
14 (c), v(n)& converges in probability to zero if v(n) = o(+12), n -+ co. 
Second, in the case of not necessarily i.d. T.v., Theorem 14 (a) and (b) sub- 
sumes the WLLN in the form (9.2). Indeed, without loss of generality let 
the r.v. be such that E(XJ = 0, in N, i.e., (9.6) holds; (7.3) is satisfied for 
/3 = 1, Y = 2 since Var(XJ < 03. Herewith Theorem 14 (b) implies with 
cp(n) = n-r that for f E C,2 
which gives (9.2) in view of (9.3). 
Concerning previous results on rates in the matter, apart from the fact 
that one could interprete the d.f. of the r.v. X0 in the WLLN as a degenerate 
stable d.f. (case c = 0), it seems that the question of rates has only been studied 
in connection with the law in the form (9.1). Thus, for example, Baum and 
Katz [4] (see also R&&z [20], Petrov [17]) g ave equivalent conditions such that 
P({l h/n I Z 4 = o&d (n + a> P-9) 
for t >, 0 in the case of i.d. r.v. (For the case v(n) = n-l/v, y E (0,2), see Heyde 
and Rohatgi [13]). A conclusion of this result (see [17, p. 2861) is that E(X,) = 0 
and 71, < co for r E N implies assertion (9.9) for t = r - 1. This means that 
the rate in (9.9) is arbitrarily good provided the moments of sufficiently high 
order are finite. This is not so for our theorems; in [12] it will be shown that 
O(n-l) is the best possible order for our estimates in the above particular case 
(i.e., for i.d. r.v. with v,(n) = n-l), unless Fxi = F,, , i E N. 
However it should be noted that the small-o term in (9.9) depends decisively 
upon E. 
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Let us finally remark that in the case of not necessarily i.d. T.v., however, 
our estimates yield rates that are better than O(&), as the following example 
shows. 
Let (Xi)i.N be a sequence of r.v. with d.f. 
F&(X) = -J-E,,(x) + (1 - &) F,(x) + &&i(X) 23i+l (i E N>. 
This is actually a distribution since its coefficients are non-negative and the 
sum is one; for the moments one has E(&) = 71,a = 0, E(Xi’) = 2-j (#O), 
and E(] Xi 1”) = 1, i E N. Setting &) = n-l, fl = 1, and T = 3, then hypothesis 
(9.4) of Theorem 14 (a) is trivially satisfied for j = 1 since 7r.i = 0, i E N; 
forj = 2 it takes on the form 
71 i 1 712,s 1= n jJ 2-i < n = Cs $ 53.i 
i=l i-l i=l 
with C’s = 1. Therefore for f~ CB3 one has by (8.5) 
11 v,“,J-fll d (1/2)(llf’2’ II + llf’3’ IIW” = OfW2)* 
This example could be modified so that one has orders better than Ot(n-2). 
It is of course possible to apply our general limit theorems to other limiting 
r.v. that are v-decomposable in order to deduce further concrete limit theorems. 
An example is the “one-sided stable distribution with index &” and corre- 
sponding r.v. X’ defined by its d.f. (compare [IO, p. 511) 
FX’((Y, x) := 2 [ 1 - F,* ($)I (x > O), (9.10) 
where ot E R is arbitrary. 
It is not hard to verify that if 2, ,..., 2, are independent r.v. with d.f. (9.10), 
then n-2(2, + *.a + 2,) has the same distribution. Thus, our limit theorem 
now works with v,(n) = n-2 and F,,,,(x) = F,(or, x), any fixed a. 
10. THE MULTIVARIATE CASE 
Consider now m-dimensional r.v. Xi = (&l,..., Xi”): 52 -+ IF. The three 
limiting r.v. in question are Y, , Xr*, and X,, defined via their ch.f. fry , 
f xi-* 2 and fx, F respectively, namely, 
(9 f&4) = exp [-c z (4u')'/"] (0 < Y < 3, 
GENERAL LIMIT THEOREMS WITH RATES. II 217 
where c :> 0, J is a finite or countable set of indices, Dj are symmetric positive 
definite m x m matrices, and ut denotes the transpose of a vector u = (ul,..., u”) 
(compare [19]); 
(ii) f~&> = exp[-&rut], 
where F is a symmetric positive definite m x m matrix. It is well known that 
Xr* has variance-covariance matrix r. If r = 1, the identity matrix, then 
we write X* instead of X1*; 
(iii) h&u) = 1. 
If v-i)isN is a given sequence of r.v. with zero mean, provided it exists, 
and positive definite (variance-) covariance matrix Ai, provided it exists, 
then the cpdecompositions of the corresponding limiting r.v. are the following: 
q(n) = n-l/Y- , F hi = by 3 
(ii)(a) If the r.v. Xi are i.d. with covariance matrix A, then take for the 
normally distributed r.v. X, * 
p)(n) = n-112; F =i.ll = F,,, . 
(b) If the r.v. Xi are not necessarily i.d. with covariance matrix Ai, take 
oi2 := Tr(A,) = CL1 JY[(X,~~] and s,,” = ssl ui2. Then 
q(n) = s;;‘; F Zi,” ZZ Fo,xe - 
(iii) Here q(n) can be chosen arbitrarily and 
F =t,, =F,,. 
Since four (different) versions of general limit theorems (with orders) leading 
to ten concrete applications for the various limiting r.v. were presented in 
[9], here there is just room for a choice of the different versions. In particular, 
the counterparts of Theorems 9 (a), 11 (c), 11 (d), 14 (a), and 13 (a) read as 
follows: 
THEOREM 16 (Stable limit law). Let (X&pN be a sequence of m-dimensional 
independent r.v. and r E N, 0 < /I < 1. Assume that 
v7-l+8:i( Y,) := j- I x Ir-l+B d I<Fx, - FYJW (i E W, 
IP 
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and that there exist constants C, = CKl,...,, such that m 
n-(j+l-r-@)lv i / fRrn ($>“1 ..- (x~)~, d(Fxj - F+)(x) 1 
< CM f VT-1+a,i(Yv) 
i=l 
fw all K* = (K~ ,..., K,)l and Kk E (0 ,..., j}, O,<j,<r-1. Then fw 
f e Lip(r - 1 + /?; r) n Cl;-‘(lLP> there holds 
THEOREM 17 (CLT). Let (XJiEN be a sequence of m-dimensional independent 
r.v.andy~N,O<~,(r. 
(a) Assume that 
JqI & I’) < m (iE N) (10.1) 
as well as 
I 
(x’)“l . . . 
Pm 
(a?)” d&<(x) = j-m (xl)“’ a.* (x”)““l dF,+ 
for all K* = (IQ ,..., K,) and Kti E (0 ,..., j}, 0 < j  < Y  - 1. Then one has 
SUP 1 j- VEIP IWm f (x + r> 4-F.w&) - F&l1 j 
In particular, if f E Lip(a; Y), then 
(b) Let the r.v. Xi be id. with covayiance matrix A and let (10.1) hold as 
well as 
s (Xy P” 
a.- (xm)Km dF,,(x) = fRm (xl)“’ ... (x”)” dFx,*(x) 
l To save space here and below, K* means that in addition to q. E {O,...,j>, also 
X;“-, ok = j. 
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fOY d K* = (K1 ,..., K,) and K~ E (0 ,..., j}, 0 < j  < Y  - 1. Then one has fm 
f E Lip(or; Y) 
THEOREM 18 (WLLN). Let (X&,, be a sequence of m-dimensionaZ independent 
r.v. and y E N, 0 < j3 < 1. Assume that 
E(( xi p-1+6) < co (i E N, 
and that there exist constants C, = CKl,..., such that nl 
fey all K* = (K1 ,..., Km) and Kk E (0 ,..., j}, 0 < j  < Y  - 1. Then one has for 
f E Lip(r - 1 + 8; I) 
< (C, + C(r, m)Lf) q.(n)-+” i 1 1 x Ir-l+6 dFx6(x). 
i=l wm 
Let us end with one small o-version, namely, for the CLT: 
THEOREM 19. Let (X&, be a sequence of m-dimensional independent r.v. 
and Y E N, Y 2 2. Assume that there holds (10.1) as well as foy n -+ 00 
= oi (f [s 
i=l Wm 
Ix I’ dF+) + j- 
w- 
I x I’ dF,i,.(ij) 
fOy Cdl K* = (K1 ,..., Km) and KK E (0 ,..., j}, 1 <j < Y. Further Zet 
(iI .r,, 1 x I’ dFx<(x))-l g s,.,,,, I x I’ dFx,W = 041) (10.2) n 
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for n + 00, each 8 > 0, together with the Feller condition 
(10.3) 
Then f E CBr(Rm) yields for n + co 
Analogously to the one-dimensional case, the proofs of the concrete multi- 
variate O-limit theorems follow at once from the corresponding general theorems 
of Section 5 provided one has the associate v-decompositions. Concerning 
the o-theorem, one has to prove that if (X&,, satisfies the Lindeberg condition 
(10.2) of order r as well as the Feller condition (10.3), then (u~X*)~~N satisfies 
the Lindeberg condition of order r too; this can be shown similarly as in the 
real case. 
In Section 7 we have shown in great detail that for real r.v. our new results 
concerning the CLT are sharper than those given in [7]. 
For the same reasons, our present results are a great improvement of those 
of [18] who just extended our results of [7] to the multivariate case. In addition, 
our present ones are better than those of [18] for he had to assume that 
E(I Xi I 7+m-1) is finite instead of just (10.1). 
The authors would like to thank Mrs. M. Roeckerath, Aachen, in connection 
with the results presented in the multivariate case, particularly for the proof 
of Theorem 17 (CLT). 
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