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a b s t r a c t
Multicomponent systems are widely used in computer science. The reliability of these
systems plays a very important role in efficient working. These systems are not always
supposed to follow the standard probability distributions and so pseudo-distributions can
be thought of as suitable alternatives. In thisworkwe have defined a newbivariate pseudo-
Weibull distribution. Some standard properties of the distribution have been studied. The
distributions of the order statistics and concomitants have also been obtained.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
The reliability of components in a multicomponent system is very important to the efficient working of that
system. The failure time of the components is generally on the low side and this can be nicely modelled by using
probability distributions having a longer right tail. Several probability distributions, namely, the exponential, Weibull
and log-normal ones, have been used for modelling such scenarios. Different versions of the bivariate exponential and
bivariate Weibull distributions have also become available in the literature, that can be used for the modelling of two-
component systems. Recently Filus and Filus [1,2] proposed a new class of probability distributions that can be used, for
stochastic processes, to model lifetimes of multicomponent systems. The distributions proposed by Filus and Filus [1] are
based upon a linear combination of independent random variables. Shahbaz and Ahmad [3] proposed a bivariate pseudo-
Weibull distribution as a compound distribution of two random variables X and Y each having a Weibull distribution with
certain parameters. The density function of the bivariate pseudo-Weibull distribution obtained by Shahbaz and Ahmad [3]
has the form
f (x, y) = αβ1β2φ(x)xβ1−1yβ2−1 exp
− αxβ1 + φ(x)yβ2 ;
α > 0, β1 > 0, β2 > 0, φ(x) > 0, x > 0, y > 0. (1.1)
Shahbaz and Ahmad [3] studied distribution (1.1) with reference to concomitants of order statistics by using φ(x) = 1. In
this work we have studied a different version of distribution (1.1), by using φ(x) = xβ1 . The distribution is introduced in the
following section alongside some common properties.
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2. The bivariate pseudo-Weibull distribution
The density function of the bivariate pseudo-Weibull distribution has been given in (1.1).We define a new class of density
functions, different from those of [3], by using φ(x) = xβ1 . The density function in this case is given as
f (x, y) = αβ1β2x2β1−1yβ2−1 exp
−xβ1 α + yβ2 ; α > 0, β1 > 0, β2 > 0, x > 0, y > 0. (2.1)
For the sake of simplicity we take α = 1. The density function in this case is given as
f (x, y) = β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 ; β1 > 0, β2 > 0, x > 0, y > 0. (2.2)
The plot of the density in given in the Appendix. From the plot we can readily see that the joint density has a longer right
tail. We now study some of the common properties of the distribution (2.2) in the following subsections.
2.1. The moment generating function
The moment generating function of (2.2) is obtained as follows:
MX,Y (t1, t2) = E {exp (t1X + t2Y )}
=
∫ ∞
0
∫ ∞
0
exp (t1x+ t2y) f (x, y)dxdy
=
∫ ∞
0
∫ ∞
0
exp (t1x+ t2y) β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= β1β2
∫ ∞
0
et2yyβ2−1
∫ ∞
0
et1xx2β1−1 exp
−xβ1 1+ yβ2 dxdy.
Now expanding et1x in a power series we have
MX,Y (t1, t2) = β1β2
∫ ∞
0
et2yyβ2−1
∞−
p=0
tp1
p!
∫ ∞
0
x2β1+p−1 exp
−xβ1 1+ yβ2 dxdy
= β1β2
∫ ∞
0
et2yyβ2−1
∞−
p=0
tp1
p!
1
β1
Γ

p
β1
+ 2
 
1+ yβ2−(2+p/β1) dy.
Again expanding et2y in a power series, substituting in the above equation and simplifying, the moment generating function
of bivariate pseudo-Weibull distribution is obtained as
MX,Y (t1, t2) =
∞−
p=0
∞−
q=0
tp1 t
q
2
p!q!Γ

q
β2
+ 1

Γ

p
β1
− q
β2
+ 1

. (2.3)
The (p, q)th joint moment is readily obtained from (2.3) and is given as
µ/p,q = Γ

q
β2
+ 1

Γ

p
β1
− q
β2
+ 1

. (2.4)
The product moments exist if q/β2 < p/β1 + 1.
2.2. Conditional moments
The marginal distributions of X and Y are easily obtained from (2.2) as
f (x;β1) = β1xβ1−1 exp
−xβ1
and
f (y;β2) = β2y
β2−1
1+ yβ22 .
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The two conditional distributions are
f (x|y) = β1x2β1−1

1+ yβ22 exp −xβ1 1+ yβ2 (2.5)
and
f (y|x) = β2xβ1yβ2−1 exp
−xβ1yβ2 . (2.6)
The pth conditional moments of X is obtained by using (2.5) as
E

Xp|y = ∫ ∞
0
xpf (x|y) dx
=
∫ ∞
0
xpβ1x2β1−1

1+ yβ22 exp −xβ1 1+ yβ2 dx
= 1+ yβ2−p/β1 Γ  p
β1
+ 2

, (2.7)
which exists for p > 0. Similarly, the qth conditional moment of Y is obtained by using (2.6) as
E

Y q|x = ∫ ∞
0
yqf (y|x) dy
=
∫ ∞
0
yqβ2xβ1yβ2−1 exp
−xβ1yβ2 dy
= x−(qβ1/β2)Γ

q
β2
+ 1

, (2.8)
which exists for q > 0. The conditional means and variances of X and Y can be easily obtained from (2.7) and (2.8).
2.3. The distribution function and the survivorship function
The bivariate pseudo-Weibull distribution is given in (2.2). The joint distribution function of the distribution is given as
F (t1, t2) =
∫ t2
0
∫ t1
0
f (x, y) dxdy
=
∫ t2
0
∫ t1
0
β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= β1β2
∫ t2
0
yβ2−1
∫ t1
0
x2β1−1 exp
−xβ1 1+ yβ2 dxdy
= β2
∫ t2
0
yβ2−1
1+ yβ22

1− exp

−tβ11

1+ yβ2 tβ11 1+ yβ22 + 1 dy
=
exp

−tβ11

1+ yβ2
1+ tβ22
+ t
β2
2
1+ tβ22
− exp

−tβ11

. (2.9)
The joint survivorship function is defined as
S (t1, t2) = 1− F1 (t1)− F2 (t2)+ F (t1, t2) . (2.10)
The marginal distribution functions F1 (t1) and F2 (t2) can be obtained from (2.9) as follows:
F1 (t1) = Lim
t2→∞
F (t1, t2) = 1− exp

−tβ11

and
F2 (t2) = Lim
t1→∞
F (t1, t2) = t
β2
2
1+ tβ22
·
Using the joint distribution function from (2.9) and the two marginal distribution functions in (2.10), the joint survivorship
function takes the form
S (t1, t2) = 1
1+ tβ22
exp

−tβ11

1+ yβ2 . (2.11)
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The plot of (2.11) is given in the Appendix. The plot shows that the survivorship function has a sharp decay with increase in
the values of β1 and β2.
2.4. Entropies
The entropy of the distribution is defined as
H(x, y) = E [− ln {f (x, y)}] .
So, for the bivariate pseudo-Weibull distribution the entropy is
E [− ln {f (x, y)}] = −E ln β1β2x2β1−1yβ2−1 exp −xβ1 1+ yβ2
= − ln (β1β2)− (2β1 − 1) E {ln(X)} − (β2 − 1) E {ln(Y )} + E

Xβ1

1+ Y β2 . (2.12)
We now evaluate various expectations and provide them below:
E {ln(X)} =
∫ ∞
0
∫ ∞
0
ln(x)f (x, y)dxdy
=
∫ ∞
0
∫ ∞
0
ln(x)β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= −γ /β1; (2.13)
where γ is the Euler gamma. Again
E {ln(Y )} =
∫ ∞
0
∫ ∞
0
ln(y)f (x, y)dxdy
=
∫ ∞
0
∫ ∞
0
ln(y)β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
=
∫ ∞
0
ln(y)β2yβ2−1
∫ ∞
0
β1x2β1−1 exp
−xβ1 1+ yβ2 dxdy
=
∫ ∞
0
ln(y)β2
yβ2−1
(1+ yβ2)2 dy
= 0. (2.14)
Finally
E

Xβ1

1+ Y β2 = ∫ ∞
0
∫ ∞
0

xβ1

1+ yβ2 f (x, y)dxdy
=
∫ ∞
0
∫ ∞
0

xβ1

1+ yβ2β1β2x2β1−1yβ2−1 exp −xβ1 1+ yβ2 dxdy
= 2. (2.15)
Using the values from (2.13)–(2.15) in (2.12) and simplifying, the entropy for the bivariate pseudo-Weibull distribution is
H(x, y) = 2β1 (γ + 1)− γ
β1
− ln (β1β2) . (2.16)
The numerical values of entropy can be obtained from (2.16) for various values of β1 and β2.
3. Estimation of the parameters
In this section we have estimated the parameters of the bivariate pseudo-Weibull distribution by using the maximum
likelihood method. The log of the likelihood function for the distribution is given as
l = n lnβ1 + n lnβ2 + (2β1 − 1)
n−
i=1
ln xi + (β1 − 1)
n−
i=1
ln yi −
n−
i=1
xβ1i −
n−
i=1
xβ1i y
β2
i .
The derivatives of the log of likelihood function w.r.t. β1 and β2 are given as
∂ l
∂β1
= n
β1
+ 2
n−
i=1
ln xi −
n−
i=1
xβ1i ln xi −
n−
i=1
xβ1i y
β2
i ln xi; (3.1)
∂ l
∂β2
= n
β2
+
n−
i=1
ln yi −
n−
i=1
xβ1i y
β2
i ln yi. (3.2)
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The estimating equations are given as
n
βˆ1
+ 2
n−
i=1
ln xi −
n−
i=1
xβˆ1i ln xi −
n−
i=1
xβˆ1i y
βˆ2
i ln xi = 0; (3.3)
n
βˆ2
+
n−
i=1
ln yi −
n−
i=1
xβˆ1i y
βˆ2
i ln yi = 0. (3.4)
The maximum likelihood estimates of β1 and β2 can be obtained by solving (3.3) and (3.4) simultaneously. We now obtain
the Fisher information matrix for the parameters of the bivariate pseudo-Weibull distribution by using
I = −E

∂2l
∂β21
∂2l
∂β1∂β2
∂2l
∂β22
 . (3.5)
From (3.1) and (3.2) we have
−E

∂2l
∂β21

= n
β21
+
n−
i=1
E

Xβ1i (ln Xi)
2

+
n−
i=1
E

Xβ1i Y
β2
i (ln Xi)
2

; (3.6)
−E

∂2l
∂β1∂β2

=
n−
i=1
E

Xβ1i Y
β2
i (ln Xi) (ln Yi)

; (3.7)
−E

∂2l
∂β22

= n
β22
+
n−
i=1
E

Xβ1i Y
β2
i (ln Yi)
2

. (3.8)
Various expectations are evaluated below:
E

Xβ1 (ln X)2
 = ∫ ∞
0
∫ ∞
0
xβ1 (ln x)2 β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= 6γ (γ − 2)+ π
2
6β21
. (3.9)
E

Xβ1Y β2 (ln X)2
 = ∫ ∞
0
∫ ∞
0
xβ1yβ2 (ln x)2 β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= 6γ
2 + π2
6β21
. (3.10)
E

Xβ1Y β2 (ln X) (ln Y )
 = ∫ ∞
0
∫ ∞
0
xβ1yβ2 (ln x) (ln y) β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= −6γ + π
2
6β1β2
. (3.11)
E

Xβ1Y β2 (ln Y )2
 = ∫ ∞
0
∫ ∞
0
xβ1yβ2 (ln y)2 β1β2x2β1−1yβ2−1 exp
−xβ1 1+ yβ2 dxdy
= π
2
3β22
. (3.12)
Substituting values from (3.9)–(3.12) in (3.6)–(3.8) and simplifying, the Fisher information matrix for parameters of the
bivariate pseudo-Weibull distribution is given as
I =

n

6γ (γ − 1)+ π2 + 3
3β21
n

6γ + π2
6β1β2
n

π2 + 3
3β22
 . (3.13)
The covariance matrix of the parameters can be obtained by inverting (3.13).
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4. Concomitants of order statistics
In this section we have obtained the distribution of the concomitants of the order statistics for the bivariate pseudo-
Weibull distribution. The density function of the rth concomitant is given by [4] as
g[r:n](y) =
∫ ∞
−∞
f (y|x) fr:n(x)dx; (4.1)
where fr:n(x) is the density function of the rth order statistic for variable X . The concomitants of various distributions have
been studied by a number of authors. Some notable references include [5–7]. Now to obtain the density function of the rth
concomitant, given in (4.1), we first obtain the distribution of the rth order statistic for random variable X by using
fr:n = n!
(r − 1)! (n− r)! f (x) [F(x)]
r−1 [1− F(x)]n−r . (4.2)
The marginal distribution of X is obtained from (2.2) as
f (x) = β1xβ1−1 exp
−xβ1
with F(x) = 1 − exp −xβ1. Using the marginal density function and the marginal distribution function of X in (4.2), the
distribution of the rth order statistic for X is
fr:n(x) = β1n!
(r − 1)! (n− r)!
r−1
h=0
(−1)h

r − 1
h

xβ1−1 exp
− (n− r + h+ 1) xβ1 .
Using fr:n(x) and the conditional distribution of Y given X in (4.1) and simplifying, the distribution of the rth concomitant of
the order statistics for the bivariate pseudo-Weibull distribution is
f[r:n](y) = β2n!
(r − 1)! (n− r)!
r−1
h=0
(−1)h

r − 1
h

yβ2−1
(n− r + h+ 1)+ yβ22 . (4.3)
The kth moment for (4.3) is
µ
/
k =
csc (kπ/β2) kπn!
β2 (r − 1)! (n− r)!
r−1
h=0
(−1)h

r − 1
h

(n− r + h+ 1)k−1 . (4.4)
The moments exist for β2 > k. The survivorship function for the distribution of the concomitants has the form
S(t) = Γ (n+ 1)Γ

n− r + yβ2 + 1
Γ (n− r + 1)Γ n+ yβ2 + 1 .
The numerical values of the survivorship function can be obtained from the above equation.
5. A numerical example
In this sectionwe have given a numerical illustration for a fitting of the distribution. For this purpose we have considered
the following artificial bivariate frequency distribution for the survival time for two components:
Y↓
X → 0.0–0.5 0.5–1.0 1.0–1.5 1.5–2.0 >2.0
0.0–0.5 4 19 41 13 3
0.5–1.0 12 78 88 16 1
1.0–1.5 16 82 27 3 3
1.5–2.0 14 41 5 0 2
>2.0 47 23 2 0 0
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The frequencies expected from using the bivariate pseudo-Weibull distribution with β1 = β2 = 2.5 are given in the
following table:
Y↓
X → 0.0–0.5 0.5–1.0 1.0–1.5 1.5–2.0 >2.0
0.0–0.5 1.30 22.63 40.77 15.12 1.30
0.5–1.0 5.78 78.19 88.07 16.25 0.65
1.0–1.5 10.64 82.40 32.08 1.08 0.00
1.5–2.0 13.66 45.74 3.24 0.00 0.00
>2.0 56.11 24.98 0.11 0.00 0.00
The computed value of χ2, for testing the goodness of fit, is 20.9722with the p-value of 0.0735 for 14 degrees of freedom.
This indicates that the bivariate pseudo-Weibull distribution fits the given data reasonably well. We also have fitted the
bivariate Gamma distribution used by [8] to the above data set. The computed value of the χ2 statistic turned out to be
314.665 with a p- value of less than 0.0001. This indicates that a bivariate Gamma distribution does not fit the given data,
whereas the bivariate pseudo-Weibull distribution fits the data well.
Appendix A
Plot of the density function of the bivariate pseudo-Weibull distribution.
Appendix B
Plot of the joint survivorship function for the bivariate pseudo-Weibull distribution.
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