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ABSTRACT
With the growing accessibility of space, this thesis work sets out to explore space-
based swarms to do multipoint magnetometer measurements of current systems em-
bedded within the Aurora Borealis as an initial foray into concepts for space physics
applications using swarms of small spacecraft.
As a pathfinder, ANDESITE—a 6U CubeSat with eight deployable picosatellites—
was built as part of this research. The mission will fly a local network of magnetome-
ters above the Northern Lights. With the spacecraft due to launch on an upcoming
ELaNa mission, here we discuss the details of the science motivation, the mathemat-
ical framework for current field reconstruction, the particular hardware implementa-
tion selected, the calibration procedures, and the pragmatic management needed to
realize the spacecraft.
After describing ANDESITE and defining its capability, we also propose a follow-
on that uses propulsive nodes in a swarm, allowing measurements that can adaptively
change to capture the physical phenomena of interest. To do this a flock of satellites
needs to fall into the desired formation and maintain it for the duration of the science
mission. A simple optimal controller is developed to model the deployment of the
satellites. Using a Monte Carlo approach for the uncertain initial conditions, we
vi
bound the fuel cost of the mission and test the feasibility of the concept.
To illustrate the system analysis needed to effectively design such swarms, this
thesis also develops a framework that characterizes the spatial frequency response of
the kilometer-scale filter created by the swarm as it flies through various current den-
sity structures in the ionospheric plasma. We then subjugate a nominal ANDESITE
formation and the controlled swarm specified to the same analysis framework. The
choice of sampling scheme and rigorous basic mathematical analysis are essential in
the development of a multipoint-measurement mission.
We then turn to a novel capability exploiting current trends in the commercial
industry. Magnetometers deployed on the largest constellation to date are lever-
aged as a space-based magnetometer network. The constellation, operated by Planet
Labs Inc., consists of nearly 200 satellites in two polar sun-synchronous orbits, with
median spacecraft separations on the order of 375 km, and some occasions of oppor-
tunity providing much closer spacing. Each spacecraft contains a magneto-inductive
magnetometer, able to sample the ambient magnetic field at 0.1 Hz to 10 Hz with
<200 nT sensitivity. A feasibility study is presented wherein seven satellites from
the Planet constellation were used to investigate space-time patterns in the current
systems overlying an active auroral arc over a 10-minute interval.
Throughout the this work advantages, limitations, and caveats in exploiting net-
works of lower quality magnetometers are discussed, pointing out the path forward
to creating a global network that can monitor the space environment.
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1Chapter 1
Introduction
Eyes are turning upward again. Space is becoming accessible to more than just
nation-states, due to commercial competition and the swiftly changing technologies
that enable its exploitation. With hundreds of satellites launched each year and soon
to be thousands, the need to understand the near-space environment is paramount.
Conversely, that needed understanding can be brought about by the use of the indus-
try that is driving the change.
This thesis is an initial foray into how to utilize this change to bring about new
observational approaches for ionospheric science, specifically the study of the aurora,
and to increase the data density beyond what any single scientific mission has been
able to accomplish to date.
By developing a novel orbiting spacecraft swarm, this work uses the technological
progress in spacecraft miniaturization to prove that a drastic increase of in situ local
spatial measurements is possible at a fraction of conventional program budgets. This
thesis also shows how a seemingly boundless increase in scientific measurements could
be accomplished by working with the fledgling commercial space industry to utilize
a globally sampling on-orbit engineering sensors to perform scientific tasks. A future
where the community works with these partners to perform basic weather monitoring,
while developing specialized small satellites, like the swarm built in these pages, can
have un-foretold benefits over classical approaches.
2To contextualize the claims above, we look at a specific case study: small-scale
auroral phenomenology. The next sections cover a basic review of the auroral cur-
rent systems and the phenomena encapsulated in them. The historical observational
methods with spacecraft, dawning with the first space-age, is then detailed before
reviewing the main contributions and outline of the work done for this thesis.
1.1 Physics of the Aurora
Our modern understanding of the electrical currents that drive the aurora came from
space-based sensors, though the original exploration of the system was done with
ground based magnetometers in the early 20th century by Birkeland (1908). His
worked pioneered the field of space physics and the idea that electromagnetics played
a role in the aurora borealis seen over Norway. Direct observational evidence of the
these Birkeland currents had to await the arrival of the space age and was one of
the first investigations done with early spacecraft. In particular, magnetic sensors on
polar orbiting satellites revealed perturbations about Earths crustal magnetic field,
which eventually were associated with the currents flowing along Earth’s magnetic
field lines that mediate an exchange of energy between the magnetosphere and the
ionosphere.
Through the process of magnetic reconnection along the dayside magnetopause
and in the nightside magnetotail, magnetic flux is added to and removed from the
geospace system. This dynamic equilibrium creates a circulation of plasma in the
magnetosphere-ionosphere system, forming a two-cell convection. This “Dungey cy-
cle,” named after J.W. Dungey who qualitatively connected the interplanetary mag-
netic field measurements of the early Pioneer spacecraft to ionospheric currents (Dungey,
1961), is the accepted nominal steady-state picture of high-latitude plasma dynamics
3for cases where the interplanetary magnetic field is southward directed (i.e., anti-
parallel to the magnetopause field). Figure 1·1 shows his qualitative description of
the interaction between the interplanetary magnetic field and the Earth’s crustal field.
The arrows indicate the flows that squeeze the field lines (lines of force) together or
apart.
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The discovery' of a regular interplanetary mag-
netic field by Pioneer V has reawakened interest
in Hoyle's' suggestion that the primary auroral
particles are accelerated at neutral points in the
combination of an interplanetary field and the
geomagnetic field. Hoyle pointed out that the
latitude of the aurora would depend on the dis-
tance of the neutral points from the earth and
hence on the interplanetary field strength in the
observed sense. The estimated particle energy
was also reasonable. Dungey' discusses the ac-
celerating mechanism. Here a qualitative model
of the whole field is outlined and is found to be
confirmed by the observed S& current system.
Consider a model with interplanetary plasma
moving relative to the earth, this "wind" lying
approximately in the ecliptic plane, and an inter-
planetary field pointing roughly southward. The
problem with no interplanetary magnetic field
has been studied by several authors, 4 but the
inclusion of this field alters the problem radically.
The basic and awkward problem is that of the
flow of plasma round the earth. This has not
been solved but will be sketched using the physi-
cal picture of hydromagnetics. The flow in a
plane containing the neutral points is shown in
Fig. 1. The flow near the neutral points is con-
trolled by the strong current density existing
there (3). The reverse flow between the neutral
points is important; it has to flow round the
earth, but does so in a normal aerodynamic way.
A steady laminar flow will be assumed here for
simplicity, but it should be noted that large var-
iations of the field were detected by Pioneer I.'
Denoting the local wind velocity by u, the electric
field E is approximately -u&&H/c everywhere
outside the ionosphere except near the neutral
points. In a steady state E has a potential, which
is constant on a line of force, with the same ex-
ceptions. Far from the earth E points out of the
paper and the dir ection is still much the same
near the neutral points and in the equatorial part
of the region of reverse flow. In order to deduce
the ionospheric currents, the topology of the
magnetic field must be considered.
In Fig. 1 there will be two lines (not in the
plane shown) connecting the neutral points and
together forming an approximately circular
c osed curv C near the equat rial plane. The
li s from one utral point wi l cov r a surf c ,
topologically similar to half a cylinder, extend-
LINE OF FORCE~ DIRECTION OF FLOW
FIG. 1. Interplanetary plasma flow in a plane con-
taining neutral points.
Copyright 1961 by the
American Physical Society
Figure 1·1: View of solar wind interaction with Earth’s field as laid
out by Dungey (1961), the sun is off to the left side of the picture.
The Birkeland currents in this model provide the electromotive force needed to
overcome the finite ionospheric conductance, and close the electrical system. The
“circuit” here is comprised of a few main currents: J‖ that flows parallel to the Earths
dipolar magnetic field, and a closure set of currents in the ionosphere through resistive
loading governed by the Pederson conductance. The Pederson conductivity is parallel
4to the electric field which is roughly perpendicular to the plasma flow velocity from
the convection cells crossed with the background magnetic field (E = −u × B).
The currents therefore close across the cells in the ionosphere, connecting a pair of
inward/outward currents on both the dawn and dusk side of the earth. The poleward
set of these currents are sometimes referred to as the “Region 1” currents and the
equatorward set are the “Region 2” currents.
The model of Figure 1·2 is highly simplified, but useful as a schematic representa-
tion of the base electrical current system. A more precise and detailed model would
also consider energy transport through plasma waves rather than just the main Birke-
land currents. In that detailed model, any impulsive change in magnetic topology—
produced, e.g., by magnetic reconnection at the tail—is communicated in the form of
an Earthward directed magnetohydrodynamic wave packet—an Alfvén wave. Those
waves propagate through an in-homogeneous plasma, ducted by the convergent mag-
netic field. Figure 1·3 shows the induced small scale current structure that would be
associated with these waves as the propagate along the background field B0. These
waves along with the accumulation of other phenomena result in spatial-scales that
can be hundreds of meters to tens of kilometers and time-scales that can be fraction
of a second to nearly a minute depending on the plasma conditions.
1.1.1 Small-Scale Phenomena
The robust morphology of the Region 1 and Region 2 current systems depicted in
Figures 1·4a and 1·4b are traced to magnetic reconnection and the Dungey cycle,
but pictures such as these do not reveal the complicated structures that underlie the
dynamics only the large scale circuit.
The natural consequence of the wave mechanisms is a cascade to smaller scales,
eventually reaching sub-kilometer lengths transverse to the magnetic field, where elec-
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Figure 8.2 (a) Schematic diagram of the currents and electric fields that exist as a result
of the extendedmagnetic field in the tail of themagnetosphere and the interaction between
the solar wind and the earth’s magnetic field. (b) Three-dimensional view of the electric
and magnetic field geometry on auroral zone flux tubes.
Figure 1·2: Schematic of auroral zone flux tubes, note the connection
to the outer magnetosphere (Kelley, 2009)
6Figure 1·3: Cartoon of an Alfvén wave propagating along a back-
ground magnetic field B0. Note the additional currents that would be
superimposed on larger scale Birkeland currents. (figure credit: Karl-
Heinz Glassmeier)
tron inertia becomes important. At this point the waves become dispersive, resulting
in a spreading of wave power transverse to the background magnetic field. In a
two-fluid approximation (ions and elections modeled as two interacting fluids), the
base parallel currents modulated by inertial Alfvén waves relate to a in-homogeneous
parallel electric field that accelerates particles contributing to Joule heating of the
ionosphere (Stasiewicz et al., 2000).
For southward orientations of the interplanetary magnetic field (IMF), reconnec-
tion at the dayside magnetopause and the nightside magnetotail corresponds to ad-
dition and removal, respectively, of magnetic flux. Sudden reconfiguration of the
7(a) Triad data for field-aligned currents, plotted in magnetic latitude and local
time, up is noon (Iijima and Potemra, 1976)
(b) Estimate from AMPERE project, red coloring indicates currents away from
the ionosphere (Waters et al., 2001)
Figure 1·4: Satellite based magnetometer data of the Aurora
8magnetotail (e.g., a substorm dipolarization event) creates self-consistent perturba-
tions in the cross-tail electric field and electric current, such that j · E is negative.
The free electromagnetic energy propagates Earthward as shear Alfvén waves, ducted
by the geomagnetic field. To first order, the Poynting flux carried by the wave is
partially absorbed and partially reflected by the collisional ionosphere, with the ab-
sorbed portion lost to Joule heating. In so-called “ideal" magnetosphere-ionosphere
coupling, the perturbation attenuates after a few Alfvén bounce periods, leading to a
new equilibrium convection pattern maintained by a quasi-static (“DC") Earthward
Poynting flux (Tanaka, 2007).
Under slowly varying conditions and quasi-steady southward IMF, the simplified
description of Figure 1·2 suffices. But for rapid reconfigurations of the magnetosphere,
ground-based evidence demands additional physics. In particular, our model of energy
transport and dissipation must include kinetic effects and wave-particle coupling. An
Alfvénic soliton generated in the magnetotail propagates through an inhomogeneous
plasma ducted by a convergent magnetic field (Rankin et al., 2005). A critical point
occurs at ∼5000 km altitude, where vA reaches a peak value that may approach the
speed of light. Under these conditions, the MHD dispersion relation must be modified
to account for finite electron mass,
ω2 =
k2‖v
2
A
1 + k2⊥λ2e
, (1.1)
where vA = B/
√
µ0ρ is the Alfvén speed (ρ is the mass density) and λe = c/ωpe
is the collisionless electron skin depth. In such a dispersive Alfvén wave (DAW), the
wave power spreads transverse to the background magnetic field, leading to a parallel
9electric field that is proportional to current density,
E‖ = iωλ2eµ0J‖ (1.2)
where ω is the wave frequency and λe is the electron skin depth (Stasiewicz et al.,
2000).
Evidence for the ubiquitous presence of DAWs in the near Earth magnetosphere
has been amassed by rocket and satellite missions (see, e.g., review by Stasiewicz
et al., 2000). These results have been corroborated by high-resolution auroral ob-
servations from the ground (Semeter and Blixt, 2006; Dahlgren et al., 2013). What
remains missing is a means of mapping the electromagnetic structure of the disper-
sive Alfvén wave field, thereby experimentally decoupling spatial and temporal effects.
Such experiments have traditionally been prohibited due to the high cost of spacecraft
networks.
1.1.2 Magnetic Fluctuations in the Aurora
To better understand what a space-based magnetometer measures, consider first the
model of the simplified auroral circuit in Figure 1·2. Since the current system is not
generated in the closed volume around the auroral region, we can divide the current
flows into a component parallel to B and a component perpendicular to B, and equate
them,
∇ · J = ∇⊥ · J⊥ + ∂J‖
∂s
= 0, (1.3)
where s is the field aligned coordinate. Assuming that the closure current den-
sity J⊥ occurs over an ionospheric region ∆s having conductivity σP (the Pedersen
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component of the ionospheric conductivity tensor) we can integrate Eq. 1.3 to obtain
J‖ =
∫
∆s
∇⊥ · J⊥ds
=
∫
∆s
∇⊥ · (σpE⊥)ds. (1.4)
Now we can use this form to inspect what we could actually measure in the
system. The right-hand side components of Eq. 1.4, σpE⊥, can be estimated using
collaborative ground-based remote sensing techniques, including GPS Total Electron
Content (TEC) measurements, magnetometer networks, HF radars, and Incoherent
Scatter Radar (ISR) (Nicolls et al., 2014). But the left-hand side requires in situ
measurements of either the current-carrying particles or their resultant perturbations
δB about the intrinsic magnetic field B0. Using knowledge that the perturbation field
is caused by a current density flowing along the magnetic field line, we obtain
∇× (B0 + δB) = µ0J
∇× (δB⊥) = µ0J‖. (1.5)
As mentioned previously, changes in the configuration at the magnetosphere due
to space weather are communicated to the ionosphere via Alfvén waves. These waves
cascade to small scale (fractions of a degree in the camera coordinates, which maps
to a few hundred meters at the emission altitudes) filamentary structures in the near-
Earth magnetosphere, leading to the small scale coherent patterns observed in the
optical aurora (Semeter, 2013; Semeter et al., 2008), as seen in Figure 1·5.
The impact of this energy cascade on the manner in which energy is absorbed
by Earth’s outer atmosphere is the part that is poorly understood and inadequately
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Figure 1·5: View of auroral structure, possibly modulated by Alfvèn
waves, from the ground (Semeter et al., 2008)
captured via observation of the optical emission. The path-finding missions, like those
discussed in this work, deploy a closely-spaced network of orbiting magnetometers in
an effort to address this observational challenge of J‖ by measuring δB⊥ using multiple
spacecraft.
1.2 Previous Space-Based Measurements
Since early in the space age, satellites have hosted plasma sensors for the purpose of
teasing out quantities such as field-aligned current. One of the first was the Triad
mission in the 1970s, which hosted a vector magnetometer (Iijima and Potemra, 1976).
These data from Triad were just a time series of relative measurements, without good
absolute calibration, but with processing they could show gross auroral topology by
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using many orbits of data (Figure 1·4a). Often this mapping was made by assuming a
steady in-time-and-space system that behaved like an infinite sheet of current density.
With those assumptions, there is a spatial-temporal ambiguity due to the satellite
trajectory, but one can recover an estimate of currents by
∂
∂x
δBy = µ0Jz (1.6)
where the x-coordinate is aligned with the satellites trajectory, z is along B0, and
y completes the right-handed system. With the satellite velocity dxdt = vs you can
rewrite a manipulation of time series data as
1
vs
d
dt
δBy(t) = µ0Jz (1.7)
This represents about the best that can be done when attempting to map between
quantities using single sensor measurements. It inherently includes an ambiguity as
to whether a measured deflection is a temporal variation or spatial. As measurements
were collected from individual spacecraft (Chaston et al., 1999; Team Freja, 1994) the
signal processing techniques evolved, increasing the sensitivity and resolution of the
time series. However, it became clear that spacecraft were measuring phenomena on
scales where spatial smearing was affecting the results.
Several missions were designed with multiple spacecraft on slightly different or-
bits to resolve space-time ambiguity. One of the early missions of this nature used
engineering magnetometers already on the Iridium satellite constellation in what is
known as the AMPERE Project (Waters et al., 2001). Data collected from 66+ satel-
lites over six polar orbital planes are mapped to a vector potential estimate of the
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global magnetic disturbance. This disturbance is then used directly with Ampere’s
law to calculate a coarse map of the dynamic global current system, as seen in Figure
1·4b. The underlying mathematics relied on representing field-aligned currents to a
poloidal vector potential that represented the deflections of the magnetic field. That
representation simplified to a direct relation between a fit of magnetometer data δBk
at each satellite point k, Eq. 1.8, to a global scalar potential Ψ(r, θ, φ) represented
by spherical harmonics and a Poisson equation for current density, Eq. 1.9.
min
Ψ
|δBk − µ0rˆ ×∇Ψ|2k, ∀k (1.8)
J = ∇ · ∇Ψ = ∇2Ψ (1.9)
While these data are reasonable for a global view, it does not have the resolution to
show the small-scale phenomena that was postulated from early measurements.
Around the same time as the beginning of the AMPERE project, Stasiewicz sum-
marized evidence that high-frequency disturbances that were seen in scientific mag-
netometers were related to local Alfvén waves (Stasiewicz et al., 2000). An early test
of this involved comparing the ratio of the magnetic field to the electric field pertur-
bations. Taking Eq. 1.5, and assuming that the perpendicular E⊥ and a Pederson
conductivity are directly balanced by the current related to the measured deflections
by the satellites in the sheet we see the following.
B⊥ = J⊥ = µ0ΣpE⊥
E⊥
B⊥
=
1
µ0Σp
∝ vA (1.10)
If the perturbations are related to the Alfvén wave-mode, then this ratio should
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Figure 1·6: FAST measured E⊥
B⊥
compared to a local Alfvén speed
calculated from particle measurements (Chaston et al., 1999).
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be correlated with the Alfvén speed, vA = B/
√
µ0ρ where ρ is the mass density.
NASA’s FAST spacecraft flew in a polar low earth orbit and saw many cases where
this correlation was observed (Chaston et al., 1999), Figure 1·6. Without a way to
conduct the same spatial analysis as AMPERE on small scales, it was difficult to
accumulate more evidence.
Confidential manuscript submitted to Space Weather
structuring mechanism is di cult to assess. Sub-kilometer optical patterns, representing132
a manifestation of dispersive Alfvén waves and upward currents, can be seen clearly us-133
ing high resolution optical imagery [Semeter et al., 2008; Dahlgren et al., 2013b] (Figure134
2c), but that data remains to be complemented with in situ measurements by spacecraft on135
similar scales.136
Figure 3. Local SWARM orbital configuration. A loop is created that can be used to estimate current
density
137
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3.3 Formation flying139
Since those first analyses, several missions were developed including ESA’s SWARM140
(two spacecraft) [Ritter and Lühr, 2006] and NASA’s ST5 [Cumnock et al., 2011] (three141
spacecraft) flying in tight formation, as an attempt to resolve first-order spatial variations142
as they flew through the aurora. The three ST5 satellites fly in the same orbit, one after143
the other, to correct for variability lost with a single satellite. A snapshot in time across144
the same orbital track allows for analysis of the spatial variability decoupled from the145
satellites velocity, removing that ambiguity introduced in Eq. 5. The SWARM mission,146
however, flies two spacecraft side by side to capture spatial variability perpendicular to147
the orbital velocity. Their mission directly estimates the currents by assuming a relatively148
(when compared to the time scale of the orbital velocity) time-steady aurora, and creating149
a geometrical loop that can be used to evaluate a discrete approximation to the integral150
form of Amperes law, as seen in Eq. 8 and Figure 3.151
Z Z
J · dA = 1
µ0
I
B · dl (7)
Boston University’s ANDESITE mission aims to connect these two methodolo-152
gies to allow for better space-time decoupling. By using several small sensor nodes de-153
ployed from a main bus, higher data-sampling density can be achieved while allowing for154
fewer assumptions on the geometry of the current sheet present. In the next sections we155
will cover a description of a methodology for sampling the currents with a magnetometer156
swarm and the projected capability of the ANDESITE system.157
4 Current density field from a swarm158
We start with a mathematical description of the swarm measurement set and how it159
could be used to reconstruct an unknown current density field. Begin with a simple model160
for field-aligned currents on a dipole. From Ampere’s law in a magnetically aligned spher-161
ical coordinate system we obtain162
–6–
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Figure 1·7: With one of the SWARM orbital configurations, a loop
is created from the two independent satellites, SWARM A and B. Data
taken concurrently at two time points, t1 and t2, that can be used to
create a spatial loop with sides of length dx and dy. Ampere’s law in
integral form then gives an estimate of current density jz.
Since those first analyses, several missions were developed including ESA’s SWARM
(two spacecraft) (Ritter and Lühr, 2006) and NASA’s ST5 (Cumnock et al., 2011)
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(three spacecraft) flying in tight formation, as an attempt to resolve first-order spatial
variations as they flew through the aurora. The three ST5 satellites fly in the same
orbit, one after the other. The snapshot in time across the same orbital track allows
for analysis of the spatial variability decoupled from the satellites velocity, removing
that ambiguity introduced in Eq. 1.7. The SWARM mission, however, can fly its
two spacecraft side by side to capture spatial variability perpendicular to the orbital
velocity. Their mission directly estimates the currents by assuming a relatively (when
compared to the time scale of the orbital velocity) time-steady aurora, and creating a
geometrical loop that can be used to evaluate a discrete approximation to the integral
form of Amperes law, as seen in Eq. 1.11 and Figure 1·7.
∫ ∫
J · dA = 1
µ0
∮
B · dl (1.11)
Boston University’s ANDESITE mission aims to connect these two methodologies
to allow for better space-time decoupling. By using several small sensor nodes de-
ployed from a main bus, higher data-sampling density can be achieved while allowing
for fewer assumptions on the geometry of the current sheet present. The collaboration
with Planet later described in this work, utilizes near persistent coverage of an orbital
plane as it crosses the auroral region to better understand the gross time-scales at
which the current system can change, which can be seen as a first step into a more
dense follow-on to the AMPERE methodology.
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1.3 Thesis Outline
The remaining chapters are organized as follows:
• Chapter 2 details the development of the CubeSat system ANDESITE which
samples the aurora with a locally defined swarm, showing the overall design and
system capability while also describing the programmatics of bringing such a
project towards launch.
• Chapter 3 uses lessons on learned from the limited ANDESITE concept of oper-
ations to describe the theory behind natural-motion-orbits and specify a feasible
formation that could be built for creating an adaptive space weather sensor from
a controllable spacecraft swarm. This formation overcomes many the shortcom-
ings of the swarm design used in ANDESITEs cost constrained development.
• Chapter 4 develops a mathematical framework and model to evaluate the obser-
vational capability of local swarm-based magnetometer networks. It describes
the challenges for such measurements and how their capabilities are limited by
the spatial sampling layout of the sensors.
• Chapter 5 uses the formal approach of Chapter 4 to evaluate magnetic field
sampling strategies and compares the design of ANDESITE to the controlled
formation developed in Chapter 3.
• Chapter 6 describes a concurrent development based on the exploitation of
a commercial spacecraft constellations already fielded for an increased global
sampling revisit rate of the auroral region. While not able to sample at the
scales closely space swarms can, it nonetheless increases coverage above and
beyond the state of the art in the literature.
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• Chapter 7 summarizes the work and provides a look at the future for small
satellite swarms in the field of space physics.
1.4 Main Contributions of this Thesis
Satellite based-magnetometer networks are essential to address out the under-sampled
boundary conditions that connect solar dynamics to the near-space terrestrial envi-
ronment. This work forwards the state of the art and expectation of what is meant by
“dense” measurements by developing small-satellite based architecture for higher res-
olution sampling of Alfvènic structures in the aurora. It also leverages the increase in
commercial interest in constellations to create a processing chain for using the largest
satellite network on-orbit for space weather monitoring. These specific contributions
can be summarized as:
• Development and program management of the CubeSat system ANDESITE
from concept to launch, the first networked satellite swarm (more than two
locally spaced satellites) for ionospheric science. Lead project from critical
design review, to flight build and through launch integration process with NASA
on a brand new launch system.
• Design and specification of a new controlled formation flying concept that ac-
complishes similar goal to ANDESITE system, while adding adaptability to
mission operations.
• Formulation of rigorous framework for evaluating swarm-based satellite mea-
surements of the near-space magnetic environment. Demonstrated capability
of new analysis by characterizing performance of ANDESITE and controlled
formation concept.
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• Pioneered cooperation with worlds largest constellation operator, Planet Lab
Inc., to use their instrumented satellites for scientific objectives. This also
represents the first use of a CubeSat constellation for auroral physics.
The work as a whole represents a synthesis of several areas ranging between mod-
eling and system architecture, hardware characterization and management, and data
analysis and processing. It is important to understand the entire chain from theo-
retical motivation to experimental implementation and results. Often for complex
systems such as spacecraft experiments, the inter-connectivity of every step of the
scientific process can be muddled do to the scope of a program. Here, CubeSats allow
a view of the whole due to their limited organizational complexity when compared to
large flagship missions. Without that comprehensive coverage, the problem is lost to
the details.
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Chapter 2
ANDESITE: A Case Study in a Locally
Sampling Swarm Design
In this chapter we review what the needs of building a spacecraft system through
the study of the Ad-hoc Network Demonstration for Extended Satellite Inquiries and
other Team Endeavors (ANDESITE) program, artist rendition shown in Figure 2·1.
Informed by the sampling strategies and fundamental physics deserving of greater
observation from the previous chapter, this small satellite system was built to fly a
network of magnetometers through the aurora to investigate the physics and explore
the impact of small-scale current structures. The program was a true exercise in
engineering and managing the constraints of a real working system. Compromises
arise from the vast difference between what is desired and what is possible. This
chapter aims to cover the mission and design of ANDESITE and contextualize its
place in the current state-of-the-art.
While a science instrument—in this case, a magnetometer network—can easily be
specified to meet the needs of the experimental question, system-level choices such as
data communication flow and actual satellite bus development are often what stand in
the way of an idealized sampling of the phenomena. As compact spacecraft technology
and communication systems mature, their constraints may relax, but engineering
reality, cost, and schedule continue to wield a powerful influence over these choices.
ANDESITE’s design will ultimately satisfy the need for dense magnetic measurements
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of the aurora, but it took several years to converge on a solution that could do so
with the resources and technology available.
Researchers often gloss over the operational system they rely on when publishing
data from complex hardware like satellites. This is due in part to article page counts
too limited to cover the details that cover the work done by the large number of
engineers, scientists, and support staff needed to run a program. The limited scope
of an individual’s contribution keeps any one person from truly understanding all the
aspects of a mission. Data users often do not need to know operational aspects of
the satellite. This leads to unclear relationships between potentially spurious results
and the underlying system architecture that produces the scientific measurements. In
the case of ANDESITE, the limited resources and scope of the project help reduce
this problem while also offering a case study of the entire process from concept to
measurement. Under these constraints, an unusual level of insight becomes possible.
The lessons learned from the design and build process of this system are capable
of informing future experimental designs in the emerging field of small spacecraft
swarms. The launch schedule may always be slipping with deadlines always just over
the horizon, but the knowledge gained from design cycle iterations while building the
flight hardware is invaluable to the mission designers and end-user scientists.
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Figure 2·1: ANDESITE swarm. Separation of the nodes is notional
here and not to scale.
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(a) 6U CubeSat Mule
(b) Sensor Node
Figure 2·2: Flight units of satellite system
24
2.1 The Spacecraft Swarm
The ANDESITE system consists of eight identical sensor nodes (Figure 2·2b) and a
6U “data mule” (Figure 2·2a). As designed, nine satellites deploy from a Planetary
Systems Corp. Canisterized Satellite Deployer (CSD) in a single configuration called
the aggregate satellite into a 500-km altitude near circular orbit at 85◦ inclination.
At this time, the aggregate satellite system will enter de-tumbling mode (Figure 2·3-
2). During this phase, the attitude control system on the 6U—designed around a
three-axis magnetorquer arrangement from Innovative Solutions in Space (ISIS)—
will activate and stabilize the craft. While nodes will be launched with pre-charged
batteries, a slow rotation rate will ensure that the mule batteries remain charged by
the solar cells to full capacity before entering the next phase of the deployment. Once
de-tumbling is complete, the mule will start ejecting pairs of sensor nodes via direct
ground command.
The sensor nodes begin start-up sequences via a mechanical switch the moment
they are launched from the mule. Device discovery will follow initialization, and
the self-organizing sensor network is consolidated. In order to perform the science
mission, the constellation must be in a near polar circular orbit. This geometry allows
perpendicular passage through the Region 1 and Region 2 Birkeland current sheets
around the polar regions of the Earth. To conserve power, the system will collect
data only during the winter hemisphere passes as the aurora will be most active at
the pole pointing away from the sun (Figure 2·3-4).
To spatially resolve the currents in the longitudinal direction, all eight sensor
nodes will be launched symmetrically from the mule near the magnetic equator. This
concept is presented schematically in Figure 2·1, and testing for deployment is shown
in Figure 2·4. The change in velocity (∆V ) gained from separation—around 3 m/s
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Figure 2·3: Initial deployment and operations for ANDESITE sys-
tem.
Figure 2·4: Student microgravity testing of sensor node deployment
from mule—late summer of 2015.
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as measured during a microgravity test—will affect the inclination of the node orbits
to give a maximum desired cross-track separation of about 5 km between pairs near
the science region of interest. This pattern will be periodic and the sensor node orbit
trajectories will re-coalesce at the node of separation twice every orbit. To account
for this, the difference in inclinations of the orbits will ensure crossings of the nodes
occur out of phase due to the differential J2 gravitational perturbation that each node
in a pair experiences. With a slightly higher ballistic coefficient than the mule, each
node pair will also proceed to drift ahead along track—losing altitude due to drag and
thus speeding up—and create a string that will roughly hold together as a formation
of nodes and slowly advance along the mule’s track.
A more detailed relative orbit is shown in Figure 2·5, which was created using
a orbital propagator that incorporated the NRLMSISE-00 atmosphere and a 70 x
70 degree/order gravity model. The resulting formation effectively combines the
geometric concepts of SWARM and ST5, as mentioned in Chapter 1.
Launched into low Earth orbit, the sensor nodes’ trajectory will naturally decay,
terminating the mission well after the objectives are complete. Based on the insertion
altitude given by the launch system—500 km—the nodes will reenter well before 25
years—dictated by international policy—at about 5 years from the orbital insertion.
Simulations have shown that this altitude also maintains a constellation of sensors
that is within communication range of the mule for at least a week, setting the mission
lifetime by the ability of the network to remain in that active distance.
To consider probability of collision, Figure 2·6 shows the relative distance between
the mule and nodes along with inter-node minimum approach distances. The nodes
drift along the orbital track due to their differing ballistic parameters and do not cross
each other’s trajectories due to the asymmetry of the gravitational perturbations that
each encounters. Within a few orbits the nodes will not come within 100 m of each
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Radial
Figure 2·5: Node-pair deployment referenced to the Mule’s body-
fixed coordinates, red dashed lines mark drift after a few orbits.
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other, with relative speeds of <3 m/s. While they drift away from the main 6U
spacecraft they will never deviate from the main orbital plane by more than 2.5 km,
with all the associated formation drift occurring in the mean anomaly or velocity
direction. These distances would increase faster if deployment is at lower altitudes.
Figure 2·6: Minimum separation distances between nodes and mule
and each node of a pair.
2.2 Mule
The ANDESITE main bus—the 6U CubeSat known as the mule—houses the eight
sensor nodes and the electronics that manage the data network. Due to the restricted
transmission ranges of the sensor node radios, the mule will collect data from the
dispersed node network and relay the information to the ground station through the
GlobalStar satellite network, as seen in Figure 2·3-7. The mule serves as the data
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link between the nodes and a ground station. To communicate with individual sensor
nodes, it uses a short-range radio (the RFM22B), setting up the star network topology.
The radio itself connects to the Command and Data Handling (C&DH) system via
Serial Peripheral Interface (SPI), and is configured using a Linux C++ RFM22B
library. Once the sensor nodes collect their required data, it will be transmitted to
the mule with a self-consistent architecture, as all the nodes also use the RFM22B
modules.
The C&DH software of the mule resides on a BeagleBone Black (BBB), a low cost,
open source embedded development platform with 84 programmable I/O pins. Given
that it is a full-fledged computing system—not just a simple microcontroller—using
the Angstrom Linux distribution, the BBB sports extreme portability, capable of
running almost any operating system and ability to run and compile most languages.
The mule’s long-range communication protocol relies on the GlobalStar satellite
network, a constellation of satellites used for communication with satellite phones
to ground. To communicate with the network, the mule will have a Duplex radio,
which connects to the BBB via UART connection, and allows for data dumping to be
transmitted to the satellite network and then to the ground station via a web-based
interface. The BBB will employ the use of data compression to reduce the amount of
data being sent through the network, both lowering cost and increasing efficiency.
The power distribution on the mule is an electrical power system (EPS) built
Clyde Space out of Glasgow Scotland. The Clyde Space EPS connects to the solar
panels via six independent Battery Charge Regulators (BCRs). The output of the
six BCRs are then connected together and, via the switch network, supply charge to
the battery, Power Conditioning Modules (PCMs) and Power Distribution Modules
(PDMs). The battery linked to the Clyde Space EPS is a 6 cell Lithium-Polymer
battery system also designed by Clyde Space. This battery has a 30 Wh capacity
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and will distribute regulated power through the 3.3 V, 5 V, and 12 V voltage buses
to the AD&C, BBB, and interface boards inside the 2U avionics bay.
Figure 2·7: (a) Early CAD of full satellite system with mule and
sensor nodes (b) Exploded view of mule interior.
The 6U mule structure—seen in Figure 2·7, an early computer model of the
system—is composed of two regions: a launch bay that houses and deploys the sensor
nodes, and an avionics bay enclosing all data-handling components. The size of the
node bay dictates that it be located at one end of the mule, within a 4U space, with
the remaining 2U space of the satellite composed of avionics equipment in a 14 x 22
x 10 cm compartment. This arrangement serendipitously allows the main 6U bus to
benefit from aero-stabilization as the nodes are deployed.
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The mule is clad in 3.2 mm and 2.3 mm thick sheet aluminum, supported by the
walls of the sensor node bay as well as interlocking braces that enclose the avionics.
The top plate and braces of the mule are made of AL 6061-T6 and are alodined. The
bottom sheet of aluminum functions as a baseplate that supports the entire mule
structure while inside the CSD through the tab-based interface. This baseplate is
made of anodized AL 7075 T7—and will nominally be the nadir pointing face once
the aggregate stabilizes.
2.2.1 Deployment Mechanism
The deployment mechanism has three crucial objectives: (1) deploy each pair of nodes
on command so as to guarantee appropriate formation on orbit, (2) do so without
inducing a torque on the mule, and (3) ensure appropriate deployment velocity for
ideal cross-track separation while traversing the Auroral region. To meet these objec-
tives, a spring-loaded burn-wire mechanism was developed and housed in the mule?s
4U payload bay. There is a slot on each sensor node?s rear that fits onto a steel rod,
and the steel rods are attached on each end to 9.6 lb springs. Adjustable in clamps
are used to load the nodes into the payload bay by pressing the nodes against the
rods, forcing the springs into a state of tension. When the nodes are fully situated in
the payload bay (Figure 2·8a), they are tied together using Vectran rope in a square
knot. Attached to a deployer circuit board are four loops of nichrome wire (one per
node pair) which wrap around the Vectran rope as seen in Figure 2·8b. When a pair
of nodes needs to be deployed, a current is run through the nichrome wire to burn
the Vectran rope and activate the springs. Each node ejects at ∼3 m/s and the equal
and opposite forces of the node deployment cancel to avoid torque on the mule.
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(a) Node deployment bay. Push bars that eject the nodes can be seen above the top pair
of loaded nodes. Only three node-pairs have been loaded in the image.
(b) Burn mechanism based on a nichrome wire wrapped around the vectran rope that is
tying two nodes together.
Figure 2·8: Deployment design
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2.3 Sensor Nodes
The sensor nodes are approximately 1/4U—or about the size of a DVD case—and by
requirement contain the instrumentation necessary to complete the scientific mission.
This includes magnetometer circuitry, as well as the sensors necessary to determine
position and orientation corresponding to each measurement—which when combined,
represent the scientific data product transmitted back to the ground. Sensor nodes are
simultaneously ejected out of the satellite in pairs to provide for the desired network
formation, as well as to negate rotation that would be induced to the mule by the
ejection of a single mass with a lever arm. All sensor nodes have an exterior dimension
of approximately 17.5 x 10 x 1.75 cm with mass of 380 g.
ANDESITE’s main feature is a mobile wireless network architecture intended
for space and other harsh environments where nodes are allowed to move along three
dimensions passively once they are deployed—and can communicate back to the main
bus. Given the collaborative nature of satellite sensor nodes, the loss of multiple
units would not be catastrophic for the mission because there are eight sensor nodes
gathering data—nodes can hop data to any other node within the network until it
reaches the mule.
Much of the network design for ANDESITE shares many of the characteristics of
traditional sensor networks. However, there are a number of key differences between
space networks and their terrestrial counterparts. For example, many of the popular
protocols for static, ground-based wireless networks, namely IEEE 802.11 (Wi-Fi),
cannot be directly used for space applications given the relatively large distances
between sensor nodes and the mule, mobility of the network, time-synchronization,
and the inherent three-dimensionality of the medium. Furthermore, many of these
classical schemes may not account for the severe energy and computational limitations
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of a sensor node.
Each sensor node’s radio—the 435 MHz RFM22B which is by design low-power
and low-profile— can connect via a measuring tape dipole antenna. Ground testing
was accomplished across the Charles river where two radios were set up at varying
distances across the Esplanade as seen in Figure 2·9. The results of those tests are
plotted in Figure 2·10, showing proven capability in the noisy Boston environment
up to 1.6 km and theoretical performance up to a few 100 km. While this range
is insufficient for a sensor node to communicate with the ground, it is adequate for
communication between a node and the mule.
To establish the network between the mule’s RFM22B and the eight other radios
on the sensor nodes the RadioHead Arduino library is used extensively on the node
side. The RadioHead library has the functionality for routing between radios which
creates a mesh network. A mesh network is important in the event that a certain
sensor node is too far from the mule. As long as a sensor node is within range
of another sensor node, it will be able to transmit data to it, and data will arrive
to mule by hopping through this mesh network. The RFM22B radio on the mule
interfaces with the BBB through a Linux based C++ class—as mentioned before.
This C++ Library will be used to transmit and receive data to and from the network
created by the RadioHead library. The RFM22B network is be operated by an 8-bit
microcontroller with onboard flash housed within each of the sensor nodes.
Each sensor node also contains a set of standard avionics subsystems—which in-
clude Communications, GPS, EPS, gyroscope, along with the magnetometers used
as the science payload. An off-the-shelf SkyTraQ Venus GPS was chosen to fit power
and size restrictions since most space-qualified systems are too power hungry for the
nodes. The custom designed node EPS has its own PIC16F1512 microcontroller to
monitor the health of the battery as well as the charge process. Every node is able to
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(a) Radio test setup on Boston University Bridge over the Charles
river.
(b) Paths used to measure received power between radios.
Figure 2·9: Outodoors radio testing for the RFM22B
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Figure 2·10: Sensor-node radio path loss results. Black lines represent
the datasheet specified minimum received power to close a link and the
stated mission required distance for node communication. A blue line
representing the free-space path loss of the power density is fit to the
test data to extrapolate how far we could possible close the link.
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Table 2.1: Summary of a sensor node power budget.
System
Power Mode
Science (W) Data Transfer (W) Low Power (W)
Radio 0 0.28 0.28
ATMEGA2560 0.1 0.1 0.1
EPS 0.121 0.121 0.121
Magnetometer 0.03 0 0
SD Card 0.33 0.33 0
Gyroscope 0.0201 0.0201 0.02013
GPS 0.068 0.068 0.068
Total (10% margin): 0.742 W 1.01 W 0.539 W
determine its attitude through the use of a LSM9DS0 gyroscope and the magnetome-
ter that is also used as the scientific instrument. The magnetometer onboard—i.e.,
the scientific instrument—is comprised of a 2-axis HMC1002 and a 1-axis HMC1001
Honeywell magnetometer. The magnetometers are oriented to sense 3 components of
the magnetic field.
Table 2.1 describes the power consumption between three different modes on the
sensor nodes is key concern for such small picosatellites. The sensor nodes are in
science mode, when they enter the magnetic polar region. During this period, the
nodes are not transmitting, as to minimize electromagnetic interference. During Low
Power mode, only the essential subsystems are active to maintain orbital health, such
as EPS and the C&DH. The sensor node is rarely consuming over 1 W of energy
during most of its lifetime.
The processing unit is based around the Atmel ATMega2560, a microcontroller
with a wide array of peripherals (I2C, SPI, UART, and various ADC channels) and
a built in USB transceiver. This is a simple, low power microcontroller capable of
running robust real-time operating systems. The microcontroller communicates with
the RFM22B radio via a SPI connection. Additionally, the board contains memory to
buffer data during transmissions. Though the central microcontroller commands the
38
entire sensor node, there is an additional microcontroller for the EPS subsystem. The
EPS microcontroller reports the status of the system to the central microcontroller.
At any time, if power is disrupted or problems arise, the EPS microcontroller is able
to interrupt the central microcontroller to protect the sensor node.
Each sensor node will be powered by a 3.7 V, 10 Ah lithium polymer battery. This
voltage will be converted to the 3.3 V, 5 V, and ± 6 V used by all other on-board
components. The EPS onboard all the sensor nodes shall a unique design built by
the EPS subsystem. The custom EPS has an integrated circuit that regulates and
monitors the lithium polymer batteries for charging and supply power to the other
subsystems if there is excess power.
Over the course of an orbit the spacecraft will collect approximately 5 MB of data
per polar pass. The data collected is stored on a 4 GB SD card within the node. After
the sensor node exits the polar region, it begins to transfer the data in a multi-hop
fashion. Each node has a unique address which is attached to each packet to know
which node generated the packet. When a node receives a packet that begins with the
common network message, it will read into the packet to see if it has already received
it. If the node’s address is not in the packet’s viewing history, the node will check
if the packet was sent to them. If not, the node will append its own address to the
packet and rebroadcast the message. The message will continue to be rebroadcasted
until it is received by the radio on the mule. By the time the network drifts away
from the mule—about two weeks—each node will have nominally collected about 15
passes worth of scientific data each day or several hundred in all—far exceeding the
capability of current sounding rocket experiments in terms of data volume.
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2.4 Science Instrument
2.4.1 Design
The magnetometers, the HMC1001 and HMC1002 chips, are rugged, provide a full-
scale range of ± 2 gauss (± 200,000 nT), have a stated resolution of 27 µgauss (2.7
nT) and linear temperature response over the expected environment.
The outputs of the magnetometers are connected to an analog low-pass filter and
then fed into an a 24-bit delta-sigma analog-to-Digital converter with a programmable
gain amplifier. For the voltage reference into the ADC, the ADR441 was selected for
its low-noise and low-temperature coefficient of 3 ppm/◦C.
Since the other electronics include many potentially noisy digital components, a
separate power supply was dedicated to the magnetometers, analog to digital con-
verter, and voltage reference. The instrument package is powered with a 5.0 V line.
To minimize the effect of ground loops, all ground planes are removed in the
area around the magnetometers. All the power supply integrated circuits (IC) are
placed as far away from the magnetic sensors and shielded with RF shields. Due to
the constraint of space, the magnetometers are still in close proximity with shielded
inductors from the solar panels, but testing has not shown strong interference.
2.4.2 Calibration
Proper understanding of our on-orbit measurements is only achieved by thorough
calibration of each node as it is built. To accurately map data from the magnetometers
to the magnetic environment we need to characterize the alignment of three sampled
axes and the performance of the sensors over the entire dynamic range expected.
For calibration of the payload magnetometers we use a precision controlled 1.2
meter Helmholtz cage as seen in Figure 2·11. Within the cage a non-magnetic test
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Figure 2·11: Sensor Node in the calibration Helmholtz cage test
setup.
stand keeps the Sensor Node in alignment as various external fields are commanded.
To coarsely characterize each axis, we command the coils along the three body axes
of the spacecraft sweeping from -60,000 nT to + 60,000 nT in uniform incremental
steps. Holding field for two seconds we sample with the node at a rate of 30 Hz, giving
a window of around 50 points where the cage has settled. Between each step we zero
the cage and let it settle for two seconds and check for hysteresis of the measurements.
The data from these steps are then used for the characterization.
With the mean measured output of the node in mV, the controlled magnetic field
from the cage in nT, and the standard deviation about the mean output (used as the
weighting) we perform a weighted least squares fit in the spacecraft body frame—
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Figure 2·12: Magnetometer calibration curves and uncertainty for
each principle coordinate of the Sensor Node
positive x-axis along the long axis of the Sensor Node and positive z-axis towards
the floor in Figure 2·11. The results of these calibration fits and the associated
uncertainties calculated for each axis at each commanded field are shown in Figure
2·12. Magnetometer calibration is shown for each principle coordinate of the Sensor
Node body axes (top plots of the figure). The bottom plots show the associated
instrument uncertainty converted from the analog-to-digital-converter outputs in mV
to nT using the calibration slope, referenced as sensitivity in magnetometer literature,
and plotted against the commanded test field strength. For all these plots, the x-axis
is the Helmholz cage’s commanded field strength. Note in this test each axis is able
to sample with a precision less than 10 nT.
To determine corrections for non-orthogonality, the calibration script then com-
mands the coil to cycle through a set of 12 measurement angles that sample uniformly
about a geodesic sphere and curves are least squares fit to the results. The magni-
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Figure 2·13: Thermal effects on the sensor node magnetometer sys-
tem
tudes of each vector use the same sweep as the coarse calibration, resulting in 48
data points for each axis in spherical coordinates r, φ and θ, where r is the axis
measurement magnitude and the unit vector is determined by the coarse calibration
curves. This allows a mapping from the measured mis-aligned raw measurements to
a corrected vector measurement.
We also performed a temperature sensitivity test where we heated a node using
a thermal pad and collected data with the same calibration routine. The results
compare favorably to the stated capabilities of the Honeywell sensor, as seen in Figure
2·13. The sensors are well within the performance specs needed to do the spatial
correlation of magnetic structures that we may see since our main goal is a relative
measurement of the field between nodes and all nodes should remain at a steady
temperature due to the large thermal capacitance of the node aluminum structure.
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2.5 Scehdule and Management
2.5.1 ANDESITE — Getting to Flight
Originally slated for ELaNa XIX, ANDESITE worked toward integration in April
2018. Last-minute efforts to meet the FCC licensing deadline were resolved days too
late for integration with the launch vehicle, but the spacecraft, with a granted radio
license as of summer of 2018 it stands ready for the next ELaNa manifest. This
section will review the time-line toward meeting the constantly moving schedule and
serves as an illustrative path for others.
2.5.2 Testing and Deadlines
Originally conceived in 2012, ANDESITE started as and continues to be a student-led
project. In 2013, it began design in earnest under the Air Force Research Laborato-
ries (AFRL) University Nanosat Program (UNP) Nanosat-8 competition. Under the
tutelage of the AFRL team, it progressed beyond its initial 3U form factor toward the
6U form used in the final build eventually being selected as a one of the final com-
petitions winners in 2015. Armed with a mature spacecraft design concept, the team
applied and was granted a launch opportunity through NASA’s ELaNa program.
From 2015-2017, the spacecraft entered a transition period as it progressed through
the UNP process towards a final branching decision after a formal Pre-Integration
Review (PIR) with the AFRL team in early 2017.
As a university without a large satellite program, constant turnover of the stu-
dent team plagued the effectiveness of building institutional knowledge. While AFRL
UNP personnel and documentation helped, we decided to bring on a research scien-
tist, Aleks Zosuls, to help mitigate that loss of knowledge. His extensive electronics
prototyping background and test equipment expertise became essential as a resource
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for the quick design iterations needed to meet the schedule.
For most of its life, ANDESITE was primarily an undergraduate effort with a
line of Master’s students as program managers. In 2015, I was brought in as the
first PhD student on the project and provided continuity over the last part of the
design life-cycle. Since then, the team has been structured around a hierarchy that
has included more graduate students in running and managing efforts while retaining
undergraduates as design and fabrication engineers. For most of the program the
Project Engineer was an undergraduate and the Program Manager a grad student. A
doctoral student would handle the top-level mission coordination and provide much
of the knowledge base continuity due to their longevity at the university and ability
to focus on the program.
2.5.3 Flight Build
In the late spring and early summer of 2017, the flight build effort began. The team
turned several design iterations, and manufactured twelve flight-ready sensor nodes
(the smaller payload spacecraft) and the host “Mule” 6U spacecraft. During this
time, the undergraduates took the lead. They were able to learn and implement
several design manufacturing techniques that effectively created a production line of
satellites. Students had to create their own quality assurance processes, which are
usually not considered for boutique one-off student systems.
The twelve nodes were completely made of in-house designed electronics and pop-
ulated through a scaled use of re-flow ovens and solder stencils. An uncovered board
is seen in Figure 2·14. The 6U was simpler to create and used mostly COTS parts
with in-house built solar panels, using techniques learned from the production of 24
independent panels for the nodes. ANDESITE is effectively a 2U in functionality
with 4U of deployment bay space that held the nodes, seen in Figure 2·15.
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Figure 2·14: Flight node internal PCB board
Eight of the twelve nodes were selected based on reliability and manufacture qual-
ity. Those nodes were loaded into the Mule, with a side port that allowed access for
charging and software updates after the satellite had been fastened together in its
final configuration.
July 2017 allowed for an opportunity to do simple environmental testing at the
AFRL small satellite lab in Albuquerque, New Mexico. That same week the origi-
nal launch schedule slipped further into the year. Initial vibration revealed internal
rubbing that produced small detritus. In order to mitigate risk of shorts, the team
decided to disassemble the spacecraft and conformally coat boards that had been left
un-coated due to schedule pressure. Once the spacecraft was reassembled in October
46
2017, a final vibration and vacuum bake-out was performed. With launch now sched-
uled for early 2018, efforts were put into satisfying the remaining requirements left for
the NASA ELaNa Mission Readiness Review (MRR) held at the Trisept Corporation
offices on December 5th 2017 in Chantilly, Virginia.
In early 2018 the mission schedule adjusted again to a May 2018 window. AN-
DESITE hardware was finished. All that was left was final licensing.
Figure 2·16 shows a running budget of the project through major milestones from
the Preliminary Design Review through the final assembly in the summer of 2017. The
budget is broken into several categories: Staffing (payment for student employment
through research stipends), hardware (materials and parts), Facilities and Adminis-
trative Costs (F&A which covers lab space maintenance and use) and miscellaneous
for any remaining uncategorized costs.
2.5.4 Licensing Challenges
The initial FCC license application was sent in May of 2017. The license application
covered the COTS radio from NearSpace Launch on the 6U for ground communication
through the GlobalStar network, and the smaller hobby radios used for inter-node
communication.
As final launch vehicle integration of the ANDESITE system approached, sched-
uled for Friday April 13th 2018, the license application remained an open ticket. Two
weeks before, the team was notified that if the license did not come through within a
week, the de-manifest process would be initiated, and ANDESITE’s launch would be
postponed. Through efforts by the integration team, communication was opened with
the FCC about the delay of the license. During that communication, concerns were
voiced by the FCC about orbital debris mitigation. As an answer to the concerns,
the team proposed waiting to deploy the sensor nodes from the 6U until ANDESITE
47
had decayed to an altitude below the International Space Station (ISS).
Due to the atypical nature of ANDESITE’s design and difficulties characterizing
the orbital debris risk within the licensing documentation, all parties agreed that the
change of operations was the simplest mitigation choice.
Luckily, the science mission did not rely on a specific altitude, but rather needed a
high-inclination orbit so that it could pass through the auroral region. In fact, a lower
altitude would magnify the magnetic disturbances the swarm was designed to detect
due to the convergence of the magnetic field closer to the ground and intensification
of current densities that would be contained in the tightening flux tubes. ANDESITE
moved forward with the new plan.
After a flurry of back-and-forth fleshing out the details of the adjustment, the
final FCC license was granted on April 5th 2018.
Integration activities on ELaNa XIX began on April 8th. When Rocketlab was
approached by the NASA team three days before about re-configuring the Electron
payload back to one that could admit ANDESITE, it was already too late to do so.
ANDESITE as of this writing remains at the ready in the Boston University Space
Technology Lab, waiting for the next ELaNa launch on an Electron.
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Figure 2·15: Mule final assembly with internal node bay and avionics
bay visible
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Figure 2·16: Budget through final flight unit assembly
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Chapter 3
Design Feasibility of Controlled Formations
for Local Sampling
The current ANDESITE formation relies on differential drag forces to separate the
satellite sensor nodes in the orbital velocity direction. This effectively creates a string
of measurements along the orbit. By ejecting the nodes perpendicular to the velocity
we can only create a two-point spatial resolution in the cross-track dimension. This
operational mode is dictated to us since we did not have the propulsive capability and
limited control of the system and was noted as a limiting factor in sampling plasma
from early design considerations. However, new technologies being developed—such
as MIT’s electrospray thrusters (Krejci et al., 2017)—have opened up the possibility
of maneuvering small satellites (order of 1U-2U) into a controlled formation. With
a little knowledge of relative motion dynamics on orbit we can create a much better
system that is robust and adaptive. In this chapter, we investigate formation dy-
namics and propose a new semi-stable formation that can better perform a mission
like ANDESITE and remain together for a longer time. Sensor networks like this
will complement global networks and may be the only path forwards for the spatial
resolution needed to detangle the electromagnetic environment at the kilometer-scale
in the auroral structures investigated by this work.
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3.1 Bodies in Motion
3.1.1 Dynamic Model
Newtownian gravity states a set of equations that are highly non-linear and difficult to
deal with directly. Most simply, the two-body gravitational dynamics are written as
Eqs. 3.1-3.3 in a Earth-centered inertial (ECI) reference frame, where µ = 3.986×105
km3/sec2 is the gravitational parameter for earth.
x¨ =
−µx
(x2 + y2 + z2)3/2
(3.1)
y¨ =
−µy
(x2 + y2 + z2)3/2
(3.2)
z¨ =
−µz
(x2 + y2 + z2)3/2
(3.3)
Since we are only interested in a closely flying swarm of spacecraft and not an
entire constellation, we can linearize the dynamics. Start by rewriting them 665in
terms of a coordinate system defined by a nominal circular orbit in the inertial frame.
The resulting Clohessy–Wiltshire equations (Clohessy and Wiltshire, 1960) are in a
new non-inertial coordinate system defined by the velocity direction y, radial (away
from earth) direction z, and a direction normal to the orbital plane z—are written
as Eqs. 3.4-3.7, where a is the semi-major axis of the control orbit. These equations
hold as long as the control orbit remains circular and the distance from the origin
remains much less than the radius of curvature of the nominal trajectory.
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x¨ = 3n2x+ 2ny˙ (3.4)
y¨ = −2nx˙ (3.5)
z¨ = −n2z (3.6)
n =
√
µ
a3
(3.7)
Within the constraints of this linearization this set has an analytical solution for
the time-varying trajectory. One such trajectory is the natural-motion orbit. This
“orbit” allows one satellite to naturally orbit the origin of the local coordinate system
indefinitely without propulsion—under the assumptions of the linearized dynamics.
This is often taken advantage of for spacecraft rendezvous and these dynamics are
of the utmost importance to studies of such closely flying spacecraft. By stacking
several of these trajectories we can create a swarm that can hold formation without
propulsion. A schematic of formation concept is shown in Figure 3·1 and will be
discussed more at depth in the next chapter. The arrangement has several advan-
tages when compared to ANDESITE’s current mode of operation: it holds formation
without drifting apart, and it can specify a better spatial resolution of the physical
phenomena.
3.1.2 Thrusters
The key to taking advantage of the above mathematical trick is the introduction of
control authority to each spacecraft in the formation so that real system perturbations
can be offset and the nodes in the formation can align correctly. This is hard to do in a
small package, but new technologies are being designed each day practically as of this
writing. To understand generally how we may take advantage of this technological
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Figure 3·1: Proposed final formation for a controlled satellite swarm
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progress, we examine basic rocket propulsion theory and pick an example thruster to
analyze.
Spacecraft must maneuver by expelling propellant at high velocity to induce mo-
mentum change via Newton’s second law. The best way to characterize the ability
for maneuvering is through what is known as the “Rocket Equation,” given below:
∆V = Ispg0 ln
(
md +mp
md
)
(3.8)
Derived from Newton’s second law this equation measures the momentum change
of the craft in terms of Delta-V (∆V ), specific impulse (Isp), dry mass (md) and pro-
pellant mass (mp) with the gravitational acceleration g0 = 9.8 m/s. Small CubeSats
also have the additional constraint of not being able to carry much fuel due to volume,
further necessitating fast exhaust velocities and thus favoring electric propulsion.
For this conceptual satellite formation we are going to use MIT’s ion-electrospray
(iEPS) thrusters—seen in Figure 3·2—as a probable control mechanism since it affords
us an Isp on the order of 760 sec (Krejci et al., 2017). With the assumption of a 1
kg satellite wet mass with 5-10% of that being fuel, we can expect around 600 m/s
of ∆V . The only disadvantage of these small compact thrusters is that currently
each chip ideally can produce about 12 µ-newtons force, but they can be built into
an array of multiple chips. When we choose the control parameters and design the
system, we must ensure that we have enough chips to provide the force required by
the controller to make the formation in a timely manner. We also assume that state
knowledge can be obtained through on-board GPS measurements, the satellites do
not need to communicate with each other. They just follow a reference orbit with a
simple on-board algorithm, pre-programmed before flight.
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Figure 3·2: Current iteration of MIT’s iEPS thrusters with an eight
chip array. Board shown is designed to fit into a CubeSat (Krejci et al.,
2017)
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3.1.3 Optimal Control
By choosing the local coordinate system of the satellite swarm we afforded ourselves
a nice linear system (Kapila et al., 2000). All unforced trajectories can be given in
terms of an analytical state transition matrix, a function of time, multiplying the
initial state.
x(t) = Φ(t, t0)x0 (3.9)
x(t)
y(t)
z(t)
x˙(t)
y˙(t)
z˙(t)
 =

4− 3 cosnt 0 0 1n sinnt 2n (1− cosnt) 0
6(sinnt− nt) 1 0 − 2n (1− cosnt) 1n (4 sinnt− 3nt) 0
0 0 cosnt 0 0 1n sinnt
3n sinnt 0 0 cosnt 2 sinnt 0
−6n(1− cosnt) 0 0 −2 sinnt 4 cosnt− 3 0
0 0 −n sinnt 0 0 cosnt


x0
y0
z0
x˙0
y˙0
z˙0

(3.10)
By inspection, the initial conditions xcirc = [r, 0,±2r, 0,−2nr, 0]T—where r is
some arbitrary radius that we pick to be 10 km for this exercise, representing the
maximum size of our swarm—create a perfect circular orbit at 30◦ to the y–z plane.
We set our altitude at 500 km which then means n = 0.0011 rad/sec. We can flatten
this orbit as we do in the next chapter by setting any non-zero state in a dimension to
zero. This nulls that component and makes the natural motion orbit planer in one of
the principle planes, though it becomes an elliptical trajectory rather than a perfect
circle.
We wish to take advantage of this stable trajectory and drive a satellite from the
origin to track the analytical solution in in the linearized dynamics. To first examine
the feasibility of doing this, one must define the system in state-space and determine
how the control can map into the states. Begin by rewriting the equations of motion
into a linear system of equations—where x = [x, y, z, x˙, y˙, z˙]T .
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x˙ =

0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
3n2 0 0 0 2n 0
0 0 0 −2n 0 0
0 0 −n2 0 0 0
x + Bu (3.11)
If we can only control with thrusters the control mapping is given by inputs only
directly to the accelerations. This means B = [0, I]T and is size 6×3—where u
represents the thrust applied in each coordinate direction.
Since our system is linear, we know the infinite-horizon, continuous-time Linear-
Quadratic Regulator (LQR) is an optimal control for the cost function given as
J =
∞∫
0
[
xTx + ρuTu
]
dt (3.12)
Here, a constant ρ is introduced to balance the weight of the state and control
contributions to the cost.
We must now adapt the LQR problem to track a reference trajectory. Defining
an error as a the new state we can write (x˜ = Φ(t, t0)xcirc)
e = x− x˜ (3.13)
e˙ = Ax + Bu−Ax˜ (3.14)
= Ae + Bu (3.15)
From this rewriting we see that the new state equation follows the same dynamics
as the original, thus we can use the original system LQR solution as the feedback
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control for the reference tracking problem. From here, we solve the algebraic Riccati
equation below and use the solution as a controller based on the error.
0 = PA + ATP− 1
ρ
PBBTP + I (3.16)
u = −ρBTPe (3.17)
3.2 Results
3.2.1 Choosing Cost Function Weighting
A first pass at the parameter space for the choice of the weighting factor ρ gives
us Figure 3·3. If we zoom in on the region where the iEPS thrusters fall in ∆V
capability (Figure 3·4), we observe how the timeliness changes (Figure 3·5) with the
weight, along with the maximum thrust needed (Figure 3·6).
By inspection of these plots, it seems that with ρ = 1011 we are able to obtain the
desired trajectory within 2 orbits, using only around 50 m/s of ∆V—this trajectory
is plotted in Figure 3·7. The thrust required peaks at around 69 mN, way more than
a single thrusting chip. To decrease down to acceptable thrusting ranges for the iEPS
device we need to increase ρ out to 1016 where we only require peak 220 µ-N of thrust.
This trajectory is plotted in Figure 3·8 and takes 4 days to complete the transfer and
only 28 m/sec ∆V .
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Figure 3·3: Fuel cost versus the control weighting parameter
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Figure 3·4: Fuel cost versus the control weighting parameter, zoomed
in on cases where ∆V < 1000 m/s
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Figure 3·7: Trajectory for ρ = 1011
Figure 3·8: Trajectory for ρ = 1016
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3.2.2 Performance Due to Uncertain Initial State
Here we want to test the spread of our metrics: ∆V , time to insert into the new orbit,
and maximum thrust. To do that we assume the deployment of our satellite at the
origin has an uncertain velocity less than or equal to 1 m/s. The direction of this
uncertain release is chosen at random along the unit sphere. With 500 samples of the
distribution, we can see the sensitivity to the uncertain initial state. The results are
plotted in Figure 3·9.
The fuel cost and time-to-transfer remain fairly tightly distributed—∆V remain-
ing nearly within 1 m/s for the 6-σ value while the transfer time holds to within half
a day. The maximum thrust however has quite a long tail into the higher end, some
cases even doubling the thrust needed to track the trajectory, but all trajectories
remain less than 0.5 mN.
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Figure 3·9: Response of the controller due to an uncertain initial state
3.2.3 Performance With Modeling Error
As a final test of the controller, we add the largest un-modeled perturbation at this
altitude—aerodynamic drag. This would manifest as a constant acceleration in the
−y-direction. Here we choose a typical atmospheric density ρd = 6 × 10−14 kg/m3
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at around 500 km altitude and the orbital velocity to be the ram velocity. Given
a CubeSat projected area of 0.01 m2, a CD ≈ 2 and a 1 kg mass we estimate the
acceleration to be:
adrag =
1
2
ρdV
2CDA
m
≈ 3.5× 10−8 m/s2 (3.18)
Adding this to the y-direction dynamics without changing the gain matrix cal-
culated previously allows us to probe whether we need to include more dynamics in
our controller model. When the simulation is re-run with this additional accelera-
tion there seems to be little effect. The total ∆V cost increases by less than a cm/s
and this is reasonable when you consider that the thrust remains several orders of
magnitude larger than the drag perturbation.
If we were to watch the fuel cost once the trajectory is achieved, we see that drag
would slowly drain fuel over the course of the satellites lifetime, constantly taxing
the controller to hold formation. This can be seen in Figure 3·10—where the satellite
starts in the correct trajectory—and an offset caused by the additional perturbation
while continual thrusting needed to keep the perturbation in check. This offset reaches
a steady state of a few meters with a constant thrust around 35 nN.
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Figure 3·10: Controller responding to mis-modeled dynamics that
lack aerodynamic drag forces
3.3 Feasibility
We have implemented a simple optimal control to bound the controlled formation
that offers an ideal sampling strategy for uncovering ionospheric phenomena. By
trading off between path-cost and control-cost, we were able to design an Linear-
Quadratic Regulator (LQR) control that could be used with the ion-electrospray
thruster technology. This controller proves to perform well even with an uncertain
state and un-modeled aerodynamic forcing, but is limited in it’s timeliness. This is
mainly due to the restriction on the maximum thrust feasible with the iEPS system.
If an alternative thruster is chosen—one that can achieve nearly 100 mN of force—it
may be possible to reduce the trajectory transit from 4 days to a little over 3 hours
(2 orbits) without much additional cost in ∆V . Chemical systems that can fit on
CubeSats exist that produce such thrust, but they have low Isp usually on the order
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of 50-100 seconds—therefore requiring a higher fuel-mass to achieve that momentum
change. Ultimately, for this mission, time is not a constraint and one could afford to
wait for several days while the formation sets. The key insight of this note being that
this swarm architecture is feasible with current technology and should be investigated
further with an on-orbit demonstration. The next sections will propose a sampling
analysis framework and then will use that method to compare a formation based on
this concept to the current ANDESITE methodology.
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Chapter 4
A Mathematical Scheme for Local Current
Estimates
This section aims to provide a mathematically simplified look at he observation prob-
lem posed by in situ magnetometer networks in the ionosphere. We start with this
to give a context to the use of multiple spacecraft for plasma field sampling. No
single source has covered this explicitly as a spatial filtering problem, but many have
approached the problem as it pertains to an explicit mission. Abstracting from the
physical interpretation, we can compare to numerical schemes like the Fourier trans-
form, finite differences and the finite volume methods.
Anderson et al. (2000) applied a least square optimization of a global measurement
set from the Iridium spacecraft to a set of spherical harmonic bases defined in the
geomagnetic coordinate system. This can be thought of as a low-pass filter of the data
in a Fourier-like domain, where higher harmonics were discarded during the routine.
Direct spatial gradient estimations were examined by the Cluster and SWARM
missions. A simple ’"curlometer" is most similar to a finite difference method in
numerical physics (Balogh et al., 1997; Ritter and Lühr, 2006). This approach can
introduce spurious currents due to discretization errors and non-uniform sample spac-
ing.
Here, we can develop a framework for evaluating a swarm as a two dimensional
discretization that moves through a structure that includes upward and downward
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currents. The physics distills to scaling coefficients in the map from the magnetic
measurements to the currents based on the integral form of Ampere’s Law.
This ends up looking similar to the finite volume method with the similar posi-
tives over the finite difference method in terms numerical “energy” conservation (not
introducing current sources) and use with unstructured sampling meshes.
4.1 What Do Field Aligned Currents Look Like?
We start with examining how the multipoint measurement measurement set could
be used to reconstruct an unknown current density field. Let us start with a simple
model for field-aligned currents on a dipole. From Ampere’s law in a magnetically
aligned spherical coordinate system we obtain
∇× (δB) = µ0J‖ = µ0J‖Bˆ0
= µ0J‖(r, θ, φ)
(2 cosφ)rˆ + (sinφ)φˆ√
3 cos2 φ+ 1
.
The relevant parts of the curl operator in spherical coordinates become (for sim-
plicity δB = [Br, Bθ, Bφ])
∇× (δB) = 1
r sinφ
[
∂
∂φ
(sinφBθ)− ∂Bφ
∂θ
]
rˆ+
1
r
[
1
sinφ
∂Br
∂θ
− ∂
∂r
(rBθ)
]
φˆ
and rewriting in matrix form yields
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 1r sinφ ( ∂∂φ(sinφBθ)− ∂Bφ∂θ )
1
r
(
1
sinφ
∂Br
∂θ
− ∂
∂r
(rBθ)
)  =
µ0J‖(r, θ, φ)√
3 cos2 φ+ 1
[
2 cosφ
sinφ
]
. (4.1)
Assuming variations are in the latitude angle (φ) only, we obtain the equations
∂
∂φ
(sinφBθ) = µ0J‖(φ)
r sin(2φ)√
3 cos2 φ+ 1
Bθ =
µ0
sinφ
∫ (
J‖(φ)
r sin(2φ)√
3 cos2 φ+ 1
)
dφ.
Initial inspection shows that we should only expect a magnetic deflection in the
longitudinal angle (θ) as the spacecraft flies through a current sheet that only varies
in latitude. For a sanity check, consider the degenerate case as φ→ 0 (i.e., near the
geomagnetic pole) where the background field is directed downward. Using a small
angle approximation for φ we obtain
Bθ =
µ0
φ
∫
J‖rφdφ = µ0J‖
rφ
2
. (4.2)
This is analogous to the solution for an infinite current sheet in Cartesian coor-
dinates, where rφ is the distance in the direction perpendicular to the sheet. The
variation of the magnetic measurement mostly occurs in the latitudinal direction,
which informs a design choice to have more sampling in that direction. ANDESITE
was designed with that in mind, and the following section presents a framework for
optimal selection of sample spacing to capture a certain class of variation.
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4.2 Sampling the Field
For an arbitrary satellite-based sensor arrangement, like ANDESITE, it is difficult to
work with Ampere’s law in the differential form without undue physical artifacts from
the derivative estimates. To help with that lack of order, we return to the integral
form in Eq. 1.11. From here on we will drop the δ and assume all measurements are
the perturbations due to field-aligned currents. To form the simplest polygon that
can define a loop, all that is needed is a set of three axis magnetometer measurements
Bi and the positions of the satellites. With that, a triangle can be constructed as in
Figure 4·1, where rij = rj − ri is the vector difference between satellite positions.
Figure 4·1: Arrangement for simplest application discrete Ampere’s
law
We can then write a discrete form of the integrals in Eq. 1.11 in a way analogous
to a finite volume numerical scheme representation.
(
B1 + B2
2
)
· r12+
(
B2 + B3
2
)
· r23 +
(
B3 + B1
2
)
· r31 = −µ0J˜ |r12 × r13|
2
(4.3)
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If we have an arbitrary collection of satellites, we can then form a collection of
triangles using a Delaunay mesh. The problem then corresponds to calculating the
set of currents passing through the centroid of each triangle. To interpolate, fit a
Fourier series representation of current density to the mesh.
As an example, the following assumes a 2D sampling, which is a good assumption
for a small spacecraft formation flying at the same altitude. In this scenario all
currents estimated are radial, and we can fit for just a scalar representation in two
local dimensions x and y that are perpendicular to the radial vector
Jmodel = 〈J〉+
∑
m,n
cmne
(jkmx+jkny) (4.4)
〈J〉 = 1
N
N∑
i=1
J˜i
where j =
√−1, and km,n are wavenumbers dictated by the measurement capability
of the sampling geometry.
Finally we minimize the error between a model of the current field and the mea-
surements J˜i from Eq. 4.3, where each location is defined as the centroid of the i-th
triangle that was used to calculate it: [xi, yi]T = (r1,i + r2,i + r3,i)/3. A cost func-
tion could be used with the form below, with additional physical constraints (such
as a divergence free current constraint shown notionally below with a multiplier for
weighting it’s importance, α).
argmin
cnm
|J˜i − Jmodel(xi, yi)|2 + α|∇ · J(xi, yi)|2 (4.5)
For the rest of this work we will just estimate the convergence of the direct cal-
culation of J˜i from Eq. 4.3 into the true field as we change the geometry for a
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parameterized ANDESITE swarm configuration and adapt other geometries.
This framework represents a step beyond what is conventionally done with space
sensors, but does not stray far from numerical schemes found in computational
physics. As mentioned, the method of Eq. 4.3 is essentially analogous to the fi-
nite volume method of computational fluid dynamics. Creating small discrete cells
and accounting for fluxes across edges, you can exactly recover the average currents
through those cells. There is no numerical approximation involved here, no Taylor
series truncation, no discretization error. Only error in interpretation of the results.
Other methods like the single point mapping of 1.7 introduce a spacetime ambiguity
that can confuse the numbers by smearing temporal dynamics with spatial patterning.
While efforts to calculate the derivatives directly with discrete approximations based
on the fundamental theorem of calculus, fall short in similar ways that finite differ-
ence approximations do. They are limited by the limits of the scheme for derivative
approximation.
The method presented in this chapter is more like a camera imaging a scene, each
triangle or “pixel” captures the average intensity in its field of view. The resolution
may be low, but it does not introduce spurious physics like a curlometer would and
does not smear time into space like the single point mapping based on satellite trajec-
tory. It’s calculation is accurate to the physics and is only limited by the sensor noise
and timing of the data. It should be acknowledged that the other methods have their
place in analysis, as seen in Chapter 6, but to most accurately recover unambiguous
views of the auroral plasma fields with this sensor modality, we believe this is the
best way.
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Chapter 5
A Framework for Local Sampling Formation
Comparisons
Within the context of ANDESITEs system design, magnetometer characterization
and the proposed new sampling framework in the previous sections, the reader is not
yet left with a way to reconcile the comparisons between the hardware performance
and numerical errors from the spatial sampling scheme. To test the recovery of current
density from discrete samples by independent satellites, we need a to set up a simple
model for spatial variations of current and create metric of the swarms performance.
This chapter aims to provide an example method for such that. Given multiple three-
axis magnetometer measurements we can recover the average current density through
every set of three points. Many games can be played to refine this method depending
on the final data set, but here the base method is presented and used to gauge a
relative comparison between the ANDESITE swarm and a proposed new formation
derived from the previous chapters controlled sensors.
5.1 Reference Field
To best examine the performance of the swarms, we need an exact reference field to
compare performance of the sampling schemes against. Assuming a field geometry
that can be represented by harmonics in each spatial direction, we can use the Fourier
basis to decompose the solution. The x-axis is the cross-track direction, defined by
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the orbital angular momentum vector and the y-axis is the orbital velocity direction.
J(x, y) = J0
∑
m,n
smne
(jkmx+jkny) (5.1)
In Equation 5.1, J0 is a maximum current amplitude, here chosen to be 0.2 µA/m2.
Let it be understood, this current density is an arbitrary choice and only used to give
a physical sense to the following plots. The relative performance of formations can be
gauged using non-dimensional numbers. The actual magnitudes of small-scale current
structures is not well understood. The coefficients can be set to smn = 1 representing
a white noise power spectrum where all frequencies have equal contribution to field.
To solve for deflections, we need to map to a scalar potential as follows
∇2Ψ = J (5.2)
B = µ0rˆ ×∇Ψ. (5.3)
This gives an analytical expression for B(x, y) in terms of the current density J(x, y).
As a Fourier series it is expressed as
B = µ0J0
∑
m,n
[
jkn
−jkm
]
smn
k2m + k
2
n
e(jkmx+jkny). (5.4)
This deflection map, that satisfies Amperes law, is fed through our forward model
to produce simulated magnetic deflections. Through use of an analytical truth, we
can gauge the effectiveness of the satellite swarm sampling method directly before
flight. An example of a postulated swarm geometry on top of this analytical set of
fields is shown in Figure 5·1.
The nodes of the swarm form triangles and the current estimates are assumed to
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be at the center of the triangles points T1-T7. To estimate error we use a normalized
difference between the actual field and the estimated field. Then a single number for
the error of the estimate is calculated by averaging across all the points, represented
by Eq. 5.5.
〈∣∣∣∣∣ J˜i − J(xi, yi)J(xi, yi)
∣∣∣∣∣
〉
=
1
7
7∑
i=1
∣∣∣∣∣ J˜i − J(xi, yi)J(xi, yi)
∣∣∣∣∣ (5.5)
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Figure 5·1: Mesh of satellite nodes, arrows represent the magnetic
deflections due to currents (the color map).
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5.2 ANDESITE Swarm Parameterization
We can think of the satellite swarm as a 2D linear spatial filter of the current. With
that in mind, it is possible to assess performance in terms of a frequency response.
By sweeping across spatial frequencies along each axis independently, we can fully
characterize the performance. Figure 5·2 shows an example sweep in terms of a
spatial wavelength for the nominal formation shown in Figure 5·1.
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Figure 5·2: Frequency response of the swarm. Note the y-axis per-
forms better than the x-axis.
Note that ANDESITE should have better performance in the y-direction, which
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intuitively makes sense because of the higher spatial sampling density. We can also
gain insight from thinking of the system as a high-pass filter, where we can sample
anything that has frequencies above the characteristic lengths defined by the satellite
spacing. In turn, that spacing determines the bands that we can reliably reconstruct
from the measurements.
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Figure 5·3: Contours of error varying the frequency of perturbations
and the in-track separation (y-axis spacing).
The key to this analysis is our reliance on a normalized error. All the plots
represent performance loss that occurs solely due to an effective discretization error
and is agnostic of sensor sensitivity or field magnitudes. We can therefore apply the
generalized method to any spatial sampling method regardless of strength or shape of
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the perturbations. To inform a magnetometer design we would need to know absolute
shape, size and current density of structures we would want to find.
Taking the numerical experiment a step further, we can tweak the in-track sepa-
ration which can be determined by our sensor node deployment times—a parameter
that can be changed on orbit. Over this design space—characteristic wavelengths and
separation distance—Figure 5·3 shows contours of constant error. This plot can be
used to explore the design space. For instance if a error is desired to be below 20%
for 10 km waves, then the node in-track separation should be about 2 km.
5.3 Stacked Natural Motion Orbits
Most of the previous analysis does not inform much on it’s own, other than relative
performance of different strategies to use the ANDESITE swarm. Where the real
power of the framework in this chapter comes from is using it to explore new sampling
strategies, unconstrained by the design choices of ANDESITE. In Chapter 3, we
explored the use of propulsion to guide sensor nodes to specific trajectories without
actually specifying an explicit formation. Here we lay out a formation based on that
idea of natural motion orbits (NMO).
Begin by simplifying the analysis to a plane defined in the above calculations.
This means that the z-direction of the linearized dynamics in Eq. 3.6 is set to zero.
This keeps all the satellite nodes orbiting in the same plane in ellipse’s that have their
semi-major axis aligned with the velocity direction.
With the coordinates set, a spatial distribution of sensor nodes must be defined.
The orbital period in the local frame is the same as the inertial frame, so any formation
can be considered static as it flies through the auroral region, only rotating slightly.
The best sampling, or most illuminating to the physics is to create a dense array in
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the cross-track direction. This can be achieved with multiple rings of natural motion
orbits with at least two satellites on each ring. The phasing of the nodes on the rings
is set to make a line of as many satellites as needed. That means with one central
satellite, one ring gives a three satellite line, two a five satellite line and so forth. To
better more uniformly sample along each ring, we can increase the satellite count on
each ring proportionally to it’s circumference. This rule gives a roughly uniform two
dimensional sampling across the whole swarm.
Figure 5·4 shows an implementation of this scheme that uses one central satellite,
four on the first ring and eight on the second ring. Notice how the five nodes at the
center of the diagram form a line. With this geometry, that sort of alignment appears
every quarter, orbit. The phasing must therefore be timed to ensure that the proper
alignment in space correlates with the correct timing of the science mission.
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Figure 5·4: Stacked natural motion orbit layout
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5.4 Stacked Orbit Filter Analysis
Now that we have a formation to analyze with the framework used previously, we can
run the same routines on its version of a discrete spatial filter. Figure 5·5 shows just
that.
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Figure 5·5: Frequency response of controlled formation
Since the average spacing of the satellites is similar to the ANDESITE, the metric
based on the total error appears similar. However, when we look at the decomposition
into an x and y response we see that this formation does much better in the cross-track
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direction, since we have a denser measurement spacing in this scheme (the nominal
ANDESITE formation really only has two cross-track measurements).
Other than that better performance in the cross-track direction, two other benefits
need to be pointed out. With the addition of propulsion we now also have the ability
to change the ring diameters and adapt the formation as we observe physics. We
no longer are fixed to the design of spring constants and ejector mechanisms. This
formation also stays roughly consistent in geometry throughout the orbit. If phasing
is off or timing not quite right, as long as the nodes are trying to track their nominal
trajectory they will have a good uniform sampling of whatever phenomena they may
see. As long as fuel remains, this sampling won’t drift apart, and as we saw in Chapter
3 this could be much longer than the expected lifetime of the passive swarm created
by ANDESITE.
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Figure 5·6: Time and length scales for various dynamic wave phe-
nomena, the grayed area is faster than 30 Hz.
5.5 Physical Relevance
To better contextualize this analysis let’s return to the physics and look at some of
the scales of phenomena in the auroral region other than the Alfvén waves. Many
of these phenomena are related to other plasma waves of various types, so beginning
with that we plot a few of the zoo that propagate along the field line and may cause
magnetic deflections that could be observed. This links back to the discussion of
energy transfer in Chapter 1. Again, for now we are most interested in the Alfvèn
waves, since they are key to ducting power from the magnetosphere to the ionosphere,
but this sort of mathematically based analysis could be used to study other plasma
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sensors.
The dispersion relations of the chosen wave phenomena are rearranged as a time-
and length-scale and shown in Figure 5·6, for better interpretation for an engineering
designer. These curves derive from the atmospheric conditions during a typical night
side pass at 70◦ latitude and 500 km altitude. Environmental parameters are sampled
using the International Geomagnetic Reference Field Model (IGRF), the NRLMSISE-
00 atmosphere and the International Reference Ionosphere (IRI) model.
ANDESITE can collect data at a rate of about 30 Hz—the region of the graph
not grayed out. This region in the 10-100 km length scale includes local Alfvén waves
which encompasses the design space of the formation explored in the previous sections,
but one can see room for improvement. Faster time scales on the order of millisecond
resolution, coupled with spatial resolution on the order of a few kilometers (dictating
spacecraft separations on the order hundreds of meters to effectively sample) are
needed to explicitly capture more of the wave phenomena. However, some of the
structures are mapped to waves from above and may be just modulating precipitation
there, where scales are different. Ultimately, whatever may be seen with a variety
sensors, the adaptive formation is at advantage.
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Chapter 6
Leveraging Commercial Cubesat
Constellations for Science
We have examined the swarms design through a hardware build and characterization
of ANDESITE and also a proposed formation that can adapt via propulsive capability.
Then by a rigorous application of a mathematical representation of the mission, we
were able to characterize the ability of those approaches. However, that has not yet
produced actual sampling of the phenomena yet. In anticipation of those capabilities
coming online, we turn to the commercial sector, who are already flying hundreds of
spacecraft inadvertently sampling the nearspace environment as part of their missions.
This chapter explores a hidden capability exposed through a collaboration with the
company Planet. The future of this field may be heavily reliant on such efforts, as
the commercial sector plans to launch hundreds, if not thousands of new spacecraft
into low earth orbit.
6.1 Realizing What’s Available
The past decade has witnessed a boom in satellite missions deployed to low Earth orbit
(LEO). Powered by the emergence of reliable miniaturized sensors and compact satel-
lite components, space-based sensor networks utilizing small satellite platforms are
rapidly emerging. As these constellations and swarms fill the sky, they offer a unique
opportunity to expand space weather monitoring capabilities. An early pathfinder
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into this new mode is the National Science Foundation’s Active Magnetosphere and
Planetary Electrodynamics Response Experiment (AMPERE) project, which has ex-
ploited the engineering-grade magnetometers on the Iridium satellite constellation to
produce continuous global maps of the Birkeland currents (Anderson et al., 2000).
This use of sensors hosted by commercial systems has stood up well when compared
to specialized programs (Knipp et al., 2014).
Most satellites that are part of the commercial space race already have some form
of health tracking capability or sensor that can be exploited as a space weather diag-
nostic. For instance, due to the relatively high cost (power and volume) of attitude
control sensors, such as star trackers, many small satellites rely on magnetometers
for attitude knowledge. This simple sensor has seen inventive ways to refine its use,
squeezing out capability and making expensive ground testing obsolete. On-orbit
calibration as part of spacecraft checkout can routinely calibrate a three-axis magne-
tometer to within about 200 nT uncertainty (Crassidis et al., 2005). With that resolu-
tion auroral current systems are readily observable, such as the ∼100 µA/m2 currents
seen by Stasiewicz and Potemra (1998) which cause B⊥ deflections approaching sev-
eral microtesla. Such localized intensification can feed back into satellite operations.
Deflections of order 1µT can introduce errors in attitude knowledge of order a degree
if the magnetometer is the sole resource for attitude estimation. Understanding the
sources of variability in cubesat magnetometers thus serves synergistic objectives in
space weather research and operations.
The commercial venture Planet Labs Inc. has deployed ∼200 small satellites in
low Earth orbit (LEO) for Earth surveillance. This article presents an initial evalu-
ation of the Planet constellation as a space-based magnetometer network for space
weather monitoring, with particular focus on its rapid revisit capability and its co-
ordinated use with ground-based auroral imagery. The Planet constellation may be
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thought of as complementary to AMPERE—the latter provides coarse sampling over
multiple orbital planes, while the former provides dense sampling within two closely
spaced orbital planes. A case study is presented involving 7 satellites traversing an
active auroral arc over a 10-minute interval during the recovery phase of a geomag-
netic storm. Initial results show a rapidly evolving system of upward and downward
currents that are not well correlated with particular features in the auroral arc.
6.2 Methodology
6.2.1 Planet Labs
The Planet constellation currently consists of nearly 200 3U cubesats (10x10x30cm)
that use non-propulsive phasing to create an evenly distributed network of Earth ob-
serving sensors (Foster et al., 2017). Their main mission is to image Earth’s surface
at high cadence and coverage. They need precise attitude knowledge to correctly
geo-register the images and communicate them down to a ground station. Attitude
determination is assisted by a magneto-inductive magnetometer mounted near the
telescope aperture, at the opposite end from other avionics electronics that can com-
monly cause electromagnetic interference, and an on orbit calibration checkout is
performed during commissioning of each spacecraft.
Figure 6·1 shows the state of the Planet constellation at 02:52 UTC on 8 Septem-
ber 2017. A large part of the constellation uses two orbital planes that are Sun-
synchronous at 500 km (280 km lower than the Iridium constellation). The satellites
(referred to as “Doves") are distributed roughly equally between these planes. For
our purposes, this allows crossings of the northern auroral oval on the night side at
around 9PM and 11PM local time each night. The large dense constellation has been
achieved through waves of satellite launches (“Flocks"), with each wave updating the
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design to improve capabilities and network robustness. The satellites used in this
study were part of the Flock 3P launch (Doan et al., 2017)—the latest iteration of
the spacecraft, which included star trackers to improve attitude determination.
6.2.2 Processing
In order to make sense of the magnetometer measurements they must be registered
to a geophysical coordinate system. This allows for separation of the component
caused by Earth’s main field and the orthogonal perturbative component caused by
FACs. Since magnetometers affixed to the body of a satellite report data in that
frame, there needs to be a translation to the coordinate frame of the geomagnetic
field model. The geomagnetic field model chosen for this work is the 2017 iteration of
Enhanced Magnetic Model (EMM) issued by NOAA based on the EMAG2v3 dataset
which is partially derived from SWARM spacecraft data (Meyer et al., 2017). To
accomplish the transformation we use the orbital state and self reported attitude
knowledge from the spacecraft.
Planet publicly releases ephemerides data with full historical access, which are
created from internal telemetry data and claim to be accurate to <1 km (Foster
et al., 2015). Additionally, the Joint Space Operations Center (JSpOC) has released
TLEs of the Planet satellites providing ∼5 km accuracy, with most of the error in-
track (Riesing, 2015). For this paper we use the Planet released orbital states to
geolocate the spacecraft data and sample the EMM field. A first pass plotting the
magnitude of the magnetic field versus the EMM magnitude is shown in Figure 6·2,
illustrating that further processing is needed to reconcile the measurements.
Attitude estimates provided by Planet are in the form of quaternions referenced
as rotations from the Vehicle Velocity Local Horizontal (VVLH) reference frame. The
VVLH frame is defined by a velocity vector, and a vector pointed in the direction
89
Figure 6·1: State of the Planet constellation at 02:52 UTC on 8
September 2017. The day-night terminator is shown, with magnetic
latitudes above 60◦ shaded green. The E-region field of view of the
Gillam, Manitoba, (GILL) all-sky camera is shaded gold. The seven
satellites used in this study are highlighted, with color coding match-
ing data displayed in Figures 6·8–6·11
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of the orbital momentum. The Planet Flock 3P satellites are three-axis stabilized,
with the telescope nadir pointing for their imaging mission. The satellites remain
still in the VVLH frame unless commanded to slew. This non-inertial frame needs to
be transformed to a geophysically relevant frame. Here, the geographic North-East-
Down (NED) coordinate system is used. The processing is depicted schematically in
Figure 6·2b.
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Figure 6·2: (a) Magnetic field magnitude from the Enhanced Magnetic
Model (EMM) (solid line) compared with raw magnetometer output
(points) for a single satellite. The shaded areas highlight regions of
auroral activity. (b) Schematic illustration of coordinate transformation
between sensor frame and EMM frame.
The satellites used in this paper were chosen due to their stable attitude vectors.
(While it may be possible to extract physically relevant data from the changing states
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of actively moving satellites, that exercise will be left for future work.) Once the
attitude transformation is defined absolute calibration is established by determining
a bias and gain in the body frame of the satellite that yields the best fit to EMM
(see e.g., Roberts et al., 2017). The mathematical approach for on-orbit calibration is
based on the methods of Crassidis et al. (2005), but with fewer constraints imposed.
With the attitude transformations encapsulated by the non-linear function f(·), the
procedure involves minimizing a cost function of the form
argmin
L,C,d
∑
i
∣∣∣f(L(Cb˜i + d))− bi∣∣∣2 . (6.1)
The matrix C is a diagonal matrix with the correction gain for each axis, and d
is a vector of bias coefficients. The matrix L is included to account for additional
corrections due to non-orthogonality and misalignment. This potentially full ma-
trix allows for an assumption that each measurement is a linear combination of the
imposed field, effectively removing non-orthogonality (for small angle offsets) and
misalignment (skew symmetric part that rotates the vector). L and C are included
separately in order to allow for future constraints on those parameters as they relate
to the physical satellite system. Together these form the simple sensor model that is
used to assess Planet capabilities. An entire orbit of data is used here to fit for this
correction to ensure a fully observable (in a control theory sense) set of coefficients.
After attitude transformations are performed, Eq. 6.1 is solved at each time sample
i using a non-linear optimization procedure.
An example of the three axis fit is shown in Figure 6·3. The data are from Dove
1021, the second spacecraft to pass through the auroral arc described later. For
this fit only magnetometer data sampled at 0.1 Hz (∼0.634◦ latitude resolution, or
∼76 km) were used. Each spacecraft can also report data to ground at up to 10 Hz
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data (0.00634◦ or ∼761 m), but currently this only occurs when attitude maneuvers
are being conducted. The times where this was happening are the gaps in the data
of Figure 6·3.
Figure 6·3: Example of fitted attitude magnetometer and data post
processing for satellite 1021. (a) Eastward component of calibrated
magnetometer output; (b) background EMM subtracted; (c) high-pass
filter applied (15 minute cutoff period). The shaded area is the interval
investigated in Section 6.3.
Figures 6·3a 6·3b show raw calibrated samples and background subtracted sam-
ples, respectively. A high-pass filter was then applied to suppress remaining large scale
discrepancies with EMM. The cut-off for that filter was a 10 min period (∼1.7 mHz
frequency), similar to the approach used in AMPERE processing (Anderson et al.,
2000). The result is shown in Figure 6·3c. The fluctuations due to auroral current
systems are unaffected by this filter.
Figure 6·4 presents a histrogram of the residual magnetic field magnitudes (∆B)
after processing. This figure gives a sense of the uncertainty we can expect in applying
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our processing in regions of auroral currents. Data in the figure are from all the space-
craft examined in the paper collected below 30 deg latitude (quiescent regions with
respect to currents). The deviation about the EMM background is ∼200 nT before
any smoothing or futher processing. This serves as a bound on the raw uncertainty
in the magnetometer measurements, which translates to ∼2 µA/m2 uncertainty in
current density for the 0.1 Hz data. These values are comparable to typical auroral
signatures, and small compared to observations reported in specific case studies of
active aurora (e.g., Stasiewicz and Potemra, 1998; Wu et al., 2017).
Figure 6·4: Histogram of Eq. low latitude residuals (<30◦) for all seven
satellites East-West deflection after processing with the high-pass filter.
To facilitate calculation of FACs, an additional low-pass filter was applied in order
to attenuate sample-to-sample variations in ∆B. High-frequency fluctuations will be
anomalously amplified by the derivative calculation in Ampere’s law (e.g., Ritter
et al., 2013)). This filtering step amounts to limiting the resolution of the derived
current patterns to twice the spatial sampling period , or ∼150 km for our 0.1-Hz
sample rate. Although 150 km is large compared with spatial scales in the observed
auroral displays, the advantage in this study remains the rapid revisit of a specific
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spatial region by several satellites. Future work will exploit 10 Hz sampling (∼1.5 km
resolution) offered by the Doves.
6.3 Results
The intense solar events in early September 2017 provided an effective demonstration
of the capability of the Planet constellation for investigations of dynamic field-aligned
current systems observed from LEO. Figure 6·5 shows that the DST index (obtained
from World Data Center for Geomagnetism, Kyoto) dropped sharply around 01:00
UTC on Sept. 8 and hit a low of -124 nT, signifying a strong geomagnetic storm—not
relaxing to above -100 nT until after 5 UTC.
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Figure 6·5: DST index plotted for 7 days in September 2017. A clear
geomagnetic storm is visible on 8 September, marked by the red dashed
line.
Figure 6·1 showed the state of the Planet constellation at 02:52 UTC on Sept.
8, corresponding to the red dashed line in Figure 6·5. The present study focuses on
collaborative measurements with the all-sky auroral camera at Gillam, Manitoba—
part of the multi-station Ground-Based Observatory (GBO) developed in support of
the NASA Time History of Events and Macroscale Interactions during Substorms
(THEMIS) mission (Donovan et al., 2006), the network layout can be seen in Figure
6·6. The E-region field-of-view of the Gillam camera is highlighted yellow in Fig-
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ure 6·1).
The two Planet orbital planes intersect Gillam at approximately 9pm and 11pm
local times (3pm and 6pm UTC). Here we examine magnetometer measurements from
seven satellites that passed through the field-of-view during a 10 minute interval from
∼02:50 to 03:00 UTC. These satellite were highlighted in Figure 6·1. The color coding
and satellite designations will be referred to in subsequent figures.
Figure 6·6: THEMIS GBO camera network.
6.3.1 Observed magnetic deflections
Figure 6·7 provides a sense of the space-time information accessible from closely
spaced orbital sensors analyzed collaboratively with ground-based auroral imagery.
The images have been geographically mapped assuming emissions come from a fixed
surface altitude of 110 km. The satellite measurements have been magnetically
mapped to the same altitude using EMM. The sequence of images shows magnetic
deflections (green arrows) observed by two consecutive Doves—100C (blue circles)
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and 1021 (red circles)—as they traverse the field of view. The satellites were sepa-
rated by 50.6 seconds, magnetometer samples were recorded every 10 seconds, and
ground-based images were recorded at 3-sec cadence. The auroral images shown are
those most closely aligned with the magnetometer sample times.
Figure 6·7: The dynamic arc as viewed by the all-sky imager at GILL
during the geomagnetic event of September 8th 2017. The green vectors
represent magnetic deflection vectors measured by Planet spacecraft
100C and 1021 at the closest time to the image sample.
Figure 6·8a shows a summary of all vectors for the satellite pair depicted in Fig-
ure 6·7. Figure 6·8b is a similar summary for a second pair of satellites 8 minutes
later, with a 37.4-s separation (satellite 1029 and 100E in Figure 6·1). The auroral
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images are representative samples near the time of satellite conjunction. The figure
illustrates some features and caveats associated with this particular sample set. In
Figure 6·8a, the cross-track ∆B measured by the two satellites passing 50 seconds
apart agree well during a period with bright and slowly varying auroral emission pat-
terns. This lends confidence to the processing methodology applied, and illustrates
the efficacy of inexpensive solid state magnetometers for auroral science (also see.,
e.g., Fish et al., 2014). The rapid change in the cross-track deflection at the poleward
boundary is consistent with the presence of an intense narrow upward field-aligned
current, as will be discussed subsequently.
Figure 6·8: Two dove pairs measuring the similar auroral structures:
100C followed by 1021, and 1029 followed by 100E. Magnetic latitudes
are black solid and dashed lines (55 to 80 in steps of 5 degrees). The
Moon in the camera view is obscured by a black circle.
A similar result is seen in Figure 6·8b, except here there is a rotational discrepancy
between the successive satellites. Note that the discrepancy is in the along track
component; the cross-track components are in good agreement. There are two possible
sources for this. First, since variability in the intrinsic field is primarily meridional,
there could be a systematic error in EMM subtraction step, manifested as an error in
the coefficient matrix C in Eq. 6.1. The discrepancy could also reveal a problem with
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the sensor–e.g., non-orthogonal mounting. This type of systematic error is addressable
using information obtained over a long period from the full constellation, as discussed
in Section 6.4.
6.3.2 Field-aligned current calculation: Standard approach
FAC densities may be computed from B⊥ magnetic field perturbations through Am-
pere’s Law. We compare three methods in this work. The first method is the standard
approach commonly applied in single satellite studies. Each satellite is assumed to
cross a static current sheet of infinite east-west extent (Luhr et al., 1996). For a
simple finite difference approximation, the current density is given by
Ji|| =
1
µ0
∂∆B
∂x
≈ 1
µ0VDove
∆Bi −∆Bi−1
ti − ti−1 , (6.2)
where ∆Bi is the Eastward component of the calibrated deflection, x is the North-
ward coordinate, VDove is the Northward velocity of the satellite, and i is the time
index. For all formulations used in this work, the current density J|| is positive for
currents directed downward, toward Earth. The spatial resolution for this calculation
is roughly equivalent to 150 km, or twice the sample spacing.
Figure 6·9 summarizes the current densities computed from Eq. 6.2 for seven satel-
lites traversing the field of view over a ∼10 min interval. The gray scale image shows
the time-brightness history (keogram) extracted along a cut defined by the orbital
plane. Several auroral forms appear within this interval, all propagating southward
at ∼1 km/s. The East-West ∆B values are shown as lines, with color coding cor-
responding to satellite designations in Figure 6·1. Computed current densities are
represented as colored strips, with blue indicating downward current, red indicating
upward.
Figure 6·10 presents the same data as line plots, with magnetic deflection in the
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Figure 6·9: Time-brightness history of the aurora (keogram) extracted
along a cut through the Gillam all-sky imager defined by the orbital
plane. East-West magnetic deflections are indicated at the 0.1-Hz sam-
ple locations using horizontal lines. The line color indicates the space-
craft number, following the color key of Figure 6·1). The FAC, com-
puted using Eq. 6.2, is represented with shaded strips along each satel-
lite track, with upward directed current in red and downward in blue.
left column and computed current density in the right column. The dotted line shows
relative auroral brightness variations at the footprint of the data sample. Note that all
significant magnetic deflections are at high latitudes (> 50◦); low latitude variations
are small, within ∼ 200nT of the mean, consistent with findings of Figure 6·4.
Figures 6·9 and 6·10 suggest a dynamically evolving pattern of upward and down-
ward currents and auroral forms during this interval. The following specific observa-
tions may be noted. As anticipated from Figure 6·8a, the current patterns for the red
and blue satellites (100C and 1021, separated by 50 s) are nearly identical. The bright
auroral feature at ∼55◦ latitude lies near the poleward edge of the dominant upward
current channel. There is some evidence for a second upward current peak within
100
the fainter auroral feature at ∼57◦ latitude. A downward current channel appears
just poleward of the aurora. Another upward current channel is detected poleward of
these systems (58-60◦ latitude) by both satellites, but without any conjugate auroral
intensification. Evidence for an upward current channel poleward of the auroral can
also be seen in satellites 0F35 and 1029. Unfortunately no other optical stations were
clear for this event so we have limited context for interpretation.
The abatement of these current systems in the green and light blue satellites (0F35,
1001) follows the general fading of the auroral forms. In Figure 6·9 the green satellites
in fact seems to follow a space-time track that is between auroral intensification. The
infinite current sheet assumption is thus questionable for these passes. The result
could be impacted by edge effects, as discussed by (Luhr et al., 1996).
The yellow and purple satellites both detect the appearance of a new current sys-
tem that is not accompanied directly by any auroral intensification near the satellite
footprints. Noting the similarities of the two downward current channels, one might
posit that the spatial displacement indicates that the channel is moving poleward.
The fuchsia satellite (102C) crossing ∼50 s later finds no evidence for this current
system.
6.3.3 Alternate Current Estimation
The analysis in the previous section was based on treating each satellite as an indepen-
dent sensor of a static system. This assumption was made without any consideration
of the spatiotemporal scales in the phenomenon, or any hypothesis about the phys-
ical model being tested. In some cases successive satellites measured very different
magnetic deflections (e.g., 1001 and 1029), calling into question the validity of the
static current-sheeet assumption. In this section we look at two alternate methods
for calculating J‖ that exploit multiple satellites (Slavin et al., 2008).
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The first alternate method incorporates a constant current-sheet velocity Vsheet,
derived from correlation analysis. Applying this simple correction to Eq. 6.2 gives
Ji|| ≈ 1
µ0(VDove − Vsheet)
∆Bi −∆Bi−1
ti − ti−1 (6.3)
The results in Figures 6·9 and 6·10 suggest a mixture of spatial and temporal vari-
ability during this 10-min period. Nonetheless, some features could plausibly be
accounted for by a current sheet of constant density moving at constant velocity. For
100C and 1021 (blue and red curves), the traces are quite similar; any constant veloc-
ity correction would be minimal. For 1029 and 100E (yellow and purple), however, we
could hypothesize that the large downward current channels in the 52◦–54◦ latitude
range represent a moving current sheet. The satellites were 37 seconds apart (about
282 km in-track separation) which gives a Northward velocity of ∼2.36 km/sec.
In Figure 6·11, the dashed curves shows the currents computed by applying this
velocity to Eq. 6.3. The solid curves are the currents computed from Eq. 6.2, repro-
duced from Figure 6·10. The motion-correction increases the peak current density by
∼ 30%. The color-coded dotted lines show the relative brightness of the aurora at
the footprint of each satellite. The aurora is, in general fading during this time. The
camera is white light, so it is possible that the particle source has turned off com-
pletely for the purple pass, with the residual brightness due to previous production
of metastable states (e.g., 630 nm oxygen redline and 557.7 nm oxygen greenline).
A second alternate method computes ∇ × B in Ampere’s law directly using si-
multaneous measurements from multiple spacecraft. This curlmeter capability was
a major justification for the CLUSTER (Balogh et al., 1997) and SWARM (Gillies
et al., 2015) missions, as well as several sounding rocket experiments (e.g., Zheng
et al., 2003). For the pearls-on-a-string configuration of the Planet constellation, we
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must retain the assumption of an infinite current sheet. For this configuration, the
solution to Ampere’s law may be expressed (Slavin et al., 2008)
Ji|| ≈ 1
µ0
∆Bα,i −∆Bβ,i
xα,i − xβ,i (6.4)
where indices α and β represent the data from a leader, most Northern spacecraft,
and a follower. The curlmeter method has the advantage of eliminating temporal
influences by distant sources, but the spatial resolution is now limited by the space-
craft separation rather than the individual sample rate. The currents calculated from
Eq. 6.4 are represented by the solid rust colored line in Figure 6·11. The result appears
as a low-pass representation of the result computed using Eq. 6.2.
Figure 6·12 is similar to Figure 6·11, except for the red/blue satellite pair in
Figures 6·8-6·10. For this interval the auroral arcs were brighter, but the spatial
offset between luminosity and largest upward FAC intensity remained. The ‘motion
corrected’ result is excluded for this case because there is no obvious movement of
any dominant features in the magnetometer traces.
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Figure 6·10: Line plots of data presented in Figure 6·9. The left col-
umn shows the East-West component of ∆B. The right column shows
the field-aligned current computed using Eq. 6.2. The gray dots show
the relative auroral brightness magnetically conjugate to the satellites.
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Figure 6·11: Comparison of three methods for FAC calculation using
∆B measured by satellites 1029 and 100E (see Figure 6·1. The solid
yellow and purple lines are from Eq. 6.2 (reproduced from Figure 6·10);
the dashed lines are from Eq. 6.3; The rust colored line is from Eq. 6.4.
The dotted lines show auroral luminosity at the footprint of the two
satellites.
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Figure 6·12: Similar display as Figure 6·11, except for satellites 100C
and 1021 in Figure 6·1 – the red/blue satellite pair in Figures 6·8-6·10
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6.4 Discussion
Auroras are the visible manifestation of a dynamic interaction between the magne-
tosphere and the ionosphere, an interaction involving the conversion, transport, and
dissipation of electromagnetic and kinetic energy flux in the outer atmosphere. A
great deal of insight can be gained through rigorous investigation of the relationship
between patterns in the optical phenomenon and patterns in the associated current
densities. The width (Borovsky, 1993), shape (Vogt et al., 1999), motion (Blixt et al.,
2006; Chaston et al., 2010; Semeter et al., 2008; Dahlgren et al., 2013), and spectral
content (Lummerzheim and Lilensten, 1994; Strickland et al., 1989) of the aurora
have revealed much about the physical mechanisms of production. A similar richness
in phenomena should be expected in the associated current system. But observing
FAC patterns is a far more challenging task.
Studies of the aurora using multiple closely spaced satellites in low-Earth orbit
have been limited. The main progenitors for the present study are the ST-5 (Slavin
et al., 2008) and SWARM (Ritter and Lühr, 2006; Gillies et al., 2015) missions. For
both missions, studies involving auroral arc crossings have revealed substantial space-
time variability in FACs, even under quiet conditions (Cumnock et al., 2011; Wu et al.,
2017). The sensors used in the present study are lower quality “engineering grade"
magnetometers, but the sheer number of sensors available in the Planet constellation
(presently ∼200) poses interesting questions about trade-offs between sensor capabil-
ity, network density, and network coverage. The AMPERE mission, for instance, has
clearly demonstrated the scientific efficacy of low-resolution magnetometers deployed
in large numbers (Anderson et al., 2000).
In this initial study, we have used seven satellites from the commercial Planet Lab
constellation to study space-time patterns in the current systems of an active auroral
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arc as it evolves over a 10-minute interval. This aurora was associated with a main
phase geomagnetic storm that began early on September 8, 2017. Our initial analysis
has found FAC densities that (1) were highly variable in space and time, even though
the average location of the aurora forms varied slowly, (2) were not fully resolved by
this satellite spacing (75 to 375 km) and sample rate (0.1 Hz), and (3) manifested
as dynamically evolving upward and downward directed channels that were not well
correlated to auroral morphology (at least not in the visible white-light measurements
available for this experiment. Spectral imaging will shed considerable light on this
finding.
We have used three methods to reconstruct the along-track distribution of J‖.
The first method assumed each satellite traversed a stationary infinite current sheet.
The second method added a correction for a constant current sheet velocity, as deter-
mined via correlation between pairs of satellites. The third method used simultaneous
measurements from paris of satellites to evaluate ∇ × B/µ0 directly (the so-called
‘curlmeter’ method). The bulk of our analysis was based on the first method, as
represented in Figures 6·9 and 6·10.
The visible aurora was correlated with regions of upward currents, as expected.
However, the largest upward current densities were found equator-ward of the visi-
ble arcs. The spatial relationship between FACs and auroral luminosity is strongly
dependent on the mechanism of auroral acceleration as well as the spectral response
of the camera system. In general, current density is proportional to electron number
flux, while broad-band auroral luminosity is proportional to energy flux (e.g., Semeter
et al., 2001). Spatial offset between auroral forms and upward current densities are
commonly found (Lynch et al., 2015).
Our observations also suggest the formation of ephemeral upward-downward cur-
rent systems with no with no clear evidence of auroral intensification in our white-light
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camera measurements (Figure 6·10, yellow and purple satellites). Development of an
auroral acceleration region is a secondary effect of Earthward Poynting flux, forming
only under certain threshold conditions. This finding is thus also not entirely sur-
prising. The temporal development of auroral downward currents has been a subject
of intense speculation (Streltsov and Marklund, 2006; Cran-McGreehin et al., 2007;
Zettergren and Semeter, 2012). Experimental investigations of this dynamic have
largely relied on indirect measurements of its ionospheric signatures (Michell et al.,
2008; Doe et al., 1995). Direct observation requires multi-satellite observations with
rapid revisit time. The scientific efficacy of this approach has been demonstrated by
Marklund et al. (2001), who used the fortuitous alignment of the CLUSTER con-
stellation to study the broadening of a downward current channel over a 3-minute
period. Experiments of the type described herein could contribute substantially to
understanding the spatiotemporal evolution of such current channels.
From a sampling perspective, the static current sheet model is valid if the current-
sheet velocity is small compared with the spacecraft velocity, and the temporal vari-
ability is slow compared with the spacecraft crossing time. In Figure 6·10, substantial
differences in magnetic deflections were observed by successive satellites in some cases,
demanding a more careful examination of these assumptions. Figure 6·11 compared
current densities computed by all three methods for satellite pair 1029 and 100E (yel-
low and purple satellites, 50 s separation). The current density is seen to progressively
increases as we move from the curlmeter (black dotted curve) to the stationary cur-
rent sheet (solid curves) to the motion-adjusted (dashed lines) results. This suggests
that the true variations in ∆B have not been resolved by this sampling scheme. More
specifically, the bandwidth of variations in the magnetic field residuals exceeds the
sample rate (0.1 Hz) of the individual sensors, and these current sheets could in fact
be much denser and much narrower. A relevant study was conducted by Stasiewicz
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et al. (2000) who applied a wavelet analysis to 100 Hz magnetometer samples dur-
ing an auroral overflight by the Freja mission, finding current densities in excess of
300 µA/m2. The Planet data contain many intervals where 10 Hz (∼750 m) sampling
was used, which will improve this analysis profoundly. However the median satellite
spacing of 50 s (375 km) remains as a significant limitation for the analysis of the
current associated with active auroral forms.
It is insightful to consider under what conditions these three estimation methods
would agree. In Figure 6·11, the solid and dashed curves will only agree under the
conditions of zero current sheet velocity. However, the assumption of a constant
velocity with no temporal variability is troublesome to justify physically (a moving
current sheet suggests a change in magnetic stress, which is likely to be accompanied
by simultaneous changes in current density (Chaston and Seki, 2010)). The curlmeter
approach is in principle the most reliable of the three methods in that it provides
an instantaneous measurement of sheet density at scales greater than the satellite
separation, suppressing larger scale temporal variations caused by, e.g., distant sources
or global re-configurations of the Birkeland currents (Slavin et al., 2008). Under
conditions where the traversed current sheet is the dominant source of magnetic
variability, the curlmeter and motion-corrected results agree if the sample rate is such
that the sample spacing equals the satellite separation. It is not known what satellite
separation is needed to fully resolve the current systems studied herein, but the results
of Figure 6·11 ultimately argue for a constellation with satellite spacing 75km.
Higher sample rates for the Planet constellation are anticipated to be available for
future studies.
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6.5 Conclusions from this Phase
A feasibility study has been presented for the use of the Planet Labs magnetometer
network for investigating space-time variability in auroral FACs. Initial results have
revealed a dynamically evolving system of upward and downward current channels
whose position and amplitudes are not well correlated with visible auroral morphol-
ogy. The current systems are often ephemeral, lasting only a few minutes and con-
taining structures smaller than the 0.1 Hz (75 km) sampling interval of the individual
satellites. The observations call into question the static current sheet approximations
commonly applied in the analysis of auroral currents. Careful thought needs to be
given to new sampling and analysis strategies optimized for the rapid revisit rates
afforded by commercial magnetometer constellations
The availability of more data from the Planet Labs constellation at higher sample
rate will greatly improve the reliability of this type of study in several specific ways.
First, there is a constant dipole bias field with unknown orientation introduced by the
on board Li+ batteries and magnetic moments of other parts. This bias can be esti-
mated and effectively calibrated out using a large database of measurements during
quiet periods. Second, mounting the sensor on the spacecraft means a certain degree
of signal compromise due to on-board RF interference, which may vary from space-
craft to spacecraft, but can be regular in form. Techniques involving active sampling
and cancellation (Springmann and Cutler, 2012) are expected to be applicable to this
constellation as well. Third, such studies of auroral current systems can be conducted
with conjugate ground-based optical and radar observations. Understanding the un-
certainties and biases not captured with the simple linear fit will benefit substantially
as the database of collaborative measurements grows, lending further confidence to
future scientific conclusions. Fourth, a more accurate model of the spacecraft bus
110
and avionics will allow us to address inherent correlations between vector magnetic
field components arising, e.g., non-linearities because of magnetic hysteresis of mate-
rials used in the design and errors due to larger non-orthogonality of the sensor axes
which cannot be captured by the linear terms during calibration. These effects will
be embodied in the off-diagonal non-linear elements of matrix L in Eq. 6.1 and the
gain matrix C. Finally, improved terrestrial magnetic field modeling may allow for
more accurate accounting and removal of Earth’s background field.
Commercial satellite constellations with elements numbering in the thousands are
under development. Early engagement between researchers and industry partners
is needed to enable the space science community to fully exploit this exciting new
experimental opportunity.
6.6 Higher Data Rate, Dedicated Campaigns, and Beyond
The previous part of this chapter dealt with the current best practice for historically
collected data from Planet. Here we explore a little more of what could be considered
future capability. Including the higher data rate sampling to show coverage enabled
by utilizing the entire constellation, but with no pretense on illuminating anything
scientifically valid from the results produced since the procession of this portion of
the data remains in the early stages.
6.6.1 Storm of January 14th 2018
To help illustrate the challenges the current process involved in data acquisition, let’s
take a look at another event. In the winter of 2018 a geomagnetic storm hit the poles.
This storm, unlike the previous example had several cameras that saw clear views of
the aurora, a summary of the camera network during the storm can be seen in Figure
6·13. Two of those cameras, FSMI and FSIM, were located close enough to offer an
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Figure 6·13: THEMIS ground based observatory summary plot for
storm on January 14th 2018
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Figure 6·14: Low-resolution observation mosaic layout during event
exquisite view of auroral arc splitting and substorm onset from 4:00-6:00 UTC with
other adjacent cameras also seeing similar structures (Figure 6·14).
When selecting an event to coincide with the Planet constellation, the local time
must be considered. Here the timing between 4:00-6:00 UTC allows a coincident
overlaying sweep of the two cameras. The orbital plane starts near the Eastern edge
of FSMI at the beginning of that time window and slowly precesses to the western
edge of FSIM by the end.
Up until a few months after an event, the full resolution camera data remains
on-site at the camera. There usually is no high data-rate connection to each of the
remote emplacements. In order to get more than the coarse view of the network, a
special request must be made to down-link the data over a satellite connection or one
must wait until hard-drives are physically recovered from each location that a study
may need. The data for this event was requested in the spring of 2018, several months
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after the collect and a special satellite down-link needed to be performed to get the
data to compare to the Planet constellation data. This part of the data assimilation
may be a key bottleneck in future investigations that require timely or near real-time
analysis of space weather.
Figure 6·15: First pass of plotting all Planet data on top of camera
data. Trusting the quaternion, interpolating and subtracting the mean
bias. The lighter colored vectors are within a minute of the camera
image.
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6.6.2 Notes on Future Processing
Processing the high-rate data will be another challenge beyond the scope of the earlier
sections and requires a more intimate knowledge of the spacecraft bus. Streaming
Planets constellation observations during the January 14th event provides a glimpse
at this capability but leaves much to be investigated for future use for scientific
conclusions.
Quaternion data for each dove is reported historically at a 0.1 Hz frequency which
under-samples the time discretiation of the 10 Hz magnetometer data. We also know
that to-date the high data-rate mode of the magnetometer is only triggered during
active operations of the satellites attitude control system. The satellite is most likely
pointing at some target on the ground, whether it be a ground-station or observation
request.
The active control systems are not at the moment clearly conveyed to us, but one
can guess that there are certain oscillatory modes that could be induced by noise in
the attitude estimates and the ability to exactly control the reaction wheels.
A first pass where the quaternion, which is varying in time here unlike the data
used in the earlier study, is interpolated to attempt to align the satellite with the
geophysical reference frame is shown in Figure 6·15. In this plot the mean of the
data is subtracted, but no other filtering is done to the reported measurements. This
represents all historically down-linked data for the entire constellation, 136 satellites
represented, over a two hour period.
Note the combination of dense high-rate (10 Hz) data interspersed with sparse
low-rate (0.1 Hz) data. Though it may seem that the high-rate collection dominates
visually, it represents only about twenty of the satellites plotted.
Oscillations are seen in the south-easterly quadrant of the map. Without more
115
detailed knowledge of the attitude operations (which is no longer accessible for this
event), we cannot determine whether this is a physical manifestation of the aurora or
just jitter from the control system.
Several more filters can be tried to turn over the dataset, but it is hard to really
understand much from these historical recordings. Figure 6·16 shows a few methods
tried. These plots use a quaternion that was smoothed with a moving average window
assuming satellite dynamics were slowly varying. Two of them use the Hilbert-Huang
Transform (HHT) to remove the residual to the Intrinsic Mode Function fit (Huang
et al., 1998). Figure 6·16c only shows the coarse data for reference, where one can
see coherent structures persist between several satellite passes as before.
Future studies can and should work closely with Planet to coordinate high-rate
collections while the control system is not actuated and still collecting attitude es-
timates at the same rate of the magnetometer. From communications with Planet,
this is possible and by the authors opinion should be the path forward in order to
best utilize this capability.
As a final note to this digression, visualization techniques need to be re-examined
to better parse such geographically extensive data. Previous methods of simple line
plots and time-series are insufficient to uncover meaning. The last few figures provide
prime examples of this. Basic plotting that co-locates ground camera data along with
the magnetometer data can deceive without some including time information.
The camera is but a snapshot of an instance, while the scattered vectors on the
map represent a collection spanning two hours. The orbital plane sweeps from right to
left over this window and one cannot simply compare a structure seen in the vectors
to something nearby in the figure without confronting that few vectors if any in this
representation are taken at the same instance and fewer still align with any given
camera image. To-date the best visualization is some sort of animation, but careful
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thought and familiarity with the data product could lead to a better distillation into
a useful graphic, perhaps something similar to Figure 6·9.
In the end, much remains to be done with the new capabilities presenting them-
selves through collaborations such as this, and much remains to be discovered if we
are committed to looking for it. There’s a long road ahead.
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(a) 30 sec Smooth Quaternion, Intrinsic Mode Function
Resid. Subtracted
(b) 60 sec Smooth Quaternion, IMF Resid. Subtracted
(c) Only Coarse E-W data, IMF Resid. Subtracted
Figure 6·16: Several processing techniques for entire swarm dataset
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Chapter 7
Conclusions and Future Work
7.1 Summary
Within this thesis we explored the space-based measurements used towards under-
standing the auroral current systems and the structures that are seen within them.
Following the progression to ever high resolution—e.g. Triad to AMPERE to FAST
to SWARM—we can see that as the data becomes more detailed we are driven to
need measurement spacing at smaller scales.
We started by looking at ANDESITE, which was designed to push the limits of
spatial resolution by flying small payload satellites very close together with lower
risk. That CubeSat system helped contextualize the capabilities that a accessible
to modern spacecraft system designers. While, as of this writing, ANDESITE has
not yet launched, the spacecraft has been built and tested. The experience gained
through that process has given Boston University a path forward into understanding
and creating space-based sensor networks, and positioned it at the cutting edge of
the research in the area. Moving forward, we can look toward creating more com-
plex systems like the controlled formation concept discussed after the description of
ANDESITE. With the understanding developed through the design and build of the
ANDESITE flight hardware, we can properly scope such follow-on missions.
After specifying the new controlled formation design we developed a rigorous
methodology to examine the performance of satellite swarms like it. By doing so
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we analytically showed the capability weaknesses of ANDESITE to resolve kilometer
scale phenomena that include the domain of dispersive Alfvén waves. That analysis
also reinforces the need to possibly use the controlled formation, so that an adaptive
mission could live longer together on-orbit and re-configure to follow scientific needs
as they are uncovered. Ultimately, we are not limited by magnetometer precision by
the node placement of the multi-point sampling scheme, but the actual layout of the
spacecraft swarm geometry.
Future satellite systems for space physics and space weather should take care to
balance the cost of precision instrument design with higher density spatial sampling,
often the instrument is not the limiting factor, but the reliance on a single spacecraft
is instead.
Finally, following the lead of the AMPERE project, we turned to collaborations
with commercial systems, like the constellation operated by Planet. With that work
we were able to utilize already deployed spacecraft in a synthesis of the new commer-
cial space race and an ever developing need for dense networks of sensors for space
weather monitoring. The collaboration stands ready for growth and shows promise
beyond the scope of what any single spacecraft could hope to accomplish.
7.2 Future Work
The near term presents several obvious paths that need to be followed:
• Launch ANDESITE and map analysis framework developed during the Planet
collaboration to scientific processing of any data produced by the ANDESITE
swarm.
• Work toward fleshing out design of controlled plasma sensor swarm as conceived
in this work.
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• Incorporate rigor of magnetometer swarm analysis developed here into applica-
tions using other types of sensors that could measure in situ plasma parameters.
• Coordinate future data campaigns using the Planet constellation. By joining a
special high-rate collection mode with minimal satellite actuation and ground
campaigns using ground-based radars, vastly more detailed maps of the current
structures can be made.
• Work with Planet to exploit other on-board sensors that they log data from,
including:
– Photodiodes (a body-fixed array which is used for calculating sun vec-
tor and reports sensed environmental brightness) possibly good for Earth
albedo monitoring.
– Infrared-based horizon sensor images, again for albedo or weather moni-
toring.
– A star-tracker that has been shown to be susceptible to radiation "streaks"
which could serve as indirect energetic particle flux sensor
– Continuously estimated ballistic coefficients, to better monitor neutral den-
sity.
– Dual frequency GPS receivers for possible occultation experiments to mea-
sure line of sight total electron count, plasma densities and weather.
The last bullet, in the authors opinion, represents the largest, lowest, hanging fruit.
The suite of sensors already equipped by the Planet doves represents a vast untapped
potential of science. The work just needs to be done. With the doves constantly being
replenished, there also may be the possibility to incorporate specialized sensors on-
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board or influence future iterations of their design to better realize the constellations
ability to provide dense, reocurring measurements of phenomena as never before.
7.3 Parting Thoughts
Satellite sensors should become as commonplace as weather buoys in an ocean. Spe-
cialized systems like ANDESITE or the controlled formation introduced here will
push the envelope of resolution. With better miniaturized thrusters, more reliable
magnetometers or other plasma instruments, and small GPS receivers, swarms of
low-cost sensors can resolve the aurora and other ionospheric phenomena in a way
that cannot be accomplished by single-point sensors of past decades. Ultimately, pre-
dictive modeling and understanding for the near-space plasma environment must rely
on the coverage provided by each new satellite constellation put in orbit. Without
denser global networks, the degrees of freedom are too many.
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