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to collect environmental data [2, 3]. In both of these domains, and many others be-
sides, decentralised coordination is particularly challenging because of the constrained
computational resources of the devices (due to the requirement of minimising power
consumption) and because communication is limited to local neighbours (due to the
use of low power wireless communication).
Given this background, the problem of decentralised coordination in these domains
is often cast as a multi-agent distributed constraint optimisation problem (DCOP). In
the constraint optimisation framework the aim is to ﬁnd the assignment of a set of
variables that optimises the aggregation of payoffs (or conversely costs) of a set of
soft constraints deﬁned over the values of the variables [4]. In a distributed constraint
optimisation problem a set of agents control the value of the variables in the system;
jointly aiming to optimise the global reward. DCOP techniques can be directly used
to address the decentralised coordination problem described above by representing the
possible actions that an embedded agent can take with variables and by encoding pay-
offs (or costs) for taking joint actions with constraints. These DCOP techniques can be
broadly divided into two classes: complete algorithms (i.e., algorithms that always ﬁnd
a solution that optimises the global objective function), such as ADOPT [5], OptAPO
[6], DPOP [7], NCBB [8] and AFB [9]; and approximate algorithms such as the Dis-
tributed Stochastic Algorithm (DSA) [1], Maximum Gain Message (MGM) [10], and
ALS DisCOP [11] that do not.
While complete algorithms guarantee that they will return the optimum solution,
they also exhibit an exponentially increasing coordination overhead (either in the size
and/or number of messages exchanged or in the computation required by each device
[12]) as the number of devices in the system increases. Thus, their use in practical
applications such as those mentioned above is severely limited. This important issue
is partially addressed by extensions of the above mentioned approaches. For example,
MB-DPOP provides a memory bounded algorithm that trades-off the linear message
number of DPOP with polynomial message size [13]. In addition, BnB-ADOPT is
an extension of ADOPT, using a different search strategy (depth ﬁrst with branch and
bound instead of best ﬁrst) that consistently reduces computation time [14]. However,
while these approaches provide important improvements, to guarantee optimality of the
solution, the overall time and/or message complexity is still necessarily exponential.
In contrast, approximate algorithms require very little local computation and com-
munication, and are, as such, well suited for large scale practical distributed applica-
tionsinwhichtheoptimalityofthesolutioncanbesacriﬁcedinfavourofcomputational
and communication efﬁciency (see [4] for a review of such algorithms). Furthermore,
such approximate techniques, have been shown to provide solutions which are very
close to optimality in several problem instances [1, 10]. However, such approaches fail
to provide guarantees on the solution quality in general settings. This is particularly
troublesomebecausethequalityofsolutiontowhichmostapproximatealgorithmscon-
verge is highly dependent on many factors which cannot always be properly assessed
before deploying the system. Therefore there is no guarantee against particularly neg-
ative behaviours of such techniques on speciﬁc pathological instances.
To rectify these shortcomings, we believe the answer is to develop approximate
algorithms with quality guarantees. Such approaches can address the trade off between
solution quality and computation effort while providing a guaranteed lower bound on
the quality of the solution obtained with respect to the optimum. Addressing such
trade-offs is particularly important in dynamic settings and when the agents have low
computational power, which is usually the case for applications involving embedded
devices (such as mobile robots or sensor networks). Moreover, having a bound on the
2very close to the optimal in general problems, there is no guarantee that the algorithms
will converge to a solution, and only very limited guarantees on the quality of the so-
lution to which it might converge.
Thus, in this work, we build on the existing max-sum algorithm and propose a new
algorithm that provides bounded approximate solutions on general constraint networks
with bounded reward functions. We do so by removing cycles in the original con-
straint network, speciﬁcally by ignoring dependencies between functions and variables
which have the least impact on the solution quality. We then use max-sum to optimally
solve the resulting tree structured constraint network, whilst simultaneously comput-
ing the approximation ratio for the original problem instance. We note that the same
guarantees can be obtained by using any distributed optimization algorithm that runs
in linear time on tree-structured network. Thus, the results in this paper pertaining to
bounded approximate solutions are not limited to the max-sum algorithm. However,
our speciﬁc choice of the max-sum algorithm here is driven by its efﬁciency in terms
of low communication overhead (speciﬁcally in the number of messages), low com-
putational requirement and ease of decentralisation. Other possible choice yielding
the same results in term of efﬁciency would similar message passing algorithms such
as DPOP or the cluster tree elimination algorithm [25]. However, as shown in [26],
the GDL framework (of which max-sum is an instance) generalises many optimisa-
tion algorithms based on dynamic programming, including both DPOP and cluster tree
elimination.
Building on this result, we then go on to show that we can further improve the
computational efﬁciency of our algorithm by reducing the search space that each agent
needs to consider. This is important, since many practical problems exhibit search
spaces which quickly become intractable even for approximated techniques. In order
to achieve this, we develop two generic action pruning algorithms. The ﬁrst attempts
to discard dominated actions of individual agents (i.e. those that can never be part of
an optimal solution) before the max-sum algorithm is run (and thus, this approach also
generalises to other distributed optimization algorithms). The second uses branch and
bound to reduce the space of joint actions that needs to be considered whilst running
the max-sum algorithm.
To evaluate the effectiveness of the two algorithms in a realistic application, we
consider a disaster response scenario where a set of mobile sensors are tasked to gather
information on spatial phenomena, such as temperature or the concentration of poten-
tially toxic chemicals. To predict environmental conditions in parts of the environment
that can not be sensed directly, these sensors need to identify and model the spatial
and temporal dynamics of the monitored phenomena. Moreover, the sensors need to
coordinate their movements to collect the most informative measurements needed to
predict these environmental conditions as accurately as possible [27]. This problem
is particularly challenging from a coordination standpoint because the sensors need a
sophisticated model to represent the complex spatial and temporal correlations of the
monitored phenomena (and here we use the Gaussian processes to perform this role),
which results in a high computational overhead when evaluating the possible joint ac-
tions of the sensors. Moreover, to achieve effective solutions, mobile sensors have to
coordinate on paths, rather than single actions, thus dealing with a large search space.2
Thus, to effectively apply max-sum in a computationally challenging domain, such as
the mobile sensors one, we can use these two new pruning algorithms to drastically
2A path is a sequence of single actions, thus the number of possible paths grows exponentially with the
length of the sequence. However, by coordinating on sequences of actions, robots are able to better predict
which are the most informative measurements, and thus coordinate more effectively.
4sum of the functions, thereby optimally solving the optimisation problem shown in
Equation 1. Furthermore, this convergence can be achieved in time equal to twice
the depth of the tree by propagating messages from the leaf nodes of the tree to the
root and back again. In this case, the optimal variable assignment is found by locally
calculating the function,   (  ), once the variable node has received a message from
each of its connected function nodes.
  (  ) =
 
 ∈ℳi
  → (  ) (4)
and hence ﬁnding argmax i   (  ).
When applied to cyclic graphs, the messages within the graph may converge after
multiple iterations, but there is no guarantee of this. In cyclic graphs, messages are usu-
ally normalised to prevent them from increasing endlessly. This is achieved by setting
the normalising constant     in Equation 2 such that
 
 i   → (  ) = 0.4 Extensive
empirical evidence demonstrates that, despite the lack of convergence guarantees, the
GDL algorithms (e.g., sum-product, max-product, max-sum, etc.) do in fact generate
good approximate solutions when applied to cyclic graphs in this way [29]. Interesting
results have been obtained for characterising the quality of solutions at convergence.
Speciﬁcally, for the max-product algorithm5 it can be shown that when the algorithm
converges, it does not converge to a simple local maximum, but rather, to a neigh-
bourhood maximum that is guaranteed to be greater than all other maxima within a
particular large region of the search space [23]. Characterising the properties of these
algorithms in terms of convergence and solution quality guarantees is still an ongo-
ing area of research, and to date signiﬁcant results have been obtained only for graphs
with speciﬁc topologies (e.g., several researchers have focused on the analysis of the
convergence and solution quality in graphs containing just a single loop [30, 31]).
To better explain the operations performed by the max-sum algorithm we now de-
tail an execution example. To make the example easier we consider a simple factor
graph composed of two variables and two functions, each variable has a domain com-
posed of three values indicated as  , , . Figure 2(a) shows the factor graph in this
case, and the max-sum messages for a single iteration. Figure 2(b) shows the table
form of the functions and the operations required to compute the exemplar message
 3
2→2( 2), where the superscript indicates the iteration for the message computation.
At the ﬁrst iterations all the   messages are initialised to zero, and therefore the  
messages are a maximisation of the sending function over the variable which is not
receiving the message (e.g.,  0
2→2( 2) =     1[ 2( 1, 2)]). At each iteration each
variable computes its individual   function and chooses the value that maximise it. For
this particular example the messages reach a ﬁxed point after just six iterations and the
  functions converge to  1( 1) = {<  1 =  ,9 >,<  1 =  ,14 >,<  1 =  ,4 >}
 2( 2) = {<  2 =  ,18 >,<  2 =  ,21 >,<  2 =  ,18 >}6. The algorithm would
then ﬁnd the optimal assignment  1 =   and  2 =   obtaining a total utility of 12.
4Note that this normalisation will fail in the case of a negative inﬁnity utility that represents a hard
constraint on the solution. However, it is still possible to use the max-sum algorithm in this context by
simply replacing the negative inﬁnity reward with one whose absolute value is greater than the sum of the
maximum values of each function. This ensures both that the normalisation works correctly, and that the
reward is still sufﬁciently negative to effectively act as a hard constraint (i.e. there can be no solution that
violates this constraint that has a higher utility than one that does not).
5The same results hold for the max-sum algorithm as it can be considered as a derivative of the max-
product algorithm when we consider the log domain [12].
6For a complete trace of the max-sum algorithm on an exemplar problem, see [12].
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Figure 2: Execution example for the max-sum algorithm showing (a) the factor graph
and messages exchanged in each iteration of the algorithm, and (b) the table form of
the functions and computation of an exemplar function to variable message.
Themax-sumalgorithmisextremelyattractiveforthedecentralisedcoordinationof
computationally and communication constrained devices since the messages are small
(they scale with the domain of the variables), the number of messages exchanged typ-
ically varies linearly with the number of agents within the system, and the computa-
tional complexity of the algorithm scales exponential with just the number of variables
on which each function depends (and this is typically much less than the total number
of variables in the system) [12]. However, as with the approximate algorithms men-
tioned in the introduction, the lack of guaranteed convergence and guaranteed solution
quality, limits the use of the standard max-sum algorithm in many application domains.
A possible solution to address this problem is to remove cycles from the constraint
graph by arranging it into tree-like structures such as junction trees [32] or pseudo-trees
[7]. However, such arrangements result in an exponential element in the computation
of the solution or in the communication overhead. For example, DPOP is functionally
equivalent to performing max-sum over a pseudo-tree formed by depth-ﬁrst search of
the constraint graph, and the resulting maximum message size is exponential with re-
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Figure 3: Example of a factor graph containing cycles and a spanning tree formed by
removing the edges between the variables nodes  2 and  3 and the function node  2.
lution of this new problem. Moreover, by removing cycles in this way, we do not
incur the exponential communication cost that is typical of complete approaches (as
discussed above and in the introduction). With our approach, the size of exchanged
messages will be proportional only to the size of the domain of the variables involved,
as opposed to the exponentially sized messages that are typical of complete algorithms.
Also, the amount of computation required to perform the maximisation step when cal-
culating function to variable messages, is exponential only in the number of variables
directly involved in the function.7 If the arity of the functions is bounded (e.g. we have
only pairwise interactions) this computation is polynomial.
However, since we ignore some of the dependencies in the factor graph, we cannot
guarantee that the solution we obtain in the cycle free factor graph is the optimal solu-
tion to our original problem. Nonetheless, as we will show shortly, we can bound the
distance of the solution we ﬁnd on the cycle free factor graph to the optimal solution on
the original problem. A key step in this approach is to quantify the maximum impact
that each dependency has on solution quality.
Speciﬁcally, consider a factor graph   (x,F; ) where   is the set of links con-
necting function and variable nodes. To provide an approximation algorithm, our goal
is to compute a variable assignment ˜ x over a spanning tree for the graph   , such that
the   ∗ ≤     ˜   , where our approximate solution ˜   =
 
    (˜ x ) and the optimal
solution   ∗ =
 
    (x∗
 ). Note that the approximation ratio     is dependent on the
particular instance of the problem. Thus, instead of bounding the performance of our
algorithm on a large class of problems, we compute a data-dependent bound for any
speciﬁc problem instance. As a result, this bound is tighter than a theoretical bound for
a wider class of problems.
The key property of our algorithm is that it puts weights on the dependency links
between variables and functions. These weights quantify the maximum impact that
removing a dependency may have. In more detail, we indicate a dependency link with
    ∈   where   is an index over functions and   is an index over variables. Figure
3 shows the same factor graph in Figure 1 with the weights, and a possible spanning
tree, (solid lines represent links present in the spanning tree, and dashed lines represent
links that were present in the original cyclic factor graph, but have been removed to
7More speciﬁcally, when a function Fi which depends on a set of variables ∣xi∣ = n sends a message to
one of its variables xj the amount of computation required will be dn, where d is the size of the variables’
domain.
11form the spanning tree).8
Given these concepts, our approach proceeds as follows:
1. We deﬁne the weight of each dependency link     as:
    = max
xi∖ j
 
max
 j
  (x ) − min
 j
  (x )
 
(5)
For example,  23 reported in Figure 3 is computed as
 23 = max
 1, 2
 
max
 3
 2( 1, 2, 3) − min
 3
 2( 1, 2, 3)
 
Notice that the weight     represents the maximum impact that variable    can
have over the values of function   . In particular, if we ignore variable    when
maximising    then the distance between our solution and the optimal will be at
most    . Thus, the smaller the weight, the less important is the dependency in
the optimisation process.
2. We remove dependency links from the original cyclic factor graph to form a
tree structured graph. For each function within the factor graph, we now have
x  = x 
  ∪ x 
  where x 
  represents the set of dependent variables which have not
been removed and x 
  represents those that have. For example, in Figure 3 we
have x 
2 = { 1} and x 
2 = { 2, 3}. Notice that x 
  might be empty because no
dependency was removed for function  , as is the case in our running example
for x 
1 and x 
3 because no dependency was removed for functions  1 and  3.
However, x 
  will always contain at least one element. This follows from the
fact that we build a spanning tree of the original factor graph and thus we do not
disconnect any element. Consequently, we have that ∪ x 
  = x.
Now, given a function    we deﬁne the maximum impact of a set of removed
dependencies as:
  (x 
 ) =
 
maxxi∖xc
i
 
maxxc
i   (x ) − minxc
i   (x )
 
if x 
  ∕= ∅
0 otherwise
(6)
where x 
  is the set of variables removed from the function dependency. By
computing   (x 
 ), we are evaluating the maximum impact of all the removed
dependencies from a function to form a spanning tree. For example, considering
our running example reported in Figure 3 we have:
 2( 2, 3) = max
 1
 
max
 2, 3
  ( 1, 2, 3) − min
 2, 3
  ( 1, 2, 3)
 
This represents the maximum impact on the solution quality when both variables
 2 and  3 are removed. Finally, we deﬁne the sum of the maximum impact of
removed dependencies from the factor graph as:
  =
 
 
  (x 
 )
8This ﬁgure will be used as a running example to clarify the key steps of the approach.
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Figure 6: Empirical results for the utility when varying the number of agents, the link
density and the distribution for payoffs (using graphs from the ADOPT repository).
terval computed over twenty repetitions.16 Since the optimal utility is computed by
a complete algorithm, we were able to compute this metric only for smaller numbers
of agents (e.g., up to 15). Our results show that the actual utility that our approach
computes is extremely close to the optimal solution (in the experiments the minimum
ratio was 95%). Thus showing that, from an empirical point of view, our approach pro-
vides very good approximations. More importantly, however, the approximation ratio
we guarantee is signiﬁcant. In the experiments     was never above 1.27, and was
typically 1.23.
To illustrate the insensitivity of these results to the particular graph topology and
payoff distribution, in Figure 6 we show the results for graphs from the ADOPT repos-
itory with payoffs drawn from both gamma and uniform distributions. The same mea-
sures described above (˜    , ˜   , ˜     +  ,   ∗) averaged over all the different graph
instances available in the ADOPT repository (25 instances) and the 95% conﬁdence
interval. Results show that the behaviour of our approach is similar across the different
payoff distributions we considered. In more detail, the approximation ratio is slightly
better (i.e., lower) for the gamma distribution than uniform but it is very signiﬁcant for
16The small conﬁdence interval shows that twenty repetitions provide, for our experimental setting, a good
sample size to assess the statistical signiﬁcance of the results.
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Figure7: Empiricalresultsfortheapproximationratioobtainedwithourboundedmax-
sum (BMS) and the approximation ratio computed using the k-optimal analysis (using
graphs from the ADOPT repository).
both the payoff distributions. In particular, the worst approximation ratio was approxi-
mately 1.24 and 1.43 with an average of 1.2 and 1.33 respectively. As before, the actual
utility computed by our approach is extremely close to the optimal solution.17
To analyse the signiﬁcance of the approximation ratio that our approach provides,
wecomputeforthesamedatasettheapproximationratioobtainedwiththek-optimality
framework, usingtheformulasprovidesin[16]forgeneralconstraintnetworks. Forour
data set the constraint arity is 2 (  = 2) and we compute the average ratio of the least
minimum reward to the maximum reward (indicated with   in [16]) for the different
distributions and agent numbers. Our results, in Figure 7, show that the approxima-
tion ratio obtained using the bounded max-sum approach (labelled as BMS) is much
more signiﬁcant than that obtained using the k-optimality framework (labelled by their
  value). Clearly, by increasing   it is possible to achieve better approximation ratios,
however this would result in an exponential increase in the computation required to
obtain a  -optimal solution and, in fact, the most widely used approximate algorithms
in the ﬁeld uses   = 1 or   = 2 [1, 10]. Recall however that the approximation ratio
17As in the previous results, the value for the optimal utility is computed by a complete algorithm, and
thus, we were able to report values only up to 12 agents.
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Figure 11: Four timesteps of a team of sensors   = { 1, 2, 3, 4} moving in an
environment whose layout is deﬁned by a graph   = ( , ), pictured in grey.  
contains a pair of locations (  ,  ) when they are less than 7.5 meters apart. The initial
deployment of the sensors is ℒ1 = ( 1, 1, 1, 1), where  1 = (0.5,17) ∈   (if
sensors occupy the same location, only one of them is shown). Phenomenon   is not
shown.
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Figure 14: Empirical results for the pruning algorithms showing (a) the average root
mean squared error (RMSE), (b) the percentage of joint actions pruned, and (c) the
number of utility function evaluations plotted against the average root mean squared
error achieved. Error bars indicate the standard error of the mean.
function needs to be evaluated for only 8% of roughly 85 joint actions, thus greatly
improving the algorithm’s efﬁciency.
In the third experiment, we performed a cost/beneﬁt analysis of various MS - 
strategies. More speciﬁcally, we examined the effect of varying   and   on both the
number of utility function evaluations, and the resulting RMSE. Figure 14(c) shows the
results. The results of MS1-1, MS2-2, MS4-4, MS5-5, and MS8-8 show an interesting
pattern. Up to and including   =   = 4, both the number of function evaluations
and the average RMSE decrease. This is due to the fact that planning longer paths is
more expensive, but results in lower RMSE. However, for  ,  > 4, the action space
becomes too coarse (since only 8 directions are considered) to maintain a low RMSE.
At the same time, the number of times the agents coordinate reduces signiﬁcantly,
resultinginalower numberof functionevaluations. Finally, MS1-5and MS4-8provide
a compromise; they compute longer paths, but coordinate more frequently. This leads
to more computation compared to MS5-5 and MS8-8, but results in signiﬁcantly lower
RMSE, because agents are able to ‘reconsider’ their paths midway.
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Figure 15: Empirical results for the bounded max-sum algorithm showing (a) the av-
erage utility, (b) the number of cache misses, the total number of utility function calls,
the number of expanded partial joint actions (expanded nodes in search tree   ), and the
maximum number of partial joint actions that could have been evaluated (total number
of nodes in search tree   ), (c) the average root mean squared error (RMSE), (d) the
total message size in terms of the number of values exchanged. P  means that  
sensors are deployed, and that the action pruning algorithm from Section 5.1 is used,
and NP  means   sensors without action pruning. Error bars indicate the standard
error of the mean.
Figure 15(c) shows the required amount of communication needed for coordina-
tion. The most notable conclusion that can be drawn from this ﬁgure is the strong
reduction in message size when the action pruning algorithm is used. Since the action
spaceofindividualsensorsisreduced bypruningdominatedactions, thenumberofval-
ues contained in the messages exchanged between functions and variables (Equations
2 and 3) is signiﬁcantly reduced, resulting in a lower communication overhead.
Finally, Figure 15(d) shows the obtained solution quality in terms of the average
RMSE. Unlike the utility reported in Figure 15(a), this ﬁgure shows a slight decrease in
solution quality when using the pruning algorithms. This is caused by the fact that the
sensors minimise entropy in their environment, which, despite being strongly linked,
37