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TWISTS AND RESONANCE OF L-FUNCTIONS, II
J.KACZOROWSKI and A.PERELLI
Abstract. We continue our investigations of the analytic properties of nonlinear twists of
L-functions developed in [4],[5] and [7]. Let F (s) be an L-function of degree d. First we extend
the transformation formula in [5], relating a twist F (s; f) with leading exponent κ0 > 1/d to its
dual twist F (s; f ∗). Then we combine the results in [7] with such a transformation formula to
obtain the analytic properties of new classes of nonlinear twists. This allows to detect several
new cases of resonance of the classical L-functions.
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1. Introduction
1.1. Outline. This paper is a continuation of [7], to which we refer for definitions, notation
and a general discussion of twists of L-functions. In [7] we gave a rather complete description
of the analytic properties of the nonlinear twists (as usual e(x) = e2πix)
F (s; f) =
∞∑
n=1
a(n)
ns
e(−f(n,α))
with leading exponent κ0 ≤ 1/d, as well as some applications to the resonance problem for such
twists. Here F (s) is a function of degree d in the extended Selberg class (i.e. F ∈ S♯d) and
f(ξ,α) =
N∑
j=0
αjξ
κj , 0 ≤ κN < · · · < κ0, αj ∈ R and
N∏
j=0
αj 6= 0. (1.1)
In this paper we deal with the case κ0 > 1/d. We start with an extension of the transformation
formula, given in Theorem 1.1 of [5], relating a nonlinear twist F (s; f) with κ0 > 1/d to its
dual twist F (s; f ∗); see Theorem 1 below. Then we combine the results in [7] and Theorem 1 to
obtain the analytic properties of new classes of nonlinear twists. Finally, we consider in greater
detail some classes of twists of degree 2 L-functions. The applications to the resonance problem
are similar to those in [7], hence we shall very briefly outline them.
In order to give the flavor of the results in the paper, we first present two very special cases of
our theorems. The elliptic curve E of equation y2−y = x3−x has conductor 37 and corresponds
to a newform of weight 2 and level 37; see Zagier [9] for a pre-Wiles justification of this. Denoting
by LE(s) the associated L-function and by aE(n) its coefficients, we have that
F (s) = LE(s+
1
2
)
is a degree 2 element of the Selberg class, hence we may apply Theorem 6 below. Choosing
k = 1, ℓ = 0 and α = (37)−2/3, and recalling that the conductor of F (s) equals 37, from the
definition of spectrum of F (s) in [7] we see that 2(37)−1/2 ∈ Spec(F ). Hence, using the notation
introduced below, from Theorem 6 we deduce that the corresponding function
f(ξ) =
3
2(2738)1/3
ξ2/3 +
1
(1369)1/3
ξ1/6
1
2belongs to A0(F ) \ A00(F ), since F (s) is entire. Thus by Theorem 4 below (after a change of
variable) we see that the twisted L-function
LE(s; f) =
∞∑
n=1
aE(n)
ns
e(− 3
2(2738)1/3
n2/3 − 1
(1369)1/3
n1/6)
is meromorphic on C, and has a simple pole at s0 = 1 +
1
4D(f)
since θF = 0. Moreover, we
have that f = TS(f0), where f0 is the standard twist and S is a shift of degree 2; hence
D(f) = 2 · 2 − 1 = 3, thus s0 = 13/12. As a consequence, choosing r = 1 in (1.16) below, we
deduce the following asymptotic formula for the associated nonlinear exponential sum:
∞∑
n=1
aE(n)e(− 3
2(2738)1/3
n2/3 − 1
(1369)1/3
n1/6)e−n/x ∼ c0x13/12
as x → ∞, with a certain c0 6= 0. If we change the value of α, e.g. we choose α = (37)−20/31,
then by a similar argument we see that the resulting function f(ξ) belongs to A(F ) \ A0(F ).
Hence by Theorems 3 and 6 below (again after a change of variable) we obtain that
LE(s; f) =
∞∑
n=1
aE(n)
ns
e(− 3
2(2738)1/3
n2/3 − 1
(37)20/31
n1/6)
is entire, and the corresponding nonlinear exponential sum is O(1). Similar results can be
deduced, from the above quoted theorems, for the coefficients any degree 2 L-function, e.g. the
divisor function d(n) or the Ramanujan function τ(n).
1.2. Transformation formula. In order to state Theorem 1 we need to introduce further
notation, not present in [7], concerning nonlinear twists of a given F ∈ S♯d, as well as some results
proved in [5]. First we rewrite the twist function f(ξ,α) (sometimes simply f(ξ) or f) as
f(ξ,α) = ξκ0
N∑
j=0
αjξ
−ωj 0 = ω0 < · · · < ωN ≤ κ0,
we recall that κ0 is the leading exponent of f and write κ0 = lexp(f), and consider the semigroup
Df = {ω =
N∑
j=1
mjωj : mj ∈ Z, mj ≥ 0}.
If α0 > 0 and κ0 > 1/d we put (qF is the conductor of F (s), see e.g. p.1398 of [5])
Φ(z, ξ,α) = z1/d − 2πf(qz
ξ
,α) q = qF (2πd)
−d. (1.2)
Thanks to (i) of Theorem 1.2 of [5] we have the operator
T (f)(ξ,α) :=
1
4π2i
∫
C
Φ(z, ξ,α) ∂
2
∂z2
Φ(z, ξ,α)
∂
∂z
Φ(z, ξ,α)
dz = ξκ
∗
0
∑
ω∈Df
Aω(α)ξ
−ω∗, (1.3)
where
κ∗0 =
κ0
dκ0 − 1 , ω
∗ =
ω
dκ0 − 1
and C is, roughly, a circle around the z-critical point of Φ(z, ξ,α); see p.1401 of [5] for the exact
definition of C. Moreover, from Theorem 1.2 of [5] we obtain some properties of the coefficients
Aω(α), and also that T is self-reciprocal (i.e. T
2 = identity).
Remark 1. Note that the operator T depends on the degree d of F (s) but also on its
conductor qF . Therefore we fix the function F ∈ S♯d when dealing with the operator T or, at
least, we fix degree and conductor. 
3We also write
s∗ =
s+ dκ0
2
− 1 + idθFκ0
dκ0 − 1 , (1.4)
where θF is the internal shift of F (s) (see [7]; usually θF = 0 for the classical L-functions). We
denote by T ♭(f)(ξ,α) the finite sum obtained from the right hand side of (1.3) dropping the
terms with ω > κ0, and write
f ∗(ξ,α) = T ♭(f)(ξ,α). (1.5)
Since T is self-reciprocal we have
(f ∗)∗(ξ,α) = f(ξ,α).
Finally, for α0 < 0 we put
T (f)(ξ,α) = −T (−f)(ξ,α),
and hence for every f(ξ,α) we have
f ∗(ξ,α) = −(−f)∗(ξ,α) (f ∗)∗(ξ,α) = f(ξ,α). (1.6)
Theorem 1. Let F ∈ S♯d with d ≥ 1, f(ξ,α) be as in (1.1) with κ0 > 1/d, and let K ≥ 0.
There exist an integer J ≥ 0, constants 0 = η0 < η1 < · · · < ηJ and functions W0(s), . . . ,WJ(s),
G(s; f) holomorphic for σ > −K, with W0(s) nonvanishing there, such that for σ > −K
F (s; f) =
J∑
j=0
Wj(s)F (s
∗ + ηj; f
∗) +G(s; f). (1.7)
Moreover, uniformly for s in any given vertical strip inside σ > −K and any ε > 0 we have
G(s; f)≪ eε|t| |t| → ∞.
The meaning of (1.7) is that F (s; f)−∑Jj=0Wj(s)F (s∗+ηj ; f ∗) has holomorphic continuation
to σ > −K. If 1 < dκ0 < 2 and σ > 1/2, then ℜs∗ > σ and hence (1.7) gives some analytic
continuation of F (s; f) to the left of σ = 1. However, below we show that Theorem 1 can be
coupled with other ideas to give meromorphic continuation for a new class of nonlinear twists.
Remark 2. Comparing with Theorem 1.1 of [5], we see that in Theorem 1 we dropped the
three restrictions F (s) entire, θF = 0 and σ > 0. Hence the transformation formula in Theorem
1.1 of [5] holds now for every F ∈ S♯d and for s in any given right half-plane. Moreover, Theorem 1
contains in addition a bound on the order of growth of the function G(s; f). Note that condition
d ≥ 1 is equivalent to d > 0, since the extended Selberg class is empty for degrees between 0
and 1; see Conrey-Ghosh [1] and our paper [2]. Note also that the integer J , the constants ηj
and the functions Wj(s) and G(s; f) may depend on F (s), f(ξ,α) and K. 
Remark 3. An inspection of the proof of Theorem 1, see Section 2.5, allows to say something
more on the shifts ηj and on the functions Wj(s). In particular, ηJ > (K +
dκ0
2
)/(dκ0 − 1) and
the Wj(s) are of the form Wj(s) = e
ajsPj(s) with aj ∈ R, Pj ∈ C[s] and degPj ≪ j. 
Remark 4. In Theorem 4 of [7] we showed that the presence of negative exponents in the
function f(ξ,α) produces a kind of stratification of the twist F (s; f) in terms of shifts of the
twists F (; f ♭) (f ♭ denotes, according to the above notation, the part of f with exponents ≥ 0);
see formula (4.1) there. In the proof of Theorem 1 we actually cut off the negative exponents
coming out naturally in T (f)(ξ,α), but their effect is present in the stratification appearing in
formula (1.7) above. 
The strategy of the proof of Theorem 1 is sketched at the beginning of Section 2.
1.3. The group G. Now we turn to the applications of Theorem 1 and of the results in [7],
but we first have to set up further notation. Along with the duality operator T in (1.3), whose
4applicability is limited by the fact that it is self-reciprocal, we consider the shift operator S,
defined by
S(f)(ξ,α) = f(ξ,α) + P (ξ), (1.8)
where P ∈ Z[ξ] has deg P ≥ 1. We define the degree of S as deg S = deg P , and note that
every S can be obtained by repeated applications of the shifts S(k), associated with P (ξ) = ξk
for k = 1, 2, . . . , and of their inverses (associated with P (ξ) = −ξk). Clearly, S acts trivially on
twists, i.e. F (s;S(f)) = F (s; f), but the action of T on S(f)(ξ,α) differs from the action of T
on f(ξ,α). This enables to build nontrivial chains of applications of the operators T and S.
Remark 5. This phenomenon, along with the transformation formula (see Theorem 1) and
the properties of the standard twist (see [4] and [7]), is the basis for the most interesting aspects
of our twist theory. Indeed, in [3] and [5] we exploited it to prove the degree conjecture for S♯
in the range 1 < d < 2, while in this paper it is used to obtain the analytic properties of a new
class of nonlinear twists. 
We first consider the formal group G generated by the symbols T ,S(1),S(2), . . . , satisfying
the relations T 2 = identity and S(h)S(k) = S(k)S(h). Thus every element of G has the form
G = T aSkTSk−1 · · ·TS1T b a, b ∈ {0, 1},
where each Sj is a product of S
(k)’s and their inverses. Then, for given F ∈ S♯d with d ≥ 1 and
f(ξ,α) as in (1.1), to an element G as above we associate, with obvious notation, the operator
G defined by
G(f) = (T ♭)aSkT
♭Sk−1 · · ·T ♭S1(T ♭)b(f), (1.9)
provided it is well defined. Indeed, in view of Remark 1 the action of T ♭ depends on F (s) and,
by Theorem 1, T ♭(f) makes sense under the compatibility condition that lexp(f) > 1/d. Since
in the applications of Theorem 1 in this paper we usually start with functions f0(ξ,α) satisfying
0 ≤ lexp(f0) ≤ 1/d, (1.10)
we choose b = 0 in (1.9). Moreover, we may always assume that a = 1 since, as we said, the
action of S on twists is trivial. Therefore we may assume that G has the form
G = T ♭SkT
♭Sk−1 · · ·T ♭S1, (1.11)
in which case G(f0) is well defined if and only if for j = 1, . . . , k we have
ℓj := lexp(SjT
♭ · · ·T ♭S1(f0)) > 1/d. (1.12)
We remark that condition (1.12) is not empty only when d ≤ 2, i.e. for d = 1 and d = 2 in view
of the main result in [5], thanks to the following
Fact 1. If d > 2 then ℓj = deg Sj for j = 1, . . . , k. In particular, (1.12) is satisfied. 
The proof of this fact will be given at the beginning of Section 3.
Given F ∈ S♯, if G as in (1.11) and f0(ξ,α) as in (1.1) satisfy (1.10) and (1.12), thanks
to Theorem 1 and the results in [7] we may hope to get nontrivial information of the analytic
properties of the twist F (s;G(f0)). We therefore define
A(F ) = {f = G(f0) : G as in (1.11) and f0 as in (1.10) satisfy (1.12)}. (1.13)
Given G(f0), H(f1) ∈ A(F ), we first observe the following
Fact 2. If d > 2 we have G(f0) = H(f1)⇒ G = H . 
Again, for the proof see the beginning of Section 3. For d ≤ 2 this does not hold, as the following
example shows. Suppose that F (s) has degree 2 and conductor 1, and let f0(ξ) = α
√
ξ. Then a
computation based on Theorem 1.2 of [5] shows that
T ♭S(1)(f0)(ξ) = −ξ + α
√
ξ,
hence, for example, T ♭S(1)S(1)T ♭S(1)(f0) = T
♭S(1)(f0) but T
♭S(1)S(1)T ♭S(1) 6= T ♭S(1).
5The number of T ♭ in G is called the weight of G and is denoted by ω(G); moreover, given
f ∈ A(F ) we denote by
ω(f) = min{ω(G) : G as in (1.11) and G(f0) = f for some f0 satisfying (1.10)}
the weight of f . In view of Fact 2, for d > 2 the pair (G, f0) is uniquely determined by f = G(f0),
and in this case we have ω(f) = ω(G). If f ∈ A(F ) has the form f = G(f0) and ω(f) ≥ 1 we
write
D(f) =
k∏
j=1
(dℓj − 1),
where the ℓj are associated with f0 as in (1.12), while if ω(f) = 0 we simply put D(f) = 1. The
main feature of D(f) is that it is independent of the particular representation of f inside A(F ),
as shown (with obvious notation) by the following
Fact 3. If f = G(f0) = H(f
′
0) then
∏k
j=1(dℓj − 1) =
∏k′
j=1(dℓ
′
j − 1). 
Fact 3 follows at once from Theorem 4 below. Of course, in view of Fact 2, it is nontrivial only
for d ≤ 2.
Finally, we refer to [7] for the notions and properties of standard twist F (s, α) and spectrum
Spec(F ) of F ∈ S♯, and define
Spec∗(F ) = {α ∈ R : F (s, α) is not entire}.
Clearly
Spec∗(F ) =
{
Spec(F ) ∪ (−Spec(F )) if F (s) is entire
Spec(F ) ∪ (−Spec(F )) ∪ {0} if F (s) has a pole at s = 1.
The results in [7] show a different behavior of F (s, α) with α ∈ Spec(F ) with respect to the
other twists F (s; f0) with 0 ≤ lexp(f0) ≤ 1/d; accordingly, we consider the subsets of A(F ), see
(1.13), defined as
A0(F ) = {f ∈ A(F ) : f = G(f0) with f0(ξ, α) = αξ1/d, α ∈ Spec∗(F )} (1.14)
A00(F ) = {f ∈ A0(F ) with α = 0 in (1.14)}. (1.15)
Of course A00(F ) ⊂ A0(F ) ⊂ A(F ), and A00(F ) 6= ∅ if and only if F (s) is polar; recall that the
polar order of F (s) at s = 1 is denoted by mF .
1.4. Nonlinear twists. Now we can state several general results about the twists F (s; f).
Recalling the definitions in (1.13), (1.14) and (1.15) we have
Theorem 2. Let F ∈ S♯d with d ≥ 1. Then F (s; f) is meromorphic on C for every f ∈ A(F ),
with all poles in a horizontal strip of type |t| ≤ T0(F ) and of order ≤ max(1, mF ). Moreover,
for any ε > 0 and A < B, as |t| → ∞ we have
F (s; f)≪ eε|t|
uniformly for A ≤ σ ≤ B.
Theorem 3. Let F ∈ S♯d with d ≥ 1. If f ∈ A(F ) \ A0(F ) then F (s; f) is entire.
Probably, in this case the twists F (s; f) have finite order. Proving this would require additional
uniformity estimates in Theorem 1, similar to those in [6]. Since this would considerably enlarge
the size of the paper, we shall not enter such a problem.
Theorem 4. Let F ∈ S♯d with d ≥ 1. If f ∈ A0(F ) \A00(F ) then F (s; f) is not entire, all its
poles are simple and lie on the half-line
s = σ − iθF with σ ≤ 1
2
+
1
2dD(f)
,
6the initial point s0 =
1
2
+ 1
2dD(f)
− iθF being a pole.
Theorem 5. Let F ∈ S♯d with d ≥ 1. If f ∈ A00(F ) then F (s; f) is not entire, all its poles
have order ≤ mF and lie on the half-line
s = σ + iθF
((−1)ω(f)
D(f)
− 1) with σ ≤ 1
2
+
1
2D(f)
,
the initial point s0 =
1
2
+ 1
2D(f)
+ i
(
(−1)ω(f)
D(f)
− 1)θF being a pole of order mF .
1.5.Resonance. As an application of the above theorems we consider the smoothed nonlinear
exponential sums
SF (x; f, r) =
∞∑
n=1
a(n)e(−f(n,α))e−(n/x)r (1.16)
with r > 0 arbitrary. Then, as x → ∞, under the hypotheses of Theorems 3, 4 and 5 we have
respectively that
SF (x; f, r) = O(1),
SF (x; f, r) ∼ c0x1/2+1/(2dD(f))−iθF
with a certain c0 6= 0, and
SF (x; f, r) ∼ x1/2+1/(2D(f))+iλf θFP (log x)
with λf =
( (−1)ω(f)
D(f)
−1) and P ∈ C[x], degP = mF −1. Proofs are standard and hence omitted.
1.6. Degree 2 examples. As an illustration of the above theorems we describe in detail some
functions f ∈ A(F ) in the degree 2 case. The two examples presented in Section 1.1, concerning
the L-function associated with an elliptic curve, are special cases of the following
Theorem 6. Let F ∈ S♯2. Then for every k, ℓ ∈ Z, k 6= 0, and α ∈ R the function
f(ξ) =
3
2
1
(2kq2F )
1/3
ξ2/3 +
3
4
ℓ
(2k2qF )2/3
ξ1/3 + αξ1/6
belongs to A(F ). Moreover, f ∈ A0(F )⇔ 2(k2qF )1/6|α| ∈ Spec(F ).
Remark 6. In [7] we proved that if the leading exponent κ0 is ≤ 1/d and f(ξ,α) has at least
one exponent < 1/d, then F (s; f) is entire. Theorem 6, and in particular the first example given
in Section 1.1, shows that this is not true in the case κ0 > 1/d. A heuristic explanation of these
facts would be of interest. 
We conclude remarking that explicit results similar to Theorem 6 can be computed for any
L-function of degree d ≥ 1. For example, starting with ζ(s) we can get the basic analytic
properties of
∞∑
n=1
e(αn3/2 + βn)
ns
with α in a certain infinite discrete set and any real β. As a consequence, the asymptotic
behavior of the corresponding nonlinear exponential sums can be detected.
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72. Proof of Theorem 1
We follow the proof of Theorem 1.1 of [5], indicating only the main differences and referring
to our previous papers [4], [5] and [7] as much as possible. Moreover, we take this opportunity
to streamline the arguments in [5] and to correct some inaccuracies. Let F (s) and f(ξ,α) be as
in Theorem 1, with α0 > 0 otherwise we take conjugates, and for X ≥ 1 let
FX(s; f) =
∞∑
n=1
a(n)
ns
e(−f(n, z)), z = (z0, . . . , zN ), zj = 1
X
+ 2πiαj .
Clearly, the series is convergent for every s ∈ C, and for σ > 1
lim
X→∞
FX(s; f) = F (s; f).
Before embarking into the proof of Theorem 1, we briefly sketch our basic strategy. Note that
the arguments in the proof sometimes give more than the minimal requirements needed to prove
Theorem 1, which we use in the following sketch. Let R be a given positive real number and
ε > 0 be arbitrarily small. We first show, see Lemma 2.1 below, that for −R < σ < −R + δ
FX(s; f) = M
(1)
X (s) +H
(1)
X (s),
where δ > 0 is a small constant, M
(1)
X (s) is a certain main term and the error term H
(1)
X (s) is
≪ eε|t| as |t| → ∞, uniformly in X . Then we progressively refine M (1)X (s), thus getting similar
expressions for FX(s) with certain terms M
(2)
X (s), . . . and H
(2)
X (s), . . . , satisfying the same upper
bound, in place of M
(1)
X (s) and H
(1)
X (s), respectively. Eventually we obtain that
FX(s; f)−MX(s; f) = HX(s; f),
where, thanks to its rather explicit form, MX(s; f) is holomorphic for σ > −R and hence so
is HX(s; f). Moreover, HX(s; f) ≪ eε|t| uniformly in X for −R < σ < −R + δ and, again
thanks to the form of MX(s; f), HX(s; f) is bounded uniformly in X for σ > σ0, with a certain
σ0 > 1. Further, for each X ≥ 1 we have that HX(s; f) is bounded for σ > −R. Therefore, by
an application of the Phragme´n-Lindelo¨f theorem we have that HX(s; f)≪ eε|t| uniformly in X
for s in any substrip of −R < σ < σ0 + 1. Since for σ > σ0 the limit as X → ∞ of MX(s; f),
call it M(s; f), exists and is holomorphic, by an application of Vitali’s convergence theorem (see
Section 5.21 of Titchmarsh [8] or Lemma C of [7]) we obtain that the limit as X →∞ ofHX(s; f)
exists, is holomorphic and≪ eε|t| in any such substrip. As a consequence, F (s; f)−M(s; f) has
holomorphic continuation to σ > −R and is≪ eε|t| there. Finally, Theorem 1 follows by further
refining M(s; f), similarly as in Section 2.5 on p.1421 of [5].
2.1. Set up. Let FX(s; f) be as above, c > 0 be a constant (not necessarily the same at each
occurrence and possibly depending on some parameters), ε > 0 be arbitrarily small and δ > 0
be sufficiently small. Moreover, for N as above let [N ] = {0, 1, . . . , N}, ∅ 6= A ⊆ [N ], |A| be the
cardinality of the set A and (with the obvious notation L|A)
w =
N∑
j=0
κjwj , dw =
N∏
j=0
dwj, G(w) =
N∏
j=0
Γ(wj)z
−wj
j ,
w|A =
∑
j∈A
κjwj, dw|A =
∏
j∈A
dwj, G(w|A) =
∏
j∈A
Γ(wj)z
−wj
j ,
1
2
< η <
3
4
,
∫
L
dw =
∫
(−η)
. . .
∫
(−η)
dw and analogously for
∫
L|A
dw|A,
IX(s,A) = 1
(2πi)|A|
∫
L|A
F (s+w|A)G(w|A)dw|A.
8Let K ≥ 0, R ≥ K + 1 be such that d+1
2
+ dR 6∈ N, σ > −R and ρ > R+1
K
, where K =∑Nj=0 κj .
Then for ℜwj = ρ we have ℜ(s+w) = σ +Kρ > 1, hence by Mellin’s transform we get
FX(s; f) =
1
(2πi)N+1
∫
(ρ)
. . .
∫
(ρ)
F (s+w)G(w)dw. (2.1)
As in Lemma 2.1 of [5] we want to shift the line of integration in (2.1) to L, but now we have
to cross the possible pole of F (s+w) at w = 1− s, in addition to the poles of G(w) at wj = 0.
This adds extra difficulties, hence we start with the following
Lemma 2.1. With the above notation, for −R < σ < −R + δ we have
FX(s; f) =
∑
∅6=A⊆[N ]
IX(s,A) +H(1)X (s),
where H
(1)
X (s)≪ (1 + |t|)c as |t| → ∞ with some c > 0, uniformly for X ≥ 1.
Proof. Suppose that F (s) has the following Laurent expansion at s = 1:
F (s) =
mF∑
k=1
βk
(s− 1)k + F0(s), F0(s) entire.
Let −R < σ < −R + δ. We move the line of integration in the w0-variable to the right (if
necessary) to ℜw0 = ρ0 with ρ0 > R+1κ0 , and all the other to the left to ℜwj = ε with a small
ε > 0. Since we don’t cross any pole, choosing A = {1, . . . , N} we have
FX(s; f) =
1
(2πi)N
∫
(ε)
. . .
∫
(ε)
( 1
2πi
∫
(ρ0)
F (s+w)Γ(w0)z
−w0
0 dw0
)
G(w|A)dw|A. (2.2)
Now we move the integration in the inner integral to ℜw0 = ε, hence such an integral equals
RX(s, w1, . . . , wN) +
1
2πi
∫
(ε)
F (s+w)Γ(w0)z
−w0
0 dw0,
RX(s, w1, . . . , wN) = resw0= 1κ0 (1−s−w|A)
F (s+w)Γ(w0)z
−w0
0 .
(2.3)
The residual function RX(s, w1, . . . , wN) coincides with the residual function R
(1)
N (s, α) defined
on p.333 of [4], after the following changes in the latter function:
s 7→ s+w|A, d 7→ 1/κ0, N 7→ X, α 7→ α0. (2.4)
Therefore, the computations on p.334 of [4] give (recall that the coefficients αk of the Laurent
expansion of F (s) in [4] are now called βk)
RX(s, w1, . . . , wN) =
mF∑
k=1
βk
κk0(k − 1)!
k−1∑
ν=0
(
k − 1
ν
)
Γ(ν)
(1− s−w|A
κ0
)
(− log z0)k−ν−1z
s+w|A−1
κ0
0 .
Hence, in view of (2.3), the contribution of RX(s, w1, . . . , wN) to the integral in (2.2) equals
mF∑
k=1
βk
κk0(k − 1)!
k−1∑
ν=0
(
k − 1
ν
)
z
s−1
κ0
0 (− log z0)k−ν−1×
× 1
(2πi)N
∫
(ε)
. . .
∫
(ε)
N∏
j=1
Γ(wj)(z
−
κj
κ0
0 zj)
−wjΓ(ν)
(1− s−w|A
κ0
)
dw|A.
(2.5)
Thanks to Stirling’s formula and to the form of the zj’s, recalling that κj < κ0 we may shift the
lines of integration in (2.5) to −∞, thus getting that (2.5) equals
mF∑
k=1
βk
κk0(k − 1)!
k−1∑
ν=0
(
k − 1
ν
)
z
s−1
κ0
0 (− log z0)k−ν−1Hν(s, z), (2.6)
9where
Hν(s, z) =
∞∑
k1=0
· · ·
∞∑
kN=0
(−1)k1+···+kN
k1! · · · kN ! Γ
(ν)
(1− s+∑Nj=1 κjkj
κ0
) N∏
j=1
(z
−
κj
κ0
0 zj)
kj
= Γ(ν)
(1− s
κ0
)
+ H˜ν(s, z),
(2.7)
say, where H˜ν(s, z) denotes the above summation over (k1, . . . , kN) 6= (0, . . . , 0). Moreover, since
κj < κ0, from Stirling’s formula we have that there exists a constant δ1 > 0 such that
Γ(ν)
(1− s+∑Nj=1 κjkj
κ0
)≪ N∏
j=1
k
(1−δ1)kj
j
for −R < σ < −R + δ (the implicit constant may depend on R and ν). Hence from (2.7)
H˜ν(s, z)≪
N∏
j=1
( ∞∑
kj=0
ckjk
(1−δ2)kj
j
kj!
)≪ 1
for −R < σ < −R + δ and some δ2 > 0, uniformly for X ≥ 1. As a consequence, the
part of (2.6) coming from H˜ν(s, z), which we denote by kX(s), is uniformly bounded in X for
−R < σ < −R+ δ. Moreover, the computations before (3.6) on p.334 of [4] and (2.4) show that
the part of (2.6) coming from Γ(ν)
(
1−s
κ0
)
equals
−
mF∑
k=1
βk
(s− 1)k + gX(s), (2.8)
where gX(s) is also uniformly bounded in X for −R < σ < −R + δ. Therefore, gathering (2.2),
(2.3) and (2.5)-(2.8), from the properties of kX(s) and gX(s) we get
FX(s; f) = −
mF∑
k=1
βk
(s− 1)k +
1
(2πi)N+1
∫
(ε)
. . .
∫
(ε)
F (s+w)G(w)dw + hX(s), (2.9)
where hX(s) is uniformly bounded for X ≥ 1 and −R < σ < −R + δ.
Finally, shifting the lines to −η we have to cross the poles of G(w) at wj = 0, hence we deal
with the integral in (2.9) as in Lemma 2.1 of [5], thus getting
FX(s; f) = F (s)−
mF∑
k=1
βk
(s− 1)k +
∑
∅6=A⊆[N ]
1
(2πi)|A|
∫
L|A
F (s+w|A)G(w|A)dw|A + hX(s)
=
∑
∅6=A⊆[N ]
IX(s,A) +H(1)X (s),
say. Moreover, thanks to the properties of hX(s) and F (s), H
(1)
X (s) satisfies
H
(1)
X (s)≪ (1 + |t|)c
for some c > 0, uniformly for X ≥ 1 and −R < σ < −R + δ, and the lemma follows. 
Remark 7. Note that H
(1)
X (s) is holomorphic for −R < σ < −R + δ, but this information
is not necessary to prove Theorem 1. Indeed, holomorphy of the relevant terms will follow in
a simpler way at a later stage of the proof, as we pointed out in the sketch at the beginning
of the section. The same remark applies to the other terms below, in the sense that they are
holomorphic for −R < σ < −R + δ, δ > 0 sufficiently small. Indeed, in general such terms are
meromorphic with poles in a horizontal strip of finite height. We shall more or less implicitly
use the latter property in the rest of the proof; we refer to Section 2 of [5] for details. 
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Let −R < σ < −R + δ. Writing x|A = s+w|A and
G˜(x|A) =
r∏
j=1
Γ(λj(1− x|A) + µj)Γ(1− λjx|A − µj), S(x|A) =
r∏
j=1
sin π(λjx|A + µj),
we apply, in the integrals IX(s,A) , the functional equation to F (s+w|A) and then the reflection
formula to the resulting Γ-factors. Expanding the Dirichlet series of F (1− s−w|A) we obtain
IX(s,A) = ω
πr
Q1−2s
∞∑
n=1
a(n)
n1−s
1
(2πi)|A|
∫
L|A
G˜(x|A)S(x|A)G(w|A)
( n
Q2
)
w|Adw|A; (2.10)
see (2.3) of [5]. Since for w|A ∈ L|A we have ℜ(−x|A) > |σ|+ κNη > 0, we may apply Stirling’s
formula to G˜(x|A). By a computation similar to the one leading to (2.4) of [5] (recalling that
here we do not assume that θF = 0 as in [5]) for any integer L > 0 we get
G˜(x|A) = B
y|A
L∑
ℓ=0
cℓΓ
(d+ 1
2
− dy|A − ℓ
)
+O
(
e−
π
2
d|ℑx|A|(1 + |ℑx|A|)−L+c
)
, (2.11)
where y|A = x|A + iθF , B = d
d/β, β =
∏r
j=1 λ
2λj
j , c0 6= 0 and c > 0. Turning to S(x|A), by the
same argument leading to (2.6) and (2.7) of [5] we obtain
S(x|A) = k1e
−iπ
2
dx|A + k2e
iπ
2
dx|A +O(e
π
2
(d−c)|ℑx|A|) (2.12)
with constants k1, k2 6= 0 and some c > 0. Therefore, a computation based on (2.11) and (2.12)
shows that
G˜(x|A)S(x|A) =
(
k1e
−iπ
2
dx|A + k2e
iπ
2
dx|A
)
By|A
L∑
ℓ=0
cℓΓ
(d+ 1
2
− dy|A − ℓ
)
+R(x|A) (2.13)
with R(x|A)≪ 1 provided L > c. Moreover, by Stirling’s formula we have
G(x|A)≪
N∏
j=0
(1 + |wj|1/2+η)−1
uniformly for X ≥ 1 and hence, recalling that η > 1/2, with the same uniformty we get
1
(2πi)|A|
∫
L|A
∣∣R(x|A)G(x|A)( n
Q2
)
w|Adw|A
∣∣≪ 1. (2.14)
From (2.10), (2.13) and (2.14) we finally obtain that for −R < σ < −R + δ
IX(s,A) = ea1s+b1
∞∑
n=1
a(n)
n1−s
L∑
ℓ=0
(
eℓIX(s,A, n, ℓ) + e′ℓJX(s,A, n, ℓ)
)
+H
(2)
X (s,A) (2.15)
where a1 ∈ R and b1, eℓ, e′ℓ are certain constants with e0e′0 6= 0,
IX(s,A, n, ℓ) = 1
(2πi)|A|
∫
L|A
Γ
(d+ 1
2
− dx|A − ℓ− idθF
)
e−i
π
2
dx|AG(w|A)
(n
q
)
w|Adw|A, (2.16)
q = Q2/B, JX(s,A, n, ℓ) is equal to IX(s,A, n, ℓ) with e−iπ2 dx|A replaced by eiπ2 dx|A , and∑
∅6=A⊆[N ]
H
(2)
X (s,A)≪ 1 (2.17)
as |t| → ∞ uniformly for X ≥ 1.
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2.2. Mellin transform. Thanks to the factor G(w|A), the integral (2.16) with e
−iπ
2
dx|A
replaced by eiπΛx|A, |Λ| ≤ d/2, is meromorphic with poles in a horizontal strip of finite height. For
|Λ| < d/2, the Mellin transform argument on p.1410 of [5] shows that for d+1
2d
− ℓ
d
< σ < d+1
2d
− ℓ
d
+δ
1
(2πi)|A|
∫
L|A
Γ
(d+ 1
2
− dx|A − ℓ− idθF
)
eiπΛx|AG(w|A)
(n
q
)
w|Adw|A
= fℓ
∫ ∞
0
exp(−eπiΛ/dx1/d)
∏
j∈A
(
e−zj(
qx
n
)κj − 1)x d+12d − ℓd−s−1−iθF dx (2.18)
with a certain fℓ 6= 0. Indeed, under the above conditions all the integrals involved in the
argument are absolutely convergent. Moreover, for Λ = ∓d/2 the integrals in (2.18) are also
absolutely convergent for s in the above range. Hence we let Λ → ∓d/2 in (2.18), thus getting
similar expressions for IX(s,A, n, ℓ) and JX(s,A, n, ℓ). Next we sum such expressions over A
and argue as on p.1411 of [5] to get the analog of (2.17) and (2.19) of [5]. We obtain∑
∅6=A⊆[N ]
IX(s,A, n, ℓ) = ea2sfℓ
∫ ∞
0
eix
1/d(
e−ΨX(x,n)e−2πif(
qx
n
,α) − 1)x d+12d − ℓd−s−1−iθFdx (2.19)
for d+1
2d
− ℓ
d
< σ < d+1
2d
− ℓ
d
+ δ, where a2 ∈ R and ΨX(x, n) = 1X
∑N
j=0
(
qx
n
)κj , and similarly for
JX(s,A, n, ℓ). Accordingly we write (JX(s, n, ℓ) is as in (2.19) with e−ix1/d in place of eix1/d)∑
∅6=A⊆[N ]
IX(s,A, n, ℓ) = fℓIX(s, n, ℓ) and
∑
∅6=A⊆[N ]
JX(s,A, n, ℓ) = fℓJX(s, n, ℓ). (2.20)
The integral JX(s, n, ℓ), without saddle point, is dealt with by the following
Lemma 2.2. JX(s, n, ℓ) is meromorphic for σ <
d+1
2d
+δ, and for every given −R < σ < −R+δ
and ε > 0, JX(s, n, ℓ)≪ eε|t| as |t| → ∞ uniformly for n ∈ N and X ≥ 1.
Proof. Let d+1
2d
− ℓ
d
< σ < d+1
2d
− ℓ
d
+ δ. We start as in the proof of Lemma 2.2 of [5],
switching to the complex variable z in place of the real variable x and then replacing the path
of integration by z = ρe−iφ, 0 < ρ < ∞ and φ > 0 arbitrarily small. On the new path we have
|eiz1/d| = e−ρ1/d sin(φ/d) ≪ e−cφρ1/d and we split the integral as
JX(s, n, ℓ) =
∫ e−iφ∞
0
. . .dz = e−iφ
( ∫ 1
0
. . .dρ+
∫ nε
1
. . .dρ+
∫ ∞
nε
. . .dρ
)
= I1(s) + I2(s) + I3(s),
say. Arguing similarly as in (2.21) of [5], using the above bound for eiz
1/d
we see that I3(s) is
entire and ≪ 1 uniformly in n and X for σ > −R. Analogously, I2(s) is entire and satisfies
I2(s)≪
∫ nε
1
|e−ΨX(z,n)e−2πif( qzn ,α) − 1|ρ d+12d +R−1dρ≪ 1
nκN
∫ nε
1
ρ
d+1
2d
+R−1+κNdρ≪ 1
uniformly in n and X for σ > −R, provided ε > 0 is sufficiently small.
In order to deal with I1(s), for 0 < ρ < 1 we expand the exponentials in such a way that given
W ≥ L/d+ 1 + δ we find an integer M ≥ 1 with the property that
eiz
1/d(
e−ΨX(z,n)e−2πif(
qz
n
,α) − 1) = M∑
m=1
βm(n)ρ
um + EM(z, n)
with |EM(z, n)| ≪ ρW uniformly in n and X . Moreover, we also have that βm(n) ≪ n−κN and
the exponents um are of the form
k
d
+
∑N
j=0 ℓjκj with k, ℓj ≥ 0,
∑N
j=0 ℓj > 0 and 0 < um < W .
Consequently we have
I1(s) =
M∑
m=1
βm(n)e
−iφ(d+1
2d
− ℓ
d
−s−iθF )
um +
d+1
2d
− ℓ
d
− s− iθF
+ hX,M(s, n) = ΣX,M (s, n) + hX,M(s, n),
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say, with
hX,M(s, n) = e
−iφ(d+1
2d
− ℓ
d
−s−iθF )
∫ 1
0
EM(z, n)ρ
d+1
2d
− ℓ
d
−s−1−iθFdρ.
Thanks to the choice of W , this integral is absolutely convergent for σ < d+1
2d
+ δ. Hence in view
of our choice of φ, hX,M(s, n) is holomorphic and satisfies hX,M(s, n)≪ eε|t| uniformly in n and
X for s in any finite vertical strip contained in σ < d+1
2d
+ δ. Clearly, ΣX,M (s, n) is meromorphic
over C with poles at s = um +
d+1
2d
− ℓ
d
− s− iθF , 1 ≤ m ≤M and 0 ≤ ℓ ≤ L, therefore we may
choose −R < σ < −R + δ away from the poles. Moreover, thanks to the bound for βm(n), for
such a σ we have that ΣX,M(s, n)≪ eε|t| uniformly in n and X , and the lemma follows. 
2.3. Saddle point. Here we follow closely the saddle point argument in Section 2.3 of [5],
hence we only briefly outline the needed changes and refer to [5] for details and notation (see
also the Introduction for some notation). Let ξ be sufficiently large, x0 = x0(ξ,α) ∈ R be the
critical point of Φ(z, ξ,α) as in Lemma 2.3 of [5] and
KX(s, ξ) = γx
d+1
2d
−s
0
∫ r
−r
e−ΨX(z,ξ)+iΦ(z,ξ,α)(1 + γλ)
d+1
2d
−s−1dλ, (2.21)
where γ = 1 − i, z = x0(1 + γλ) and r ∈ (0, 1) is given in (2.29) of [5]. Clearly, KX(s, ξ) is an
entire function since ℜ(1 + γλ) > 0. As in [5] we show that, for n sufficiently large, the main
contribution to the meromorphic integral IX(s, n, ℓ) comes from KX(s+
ℓ
d
+ iθF , n).
Lemma 2.3. Let n0 be sufficiently large. Then for n ≥ n0 we have
IX(s, n, ℓ) = KX(s+
ℓ
d
+ iθF , n) +H
(3)
X (s, n, ℓ),
where H
(3)
X (s, n, ℓ) is meromorphic for σ <
d+1
2d
+ δ and, for every given −R < σ < −R + δ and
ε > 0, satisfies H
(3)
X (σ + it, n, ℓ)≪ eε|t| as |t| → ∞ uniformly for n ≥ n0 and X ≥ 1. Moreover,
IX(s, n, ℓ) has the same properties of H
(3)
X (s, n, ℓ) for n < n0.
Proof. This is the analog of Lemma 2.4 of [5] and its proof is similar, provided we make the
same variations we did in Lemma 2.2 above with respect to Lemma 2.2 in [5]. In particular, we
have to split the integral over the path z = ρeiφ, φ arbitrarily small and ρ > 0, into three parts,
as for JX(s, n, ℓ). We don’t give details to keep the paper in a reasonable size. 
From Lemma 2.1, (2.15), (2.17), (2.19), (2.20) and Lemmas 2.2 and 2.3 we deduce that
FX(s; f) = e
as+b
L∑
ℓ=0
gℓ
∞∑
n=n0
a(n)
n1−s
KX(s+
ℓ
d
+ iθF , n) +HX(s; f) =MX(s; f) +HX(s; f), (2.22)
say, where n0 is sufficiently large, a ∈ R, g0 6= 0 and b, g1, . . . , gL are constants. Moreover, for
any given −R < σ < −R + δ and ε > 0, HX(σ + it; f)≪ eε|t| uniformly for X ≥ 1.
2.4. Limit as X → ∞. We write EBV(X) for “entire and bounded on every vertical strip,
depending on X”. Arguing exactly as in Lemma 2.5 of [5] (the extra iθF we have here does not
change the bounds in [5]), recalling that dκ0 > 1 and using (2.22) we have
• HX(s; f) is EBV(X);
• for any given σ > dκ0, HX(σ + it; f)≪ 1 uniformly for X ≥ 1;
• for any given −R < σ < −R + δ and ε > 0, HX(σ + it; f)≪ eε|t| uniformly for X ≥ 1.
Hence, by an application of the Phragme´n-Lindelo¨f theorem to Γ(2εs+c)HX(s; f) (c > 0 suitable)
and the strip σ1 ≤ σ ≤ σ2, where −R < σ1 < −R + δ and σ2 > dκ0, we deduce that
(i) for σ1, σ2 as above and every ε > 0, HX(s; f) is holomorphic in the strip σ1 < σ < σ2 and
satisfies HX(s; f)≪ eε|t| as |t| → ∞, uniformly for X ≥ 1.
Moreover, still arguing as in Lemma 2.5 of [5], we also have that
13
(ii) the limit as X →∞ of HX(s; f) exists for every s in the strip dκ0 < σ < σ2.
Therefore, thanks to (i) and (ii), from Vitali’s convergence theorem (see Section 5.21 of Titch-
marsh [8] or Lemma C of [7]) we deduce that
H(s; f) = lim
X→∞
HX(s; f)
exists and is holomorphic in any substrip of σ1 < σ < σ2, and satisfies H(s; f)≪ eε|t|. Writing
K(s, ξ) = γx
d+1
2d
−s
0
∫ r
−r
eiΦ(z,ξ,α)(1 + γλ)
d+1
2d
−s−1dλ
(notation is as in (2.21)), once again by the arguments in Section 2.5 of [5], applied to the term
MX(s; f) in (2.22), we have that
M(s; f) = lim
X→∞
MX(s; f) = e
as+b
L∑
ℓ=0
gℓ
∞∑
n=n0
a(n)
n1−s
K(s+
ℓ
d
+ iθF , n) (2.23)
exists and is holomorphic and bounded for σ > dκ0. Thus, letting X →∞ in (2.22) we obtain
F (s; f) =M(s; f) +H(s; f)
where H(s; f) is holomorphic for σ > −K and satisfies H(s; f)≪ eε|t| as |t| → ∞.
2.5. Completion of the proof. To complete the proof of Theorem 1 we follow the arguments
in Section 2.5 of [5], but here we have to take into account many more terms in the expansions.
Such terms will eventually contribute to the sum on the right hand side of (1.7). Again, to keep
the paper in a reasonable size, we outline the changes and refer to [5] as much as possible. We
recall that x0 is as in (2.21), P = x
2
0Φ
′′(x0, ξ,α) (see (2.29) of [5], where the same quantity is
called R), γ = 1− i and κ∗0 = κ0dκ0−1 . Moreover, we denote by Q(s, ξ) a finite sum of type
Q(s, ξ) =
∑
i
Pi(s)ri(ξ) (2.24)
with polynomials Pi(s) and ri(ξ) = x
ai
0 /ξ
bi, ai, bi ≥ 0. The analog of Lemma 2.7 of [5] is
Lemma 2.4. Let ξ0 be sufficiently large, ξ ≥ ξ0, 0 ≤ ℓ ≤ L, M ≥ 2 be a given integer and
ε > 0. Then there exist hj > 0 and Qj,ℓ(s, ξ) as in (2.24), j = 0, . . . ,M(M + 1), such that
K(s+
ℓ
d
+ iθF , ξ) =
M(M+1)∑
j=0
γhj
|P |(j+1)/2Qj,ℓ(s, ξ)x
d+1
2d
− ℓ
d
−s−iθF
0 e
( 1
2π
Φ(x0, ξ,α)
)
+H
(4)
ℓ (s, ξ)
where h0 =
√
π, Q0,ℓ(s, ξ) = 1 identically and H
(4)
ℓ (s, ξ) is entire. Moreover, for s in any given
vertical strip and 0 ≤ ℓ ≤ L, H(4)ℓ (s, ξ) satisfies
H
(4)
ℓ (s, ξ)≪ eε|t|ξ−dκ
∗
0σ−(M−d)κ
∗
0/2 log3M+1 ξ,
and the functions ri(ξ) inside Qj,ℓ(s, ξ) satisfy ri(ξ)≪ ξjκ∗0/2.
Proof. Apart from switching from R to P , we keep the notation of Lemma 2.7 of [5] and write
K(s +
ℓ
d
+ iθF , ξ) = γx
d+1
2d
− ℓ
d
−s−iθF
0 e
iΦ(x0)I(s), I(s) =
∫ r
−r
ei(Φ(z)−Φ(x0))(1 + γλ)c(s,ℓ)dλ (2.25)
where c(s, ℓ) = d+1
2d
− ℓ
d
− s − 1 − iθF and r ≪ ξ−κ∗0/2 log ξ. We need the following expansions,
based on (2.29), (2.30) and (2.41) of [5] and valid for −r ≤ λ ≤ r. First we have
Φ(z)− Φ(x0) =
M∑
m=2
Rm
m!
(γλ)m +O(ξ−(M−1)κ
∗
0/2 logM+1 ξ)
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(see p.1422 of [5]). Since R2 = P < 0 and |
∑M
m=3(γλ)
mRm
m!
| ≪ ξ−κ∗0/2 log3 ξ we deduce that
ei(Φ(z)−Φ(x0)) = e−|P |λ
2
exp
(
i
M∑
m=3
Rm
m!
(γλ)m
)
(1 +O(ξ−(M−1)κ
∗
0/2 logM+1 ξ))
=
(
e−|P |λ
2
M∑
k=0
1
k!
(
i
M∑
m=3
(γλ)m
Rm
m!
)k
+O(ξ−Mκ
∗
0/2 log3M ξ)
)(
1 +O(ξ−(M−1)κ
∗
0/2 logM+1 ξ)
)
=
(
e−|P |λ
2(
1 +
M2∑
h=3
Rh(ξ)λ
h
)
+O(ξ−Mκ
∗
0/2 log3M ξ)
)(
1 +O(ξ−(M−1)κ
∗
0/2 logM+1 ξ)
)
where, in view of the definition of the Rm on p.1421 of [5], the functions Rh(ξ) are linear
combinations of terms of type xa0/ξ
b. Moreover, for s in any fixed vertical strip we have
(1 + γλ)c(s,ℓ) = 1 +
M∑
k=1
Pk(s, ℓ)λ
k +O(eε|t|ξ−Mκ
∗
0/2 logM ξ)
with certain polynomials Pk(s, ℓ). Hence, for s in any vertical strip, the integrand in I(s) equals
e−|P |λ
2(
1 +
M(M+1)∑
j=1
Qj,ℓ(s, ξ)λ
j
)
+O(eε|t|ξ−Mκ
∗
0/2 log3M ξ)
where the Qj,ℓ(s, ξ) are as in (2.24). By (2.41) of [5], |Rm| ≪ ξκ∗0 , hence Rh(ξ) ≪ ξhκ∗0/3 since
the above summation over m starts from m = 3. Therefore, the functions ri(ξ) inside Qj,ℓ(s, ξ)
satisfy ri(ξ)≪ ξjκ∗0/2. Integrating over [−r, r] and arguing similarly as on p.1422 of [5] we get
I(s) =
M(M+1)∑
j=0
hj
|P |(j+1)/2Qj,ℓ(s, ξ) +O(e
ε|t|ξ−(M+1)κ
∗
0/2 log3M+1 ξ) (2.26)
for s in any vertical strip, where h0 =
√
π, hj > 0 and Q0,ℓ(s, ξ) = 1 identically. The lemma
follows from (2.25) and (2.26). 
Now we are ready to conclude the proof. Recalling the notation before both (2.21) and Lemma
2.4, for n ≥ n0 we denote by xn the value of x0 relative to ξ = n, i.e. xn = x0(n,α); analogously,
Pn is the value of P relative to ξ = n. From (2.23) and Lemma 2.4 we obtain that
M(s; f) = γeas+b
L∑
ℓ=0
gℓ
M(M+1)∑
j=0
hj
∞∑
n=n0
a(n)
n1−s
Qj,ℓ(s, n)
|Pn|(j+1)/2x
d+1
2d
− ℓ
d
−s−iθF
n e
( 1
2π
Φ(xn, n,α)
)
+H(5)(s; f)
where, choosing M = M(K) sufficiently large, H(5)(s; f) is holomorphic for σ > −K and
bounded by eε|t| for s in any vertical strip inside σ > −K. Then we use Lemma 2.8 of [5]
and proceed analogously as on p.1424-1426. More precisely, we use the expansions of 1/
√|Pn|,
x
d+1
2d
− ℓ
d
−s−iθF
n and e
(
1
2π
Φ(xn, n,α)
)
in (2.47), in the displayed equation after (2.47) and in (2.49)
of [5], respectively. Thanks to the shape of the functions ri(ξ) in Qj,ℓ(s, ξ) we also have
Qj,ℓ(s, n) = n
θj
∑
ω(j)
cω(j)(s, ℓ)n
−ω(j)
where, for each j ≥ 1, 0 ≤ ω(j) → ∞ is a certain sequence, 0 ≤ θj < jκ∗0/2 and cω(j)(s, ℓ) is
holomorphic and bounded by eε|t|. Collecting sufficiently many terms in such expansions we get
Qj,ℓ(s, n)
|Pn|(j+1)/2x
d+1
2d
− ℓ
d
−s−iθF
n e
( 1
2π
Φ(xn, n,α)
)
=
e(f ∗(n,α))
ndκ
∗
0(s−
d+1
2d
+iθF )+
κ∗
2
V∑
ν=0
cν,ℓ,j(s,α)
nδν,ℓ,j
+H
(6)
ℓ,j (s, n)
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where cν,ℓ,j(s,α) are entire with c0,0,0(s,α) 6= 0, δν,ℓ,j ≥ 0 with δ0,0,0 = 0. Moreover, if V = V (K)
is sufficiently large, the sum over n ≥ n0 of the entire functions a(n)ns−1H(6)ℓ,j (s, n) is absolutely
convergent for σ > −K and bounded by eε|t| for s in any vertical strip inside σ > −K.
Theorem 1 follows now summing the last equation over n, j and ℓ, since clearly
s∗ = 1− s+ dκ∗0(s−
d+ 1
2d
+ iθF ) +
κ∗
2
.
The assertions in Remark 3 in the Introduction follow by an analysis of the above arguments.
3. Proof of the other statements
3.1. Proof of Fact 1. We proceed by induction on j, recalling that deg S ≥ 1; see after (1.8).
Clearly, for j = 1 we have ℓ1 = deg S1. Assuming that ℓj−1 = deg Sj−1, thanks to (1.3) we have
lexp((TSj−1 · · ·TS1)♭) = ℓj−1
dℓj−1 − 1 < 1,
since deg Sj−1 ≥ 1 and d > 2. Hence applying Sj we immediately have that ℓj = deg Sj . 
3.2. Proof of Fact 2. Suppose that G(f0) = H(f1) and G 6= H , thus we may write
G = TSM · · ·TSNTSN−1 · · ·TS1
H = TSM · · ·TSNTS ′R · · ·TS ′1
with, in particular, SN−1 6= S ′R. Hence, since G is a group, we must have
SN−1 · · ·TS1(f0) = S ′R · · ·TS ′1(f1).
But deg(S−1N−1S
′
R) ≥ 1, hence f0 = S−11 T · · ·TS−1N−1S ′R · · ·TS ′1(f1), all the operations being al-
lowed by Fact 1. But this gives a contradiction, since lexp(f0) = deg S
−1
1 = deg S1 ≥ 1 by Fact
1, and lexp(f0) ≤ 1/d by definition of A(F ). 
3.3. Proof of Theorems 2, 3, 4 and 5. We apply induction with respect to the weight
ω(f). If ω(f) = 0 then f(ξ) = f0(ξ) + P (ξ) with 0 ≤ lexp(f0) ≤ 1/d and P ∈ Z[ξ]. Hence
F (s; f) = F (s; f0) and therefore the assertions of all theorems hold true in this case thanks to
the results in [7], since D(f) = 1 by definition in this case. In order to perform the inductive
step, we suppose that ω(f) = M and assume the assertions of the theorems true for any F ∈ S♯
with degree d ≥ 1 and any f1 ∈ A(F ) (resp. A(F ) \ A0(F ), A0(F ) \ A00(F ) and A00(F )) of
weight M − 1. Hence we have
f(ξ) = (f1(ξ) + P (ξ))
∗ (3.1)
with some P ∈ Z[ξ] of degree ≥ 1, lexp(f1 + P ) = ℓM > 1/d and ω(f1) = M − 1. We shall use
different arguments to show that F (s; f) has the required properties according to the case at
hand.
To prove Theorem 2, suppose that f, f1 ∈ A(F ) and satisfy (3.1), and let K ≥ 0 be arbitrary.
Then we apply Theorem 1, thus getting an expression of type (1.7) for F (s; f). But in view of
(3.1) and (1.6) we have
F (s∗ + ηj ; f
∗) = F (s∗ + ηj ; f1), (3.2)
hence the right hand side of (1.7) is meromorphic for σ > −K by the inductive hypothesis.
Moreover, still from Theorem 1 we have that
Wj(s), G(s)≪ eε|t|
uniformly in every vertical strip contained in σ > −K. Theorem 2 follows from the inductive
hypothesis, since K is arbitrarily large. 
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To prove Theorem 3 we just observe that if f ∈ A(F ) \ A0(F ) then f1 ∈ A(F ) \ A0(F ) as
well. Hence, since F (s; f1) is entire in this case, every F (s
∗ + ηj ; f1) is also entire, and arguing
as before we obtain that F (s; f) is entire as well, thus proving Theorem 3. 
Suppose now that f ∈ A0(F ) \ A00(F ). Then f1 ∈ A0(F ) \ A00(F ) and by the inductive
hypothesis, F (s; f1) has simple poles at s0 =
1
2
+ 1
2dD(f1)
− iθF and on the half-line
s = σ − iθF σ ≤ 1
2
+
1
2dD(f1)
.
Writing κ0 = lexp(f), by (1.12) we have
κ0 =
ℓM
(dℓM − 1) . (3.3)
Hence by (1.7), (1.4) and (3.2), recalling that θF = −θF we see that the poles of F (s; f) are
simple and lie on the half-line
s+ dκ0
2
− 1 + idθFκ0
dκ0 − 1 = σ + iθF σ ≤
1
2
+
1
2dD(f1)
.
Therefore, the polar half-line of F (s; f) becomes
s = (dκ0 − 1)σ − dκ0
2
+ 1− iθF = σ′ − iθF ,
say, where thanks to (3.3) we have
σ′ ≤ (dκ0 − 1)
(1
2
+
1
2dD(f1)
)− dκ0
2
+ 1 =
1
2
+
dκ0 − 1
2dD(f1)
=
1
2
+
1
2dD(f)
.
Moreover, the initial point of such a half-line is a simple pole, and Theorem 4 follows. 
Suppose finally that f ∈ A00(F ). Arguing as before we see that F (s; f) has poles of order
≤ mF on the half-line
s+ dκ0
2
− 1 + idθFκ0
dκ0 − 1 = σ − iθF
((−1)M−1
D(f1)
− 1) σ ≤ 1
2
+
1
2D(f1)
,
and a pole of order mF at its initial point. Hence
s = (dκ0 − 1)σ − dκ0
2
+ 1− iθF
(
dκ0 +
((−1)M−1
D(f1)
− 1)(dκ0 − 1)) = σ′ − iθFD′,
say. But thanks to (3.3) we have
D′ = 1 +
1
dℓM − 1 +
((−1)M−1
D(f1)
− 1) 1
dℓM − 1 = −
((−1)M
D(f)
− 1)
and
σ′ ≤ (dκ0 − 1)
(1
2
+
1
2D(f1)
)− dκ0
2
+ 1 =
dκ0 − 1
2D(f1)
+
1
2
=
1
2
+
1
D(f)
,
thus proving Theorem 5. 
3.4.Proof of Theorem 6. Let F ∈ S♯2. We start with the twist function g(ξ) = kξ2+ℓξ+β
√
ξ,
where k, ℓ ∈ Z, k > 0 and β ∈ R. Since clearly g = S(f0), where f0 is the standard twist and
S is a shift of degree 2, we have that g ∈ A(F ). Then we apply the operator T and compute
explicitly T (g)♭ = g∗ ∈ A(F ); the function f(ξ) in Theorem 6 will be closely related to g∗(ξ).
To this end we recall the definition of x0 and the displayed equation before (1.11) on p.1401
of [5], saying that
g∗(ξ) =
1
2π
Φ(x0, ξ,α)
♭,
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where Φ(z, ξ,α) is as in (1.2) (with g in place of f in this case) and the real number x0 = x0(ξ) ≥
1 is the unique solution (in a certain region) of the equation ∂
∂z
Φ(z, ξ,α) = 0. Therefore, writing
for simplicity q for the conductor qF and Φ(z) for Φ(z, ξ,α), we first compute the critical point
x0 of the function
Φ(z) =
(
1− 2πβ
√
λ
ξ
)
z1/2 − 2π(kλ2
ξ2
z2 +
ℓλ
ξ
z
)
λ =
q
(4π)2
, (3.4)
which satisfies
1
2
(
1− 2πβ
√
λ
ξ
)
x
−1/2
0 =
4πkλ2
ξ2
x0 +
2πℓλ
ξ
. (3.5)
Putting x
1/2
0 = X0 we obtain the cubic equation
X30 +
ℓξ
2kλ
X0 − ξ
2β(ξ)
8πkλ2
= 0,
where β(ξ) = 1− 2πβ√λ/ξ. Hence by Cardano’s formulae we get
X0 = aξ
2/3

(
1 +
√
1 +
b
ξ
)1/3
+
(
1−
√
1− b
ξ
)1/3 (3.6)
with
a = a(ξ) =
( β(ξ)
16πkλ2
)1/3
b = b(ξ) =
32
27
π2ℓ3λ
kβ(ξ)2
. (3.7)
In view of (3.4) and (3.5) we therefore have
Φ(x0) =
3
4
β(ξ)x
1/2
0 −
πℓλ
ξ
x0 =
3
4
β(ξ)X0 − πℓλ
ξ
X20 . (3.8)
In order to compute g∗(ξ) we have to approximate the right hand side of (3.8) up to negative
powers of ξ. To this end we first note that, since b/ξ → 0 as ξ →∞, a simple computation gives
(
1 +
√
1 +
b
ξ
)1/3
= 21/3 +O
(1
ξ
)
(
1−
√
1− b
ξ
)1/3
= −( b
2ξ
)1/3(
1 +O(
1
ξ
)
)
as ξ →∞. Hence, observing that a, b = O(1) as ξ →∞, from (3.6) we obtain
X0 = aξ
2/3
(
21/3 − ( b
2ξ
)1/3)
+O(ξ−1/3)
X20 = 2
2/3a2ξ4/3 − 2a2b1/3ξ +O(ξ2/3).
Therefore from (3.8) we finally get
Φ(x0) =
3
4
β(ξ)aξ2/3
(
21/3 − ( b
2ξ
)1/3)− πℓλ(22/3a2ξ1/3 − 2a2b1/3) +O(ξ−1/3)
= 2π
(
Aξ2/3 +Bξ1/3 + Cξ1/6 + c0
)
+O(ξ−1/6)
(3.9)
as ξ →∞, where
A =
3
2(2kq2)1/3
B = − 3ℓ
4(2k2q)1/3
C = − β
2(k2q)1/6
(3.10)
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and c0 is a certain constant. Indeed, writing
β˜ = 2πβλ1/2, a˜ = (16πkλ2)−1/3, b˜ =
32
27
π2ℓ3λ
k
and recalling (3.7) and β(ξ) = 1 − β˜ξ−1/2, a computation shows that the relevant functions in
the first line of (3.9) satisfy
β(ξ)a = a˜− 4
3
β˜a˜ξ−1/2 +O(ξ−1),(b
ξ
)1/3
= b˜1/3ξ−1/3 − 2
3
β˜b˜1/3ξ−2/3 +O(ξ−4/3),
a2 = a˜2 +O(ξ−1/2),
a2b1/3 = c+O(ξ−1/2),
where c is a certain constant. This proves the expansion of Φ(x0) in the second line of (3.9),
apart from the explicit value of the constants A,B and C in (3.10), since
Φ(x0) =
(3
4
21/3a˜
)
ξ2/3 − (3
4
2−1/3a˜b˜1/3 + πℓλ22/3a˜2
)
ξ1/3 − (21/3β˜a˜)ξ1/6 + c0 +O(ξ−1/6).
Then a further computation (which we omit), involving also the value of λ in (3.4), proves (3.10).
Therefore
g∗(ξ) = Aξ2/3 +Bξ1/3 + Cξ1/6 + c0
with A,B,C as in (3.10) and a certain constant c0, and g
∗ ∈ A0(F )⇔ |β| ∈ Spec(F ).
Note that since both ℓ and β can be positive and negative, the two signs − in (3.10) may be
omitted. Hence by the substitution α = β
2(k2q)1/6
we see that Theorem 6 is proved in the case
k > 0, since the constant c0 may clearly be omitted without affecting the statement. If k < 0
we just recall (1.6), and the result follows in its full generality. 
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