We endow agents with the capability to open interactions based on their perception of the gaze and direction of attention of others in a virtual environment. The capability is geared towards the earliest part of interaction initiation, where agents may be at some distance from each other and may not initially have knowledge of each other's presence. An important idea in our work is that the start of interaction be initiated in a graceful manner involving exchanges of subtle cues before overt interaction commitments are made. Synthetic vision, attention and memory are used to implement the perceptuallybased agent theory of mind. Theory of mind is used to infer information about the intention of the other to interact based on their eye, head and body directions, locomotion and greeting gestures. An agent's interaction behaviour is therefore driven not only by its interaction goal, but also by its theory of the goal of the other based on perception. We have implemented this system and used it to automate and evaluate social interaction behaviours between humans and agents in a virtual environment.
Introduction
A fundamental aspect in social interaction is how the interaction is established in the first place, as well as the behaviours that may occur when one of those involved does not wish to interact. While a reasonable amount of literature exists in the embodied agents community that considers agents in close proximity to each other who have already decided to start interacting, few studies consider what has happened previous to this stage. Yet, an intuitive interface allowing interaction to be established in a human-like manner would seem desirable, for example in:
• Online gaming: in massively multi-player online games, the ability for the character belonging to the human in front of the screen to establish contact in a natural manner with other avatars and agents residing in the virtual world.
• Social robotics: interacting in a natural way with machines is a long-standing goal of social robotics. Of interest here is the ability for the robot to signal to the human that it is something that can be interacted with in the first place and to be able to detect conversation initiation cues from the human without continuously having to request conversation in an explicit manner.
• ECA's in public places: embodied conversational agents in public places may have to cope with a large number of humans in their proximity and need to establish which of these are likely interactants so as to avoid being irritating e.g. making verbal requests for interaction whenever a pedestrian walked by would soon become annoying on a busy street.
Here, we investigate a capability that allows agents to start interactions while being free to move around in a virtual environment. Our work is inspired by studies of human behaviour described by Kendon 1 and Goffman 2 . In an analysis of human greetings, Kendon describes a sequence of cues in the opening of a meeting interaction and notes that the participants must first sight each other and identify the other as someone they wish to greet. Although this stage would seem basic, for machine interaction, its implementation implies the use of, at the very least, perception and attention capabilities. Goffman further notes that we seek to avoid the social embarrassment of engaging in interaction with an unwilling participant. This is a particularly important point, as it suggests that explicit requests for interaction are socially risky maneuvers: if we wish to interact with somebody, it may be a sensible policy to first obtain hints from them that they will reciprocate in the interaction. For machine interaction, this suggests the ability to send, receive and interpret subtle cues, where speech is the most explicit indicator available and used only after some degree of confidence has been established.
We concentrate on direction of attention behaviours, such as gaze and head direction, as we view them as being amongst the most fundamental subtle cues available (although a large number of other factors must of course be considered for a full system). For example, looking is not an unusual activity; even glimpsing at strangers, in what Goffman refers to as social inattention, is socially acceptable. Thus, looking may serve the purpose simply of acknowledging the presence of the other with no particular interest, or it may also serve to provide cues of one's openness to engagement while minimizing the social repercussions of failure.
Our capability allows an agent to perceive a virtual environment using synthetic vision, processes the direction of attention of attended agents through a theory of mind model and stores percepts in memory which are integrated over a time period to provide a key concept for this capability: level of interest. This is the term we use to refer to the amount of interest that another agent is perceived to have in the self; it is used as an indicator of their intention or openness towards interaction. Theories about the willingness of the other to interact are stored in a theory of mind module and drive the behaviour of the agent.
In Section 2, we highlight related work in the realm of human-machine interaction involving gaze and the start of interaction. In Section 3, we highlight some of the theoretical work on theory of mind that is of direct relevance to our real-time processing capability, presented in Section 4. This details how the capability is implemented for a single agent: how it is used to initiate interactions with other agents is discussed in Section 5. Section 6 discusses our evaluation of the work presented.
Related Work
A number of studies have been undertaken on gaze perception, the role that it plays in interaction and how it may be used to improve the interactive capabilities of real systems, such as social robots, and virtual systems, such as embodied conversational agents (or ECA's). For video conferencing, Vertegaal et al. 3 found that gaze is an excellent predictor of conversational attention in multiparty situations. In the domain of social robotics, Scassellati 4 has constructed a humanoid robot as a test bed for the evaluation of models of human social development based on a merger of two models of theory of mind. More recently, Sidner et al. 5 have studied rules of looking behaviour that allow robots to maintain engagement with humans in a collaborative environment.
For virtual agents, Colburn et al. 6 have studied the effects of eye gaze in virtual human characters and found avatars that use a natural gaze model elicit changes in viewers' eye gaze patterns. Garau et al. 7 studied the effects of different gaze models and avatar realism and found that when avatars used gaze behaviours related to turn-taking during conversation, they consistently and significantly outperform random-gaze conditions in terms of participants' subjective responses to communication quality. A number of researchers are also interested in generating gaze behaviours for animating conversations involving virtual agents 8, 9 . Vilhjálmsson 10 has outlined the importance of flexible conversation initialization protocols and related gaze behaviours for creating social encounters for embodied autonomous agents who have not been positioned a priori in their environment. Thórisson 11 has presented a system that can detect the direction of various segments in order to provide the agent, Gandalf, with information about how the user is directed. Partington and Bryce 12 have presented a methodology for the simultaneous planning of multiple goals for virtual characters in order to produce well-ordered behaviour.
Background
Our work draws from two important areas of research that, thus far, have not received a great deal of attention for application to embodied agents in virtual environments: direction of attention perception and theory of mind.
Gaze Perception
Gaze is a vital social cue 13 which is employed for social purposes not only by humans, but also in the animal kingdom where, for example, gorillas use visual attention as part of their dominance hierarchy structuring 14 . Gaze is particularly interesting as it allows a mutual bidirectional channel of communication between two living entities: Coupled with its close relationship to attention, a mechanism that has been referred to as "the gateway to consciousness" 15 , it is perhaps from this last example that the well known phrase "the eyes are the windows to the soul" arises and the high historical regard for the eyes of others as social indicators, which "like sentinels, hold the highest place in the body". The orienting of attention also appears to be a salient behaviour: for example, in humans, privileged processing in brain areas related to emotion and attention takes place when the eye gaze of another is directed at oneself as opposed to averted 16 . Furthermore, as with explicit verbal signals, calling one's name for example, the direction of an other's gaze has been found to be important in activating brain regions concerning the self, something that is important for initiating social contact 17 .
Theory of Mind Model
Theory of mind research is concerned with the mechanisms involved in creating theories of the beliefs, goals and intentions of others. Baron-Cohen 18 has proposed an influential model that emphasizes the evolutionary importance of gaze detection. It consists of a series of specialized modules, including:
• Eye-direction Detector (EDD) The EDD is a social cognition module exclusively based on vision. It functions by detecting the presence of eyes or eye-like stimuli in the environment and computing the direction of gaze (e.g. directed or averted).
• Intentionality detector (ID) The ID module attributes the possibility of an object having goals and desires based on self propulsion, i.e. notions of animacy and intention. One should not, for example, attribute volitional behaviour to a brick, even if it is moving in the environment.
• Theory of Mind Mechanism (ToMM) This module stores the attribution of mental states to the other agent and is based on the results of interactions between the other modules. It contains working theories that may not necessarily be correct, but are nonetheless vital for forming an internal representation of the possible motives behind the actions of other living entities.
Perret and Emery
19 have evaluated the model from a neurophysiological perspective and have proposed further modules:
• Direction of attention detector (DAD) This is a more general form of the EDD above, that combines information from separate detectors that analyse not only gaze, but also body and direction of locomotion.
• Mutual attention mechanism (MAM) This is a special case of shared attention where the relationship is dyadic, involving mutual gaze and eye contact. In this situation, the goal of the participants' attention is each other.
The research undertaken by Baron-Cohen and Perrett and Emery serves as a basis for our perceptually-based theory of mind capability that we apply to real-time autonomous agents in virtual environments.
Perceptual ToM Capability
In this Section, we describe our computational capability for theory of mind for virtual agents based on the theory of Theory of Mind described in Section 3. The key components for constructing this capability are a synthetic vision module, a visual attention module, and a short-term sensory storage (STSS) as early processing systems and a short-term memory (STM), direction of attention detector (DAD), mutual attention (MAM) and theory of mind (ToMM) module for later processing.
Overview
An overview of the flow of processing for a single agent is summarised as follows (see Figure 1 ): The vision system takes frequent snapshots of the environment to provide basic visibility information for the agent, stored as false-color percepts in the STSS (Section 4.2). At each visual update, these percepts are processed by the ID module to filters agents and agent subparts into a person percepts memory area. Attended entries in the person percepts area (see Section 4.3) are resolved and elaborated before being processed by the DAD (Section 4.4), which measures the orientation of subparts with respect to the self, in order to produce an attention level metric representing the amount of attention that the other is perceived to be paying at the current time. Information from the DAD is used by the MAM to establish if there is eye-contact. This information and the output of the DAD are time-stamped and stored as records in the STM.
The consideration of all of the entries in memory for a single agent provides a record of their attention behaviours towards the self: a profile of these behaviours (called the attention profile -see Section 4.5.2) provides a better basis for inferring overall interest than only a single perceptual snapshot. Once this profile has been integrated over a time-interval, with gestures also accounted for (Section 4.5.1), high-level theories regarding other agents' behaviours are updated in the ToMM module (Section 4.5.3). Our implementation stores theories as numeric values that indicate the other agent's awareness of the self (HTSM ), if the other agent is thought to be aware of one's awareness of them (HTSML) and an interest level, representing the theory of how much interest the other agent has in the self. We describe in Section 5 how these theories and the information from the perceptual stages of theory of mind can be used to provide a basis for more elaborate conversation initialization behaviour.
Synthetic Vision
Agents are provided with a synthetic vision module 20 so as to sense and feed information to the higher-level theory of mind modules (Section 4.4). Unlike robotics systems which must attempt to reconstruct and interpret real world data, we deal with the simpler case of virtual environments where a database of world objects and their details exists and may be queried at will. The purpose of a virtual sensor is to query the database in a manner approximating the real world sensor being simulated: in the case of a sensor approximating human vision, for example, the details of objects behind the viewer or fully occluded by other objects should not be made available for querying. Our visual sensing module utilizes a monocular, multi-resolution vision system that operates in a snapshot manner by taking frequent snapshot updates of the visible portions of the scene. Two types of renderings are taken from the agent's point of view at each update: a full-scene rendering and a false-colored rendering (see Figure 2 ). The scene is fully rendered with lighting and textures for the full-scene rendering. For the false-colored rendering, objects are preassigned unique false-color values and rendered in a simplified manner using these values as colors. We segment agents and assign different false-colors to their eyes, heads and the remainder of their bodies in order to be able to distinguish between them. The resulting renderings are then scanned to provide higher-level percepts: these are stored in the STSS and can be used to obtain references to visible objects.
The ID module (Section 3) is an additional filter that is applied after the vision snapshot and processes the list of percepts in the STSS to extract those visible object false-colors corresponding to agents. This filter is analogous to a form of social selective attention. Thus, for the purposes of this paper, we hardwire our agent to be socially attentive, in the sense that it pays attention only to other agents -in a more general system, there is no reason why the attention module Fig. 2 . The synthetic vision module takes full-scene and false-colored snapshot of the scene from the agent's perspective (first and third images). The full-scene rendering is processed by the bottom-up attention module in order to create a saliency map (second image). This is used in conjunction with the false-colored rendering (third image) to select the focus of attention (fourth image, outlined in white) which, if the entity is volitional as determined by the ID module, will be processed by the higher level social perception modules, such as the DAD and the ToMM.
could not also pre-filter the input to the ID module, something which would also be more accurate in terms of human processing. Thus, false colors are partitioned into a separate person percepts area in memory. This area is important for social calculations which may only involve other agents, in our case, higher-level processing by the theory of mind modules (Section 4.4). The virtual visual sensing system runs in real-time as complex and time-consuming computer vision issues such as segmentation and recognition are avoided.
Visual Attention
The purpose of the visual attention module is to choose a visible object in the scene from the agent's perspective for processing at any time, based on both object and spatial view-dependent information. The module 21 is bottom-up in nature and based on a popular real-time model from computational neuroscience 22 that has been demonstrated to be successful for visual search tasks involving real scenes. We use it with virtual scenes by passing in full scene renderings from the synthetic vision system 4.2 in order to obtain a saliency map: this ranks the scene spatially in terms of areas that attract visual attention.
The process of creating the saliency map involves the computation of local contrast through biologically plausible center-surround mechanisms for low-level image features such as intensity, orientation and color. The input image is decomposed into a number of constituent channels which form the basis of dyadic image pyramids, in which each successive image is a filtered and decimated version of its predecessor. These pyramids are filtered with Gaussian or Gabor filters, depending on the type of low-level feature being processed. Feature maps representing center-surround differences are obtained from the filtered images, which provide a relative measurement of how much a given part of the image pops out from its neighboring area. Feature maps for each respective feature (intensity, color and orientation) are combined into three conspicuity master maps, measuring total pop out for that particular feature type. Combination of conspicuity maps results in a saliency map, which is the primary output of the attention module. This is a unified measurement of pronounced parts of the entire scene (see Figure 2) .
The maximum of the saliency map corresponds to the current most salient location in the scene. Inhibition of return (IOR) is implemented for spatial locations by reducing the chances of success of previous winning locations so as to ensure that the focus of attention does not remain fixed on the single most prominent location. The spatial coordinates of the winning location are resolved with the false-color rendering to provide the current focus of attention. The visual attention mechanism may be used to orient the agent's attention to any part of the virtual environment 23 or, if gated by the output of the ID module (as is the case in this work), specifically to other agents or social entities in the environment. When the attended object is an agent, social processing of the attentive behaviours of the other takes place as described in the next Section.
Perception of Attentive Behaviours
In the case where the focus of attention is another agent, special processing takes place to account for how that agent is behaving socially towards the perceiver. In this Section, we describe the first step in such social processing: the direction of attention detector. Also referred to as the DAD, it measures the amount of attention directed towards the self at a certain instant of time. The purpose of the DAD is to attribute an attention level to another agent based on the direction of their eyes, head, body and locomotion with respect to the self, as perceived by the synthetic vision module for a single visual perception update. Although there are a number of ways to infer the directed attention of others, such as hearing one's name being called, in this paper we infer direction of attention on the basis of body orientation and locomotion direction, while also accommodating directed gestures (see Section 4.5.1). The eye, head and body direction detectors (EDD, HDD and BDD respectively) have the tasks of locating eyes, heads or bodies in the environment and determining if they are currently directed towards me. As mentioned in Section 4.2, the synthetic vision and ID modules handle the first part of this step, in a fast way, by filtering agents from the STSS and storing their uniquely color-coded subparts in a person percept area (Algorithm 1).
The second task is then achieved by directly querying the agent database for the orientations and locations of the eyes, heads and bodies of the other agents and comparing them with position of the self in the environment: each subpart of the other agent (eyes, head, body) is attributed a direction value between 0 and 1, where 1 represents that the subpart is directed towards the self with intermediate values relating to the orientation of the part with respect to the perceiving agent. We adopt this approach as opposed to trying to calculate these values directly from the visual image to ensure real-time performance of the system. The final task of this module is to establish an overall attention level based on the direction of the subparts. Research from neuroscience 24 suggests a hierarchy of importance exists when all cues are available for processing, whereby the eyes act as a more important cue than the head, and the head provides a more important cue than the body. We therefore weight the direction of subparts to produce the attention level as follows: AL = F Eye * C Eye + F Head * C Head + F Body * C Body where F is the facing of a subpart and C is the weight of its contribution to the attention level, AL (see Figure 3 ).
Mutual Attention Mechanism (MAM)
The mutual attention mechanism is connected to the output of the EDD. It is activated when two conditions are simultaneously satisfied: (1) the eyes of the other are deemed to be directed towards the eyes of the self and (2) one's own eyes are directed at the eyes of the other.
Distance and Occlusion
Our capability also includes the ability to detect when certain parts of other agents' bodies are not visible due to being occluded or too distant to discern; in the latter case, such objects are too small to occupy a single pixel in the false-color map generated by the synthetic vision module (see Section 4.2). This module uses a heuristic proposed by Emery 25 to handle the weighting process described in 4.4.1 when various parts are not visible. Essentially, if the eyes are not visible, then only the head and body are weighted towards the attention level.
Locomotion Direction Detector (LDD)
In Kendon's observations of human greeting rituals 1 , he notes that a common behaviour when two people meet and close to converse involves at least one participant looking away from the other while changing direction and walking towards them in order to start talking. A locomotion direction detector allows for the perception of the movement direction of the other agent. As with the other detectors, locomotion information is read directly from the environmental database as opposed to deriving it from vision through optical flow methods, which would be too time consuming for our purposes. During each perceptual update, each of these modules is activated for the attended entry in the current person's percepts area. The output of the DAD is a memory record containing a time-stamp, attention level, velocity information and the facing value of each subpart, which is then added to the person percepts history in the STM, as well as visibility information and mutual attention mechanism (MAM) activation.
Interpretation of Another's Attention
The early perception modules discussed in Sections 4.2 and 4.4 provide both current information and a profile of the history of direction of attention behaviours made by visible agents. Here, we discuss how this information may be used to form high-level theories which we store in a Theory of Mind module.
Directed Gestures
A number of other cues, such as verbal communication, facial expressions and gestures, may have the effect of modulating one's perception of the interest of the other. Our system currently supports gesture modulation, in particular, what we refer to as directed gestures. These are the gestures that one perceives to be directed towards them due to the coinciding fixation of the gaze of the other on the perceiver. We use the mutual attention module (MAM) to establish if a gesture is directed and if it is, the magnitude and communicative intent of the gesture is read from the gesticulating agent.
Short-Term Memory
The memory system contains a history of the attentive behaviours of each agent that has been attended to as well as their relevance to the self. The temporal consideration of behaviour is an important factor for obtaining a proper interpretation of the behaviours of an other. Each record stored in memory contains information including a time-stamp, attention level, velocity information, visibility and facing value of each agent subpart and activation of the MAM. Also stored in the memory system are records of directed gestures. Of particular importance here is the ability to concatenate multiple separate memory entries into a coherent indicator of an agent's attentive actions over a period of time. We achieve this by constructing and analysing an attention profile, which is a curve that intersects attention levels over a specified time period. Analysis of the profile in terms of magnitude, slope and duration of MAM activation allows important high-level information to be derived about the behaviours and intentions of an other agent: For example, a profile that is of high magnitude and increasing is indicative of an agent that has more than a passing curiosity in an other and possibly an intention to interact.
Theory of Mind Module
The theory of mind module stores a number of high-level values that are set according to the perception and interpretation of behaviour. These values include:
Abbreviation Theory Represents
HTSM Have they seen me
Other has seen S1 2. HTSML Have they seen me looking Other thinks (S1 has seen other ) 3. IL Interest level Other has intention for S1
(1) HTSM Have they seen me: Does S1 think the other agent is aware of it. This theory is based on the consideration of eye gaze directions from memory and the direction of attention detector (DAD) and mutual attention module (MAM). (2) HTSML Have they seen me looking: Does S1 think the other agent is aware that S1 is aware of it. This theory is also based on the consideration of eye gaze directions from memory, particularly MAM activation. (3) IL Interest level: How much interest has the other agent being paying to S1.
This value is based on the attention profile integrated over a time interval, as queried from attention levels in memory (see Algorithm 2). These theories, although probably not as sophisticated as those involved in the human case, are important, explicit high-level representations that encapsulate a large amount of perceived information over a time interval. They are very useful for summarising a situation between two agents and for driving agent behaviour: even in a trivial situation where one agent gestures to an other agent, the signalling agent must have some knowledge of whether the other agent is even aware of it. The values stored in the ToMM are used for interpreting the intention to interact and thus driving an agent's behaviour during interaction, as we will consider in the next Section.
Conversation Initiation Scenario
In this Section, we show how the direction of attention detection and theory of mind capabilities presented in the last Section have been used for the purposes of generating autonomous interaction initiation behaviours between two agents.
Conversation State Machine
We use a hierarchical finite state machine to implement conversation initialization (see Figure 4 ). There are five high level states in the HFSM: Monitor Environment (ME), in which the agent attends to the environment looking for identifying other agents, Grab Attention (GA) in which the agent attempts to elicit the attention of another agent, Passive Monitoring(PM) which represents a discrete monitoring of the other agent without trying to attract their attention, and Gauge Reaction (GR) where an agent is actively sending signals and interprets received signals to decide whether it should commit to conversation. The final state is Starting Conversation (SC) which is presumed to be the terminating state and handles the situation where both participants have successfully engaged in conversation.
State transitions in the HFSM take place as determined not only by the goals of an agent, as represented by a conversational stance variable (values: avoid, interact, don't care), but also according to their perception and theories of the state and intentions of the other agent (see Section 4.5.3) as well as their relationship (values: good, bad, stranger, neutral ). We will detail some key states in the HFSM and how this process takes place: In the grab attention state, an agent tries to explicitly attract the attention of an agent, by directing its attention and gesturing, if its goal is to interact. The HTSM (have they seen me?) and HTSML (have they seen me looking?) theories are used to establish when this attempt has (Figure 4, transition 8 ) or has not (Figure 4 , transition 9) been successful.
The passive monitoring state will allow an agent to monitor the other in a discreet manner, for example, when the relationship is good but the goal is not set to interact; this might be the case when an agent is in a hurry and does not have time to converse. As long as they think the other is not aware of them through the HTSML flag, they continue unnoticed. If the HTSML flag becomes activate though, then they move to the gauge reaction state (Figure 4, transition 12 ) to see if the other wishes to interact.
The gauge reaction state is critical in our application; it encapsulates the sending of multiple signals between agents and interpretation of feedback when mutual awareness has been established ( Figure 4, transition 3) . In particular, it is the attempt by the agent to reach a conclusive theory as to the intention of the other to converse; it thus results in either a close to conversation if the attention profile is high (Figure 4, transition 4) or a return to monitoring the environment if the opportunity to engage in conversation is deemed to have passed ( Figure 4 , transition 5). It is in this state that salutations, sustained gaze and/or locomotion changes occur depending on the goals of the agent and the perception of the other is integrated to infer interest. Agents that have their conversational stance set to avoid either ignore the other agent or only provide brief salutations and limited looking behaviour, depending on their relationship. Those that have their conversational stance set to don't care base their commitment to conversation solely on the feedback that they receive from the other agent and tend to mimic the other, while an agent actively seeking conversation provides cues to the other that attempt to maximize the other's perception of their interest in them.
Evaluation
The theory of mind capability presented in Sections 4 and 5 has been implemented and tested on a Windows platform and runs in real-time on a home desktop system. We conducted a number of user evaluation tests in an attempt to establish how human viewers perceive and interpret the behaviours of a character in an environment with respect to intention to interact. A total of 21 participants, all first-year French university students, engaged in a two-stage evaluation process, which was fully automated. Participants were seated between 40 cm and 70 cm from their screens and initially presented with an instruction screen in French, their native language. From this screen, the participants were then guided through the entire evaluation process via menus, which also prompted for results.
Two evaluations were conducted: in the first, which we will refer to as the static evaluation study, or SES, participants were shown a sequence of 25 static images featuring a humanoid agent standing in an upright posture. In each trial, body segments of the humanoid agent were oriented in varying orientations with respect to the viewer; participants were asked to select, using a slider, the amount of attention that they felt the agent was paying to them. Our hypothesis for the SES was that the attention perceived by the user would increase as the orientation of agent subparts were directed more towards to user, with the eyes being the most indicative of perceived attention, followed by the head and finally the body.
In the second study, referred to here as the dynamic evaluation study, or DES, participants were shown a sequence of 10 animations featuring a humanoid agent walking on a predefined path (see right-hand illustration Figure 6 ) in a virtual environment. The first sub-segment of path (1a) was directed so that the agent would move closer to the viewer without walking directly towards them. The second sub-segment (1b) was positioned so that the agent would walk perpendicular to the viewer. The second segment of path (2) was positioned so that the agent would have a locomotion direction directly towards the viewer. In each trial, the agent made one or more behaviours such as ignoring the user, gazing at them, walking towards them or waving. Each trial differed by only one agent behaviour. After each trial, the participants had to adjust a number of sliders indicating how they felt about the agent in terms of its interest in them, willingness to talk to them and openness towards the user if they were to try to interact with it. Our hypothesis was that increased directed gaze, locomotion towards the viewers and directed gesture behaviour (i.e. interest) would result in an increased perception of an agent that was interested in the viewer and seeking or accepting interaction.
Results and Discussion
A subset of results obtained for the two evaluation studies, SES and DES, are summarised in Figures 6 and 7 respectively. All values have a range of 0.0 to 1.0. For the DES tests (Figure 7) , each test shows, on the left, the path (corresponding to right-hand illustration in Figure 6 ) taken by the agent as well as icons indicating the timing of gaze behaviours made along the path. On the right is a graph of the mean values over the 21 participants for each of the queries. Values of 0 are mapped onto reports of low interest in interaction. 
Static Evaluation Study
In general, from the left-hand table of Figure 6 , it can be seen that participants' perception of attention from the humanoid agent was highly correlated with the agent's eye direction: that is, when the agent was looking forward into the camera (giving the impression of looking at the user), participants rated it highly in terms of paying attention. Head direction correlated less strongly than eye direction, whereas the correlation between perceived attention and body direction was very low. These results adhere to the hierarchy suggested by Emery 25 and used in the current work (i.e. eyes > head > body).
The most surprising result of this study was the relatively low rating of 0.507 for Case (f) (left-hand side, Figure 6 ), the situation where all of the body segments of the agent faced the user (Eyes: front, Head: front, Body: front). One would have expected this to be one of the highest ranked situations. A closer inspection of the results suggested two distinct groups of participants: the first marked the attention level highly, as expected, while the second marked it with a low average value. The lower rating group in Case (f) may have perceived less of a signal from the agent, e.g. interpreted it as as a blank stare, due to lower contrast between segment directions and thus, possibly, a less obvious signifier of attention.
Dynamic Evaluation Study
A reference case was used that consisted of the agent walking along the path (similar to Case 1, Figure 7 ), but without looking towards the user at all. Comparing the reference case with Case 1, where the only difference is a brief glance at the user, users recorded an increased perceived level of interest from the agent (Interest: 0.18 → 0.36). In Case 2, where the agent did not change locomotion direction after glancing at the camera, participants had the impression that the agent was somewhat interested in them (Interest: 0.36), would be responsive to conversation (Would Respond: 0.41), but did not report that they thought the agent was actively trying to start an interaction (Want Talk: 0.16).
Cases 2 and 3 provide a similar situation in terms of interest (increase from 0.27 to 0.60) and would respond to an interaction request (0.45 → 0.71). Unlike the previous situation, there is also an increase in the perception that the agent wants to talk (0.28 → 0.55). These results seem to suggest that although the perceived openness towards an interaction is closely linked to perceived interest from an agent through gaze, the coupling between the perception of interest and the perception that the agent wants to actively start an interaction may require more overt cues signalling this intention on the part of the agent: in this case, a change of locomotion direction towards the user. This is again supported in a comparison of Cases 1 and 4: the agent glances at the user in both cases, but in Case 4, it then changes locomotion direction towards them. This locomotion change results in a large increase in user reports (Interest: 0.36 → 0.77, Want Talk: 0.16 → 0.72, Would Respond: 0.41 → 0.76), particularly the impression that the agent actively wants to talk. Case 4 received the highest ratings overall. Ethologically, this would also seem to be one of the most natural behaviours preceding the start of an interaction: from the user's perspective, the agent first walks perpendicular to them in the environment and may not appear to be aware of them. It glances over and becomes aware of them, makes a decision to engage in interaction with them, and so changes direction and walks towards them in order to start a conversation.
At a more fundamental level, it is evident from our studies that virtual humanoids have the ability to give users the impression that they are paying attention to them through their gaze, body orientation, gesture and locomotion behaviours. In addition, participants tended to report higher perceptions of interest, interaction seeking and openness overall from the agent when these behaviours were directed towards the user: In the SES, the case rated lowest in terms of the amount of attention perceived to be paid by the agent is that where all body segments are oriented away from the camera. Similarly, in the DES, the case rated lowest in all categories related to interest and interaction was the reference case: It was in this case that the agent did not look at, walk towards or gesture towards the user at all.
Conclusion
We have endowed agents with a capability that allows them to interact with other agents by combining, among other features, gaze perception with theory of mind models, something not yet considered for graphical agents in virtual environments. Implementation utilised the Torque game engine (http:\\www.garagegames.com) and runs in real-time on a desktop PC. Since Torque supports Linux and Macintosh platforms, the work presented here should also be capable of running on these, although thus far it has only been tested on desktop and laptop Windows systems.
The processes described in this paper are part of a larger framework that we are working towards in order to provide engagement and interaction capabilities for virtual agents so that they can establish, maintain and end interactions autonomously 26 . In the context of the broader framework, the work presented in this document represents the first stage, establish interaction. The Start Conversation state in the conversation initiation FSM as detailed in Section 5.1, represents a transition into the maintain phase of engagement in the wider framework, where the agent perceives, adapts to and generates behaviours through its evaluation of the other.
We intend to extend the general model and continue using it to highlight important factors relating to conversation initiation and engagement. We note in particular that our adopted theory of mind model relies heavily on perception: a fruitful area of future work involves the application of higher-level theory of mind models that are capable of more in-depth reasoning.
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