I. INTRODUCTION
This paper proposes a visual tracking system which can be properly used for autonomous vehicles target following [3] . Here the target tracking system is developed with the advantages [3] [10] that only the onboard vehicle sensors are used to estimate the target dynamic features. Here the camera/object state is considered as the Moving Camera, Moving Objects (MCMO) [12] . For MCMO target tracking, in this paper the kinematic model of the autonomous vehicles is included. The kinematic model provides the movement information of the moving cameras based on the vehicles motion sensors. Next sensor fusion algorithm is developed by fusing the vehicle's vision and motion sensor data to estimate the target dynamics feature in the world coordinate.
Optical flow vectors reflect the motion of target pixels in the image sequence, and it requires a minimal prior knowledge of the observed environment. From previous research work [4] [8] by fusing optical flow vectors with target other visual cues a reliable object tracking system could be designed to track 3D objects. In this paper optical flow vectors are used as the main source for target 3D visual features identification.
However the tracking is complicated by the fact that for the autonomous vehicles target tracking both the cameras and the object are moving, thus the moving targets do not exhibit one type of motion but rather have complex, highly nonlinear and time-varying dynamics [3] . The traditional single target linear dynamic models are not quite applicable. Tracking of such targets thus falls into the area of adaptive state estimation [5] . Currently Forsyth et.al. [6] reviewed several simple but basic linear dynamic models for target tracking. These dynamic models are quite simple and easy to implement but they cover all the target's linear dynamic motion properties. In this paper these simple linear dynamic models are combined with multiple model algorithm to represent the target's complex motion properties for the state estimation.
According to Bar-Shalom [2] the IMM performs significantly better and faster than other multiple models methods. The IMM algorithm computes the state estimate under each possible current model using several filters, with each filter using a different combination of the previous modelconditioned estimates (mixed initial condition). The mixed initial condition of IMM can reduce the estimation error by adjusting the initial condition for each estimates. Thus in this paper IMM approach is developed to fuse several simple and basic linear dynamic models for target dynamics tracking. The target dynamic state's estimation is obtained with the combination of the weighted different models' Kalman Filter estimates, which can greatly improve the tracking performance.
The proposed data fusion tracking system is described schematically in Fig.1 . In the second step of the process (Section 2) image color information and optical flow vectors are fused for the motion field K-means segmentation and clustering. Next a template matching algorithm is used to identify the region of interest from the clustered optical flow vector fields. The matching template is updated in real-time using the previous estimated region of interest from the motion vectors field. In the third step (Section 3) optical flow vectors are fused with target's depth disparity information and then combined with the kinematic model of the camera system to estimate the targe 3D world coordinate position and velocity. In the final step (section 4) with the target dynamic features several simple linear dynamic models with the IMM are used to make the target 
II. TARGET IDENTIFICATION

A. Target 3D Visual Feature Extraction
First Horn's gradient-based iterative algorithm is selected for optical flow estimation due to its fast computational speed and accuracy [1] [7] . Since the cameras are moving, the background has optical flow vectors together with the target motions. If assuming the moving target is a rigid object with uniform motions, then the target region can be segmented from the background using the motion vector field clustering and template matching [8] . In this paper Kmeans algorithm is used to segment the optical flow vector fields into several clusters to find the major motion regions. In the K-means clustering the target's optical flow vectors are fused with the pixel position and color information as one feature vector to compensate each other and make the segmentation and clustering more robust [8] .
With the clustered optical flow vector fields a template matching technique is used to identify the ROI from the background motions. The ROI's coordinate is also considered as the 2D target visual coordinate in the images. Here the initial template is obtained manually from the clustered optical flow motion field. The ROI identification is done only with the target's dynamic features. This makes the tracking system robust to track unknown target without any previous visual feature information. During the tracking process, the template is updated in real-time with the previous estimated ROI. This updating process is known as the "naive update" template updating algorithm [9] .
The visual depth is obtained through the stereo images. If assuming the cameras are parallel attached to each other with an optical axes distance b 1 and the camera's focal length f . Then visual depth information Z can be estimated based on image disparity [7] given by z = b 1
. Here the coordinate difference of the same point in the left and right image (x l − x r ) is known as disparity d, which is estimated by the sum of the absolute RGB difference (SAD) algorithm [11] .
B. Target 3D Dynamic Information Estimation
After identifying the target 3D visual features, in this section the fusion algorithm for the target 3D velocity and position estimation is proposed. 
This equation shows how the image visual features can be fused with the cameras motion parameters for the target velocity estimation. In this paper, a simple two wheels kinematic model of autonomous vehicle is used to estimate the camera's velocity. Two tachometer sensors measure the wheels velocity. Since the vehicle only has the velocity in the X and Z directions as shown in Fig.2(a) , the camera axis only has the Y axis rotation. Thus based on the process in Fig.2(b) , the target velocity in the world coordinate V W T can be estimate as
·t) 2 (2) here (x, y) is the target 2D image coordinate, which is obtained from the previous ROI identification. S is the effective size of the pixel in the image which transform the optical flow vectors V O.F. to the image coordinate to get V IM . (u 1 , u 2 ) are the tachometers output voltages, and k is the linear parameter between the tachometers output voltages and the wheels rotational velocity, which gives v1 = k · u 1 and v2 = k · u 2 . b is the distance between two wheels. t is the time since the camera begins to move.
The target 3D position in the world coordinate P W can be also obtained from (3) . 
III. IMM TARGET TRACKING SYSTEM
From the above estimation process the target velocity and position measurement models are nonlinear, thus an Extended Kalman Filter is used for the target state estimation. Here a rigid body with M points of motion is considered. Then the motion state equation can be written as Eq.(4).
where Φ r denotes the target dynamic models, P = (P x , P y , P z ) denotes the 3D position of the tracked point, V = (V x , V y , V z ) its velocity. n v is the Gaussian white process model noise.
The new coordinate of the tracked point in the 2D image p can then be obtained through pinhole camera projection by Eq. (5) px py
In this equation Π denotes the pinhole camera projection model of a 3D world coordinate point into its 2D image coordinate and its depth. The resulting position and velocity measurement vector Z for the system can be obtained as given in Eq.(6)
data as their different components, which provides a data fusion scheme for the target tracking.
A. Linear Dynamic Models Fusion for Kalman Filters
Several simple and basic dynamic models [6] cover all the linear dynamic properties of the moving target for Extended Kalman Filtering. These models are: 1. Drift Points Model. (The point's new position is its old position, plus some Gaussian noise term. This dynamic model can be commonly used for objects for which no better dynamic model is known.) 2. Constant Velocity Model. 3. Constant Acceleration Model. 4. Periodic Motion Model.(It is assumed that a point is moving on a line with a periodic movement.) Now with the above 4 linear dynamics models, one cycle of the IMM algorithm is described [2] .
B. IMM Approach
First the prior probability that Φ j is correct (the system is in Model j) is shown in Eq. (7).
where Z 0 is the prior information and r j=1 μ j (0) = 1. 1. Calculation of the mixing probabilities (i, j = 1, ..., r). The probability that mode Φ i was in effect at k − 1 given that Φ j is in effect at k conditioned on Z k−1 is Eq. (8) .
Here it is assumed that the model jump process is a Markov process (Markov chain) with known model transition probabilities p ij
2. Mixing (j = 1, ..., r). Starting withx i (k−1|k−1) one computes the mixed initial condition for the filter matched to Φ j (k) aŝ
The covariance corresponding to the above is
3. Model-matched filtering (j = 1, ..., r). The estimate Eq. (10) and covariance Eq.(11) are used as input to the filter matched to Φ j (k), which uses z(k) to yieldx j (k|k) and P j (k|k). Then the likelihood functions corresponding to the r filters
are computed using the mixed initial condition Eq. (10) and the associated covariance Eq. (11) as:
4. Model probability update (j = 1, ..., r). This is done as follows:
wherec j is the expression from Eq.(8).
5. Estimate and covariance combination. Combination of the model-conditioned estimates and covariances is done according to the mixture equationŝ
Note that this combination is only for output purposes-it is not part of the algorithm recursions.
C. IMM For Kalman Filter Estimation
According to the IMM, several simple linear dynamics models Φ introduced in the previous sections are used as the different state transition matrix (Eq.4) for the Kalman Filtering. In the IMM algorithm, the likelihood of the each mode-conditioned estimates Λ j (k) in Eq.(13) are generated with the Extended Kalman Filter measurement residue residue j (k)
where z is the measurement value, C is the measurement matrix and x(k|k − 1) is the Kalman Filter predict from k − 1 to k. Then Eq.13 can be written as
where S j (k) is the residue variance which can be estimated from Eq.19
here R(k) is the covariance of the measurement noise. Now with the different model's Kalman Filter state estimate x j together with covariance estimate P j and based on the above recursive IMM algorithm, the interacting multiple linear dynamic model for Kalman Filter tracking can be achieved.
IV. EXPERIMENT RESULTS
A moving platform is designed with motion sensors and cameras to test the tracking algorithm. Motion sensors (tachometers) measure the platform's wheels rotation speed, which estimates the camera velocity based on the vehicles kinematic model. Two color CCD cameras (focus length f = 5.4mm)are connected with the Hitachi IP5005 image processing cards for the image capturing and processing(image size is 256x220, capturing rate 15f /s). Fig.3 shows a blue target moving in the image sequence along a trail. Since the cameras are also moving, the background is changing from frame to frame.
Next the K-means clustering is implemented to segment the images into several regions based on the different visual cues fusion (Fig.4) . The K-means algorithm is sensitive to slight movements in the image sequences. Therefore it is necessary to eliminate the smaller motion vectors by defining a suitable threshold. Fig.4(a) shows the motions regions after the thresholding. If let different colors represent different motion cluster regions, from clustering results (Fig.4(b) and Fig.4(c) ) the target motion region almost have the same color, which means that the target region can be accurately identified by a template matching algorithm from the background motions. In this experiment, the template is updated in real time using the previous estimated ROI. This "naive template update" [9] process is: using the estimated 3D position of the target at time k, the flow vector region in the flow vector field (i.e. ROI) is then extracted by an inverse pinhole camera projection model. This flow vector region is used as the template for the image template matching at time k + 1. Fig.5(a) shows the depth estimation result from stereo disparity. The distance between the target and cameras are decreasing as the cameras moving towards the targets. Fig.5(b) shows the moving trajectory of the platform in the 2D plain, which is plotted based on the camera platform velocity estimated with the motion sensor data based on the moving platform's kinematic model. This trajectory also shows that the cameras are moving toward the targets.
After obtained the target 3D visual feature and camera motion parameters from the different sensors, the target 3D velocity and position estimation and tracking algorithm is tested. Fig.6 shows the 3D target tracking results. Here the rectangle in the images is obtained through the inverse pinhole camera projection of the estimated target world coordinate position(Eq.5). With the updating template, the size of the rectangle is scaled due to the 3D depth changes. From these images, the rectangle can accurately fit the target region which shows the tracking system performs well. From Fig.7 the target has different dynamics properties. From the velocity estimation figure (Fig.7(c) ) the target velocity is not consistent and is hardly following any linear dynamics models. Here the IMM estimates are the best among all the linear dynamic models. The errors from the IMM estimation are also relatively smaller with the smallest peak error.
Another outdoor experiment is done with the autonomous vehicle to solve the occlusion tracking problem with the IMM. From Fig.8 , first the person on the right is tracked. Then when these two people meet and occlude each other, the tracker may be lost. The person moving from left to right may be tracked. This may result if the algorithm uses only the motion fields for tracking. Because when two people occlude each other, both have similar motion regions in the image sequence.
In this paper, the above problem is solved by using IMM tracking model to predict the expected direction of the movement of the target in the image sequence. The estimated position of the target with its current position is used to identify the direction of movement. With the predicted direction the above mentioned problem is avoided as shown in Fig.8 .
V. CONCLUSION
In this paper, a novel target-tracking scheme is proposed for autonomous vehicle navigation. Here target color, spatial features and motion vectors are fused for the ROI identification from the image sequence with a changing background. Then the extracted target 3D visual features are fused with the camera motion parameters to give the target 3D dynamics estimation. Because normal target has unpredictable and highly nonlinear motion dynamics, in this paper several simple linear dynamic models are combined with the IMM algorithm to provide an accurate dynamics approximation model. The target's final state estimates are obtained as a weighted combination of the outputs from each different model's Extended Kalman Filtering. This paper has shown quite satisfactory target tracking results through experiments using natural image sequences. The IMM algorithm performs better than all the other linear dynamic models, which also give accurate target 3D tracking. The application of the tracking system for autonomous vehicles navigation is also discussed in [3] . 
