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Abstract. The geometrical properties of fractured sandstone surfaces were studied by measuring the length
distribution of the shadows appearing under grazing illumination. Three distinct domains of variation
were found: at short length scales a cut-off of self-affinity is observed due to the inter-granular rupture
of sandstones, at long length scales, the number of shadows falls off very rapidly because of the non-zero
illumination angle and of the finite roughness amplitude. Finally, in the intermediate domain, the shadow
length distribution displays a power law decrease with an exponent related to the roughness exponent
measured by mechanical profilometry. Moreover, this method is found to be more sensitive to deviations
from self-affinity than usual methods.
PACS. 62.20.Mk Fatigue, brittleness, fracture, and cracks – 68.35.Bs Surface structure and topography –
42.30.Yc Other topics in imaging and optical processing
The topography of fracture surfaces has drawn a great deal
of attention in recent years. As shown first by Mandelbrot
et al. [1], these surfaces exhibit a particular scaling prop-
erty known as self-affinity: statistically, they remain in-
variant under the transformation (x, y, z)→ (λx, λy, λζz).
x and y are directions parallel to the mean plane of the
fracture and z is the direction normal to the x, y plane. ζ
is known as the roughness (or Hurst) exponent. In many
cases, ζ has been found to be close to 0.8, independently
of the material and of the fracture mode. Thus, it was
conjectured that this value might be universal [2]. How-
ever, significantly smaller values of ζ (close to 0.5) have
been reported either for inter-granular fracture as in sand-
stones [3] or in the case of slow propagation for metal-
lic materials or silica glass [4,5]. These observations have
been recently related to the statistical problem of pin-
ning/depinning of a moving front in the presence of ran-
domly distributed impurities [6,7].
Experimental investigations of fracture surfaces gener-
ally use techniques based on elevation profile recordings
(measurement of z versus x and y). This can be achieved
by direct observation of cuts perpendicular to the frac-
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ture plane or by mechanical or optical profilometry (usual
profilometer or AFM depending on the length scales in-
volved). In the present paper, we use an indirect method
based on the study of the length of the shadows appear-
ing under grazing illumination. Although optical inves-
tigations are usually very efficient, their applications to
self-affine surfaces are scarce since no general relation-
ship exists between the brightness pattern and the sur-
face topography [8,9]. Recently, Hansen et al. [10] have
considered the case of self-affine surfaces illuminated by
a parallel light. When the angle θ between the incident
beam and the mean surface plane is small, the lengths of
the shadows have a broad distribution. In the trace on
the surface of a cut plan parallel to the incident beam,
the distribution of the shadow lengths exhibits interest-
ing scaling properties; the number of shadows of length
δ, N(δ), can be determined using an approach derived
from the box-counting method [11]. First, in order to take
into account the coupling between horizontal and vertical
directions introduced by the oblique illumination, pavings
of rectangular boxes instead of square ones are used; their
aspect ratio is chosen equal to tan θ so that a diagonal is
parallel to the incident light beam. Second, as observed
for many self-affine random surfaces, the height difference
between two adjacent columns of the paving is assumed
to follow a Gaussian distribution. Then, the number of




where δM is the typical largest shadow length, which de-
pends on the incidence angle: δM ∼ (tan θ)
−1/(1−ζ). Nu-
merical simulations of the problem for ζ ranging between
0.2 and 0.8 give a good agreement with these predic-
tions [10,11]. We apply here this method to investigate
experimentally the roughness of sandstone fractures.
The sandstone samples investigated in this letter have
been fractured at a very low constant velocity thanks
to a precise control of the fracturation process [12,13].
Typically, the crack propagation speeds range between
3 × 10−4 m/s and 5 × 10−2 m/s. They are always lower
than 10−4 × vR where vR is the Rayleigh speed (vR ∼=
103 m/s). Berea sandstone is known to be a good ex-
ample of homogeneous grained brittle rock. It is made
of compact sand grains about 100 µm in size and is ho-
mogeneous at large scales. In our samples, the cohesion
between the grains is weak so the fracture involves mainly
inter-granular rupture. Thus, a cut-off in self-affinity oc-
curs at small scales [3]. The initial sample dimensions are
7.8 × 3.4 × 34 cm3; fracturation is parallel to the largest
and smallest sides and is initiated near one of the sam-
ple ends. The roughness analysis was performed on the
central part of the fracture surface where the measured
fracturation velocity was constant [12].
The surface roughness has first been characterized us-
ing a mechanical profilometer developed in our labora-
tory [3]. Elevation profiles are recorded along straight lines
parallel to the mean crack propagation (x-axis). Each pro-
file includes 2048 points with a sampling period equal
to 25 µm and 20 parallel profiles spaced by 500 µm
are collected. Data were analyzed using the Fast Fourier
Transform method [14]; for a self-affine surface, the av-
eraged power spectrum P (f) scales as: P (f) ∼ f (−1−2ζ).
Figure 1 displays P (f) versus f in log-log coordinates for
two samples I and II corresponding to different crack prop-
agation velocities (I: v = 5× 10−2 m/s at the high end of
our experimental range of velocities; II: v = 3.1×10−4 m/s
i.e. at the low end). The exponent found by fitting the
data to a linear variation in the low frequency part of the
spectrum is equal to ζ = 0.45. For all the studied sam-
ples, ζ is found to be independent of the selected crack
velocity and equal to ζ = 0.47 ± 0.05 [3]. This value dif-
fers from that previously measured by Plouraboue´ et al.
(ζ ∼= 0.8) [12,13]. The discrepancy may come from the
limitations of the profilometer used by Plouraboue´ et al.
which scans the surface with a continuously translated
probing tip; the small length scale roughness of the mea-
sured profiles may then be strongly damped and, conse-
quently, the exponent ζ markedly overestimated. At large
spatial frequencies, the curves in Figure 1 exhibit a cross-
over from a self-affine behaviour at large scales to a grain
dominated behaviour at small scales. For all samples, the
cross-over takes place at a same spatial frequency which
corresponds to the typical grain size, lG ∼= 100 µm [3].
Shadow length distribution measurements have been
performed on the same samples. A specific experimental
Fig. 1. Averaged power spectra computed from 20 elevation
profiles of 2048 points (f is expressed in µm−1). The roughness
exponent found fitting the data in the low frequency part of
the spectrum is equal to ζ ∼= 0.45. Fracture velocity is: I: 5×
10−2 m/s; II: 3.1× 10−4 m/s.
set-up has been built for that purpose [11]. The sample
under study is installed so that the mean fracture plane
is horizontal and is illuminated under grazing incidence
by a parallel white beam of very small angular aperture.
The beam direction is in the same vertical plane as the
crack propagation direction (x) and forms an angle θ with
the horizontal. The surface is observed from above using
a numerical linear camera having 2048 pixels connected
to a PC computer (the grey levels vary from 0 to 255).
Images composed of 500 pixels × 8000 steps are recorded
translating horizontally the sandstone sample with an ac-
curate linear positioning table. The length of the image
is parallel to the crack propagation direction (parallel to
x). The magnification is such that one pixel corresponds
to 50 µm, and the translation step size is 25 µm. Thus,
images represent an area of about 2.5× 20 cm2. The very
large length to width ratio, which we use, allows to reduce
finite size effects on the distribution of shadow lengths. Af-
ter recording, images are binarized to discriminate shadow
zones from illuminated patches. This represents the most
difficult stage of the experiment since usual thresholding
procedures, which consist in comparing the grey level of
each pixel to a prescribed constant value, lead to unreli-
able results. Indeed, due to light scattering and to surface
self-affinity, the illumination level for a pixel inside a small
shadow can be higher than that of a pixel corresponding
to an illuminated zone having a small inclination with
respect to the incident light. Furthermore, this effect de-
pends on θ, the incidence angle. If θ is small, the grey
levels of pixels belonging to small illuminated patches can
be very low. Then, such pixels may not be identified as
lightened: the corresponding illuminated patch is not de-
tected and a long length shadow is counted instead of two
smaller shadows. On the contrary, if θ is large, light scat-
tering is very efficient and too many illuminated patches
are detected. To overcome this difficulty, we have devel-
oped a local thresholding procedure and we optimize the
incidence angle by comparing the experimental and the
theoretical values of the total illuminated length [11]. In
the experiment, the angle θ between the beam direction
Fig. 2. Plot of the shadow number, N(δ) versus the shadow
length, δ (in log-log scales) (δ is expressed in µm); I and II:
experimental results for the same samples as in Figure 1; the
incidence angle is 6.5◦; for clarity, N(δ) has been divided by
a factor 10 in the case of curve II. The cut-off at small length
scales, δS , is in part related to the sand grain size lG and the
cut-off at large length scales, δL, to the finite illumination an-
gle. The straight line in I corresponds to the best fit which leads
to a roughness exponent in good agreement with profilometer
determination. S: numerical simulation results for a synthetic
self-affine profile exhibiting large scale length undulations of
small amplitude and facets at small length scale; for clarity,
N(δ) has been divided by a factor 101.5.
and the fracture surface is accurately controlled by a mi-
crometric rotation device: this is of particular importance
for small incidence angles. In the following, we only report
results obtained for the optimized incidence angle, which
is about 5◦ for all the sandstone samples investigated.
Figure 2 (I and II) displays the number of shadows
of length N(δ) as a function of δ in log-log coordinates
for the same sandstone samples as in Figure 1. In order
to reduce statistical fluctuations, each point is the mean
value of N(δ) computed inside a window of size log(2)
and is ascribed to the central δ value of the window. The
observed curves exhibit different behaviours depending on
δ which are successively considered in the following.
For small shadow lengths (δ ≤ δS ∼= 100 µm),
log(N(δ)) first increases, reaches a maximum and then de-
creases. This complex behaviour mainly comes from the
granular character of the sandstone fracture surface. A
cut-off effect is indeed introduced in the geometrical prop-
erties at a length of the order of the grain size lG: the
surface is self-affine only for length scales larger than lG.
Because of the presence of the sand grain facets, there are
fewer shadows of length smaller than lG than expected
for an ideal self-affine surface. It is also to be noted that
the experimental determination of N(δ) is less accurate if
δ is small. Indeed, at small length scales, grey level vari-
ations are more strongly influenced by light scattering;
this makes difficult to identify shadows with a length of
one or two pixel (i.e. 50 or 100 µm long) even using the
local thresholding procedure we developed. This also in-
fluences the distribution M(γ) of the illuminated patch
lengths (see Fig. 3). For an ideal surface with no light
Fig. 3. Variation of the number of illuminated patches, M(γ)
versus patch length, γ (linear representation) (γ in µm). The
experimental conditions are the same as in Figure 2, I and II.
scattering, Hansen et al. [10] expected that, due to self-
affinity, the decrease of the number of illuminated patches
as their size increases is very fast. Numerical simulations
of the problem [11] show that, although the size distribu-
tion of the illuminated patches decreases faster than that
of the shadows, it is relatively broad especially in the case
of faceted surfaces such as those of sandstone samples. In
agreement with our observations, the small scale cut-off
of self-affinity introduced by the grain size broadens the
distribution: illuminated patches of several grain sizes are
observed (see Fig. 3). For all samples investigated, we find
typically M(γ ∼= 10lG) ∼= 0.15Mmax ∼= 0.15M(lG) and
M(γ ∼= 15lG) ∼= 0.03Mmax where Mmax is the maximum
of M(γ).
Let us now consider large shadow lengths (δ ≥ δL ∼=
5 mm); log(N(δ)) is observed to fall down very rapidly
above δL ∼= 5 mm (see Fig. 2). The length δL is much
smaller than the image length (20 cm); so, this decrease
cannot be attributed to a finite size effect. δL is in fact
likely to be related to the cut-off δM introduced by the
finite angle of illumination. From the elevation profiles
measured by profilometry, we can estimate the amplitude
of the roughness i.e. the prefactor A of the power law,
∆¯z ∝ A(∆¯x)ζ . For samples I and II, A ∼= 10 µm0.55.
δM is expected to verify δM ∼= A
1/(1−ζ)(tan θ)1/(ζ−1). In
the experiments, θ equals 6.5◦; a good agreement is found
between the observed value δL ∼= 5 mm and the value
δM ∼= 4 mm estimated in this way.
For intermediate shadow lengths (δS ≤ δ ≤ δL),
log(N(δ)) decreases almost linearly with logδ. In the case
of sample I, the variation of N(δ) with δ can be unam-
biguously described by the power law variation predicted
by equation (1). Fitting the experimental data leads to
ζ = 0.55. This value is in agreement with profilometry
measurements on sample I. In the case of sample II, an
unexpected bump occurs at large δ values (δ ∼= 2 mm). It
is then difficult to determine ζ since the estimation will
depend on the range of δ values used to fit the data with
a power law. Varying the upper boundary of this range
from 1 mm to 3 mm results in an increase of ζ from 0.40
to 0.75. The anomalously large number of shadows ob-
served in the vicinity of δ ∼= 2 mm cannot be considered
as an experimental artefact. Indeed, in contrast with the
case of small shadows, grey level variations are large for
large shadows so that the number of such shadows is accu-
rately determined. Furthermore, in the domain of length
scales of interest, no finite size effect occurs. So, in order to
explain the anomaly of the distribution around δ ∼= 2 mm,
we have modelled the influence of defects of the fracture
surface on the shadow length distribution.
In particular, we investigated the influence of smooth
periodic undulations of the fracture plane having large
wavelengths. For that purpose, we performed numeri-
cal simulations computing the distribution of shadows
for artificial profiles: first, for ideal self-affine profiles
(∆¯z ∝ A(∆¯x)ζ), second for profiles modified both, at
large length scales, by adding a periodic height variation
(z(x) = zself−affine(x)+B sin(2pix/d)) and, at small length
scales, to mimic the grain facets as previously reported [3]
(practically, facet introduction does not change the results
in the range of δ considered here). If no large length scale
undulation is present, log(N(δ)) decreases linearly with
logδ up to the cut-off introduced by the finite angle of il-
lumination; the measured slope corresponds exactly to the
expected value: −1−ζi where ζi is the roughness exponent
of the simulated profile. In the presence of an undulation
(see curve S in Fig. 2), an excess of shadows is observed
in the vicinity of δ ∼= 2 mm and the variation of log(N(δ))
with logδ is no longer linear in spite of the very small am-
plitude of the applied modulation: in Figure 2, d = 5 mm
and B = 150 µm (the values ζ = 0.45 and A = 10 µm0.55
were chosen to correspond to our profilometry measure-
ments on actual sandstone samples). If we try to determine
a roughness exponent, we encounter the same difficulties
as for fitting data corresponding to sample II. Let us note
that the contribution of such small amplitude oscillations
to the Fourier spectrum power is smaller than the mea-
surement noise. This explains why, although profilometry
spectra for samples I and II are identical within the accu-
racy of their determination, the observed shadow length
distributions are so different. This demonstrates that this
distribution is very sensitive to large scale geometrical
properties of the surface. On the contrary, if we consider
the distribution of illuminated patches, there is no differ-
ence between numerical simulations with and without long
wavelength undulations. This was to be expected since the
length of illuminated patches is only governed by the small
length scale cut-off (at least in the numerical simulations
which do not take light scattering into account). For other
sandstone samples used in the present study, the contri-
bution of large scale undulations varies. It seems that the
amplitude of the undulations increases when crack propa-
gation velocity decreases but more experiments are needed
to conclude on this point. In particular, the finite width of
our samples (3.4 cm) may also influence large scale prop-
erties of the fracture surface. In the range of high crack
velocities where an extended domain of linear variation is
observed, the roughness exponent can be reliably deter-
mined from the variation of log(N(δ)) with logδ; its value
is then always found to be in agreement with profilometry
measurements.
In conclusion, we have demonstrated some of the pos-
sibilities offered by measurements of shadow length distri-
butions on self-affine surfaces illuminated under grazing
incidence. Experimental length distribution of shadows
and illuminated patches measured on sandstone fracture
surfaces are well described by taking account respectively
the effects of surface facets and of light scattering at small
length scales (δ ≤ δS), and the finite illumination angle at
large length scales (δ ≥ δL). In the intermediate domain
of δ values (δS ≤ δ ≤ δL) where a power law variation is
expected for N(δ), we find that the shadow length distri-
bution is very sensitive to small amplitude deviations from
self-affinity (such as undulations for instance). In the ab-
sence of surface defects, the roughness exponent deduced
from shadow length distribution agrees with the value ex-
pected from profilometry measurements. The shape of the
distribution also provides quantitative data on the ampli-
tude of the rugosity. The analysis of the dependence of
the distribution on the illumination angle may finally give
qualitative indications on the surface defects. This method
thus appears to complement well profilometry. Further-
more, complementary studies on different types of mate-
rials are under way in order to determine the range of the
validity and applications of this new method.
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