The eigenfunctions of the depth separated wave equation are expanded in terms of a known finite basis set, of size M, with unknown coefficients. The coefficients are found by requiring that the expansion satisfies a variational form of the wave equation, when restricted to the subspace spanned by the basis. This is the Galerkin approximation, wherein one obtains an MxM matrix eigenvalue problem. The convergence of the matrix eigenvalues depends on the suitability of the chosen basis set. Typically, the errors in the matrix eigenvalues are bounded by 1/M^r, for large M, where the exponent r > 0 is the rate of convergence. Two basis sets are considered: one uses trigonometric functions (Fourier) and the other uses polynomials (Legrendre). The density discontinuity at the bottom of the ocean creates a corner in the eigenfunctions that should be built into the basis sets. A corner in the sound speed profile (e.g., at the bottom of the mixed-layer) yields r = 3, which assures convergence. The distribution of errors is a determining factor in the choice between Fourier-Galerkin and Legendre-Galerkin. The errors in the first 1/3 of the eigenvalues are orders of magnitude smaller with the Legendre-Galerkin method, in the problem presented.
INTRODUCTION
The depth separated wave equation for the harmonic acoustic pressure has the form of a Sturm-Liouville problem 1 given by ) ( ) ( The continuity of pressure and particle velocity dictate that ) ( ) (
where the superscripts -and + indicate limits from above and below, respectively. Keep in mind that Eq. (1) is really short hand for two differential equations with one boundary condition each, coupled by the interface conditions at h z = . The eigenvalues, of the problem in Eq. (1), will be offset and changed in sign as follows. Let 
THE GALERKIN METHOD
The Galerkin method 2 and the convergence of the Galerkin approximation 3 will be discussed for an integrated or weak form of Eq. (2) 
where
Equation (3) is referred to as the weak form of the Sturm-Liouville problem in Eq. (2) .
In the Galerkin approximation, an eigenfunction of Eq. (3) where A is a complex symmetric (not Hermitian) matrix and B is a real symmetric matrix. Equation (4) 
CHOICE OF BASIS FUNCTIONS
Two different choices for basis sets are considered: one using trigonometric functions called Fourier-Galerkin and a second using polynomials called Legendre-Galerkin.
Fourier-Galerkin
One source of the basis functions, used in the Galerkin method, is the solution of a real Strum-Liouville problem, similar to Eq. (2), given by
This Strum-Liouville problem yields a discrete set of real eigenvalues n γ and orthogonal eigenfunctions n ψ , for
, and are normalized to satisfy
. A primary consideration is that each n ψ is easy to compute and integrate. The boundary conditions and interface conditions associated with Eq. (5) are taken to be the same as the boundary conditions and interface conditions associated with Eq. (2), in order to facilitate the convergence of the Galerkin expansion. In particular, it is important that the real eigenfunctions have the same derivative discontinuity, at h z = , as the complex eigenfunctions. In the Fourier-Galerkin case, the coefficients in Eq. (5) are taken to be constant in both layers. Suppose that ) ( 3 to establish the convergence of Galerkin approximation of Eq. (3). For example, it is necessary to establish the convergence of the expansion of a candidate eigenfunction in an "energy norm", which includes both the values of the function and its first derivative. Once these hypotheses are satisfied, as in the case at hand, it follows that ) ( 
Legendre-Galerkin
The Legendre-Galerkin method is even more closely aligned with the finite element approach of Strang and Fix 4 , since a polynomial basis is used with much less regard to the similarity of its defining differential equation when compared with the one being approximated. In the Legendre-Galerkin case, both layers are mapped into the interval 1
where n P is required to be bounded at the boundaries for ∞ = , 0 n . The standard normalization used is 1 ) 1 ( = n P and hence
. The polynomials n P do not satisfy the boundary and interface conditions required of a candidate eigenfunction. The procedure of Min and Gottlieb 6 is used to address this issue. Different linear combinations of the polynomials, in each layer, are arranged to satisfy the auxiliary conditions (strongly) leading to a basis for the Galerkin approximation. The resulting basis functions are no longer orthogonal, which requires a different error analysis from the one used for the Fourier-Galerkin case. The smoothness of the candidate eigenfunctions still presents the same limitation, suggesting a similar error bound 6 for the Legendre-Galerkin approximation, as already outlined for the Fourier-Galerkin approximation. The basis functions can be computed algebraically and can be integrated, with other polynomial factors, using Gauss-Lengendre integration. The operation count is significantly larger than it is in the Fourier-Galerkin case. π α ε = . The problem just described is similar to the one shown in Fig. 1 and is an example of the differential eigenvalue problem in Eq. (1) with its associated boundary and interface conditions. The eigenvalues may be obtained using the computational technique described by Ivansson 7 combined with the adaptive winding number integral method 8 . The eigenvalues computed with the winding number procedure will be used as the exact eigenvalues in the error analysis. The approximate eigenvalues are found with two Fortran computer programs. One uses the FourierGalerkin method and the second uses the Legendre-Galerkin method. The two Fortran programs were run to compute approximate the eigenvalues of the differential eigenvalue problem in Eq. (2) using M =50, 75, 100, 125, 150, 175, 200, 250, 300, 350 and 400 basis functions. There are about 23 propagating eigenvalues at 25 Hz having low attenuation. About twice as many should be physically significant. The error analysis is based on the first 50 eigenvalues. For each M , the maximum of the absolute value of the difference between the first 50 approximate eigenvalues, in increasing order by real part, and the first 50 exact eigenvalues, in increasing order by real part, is computed. A log-log plot of this error is shown in Fig. 2 . The blue boxes are the errors in the Fourier-Galerkin approximation for various values of M , while the red owes are the errors in the Legendre-Galerkin approximation. The theoretical asymptotic estimate, described above, implies that the logarithm of the error should eventually be bounded by a line with a slope of -3. Two lines with a slope of -3 and different intercepts are shown as the dashed and dot-dashed lines in Fig. 2 , as a reference.
EXAMPLE

CONCLUSIONS
Both the Fourier-Galerkin and the Legendre-Galerkin methods satisfy the theoretical asymptotic estimate when compared to the two lines in Fig. 2 with slopes of -3. The maximum errors of the first 50 approximate LegendreGalerkin eigenvalues are four orders of magnitude smaller than the maximum errors of the first 50 approximate Fourier-Galerkin eigenvalues.
The vastly better accuracy of the Legendre-Galerkin approximation for the first 50 eigenvalues in the example is of great practical value. It was argued by Boyd 9 that the asymptotic rate of convergence of the approximation as ∞ → M is not really the issue, as long as the errors in the approximation are very small. Fig. 3 and is suggestive of spectral methods that converge faster than any negative power of M , as discussed by Bernardi and Maday 10 . The latter condition would hold if the coefficients in Eq. (1) 
