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We analyze quantum state tomography in scenarios where measurements and states are
both constrained. States are assumed to live in a semi-algebraic subset of state space and
measurements are supposed to be rank-one POVMs, possibly with additional constraints.
Specifically, we consider sets of von Neumann measurements and sets of local observables.
We provide upper bounds on the minimal number of measurement settings or outcomes that
are required for discriminating all states within the given set. The bounds exploit tools from
real algebraic geometry and lead to generic results that do not only show the existence of
good measurements but guarantee that almost all measurements with the same dimension
characteristic perform equally well.
In particular, we show that on an n-dimensional Hilbert space any two states of a semi-
algebraic subset can be discriminated by k generic von Neumann measurements if k(n− 1)
is larger than twice the dimension of the subset. In case the subset is given by states of
rank at most r, we show that k generic von Neumann measurements suffice to discriminate
any two states provided that k(n− 1) > 4r(n− r)− 2. We obtain corresponding results for
low-rank matrix recovery of hermitian matrices in the scenario where the linear measurement
mapping is induced by tight frames.
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I. INTRODUCTION
Let us note in the beginning that the reader mainly interested in low-rank matrix
recovery can find our corresponding results in Section IV. There we find linear measurement
mappings induced by tight frames that can discriminate any two matrices of rank at most
r.
Quantum state tomography, which aims at identifying quantum states from the out-
comes of an experiment, is a central task in quantum information science. Full state
tomography is often challenging and sometimes infeasible. However, if there is some prior
information about the state under investigation, this can considerably simplify the prob-
lem: the number of measurement settings necessary to uniquely identify a given state can
significantly decrease if the state is not arbitrary but is known to lie on a confined subset
of state space.
Using topological properties of the measurement map and the constrained set, lower
bounds on the minimal number of measurement settings necessary to discriminate any two
pure states were obtained in [1]. Relating these topological features of the measurement
map to stability properties, it was shown in [2] that under the premise of stability the
approach of [1] can be generally applied. Using this result, lower bounds on the necessary
number of measurement settings for several other subsets were obtained in [2].
The present article deals with the issue of finding upper bounds: given a subset of state
space, find a measurement scheme that can discriminate any two states of this subset with
as few measurement settings as possible. This appears to be a rather hard problem in
general. Already in the case of pure state quantum tomography it has received significant
attention in topology [3, 4], quantum information science [1, 5–9, 9–14] and sampling theory
[15–18].
In addition to constraining the set of states, we also restrict the set of measurements
in order to capture the fact that arbitrary measurements may not be feasible in an ex-
periment. The imposed constraints could for example be the restriction to von Neumann
measurements or to local measurements when dealing with a multipartite system. The case
of pure state tomography with von Neumann measurements was addressed in [11, 19, 20].
In [11, 19] it was shown that any two pure states can be discriminated by merely 4 von
3Neumann measurements. This is known to be sharp for pure states of an n-dimensional
Hilbert space if n > 4 and [20] has a special focus on the cases n ≤ 4. The more gen-
eral setting of low-rank matrix recovery with restricted measurements was considered in
[21]. However, their focus is to determine the asymptotic behaviour, and this allows us to
improve on some of their results.
We propose a method that can deal with these problems rather generally and we then
apply it to different scenarios.
In this article we neither consider the statistical aspects of quantum tomography nor
the algorithmic problem of reconstructing the state from the measurement data.
Outline. In Section II we fix notation, introduce measurement schemes that are relevant
in the following and give some preliminary results about hermitian matrices of bounded
rank. Furthermore, we illustrate the connection between phase retrieval and quantum
tomography.
In Section III, we propose a method to find sets of measurements that can discriminate
any two states of a given subset of the state space, generalizing the approach taken in [15] to
find frames for the phase retrieval problem. The method can be applied to all semi-algebraic
subsets and it can naturally deal with constrained measurement like e.g. von Neumann
measurements. Rather than giving explicit constructions, the method asserts that almost
all sets of measurement that fulfil certain constraints allow for a unique identification.
In Section IV, we apply this procedure to low-rank matrix recovery, showing that a
generic frame with m > 4r(n − r) frame vectors can discriminate any two hermitian
matrices of rank at most r. This generalizes [16] where the case r = 1 was considered. In
addition we shown that the statement also holds when restricting to tight frames.
In Section V, we prove that under a further condition the sets of measurements obtained
by the method introduced in Section III fulfil the stability property introduced in [2]. In
the scenarios where the method is feasible this condition is satisfied and therefore the
stability property holds rather generally.
In Section VI, we present the main result of this paper. Loosely speaking, it asserts that
one can perform tomography on all semi-algebraic subsets of the state space by measuring
sets of positive operator valued measures (POVMs) that consist exclusively of rank one
operators, in particular von Neumann measurements. From this result we straightforwardly
obtain Whitney type embedding results for these measurement schemes. Furthermore, we
consider the problem of discriminating states of bounded rank: In [1, 2] lower bounds on
the number of measurement outcomes necessary to uniquely identify quantum states with
bounded rank were established and these lower bounds turned out to be close to the upper
bounds obtained in [1] where it was shown that 4r(n − r) measurement outcomes suffice
in order to identify states of an n-dimensional system with rank at most r. However, the
measurement that does realize this upper bound has a rather complicated structure. We
prove that the same upper bounds as in [1] can be realized when measuring a POVM
which exclusively consist of rank one operators and we prove similar results for measuring
sets of von Neumann measurements. Note that our results come with less measurement
outcomes than the compressed sensing approach of [10], however we do not provide a
tractable reconstruction procedure.
Section VII deals with the problem of reconstructing states of multipartite systems from
4the expectation values of local observables. Just like in Section V, we first give a theorem
stating that one can do tomography on all semi-algebraic subsets of the state-space by
performing measurements of this type. Then we obtain Whitney type embedding results
and also for the problem of identifying states of bounded rank we obtain corresponding
results.
In Section VIII, proofs of technical results are given.
Most of our results assert that almost all measurements have a certain property. In the
Appendix we discuss the measure with respect to which this is true.
II. PRELIMINARIES
Throughout H denotes a finite-dimensional complex Hilbert space. H(H) denotes the
real vector space of hermitian operators1 on H and S(H) denotes the set of quantum states
on H, i.e. S(H) = {̺ ∈ H(H) : ̺ ≥ 0, tr(̺) = 1}. We regard H(H) as an inner product
space, equipping it with the Hilbert-Schmidt inner product. The Hilbert Schmidt norm is
denoted by ‖ · ‖2. By SH(H) := {X ∈ H(H) : ‖X‖
2
2 = tr(X
2) = 1} we denote the unit
sphere in H(H). Furthermore, for a subset A ⊆ H(H), ∆(A) denotes the set of differences
of operators in A, i.e. ∆(A) = {X − Y : X,Y ∈ A}. M(m,n,C) (M(m,n,R)) denotes
the set of complex (real) m × n matrices and we write M(n,C) (M(n,R)) as shorthand
for M(n, n,C) (M(n, n,R)).
In the following, measurements are modelled by linear mappings form the set of her-
mitian operators (respectively hermitian matrices) to Rm, where m is the number of mea-
surement outcomes.
Definition II.1 (Measurement map). A linear mapping h : H(H) → Rm is called a
measurement map. The number of outcomes of h is m.
(Constrained) Measurements in Quantum Mechanics
In this section we focus on the specific measurement maps that typically arise in quan-
tum mechanics. In quantum mechanics POVMs are used to describe general measurements
[22, 23]. For the purpose of this article a POVM on H is a tuple P = (Q1, . . . , Qm) of
positive semidefinite operators on H such that
m∑
i=1
Qi = 1H.
An element of P is called an effect operator. We define the dimension of P by dimP := |P |.
A whole measurement scheme might consist of measuring more than one POVM.
Definition II.2. A measurement scheme on H is a tuple M = (P1, . . . , Pk) of POVMs on
H. We define the dimension of M by dimM := dimP1 + . . .+ dimPk.
1 We denote the adjoint of a linear operator B : H1 →H2 by B
†.
5A POVM P can be identified with the measurement scheme that just contains P . In the
following we sometimes make use of this identification and regard POVMs as measurement
schemes.
A POVM P = (Q1, . . . , Qm) induces a measurement map
hP : H(H)→ R
m
X 7→
(
tr(Q1X), . . . , tr(QmX)
)
.
Similarly a measurement scheme M = (P1, . . . , Pk) induces a measurement map
hM : H(H)→ R
|P1|+...+|Pk|
X 7→
(
hP1(X), . . . , hPk(X)
)
.
Definition II.3. A measurement scheme M is called R-complete for a subset R ⊆ S(H)
if hM |R is injective.
Our main results are statements about rank one POVMs and von Neumann measure-
ments, so let us define these terms: A POVM P is called rank one POVM if all effect
operators are of rank one. We denote the set of m-dimensional rank one POVMs on H
by Mm1 (H). In the following we implicitly assume that m ≥ dimH because otherwise
Mm1 (H) would be empty.
Later on we often use the following correspondence between linear isometries and
Mm1 (C
n): The equations
M †M = 1n, M ∈M(m,n,C),
can be considered as real algebraic equations under the identification M(m,n,C) ≃ R2nm.
The solution set U(m,n) is the set of linear isometries U : Cn → Cm. Note that U(m,n)
is non-empty if and only if m ≥ n and that for n = m it is the set of unitaries. We write
U(n) as shorthand for U(n, n).
Let {ei}i∈{1,...,m} be the standard basis of C
m. Then, the sought correspondence is
given by the map
φ : U(m,n)→Mm1 (C
n)
U 7→ (U †e1e
†
1U, . . . , U
†e1e
†
1U).
(1)
If the effect operators of a POVM are projections on mutually orthogonal subspaces,
the POVM is called von Neumann measurement. In this article, we just deal with rank
one von Neumann measurements and therefore, in the following, the term von Neumann
measurement always refers to rank one von Neumann measurements. Note, that the set
of rank one von Neumann measurements is precisely the set of (dimH)-dimensional rank
one POVMs.
The measurement scheme consisting of k m-dimensional rank one POVMs on H is
denoted by Mm1,k(H), i.e.
Mm1,k(H) = {(P
1, . . . , P k) : P i ∈ Mm1 (H)}.
For m = dimH this is the set of k rank one von Neumann measurements which, we denote
by MkvN(H).
6Hermitian Matrices of Bounded Rank
In this section we prove a lemma about hermitian operators with bounded rank, which
is frequently used in the following. Denote by Pr(H) the set of hermitian operators on H
with rank at most r, i.e. Pr(H) := {X ∈ H(H) : rank(X) ≤ r}. We write P
n
r as shorthand
for Pr(C
n).
Lemma II.1. Pnr is a real algebraic set of dimension r(2n− r).
Proof. First note that Pnr is a real algebraic set: It is given by the set of pointsX ∈M(n,C)
for which all (r+1)×(r+1)-minors vanish and that satisfy X = X†. These conditions turn
into a set of real algebraic equations under the canonical identification M(n,C) ≃ R2n
2
.
To determine the dimension of Pnr consider the semi-algebraic set V
n
r = {(P1, . . . , Pr) :
Pi ∈ P
n
1 , tr(PiPj) = δij , Pi ≥ 0}
2. The dimension of V nr is given by r(2n − r) − r.
To see this, consider the smooth and transitive action of U(n) on the complex matrices
M(n,C) given by (U,M) → (U,UMU †) and let VD be the orbit of the diagonal matrix
D := diag(r, r − 1, . . . , 1, 0, . . .) under this action. Noting that the stabilizer subgroup of
D is U(n− r)×U(1)r we obtain VD ≃ U(n)/(U(n− r)×U(1)
r) by Theorem 3.62 of [24].
But the semi-algebraic map ψ : V nr → VD, (P1, . . . , Pr) 7→
∑r
j=1 jPj is clearly bijective.
Hence we find dimV nr = dim(U(n)/(U(n− r)×U(1)
r)) = n2− (n− r)2− r = r(2n− r)− r
by Theorem 2.8.8 and Proposition 2.8.14 of [25].
The semi-algebraic map
η : Rr × V nr → P
n
r
(λ1, . . . , λr, P1, . . . , Pr) 7→
r∑
i=1
λiPi.
(2)
is clearly surjective. By Theorem 2.8.8 of [25], we hence conclude that dimPnr ≤ dimV
n
r +
r = r(2n−r) and furthermore that indeed dimPnr = r(2n−r) by noting that φ is injective
if we require λ1 > . . . > λr > 0.
Corollary II.2. The set D1 := {X ∈ P
n
r : tr(X
2) = 2} is a real algebraic set of dimension
r(2n− r)− 1 and the set D2 := {X ∈ P
n
r : tr(X
2) = 2, tr(X) = 0} is a real algebraic set
of dimension r(2n − r)− 2.
Proof. From the proof of Lemma II.1 it is immediate that both D1 and D2 are real algebraic
sets. To determine the dimension of D1, one can go along the lines of the proof of Lemma
II.1 and simply replace Rn by the unit sphere Sn−1 in the definition of the mapping η.
Similarly, to determine the dimension D2, one can go along the lines of the proof of Lemma
II.1 and this time replace Rn by {x ∈ Sn−1 :
∑n
i=1 xi = 0} in the definition of the mapping
η.
2 A hermitian matrix is positive semidefinite if and only if all of its principal minors are greater than of
equal to zero. Thus, the equations Pi ≥ 0 can be regarded as algebraic inequalities.
7Frames and Rank One POVMs
Finally, we discuss the connection between pure state tomography and the phase re-
trieval problem in sampling theory. A finite set F = {v1, . . . , vm} of vectors in C
n is called
a frame if there exist constants a, b > 0 such that
a‖x‖22 ≤
m∑
i=1
|〈x, vi〉|
2 ≤ b‖x‖22 for all x ∈ C
n. (3)
A frame F = {v1, . . . , vm} induces a measurement map
MF : C
n/∼ → Rm
[x] 7→ (|〈v1, x〉|
2, . . . , |〈vm, x〉|
2)
(4)
where x ∼ y iff there is a λ ∈ R such that x = eiλy 3. Since the task in phase retrieval is
to reconstruct signals modulo phase from intensity measurements, one considers frames F
such that MF is injective.
Each frame F = {v1, . . . , vm} induces a map
hF : H(C
n)→ Rm
X → (tr(Xv1v
†
1), . . . , tr(Xvmv
†
m)).
(5)
Noting that hF (xx
†) = MF (x), we conclude that hPF |Pn1 is injective if and only if MF is
injective.
A corollary of one of our main results is a statement about tight frames, so let us
define this term. A frame F is called tight frame if a = b in inequality (3). If in addition
a = b = 1, F is called tight frame.
The following proposition shows the well-known fact that tight frames correspond to
rank one POVMs.
Proposition II.3. Let F be a tight frame. Then the associated set of rank one operators
PF is a POVM.
Proof. Let F = {v1, . . . , vm}. Since F is a tight frame, we obtain the following equality
from inequality (3):
m∑
i=1
|〈vi, x〉|
2 = ‖x‖22.
This can be rewritten as
m∑
i=1
|〈vi, x〉|
2 = tr(xx†
m∑
i=1
viv
†
i ) = ‖x‖
2.
3 Note that MF is also well-defined for F = {v1, . . . , vm} with vi ∈ C
n, i.e. if we do not require F to be a
frame.
8But since this holds for all x ∈ Cn we conclude that
∑m
i=1 viv
†
i = 1Cn : Assume
∑m
i=1 viv
†
i 6=
1Cn . Since
∑m
i=1 viv
†
i is hermitian there has to be an eigenvector w of
∑m
i=1 viv
†
i with
eigenvalue λ 6= 1. But then w†
∑m
i=1 viv
†
iw = λ‖w‖
2
2 6= ‖w‖
2
2, a contradiction.
Remark Note that the correspondence is given by the map φ defined in equation (1)
where the frame vectors are given by the rows of the isometry.
Let P be a POVM. In pure state tomography, not hP |Pn
1
is required to be injective, but
hP |Sn
1
where Sn1 := {̺ ∈ S(C
n) : ̺2 = ̺} is the set of pure states. However, by the
definition of a POVM, 1n ∈ P and this implies that if hP |Sn
1
is injective, also hP |Pn
1
is
injective. From this point of view, pure state quantum tomography with rank one POVMs
is equivalent to phase retrieval with tight frames.
III. THE BASIC IDEA
Let us begin by explaining the basic idea of the method we utilize to find one-to-one
measurement schemes which originates from the approach taken in [15] to find frames for
the phase retrieval problem.
The method essentially relies on the following observation: A measurement scheme
P := ((Q11, . . . , Q
1
m), . . . , (Q
k
1 , . . . , Q
k
m)) is R-complete with respect to a subset R ⊆ S(H)
if and only if the equations
tr(QjiX) = 0, i ∈ {1, . . . ,m− 1}, j ∈ {1, . . . , k} (6)
have no solution for X ∈ ∆(R)− {0}.
For a given subset R ⊆ S(H), we want to characterize non-injective measurement
schemes via the equations (6) and use the dimension theory of semi-algebraic sets to show
that these have measure zero. Therefore, we consider measurement schemes that are con-
strained by real algebraic equalities or inequalities. In the following, the set of measurement
schemes is a semi-algebraic set M such that for all M ∈ M we have dimP = m,∀P ∈M
and |M | = k where m,k ∈ N are some fixed numbers. For example, if k = 1, this could
be the restriction to the set of m-dimensional rank one POVMs Mm1 (H). Furthermore, in
order to ensure that the equations (6) in fact become real algebraic equations, we have to
replace ∆(R) − {0} by a suitable semi-algebraic set. We do this by constructing a semi-
algebraic set D ⊆ H(H)4 with the following property: If there is a measurement scheme
M and an X ∈ ∆(R)− {0} with
hM (X) = 0 (7)
then there exists X ′ ∈ D with
hM (X
′) = 0. (8)
4 Here we identify H(H) with (dimH)2-dimensional real affine space.
9If a semi-algebraic set D ⊆ H(H) with 0 /∈ D has this property, we say that D represents
∆(R)− {0}.
The solution set of the equations (8) characterizes the non-injective measurement
schemes: Let M˜ be the real semi-algebraic set obtained from M× D by imposing the
equations (8). By construction of D, the non-injective measurement schemes are con-
tained in the projection of M˜ ⊆ M×D on the first factor with the canonical projection
π1 : M× D → M. But if dimM˜ < dimM, we also have dimπ1(M˜) < dimM
5 and
thus the non-injective measurement schemes have measure zero in M. Here we used the
well-know fact that, for a suitably chosen measure, the measure of a semi-algebraic subset
S of a semi-algebraic set A has measure zero in A if dimA > dimS. For more details on
the measure see Appendix A.
This approach is most efficient if the equations (8) are transversal to M×D. In this
case dimM˜ < dimM is equivalent to k(m− 1) > dimD and thus the quality of our result
is determined by how low-dimensional we can choose the semi-algebraic set D.
IV. LOW-RANK MATRIX RECOVERY WITH FRAMES
To illustrate how this procedure works, let us consider the problem of low-rank matrix
recovery with frames. We show that any two hermitian matrices of rank at most r can be
discriminated from a generic frame with m ≥ 4r(n − r) frame vectors. The proof we give
is inspired by the proof of Theorem 3.1 in [15]. Let r ∈ {1, . . . , [n/2]}6.
Theorem IV.1 (Low-Rank Matrix Recovery with Frames). Let m ≥ 4r(n−r). For almost
all frames F = {v1, .., vm} the map hF |Pnr (see Equation (5)) is injective.
Proof. Let F = (v1, . . . , vm), vi ∈ C
n, and consider the equations
v†iXvi = 0, i ∈ {1, . . . ,m}, (9)
in vi ∈ C
n, X ∈ ∆(Pnr ) − {0}. As explained above, these equations determine the subset
N of F ∈ Cnm ≃ R2nm for which hF |Pnr fails to be injective.
Note that ∆(Pnr ) − {0} = P
n
2r − {0}. Consider the algebraic set D := {X ∈ P
n
2r :
tr(X2) = 1} and note that we have dimD = 4r(n− r)− 1 by Corollary II.2. Furthermore,
D represents ∆(Pnr ) − {0}: Clearly 0 /∈ D. Next, consider a measurement scheme M and
X ∈ Pn2r − {0} such that hM (X) = 0. But then there is X
′ := X‖X‖2 ∈ D such that
hM (X
′) = 1‖X‖2hM (X) = 0.
Under the identification Cnm ≃ R2nm the equations (9) are m equations on the real
algebraic set Cnm × D and next we prove that imposing these equations decreases the
dimension of Cnm × D by at least m: Note that it suffices to prove that imposing the
equation (9) on Cnm, for fixed X ∈ D, decreases the dimension by at least m. But for
5 pi1 maps semi-algebraic sets to semi-algebraic sets and does not increase the dimension. See Theorem
2.2.1 and Proposition 2.8.6 of [25].
6 Here [x] :=largest integer i such that i ≤ x.
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fixed X ∈ D, the i-th equation of (9) just involves the variables of the i-th factor in (Cn)m.
Thus it suffices to prove that for given X ∈ D imposing the equation
p(v) := v†Xv = 0, v ∈ Cn, (10)
on Cn ≃ R2n decreases the dimension by at least one. But for given X ∈ D there is v ∈ Cn
such that p(v) = v†Xv = tr(Xvv†) 6= 0 because H(Cn) has a basis of rank one operators
and X 6= 0. Thus, (10) is a non-trivial algebraic equation on the irreducible algebraic set
C
n ≃ R2n. But this immediately implies that (10) does decrease the dimension 7.
Let M be the algebraic subset of Cnm × D obtained by imposing the equations (9)
and denote by π1 : C
nm × D → Cnm the canonical projection on the first factor. For
m > dimD = 4r(n − r) − 1, we find dimπ1(M) < dimC
nm = 2nm since imposing the
equations (9) on Cnm decreases the dimension by at least m. Thus, we conclude that
π1(M) has Lebesgue measure zero
8 in Cnm. Hence, the subset of F ∈ Cnm for which
hF |Pnr is injective has full Lebesgue measure. Note, that the subset of frames in C
nm has
full Lebesgue measure for m ≥ n. Choosing the measure on the set of frames to be the
restriction of the Lebesgue measure, also the subset of frames for which MF is injective
has full measure.
For r = 1, this is the phase retrieval problem and in this case Theorem IV.1 reproduces
the main result of [16].
Corollary IV.2. Let m ≥ 4n − 4. For almost all frames F = {v1, .., vm} the map MF
(see Equation (4)) is injective.
Proof. Let F = {v1, . . . , vm}, vi ∈ C
n, and consider the equations
|〈vi, x〉|
2 − |〈vi, y〉|
2 = v†i (xx
† − yy†)vi = 0, i ∈ {1, . . . ,m},
in x, y, vi ∈ C
n where xx† − yy† 6= 0. These equations determine the subset N of F ∈
C
nm ≃ R2nm for which MF fails to be injective. It is easily seen that the equations
v†iXvi = 0, i ∈ {1, . . . ,m}, (11)
where X ∈ ∆(Pn1 )−{0}, determine the same subsetN . But the equations (11) are precisely
the equations (9) for r = 1. Thus, the proof can be concluded by going along the lines of
the proof of Theorem IV.1.
A similar result holds true for tight frames.
Theorem IV.3 (Low-Rank Matrix Recovery with Tight Frames). If k(m − 1) ≥ 4r(n −
r) − 1, then for almost all collections of tight frames F1, . . . , Fk, with |Fi| = m for all
i ∈ {1, . . . , k}, the map (hF1 , . . . , hFk)|Pr(Cn) is injective.
The proof of this Theorem relies on Lemma VI.1 which is our main technical result.
Therefore we relegate its proof to Section VIII.
7 Every proper algebraic subset of the irreducible algebraic set R2m has dimension less than 2m.
8 The Lebesgue measure on Rn is a rescaling of the n-dimensional Hausdorff-measure.
11
V. STABILITY
The measurement schemes obtained by the method presented in Section III typically
come with a stability property. Let
M(n1, . . . , nk) := {M := (P
1, . . . , P k) : P i POVM with dimP i = ni}.
In this section we denote M(n1, . . . , nk) by M. We equip M with the topology induced
by the metric
d(M,M ′) := ‖hM − hM ′‖ = sup
X∈H(Cn)
‖hM (X)− hM ′(X)‖2
‖X‖2
where M,M ′ ∈ M.
Definition V.1. Let R ⊆ S(Cn) be a subset. An R-complete measurement scheme
M ∈ M is stably R-complete if there exists a neighbourhood N of M such that every
measurement scheme M ′ ∈ N is R-complete.
Let R ⊆ S(Cn) be a subset and let D ⊆ S(Cn) be a semi-algebraic set that represents
∆(R)− {0}. Consider the semi-algebraic map
ψ : D → H(Cn)
X 7→
X
‖X‖2
.
(12)
By Proposition 2.2.7 and Theorem 2.8.8 of [25], D˜ := ψ(D) is semi-algebraic with dim D˜ ≤
dimD. Furthermore D˜ clearly represents ∆(R)− {0}.
Lemma V.1. If D˜ is closed, every R-complete measurement scheme M ∈ M is stably
R-complete.
Proof. Note that D˜ ⊆ SH(Cn). SH(Cn) is compact and thus D˜ is compact being a closed
subset of a compact set. By the continuity of the induced map hM and compactness of D˜,
κ := minX∈D˜ ‖hM (X)‖2 exists and κ > 0 since M is R-complete. Now let B(M,κ/2) :=
{M ′ ∈ M : supX∈SH(Cn) ‖hM (X) − h
′
M (X)‖2 < κ/2} and note that B(M,κ/2) is open.
But then
min
X∈D˜
‖hM ′(X)‖ ≥ min
X∈D˜
‖hM (X)‖| − min
X∈D˜
‖hM ′(X) − hM (X)‖
≥ min
X∈D˜
‖hM (X)‖| −max
X∈D˜
‖hM ′(X)− hM (X)‖
≥ κ− max
X∈SH(Cn)
‖hM ′(X)− hM (X)‖
≥ κ− κ/2 = κ/2.
Thus all measurement schemes M ′ ∈ B(M,κ/2) are R-complete.
Remark Note that D˜ need not be closed for this lemma to apply: In the situations
presented in the following the conclusions solely depend on the dimension of D˜. By Propo-
sition 2.8.2 of [25] the dimension of D˜ coincides with the dimension of its closure D˜ in
the norm topology on H(Cn). Furthermore, by Proposition 2.2.2 of [25], the closure of a
semi-algebraic set is semi-algebraic. Thus D˜ represents ∆(R)− {0} and dim D˜ ≤ dimD.
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VI. QUANTUM TOMOGRAPHY WITH VON NEUMANN MEASUREMENTS
Universality of Rank One POVMs
The following lemma is the main technical result of this article. It asserts that the
equations (8) are independent when restricting to rank one POVMs. More precisely let
H = Cn and denote by {ei}i∈{1,...,n} the standard basis of C
n.
For a fixed non-zero X ∈ H(Cn), consider the equations
pji (M1, . . . ,Mk) := tr(M
†
i eje
†
jMiX) = e
†
jMiXM
†
i ej = 0,
i ∈ {1, . . . , k}, j ∈ {1, . . . ,m},
qjli (M1, . . . ,Mk) := e
†
jM
†
iMiel − δjl = 0,
i ∈ {1, . . . , k}, j, l ∈ {1, . . . , n},
(13)
in (M1, . . . ,Mk) ∈ Π
k
i=1M(m,n,C). Under the canonical identification M(m,n,C) ≃
R
2nm, these can be considered as real algebraic equations in the 2knm variables
(M1, . . . ,Mk).
Lemma VI.1. Let X ∈ H(Cn) with X 6= 0. Imposing the equations (13) on
Πki=1M(m,n,C) decreases the dimension by at least kn
2 + k(m− 1).
Remark Regarding X ∈ D ⊆ H(Cn) as an variable, the equations (13) can be considered
as equations on
∏k
i=1M(m,n,C) × D. Then, Lemma VI.1 implies that imposing the
equations (13) on
∏k
i=1M(m,n,C)×D decreases the dimension by at least n
2+ k(m− 1)
for every semi-algebraic set D ⊆ H(Cn) with 0 /∈ D.
Since the proof of this result is rather technical we relegate it to Section VIII. Lemma VI.1
allows us to prove the main theorem of this section.
Theorem VI.2 (Universality). For R ⊆ S(Cn) a subset, let D be a semi-algebraic set
that represents ∆(R) − {0}. If k(m− 1) > dimD, almost all measurement schemes M ∈
Mm1,k(C
n) are stably R-complete.
Remark Note that Theorem VI.2 reduces the problem of finding an R-complete rank
one POVM for some subset R ⊆ S(H) to finding a semi-algebraic subset D ⊆ H(H)
which represents ∆(R) − {0} and in this sense Theorem VI.2 guarantees the universality
of rank one POVMs. Furthermore the quality of the result solely depends on the algebraic
dimension of D.
The proof of this result can be found in Section VIII.
From this Theorem we directly obtain a Whitney type embedding result for rank one
POVMs. Essentially, it is a direct consequence of the following lemma.
Lemma VI.3. Let R ⊆ S(H) be a semi-algebraic subset. Then dim(∆(R) − {0}) ≤
2 dimR.
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Proof. We can assume w.l.o.g that R is algebraic, because if not we can take its Zariski
closure 9. Let Diag(R×R) := {(X,Y ) ∈ R ×R : X = Y }. Noting that Diag(R×R) is
an algebraic set, D := (R×R) −Diag(R×R) is quasi-algebraic. But the semi-algebraic
map
φ : D → ∆(R)− {0}
(X1,X2) 7→ X1 −X2
is surjective, and thus dim(∆(R)− {0}) ≤ D = 2dimR by Theorem 2.8.8 of [25].
Corollary VI.4. Let R ⊆ S(Cn) be a subset. If k(m− 1) > 2 dimR, almost all measure-
ment schemes M ∈ Mm1,k(C
n) are stably R-complete.
Proof. We can assume w.l.o.g. that R is algebraic because if not we can consider its
Zariski closure. By the proof of Lemma VI.3, ∆(R)−{0} is semi-algebraic and furthermore
dim(∆(R)− {0}) ≤ 2 dimR. Finally, Theorem VI.2 with D = ∆(R) − {0} concludes the
proof.
Two special cases of this Theorem may be of particular interest.
Corollary VI.5. Let R ⊆ S(Cn) be a subset. If k(n − 1) > 2 dimR, almost all tuples of
k von Neumann measurement M ∈ MkvN (C
n) are R-complete.
Proof. This immediately follows from Corollary VI.4 for m = n.
Corollary VI.6. Let R ⊆ S(Cn) be a subset. If m − 1 > 2 dimR, almost all rank one
POVMs M ∈ Mm1 (C
n) are stably R-complete.
Proof. This immediately follows from Corollary VI.4 for k = 1.
Remark Effectively we have the bound m − 1 > max{2 dimR, n − 2} which is due to
the fact that a rank one POVM on Cn has to be at least n-dimensional. If we relax this
to merely requiring the POVM to be projective this shortcoming can be avoided, i.e. for
projective POVMs m− 1 = 2dimR + 1 can be attained. This can be seen by modifying
the proof of Lemma VI.1.
Rank One POVMs for States of Bounded Rank and States of Fixed Spectrum
In this section we improve the Whitney type bounds of Corollary VI.4 for the cases in
which the subset R ⊆ S(H) is given by the states of bounded rank or the states of fixed
spectrum. The results we obtain in this section easily follow from theorem VI.2. Let us
note that all results of this section can be immediately transferred to measurement schemes
which fulfil a universality property analogous to theorem VI.2.
In the following, r ∈ {1, . . . , [n/2]}. Denote by Sr(H) the states with rank at most r,
i.e. Sr(H) := {̺ ∈ S(H) : rank(̺) ≤ r}. We write S
n
r as shorthand for Sr(C
n).
In analogy to the proof of Theorem IV.1, we first construct the set we use to represent
∆(Sr(H))− {0} and determine its dimension.
9 The algebraic dimension is invariant under taking the Zariski closure, see Proposition 2.8.2 of [25]
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Lemma VI.7. The set D := {X ∈ P2r(H) : tr(X) = 0, tr(X
2) = 2} is an algebraic set
that represents ∆(Sr(H))− {0} and dimD = 4r(dimH− r)− 2.
Proof. Note that Sr(H) ⊆ Pr(H) and thus ∆(Sr(H)) ⊆ ∆(Pr(H)) = P2r(H). P2r(H)
is algebraic by Lemma II.1 and hence P2r(H) − {0} represents ∆(Sr(H)) − {0}. In fact
∆(Sr(H)) − {0} can be represented by a smaller set. Namely one can consider set D :=
{X ∈ P2r(H) : ‖X‖
2
2 = tr(X
2) = 1, tr(X) = 0}. Note that D is algebraic by Corollary
II.2 and that 0 /∈ D. The equation tr(X) = 0 just considers the fact that states have
unit trace. Next consider a measurement scheme M and X ∈ ∆(Sr(H)) − {0} such that
hM (X) = 0. Then, there is X
′ := X‖X‖2 ∈ D such that hM (X
′) = 0. Hence D indeed
represents∆(Sr(H))−{0}. Finally, by Corollary II.2, we have dim(D) = dim(P2r(H))−2 =
4r(n− r)− 2.
Theorem VI.8. If k(m − 1) ≥ 4r(n − r) − 1, almost all measurement schemes M ∈
Mm1,k(C
n) are stably Snr -complete.
Proof. Using the set of Lemma VI.7 to represent ∆(R) − {0}, the result follows directly
form Theorem VI.2.
As explained in Section IV.A of [2], the lower bounds on the immersion dimension
of complex flag manifolds of [26] transfer to lower bounds on the dimension of Sr(H)-
complete POVMs. In addition, the discussion following this explanation suggests that the
upper bound on m we obtain here is close to optimal.
Next, let us state some corollaries of this theorem.
Corollary VI.9. If k(n − 1) ≥ 4r(n − r) − 1, almost all tuples of k von Neumann mea-
surements M ∈ Mk
vN
(Cn) are stably Snr -complete.
Proof. This follows from Theorem VI.8 for m = n.
For r = 1 this reproduces the main result of [11]. In Table I you can see how this result
compares to the lower bounds of [26] for some explicit scenarios.
Corollary VI.10. If m − 1 ≥ 4r(n − r) − 1, almost all rank one POVM P ∈ Mm1 (C
n)
are stably Snr -complete.
Proof. This follows from VI.8 for k = 1.
Finally we consider states of fixed spectrum. Let s 10 be a spectrum on Cn and denote
by Sns ⊆ S(C
n) the states with spectrum s.
Corollary VI.11. Let s be a spectrum on Cn such that the highest multiplicity of an
eigenvalue in s is n − r. Then, if k(n − 1) ≥ 4r(n − r) − 1, almost all tuples of k von
Neumann measurements M ∈ Mk
vN
(Cn) are stably Sns -complete.
10 A spectrum on Cn is a multiset of n increasingly ordered positive real numbers that sum up to one. We
call the elements of s eigenvalues.
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l\k 2 3 4
5 6/7
6 6/7
7 7/7 9/10
8 7/7 9/10
9 7/8 9/10 12/12
10 7/8 10/10 12/13
TABLE I: Lower bounds on the minimal number of von Neumann measurements necessary to
discriminate any two quantum states of rank at most k from [26] for Sk+lk ./ Upper bounds on the
minimal number of von Neumann measurements necessary to discriminate any two quantum states
of rank at most k from Corollary VI.9 for Sk+lk .
Proof. This follows directly from Theorem VI.8 for m = n noting that ∆(Sns ) − {0} can
be represented by the set of Lemma VI.7 11.
Corollary VI.12. Let s be a spectrum on Cn such that the highest multiplicity of an
eigenvalue in s is n− r. Then, if m− 1 ≥ 4r(n− r)− 1, almost all POVMs P ∈Mm1 (C
n)
are stably Sns -complete.
Proof. This follows directly from Theorem VI.8 for k = 1 noting that ∆(Sns )−{0} can be
represented by the set of Lemma VI.7.
VII. QUANTUM TOMOGRAPHY WITH LOCAL OBSERVABLES
In this section we address the problem of reconstructing states of multipartite systems
from the expectation values of local observables.
Let H =
⊗k
i=1C
ni and let n :=
∏k
i=1 ni. We define the set Hloc(H) of local observables
on H by
Hloc(H) := {O1 ⊗ . . .⊗Ok : Oi ∈ SH(C
ni)} ⊆ H(H).
Just like a POVM, a tuple of observables O := (O1, . . . , Om) ∈ H(H)
m, induces a linear
map hO : H(H) → R
m, X 7→ (tr(O1X), . . . , tr(OmX)) and hence Definition II.3 and V.1
naturally generalize to finite tuples of observables.
The following theorem is the analogue of Theorem VI.2 and it is the main result of this
section.
11 For more details see Lemma IV.3 of [2].
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Theorem VII.1. (Universality) For R ⊆ S(H) let D ⊆ H(H) be a semi-algebraic set that
represents ∆(R)− {0}. If m > dimD, almost all O ∈ Hloc(H)
m are stably R-complete.
The proof of this Theorem is given in Section VIII.
Again, we directly obtain a Whitney type embedding result for subsets R ⊆ S(H) if
the measurement consists of determining expectation values of local observables.
Corollary VII.2. Let R ⊆ S(H) be a subset. If m > 2 dimR, almost all O ∈ Hloc(H)
m
are stably R-complete.
Proof. We can assume w.l.o.g. that R is algebraic because if not we can consider its Zariski
closure. By the proof of Lemma VI.3, ∆(R)−{0} is semi-algebraic and dim(∆(R)−{0}) ≤
2 dimR. Finally, Theorem VII.1 concludes the proof.
Just like in the case of rank one POVMs also this measurement scheme applies to the
problem of discriminating states of bounded rank or states of fixed spectrum.
Corollary VII.3. If m ≥ 4r(n − r) − 1, almost all O ∈ Hloc(H)
m are stably Sr(H)-
complete.
Proof. Let D be the quasi-algebraic set of Lemma VI.7. Then the result follows directly
from Theorem VII.1.
Corollary VII.4. Let s be a spectrum on H such that the highest multiplicity of an eigen-
value in s is n− r. If m ≥ 4r(n− r)− 1, almost all O ∈ Hloc(H)
m are stably Sns -complete.
Proof. This follows directly from Corollary VII.3 noting that the set of Lemma VI.7 rep-
resents ∆(Sns )− {0}.
Finally, let us apply Theorem VII.1 to local Pauli observables on qubit systems. Let
H =
⊗d
i=1C
2. The set of local Pauli observables Hσ(H) on H is given by
Hσ(H) := {σ1 ⊗ . . .⊗ σd : σi ∈ SH(C
ni)0}
where H(Cni)0 := {X ∈ H(C
ni)0 : tr(X) = 0} is the real vector space of traceless
hermitian ni×ni matrices and SH(C
ni)0 := {X ∈ H(C
ni)0 : ‖X‖2 = 1} is the unit sphere
in H(Cni)0.
Corollary VII.5. Ifm ≥ 4r(2d−r)−1, almost all O ∈ Hσ(H)
m are stably Sr(H)-complete.
Proof. Theorem VII.1 also holds for Hσ(H)
12. The remainder of the proof is then along
the lines of the proof of Corollary VII.3.
12 See the remark after proof of Lemma VIII.3.
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VIII. TECHNICAL RESULTS
Proof of Lemma VI.1
Before giving the proof of Lemma VI.1 let us first explain the methods we use to
compute the dimension of the relevant algebraic set.
We take advantage of the fact that the dimension of an algebraic set V is given by
the dimension of the tangent space at non-singular points of V (see Definition 3.3.3 of
[25]). Let us make this more precise: Let R[x1, . . . , xn] be the ring of real polynomials in
n variables and denote by dp the differential of a real polynomial p ∈ R[x1, . . . , xn], i.e.
dp(y) =
∑n
i=1
∂p
∂xi
|ydxi. Let VI be the real common zero locus of a set of real polynomials
I := {p1, . . . , pm} ⊆ R[x1, . . . , xn]. For all x ∈ VI ,
m∑
i=1
αidpi(x) = 0 (14)
gives a system of linear equations in α1, . . . , αm ∈ R. In the following we mainly use the
following facts:
1. The rank of the system of linear equations (14) at a non-singular point of VI is given
by n− d where d is the dimension of VI
13.
2. The non-singular points of VI are an algebraic subset of dimension less than d by
Proposition 3.3.14 of [25].
.
By computing these systems of linear equations, we prove that for a given non-zero
X ∈ H(Cn), imposing the equations (13) on Πki=1M(m,n,C) decreases the dimension by
at least n2 + k(m− 1).
First, let us state a lemma which allows us to efficiently compute the systems of linear
equations for the equations (13). Let A ∈ M(s,m,R), C ∈ M(m, t,R), B ∈ H(Cn).
Furthermore, identify M(m,n,C) with R2mn via the canonical map ι : M(m,n,C) →
R
2mn, Y 7→ (Re(Y ), Im(Y )) . Then the equations
pIlo(Y ) := Im(AY BY
†C)lo = 0, p
R
lo(Y ) := Re(AY BY
†C)lo = 0,
l ∈ {0, . . . , s}, o ∈ {0, . . . , t},
can be considered as real algebraic equations in the variables yRjk := (Re(Y ))jk, y
I
jk :=
(Im(Y ))jk, j ∈ {0, . . . ,m}, k ∈ {0, . . . , n}.
Lemma VIII.1. Let Y ∈ M(m,n,C) be such that AY BY †C = 0. Then, the system of
linear equations
L(Y ) :=
s∑
l=1
t∑
o=1
(
αRlodp
R
lo(Y ) + α
I
lodp
I
lo(Y )
)
= 0
13 See Definition 3.3.4 and Proposition 3.3.10 of [25].
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in αRlo ∈ R, α
I
lo ∈ R is equivalent to A
TMαC
TY B + CM †αAY B = 0 where (Mα)lo :=
αRlo + iα
I
lo, l ∈ {0, . . . , s}, o ∈ {0, . . . , t}.
Proof. Let
Ljk = (∂yR
jk
− i∂yI
jk
)
s∑
l=1
t∑
o=1
(
αRlo p
R
lo + α
I
lo p
I
lo
)
, j ∈ {1, . . . ,m}, k ∈ {1, . . . , n}.
Then the system of linear equations {Ljk(Y ) = 0}j∈{1,...,m},k∈{1,...,n} is equivalent to
L(Y ) = 0 since
L =
s∑
l=1
t∑
o=1

αRlo m∑
j=1
n∑
k=1
(
(∂yR
jk
pRlo)dy
R
jk + (∂yI
jk
pRlo)dy
I
jk
)
+ αIlo
m∑
j=1
n∑
k=1
(
(∂yR
jk
pIlo)dy
R
jk + (∂yI
jk
pIlo)dy
I
jk
)
=
m∑
j=1
n∑
k=1
((
∂yR
jk
s∑
l=1
t∑
o=1
(
αRlo p
R
lo + α
I
lo p
I
lo
))
dyRjk +
(
∂yI
jk
s∑
l=1
t∑
o=1
(
αRlo p
R
lo + α
I
lo p
I
lo
))
dyIjk
)
=
m∑
j=1
n∑
k=1
(
Re(Ljk)dy
R
jk − Im(Ljk)dy
I
jk
)
.
Let ∂yjk = ∂yR
jk
− i∂yI
jk
and note that ∂yjkYlm = 2δjlδkm, ∂yjkY
∗
lm = 0. Then,
Ljk(Y ) = (∂yR
jk
− i∂yI
jk
)
s∑
l=1
t∑
o=1
(
αRlo
1
2
(AY BY †C +AY ∗B∗Y TC)lo + α
I
lo
1
2i
(AY BY †C −AY ∗B∗Y TC)lo
)
=
1
2
∂yjk
s∑
l=1
t∑
o=1
(
(M∗α)lo(AY BY
†C)lo + (Mα)lo(AY
∗B∗Y TC)lo
)
=
s∑
l=1
t∑
o=1
m∑
p=1
n∑
q=1
(
(M∗α)loAlpδpjδqk(BY
†C)qo + (Mα)lo(AY
∗B∗)lqδqkδpjCpo
)
= (ATM∗αC
TY ∗BT + CMTαAY
∗B∗)jk
= (ATMαC
TY B + CM †αAY B)
∗
jk.
Hence L(Y ) = 0 is equivalent to ATMαC
TY B + CM †αAY B = 0.
Under the identification M(m,n,C) ≃ R2mn given by the map ι defined above, also the
equations
rRlo(Y ) := Re(Y
†Y )lo − δlo = 0, r
I
lo(Y ) := Im(Y
†Y )lo = 0,
l, o ∈ {1, . . . , n},
can be considered as real algebraic equations in the variables yRjk := (Re(Y ))jk, y
I
jk :=
(Im(Y ))jk, j ∈ {0, . . . ,m}, k ∈ {0, . . . , n}.
Corollary VIII.2. Let Y ∈M(m,n,C) be such that Y †Y − 1n = 0. Then, the system of
linear equations
L(Y ) :=
n∑
l,o=1
(
γRlodr
R
lo(Y ) + γ
I
lodr
I
lo(Y )
)
= 0
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in γRlo ∈ R, γ
I
lo ∈ R is equivalent to Y (Mγ +M
†
γ) = 0 where (Mγ)lo := γ
R
lo + iγ
I
lo, l, o ∈
{1, · · · , n}.
Proof. The proof of this result can be obtained by going along the lines of the proof of
Lemma VIII.1, so we just give the calculation that differs: L(Y ) = 0 is equivalent to
{Ljk(Y ) = 0}j∈{1,··· ,m},k∈{1,··· ,n} where
Ljk(Y ) = (∂yR
jk
− i∂yI
jk
)
n∑
l,o=1
(
γRlo
1
2
(Y †Y + Y TY ∗)lo + γ
I
lo
1
2i
(Y †Y − Y TY ∗)lo
)
=
1
2
∂yjk
n∑
l,o=1
(
(M∗γ )lo(Y
†Y )lo + (Mγ)lo(Y
TY ∗)lo
)
=
n∑
l,o=1
m∑
p=1
(
(M∗γ )loδkoδjp(Y
†)lp + (Mγ)lo(Y
∗)poδlkδpj
)
= (Y ∗M∗γ + Y
∗MTγ )jk
= (YMγ + YM
†
γ)
∗
jk.
Hence L(Y ) = 0 is equivalent to Y (Mγ +M
†
γ) = 0.
Remark Note that combining the equations of Lemma VIII.1 and Corollary VIII.2 yields
the system of linear equations Y (Mγ+M
†
γ)+ATMαC
TY B+CM †αAY B = 0 (see equations
14).
Let us now give the proof of Lemma VI.1.
Proof. For a given non-zero X ∈ H(Cn) and i ∈ {1, . . . , k}, consider the following equa-
tions in (M1, . . . ,Mk) ∈
∏k
i=1M(m,n,C):
pji (M1, . . . ,Mk) := tr(M
†
i eje
†
jMiX) = e
†
jMiXM
†
i ej = 0, j ∈ {1, . . . ,m},
and
qjli (M1, . . . ,Mk) := (M
†
iMi)jl − δjl = 0, j, l ∈ {1, . . . , n}.
Under the canonical identification
∏k
i=1M(m,n,C) ≃ R
2knm, these equations can be
regarded as real algebraic equations in 2knm variables. Let Ii := {p
j
i}j∈{1,...,m} and
Ji := {q
jl
i }j,l∈{1,...,n}.
We have to show that the dimension of the real common zero locus of the equa-
tions Kk =
⋃k
i=1 Ii ∪ Ji is at most 2kmn − kn
2 − k(m − 1). Denote by ι1 :
M(m,n,C) → Πki=1M(m,n,C), M 7→ (M, 0, . . .) the inclusion in the first factor and
let πi : Π
k
i=1M(m,n,C) → M(m,n,C), (M1, . . . ,Mi, . . . ,Mk) 7→ Mi be the projection on
the i-th factor. Then we find Ii ∪ Ji = (J1 ∪ I1) ◦ ι1 ◦ πi, where (J1 ∪ I1) ◦ ι1 ◦ πi :=
{p ◦ ι1 ◦πi : p ∈ J1 ∪ I1}. Thus, we conclude that VKk ≃
∏k
i=1 VK1 and it suffices to reduce
to k = 1. We stick to the notation introduced in the beginning of this section and denote
the algebraic set obtained from M(m,n,C) by imposing the equations I := I1 and J := J1
by VI∪J .
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Let us now determine the system of linear equations L associated to I ∪J at U ∈ VI∪J .
The contribution of the j-th equation of I to L is obtained from Lemma VIII.1 by choosing
A = e†j, B = X, C = ej , Y = U and thus the contribution of I is given by
m∑
j=1
αRj eje
†
jUX, α
R
j ∈ R.
Similarly, by Corollary VIII.2, the contribution of J to L is given by,
U(Mγ +M
†
γ)
where (Mγ)jk := γ
R
jk + iγ
I
jk, i, j ∈ {1, . . . n}, γ
R
jk, γ
I
jk ∈ R. Note that this just gives condi-
tions on the hermitian part of Mγ and define Γ ∈ H(C
n) by Γ := Mγ +M
†
γ .
Combining these two parts, the system of linear equations associated to the equations
I∪J at U ∈ VI∪J is equivalent to the following system of linear equations in α1, . . . , αm ∈ R
and γRkj ∈ R, γ
I
kj ∈ R, k, j ∈ {1, . . . , n},
UΓ +DαUX = 0 (15)
where Dα =
∑m
j=1 αjeje
†
j . Observing that Γ is uniquely determined by the equations (15),
the rank of (15) is at least n2 and we can reduce to the anti-hermitian part of (15) to find
the remaining m− 1 independent equations:
0 = UΓU † +DαUXU
† −
(
UΓU † +DαUXU
†
)†
= −[UXU †,Dα]. (16)
Next we study the commutator [UXU †,Dα] in detail. As X is an arbitrary hermitian
matrix, we have to carefully consider all possible combinations of eigenspaces, or more
precisely eigenspace degeneracies, X could have.
In order to achieve this, let us begin with the following example, which will be the
starting point for the decomposition of X: Let M be a subset of {1, . . . ,m} and define
the diagonal projection DM ∈M(m,R) by e
†
iDMej := δi,jδj,M , where δj,M = 1 for j ∈M
and 0 else. The following observation is the crucial idea for the remainder of the proof:
If [UXU †,DM ] 6= 0 for all proper subsets M of {1, . . . ,m} then m − 1 of the operators
{[UXU †,D{i}]}i∈{1,...,m} are linearly independent. To show this, assume that there are
aj ∈ R, j ∈ {1, . . . ,m}, with ak 6= al for some k, l such that
∑m
j=1 aj [UXU
†,D{j}] = 0.
Since the commutativity of hermitian matrices is determined solely by their eigenspaces,
we deduce [UXU †,DE ] = 0, where E := {j ∈ {1, . . . ,m} : aj = ak}. But this is a
contradiction since E is a proper subset of {1, · · · ,m}. Hence, the only solution is a1 =
a2 = · · · = am and this proves the claim. Thus, in this case we conclude that the solution
of the system of linear equations (16) is given by α1 = . . . = αm and hence there are m−1
linearly independent equations.
Next, we decompose VI∪J into quasi-algebraic subsets for which the argument we just
gave can be applied14. Let P [m] be the set of partitions of {1, . . . ,m}. We say that a
14 By means of this decomposition we can separately consider all possible eigenspace degeneracies of X.
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subset S ⊆ {1, . . . ,m} is subordinate to a partition P ∈ P [m] if there is M ∈ P such that
S is a proper subset of M . For given P ∈ P [m], define the quasi-algebraic set WP to be
the set of U ∈ VI∪J such that
[DM , UXU
†] = 0, ∀M ∈ P, (17)
and
[DN , UXU
†] 6= 0, ∀N ⊆ {1, . . . ,m} subordiante to P.
The set VI∪J can clearly be decomposed into the sets WP :
VI∪J =
⋃
P∈P [m]
WP .
Having already checked that 2mn− dimWP = m− 1 + n
2 if P is the trivial partition,
we conclude the proof by showing that 2mn − dimWP ≥ m − 1 + n
2 for all non-trivial
P ∈ P [m] 15. In order to prove this, we first show that the rank of the system of linear
equations associated to WP is at least n
2 +m− 1 for all points in WP .
Let P = {M1, . . . ,Ml,Ml+1} ∈ P [m] be an arbitrary non-trivial partition. Choosing
A = DMj , B = X, C = idm and Y = U in Lemma VIII.1 yields
DMjMβjUX +M
†
βj
DMjUX,
where Mβj ∈ M(m,C) with (Mβj )lo := β
R
j;lo + iβ
I
j;lo, l, o ∈ {1, . . . ,m}, β
R
j;lo, β
I
j;lo ∈ R
and similarly with the roles of A and C exchanged. Thus, equation (17) for Mj gives the
following contribution to the system of linear equations associated to WP at U ∈WP :
[DMj ,Mβj −M
†
βj
]UX.
Thus, the system of linear equations associated to WP at U ∈ WP is equivalent to the
following system of linear equations in α1, . . . , αm ∈ R, γ
R
kj ∈ R, γ
I
kj ∈ R, k, j ∈ {1, . . . , n},
and βRj;lo ∈ R, β
I
j;lo ∈ R, j ∈ {1, . . . , l + 1}, l, o ∈ {1, . . . ,m}:
UΓ +DαUX +
l+1∑
k=1
[DMk ,Mβk −M
†
βk
]UX = 0.
Again, we can eliminate Γ by reducing to the anti-hermitian part to obtain
UΓU † +DαUXU
†+
l+1∑
k=1
[DMk ,M
H
βk
]UXU † −
(
UΓU † +DαUXU
† +
l+1∑
k=1
[DMk ,M
H
βk
]UXU †
)†
⇔ [UXU †, Dα] +
l+1∑
k=1
[UXU †, [MHβk , DMk ]] = 0, (18)
15 Note that, depending on the choice of X, many of the WP might be empty. If X = 1n, n = m for
instance, all WP would be empty.
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where MHβj is the anti-hermitian m×m matrix defined by M
H
βj
:= Mβj −M
†
βj
.
Conjugating with DMj yields
[UXU †,DMjDα] = 0,
where we used [UXU †,DMj ] = 0 together with DMj [M
H
βk
,DMk ]DMj = DMjM
H
βj
DMj −
DMjM
H
βj
DMj = 0. By construction of WP , we have [UXU
†,DMjDM ] 6= 0 for all proper
subsets M ⊆ Mj . Since the commutativity of hermitian matrices is solely determined by
their eigenspaces we conclude just like in the case of the trivial partition that DMjDα ∝
DMj for all j ∈ {1, . . . , l + 1}
16. Thus, if there is U ∈ WP , the rank of (18) at U is at
least n2 +m− l − 1.
To find the remaining l independent equations consider the remaining equations
l+1∑
j=1
[UXU †, [MHβj ,DMj ]] = 0.
There is i ∈ {1, . . . , l + 1} with DMiUXU
† 6= 0 because otherwise we would conclude
that UXU † = 0 which is a contradiction since U ∈ U(m,n) and X 6= 0 by assumption.
Multiplying by DMk from the left and DMi from the right yields
l∑
j=1
DMk [UXU
†, [MHβj ,DMj ]]DMi = 0
⇔
l∑
j=1
[UXU †,DMk [M
H
βj
,DMj ]]DMi = 0
⇔[UXU †,DMk(M
H
βi
−MHβk)DMi ] = 0.
For each k ∈ {1, . . . , l + 1} − {i} this gives at least one equation on MHβk : First, assume
|Mi| = 1. Then there is q ∈ {1, . . . ,m} such that Mi = {q}. Furthermore, since
0 6= DMiUXU
† = DMiUXU
†DMi = (e
d
qaggerUXU
†q)qq†,
we conclude that e†qUXU †q 6= 0. But this is a contradiction to the q-th equation of I.
Hence we can assume |Mi| ≥ 2. By construction of WP there is an eigenvector vk 6= 0
of UXU † in the range of DMk with eigenvalue λk and a eigenvector vi 6= 0 of UXU
† in
the range of DMi with eigenvalue λi. Since we assumed |Mi| ≥ 2, by construction of WP ,
UXU † has at least two eigenvectors in the range of DMi with different eigenvalues because
otherwise there would be a proper subset of N ⊆ Mi such that [UXU
†,DN ] = 0. Thus,
we can choose λi such that λi 6= λk. We then find
v†k[UXU
†,DMk(M
H
βi
−MHβk)DMi ]vi = 0
⇔v†k(M
H
βi
−MHβk)vi(λk − λi) = 0
⇔v†kM
H
βi
vi − v
†
kM
H
βk
vi = 0.
16 In particular, note that if Dα solves the system of linear equations (18) we have [UXU
†, Dα] = 0.
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But this clearly gives a non-trivial condition on MHβk since M
H
βk
= Mβj −M
†
βj
. Thus we
conclude that, if there is U ∈WP , the rank of (18) at U is at least m− l − 1 + l = m− 1
and hence the rank of the system of linear equations associated to WP at U is at least
n2 +m− 1. But if WP is non-empty, it does contain a non singular-point by Proposition
3.3.14 of [25]. And thus the rank of the system of linear equations associated to WP at
this non-singular point is at least n2 +m − 1. Hence 2kmn − dimWP ≥ n
2 +m − 1 by
Proposition 3.3.10 of [25].
Proof of Theorem VI.2
Proof. Let ψ be the map defined in (12). We can assume that D is a closed subset of
SH(Cn) because if not we can replace it by the closure of ψ(D) without increasing its
dimension 17. Let M˜ := {(U1, . . . , Uk,X) ∈
∏k
i=1 U(m,n) × D : e
†
jUiXU
†
i ej = 0, j ∈
{1, . . . ,m}, i ∈ {1, . . . , k}}.
First, we fix the measure on Mm1,k(C
n): Let φ be the map defined in equation (1). We
define the measure µ onMm1,k(C
n) to be the pushforward measure of the 2knm-dimensional
Hausdroff measure µH on
∏k
i=1 U(m,n) ⊆ R
2nmk, i.e. µ(A) := φ∗(µH)(A) = µH(φ
−1(A))
for A ⊆MmvN(C
n) a measurable set.
Note that φ is the quotient projection with respect to the left action of the toral
goup T :=
∏k
i=1 T (m), T (m) := {diag(λ1, . . . , λm) : λi ∈ U(1)} on
∏k
i=1 U(m,n) given
by ((U1, . . . , Uk), (T1, . . . , Tk)) 7→ ((U1, . . . , Uk), (T1U1, . . . , TkUk)). Also note that the
equations (13) are invariant under the action of T and hence Tπ1(M˜) = π1(M˜) where
π1 :
∏k
i=1 U(m,n) × D →
∏k
i=1 U(m,n) is the projection on the first factor. Thus, for
µH(π1(M˜)) = 0, we find
µ
(
φ ◦ π1(M˜)
)
= µH
(
φ−1
(
φ ◦ π1(M˜)
))
= µH
(
Tπ1(M˜)
)
= µH
(
π1(M˜)
)
= 0.
Hence, it suffices to prove that µH(π1(M˜)) = 0.
Finally, for k(m−1) > dimD we find dimπ1(M˜) ≤ dim
∏k
i=1 U(m,n)+dimD−m(k−
1) < dim
∏k
i=1 U(m,n) by Lemma VI.1. So π1(M˜) has µH -measure zero in
∏k
i=1 U(m,n).
The stability follows directly from Lemma V.1.
Remark Note that by the remark after Lemma VI.1, this proof just depends on D ⊆
H(Cn) and hence naturally extends to semi-algebraic subsets R ⊆ H(Cn). Furthermore,
this proof shows that indeed π1(M˜) has µH -measure zero in
∏k
i=1 U(m,n). Thus the
statement of Theorem VI.2 naturally also holds for tight frames U ∈ U(n,m).
17 See remark after Lemma V.1 for more details.
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Proof of Theorem VII.1
For a given non-zero X ∈ H(H), consider the equations
pi((O11 , . . . , O
1
k), . . . , (O
m
1 , . . . , O
m
k )) := tr((O
i
1 ⊗ · · · ⊗O
i
k)X) = 0, i ∈ {1, . . . ,m}, (19)
in ((O11 , . . . , O
1
k), . . . , (O
m
1 , . . . , O
m
k )) ∈ (Π
k
i=1H(C
ni))m. Under the identification H(Cni) ≃
R
n2i , these equations can be considered as real algebraic equations in the variables
((O11 , . . . , O
1
k), . . . , (O
m
1 , . . . , O
m
k )). The following Lemma is the analogue of Lemma VI.1.
Lemma VIII.3. Let X ∈ H(H) be non-zero. Imposing the equations (19) on
(Πki=1SH(C
ni))m decreases the dimension by at least m.
Proof. The equation pi just involves the variables (O
i
1, . . . , O
i
k) of the i-th factor of
(Πki=1H(C
ni))m. Thus, it suffices to prove that, for given non-zero X ∈ H(H), impos-
ing the equation
p((O1, . . . , Ok)) := tr((O1 ⊗ · · · ⊗Ok)X) = 0 (20)
on Πki=1SH(C
ni) decreases the dimension by at least one.
In order to see that this is true, note that there are (O1, . . . , Ok) ∈ Π
k
i=1SH(C
ni)
such that tr((O1 ⊗ · · · ⊗Ok)X) 6= 0 because
⊗k
i=1H(C
ni) has a basis of normalized local
operators and X 6= 0. But then, the equation (20) is a non-trivial algebraic equation on
the irreducible algebraic set Πki=1SH(C
ni) and thus the dimension has to decrease since for
a proper algebraic subset V of an irreducible algebraic setW we have dimV < dimW .
Remark By going along the lines of the this proof, it is easily seen that Lemma VIII.3
also holds when going from hermitian matrices to traceless hermitian matrices, i.e. if
we replace (Πki=1SH(C
ni))m by (Πki=1SH(C
ni)0)
m. Furthermore, the proof of Theorem
VII.1 also holds when going from (Πki=1SH(C
ni))m to (Πki=1SH(C
ni)0)
m and considering
Hloc,0(H) := {O1 ⊗ . . . ⊗Ok : Oi ∈ SH(C
ni)0} instead of Hloc(H).
Now we can give the proof of Theorem VII.1.
Proof. Let ψ be the map defined in (12). We can assume that D is a closed subset of
SH(H) because if not we can replace it by the closure of ψ(D) without increasing its
dimension 18. Let M be the semi-algebraic set obtained from (Πki=1H(C
ni))m × D by
imposing the equations (19).
For m > dimD we get dimπ1(M) < dim(Π
k
i=1SH(C
ni))m by Lemma VIII.3.
Now consider θ(π1(M)) where
θ : (Πki=1SH(C
ni))m → (Hloc(H))
m,
(O11, . . . , O
1
k), . . . , (O
m
1 , . . . , O
m
k ) 7→ (O
1
1 ⊗ · · · ⊗O
1
k), . . . , (O
m
1 ⊗ · · · ⊗O
m
k ).
18 See remark after Lemma V.1 for more details.
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Note that θ is a surjective semi-algebraic map and thus (Hloc(H))
m is semi-algebraic with
dim((Hloc(H))
m) ≤ dim((Πki=1SH(C
ni))m). Furthermore, θ is injective when restricting to
positive matrices and hence d := dim(Hloc(H))
m = dim(Πki=1SH(C
ni))m.
Finally, since dimπ1(M) < d and θ is semi-algebraic, we have dim (θ(π1(M))) < d and
thus θ(π1(M)) has zero d-dimensional Hausdorff measure. Stability follows directly from
Lemma V.1.
Proof of Theorem IV.3
Proof. By going along the lines of the proof of Lemma VI.7, it is easily seen that D :=
{X ∈ P2r(H) : tr(X
2) = 2} represents ∆(Pnr ) − {0} and furthermore we have dimD =
4r(n− r)− 1 by Corollary II.2 19. Applying Theorem VI.2 20 to the set D then concludes
the proof.
Appendix A: Hausdorff Measure on Semi-Algebraic Sets
The term ”almost” all used in many of the results of the present article refers to the
Hausdorff measure on real affine space. In this section we define the Hausdorff measure
and we prove the well-known fact that a semi-algebraic set of dimension d has zero (d+1)-
dimensional Hausdorff measure.
For a non-empty subset A ⊆ Rn the diameter of S is defined by diam(S) := sup{‖x −
y‖2 : x, y ∈ S}.
Let m ∈ R. For an arbitrary subset S ⊆ Rn the m-dimensional Hausdorff measure
µmH(S) is defined by (see Section 2.3 of [27])
µmH(S) = lim
δ→0
inf{
∞∑
i=1
(diam(Si))
m : S ⊆ ∪i∈N(Si), diamSi < δ}.
Proposition A.1. Let m > n. A semi-algebraic set S of dimension n has zero m-
dimensional Hausdorff measure.
Proof. Every n-dimensional semi-algebraic set S can be expressed as S =
⋃k
i=1 Si for some
k ∈ N where the Si are diffeomorphic to (0, 1)
ni , ni ≤ n (see Proposition 2.9.10 of [25]).
Let us denote these diffeomorphisms by φi : (0, 1)
ni → Si. Since S is a finite union it
suffices to prove that the m-dimensional Hausdorff measure of Si is zero for m > n.
For each point p ∈ Si, there is a neighbourhood Np of p such that φi|Np is Lipschitz.
Constructing such neighbourhoods for all p ∈ Si, we obtain an open cover of Si by the open
sets {Np}p∈Si and since R
n is second countable there is a countable subcover {Si∩Npj}j∈N.
Finally, we just have to see that the Hausdorff measure of Npj is zero for all j ∈ N. But
φi(Npj ) is the image of a set of zero m-dimensional Hausdorff measure under a Lipschitz
map and thus φi(Npj ) has zero m-dimensional Hausdorff measure as well.
19 Note that the definition of a representing set naturally generalizes to subsets R ⊆ H(Cn).
20 Theorem VI.2 also applies in this situation. See the remark after proof of Theorem VI.2 for more details.
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Remark Note that this proof in particular shows that the n-dimensional Hausdorff mea-
sure of an n-dimensional semi-algebraic set does not vanish and hence it is a suitable
measure for our purposes.
The set of measurement schemes always is a semi-algebraic subset S of a real affine space
and the measure we choose for S is the m-dimensional Hausdorff measure where m is the
dimension of S. If we say that almost all elements of an m-dimensional semi-algebraic set
S has a certain property we mean that it fails to hold on a subset A ⊆ S that has m-
dimensional Hausdorff measure zero. We do this by showing that the algebraic dimension
of A is smaller than m and applying Proposition A.1.
[1] Teiko Heinosaari, Luca Mazzarella, and Michael M Wolf. Quantum tomography under prior
information. Communications in Mathematical Physics, 318(2):355–374, 2013.
[2] Michael Kech, Péter Vrana, and Michael Wolf. The role of topology in quantum tomography.
Journal of Physics A: Mathematical and Theoretical, 48(26):265303, 2015.
[3] R James Milgram. Immersing projective spaces. The Annals of Mathematics, 85(3):473–482,
1967.
[4] Karl Heinz Mayer. Elliptische differentialoperatoren und ganzzahligkeitssätze für charakter-
istische zahlen. Topology, 4(3):295–313, 1965.
[5] Stefan Weigert. Pauli problem for a spin of arbitrary length: A simple method to determine
its wave function. Physical Review A, 45(11):7688, 1992.
[6] Jean-Pierre Amiet and Stefan Weigert. Reconstructing the density matrix of a spin s
through stern-gerlach measurements: Ii. Journal of Physics A: Mathematical and General,
32(25):L269, 1999.
[7] Jean-Pierre Amiet and Stefan Weigert. Reconstructing the density matrix of a spin s through
stern-gerlach measurements. Journal of Physics A: Mathematical and General, 31(31):L543,
1998.
[8] J Finkelstein. Pure-state informationally complete and “really” complete measurements. Phys-
ical Review A, 70(5):052107, 2004.
[9] Steven T Flammia, Andrew Silberfarb, and Carlton M Caves. Minimal informationally com-
plete measurements for pure states. Foundations of Physics, 35(12):1985–2006, 2005.
[10] David Gross, Yi-Kai Liu, Steven T Flammia, Stephen Becker, and Jens Eisert. Quantum
state tomography via compressed sensing. Physical review letters, 105(15):150401, 2010.
[11] Damien Mondragon and Vladislav Voroninski. Determination of all pure quantum states from
a minimal number of observables. arXiv preprint arXiv:1306.1214, 2013.
[12] Claudio Carmeli, Teiko Heinosaari, Jussi Schultz, and Alessandro Toigo. Tasks and premises
in quantum state determination. Journal of Physics A: Mathematical and Theoretical,
47(7):075302, 2014.
[13] Claudio Carmeli, Teiko Heinosaari, Jussi Schultz, and Alessandro Toigo. Expanding the
principle of local distinguishability. Physical Review A, 91(4):042121, 2015.
[14] David Gross. Recovering low-rank matrices from few coefficients in any basis. IEEE Trans.
on Information Theory, 57:1548–1566, 2011.
[15] Radu Balan, Pete Casazza, and Dan Edidin. On signal reconstruction without phase. Applied
and Computational Harmonic Analysis, 20(3):345–356, 2006.
[16] Aldo Conca, Dan Edidin, Milena Hering, and Cynthia Vinzant. An algebraic characterization
of injectivity in phase retrieval. Applied and Computational Harmonic Analysis, 38(2):346–
356, 2015.
27
[17] Bernhard G Bodmann and Nathaniel Hammen. Stable phase retrieval with low-redundancy
frames. Advances in computational mathematics, 41(2):317–331, 2015.
[18] David Gross, Felix Krahmer, and Richard Kueng. A partial derandomization of phaselift
using spherical designs. Journal of Fourier Analysis and Applications, 21(2):229–266, 2015.
[19] Philippe Jaming. Uniqueness results in an extension of pauli’s phase retrieval problem. Appl.
Comput. Harmon. Anal., 37:413–441, 2014.
[20] Claudio Carmeli, Teiko Heinosaari, Jussi Schultz, and Alessandro Toigo. How many orthonor-
mal bases are needed to distinguish all pure quantum states? The European Physical Journal
D, 69(7):1–11, 2015.
[21] Richard Kueng, Holger Rauhut, and Ulrich Terstiege. Low rank matrix recovery from rank
one measurements. Applied and Computational Harmonic Analysis, 2015.
[22] Alexander S Holevo. Probabilistic and statistical aspects of quantum theory, volume 1.
Springer, 2011.
[23] Paul Busch, Marian Grabowski, and Pekka Johannes Lahti. Operational quantum physics,
volume 31. Springer, 1995.
[24] FrankWWarner. Foundations of differentiable manifolds and Lie groups, volume 94. Springer,
1971.
[25] Jacek Bochnak, Michel Coste, and Marie-Françoise Roy. Real algebraic geometry. Springer,
1998.
[26] Markus Walgenbach. Lower bounds for the immersion dimension of homogeneous spaces.
Topology and its Applications, 112(1):71–86, 2001.
[27] Frank Morgan. Geometric measure theory: a beginner’s guide. Academic press, 2008.
