Abstract. The Continuous Distance Transformation (CDT) used in conjunction with a k-NN classifier has been shown to provide good results in the task of handwriting recognition [1] . Unfortunately, efficient techniques such as kd-tree search methods cannot be directly used in the case of certain dissimilarity measures like the CDT-based distance functions. In order to avoid exhaustive search, a simple methodology which combines kd-trees for fast search and Continuous Distance Transformation for fine classification, is presented. The experimental results obtained show that the recognition rates achieved have no significant differences with those found using an exhaustive CDT-based classification, with a very important temporal cost reduction.
Introduction
Statistical non-parametric methods, such as k-nearest neighbor classifiers (k-NN) provide very good results on many pattern recognition tasks (e.g. [11] , [4] ). One of the basic requirements for these methods to obtain good performances, however, is the use of a very large database of labeled prototypes. In some tasks, like handwritten character recognition, collecting a large number of examples is not as hard as in other applications, but searching through the whole database to find the nearest objects to a test image is time-consuming, and has to be done for every character in a document. This has been a recurring argument against the use of k-NN classifiers for this task, since a character recognizer is supposed to carry out many classifications per second on a moderately powerful machine to be useful and competitive. On other hand, the use of complex distances, aggravates the problem of the speed in the classification phase, where a distance computation for each test character to every prototype in the training set must be done.
In order to avoid searching over the whole training set, kd-tree data structures can be used. A kd-tree is a binary tree which allows fast and approximate search in large databases, providing results very similar to exhaustive search. Unfortunately, only certain metrics, including L-norms, can be naturally used as a distance function by traditional kd-tree search algorithms.
In this work, the problem of the computational complexity reduction associated to a k-NN classifier using complex distance functions has been approached in a simple way: find a number k of nearest neighbors using a fast approximate kd-tree search in a first feature space and, then, use a more complex or qualified dissimilarity measure applying exhaustive k nearest neighbors search to the subset of k neighbors selected by the kd-tree. This results in a huge reduction on the the number of heavy computations needed to be performed. CDT-based features and distance functions have been selected in this paper because of the good results reported in previous works [1] for the particular task of handwriting recognition.
The Continuous Distance Transformation
Obtaining feature maps from images, where the distance relationships among their pixels are taken into account is the goal of a well-known technique usually referred to as Distance Transformation or DT [10] . The Distance Transformation is traditionally defined as an operation that transforms a binary image consisting of feature and non-feature pixels into a distance map, where all non-feature pixels have a value corresponding to the distance (any suitable distance function on the plane) to the nearest feature pixel [6] . Unfortunately, binarization is a necessary step in order to compute the classical Distance Transforms from continuousvalued images, causing a loss of information.
Recently, a generalization of the DT, the Continuous Distance Transformation (CDT), has been presented as a technique to compute distance maps from continuous-valued images [2] . Applicable to gray-level images, the CDT technique avoids binarization process and make use of the whole information content of the original range of representation, Taking the definition of Distance Transformation as a basis, an item (i, j) of a "Distance Map to the Nearest White Pixel" holds the distance from pixel (i, j) on the image to the nearest white pixel. Note that this value can be interpreted as the number of fringes expanded from (i, j) until the first fringe holding a white pixel is reached, where a "fringe" is defined as the set of pixels that are at the same distance of (i, j).
A parallelism between a distance map of binary images and one whose pixel values are defined in the gray-scale domain [0..MaxBright] implies the replacement of the "white pixel" concept by the "maximum bright value" and actions as "find the nearest white pixel" by "accumulate a maximum bright value on an expanding neighborhood". Moreover, the value of an item on the continuous distance map is a function of the pixel value itself, as well as, of the number of fringes expanded until an accumulated bright value reaches a threshold according to a certain criteria of bright value accumulation, which is applied to the pixels belonging to each fringe analyzed. Then, the concept of "distance to the nearest white pixel" is substituted by the concept of "distance from a pixel to the limit of their minimum area of brightness saturation".
Two types of CDT-based maps can be defined: Continuous Distance Map to Direct Scale Saturation or Θ D and, Continuous Distance Map to Reverse Scale Saturation or Θ R depending on if a maximum value of bright intensity or a maximum value of reverse bright intensity is accumulated, respectively. Both maps provide distinct information about a point and its surrounding area. In [2] , detailed descriptions of these concepts are presented. Given an image, either a Θ D map or a Θ R map are more or less descriptive depending on its brightness distribution. The cost of a CDT map computation is in Ω(m 2 × n 2 ) for an image of n × m pixels, but, in practice, it is much lower.
Several distance and dissimilarity measures based on the Continuous Distance Transformation can be used to take advantage of the full possibilities of the representation obtained. These measures are collected in three generic, families including several distance functions each [2] : 3 Fast approximate search of k nearest neighbors using kd-trees
The nearest neighbor search problem can be formulated in several distinct domains: from Euclidean vector spaces to (pseudo)metric spaces. Most algorithms intended for vector spaces are directly based on the construction of a data structure known as kd-tree [7] , [5] .
A kd-tree is a binary tree where each node represents a region in a kdimensional space. Each internal node also contains a hyper-plane (a linear subspace of dimension k − 1) dividing the region into two disjoint sub-regions, each inherited by one of its children. Most of the trees used in the context of our problem divide the regions according to the points that lay in them.
In many cases, an absolute guarantee of finding the real nearest neighbor of the test point is not necessary. In this sense, a number of algorithms of approximate nearest neighbor search have been proposed [3] , [8] .
In a kd-tree, the search of the nearest neighbor of a test point is performed starting from the root, which represents the whole space, and choosing at each node the sub-tree that represents the region of the space containing the test point. When a leaf is reached, an exhaustive search of the b prototypes residing in the associated region is performed. Unfortunately, the process is not complete at this point, since it is possible that among the regions defined by the initial partition, the one containing the test point be not the one containing the nearest prototype. It is easy to determine if this can happen in a given configuration, in which case the algorithm backtracks as many times as necessary until all the regions that can hold a prototype nearer to the test point have been checked.
If a guaranteed exact solution is not needed, the backtracking process can be aborted as soon as a certain criterion is met by the current best solution. In [3] , the concept of (1 + )-approximate nearest neighbor query is introduced, along with a new data structure, the BBD-tree. A point p is a (1 + )-approximate nearest neighbor of q if the distance from p to q is less than 1 + times the distance from p to its nearest neighbor.
Combining kd-trees and the Continuous Distance Transformation
A simple methodology combining kd-trees and Continuous Distance Transformation for handwriting recognition is proposed. In a first step, fast search using kd-trees is applied to a test observation in order to get a number k of nearest prototypes. Secondly, an exhaustive search of the k nearest neighbors, k < k , among the k pre-selected prototypes using specific features and distance functions is carried out to assess better performances.
For handwritten character classification we tested CDT-based distance functions due to its good results reported in previous works [1] . The computational cost of this combined methodology is significantly lower than that of exhaustive search over the whole training set. The computational cost of the method will depend on k , the number of neighbors pre-selected, because it will determine the number of computations of the second step.
Experiments
The main goal of the experiments was to show if the proposed technique performs similarly to exhaustive search method in the task of handwritten character recognition, and quantify the computation time improvements obtained.
In this context, several configurations of the classification parameters can be identified. In order to analyze the behavior of the system in each of those possible settings, three experimental phases were planned: a) Selection of the features to use in the kd−tree pre-classifier; b) Test of the performance of different CDT variations and c) test for different values of k and k .
Datasets, preprocess and algorithms
The well-known NIST Special Database 3 (SD3) contains a large number of isolated handwritten characters: lower-case, upper-case letters, and digits. In this work, the 44951 upper-case letters from the SD3 were chosen for the experiments. The characters are stored as 128 × 128 binary pixels images, segmented and labeled by hand. The database was split into two sets used for error estimation: the first 39941 upper-case letters for training, and the last 5009 for test. No writer appeared in both sets. To obtain a usable representation of the images in a lower dimensional space, common resampling and normalizing procedures were applied. These techniques generate gray-level images that keep most of the original information. Thus, the character images were sub-sampled from 128×128 binary pixels into 28×28 gray value by first computing the minimum inclusion box of each character, keeping the original aspect ratio, and then accumulating into each of the 28×28 divisions the area occupied by black pixels to obtain a continuous value between 0 and 1.
The Continuous Distance Transformation was applied to the subsampled images, obtaining the CDT maps. Some parameters that have influence in this process have been fixed to present comparative results: the maximum number of fringe expansions was set to 3; the fringe value function chosen was "the maximum pixel value on the fringe"; and, the L ∞ , or chessboard distance, was the metric on the plane used for computing the pixels belonging to each fringe 2 . In order to make use of the kd-tree, Principal Component Analysis (PCA) was performed on the representations to reduce its dimensionality to 40 [9] . The approximate nearest neighbor algorithm used was based on [3] .
Phase a)
In the first phase, the main goal was to compare performances using the following three classification methodologies: 1) Approximate k-NN search using kd-trees with k=4; 2) Approximate k nearest neighbors search using kd-trees with k =100 followed by exhaustive k nearest neighbors search with k=4 using a CDT-based measure over the 100 pre-selected neighbors; and 3) Exhaustive k nearest neighbors using a CDT-based measure with k=4 over the whole of the training set. In the kd-tree classifier, the image, and the Θ D and Θ R maps were tested as feature vectors.
The approximation parameter used for approximate search in kd-trees was 1.5. It has been shown that this value reduces the computation time without affecting recognition rates in other related experimental contexts [9] . A common dissimilarity measure, PDL 3 , was chosen for tests which involve CDT evaluations. The results are shown in Table 1 as error rates at zero rejection.
Notice the excellent error rate of 4.99% obtained from the kd-tree technique using the Θ R map as features, and the 3.85% error rate obtained from our Table 2 . Results of phase b). Error rates for CDT-based measures using the combined methodology for (if applied), k =100, k=4, and =1.5. The kd-tree features were the Θ R map. combined methodology. Both rates improve significantly the error rate obtained from kd-trees when it uses images map as features.
Phase b)
According to the results of the previous phase, the combined kd-tree and CDT methodology was chosen to be analyzed in more detail. Thus, in order to get the best CDT-based measures using our methodology in the task of handwriting recognition, tests over all CDT families of measures were done. For those measures having a p potency (related to the L-norm of the CDT maps), a range of values of p between 1 and 12 were tested. For the Fringe Distance measure family, the three existing functions were used. The results presented in Table 2 show that the Pixel Distance family gives the best performance with very low error rates, followed by the L p DR and L p R metrics.
Phase c)
This phase is intended to analyze the combined kd-tree and CDT system performance in function of the number of pre-selected nearest neighbors k . Several tests using PDL 5 distance function for an exhaustive search through a number of pre-selected prototypes between 25 and 500 were performed. For each k value tested, error rates for several k values between 1 and 7 are provided too. The results are shown in Figure 1 . For a given value of k, the performance of the combined method approaches the exhaustive CDT rates as k increases. In practice, for a moderately large k the system performs as the exhaustive search. In the context of the experiments presented, good results are achieved from around 75 neighbors. Nevertheless, this is expected to be a function of the size of the training set, growing as the size of the training set increases.
The recognition times per character (in a Pentium III, 800 MHz.) for the three methodologies presented were: 3.17 ms. using the kd-tree search, 7.78 ms. using kd-trees and CDT with k =100, and, 287.5 ms. using exhaustive CDT search. Further, the computation times for different values of k in the combined methodology were directly proportional to the k value used, and perfectly competitive in a real application.
Summary
In Table 3 , a summary of results is shown. Error rates are presented for the best measure from each CDT-based family, obtained in phase b) -PDL 5 , L 9 DR, L 6 R and FDR, excluding the L p D distances-using a k value of 3 (the best one from phase c) ), and a value of k = 100. Results for the kd-tree technique using image and Θ R features are also shown. A significant reduction of 1.06% can be achieved using the Θ R map as input features to the kd-tree instead of directly the image features (PCA to 40-D is always applied as the last feature extraction step). The error reduction reaches 2.4% when the combined methodology is applied using the Pixel distance with p=5.
As shown in Figure 1 , values of k lower than 100 can be used when a higher recognition speed is needed, at the expense of a small increase of the error rate.
Conclusions
A combined methodology using kd-trees and the Continuous Distance Transformation is presented. In a first step, fast search using kd-trees is applied to each observation in order to get a selected number of nearest prototypes. Then, exhaustive search among the pre-selected prototypes using more complex measures, such as the CDT-based ones, is carried out to refine the result. The error rates obtained are equivalent to those from exhaustive search on the whole training set. The execution times reported are an order of magnitude lower than those of exhaustive search and only moderately higher than those of approximate kd-tree search methods, with a significantly lower error rates that clearly compensate for this small cost increase in most cases.
