Abstract: Cassava (Manihot esculenta Crantz), a root crop utilized as food and industrial starch product, develops and maintains its marketable product sub-surface. Often, however, it is difficult to determine the potentially marketable goods available at any given time due to the sub-surface nature of the product and the inability to non-destructively sample. This dilemma has provided an avenue for application of ground penetrating radar. Relatively available designs of this technology, however, are cumbersome and do not provide the efficiencies for field applications. The objective of this research was to determine the functionality of a two Gigahertz frequency IDS GeoRadar C-Thrue antenna for the detection and parameterization of root architecture to be utilized for estimating marketable product. Cassava roots were buried across three horizontal and two vertical orientations to simulate the multi-directional nature of cassava roots. The antenna has dual polarization which also allowed to testing efficacy of polarization for detecting the varying root orientations. This study found that the C-Thrue system, more specifically, the Vertical transmit and Vertical receive polarization, was the most effective at accurately estimating cassava root length and widths at varying angles that simulate root development in true fields.
Introduction
Cassava (Manihot esculenta Crantz) is a tropical root crop originally from South America and serves as a staple food source for an estimated 800 million people [1] . More than a tenth of the world's population relies on this food source, and in tropical countries, it follows only maize and rice in caloric intake [2] . Worldwide, cassava is the second most important source of starch after maize [3] . Between 1991 Between -1993 Between and 2011 Between -2013 , the global harvested area of cassava expanded by 25%, from 16.5 million to 20.7 million hectares, which was the biggest percentage increase among the world's five major food crops. Most of this cultivated increase occurred in Africa (with an increase of 39.2%), which alone produces nearly 145 million metric tons of cassava per year while South East (SE) Asia's (particularly, Thailand, Cambodia, and Vietnam) average fresh root yields have almost doubled in the last 20 years [4] . In SE Asia, cassava is mostly an industrial crop used for the production of starch and dried chips which allow the breeders to concentrate basically on high fresh root yield, high dry matter content, and adequate plant architecture [3, 5] . Strong markets in SE Asia encourage the adoption of new technologies (e.g., highly productive varieties and appropriate cultivation practices).
This improvement would be expected to occur if new traits for root architecture can be incorporated into breeding programs and tools for early selection of marketable material are available. However, limited information on growth patterns in cassava roots as compared to aboveground biomass exists [6] .
Materials and Methods
The unit utilized for this study was the IDS GeoRadar C-Thrue system [32] . This unit is of compact design that is fully integrated into one handheld unit (antenna, computer, control unit, and battery). This system design is considered optimal for maneuverability and access to closed canopy rows often found in cassava fields. The C-Thrue design was originally developed for concrete scanning in civil applications. The system utilizes a dual polarization for multi-level detection, which is optimal for root architecture in that some roots may overlap and root orientations can vary. The specific polarizations are horizontal transmit and horizontal receive (HH) and vertical transmit and vertical receive (VV). The system is ground coupled and allows for minimized signal dispersion at the surface. Acquisition parameters for the sensor were set at 1 scan per 0.2 cm and a time window of 12 ns and 512 samples per scan.
To reduce the error incurred in gridded data acquisition by human interaction, a computer numerical control (CNC) machine was utilized. This would allow for precision in instrument alignment and movement when defining sampling protocols. The CNC machine utilized is accurate to within 0.01 cm over this area and moves at speed ranging from 0.1 cm/s to 10 cm/s (Figure 1) . A controlled test site was utilized for this experiment to maintain a high level of uniformity in data acquisition. For this study, it was necessary to control environmental variables, such as soil variability and soil moisture, so that optimization of system sampling protocol can occur for only root variability. The test site was in the form of a rectangular sandbox that measures 400 cm long by 300 cm wide by 110 cm deep. Base and walls are constructed of untreated plywood and assembled together with stainless steel screws and high weight capacity straps. To secure high fidelity of repeated trials for replication, the test area was covered in a carbon-based microwave absorber (PPG Aerospace-Cuming Microwave). This material reduces electromagnetic interference and repetitive backscatter from sandbox bounds. This component is a flexible carbon loaded microwave and radar absorbing material specifically designed to better absorb the range of frequencies that were utilized in this study. Full-resolution GPR data acquisition has demonstrated a high level of near-surface object visualization [33, 34] . For this reason, the minimum allowable cross-line spacing was utilized. This cross-line spacing was set to 2.5 cm. Full-resolution for this system as determined utilizing the Nyquist Theorem exceeds this value. The theoretical full-resolution was derived by estimating wavelength ( ) which is defined by Equation (1):
where the media utilized had a relative dielectric permittivity ( r) of 4.5, frequency (f) of our system was 2 GHz, and c is the speed of light (30 cm/ns). Therefore, a quarter of the wavelength for this host material was 1.8 cm when velocity is calculated at 14 cm/ns. However, the cross-line spacing that was set at 2.5 cm was due to a structural limitation in the system in which the wheel spacing of the unit is 18 cm. Since the wheels require enough contact for encoder functionality, a gridded platform was constructed with notches ( Figure 2 ) to minimize encoder slippage that would occur by solely having contact with the sand. This adjustment, therefore, limited the minimum spacing between scans to 2.5 cm to allow for equal interval passes without encoder slippage. Roots were chosen based on three size classes (Small, Medium, Large) with three roots per class. This would allow for estimating accuracy at each class and sensitivity to size characteristics. These characteristics can be found in Table 1 . Measurements were taken for total root length, and three root diameters were taken at equal intervals across the root to account for root tapering. Figure 3 provides an illustration of the measurement procedure. Full-resolution GPR data acquisition has demonstrated a high level of near-surface object visualization [33, 34] . For this reason, the minimum allowable cross-line spacing was utilized. This cross-line spacing was set to 2.5 cm. Full-resolution for this system as determined utilizing the Nyquist Theorem exceeds this value. The theoretical full-resolution was derived by estimating wavelength (λ) which is defined by Equation (1):
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Also utilized was a standard deviation value to understand the precision of the measurement. This would allow for greater confidence in defining parameters. The standard deviation was calculated using Equation (3), where Pi is the predicted sample value, Pi is the mean predicted sample value, and n is the number of samples.
The results are broken down into three categories. These were Cross-line spacing, Polarization, and Depth. Depth analysis was accomplished by analyzing the differences between Width 1, Width 2, and Width 3 as each measurement would be located at different depths since the root was buried at a 45-degree angle to surface.
Cross-Line Spacing
It is defined as the spatial distance between two radargrams. From the original dense (2.5 cm cross-line spacing) data set, a decimation study was conducted. The purpose of this study was to identify the maximum spacing allowable for accurate analysis. This information could be utilized to modify future antenna array designs to minimize the expense and size of future units. Three data sets with three different cross-line spacing values were compared: 2.5 cm, 5 cm, and 10 cm. As 2 GHz dual polarization antenna arrays with a 10 cm cross-line spacing are already commercially available [37] , we did not continue decimating further than that. In-line spacing was kept constant at 0.2 cm as set by the antenna acquisition software configuration.
When analyzing this data across all variables, it was found that the cross-line spacing decimation until 10 cm did not create a significant difference in accuracy for both root length and root width for small, medium, or large root classes. However, in most instances, the standard deviation increased with cross-line spacing. These results can be found in Table 2 . Table 2 . Cross-line spacing for root length measures. The root mean squared error (RMSE) and standard deviation (SD) for each root category are provided.
Results of Cross-Line Spacing Decimation for three Root Size Classes

Root Length
Small
Medium Large
Cross-line Spacing RMSE SD RMSE SD RMSE SD 2.5 cm 9.0 cm ± 2.4 cm 8.4 cm ± 4.8 cm 6.3 cm ± 2.4 cm 5 cm 7.1 cm ± 1.9 cm 9.7 cm ± 6.5 cm 6.4 cm ± 3.4 cm 10 cm 7.5 cm ± 1.4 cm 10.9 cm ± 7.9 cm 4.8 cm ± 5.2 cm
Root Width
Small Medium Large
Cross-line Spacing RMSE SD RMSE SD RMSE SD 2.5 cm 7.9 cm ± 2.3 cm 5.6 cm ± 2.3 cm 9.6 cm ± 2.5 cm 5 cm 6.9 cm ± 2.7 cm 6.5 cm ± 2.3 cm 9.9 cm ± 2.2 cm 10 cm 7.7 cm ± 3.3 cm 6.9 cm ± 3.0 cm 11.9 cm ± 3.2 cm
Polarization
Since cross-line spacing decimation up to 10 cm was not found to create significant differences in accuracy, the analysis for Polarization was performed utilizing solely the 2.5 cm cross-line spacing. For this section, the results are constructed based on the fact that polarization, in theory, would be affected by root orientation. Each root across the three size classes was buried in all orientations to include vertical and horizontal to surface and parallel, perpendicular, and angled to scan direction. This would allow for sampling like that of real field root orientation. The results of the analysis can be found in Table 3 . .0 cm ± 2.1 cm 3.0 cm ± 3.5 cm 7.4 cm ± 4.0 cm 5.0 cm ± 3.1 cm 6.2 cm ± 2.0 cm 9.2 cm ± 2.0 cm Parallel 16.7 cm ± 7.0 cm 20.9 cm ± 3.5 cm 11.0 cm ± 4.7 cm * * * Perpendicular 7.4 cm ± 1.5 cm 8.7 cm ± 0.6 cm 7.9 cm ± 2.5 cm * * * VV: vertical transmit and vertical receive; HH: horizontal transmit and horizontal receive.
The results in Table 3 would suggest that the VV polarization is the most effective at accurately characterizing root shape across multiple root orientations. Though VV was the most accurate at detecting across root orientations, it did, however, demonstrate inaccuracies and, in some instances, was not capable of discerning root features. This was evident for (1) Root features that are parallel to the scan direction of the antenna, however, as expected, VV clearly outperformed HH and (2) For features that are vertically oriented to the surface and parallel to scan direction.
Depth
In the polarization results, it was evident that the vertical to surface orientation influenced the accuracy of the data. Previous literature [22] has suggested that depth would have a negative effect on root characterization. To validate this, the analysis was done for roots buried vertical to the surface. Each root had three width measures taken. Each width would be positioned at varying depths based on the downward angle of the buried root feature. Based on the findings of cross-line spacing and polarization, the optimal data set was utilized for this analysis. Specifically, data acquired at 2.5 cm cross-line spacing with the VV polarization antenna was utilized. Also, only data acquired in which the root ran perpendicular to the scan direction was utilized. This was because the overall precision for this data was best. This would allow for the optimal estimation effect by the depth to be achieved. The results for the depth analysis can be found in Table 4 . Table 4 . Depth analysis in which data was captured at 2.5 cm cross-line spacing using a VV polarization for roots that were vertical to surface and perpendicular to scan direction. This was done for the three size classes of small, medium, and large.
Depth Analysis
Small
Medium Large RMSE SD RMSE SD RMSE SD Width 1 3.1 cm ± 1.0 cm 5.0 cm ± 3.1 cm 5.8 cm ± 1.5 cm Width 2 4.8 cm ± 1.5 cm 6.2 cm ± 2.0 cm 13.1 cm ± 1.7 cm Width 3 3.7 cm ± 2.6 cm 9.1 cm ± 2.0 cm 20.8 cm ± 3.1 cm RMSE: root mean squared error; SD: standard deviation.
The results from Table 4 would suggest that depth does have a significant effect on characterizing root shape. However, this was only evident for medium to large roots as small roots did not exhibit the same trend of accuracy degradation with depth.
Discussion
The objective of this research was to determine the functionality of currently available antenna design for the detection and parameterization of root architecture to be utilized for estimating marketable product, more specifically, root shape. The system was to be tested across multiple root orientations and dimensions to define the limitations and capabilities of the system with modified acquisition methodologies. The long-term objective of the study is the optimization of currently available sensor platforms for the use in root architecture mapping, which can be transferable to breeding programs for developing new cultivars that have more marketable root traits and a decision support platform for large scale farming in delivering marketable goods at an earlier delivery point.
The results demonstrated highly accurate capabilities of the sensor when roots ran at a perpendicular or 45-degree angle to the scan line. This result was also confirmed by Cui et al., [21] in which they found an average R 2 value of 0.86 with an average root mean squared error (RMSE) of 0.36 cm for root width at two locations. Though the method utilized in this study was not the same, the results of each method would provide validity to the ability of GPR to detect root architecture. This is only evident for certain root orientations, however. Roots ran parallel to the scan direction created inaccurate results. We attribute this issue to two-dimensional migration. Since the migration functions performed on the data were only performed in two dimensions, the function would not collapse the signal from the opposite direction. This migration is done solely on the radargram in the scan direction. Since the root feature would cover multiple radargrams across scan lines, it is expected that the feature would appear in scan lines beyond the root dimension limits due to the emitted radiation pattern that would capture responses from further than the root feature. This creates a false feature at greater distances perpendicular to the root feature since the signal was not migrated in that cross direction and, therefore, increases the dimension of the root. The expected solution to this issue would be utilizing a more computationally intensive three-dimensional migration function.
When characterizing root features for roots with an inclination of 45-degrees from the surface, there were discrepancies in the accuracy of the measures. Root features were not evident at all when utilizing a root orientation parallel to the scan direction which could be attributed again to the migration issue. However, in this case, the widebody reconstruction of the root features began to merge into one another after interpolation which did not allow for estimation of dimensions. This issue is clearly evident in Figure 7 . Though migration is expected to be a factor in this scenario, it can also be inferred that interpolation would have created distortions in the images. When conducting interpolation, an inverse distance weighted function is utilized. Based on spatial autocorrelation, it would be expected that the interpolation would over enhance these larger features in the parallel direction while reducing the overlap when the spacing between features is increased. A factor that can also be contributing to these merged features would be depth. As found in Depth Analysis shown in Table 4 , the greater the depth, the less accurate the measure becomes. This could suggest that the deeper root features are characterized to a larger dimension creating overlap and, therefore, loss of clarity when creating isosurfaces.
merge into one another after interpolation which did not allow for estimation of dimensions. This issue is clearly evident in Figure 7 . Though migration is expected to be a factor in this scenario, it can also be inferred that interpolation would have created distortions in the images. When conducting interpolation, an inverse distance weighted function is utilized. Based on spatial autocorrelation, it would be expected that the interpolation would over enhance these larger features in the parallel direction while reducing the overlap when the spacing between features is increased. A factor that can also be contributing to these merged features would be depth. As found in Depth Analysis shown in Table 4 , the greater the depth, the less accurate the measure becomes. This could suggest that the deeper root features are characterized to a larger dimension creating overlap and, therefore, loss of clarity when creating isosurfaces. The VV polarization suggested optimal detection capabilities as found in the polarization results in Table 3 . However, theoretical knowledge would suggest that for root detection perpendicular to scan line direction, an HH antenna would have the best results. This is validated in Simi et al. [37] . In this study, the same sensor concept of dual polarization and frequency was utilized, and results suggested that the HH polarization had the best detection capabilities of rebar running perpendicular to the scan line direction. However, a dense array of VV sensors have already been proven at producing outstanding results in mapping underground utilities running perpendicular to the scan direction [38, 39] . These are particularly encouraging results as VV polarization permits building denser arrays, which may be necessary for characterizing small roots features.
A statistic that was also of interest and would be introduced for discussion in this article is the accuracy of the sensor in relation to root features that run at a 45-degree angle to the scan direction. Theoretically, a cross polarization antenna would be the best approach for acquisition of this type of feature; however, both the VV and HH polarizations exhibited high accuracy and, in some cases, better accuracy than that of a feature most expected to exhibit greater detection. When collecting data with a horizontal polarization antenna on a feature that is moving perpendicular to the scan direction, the HH polarization would be expected to perform best on this feature. However, the HH polarization was found to be more accurate on the feature that runs at an angle to the scan line. This result is of interest and should be studied further to determine if the effect can be attributed to preprocessing methods or interpolation methods.
Though the results suggest positive findings, it should be communicated that limitations still exist for full field deployment. Current antenna designs are not suitable for rugged agricultural conditions creating a constraint in data capture. Field deployed systems must also consider the limitations of the environment. This could include soil variability and moisture [40] [41] [42] [43] . The system utilized in this study allows for high spatial resolution; however, in the field conditions expected in true agricultural fields, the chance for increased energy dissipation would be expected.
In conclusion, based on these findings, it can be inferred that the currently available C-Thrue sensor by IDS GeoRadar and GPR-Slice software would allow for accurate estimation of root metrics. The VV polarization suggested optimal detection capabilities as found in the polarization results in Table 3 . However, theoretical knowledge would suggest that for root detection perpendicular to scan line direction, an HH antenna would have the best results. This is validated in Simi et al. [37] . In this study, the same sensor concept of dual polarization and frequency was utilized, and results suggested that the HH polarization had the best detection capabilities of rebar running perpendicular to the scan line direction. However, a dense array of VV sensors have already been proven at producing outstanding results in mapping underground utilities running perpendicular to the scan direction [38, 39] . These are particularly encouraging results as VV polarization permits building denser arrays, which may be necessary for characterizing small roots features.
A statistic that was also of interest and would be introduced for discussion in this article is the accuracy of the sensor in relation to root features that run at a 45-degree angle to the scan direction. Theoretically, a cross polarization antenna would be the best approach for acquisition of this type of feature; however, both the VV and HH polarizations exhibited high accuracy and, in some cases, better accuracy than that of a feature most expected to exhibit greater detection. When collecting data with a horizontal polarization antenna on a feature that is moving perpendicular to the scan direction, the HH polarization would be expected to perform best on this feature. However, the HH polarization was found to be more accurate on the feature that runs at an angle to the scan line. This result is of interest and should be studied further to determine if the effect can be attributed to pre-processing methods or interpolation methods.
In conclusion, based on these findings, it can be inferred that the currently available C-Thrue sensor by IDS GeoRadar and GPR-Slice software would allow for accurate estimation of root metrics. The combination of dual polarization is effective for the omnidirectional nature of roots. The findings in this study would provide context for future development and begin a dialogue for the future applications of GPR in agricultural applications in which the opportunity for root characterization is considered a new frontier for development. 
