FeedNetBack - D02.04 - Communication Network Design (rel.2) by Garin, Federica et al.
HAL Id: hal-00786526
https://hal.inria.fr/hal-00786526
Submitted on 8 Feb 2013
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
FeedNetBack - D02.04 - Communication Network
Design (rel.2)
Federica Garin, Damiano Varagnolo, Sandro Zampieri
To cite this version:
Federica Garin, Damiano Varagnolo, Sandro Zampieri. FeedNetBack - D02.04 - Communication Net-





D02.04 - COMMUNICATION NETWORK DESIGN (rel.2)
Report Preparation Date 24/08/2011
Project month: 36
Authors Federica Garin, Damiano Varagnolo, Sandro Zampieri
Report Version Vn 1
Doc ID Code UNIPDP05_D02.04_28Aug11_v1
Contract Start Date 01/SEP/2008
Duration 41 months
Project Coordinator : Carlos CANUDAS DE WIT, INRIA, France
Theme 3:
Information and Communication Technologies
Communication network design (rel. 2) - D02.04
SUMMARY
In this report, divided into 4 chapters, we report the final advances on WP2 and in particular on the
task 3.2, “Communication network design”. It corresponds to an extended version of Deliverable 2.1
since it includes some novel contributes, namely Section 2.3.
Chapter one introduces the developed arguments and presents parts of the literature review.
Chapter two is devoted to network topology design, and offers recent studies on the influence of
network topologies on the performance of distributed systems, i.e. systems constituted by many interacting
units. Concerning this topic, the paper [9] analyses the performance of the consensus algorithm, which is
largely proposed as an efficient and low complexity tool for distributed control, estimation and optimization.
The optimal topology for this algorithm, yielding fastest convergence time, is proposed. This topo-
logy is described by the de Bruijn graphs. In [27, 15] the properties of the Cayley graphs (again in
relation with the consensus algorithm) are analyzed. These graphs are often used as a simple paradigm
of geometric graphs, namely graphs in which the nodes are deployed in a geometric space. For this
kind of graph topologies quadratic type performance indexes are often considered. Those performance
indexes come into the picture when applying consensus algorithms to distributed estimation or control
and yield completely different evaluation of the possible choices of the network topologies. In [35, 34]
we extend the result for Cayley graphs taking into consideration a special class of geometric graphs,
characterized by four purely geometric parameters. The extension is done for the particular class of
reversible Markov chains due to the strong analogy they show with resistive electrical networks.
Chapter three deals with control applications, and more generally with real-time applications running
over wireless sensor networks (WSNs). These systems require the design of dedicated routing protocols
and control strategies to cope with the potential random delays and packet losses due to the wireless
nature of the WSNs. In this chapter we then address this problem from two points of view. In the first
we focus on the design of special routing strategies, namely Unicast Path Diversity (UDP) and Directed
Staged Flooding (DSF), that are specifically designed for real-time application: in fact they can trade
off lower end-to-end delays with higher packet loss. These two strategies, however, cannot completely
remove delays randomness or packet losses. Therefore, for linear dynamical systems, we designed
opportune time-varying Kalman filters that compensate both random delays and packet losses. We also
address the problem of designing sub-optimal filtering strategies based on the known statistics of the
packet arrival process which are computationally efficient and have limited performance degradation as
compared with the optimal strategy. We also perform extensive simulations to test and evaluate both the
novel routing strategies and the control/estimation strategies.
Chapter four finally reports the research activity related to the network coding. It starts treating the
problem of data quantization [14, 4], the first issue to be considered when studying distributed algorithm
in which the agents need to communicate through digital channels that are initially considered noiseless.
In [14] the case of simple uniform quantizer is analyzed, while the more efficient quantizer, called
zooming quantizer, is considered in [4]. The case of noisy digital channels is finally treated in [10] in
which two possible error correcting coding methods are compared for their employment in the consensus
algorithm, the first being more efficient in the exploitation of the communication resource, but more
computationally demanding, while the second being less information efficient but much simpler from
the computational point of view. This last paper gives, in the specific case of the consensus algorithm,
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a nice view of how to treat complexity, communication and computation resources in a unified way for
the solution of distributed estimation problems.
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1 Introduction
The performance of a networked system may depend on the characteristics of the units (sensors,
actuators, computers, etc) and on the network topology describing the interactions between those units,
interaction that can be of different nature, namely they can be due to physical coupling or due to
communication. One part of the research effort within WP2 is about unveiling the network topology
influence to networked systems behavior. In fact there are different aspects of the communication
network design which will influence the behavior of the global networked control system. As described
in the project description we can distinguish:
• Network topology design;
• Network management design;
• Network coding design.
In the network topology design it is important to understand how the communication network to-
pology will influence the performance of the networked control system, since different topologies will
ensure different information diffusion rate over the network units. In the network management design
it is instead important to understand how the communication protocols influence the performance of
the networked control system. Finally in the network coding design it is important to understand
which impact the characteristics of the channels composing the communication network have on the
performance of the networked control system. In the present report we will present a list of results on
these three research activities.
As far as network topology is concerned, [9] gives an interesting contribution by showing that the
optimal topology of communication the the average consensus algorithm is given by a de Bruijn graph.
Indeed, in this case the standard convergence performance index, i.e. the essential spectral radius of the
transition matrix, is zero and the consensus is reached in finitely many steps when the number of agents
is an exact power of the out-degree of the communication graph. In [27] it has been analyzed how
the network topology influences the performance of a consensus based distributed estimation algorithm.
Indeed, when consensus algorithms are used in very large networks, spreading information across the
whole graph requires a long time. Hence, traditional convergence analysis, studying the essential spectral
radius of the transition matrix, predicts very poor performance. However, in estimation problems, it is
clear that a growing number of measurements improves the quality of the estimate, and it is natural to
expect such behavior even though the best estimate is approximated using distributed algorithms. Then,
it is important to define a suitable performance metric, depending on the actual estimation or control
problem in which the consensus algorithm is used. This allows to study how performance scales when
both computation time and number of agents grow to infinity, for different communication graphs and
choices of the algorithm. In [15] instead, the influence of the network topology on a more general class of
quadratic indexes is analyzed. These indexes, which describe the consensus convergence evaluating the
2-norm of the consensus error and also the effect of an additive noisy on these algorithms, depend on all
the eigenvalues of the transition matrix and so the scaling law with respect to the number of agents can be
different from what happens to the essential spectral radius. Analytical results on asymptotic behavior
of these indexes have been proposed when the communication network belongs to some families of
Cayley graphs. This framework includes grids on toruses in arbitrary dimensions, which are conjectured
to be a good approximation of random geometric graphs; indeed, we show simulation results supporting
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this conjecture. The same conjecture is proved in [35, 34] for a different class of geometric graphs,
characterized by deterministic geometric parameters.
As far as network management is concerned, in [45] it is analyzed the performance of two different
routing protocols specifically designed for Wireless Sensor Networks (WSNs) for real-time estimation,
control, and monitoring. These protocols are designed to compensate for the lossy nature of the wireless
links and the delay from sending messages over multiple hops from the sensors to the controller. The
routing protocols are designed to reduce packet delay and packet loss using either retransmissions or
multicasting. For some routing topologies one protocol may be better than the other at reducing the
worst case packet delay but may have a worse packet loss rate. Here, we apply mathematical tools
to analytically compute the average real-time performance based on end-to-end packet delay statistics
for two recently proposed routing strategies. We show that the performance is strongly related to
the dynamics of the systems being estimated, and we construct a computationally efficient estimation
strategy based on the delay statistics. This suggests that routing protocols are to be designed based on
the specific real-time estimation and control application under consideration.
Finally, as far as network coding is concerned, [14] considers the average consensus problem on a
network of digital links, and proposes a set of algorithms based on randomly switching pairwise com-
munications and updates. The convergence properties of such algorithms is studied with the goal of
answering two design questions, arising from the literature: whether the agents should encode their
communication by a deterministic or a randomized quantizer, and whether they should use, and how,
exact information regarding their own states in the update. In [4] instead, a new algorithm is proposed
to solve the average consensus problem. The main goal of this algorithm is to obtain exact convergence
despite the existence of quantized communication channels between the agents. Starting from the Zoom-
in Zoom-out strategy, the equations describing the behavior of the algorithm are introduced and the
asymptotic average consensus is proved. We will also show that, under a reasonable hypothesis, the
algorithm parameters ensuring convergence, can be chosen regardless the number of agents. Finally,
in [10] a version of the average consensus algorithm is proposed in which the agents are connected
through digital noisy broadcast channels. This algorithm does not require the agents to have global
knowledge of the network structure or size. Almost sure convergence to state agreement is proved, and
the communication and computational complexities of the algorithms are analyzed. Both the number
of transmissions and computations performed by each agent of the network are shown to grow poly-
logarithmically in the desired precision. The impact of the graph topology on the algorithms’ performance
is analyzed as well. Moreover, it is shown how, in the presence of noiseless communication feedback,
one can modify the algorithms, significantly improving their performance vs complexity tradeoff. Finally,
simulations are presented confirming the theoretical results and suggesting that the presented algorithms
may outperform algorithms based on decreasing gains recently proposed in the literature.
In the rest of the report we give a more detailed description of some of these contributions.
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2 Network topology design
In this section we will propose in more details the results contained in [9] about the optimality
of de Bruijn graphs for the average consensus algorithm and the results contained in [27] about the
performance analysis of consensus based distributed estimation in case of Cayley graphs.
2.1 De Bruijn graphs for the average consensus algorithm
Assume we have a graph G with N nodes labeled in V = {1, . . . , N} and assume that every node
i ∈ V possesses a measurement xi. The average consensus problem consists in calculating the average
xave := 1/N
∑N
i=1 xi in a recursive and distributed way, allowing the nodes to communicate information




Pijxj(t) i = 1, . . . , N , (1)
where xi(t) ∈ R is the state of the i-th agent at time t and Pij ∈ R are weighting coefficients. More
compactly we can write
x(t+ 1) = Px(t), (2)
where x(t) ∈ RN and P ∈ RN×N . The matrix P is said to achieve the average consensus if the
following conditions are satisfied:
(a) If x(0) = α1 then x(t) = x(0) for every t ∈ N, where α ∈ R and 1 is the N -dimensional vector
[1, . . . , 1]T .




Condition (a) means that once consensus is reached, the agents remain at consensus. In particular
observe that condition (a) is equivalent to P1 = 1. Moreover, condition (b) easily implies 1TP = 1T.
It is possible to see that the average consensus problem is solved if and only if
(A) 1 is the only eigenvalue of P on the unit circle centered in 0;
(B) the eigenvalue 1 has algebraic multiplicity one (namely it is a simple root of the characteristic
polynomial of P ) and 1 is its right and left eigenvector;
(C) all the other eigenvalues are strictly inside the unit disk centered in 0.
A well studied situation in the literature is when the matrix P has all nonnegative entries; in that case,
the conditions above exactly mean that P is doubly stochastic and ergodic.
Note that the fact that in the matrix P the element in position i, j is different from zero means that
the agent i needs the state of the agent j in order to update its state. This implies that we need to
communicate the state xj(t) from the agent j to the agent i.
agentThe language of graph theory is helpful to describe those communication patterns. Recall that a
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directed graph G = (V, E) is given by set of vertices or nodes V = (1, . . . , N) r and a set of arcs or
edges E ⊂ V × V . The adjacency matrix A is a {0, 1}-valued square matrix indexed by the elements in
V defined by letting Aij = 1 if and only if (i, j) ∈ E . Define the in-degree of a vertex j as
∑
iAij and
the out-degree of a vertex i as
∑
j Aij .
In this context, a good description of the information flow required by a specific matrix P is given
by the directed graph GP with set of vertices {1, . . . , N} in which there is an arc from i to j whenever
in the matrix P the element Pij 6= 0. In other words we adopt the convention that the presence of the
edge (i, j) means that i observes the state j, agent or sends to j a request for information. Note that
the reverse convention is adopted in some papers. The out-degree of a node i is therefore the number of
nodes it observes. The graph GP is said to be the communication graph associated with P . Conversely,
given any directed graph G with set of vertices {1, . . . , N}, we say that a matrix P is compatible with
G if GP is a subgraph of G (we will use the notation GP ⊆ G). For the sake of agent clarity, it is worth
noting that if a graph G contains the self loop (i, i) it means that the i-th agent has access to its own state.
In the sequel, we will impose the following constraint on the communication graph: the max out-degree
of the nodes is ν. This models the fact that communication lines are costly to establish or to operate, and
every agent has the right to talk to a limited number of other agents. Note that, for compatibility with
usual conventions, we consider that ν counts all arcs entering a node, including self-loops, agent, i.e.,
edges from a node to itself (which could be considered as ‘free communication’ in most technological
situations). Without this constraint, the problem becomes trivial: choose agentP = 1/N11T, whose
underlying graph is complete, and the consensus is reached in one step. We therefore add the following
constraint on P :
(D) Every row of P contains at most ν non-zero elements.
From this point of view we would like to obtain a matrix P satisfying (A),(B),(C) and (D) and minimizing
a suitable performance index. The simplest performance index is the exponential rate of convergence
toward the average of the initial conditions, which has been defined in [13] as follows.
Let P be any matrix satisfying conditions (A),(B),(C). Then let
ρ(P ) := max
λ∈spectrum(P )\{1}
|λ|. (3)
This quantity is called in [13] the essential spectral radius of P . As the dominant eigenvalue of P t is
one and the others are smaller in magnitude than ρ(P )t, the essential spectral radius says how quickly
P t converges to the rank-one matrix 1/N11T. In this context the index ρ(P ) seems quite appropriate for
analyzing how performance is related to the communication effort associated with a graph. The smaller
the essential spectral radius, the quicker the system will converge to the average of the initial condition.
We will prove that the optimal topology of communication is given by a particular family of graphs,
the de Brujin’s graphs [20, 49]. We will call the strategies based on such graphs shifted Kronecker
strategies. We will introduce both the de Bruijn graphs and the shifted Kronecker strategy in the next
sections. However, before going into them, we will provide a characterization of the best performance
achievable by any matrix satisfying the conditions (A), (B), (C) and (D).
Let P ∈ RN×N be a matrix satisfying the conditions (A), (B), (C), (D) introduced above. Observe
that if ρ(P ) = 0, then, given any initial condition x(0), the average consensus is reached in a finite
number of iterations of the system (2). In this case we can say that the matrix P represents a deadbeat
strategy for the average consensus problem. Instead if ρ(P ) > 0, then the average consensus can be
8
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reached only asymptotically and in this case the essential spectral radius represents a good measure of the
speed of convergence of the consensus-algorithm, as already mentioned. However, even if ρ(P ) = 0, it is
possible to lower bound the number of steps necessary to P to converge to the matrix 1/N11T. Indeed,
loosely speaking, to reach the average of the initial conditions, every agent must have information about
all other agents, but it can only know ν other positions in one step of time, ν2 in two steps of time,
etc. Hence the propagation of information needs around logN/ log ν steps to connect all agents. This is
essentially saying that the diameter of the communication graph is at least logN/ log ν. This reasoning
is stated in more formal terms in the following proposition and in the subsequent corollary.
Proposition 1. Let xi(t + 1) = fi(x(t), t) for i = 1, . . . , N be a dynamical system where every fi(x, t)
depends on at most ν components of x. Then, for every i, xi(t) depends on at most νt components of the
initial condition x(0).
Corollary 1. A consensus strategy for N agents, where each agent observes the position of at most ν






Although this paper is mainly concerned with linear time-invariant strategies x(t + 1) = Px(t),
Corollary 1 clearly holds for any memoryless, nonlinear, time-varying strategies x(t + 1) = f(x(t), t).
A natural question arises now:“Is there a linear, time-invariant strategy that reaches consensus in a finite
time, equal to the bound given by Corollary 1?” In the following section we will provide a positive
answer to the above question.
We consider now a particular family of graphs, that was introduced by de Bruijn [20] in 1946. Given
any pair of positive integers, n and k, a k-dimensional de Bruijn graph on n symbols is a directed
graph representing overlaps between sequences of symbols. We denote it by Gn,k. Gn,k has nk vertices,
consisting of all the possible sequences of length k of n given symbols. If one vertex can be expressed
by shifting all symbols by one place to the left and adding a new symbol at the end of another vertex,
then the latter has an outgoing edge to the former vertex. Thus the set of edges is
E = {(ik−1 . . . i1i0, jk−1 . . . j1j0) : jk−1 = ik−2, . . . , j2 = i1, j1 = i0}
See Fig. 1 for an example. Interesting properties of the de Bruijn graphs can be found in [49]. Here, we
limit ourselves to observe that (i) if k = 1, then the de Bruijn graph is the complete graph and (ii) each
vertex has exactly n incoming and n outgoing edges.
An alternative way to describe the de Bruijn graph is provided by labeling the vertices with the
elements of the set V =
{
0, 1, 2, . . . , nk − 1
}
. In this case, E contains all the edges from any i to
ni, ni+ 1, ni+ 2, . . . , ni+n− 1 (modulo nk). The equivalence with the previous description is obvious
if we express every number 0, 1, 2, . . . , nk − 1 in base n.
We denote the adjacency matrix by AGn,k . In this paper we are interested in a normalized version of





Observe immediately that, from the property (ii) of the de Bruijn graphs above mentioned, it follows
that ĀGn,k is a doubly stochastic matrix. The matrix ĀGn,k possesses remarkable properties as a strategy
for the average consensus problem, for N = nk agents, each communicationg with ν = n agents. The
next theorem will explain why.
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Figure 1. The de Bruijn graph G2,3 of dimension three on two symbols. Every vertex is numbered
by a number between 0 and 7 (here encoded in binary). The vertex i is connected to 2i and 2i + 1
mod 8.
Theorem 1. Let n and k be any two positive integers. Let Gn,k be the associated de Bruijn graph and
let ĀGn,k denote its normalized adjacency matrix defined as in (4). Then ĀGn,k satisfies the conditions









Hence, the consensus strategy represented by ĀGn,k reaches consensus in k steps, for any initial condition.
Note that, the lower bound of Corollary 1 is tight for the strategy above, since k = lnnklnn . The
remarkable consequence is that among all memoryless strategies, possibly nonlinear and/or time varying,
this linear time-invariant strategy is optimal in terms of speed of convergence to the average consensus.
The proof of Theorem 1 is postponed to the following section, where we will introduce the shifted
Kronecker strategies and we will see that ĀGn,k can be viewed as a special case of them.
In the next section, we will show examples of strategies whose communication graphs are also de
Bruijn graphs, but converging only asymptotically. We now show another example of an asymptotically
converging strategy.






2 0 0 · · · 0 0 0
0 12
1




... · · · ... ... ...
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where the last approximation is meant for N → ∞. In particular, note that limN→∞ ρ(PN) = 1,
meaning that the convergence drastically degrades as the number of nodes increases. Consider now the
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sequence of matrices ĀG2,k , indexed by k. Observe that both for PN and ĀG2,k , ν = 2. From Theorem 1




= 0 for all k. Clearly, a larger k implies that more steps are necessary to lead
the state to the consensus, which, however, is always reached in finite time.
It is worth noting that the intrinsically slow rate of convergence of the matrices defined by (5) is a
more general fact characterizing a broad family of matrices exhibiting symmetries: the Cayley matrices
(see [13]).
We conclude this section by underlining the fact that the de Bruijn graph has been considered in
literature for efficient distribution of information in different context such as in parallel computing and
peer-to-peer networks [24]. This paper can be seen as an extension of this idea to consensus problems.
2.2 Cayley graphs and consensus based distributed estimation
In this section, we are interested in evaluating the performance of linear time-invariant average-
consensus algorithms. Typically this kind of analysis exploits results from Markov chains literature,
and is focused on predicting the speed of convergence to the average, when computation time grows.
There has been an extensive literature on this topic, with both analysis and optimization of asymptotic
convergence speed which is given by the dominant mode of the transition matrix [13, 46]. However, we
believe that when convergence to the average is not an objective per se, but is used to solve an estimation
or control problem, it is important to consider different performance measures, more tightly related to
the actual objective pursued.
In this paper we introduce two different functional costs which arise quite naturally in control and
estimation problems. The first one is a classical LQ functional cost which evaluates the performance of
the average-consensus algorithm by calculating the L2 norm of a suitable variable; this cost represents
a different way to evaluate the transient phase of the algorithm. In fact, also in classical control theory,
there are various ways to evaluate the transient performance of a control strategy: one is based on the
dominant eigenvalues, and the corresponding control methodology relies on the possibility to suitably
allocate such eigenvalues; a second one is based on the L2-norm of the transient and this yields to
the so-called linear quadratic optimal control methodology. Our functional is this second kind of cost,
for the consensus algorithm. We will show that this functional cost depends on all the eigenvalues of
the transition matrix, and our main contribution will be to characterize it for some relevant families of
graphs. The second cost we propose is related to the estimation error made by a network of sensors when
averaging their measurements. For many families of graphs (including geometric graphs), the speed of
convergence, as evaluated by the essential spectral radius, deteriorates with larger networks, but on
the contrary in estimation one would expect that a broader number of measurements should improve
the quality of the final estimate. We propose a natural performance measure (average error variance)
and, for some families of graphs, we find its scaling laws with respect to both number of vertices and
computation time, so that we can suggest useful criteria in the design of the size of large-scale sensor
networks.
Before proceeding, we collect some useful definitions and we fix some notation used in this section.
G = (V,E) denotes an directed graph where V is the set of vertices, N = |V | the number of vertices,
and E is the set of directed edges, i.e., a subset of V × V .
A matrix M is nonnegative if Mij ≥ 0 for all i and j. A square matrix M is stochastic if it is
nonnegative and the sum along each row of M is equal to 1. Moreover, a square matrix M is doubly-
stochastic if it is stochastic and the sum along each column of M is equal to 1. Given a nonnegative
11
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matrix M ∈ RN×N , we define the induced graph GM by taking N nodes and putting an edge (j, i) in E
if Mij > 0. Given a graph G on V , the matrix M is adapted to, or compatible with, G if GM ⊆ G.
Now we give some notational conventions. Vectors will be denoted with bold letters. Given a vector
v ∈ RN and a matrix M ∈ RN×N , we let vT and MT respectively denote the transpose of v and of
M . We let σ(M) denote the set of eigenvalues of M . With the symbol 1 we denote the N -dimensional
vector having all the components equal to 1.
Given any set A with finite cardinality |A|, RA will denote the vector space isomorphic to R|A|, made
of vectors where indexes are elements of A instead of {1, 2, . . . , |A|}. Analogously, RA×A will denote
the vector space of all linear maps from RA to RA.
2.2.1 Problem formulation
We start this section by briefly describing the standard discrete-time consensus algorithm. Assume that
we have a set of agents V and a graph G on V describing the feasible communications among the agents.
For each agent i ∈ V we denote by xi(t) the estimate of the average of agent i at t-th iteration. Standard
consensus algorithms are built by choosing a doubly-stochastic matrix P ∈ RN×N compatible with G





More compactly we can write
x(t+ 1) = Px(t), (7)
where x(t) is the column vector whose i-th entry is xi(t).




x(t) = xave1, (8)
where xave = 1N
∑N
i=1 xi(0). From now on we assume the following property.
Assumption 2. P is a primitive doubly-stochastic matrix. 
Traditionally the performance of the average consensus algorithm is evaluated by considering the








It is well known [8] that, if P satisfies Assumption 2 and the initial condition can be any arbitrary
vector of RN , then rasym coincides with the essential spectral radius of P , that we denote by ρess(P )1.
1For the sake of the clarity, we recall that for a primitive doubly-stochastic matrix ρess(P ) is given by the second largest
eigenvalues’ modulus, i.e.,
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ρess(PN) = 1. (11)
Notice that equation (11) predicts a performance which degrades as the number of agents increases.
This is not surprising, since intuitively one should expect that the larger is the graph, the longer is the
time required to spread the information across the nodes. A mathematical characterization of (3) has
been carried out for graphs exhibiting Cayley symmetries in [13] and for the random geometric graphs
in [7]. In this paper we evaluate the performance of the average consensus algorithm according to two
different functional costs. The first one is a classical LQ functional cost which accounts for the speed
of the average consensus algorithm by calculating the L2-norm of a suitable trajectory; the second one
is related to the estimation error made by a network of sensors when averaging their measurements. We
proceed now by presenting them separately.
2.2.2 Transient performance evaluation by L2-norm: a LQ cost
In this subsection we assume that the initial condition x(0) satisfies the following condition.






for some σ20 > 0. 
Without loss of generality, we will consider σ20 = 1 throughout this paper.
When dealing with the average consensus problem it is convenient to introduce the following random
variable






where the last equality follows from the fact that, since P is doubly-stochastic then 1Tx(t) = 1Tx(0)
for all t ≥ 0. Observe that ∆(t) represents the distance of x(t) from the average of the initial conditions.
It is easy to see that ∆ satisfies the same recursive equation as x, i.e.,
∆(t+ 1) = P∆(t) (12)
and that x(t)→ xave1 if and only if ∆(t)→ 0.
In control theory a classical way of evaluating the performance of system (12) would be considering










where Q is an pre-assigned semidefinite positive matrix. In our setup we assume that Q = I and hence
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It is worth noting that J∆(P ) represents also as the L2-norm of the random process {∆(t)}∞t=0.
In Section 2.2.5 we will characterize the behavior of J∆(P ) for some relevant graph families as the
number of agents N varies.
We provide now a characterization of J∆ that will be useful later on. Notice that Assumption 3 implies




= I − 1
N
11T. Hence,





















If P is normal, i.e., PP T = P TP , the above expression can be written as a function of only the























= {0} ∪ σ(P ) \ {1} ,
we can write











Remark 1. We end this subsection by remarking that the functional cost (13) has been also analyzed
in [47] in a different context. The authors in [47] consider a stochastic model for distributed average
consensus where each node, updates its local variable with a weighted average of its neighbors’ values




Pijxj(t) + vi(t), i = 1, . . . , N, (14)
where vi(t), i = 1, . . . , N, t = 0, 1, . . . are independent random variables, identically distributed, with
















Observe that, due to the presence of the noise, differently from ∆(t), e(t) 6= x(t)−xave1; in other words
e(t) quantifies the distance of the states from their current average which, in general, differs from the
average of their initial conditions. Thus the mean-square deviation δss(P ) can be viewed as a measure
of how well the weight matrix P is able to enforce consensus (but not in general the average consensus),
despite the additive errors introduced at each node at each step. Some straightforward manipulations
show that, if P is normal, then δss(P ) = J∆(P ).
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2.2.3 Quadratic error in distributed estimation
In this subsection we consider the following problem of distributed estimation: N sensors measure the
same real quantity y plus independent. noises. To be more precise, if vi denotes the measurement made
by the i-th sensor, we have that vi = y+ni where ni, i ∈ {1, . . . , N}, are independent zero-mean noises
with the same variance σ20 (without loss of generality, we will assume σ
2
0 = 1). If all the measurements
were available at the same location, it is well known that the optimal estimate would be given by the
mean of all measurements, i.e., 1/N ∑Ni=1 vi.
In our setup, where the sensors could be constrained by the graph G to communicate only with a
limited number of neighbors, the average of the measurements vi, i ∈ {1, . . . , N} can be computed
efficiently in a distributed way by means of an average consensus algorithm. Let x(0) be such that its
i-th component xi(0) is equal to vi. Then the estimate x(t) is updated by the sensors according to (6),
where P is a doubly-stochastic matrix compatible with the graph G. Clearly, under Assumption 2,
x(t) →
(
1/N ∑Ni=1 vi)1. In this context, since the goal is estimating y, it is quite natural to introduce
the error variable
e(t) = x(t)− y1
and the corresponding quadratic functional cost








For our problem, it is easy to show that the cost Je(P, t) can be re-written as




If P is normal, then this is equivalent to
Je(P, t) = 1N
∑
λ∈σ(P ) |λ|2t.
In the next sections, we will study the asymptotic behavior of Je(P, t) when both N and t grow to
infinity, for some families of graphs. This result is particularly relevant because it suggests the right
trade-off between number of nodes and computation time in the design of large-scale sensor networks.
2.2.4 Families of graphs
We introduce here the main family of graphs and transition matrices we are going to consider in our
analysis. First of all let’s recall the definition of Cayley graphs: given a group (G,+) and a set S ⊆ G,
the Cayley graph G(G,S) is a directed graph with vertex set G and edge set E = {(g, h) : h− g ∈ S}.
We will consider finite graphs, with |G| = N , and matrices associated with such graphs, which respect
the strong symmetries of the graph: we say that a matrix P ∈ RG×G (i.e. with entries labeled by indexes
belonging to G) is Cayley if Pg,h = Pg+k,h+k∀g, h, k ∈ G. This is equivalent to say that there exists a
map π : G → R such that Ph,k = π(h − k); such function is called the generator of the Cayley matrix
P .
Throughout this paper, we will also assume that the graph associated with P is strongly connected and
aperiodic, and that P is stochastic, i.e., π(g) ≥ 0∀g ∈ G and ∑g∈G π(g) = 1. Notice that a stochastic
Cayley matrix is also doubly-stochastic.
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In this paper, we restrict our attention to the case when G = Zdn even though most results can be
generalized to any finite Abelian group. Under this assumption, the eigenvalues and eigenvectors of P




π(h)e−i( 2πn h1k1+···+ 2πn hdkd)
is an eigenvalue with corresponding eigenvector vh ∈ RZ
d
n defined by
vh(k) = 1√N e
i( 2π
n
h1k1+···+ 2πn hdkd) .
Notice that such eigenvectors are orthonormal, so that P is a normal matrix.
As a simple example, when d = 1, i.e. G = ZN , you obtain that P is a circulant N × N matrix,










h, . . . , e(N−1)i
2π
N
h]T , for h = 0, . . . , N − 1.
In our analysis we want to consider families of Cayley graphs, with a growing number of vertices,
but with constant degree, and with the same algebraic structure and same values for the non-zero entries
of P . For example, we can look at a a circular graph where each node talk to itself, to its first two
neighbours on the right and its first neighbour to the left, each with weight 1/3, regardless the number
of agents.
First of all, we consider a family of groupsGn = Zdn, for some fixed d and growing n; letN = |Gn| =
nd. Then, we have to define the neighbours and the weights. We fix a positive integer δ, we define the
set Dδ = {−δ,−δ + 1, . . . ,+δ}d and we fix |Dδ| real numbers ph, h = (h1, . . . , hd) ∈ Dδ such that
ph ≥ 0 ∀h and
∑
h∈Dδ ph = 1. Then, for any n > δ, we construct the Cayley matrix Pn ∈ RZ
d
n×Zdn with
generator πn : Zdn → R defined by πn(g) = ph if there is an h ∈ Dδ such that, for all l = 1, . . . , d
gl = hl mod n, and πn(g) = 0 otherwise. Note that for any n ≥ δ πn is well-defined.
We can also do a similar construction taking G = Zd and defining π(g) = pg if g ∈ Dδ and
π(g) = 0 otherwise. We assume that there are enough non-zero weights ph so as to ensure that the
corresponding infinite graph is connected. Moreover, we assume there are self-loops, i.e., p0 6= 0. These
two assumptions guarantee that all matrices Pn of the sequence we have constructed above are primitive;
also recall that Pn are doubly-stochastic and normal.







1 . . . z
kd
d
We will refer to the above construction of a family of Cayley matrices {Pn}n≥δ with the short name
‘Cayley matrix family associated with p(z1, . . . , zd)’. With this notation, Pn has eigenvalues λh =
p(e−i 2πn h1 , . . . , e−i 2πn hd), h = (h1, . . . , hd) ∈ Zdn.
Note that when we write ei
2π
n
hr with hr ∈ Zn, we mean that we can substitute hr with any integer
which is equal to hr mod n. Later, we will need the specific choice of hr ∈ {0, 1, . . . , n− 1}, which we
will denote by h ∈ Vn, Vn = {0, . . . , n − 1}d. When needed, we will actually identify vertices of the
graph with Vn rather than Gn.
The families of Cayley graphs on the group Zdn presented above can be seen as grids on a (multi-
dimensional) torus. An interesting result by Boyd et al. [6] allows to compute the eigenvalues and
16






Figure 2. Circle with 2N vertices and reflection axis corresponding to the map l 7→ 2N − 1− l, used
in the construction of a line with N vertices.
eigenvectors also of grids on a cube in Rd, which are the same as the one on a torus except that they are
suitably modified at the borders.
More precisely, define the following family of matrices. Consider P2n a Cayley matrix on Zd2n asso-
ciated with p(z1, . . . , zd), and assume that the coefficients ph satisfy the following quadrantal symmetry:
ph = pk if ∀i, hi = ±ki. This assumption implies that reflections σr on Gn defined by σr(h) = k with
kl = hl if l 6= r and kr = 2n − 1 − r, are symmetries of the labeled grid on the torus. For example,
Fig. 2 shows the axis of reflection of σ1 for the case d = 1. It is convenient here to identify Gn with the
set Vn = {0, . . . , n− 1}d, and consider σr : Vn → Vn.
Now denote by H the group generated by σ1, . . . , σd and consider, for all g ∈ Vn ⊆ V2n, the orbit
Og = {η(g) : η ∈ H} ⊆ V2n. Finally, define P n : RVn → RVn by (Pn)h,k =
∑
l∈Ok Ph,l, for all
h,k ∈ Vn. Notice that P n is symmetric and that, apart from the borders, P n associates to edges of the
grid the same coefficients that Pn associates to edges of the grid on the torus.
We will refer to the above construction of a family of matrices {P n}n≥δ with the short name ‘grid
matrix family associated with p(z1, . . . , zd)’.




h1 , . . . , ei
π
n
hd), h ∈ Vn .
The random geometric graph is a random undirected graph drawn on a bounded region, e.g., the
d-dimensional unitary cube [0, 1]d. It is generated by
• placing vertices at random, uniformly and independently inside the region, and
• connecting two vertices if and only if the euclidean distance between them is at most a pre-assigned
threshold r.
The random geometric graph was first introduced in [28] and has been deeply studied under a communi-
cations and information-theoretic point of view in [30]. It has recently witnessed a large interest in many
applications; particularly it has been successfully used to model wireless communication [25]. Given a
17
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random geometric graph G(V,E), it is possible to build a doubly stochastic matrix P according to the
Metropolis weights rule [48]; precisely, if Pij denotes the element of P in the i-th row and in the j-th




1+max{di,dj} if (i, j) ∈ E
1−∑(i,k)∈E\{(i,i)} Pik if i = j
0 otherwise
where di = |Ni \ {(i, i)} | with Ni = {j ∈ V | (i, j) ∈ E}. In other words the weight on each edge is
one over one plus the largest degree at its two incident vertices, and the self-weights are chosen so the
sum of weights at each node is 1.
2.2.5 Main results
We state here our main theoretical results: an asymptotic analysis of the proposed quadratic indexes for
the families of Cayley graphs and of grids described in previous section. The proofs can be found in the
Appendix.
Proposition 2 (LQ cost asymptotics). Given {Pn}n≥δ a Cayley or a grid matrix family associated with
p(z1, . . . , zd), there exist Cd, C ′d > 0 (depending only on d) such that:
• if d = 1,
C1N ≤ J∆(Pn) ≤ C ′1N ;
• if d = 2,
C2 logN ≤ J∆(Pn) ≤ C ′2 logN ;
• if d ≥ 3,
Cd ≤ J∆(Pn) ≤ C ′d .

To give a better understanding of the above Theorem, we propose an example illustrating an interestig
comparison between the behavior of the functional cost J∆ and of the essential spectral ρess as n → ∞
of a particular sequence of Cayley graphs. We will see how the evaluation of the performance of the
average consensus algorithms, in the asymptotic regime n → ∞, is strictly related to the choice of the
functional cost.
Example 2. Consider the sequence of Cayley matrices {Pn} built as follows. For each n, let G = Z3n
and let S =
{
(0, 0, 0), (1, 0, 0), (0, 1, 0), (0, 0, 1), (−1, 0, 0), (0,−1, 0), (0, 0,−1)
}
. Moreover let




where C is a constant independent from the topology of the graphs. From the above inequality it turns
out that, if we consider as functional cost the asymptotic covergence factor defined in (9), then the
performance of the average consensus algorithms associated to the sequence {Pn} degrades drastically
as n → ∞. Instead, Proposition 2 guarantees the existence of constants C3 and C ′3 such that C3 ≤
J∆(Pn) ≤ C ′3 for all n. 
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Proposition 3 (Quadratic estimation error asymptotics). Given {Pn}n≥δ a Cayley or a grid matrix family
















Corollary 2. Given {Pn}n≥δ a Cayley or a grid matrix family associated with p(z1, . . . , zd), there exists
















Notice that if the average of all sensors’ measurements was performed in a centralized way, the exact
average thus obtained would be the best possible estimate of the measured value (under the simple
model we are considering), but it would still have error variance 1/N . Thus, it is not surprising to
find a term 1/N in the asymptotic behavior of the decentralized algorithm running on grids. What is
more interesting is to look at the dependence on N and t, which shows that a sensible design of the
number of nodes should take into account also the computational time allowed for communication and
computation. In fact, Corollary 2 clearly shows that when both t andN grow there are two very different
regimes, a first one with N  td/2, where the error decays as 1/N , and a second regime with N  td/2
where regardless the number of nodes the cost is dominated by a term scaling as 1/td/2. Finally, it is
interesting to notice that, despite ρess → 1 for N → ∞ would suggest that these families of graphs
have decreasing performance for growing number of agents, indeed it is clear that a bigger number of
measurements can improve the quality of the estimate, and in fact lim
t,N→∞
Je (Pn, t) = 0.
Now we focus on the other relevant family of graphs we are dealing with in this paper, the random
geometric graph. While several probabilistic results are known about the number of components in the
graph as a function of the threshold r and the number of vertices N (see e.g. the monograph [38]), no
comprehensive theoretical characterization has been provided yet for the behavior of the eigenvalues of
doubly-stochastic matrices associated to random geometric graphs. In this direction only few results are
present so far. It is worth citing them briefly. In [7], the authors first prove some regularity properties
on the degrees of the nodes of random geometric graphs; then, relying on these results, they find a
lower bound for the mixing time of random walks on random geometric graphs with the mixing time
of random walks on regular grids on torus (the mixing time is related to the essential spectral radius
of the transition matrices associated). In [39] an asymptotic spectral concentration result is presented.
Families of random geometric graphs of increasing size N are considered; they are built on [0, 1]d with
a threshold r which is assumed to tend to 0 as N → ∞, but in such a way that the graphs so obtained
have and increasing degree and are almost surely connected. Under this assumption it is shown that
the spectrums of the transition matrices of the random walks on these families of graphs converge, as
N →∞, to those of the graphs on deterministic grids.
In this section we provide some numerical results characterizing the behavior of the cost J∆ and Je for
random geometric graphs. Interestingly, we will bring to light further similarities between the random
geometric graphs and the deterministic grids.
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Figure 3. Behavior of J∆
N
for d = 1.














Figure 4. Behavior of J∆logN for d = 2.
Figures 3, 4, 5 and 6 refer to J∆. Precisely, in Figure 3 we depicted the behavior of J∆/N for d = 1,
in Figure 4 the behavior of J∆/ logN for d = 2 and in Figures 5 and 6 the behavior of J for d = 3
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Figure 5. Behavior of J∆ for d = 3.














Figure 6. Behavior of J∆ for d = 4.
and d = 4, respectively. For each value of d we run simulations from N = 50 up to 600. We consider
families of connected graphs of increasing size obtained with a decreasing threshold r in a such a way
that the average size of the neighborhood of the nodes is kept almost constant independently from the
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value ofN (in this specific simulations close to 12 for any value of d). For each value ofN we calculated
the value of the plotted variable as the mean of 50 trials.
From Figures 3, 4, 5, 6, we can infer that J∆ increases linearly for d = 1, logarithmically for d = 2,
whereas it becomes asymptotically constant for d = 3 and d = 4. The analogy with Proposition 2 is
evident.
Figures 7, 8, 9 and 10 provide numerical results for Je. Again we run simulations forN = 50 up to 600
by considering families of connected graphs of increasing size built with a decreasing threshold r as in
the previous set of simulations; however, in this case all the figures refer to the 2-dimensional case d = 2.
Our aim is to underline the different scaling when both t and N grow, with t being different functions
of N : t constant, t =
√
N , t = N , t = N3/2. In Figure 7 we plotted the behavior of Je(PN , 20), in








, in Figure 9 the behavior of N Je (PN , N) and in Figure 10





. From the drawn plots, we can deduce that Je evaluated for the random
geometric graphs, exhibits a behavior very similar to the one stated in Corollary 2.
Finally, these numerical results emphasize further evident similarities between the spectral behavior
of the transition matrices built on random geometric graphs and the spectral behavior of the transition
matrices associated to the deterministic grids.












Figure 7. Behavior of Je(PN , 20).
2.3 A resistance–based approach for the analysis of the L2 cost
In this section we take into consideration the particular case of P associated with a reversible Markov
chain. It is known that we can interpret the row–stochastic matrix P as the matrix of transition probabi-
lities of a Markov chain. If πT is the left invariant normalized eigenvalue of P , namely πTP = πT and
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Figure 9. Behavior of N Je(PN , N).
πT1 = 1, then we say that the Markov chain is reversible if
πuPuv = πvPvu, ∀ (u, v) ∈ V × V
where we recall that V is the set of nodes of the graph. A matrix P associated with a reversible Markov
chain will be called a reversible consensus matrix. We always consider strongly connected graphs, for
which it can be shown that πu > 0 for any u ∈ V , this implying that the graph is undirected since by
23
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Figure 10. Behavior of N Je(PN , N3/2).
the reversibility condition we have Puv > 0 if and only if Pvu > 0, namely (u, v) ∈ E of and only if
(v, u) ∈ E.
Even if we cannot address full generality and we have to limit to the reversible case, the result is still
valuable since it covers the symmetric case, thus for example P could be produced using Metropolis-
Hasting weighs, and uniform weights, in which all the neighbors of a node i, included i itself, are
weighted the same way.
The performance cost we study is the LQ cost introduced in Eq. 13, which we write here equivalently









where we assume that the initial condition is drown randomly according to a distribution with zero mean
and unitary variance.
2.3.1 Electrical Analogy
In this paragraph we briefly present the analogy between Markov chains and resistive electrical networks,
which dates back to the work of Doyle and Snell [21]. It allows simpler proofs for some properties of
the Markov chain, and gives a strong physical intuition on its characteristics.
Electrical networks: definition and notations
By resistive electrical network we mean a pair (G, c), or equivalently (G, r), where G is an undirected
graph with N vertices, and M edges, and c is a function c : E → R+, where c(e) is called the
conductance of the edge e. Analogously, r is a function r : E → R+, r(e) is called the resistance
of the edge e and it holds true r(e) = 1/c(e). Sometimes we will abuse the notation extending the
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domain of c to any element of V ×V , with the convention that nonexisting edges have zero conductance
and infinite resistance. With this convention we can write c : V × V → R+ and cuv to mean c((u, v)),
and notice thus that the electrical network is fully represented by the symmetric matric C ∈ R+N×N
whose (u, v)-entry is cuv.
We will also adopt the following convention. Even if G is undirected, for any edge we choose
arbitrarily and w.l.o.g. one of the two directions of the edge. Then we define the incidence matrix
A ∈ {0,±1}M×N as follows
Aeu =

−1 if e = (∗, u)
1 if e = (u, ∗)
0 otherwise
. (16)
As it will be clear, the direction we have chosen is only required in order to assign a sign to the flow of
current in each edge.
With this notation in mind, we define the matrix C ∈ RM×M as the diagonal matrix whose (e, e)-entry




cu if u = v
−cuv if (u, v) ∈ E




v|(v, u)∈E cuv is the sum of all the conductances of the edges incoming in u.
Electrical networks and Markov chains
We associate to any reversible consensus matrix P with left invariant normalized eigenvector πT a
resistive electrical network whose graph G is the same as the graph of P , and where we set the conductances
as
cuv = NπuPuv
where N is the number of agents. Notice that the reversibility conditions implies cuv = cvu, which is
of course needed in a resistive electrical network. If C and A are defined as above, we can recover the




and noticing that P = I − L. The matrix L is the so called Laplacian of P .
Electrical networks and effective resistances
Let i ∈ RN be given such that iT1 = 0, and interpret the k-th entry of i as the current which is injected
(or extracted if negative in sign) in the k-th node of the network from an external source. For example,
if a ampere are injected in node u and a ampere are extracted from node v, we have i = a(ev − eu),
where ek denotes the element of the canonical base of RN having a one in position k.
We denote by j ∈ RM and v ∈ RN respectively the current flow on the edges and the potentials at the
node which are produced at steady state in the network by injecting i. The previously defined matrices
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A and C allow us to compactly write Kirchhoff’s node law and Ohm’s law as the systemATj = iCAv = j (17)
where the first equation says that the total flow entering in any nodes equals the total flow exiting from
it, while the second is, row by row, Ohm’s law vu − vv = ruvjuv, (u, v) ∈ E.
We say that we can solve the electrical network if we find the solutions j and v of Eq. 17, which are
assured to exist by Maxwell’s Theorem [21]. Putting the two together and dropping j we obtain the
electrical equation
ATCAv = i. (18)
A further constraint on v is needed in order it to be uniquely determined. One can choose π ∈ R+
such that πT1 = 1 and impose
πTv = 0. (19)




P t − 1πT .




which gives a closed formula for v in terms of the injected current and of the chosen constraint for v.
We conclude this section defining the effective resistance of a pair of nodes in the electrical network
(G, c). Given u and v in V , we say that the effective resistance among them is
Ruv(G, c) = iTv (21)
once we set i = eu− ev, namely once we inject 1 Ampere in u and extract 1 Ampere from v. This is the
equivalent resistance in a network in which the whole network is reduced to the edge (u, v). By Eq. 20,




(eu − ev)TGΠ−1(eu − ev). (22)
The reason for which we consider reversible Markov chains and their analogy with electrical networks
is that, as it will be proven further on, the performance cost we are interested in can be rewritten in terms
of effective resistances in the corresponding electrical network. On the other hand, effective resistances
present several monotonicity properties which are not equally clear when dealing with the matrix P . By
making use of Rayleigh’s monotonicity law and of some results proven in [5], we can in fact prove that
if we have an electrical network G, c in which all the resistances are such that rij ∈ [rmin, rmax], then
rminRuv(G, 1) ≤ Ruv(G, c) ≤ rmaxRuv(G, 1), ∀ (u, v) ∈ V × V.
This justify the notation Ruv(G) which we use to denote the effective resistance on the graph G, when
all the resistances are set to 1 Omh.
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Another interesting result from [5] deals with h-fuzzes. Given an integer g ≥ 1 and a graph G, we
call h-fuzz of G, and we denote by G(h), a graph with the same set of nodes, V (h) = V , and with an edge
among two nodes u and v as soon as the graphical distance dG(u, v)2 among u and v in G has length at
most h
E(h) = {(u, v) ∈ V × V : dG(u, v) ≤ h}.
It is easy to see that if G is the graph associated to a consensus matrix P in which all the diagonal entries
are strictly positive, then G(2) is the graph associated to P 2.
The result states that if G is a graph in which every node has at most δ neighbors, then
1
hδh
Ruv(G) ≤ Ruv(G(h)) ≤ Ruv(G)
where recall that Ruv(G) is the effective resistance in electrical network whose graph is G and all the
resistances are set to 1, and analogously for Ruv(G(h)).
In conclusion, effective resistances are characterized by a high grade of monotonicity. Moreover, we
can say that if h is “low”, then the effective resistance in a graph and in its h-fuzz are essentially the
same.
2.3.2 Main result
Let P be a reversible consensus matrix with left invariant normalized eigenvector πT , and consider the
electrical network (G(2), cP ) in which G is the graph associated with P and cPuv = Nπu[P 2]uv. The
















is the average effective resistance in (G(2), cP ).
This result is important since it expresses the performance cost we are interested in as a function of an
average effective resistance, on which we can apply the monotonicity properties we have stated above.
Notice moreover that in case P is symmetric, for which πu = 1N , ∀u ∈ V , the previous inequality
particularizes to
J(P ) = R̄(G(2), cP ),
which is the result one can find in [35].
We conclude this paragraph stating the following proposition. Its importance lies on the fact that it
allows one to rewrite the cost as a function of the average effective resistance of the graph G only, at the
mild cost of assuming that the nonzero entries of P lie in some interval.
Proposition 4. Let P be a reversible consensus matrix with left invariant measure πT associated with a
graph G. Assume all the nonzero entries of P lie in the interval [pmin, pmax], and the maximum number
2The graphical distance among u and v is defined as the length of the minimum path connecting u and v
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of neighbors of any node be δ. Let G represent the electrical network in which all the resistances are set
to 1 Ohm. Then there exist two values c1 and c2 such that
c1R̄(G) ≤ J(P ) ≤ c2R̄(G) (23)
where c1 and c2 depend on pmin, pmax, δ and on the products πminN and πmaxN .
The importance of this proposition lies in the following argument. A very common goal when
studying consensus algorithms is to understand how some specific performance cost behave as a function
of the number of nodes of the graph. In other words, it is common to take a family of growing graphs
all characterized by some property, and study how the dimension influences the cost. To give a simple
example, it is known that the rate of convergence to consensus is the second largest eigenvalue of the
matrix P , and that it converges to the value 1 for many classes of graphs. To understand how fast it
converges to 1 gives some insight on the diffusion velocity of information in the graph. This is what has
been done in the previous sections in the case of Cayley graphs.
With this respect, Theorem 4 is unfortunately a partial result. We can if fact find families of graphs
growing in the number N of nodes with associated reversible consensus matrices P whose nonzero
entries lying in an interval independent on N and with a bounded (in N ) neighborhood for any node, for
which however the products πminN and πmaxN do not lie in intervals bounded in N .
In order to apply Theorem 4 on growing families of graphs, we must make a further assumption
ensuring that the products πminN and πmaxN are bounded from above and from below.
Even if this could seem a strong assumption, there are many cases of interest in which it is implicitly
satisfied. A first case of course is when we have a family of symmetric consensus matrices, which can
be produced using Metropolis-Hastings weights. Another simply implementable case is when one has
a growing family of graphs G(N) and builds the u-th row of the corresponding consensus matrix P (N)





, (u, v) ∈ E
1
δu
, u = v
0, otherwise
where δu(N) is the number of in-neighbors of u in the graph G(N). If δu(N) ≤ δ for any node u and
for any N , then it is possible to show that if π(N) is the left invariant normalized eigenvector of P (N),
then all its entries lie in the interval [ 1
δ2N
, 14N ], thus the assumption is easily satisfied.
2.3.3 Applications to geometric graphs
In the previous paragraphs we have shown how to rewrite the performance cost of a consensus matrix
P we are interested in terms of average effective resistance of the associated graph G. By using the
properties of the effective resistances, it is also possible to show how to reduce some complex graph
to more regular or simple graphs. In this section we are going to prove, as an example, that a class of
geometric graphs behaves in the same manner as suitable regular Cayley graphs. The advantage is that
for regular grids it is well known (see Proposition 2) how the cost depend on the number of nodes in the
case of large graphs.
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Figure 11. An example of geometric graph, for which sharp values for s, r and γ are shown.
Geometric graphs: definitions and properties
Let G = (V, E) be a connected undirected graph such that V ⊂ Rd and |V | = N . Namely, the graph is
deployed in some Euclidean space Rd and the nodes occupy some specific point in it. We assume that
there exist an hypercube Q ⊂ Rd of edge length ` such that V ⊂ Q, namely all the nodes lie in the
hypercube Q.
Following [5], we define following parameters:
• a lower bound on the minimum Euclidean distance between any two nodes:
s ≤ inf
u, v∈V, u 6=v
{dE(u, v)} ; (24)
• an upper bound on the maximum Euclidean distance between any two connected nodes:
r ≥ sup
(u, v)∈E
{dE(u, v)} ; (25)
• an upper bound on the radius, γ, of the largest ball centered in Q not containing any node of the
graph:
γ ≥ max {r|B(x, r) ∩ V = ∅, ∀x ∈ Q} ; (26)






| (u, v) ∈ V × V
}
. (27)
An example of such a graph in 2-D is drawn in Fig. 11, where the parameter ρ is not specified.
Take now a growing family of geometric graphs G(N) deployed in Rd, and assume that each of
them respect the parameters s, r, γ and ρ as defined above. Take a family of reversible consensus
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matrices P (N), P (N) associated with G(N), and call πT (N) the corresponding left invariant normalized
eigenvector. Assume that all the nonzero entries of P (N) lie in the interval [pmin, pmax], and that any
entry of πT (N), for any N is such that βl ≤ πTu (N) ≤ βu. Then there exist two constants C ′d, C ′′d ,
dependent on pmax, pmin, δ, d, parameters of the geometric graph and βl and βu, such that
• if d = 1,
C1N ≤ J(P (N)) ≤ C ′1N ;
• if d = 2,
C2 logN ≤ J(P (N)) ≤ C ′2 logN ;
• if d ≥ 3,
Cd ≤ J(P (N)) ≤ C ′d .
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3 Network management design
We studied the performance (in the sense of estimation error covariance) of real-time filtering running
over two of the most promising routing protocols: Directed Staged Flooding (DSF) and Unicast Path
Diversity (UPD), which is a specific implementation of a protocol based on TSMP [16]. In particular, we
shown how to derive the end-to-end packet loss latency and connectivity statistics in terms of λabh , which
is the probability that a packet sent from sensor a is delivered to sensor b with a delay τ not greater than
h (i.e. λabh = P[τ ≤ h]). These statistics are used off-line to compute the performance of a Kalman-like
estimator with a buffer of dimension N storing the various measurements. These types of filters have
been proposed in [42], and here we extend them to consider a shifted buffer, i.e. only measurements with
a delay between M and M+N , where M is the buffer shift. Through numerical simulations, we shown
that there is a trade off between performance, computational complexity and system dynamics, which
might lead to regimes where one routing protocol is better than the other and regimes where the opposite
occurs. This implies that protocols must be chosen with the specific application in mind.
3.1 Networking protocols for WSN: UPD and DSF
This section provides brief descriptions and Markov Chain models of two mesh routing protocols de-
signed to provide high reliability for industrial control applications. For more details and examples,
see [16].
3.1.1 Unicast Path Diversity
Dust Networks, Inc. proposed Unicast Path Diversity (UPD) over Time Synchronized Mesh Protocol
(TSMP) [22], which exploits frequency, time, and space diversity for reliable networking in sensor
networks. UPD is a many-to-one, multi-path routing protocol where each node in the network has
multiple parents and the routing graph has no cycles. The links selected for routing are bidirectional,
hence every link transmission can be acknowledged. If a packet transmission is not acknowledged, it
is queued in the node for retransmission. To schedule the network, time is divided into time slots, and
grouped into superframes. At each time slot, pairs of nodes are scheduled for transmitting a packet
on different frequencies. The superframe containing the schedule of transmissions is repeated over
time. Our model uses frequency hopping to justify the assumption that links are independent over
retransmissions.
In order to calculate λabh , we construct a general Mesh TDMA Markov Chain (MTMC) model for
UPD that assumes knowledge of the routing topology, schedule, and all the link probabilities. MTMC
models single packet transmission in the network without the effects of queuing.
Mesh TDMA Markov Chain Model: let us represent the routing topology as a graph G = (V , E), and
denote a node in the network as i ∈ V = 1, . . . , N , and a link in the network as l ∈ E ⊂ {(i, j)|i, j ∈ V},
where l = (i, j) is a link for transmitting packets from node i to node j. Time hwill be measured in units
of time slots, and let H denote the number of time slots in a superframe. The link success probability
for link l = (i, j) at time slot h is denoted p(h)l , or p
(h)
ij . We set p
(h)
l = 0 when link l is not scheduled to
transmit at time h. It is possible to construct the following time-varying, discrete-time Markov Chain:
Definition 4 (MTMC Model). Let the set of states in the Markov Chain be the nodes in the network,
V . The transition probability from state i to state j at time h is simply p(h)ij , with p
(h)









































































































































































































































































































Figure 1: (left) UPD and (right) DSF schedules for routing on a grid of width 3, used in the
calculations for the graph in Fig. 2.
the joint probability of successful link transmissions between stages. When the
links are all independent, the model is:
Definition 2 (DSFMC Model) Let’s assume we have a routing topology with
K + 1 stages 0, . . . ,K. Each stage k has Nk nodes, and the set of 2
Nk possible
states in stage k is represented by the set of numbers S(k) = {0, . . . , 2Nk−1}. Let
K(k) be the set of nodes in stage k and for each state σ(k) ∈ S(k), let R(k)σ ⊂ K(k)
be the set of nodes that have received a copy of the packet and U (k)σ = K(k)\R(k)σ
be the set of nodes that have not received a copy of the packet (see Fig. 3). Let
ω(k) denote the state where no nodes received a copy of the packet in stage k.
The conditional probability that the next state X(k+1) equals σ(k+1) given that
the current state X(k) equals ω(k) is 0 if σ(k+1) 6= ω(k), and 1 if σ(k+1) = ω(k).




































Figure 2: Calculated end-to-end connectivity λabh as a function of latency h using
the routing schedules described in Fig. 1, where all the links have probability
pl = 0.6, a = 0 and b = 8.
3
Figure 12. (left) UPD and (right) DSF schedules for routing on a grid of width 3, used in the calculations for the graph
in Fig. 13.
Let P(h) = [p(h)ij ]T ∈ [0, 1]N×N be the column stochastic transition probability matrix for a time slot
and P(H) := P(H)P(H−1) . . .P(1) be the transition probability matrix for a repeating superframe. Let a
packet originated at node a be represented by p(0) := e[a], where e[a] is an elementary vector with the
a-th element equal to 1 and all oth r elements equal t 0. The probability distribution of the state at time




p(0). With this definition the probability
that a pack t is delivered from a o b with a d lay n t greater th n h is λabh = p
(h)
b (the b-th element of
p(h)).
3.1.2 Directed Staged Flooding
Directed Staged Flooding (DSF) uses simple constrained flooding for one-to-many or one-to-one routing.
Unlike UPD, DSF provides increased end-to-end connectivity with less latency by multicasting packets
instead of using acknowledgments and retransmissions. Like UPD, DSF assumes that the nodes follow
a TDMA routing schedule. During a transmission each node transmits to a subset of its neighboring
nodes. Furthermore, we group the nodes along the end-to-end transmission path such that a packet is
modeled as being passed between groups of nodes, and we call each group of nodes a stage. For instance,
looking at the node topology for one time slot on the right of Fig. 12, each column of nodes is a stage.
For simplicity, here we assume the nodes are not shared between stages, although this is not required
(see [16]).
We use a Directed Staged Flooding Markov Chain (DSFMC) model to calculate λabh , assuming the
routing schedule, the stage grouping, and all the link probabilities are known. The model requires the sets
of link transmissions between distinct pairs of stages to be independent. Like UPD, DSF uses frequency
hopping over time to help justify this assumption. However, the model allows the link transmissions
between the same pair of stages to be correlated.
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Figure 13. Calculated end-to-end connectivity λabh as a function of latency h using the routing
schedules described in Fig. 12, where all the links have probability pl = 0.6, a = 0 and b = 8.
Directed Staged Flooding Markov Chain Model: The notation for the routing topology is the same as
in the MTMC model. Note that here the link success probability for link l = (i, j) is treated as being
time-invariant and is denoted pl (or pij), since each link is used only once when transmitting a single
packet.
It is possible to construct a time-invariant, discrete-time Markov Chain where the state at a stage
represents the set of nodes that successfully received a copy of the packet. The transition probabilities
between the states depend on the joint probability of successful link transmissions between stages. When
the links are all independent, the model is:
Definition 5 (DSFMC Model). Let’s assume we have a routing topology with K + 1 stages 0, . . . , K.
Each stage k has Nk nodes, and the set of 2Nk possible states in stage k is represented by the set of
numbers S(k) = {0, . . . , 2Nk − 1}. Let K(k) be the set of nodes in stage k and for each state σ(k) ∈ S(k),
letR(k)σ ⊂ K(k) be the set of nodes that have received a copy of the packet and U (k)σ = K(k)\R(k)σ be the
set of nodes that have not received a copy of the packet (see Fig. 14). Let ω(k) denote the state where
no nodes received a copy of the packet in stage k. The conditional probability that the next state X(k+1)
equals σ(k+1) given that the current state X(k) equals ω(k) is 0 if σ(k+1) 6= ω(k), and 1 if σ(k+1) = ω(k). If
σ(k) 6= ω(k):












The transition probability matrices between stage k and k+1 are P(k+1) ∈ [0, 1]Nk+1×Nk , where the
entry in position (σ(k+1), σ(k)) of the matrix is P [X(k+1) = σ(k+1)|X(k) = σ(k)]. The initial state X(0)
is the state σ(0) corresponding to R(0)σ = {a}, where a is the node sending the initial packet. Then, the





transmissions of nodes within a stage must be scheduled in separate time slots so they do not interfere
with each other, so time h is related to stage k by h = ∑k−1j=0 Nj . Then, λabh = ∑{σ(k)|b∈R(k)σ }P [X(k) =
σ(k)], a summation over the corresponding elements in the vector p(k).
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If σ(k) 6= ω(k):













The transition probability matrices between stage k and k+1 are P(k+1) ∈
[0, 1]Nk+1×Nk , where the entry in position (σ(k+1), σ(k)) of the matrix is P[X(k+1) =
σ(k+1)|X(k) = σ(k)]. The initial state X(0) is the state σ(0) corresponding to
R(0)σ = {a}, where a is the node sending the initial packet. Then, the probability






Assume the transmissions of nodes within a stage must be scheduled in separate
time slots so they do not interfere with each other, so time h is related to stage
k by h =
∑k−1





(k) = σ(k)], a summation
over the corresponding elements in the vector p(k).
stage s
time k1 s1 s2 s3 s4 s5
U (k1)σR(k1)σ
s1 s2 s3 s4 s5stage s
time k2
U (k2)σR(k2)σ = ∅
Figure 3: Mapping of states to nodes that received a packet in the DSFMC
model. A state σ(k) of a stage is in correspondence with the set of nodes R(k)σ
that correctly received the packet (greyed circles).
1.1.3 UPD and DSF Comparison
UPD can deliver packets from a to b in a shorter time than DSF, but with a
larger variance. Also limh→∞ λabh = 1 for UPD, while λ
ab
h ≤ 1 for DSF after the
last stage transmits (assuming pl 6= 1). This imply that UPD can always provide
better end-to-end connectivity at high latencies h. DSF tends to perform better
when there are a few very poor links scattered throughout the network. Fig. 2
compares λabh for various h for UPD and DSF under the schedules in Fig. 1,
assuming pl = 0.6 ∀l ∈ V.
1.1.4 Usage of UPD and DSF for estimation
Both protocols can be used for estimation purposes. Assume that nodes a = 0
and b = 8 in Fig.2 are respectively a sensor and an estimator; a collects data and
then sends packets towards b through the UPD or DSF network. How should
b handle packet loss and delay to have some kind of optimal estimate? Which
protocol behaves better and under what conditions? In the next sections we
4
Figure 14. Mapping of states to nodes that received a packet in the DSFMC model. A state σ(k) of
a stage is in correspondence with the set of nodes R(k)σ that correctly received the packet (greyed
circles).
3.1.3 UPD and DSF Comparison
UPD can deliver packets from a to b in a shorter time than DSF, but with a larger vari nce. Also
limh→∞ λabh = 1 fo UPD, while λabh ≤ 1 for DSF after the last stage transmits (assuming pl 6= 1). This
imply that UPD can always provide better end-to-end connec ivi y at high l tencies h. DSF tends to
perform better when ther are a few very poor links scattered throughout the network. Fig. 13 compares
λabh for various h for UPD and DSF under the schedules in Fig. 12, assuming pl = 0.6 ∀l ∈ V .
3.1.4 Usage of UPD and DSF for estimation
Both protocols can be used or estim tion purposes. Assume that nodes a = 0 and b = 8 in Fig.13 are
respectively a sensor and an estimator; a collects data and then sends packets towards b through the UPD
or DSF network. How should b handle packet loss and delay to have some kind of optimal estimate?
Which protocol behaves better and under what conditions? In the next sections we will formally state
the problem assuming that a measures the following discrete time linear stochastic plant:
xt+1 = Axt + wt yt = Cxt + vt (28)
where t ∈ N, x,w ∈ Rn, A ∈ Rn×n, y, v ∈ Rm, C ∈ Rm×n, (x0, wt, vt) are Gaussian, uncorrelated,
white, with mean (x̄0, 0, 0) and covariance (P0, Q,R) respectively (note P 6= P from Defs. 4 and 5).
We also assume that the pair (A,C) is observable, (A,Q1/2) is reachable, and R > 0.
Note that measurements are time-stamped, encapsulated into packets, and then transmitted through
the digital communication network. Time-stamping of measurements is necessary to reorder packets at
the receiver side since they can arrive out of order.
3.2 Minimum variance estimators subject to packet loss and delay




1 if yk is received at or before time t, t ≥ k
0 otherwise
We also define the packet delay τk ∈ {N,∞} for observation yk as follows:
τk =
{
∞ if γtk = 0,∀t ≥ k
tk− k otherwise (tk := min{t|γtk = 1})
(29)
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where tk is the arrival time of observation yk at the estimator. If the delay of the arriving packets is
bounded, i.e. if there exists N̄ such that γtk = γt+1k for t − k + 1 ≥ N̄ , then it has been shown in [42]
that the minimum variance estimator x̂tt|t = E[xt | arrived measurements] = E[xt | γt1, .., γtt , ỹt1, .., ỹtt]
(where ỹtk = γtkyk) and its corresponding prediction error covariance P tt+1|t = E[(xt+1 − Ax̂tt|t)(xt+1 −
Ax̂tt|t)T | γt1, . . . , γtt ] is given by a time-varying Kalman Filter with a buffer of size N̄ whose equations
are:
x̂t
t−N̄ |t−N̄ = x̂
t−1












Ktk = P tk|k−1C
T (CP tk|k−1C
T +R)−1
P tk+1|k = AP
t
k|k−1A
T +Q− γtkAKtkCP tk|k−1A
T
where k = t − N̄ + 1, . . . , t, and x̂th|h = x̄0, P th|h−1 = P0 for h ≤ 0. Because the error covariance
P tt+1|t depends on the packet arrival sequence γ
t
k, it is time-varying and does not converge to a steady
state, unlike the standard Kalman Filter with no packet loss. Moreover, it requires the inversion of up
to N̄ matrices at every time step t and might be too expensive for on-line implementation. Also, the
buffer size N̄ needed for the optimal estimator might be too large. Although in theory even very old
measurements help reduce the estimation error, in practice their contribution is marginal. In Sec. 3.3 we
propose a new strategy requiring no matrix inversion and whose buffer size can be reduced to trade off
performance with computational complexity.
3.3 Estimation with shifted buffer and constant gains
In this section we propose a suboptimal estimator design strategy which does not require any matrix
inversion and has a buffer with length smaller than the WSN maximum packet delay N̄ . Since we
want to quantify the performance of the estimator, we need to specify the statistics of the packet arrival
process from sensor a to estimator b. We assume it to be stationary and i.i.d. with probability function
(in the following we will omit the superscripts): λh := λabh = ¶[τt ≤ h], where t ≥ 0, 0 ≤ λh ≤ 1
is non-decreasing in h = 0, 1, . . . , N̄ , and τt was defined in Eqn. (29). Although arrivals might not be
i.i.d. because of correlation in packet delays, the i.i.d. assumption allows us to explicitly compute the
performance of the proposed estimators and to find the optimal gains within this class.
Starting from the buffer of the optimal filter described in Sec. 3.2, we consider the subset of the
measurements with time delays in M, . . . ,M + N (the subset will be called a shifted buffer), where
M = 0, . . . , N̄ is the starting point of the shifted buffer, and N = 1, . . . , N̄ − M is its length (an
example is shown in Fig. 15). The estimation scheme has the following structure:
x̃tt−M−N |t−M−N = x̂t−1t−M−N |t−M−N
x̃tk|k = Ax̃tk−1|k−1+γtkK̃t−k(ỹtk − CAx̃tk−1|k−1),
x̃tt|t = AM x̃tt−M |t−M (30)
where k = t−M−N+1, . . . , t−M , which mimics the time-varying estimator with the buffer in the
previous section, but with gains {K̃h}M+N−1h=M not depending on the packet arrival sequence γtk, unlike
the gains {Ktk} of the optimal filter of Sec. 3.2.
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The performance of this new estimator is measured in terms of its prediction error covariance P̃t+1|t =
E[(xt+1 − Ax̃tt|t)(xt+1 − Ax̃tt|t)T | γt1, ..., γtt ]. Obviously it must be P tt+1|t ≤ P̃ tt+1|t for every sequence
γtk since the filter in the previous section is the minimum variance linear filter. Just like P
t
t+1|t, the
prediction error covariance P̃ tt+1|t is a random variable since it depends on the specific realization of the
arrival process γtk. Therefore, we are interested in computing the expected prediction error covariance
with respect to all possible realizations of γtk, i.e. P
t
t+1|t = Eγ[P̃ tt+1|t] = P
t
t+1|t(K̃,N,M), where we
made explicit the dependence on the gains K̃ = (K̃M , . . . , K̃M+N−1), the length of the buffer N , and its
initial position M . The following theorem provides stability conditions for the proposed filter.
Theorem 6. Consider the following modified A.R.E.:
P = Φλ(P ) = APAT +Q− λAPCT (CPCT +R)−1CPAT (31)
and the gain KP = g(P ) = PCT (CPCT + R)−1. If A is unstable, then there exists a unique positive
semidefinite solution if and only if λ > λc where:
• λc depends only on the pair (A,C);








• pmin = 1− λc if C is rank one;
• pmax = 1− λc if C is invertible.
If A is strictly stable, then there always exists a unique positive semidefinite solution. Consider also the
class of filters defined by Eqn. (30), and suppose the packet arrival process is i.i.d.. If λM+N−1 < λc
then limt→∞ supt P
t
t+1|t(K̃,N,M) =∞ for any choice of the gains K̃. If λM+N−1 > λc, then consider
the following positive semidefinite matrices:
VM+N−1 = ΦλM+N−1(VM+N−1)
Vk = Φλk+1(Vk+1), k = M +N − 2, . . . ,M
Vk = AVk+1AT +Q = Φ0(Vk+1), k = M − 1, . . . , 0
(32)
and the gains K̃∗k = g(Vk), k = M +N − 1, . . . ,M . Then:
limt→∞ P
t
t+1|t(K̃∗, N,M) = V0(N,M)
limt→∞ P
t
t+1|t(K̃,N,M) ≥ V0(N,M), ∀K̃ .
Finally V0(N,M) ≥ V0(N + 1,M).
Thm. 6 states that if the packet arrival probability for the last slot in the buffer λM+N−1 is sufficiently
high, then there exists a stable estimator within the class of filters here proposed. Thm. 6 also shows how
to find the best estimator in terms of minimum variance within this class. The best expected prediction
error covariance V0(N,M) is a function of the buffer length N and initial position M . The memory
and computational complexity for such estimators do not depend on M . Therefore, we would like to
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f(V ) = trace(V ) and f(V ) = zTV z, where z ∈ Rn. Using this cost function we
will compute the optimal shifted buffer M for any fixed N as:
M∗(N) = arg min
M
f (V0(N,M))
and the corresponding minimum cost v∗(N) = minM f(V0(N,M)). Since M is
an integer, it is not possible to find the minimum in closed form. Therefore, we
need to explicitly compute f(V0(N,M)) for all M . However, this can be done







Figure 4: Example of shifted buffer with M =3 and N =4; the elements of the
buffer and the λh’s used in Eqn. (4) are plotted with a continuous line. The
dashed λh refers to the trivial buffer with M=0 and N=N̄ .
1.4 Estimation performance under UPD and DSF routing
protocols
In this section we apply the results of Sec. 1.2 to the situation proposed in
Sec. 1.1.4 to evaluate performances for the 2D target tracking application. A
popular model for the dynamics of a moving target is given by a double inte-
grator subject to white noise, i.e. ξ̈x(t) = wx(t) where ξx is the position of the
moving target along the x-axis and wx(t) is continuous time white noise with
zero-mean and variance q. We also assume that the position measure is noisy,
i.e. yx(t) = ξx(t) + v(t), where v(t) is zero mean white noise with variance I.
The dynamics along the y-axis are modeled similarly and the noises are assumed
to be uncorrelated along the two axes. The state space dynamics, discretized




































and R = rI respectively, and I is the identity matrix. In
this case (A,Q1/2) is reachable, (A,C) is observable and the critical packet
8
Figure 15. Example of shift d buffer with M = 3 and N = 4; the elements of the buffer and the λh’s
used in Eqn. (31) are plotted with a continuous line. The dashed λh refers to the trivial buffer with
M=0 and N=N̄ .
find the best M which minimizes V0(N,M). Unfortunately it is not possible to guarantee that there
exits M∗ such that V0(N,M∗) ≤ V0(N,M), and indeed this is actually false in general. To overcome
this limitation, we will consider a cost function which is linear and positive in V ≥ 0, i.e. a function
f : Rn×n → R+. Some examples are f(V ) = trace(V ) and f(V ) = zTV z, where z ∈ Rn. Using this
cost function we will compute the optimal shifted buffer M for any fixed N as:
M∗(N) = arg min
M
f (V0(N,M))
and the corresponding minimum cost v∗(N) = minM f(V0(N,M)). Since M is an integer, it is not
possible to find the minimum in closed form. Therefore, we need to explicitly compute f(V0(N,M))
for all M . However, this can be done off-line and then used for on-line estimation.
3.4 Estimation performance under UPD and DSF routing protocols
In this section we apply the results of Sec. 3.2 to the situation proposed in Sec. 3.1.4 to evaluate
performances for the 2D target tracking application. A popular model for the dynamics of a moving
target is given by a double integrator subject to white noise, i.e. ξ̈x(t) = wx(t) where ξx is the position
of the moving target along the x-axis and wx(t) is continuous time white noise with zero-mean and
variance q. We also assume that the position measure is noisy, i.e. yx(t) = ξx(t) + v(t), where v(t) is
zero mean white noise with variance I . The dynamics along the y-axis are modeled similarly and the
noises are assumed to be uncorrelated along the two axes. The state space dyna ics, discretized with




































R = rI respectively, and I is the identity matrix. In this case (A,Q1/2) is reachable, (A,C) is observable
and the critical packet arrival probability introduced in Thm. 6 is λc = 0 (all the eigenvalues are one).
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Figure 16. Estimation error cost v∗(N̄) for the full length buffer as a function of the ratio q/r with
q = 1 for the UPD and DSF protocols.
Since the behavior of the filter is regulated by the ratio q/r, we fix w.l.o.g. q = 1 and evaluate the
performance as a function of r, in terms of the mean square prediction error
v∗(N) = f(V0(N,M∗(N)) = zTV0(N,M∗(N))z
on the position of the moving target, where zT = [1 0 1 0] and V0(N,M) is the expected prediction error
covariance of the estimator with a shifted buffer with size N and initial position M defined in Sec. 3.3.
First we compute the best achievable performance of filters with constant gains as a function of r for
UPD and DSF protocols with end-to-end packet delay statistics shown in Fig. 13. Noting that λUPDh = 0
for h < 10 and λUPDh ≈ 1 for h > 40 we can set N̄UPD = 40, i.e. almost all packets arrive with a delay
between 10 and 40 time steps. On the other hand λDSFh = 0 for h < 22 and λDSFh = λDSFh+1 = 0.81 for
h ≥ 24, which implies that N̄DSF = 24 and that packet loss probability is pDSFloss = 1− 0.81 = 0.19.
Fig. 16 compares the best achievable performance in terms of v∗(N̄) and shows that UPD always
performs better than DSF for the topology and link probabilities of Fig. 12. This is to be expected for
the two extreme regimes, i.e. for large q/r and for small q/r. In fact, for large q/r, old measurements
cannot reduce the estimation error since xt changes too rapidly. Since UPD delivers some packets with
much smaller delay than DSF, it should perform better. For small q/r, xt changes very slowly, so old
measurements reduce the estimation error. Therefore, a relevant parameter is the packet loss probability,
which is bigger for DSF. Note that UPD performs better for all the q/r ratios for this particular topology
and link probabilities. It can be shown that in other cases the situation can be inverted.
When using a buffer of size N < N̄ there are tradeoffs between estimation and computational
complexity. Fig. 17 shows the performance of the filters as a function of N for three different noise
ratios q/r (buffer shift M being chosen optimally ∀N ). As expected, the performance for DSF becomes
constant for N > 3 since all packets arrives with delay h ∈ {22, 23, 24}. Instead the performance of
UPD improves until N = 30 (range of delay of the packets), and after becomes constant; anyway the
improvements after N >20 are so small that it is not useful to use longer buffers. Note that, if both q/r
and the buffer are very small, DSF performs better than UPD. Therefore, it is not possible to claim that
UPD is always superior to DSF.
Finally, Fig. 18 shows the optimal buffer shift M∗(N) as a function of the buffer length. As expected,
M∗DSF(N) is around the minimum delay of the measurements (i.e. 22). For N > 3, the performance
becomes constant, and the optimal M∗DSF(N) is not unique, since any buffer including delays h ∈
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Figure 17. Estimation error cost v∗(N) relative to the optimal buffer shiftM∗(N) as a function of the
buffer lengthN . The functions are plotted for three different ratios of q/r and for both UPD and DSF.
{22, 23, 24} performs optimally. Therefore M∗DSF(N) s.t. N > 3 can be chosen such that MD∗min(N) ≤
M∗DSF(N) ≤ MD∗max(N). The UPD case depends more on the q/r ratio. When N is small we will use a
few recent measurements, while when N is large we will include more older measurements. In the case
of Fig. 18, M∗UPD initially decreases as N increases, indicating that the buffer adds packets with smaller
delays. Then for h<10 the buffer adds the packets with bigger delays (a further decrease in M does not
help). When N > 30, the addition of packets with smaller delay also provides negligible improvements
in performance so each M∗UPD(N) can be chosen s.t. MU∗min(N) ≤M∗UPD(N) ≤MU∗max(N).
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Figure 18. Optimal buffer shift M∗(N) as a function of the buffer length N for q = 1 and r = 0.005.
After the branching point (Br.Pts. in figure), the value M∗(N) can be any point between the two
branches, i.e. M∗min(N) ≤M∗(N) ≤M∗max(N).
4 Network coding design
In this section we will propose in more details the coding techniques for consensus algorithms in
the case of noiseless digital channels, presented in [4], and in case of noisy digital channels, presented
in [10].
4.1 A coding method for consensus in case of noiseless digital channels
In recent years, motivated by the possible great diffusion of wireless networks, researchers have
addressed their efforts in finding algorithms able to solve specific problems in a distributed way. De-
centralized control of autonomous vehicles and distributed Kalman filtering are two examples of what is
potentially achievable exploiting, with a suitable algorithm, all the capabilities of a wireless network.
A common feature of these algorithms is that they have to take into account many constraints on
the information flow, since the agents can exchange information through some communication network.
Such a network will be hereafter modelled as a directed graph G = (V, E), where V is the set of agents
V = {1, . . . , N} while E , the set of edges, is a subset of V × V such that (i, j) ∈ E iff the agent j can
send information to the agent i.
One of the simplest problem for which a distributed algorithm have been found is the so called
average–consensus problem, where a network of interconnected agents is required to compute the mean
of some numbers. The first approach appeared in the literature (see, i.e. [37]) modelled every agent’s
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where pij are coefficients complying with the communication constraints between agents, thus pij 6= 0
only if the edge (i, j) belongs to E . Equation 33 imply that every agent, during algorithm evolution, keeps
update his state with a proper average among his state and those of his neighbours. More compactly we
can write
x(t+ 1) = Px(t) = (I +K)x(t), (34)
where P = (pij) ∈ RN×N , K = (kij) = P−I and x(t) ∈ RN groups all agents states in a single state
vector.
In [37] it is shown that, if the graph G is strongly connected, every irreducible doubly stochastic3







where 1 ∈ RN is the vector of all ones.
This simply algorithm implicitly assumes also that the communication network is ideal, so that real
numbers are exchanged between agents without any loss or degradation of information. Of course this
assumption, in real applications, is not realistic due to energy and bandwidth limitations and, for this
reason, a lot of literature has been devoted to investigate the effects of noise or packet drop on the
algorithm performances (see i.e. [7] and [23]). Another limitation of the algorithm 34 is that it requires
the agents to communicate each others their actual states. As already pointed out, these measures belong
to R or, more generally, to a non countable set and, thus, cannot be sent through a digital channel in a
finite time. A naive solution to this problem is to send information with a loss of precision by coding
data with a fixed number of bit. Usually this solution is implemented using the same coding used by
agents CPU’s to encode real numbers which is generally the standard floating-point double precision (64
bits) encoding provided by IEEE.
This solution has two great disadvantages. The first one is related to exploitation of the communication
channel which is generally unoptimized. One need only reflect on the fact that, when the consensus is
almost reached, the agents keep sending whole words of 64 bits length while the information is, at
that point, contained only in a few less significant bits. The second disadvantage is that the precision
loss during communication, together with round–off errors affecting agents computations, cause the
algorithm to converge to a value that could be slightly different from the initial mean of the states.
In [11] and [12] some analysis on quantization effects in standard consensus algorithm are presented
as well as an improved algorithm able to achieve exact average–consensus using a finite number of
bits every algorithm step. Unfortunately the estimation on the required number of bits provided in [12]
increases as the number of agents grows despite simulations show a different trend. Motivated by such
numerical results, in this paper we present a novel algorithm, to which we will refer as the Zoom-in
Zoom-out algorithm, that can achieve exact convergence as well and whose parameters can be chosen,
with some reasonable assumptions, regardless to the number of agents. Even if the theoretical finiteness
of the number of bits required by this algorithm it is not yet proven, numerical results suggest that this
number is finite, it depends only on the algorithm parameters and that it is independent of the number of
agents.
3Under the assumption made on the graph, it is always possible to find such a matrix complying with communication
constraints.
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The idea behind ZIZO–algorithm is to slightly modify equation 34 in order to obtain a state evolution
of the form
x(t+ 1) = x(t) +Kx̂(t), (36)
where x̂(t) is a suitable estimation of the real state at time t.
From 36 it turns out that each agent should keep trace of his neighbours’ state estimations and has to
perform additional operations in order to keep them updated.
In detail, generic ith agent has to manage the following variables:
• xi(t), the state of the agent.
• x̂ij(t)∀j : (i, j) ∈ E , the estimations, made by the agent i, of his neighbour j state as well as the
estimation of his own measure even if this could seems paradoxical.
• zij(t), the zoom factors associated to the estimation x̂ij(t), whose aim will be clearer later.
The algorithm has three positive parameters k1, k2 and q as well as the matrix of coefficients K which
is supposed to be given and designed to obtain, in the linear case, a suitable convergence rate over a
given graph. At every time t the generic ith agent performs these steps:







if |zii(t)| 6= 0. Of course li(t) takes values only in a countable set.
2. It sends the level li(t) to all his neighbours. This is the step which involves communication
between agents.
3. It computes the quantities
fij(t) = lj(t)q|zij(t)| (38)
using the levels lj received from his neighbours.
4. It sets the variables for the next time step
x̂ij(t+ 1) = x̂ij(t) + fij(t)
xi(t+ 1) = xi(t) +
∑
j:(i,j)∈E kijx̂ij(t+ 1)




1 if x ≥ 0
−1 if x < 0 .
It is clear from 37 and 38 that the magnitude of zoom factors afflict the state estimations accuracy.
The bigger the zoom factors are, the roughly the estimations will be; this zoom–reliant estimation
behaviour justify the name given to the algorithm. Since zoom factors play such a fundamental role,
particular care was given to the design of their dynamics. More precisely in the third of 39, the term
k2fij(t) should guarantee the zoom factors to follow the difference between real states and estimations,
thus improving the estimation quality as well as the estimations come close to the real states. The
term k1|zij(t)|sgn(fij(t)), on the other hand, prevent zoom factors from becoming too small in a single
algorithm step as a consequence of a fortuitous coincidence between states and estimations
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Remark 2. Note that, from the algorithm equations, the following holds
|zij(t)| = k1|zij(t− 1)|+ k2|fij(t)| ≥ k1|zij(t− 1)|,
thus, if zij(0) 6= 0, we have zij(t) 6= 0 ∀t and equation 37 is always well–posed.
In the following part of this section we will look for a suitable nonlinear state–space system able to
describe how agents’ states and estimation variables evolve. For this purpose a useful simplification is
given in the following proposition.
Proposition 5. If the ZIZO–Algorithm is initially synchronized, that is x̂ii(0)= x̂ji(0) zii(k)=zji(0)∀(i, j) ∈
E , then it stays synchronized.
Under the hypothesis of proposition 5, the whole network state is described by 3n variables, namely
xi, x̂i = x̂ii = x̂ji and zi = zii = zji and equations 39 can be easily rearranged as follow
x̂i(t+ 1) = x̂i(t) + fq(xi(t)− x̂i(t), zi(t))
zi(t+ 1) = gk1,k2,q(xi(t)− x̂i(t), zi(t))




where fq and gk1,k2,q are two nonlinear functions defined by









gk1,k2,q(x− x̂, z) = k1|z|sgn (fq(x− x̂, z)) +
+k2fq(x− x̂, z).
From the visualization of function fq(xi − x̂i, zi) presented in Fig. 19, it is once again clear that the
smaller the zoom factor zi is, the more precise the difference between xi and x̂i sent from transmitter to
receiver would be, thus improving the estimation accuracy.
More compactly the equations of the system can be written as
x(t+ 1) = x(t) +K [x̂(t) + Φq (x(t)− x̂(t), z(t))]
x̂(t+ 1) = x̂(t) + Φq (x(t)− x̂(t), z(t))
z(t+ 1) = Γk1,k2,q (x(t)− x̂(t), z(t))
,
where we have grouped again the state variables into state vectors and we have collected the scalar
nonlinear functions into two multidimensional functions
Φq(x− x̂, z) =

fq(x1 − x̂1, z1)
...
fq(xN − x̂N , zN)
 ,
Γk1,k2,q(x− x̂, z) =

gk1,k2,q(x1 − x̂1, z1)
...
gk1,k2,q(xN − x̂N , zN)
 .
Finally, if we introduce the functions{
Φq(x− x̂, z) = Φq(x− x̂, z)− (x− x̂)
Γk1,k2,q(x− x̂, z) = Γk1,k2,q(δ, z)− k2(x− x̂).
, (40)
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Figure 19. A 3D visualization of the function f0.4(xi − x̂i, zi)
the system becomes 
x(t+ 1) =Px(t) +KΦq (x(t)− x̂(t), z(t))
x̂(t+ 1) =x(t) + Φq (x(t)− x̂(t), z(t))
z(t+ 1) = k2(x(t)−x̂(t))+Γk1,k2,q (x(t)−x̂(t), z(t))
. (41)
We have to show now that, if the matrix P is such that the linear algorithm 34 can achieve consensus,












 ∈ R3N . (42)
To do this we need first to transform the consensus problem into a stability problem and then apply
the small-gain theorem.
We start pointing out that, since P is doubly stochastic, the system 41 is invariant in respect to any
change of variables given by
y = x− γ1 ŷ = x̂− γ1,











 ∈ R3N : 1Tx0 = 0. (43)
Moreover, from the first of 41, we obtain4
1Tx(t + 1) = 1Tx(t),
4We remark that 1TP = 1T and 1TK = 0T.
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which easily proofs that the mean of agents’ states is preserved during algorithm execution or, in other





initial state has zero mean.
In order to obtain the equation of the system restricted to the subspace U , we introduce the following
linear transformation




























Using the relation x = T−1x̃, the equations of the system in the new state space become
x̃(t+ 1) =TPT−1x̃(t)+TKΦq (T−1x̃(t)−x̂(t), z(t))
x̂(t+ 1) =T−1x̃(t) + Φq (T−1x̃(t)− x̂(t), z(t))
z(t+ 1) = k2T−1x̃(t)− k2x̂(t)+
+Γq,k1,k2 (T−1x̃(t)− x̂(t), z(t))
,
where the matrices TPT−1 and TK have many notable symmetries that can be appreciated introducing












, K11 ∈ RN−1×N−1.








































5It is easy to see that TT−1 = T−1T = IN .
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Figure 20. Positive feedback connection between ΣT and φk1,k2,q
and rewriting system’s equations with the partitioned state inducted by 44, reminding that if the initial
state has zero mean then σ(t) = 1Tx(t) = 0 ∀t ≥ 0, the evolution of remaining variables is given by
η(t+ 1) = Fη(t) +GΦq (Hη(t)− x̂(t), z(t))
x̂(t+ 1) = Hη(t) + Φq (Hη(t)− x̂(t), z(t))
z(t+ 1) = k2Hηx(t)− k2x̂(t)+
+Γq,k1,k2 (Hη(t)− x̂(t), z(t))
, (46)
where the state space has a smaller dimension of 3N − 1.
It suffices to observe that the state variable in 46 are now unconstrained and that the property 43
requires x, and thus x̃ and η, to converge toward zero, to conclude that the convergence of the algorithm
is ensured whenever the system 46 is proven to be globally asymptotically stable.
Remark 3. Note that, since P has an eigenvalue in 1 while the others lie inside the unit circle, from 45
the matrix F turns out to be asymptotically stable.
To prove global asymptotic stability of system 46, we will use the small–gain theorem whose discrete–
time version is well–presented in [31] (see also [44] for a dissertation on the bounded real lemma).
We start pointing out that the system 46 can easily be seen as a positive feedback interconnection
between a linear system ΣT = (Ak2 , B, C) and a static nonlinear function φk1,k2,q as shown in Fig. 20.
The linear system’s matrices are given by
Ak2 =













while the nonlinear function is defined as
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Figure 21. State variance evolution with different parameters’ choices
We are now in position to apply the small–gain theorem. Let
ρ = maxϑ∈[0 ,π]
λ∈Λ(P )



















decreasing in (−1, 1]. Then we have the following theorem.
Theorem 7 (Convergence Theorem). Let G = (V, E) be a graph and let P be an irreducible doubly
stochastic symmetric matrix complying with the communication constraints given by G. Let ρ defined
in 47. Then the ZIZO-Algorithm converges to the average-consensus regardless6 of the initial choice of
















As a consequence of theorem 7, ZIZO–algorithm’s parameters depend only on the minimum eigen-
value of the matrix P and the convergence is assured whenever the matrix P guarantee convergence
6As already pointed out, we need to force zi0 6= 0 to ensure the implementability of the algorithm. What really matter is
the arbitrariness on the choice of x0.
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using the linear algorithm7. Since the minimum eigenvalue is usually independed of the number of
agents8 or can be forced to be greater to any constant β without any further constraint on G providing
that the distributed constraints pii ≥ β+12 hold, it turns out that the algorithm’s parameters can be chosen
regardless to the dimension of G.
In Fig. 21 we show some simulation results obtained with a random geometric graph with 20 agents.
The weights’ matrix P was generated using Metropolis–algorithm, thus obtaining ρ ' 12.7, and the
algorithm’s parameters are chosen in order to obtain different values for the closed loop gain γTγφ.
From these numerical results it seems that the result stated in theorem 7 is still improvable since the
algorithm seems to converge even for closed loop gain greater than 1; moreover the ZIZO–algorithm’s
performances seems very close to those of the linear algorithm 34 whenever the parameters fulfill the
requirements of theorem 7 despite any bound on the convergence rate derivable from the small gain
theorem seems very poor. This discrepancy between theoretical and sperimental results is not surprising
and is due to the conservativeness of the small-gain theorem.
4.2 A coding method for consensus in case of noisy digital channels
While most of the literature on consensus algorithms has modeled communication constraints in
the average consensus algorithm by a communication graph in which a link between two nodes is
assumed to support the noise-free transmission of a real value, there is a clear demand for more realistic
communication models. In fact, some recent work has addressed the cases of quantized communication,
[36, 2, 3, 33, 26], packet losses [23], or transmission affected by additive noise [32, 40]. However, at
our knowledge, there is no contribution yet toward the design of consensus algorithms on networks in
which the communication links are modeled as digital noisy channels. For such networks, information-
theoretic bounds on the performance of distributed computation algorithms have been established in [1,
18].
In the present document, we shall present and analyze distributed algorithms for average consensus on
networks with digital noisy communication channels. The algorithms we propose combine the classical
iterative linear consensus algorithm with coding schemes for the reliable transmission of real numbers
on noisy channels, recently proposed in [19]. Our algorithm are fully distributed, in the sense that they
do not require the agents to have any knowledge of the network structure. The main results consist
in showing that such algorithms drive the agents arbitrarily close to average consensus, at the price
of using a number of channel transmissions and in-node computations at most poly-logarithmic in the
desired precision. Scaling properties as the number of agents grows are investigated as well, and the
computation time is related to spectral properties of the underlying communication graph.
The poly-logarithmic growth in the desired precision of both communication and computational
complexity of the consensus algorithms for networks with digital noisy channels has to be compared with
the logarithmic growth characterizing many of the algorithms proposed in the literature for quantized
transmission channels. As it will be argued, such a performance gap has mainly to be attributed to
the different availability of feedback information in the two problems. Indeed, deterministic channels
inherently include perfect noiseless feedback, as the transmitter knows exactly what the receiver is
going to observe: such a feedback information is critical in the design of consensus algorithms for
networks with quantized communication links, as the agents use it to coordinate among themselves. In
7This implies that G must be connected
8So it is in the wide family of random geometric graphs.
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contrast, when noiseless channel feedback is not available –as in the problem addressed in this chapter–,
coordination of the different agents becomes a much more challenging task.
General results on coding for interacting communication [43, 41] may suggest logarithmic times
to possibly be achievable by embedding an efficient quantized consensus algorithm in a global error
correcting coding scheme. However, as it has also been argued in [29], the tree-code constructions
proposed in [43, 41] suffer from high computational complexity which likely prevents their practical
implementation. Moreover, their global design requires each agent to have knowledge of the whole
network topology, an assumption which contrasts the reconfigurability requirements. In contrast, the
algorithms we shall propose do not require the agents to have any knowledge of the network topology,
and their computational complexity can also be kept tractable.
4.2.1 Problem statement and proposed algorithm
Problem statement
We shall consider a set V of N agents, possibly representing sensors in a wireless network, each having
access to some partial information consisting in the observation of a scalar value, which for instance
may represent the measurement of some physical quantity. The observation of agent v will be denoted
by θv ∈ [0, 1], while θ = (θv) will indicate the full vector of observations. The goal is for the network
to compute the arithmetic average of such values, θave = 1N
∑
v θv by exchanging information among
themselves and without a centralized computing or scheduling system.
Communication among the agents takes place as follows. At each time instant t = 1, 2, . . ., every
agent v broadcasts a bit av(t) ∈ {0, 1} to a subset of agents, to be denoted by N+v ⊂ V . Every agent
w ∈ N+v receives a possibly erased version bv,w(t) ∈ {0, 1, ?} of av(t). The set of in-neighbors of agent
w will be denoted by N−w = {v : w ∈ N+v }, whereas bw(t) = (bv,w(t))v∈N−w will denote the vector of
signals received by agent w at time t. We shall assume that, conditioned on the broadcasted bits (av(t))v,
the received signals bv,w(t) are mutually independent, with bv,w(t) = av(t) with probability 1 − ε, and
bv,w(t) =? with probability ε, where ε > 0 is some erasure probability which -for the sake of simplicity-
is assumed to remain constant in t, v and w. Furthermore, erasures will be assumed independent in time.
Distributedness of the computation/communication algorithm is then enforced by requiring that the bit
av(t) to be a function of the local information available to agent v at time t, i.e. of its initial observation
θv, as well as the signals {bv(s)}1≤s<t received by agent v up to time t− 1.
The communication setting outlined above can be conveniently described by a directed graph G =
(V , E) (the communication graph), whose vertices are the agents, and such that an ordered pair (i, j)
with i 6= j belongs to E if and only if j ∈ N+i (equivalently i ∈ N−j ), i.e. if i transmits to j with erasure
probability ε < 1. In all our results, we shall assume that the graph G is strongly connected, i.e. that
any two nodes u, v are connected by a directed path. We will also assume that G has self-loops on each
vertex; this represents the fact that each node has access to its own information, which is equivalent
to assume a noiseless channel available from i to itself. The presence of self-loops ensures that G is
aperiodic, i.e. the greatest common divisor of its cycle lengths is 1.
Proposed algorithm
Our idea is to use a traditional linear average-consensus algorithm, combined with a technique for
transmission of real numbers over noisy digital broadcast channels, a joint source and channel coding
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proposed in [19].
Consider the above-described scenario, specified by a set of N vertices V , a strongly connected
communication graph G, and an erasure probability ε. The ingredients of our algorithm are:
• a consensus matrix P , i.e., a doubly-stochastic primitive matrix adapted to G, with non-zero
diagonal entries;
• an increasing sequence of positive integers {τ(k)}k∈N, such that limk→∞ τ(k) = +∞; τ(k) repre-
sents the number of bits that each node transmits at k-th iteration of the algorithm;
• a sequence of encoders, i.e., maps φ(k) : [0, 1]→ {0, 1}τ(k);
• a sequence of decoders, i.e., maps ψ(k) : {0, 1, ?}τ(k) → [0, 1];
The usual linear average-consensus algorithm is:
x(0) = θ , x(k + 1) = Px(k) (48)
i.e., at k-th iteration, node i receives from its in-neighbors the numbers xj(k), j ∈ N−i , and updates its




We propose to adapt this algorithm, in a way that takes into account the necessity to transmit the real
values xj(k) along digital noisy channels. The initialization of the algorithm is unchanged: x(0) = θ.
Between iterations k and k+ 1 of our consensus-like algorithm, we allow each node j to broadcast τ(k)
bits to its neighbors:
• the bits transmitted by node j at iteration k are the message aj(k) = φ(k)(xj(k)), i.e., a suitably
encoded version of the state xj(k);
• each i ∈ N+j will receive a corrupted version of aj(k), bij(k), and will use the decoder ψ(k) to
recover an estimate x̂ij(k) = ψ(k)(bij(k))
Then, the next consensus iteration will take place, where node i will use x̂ij(k) to replace the exact state
xj(k) which he can not know exactly:




Clearly, we can write x̂ij(k) = xj(k) + vij(k), and we might think at vij(k) as a residual noise which
could not be removed by the error-correction performed by the decoder. Notice that vij(k) in general
does not have zero-mean, and depends on xj(t) (and thus depends on all past noises). A suitable choice
of the encoder/decoder pairs and of the transmission phases allows to obtain a noise deacreasing with
respect to k, with a speed which will be discussed in Section 4.2.2. To this effect, the assumption that
the transmission lengths τ(k) are increasing in k is essential, because the coding gain is asymptotic in
the length of codewords. This remarks leads us to name our proposed algorithm ‘Increasing Precision
Algorithm’ (IPA).
We can summarize the evolution of the state x(k) in the IPA algorithm in the following compact form:
define V (k) to be the matrix with entries V (k)ij = vij(k) if j ∈ N−i , and 0 otherwise; then:
x(k + 1) = Px(k) + (V (k) P (k)) 1 , (49)
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where 1 denotes a vector with entries all equal to 1 and  denotes the entry-wise (Hadamard) product
between two matrices.
Notice that k takes into account the number of consensus-like updates. However, it is more reasonable
to measure the elapsed time in terms of the number of transmissions: state x(k) is reached after t(k) =∑
h≤k τ(h) transmissions.
Another way of analyzing our algorithm is to take into account also computation time. In fact, the
decoding process can be computationally relevant, in particular for codes with best error-correction
performance. For this reason we introduce the two following definitions: the computation time per
channel use κ(τ), which depends on the choice of the encoder/decoder pair and on the length τ used for





The choice of transmission time t or total transmission/computation time T as the relevant notion of time
step depends if the focus is on the number of channel uses (which are power-expensive), or the actual
time (particularly relevant in the asymptotic regime).
4.2.2 Performance analysis
Preliminaries
Before starting our analysis, we shortly recall some well-known definitions and results about the consensus
matrix P (from Perron-Frobenius theory), which we will use in our proofs.
A square matrix P is stochastic if Pij ≥ 0 for all i and j and P1 = 1; a stochastic matrix such that
1TP = 1T is called doubly stochastic. Given a nonnegative N × N matrix P , we define the induced
graph GM by taking a set V of N vertices, and putting an edge (j, i) in E if and only if Mij > 0. Given
a graph G on V , the matrix P is adapted to G if GP ⊂ G.
A non-negative square matrix is P is primitive if GP is strongly connected and aperiodic. A primitive
stochastic matrix P is known to have the eigenvalue 1 with multiplicity 1 and eigenvector 1, and all other
eigenvalues with modulus strictly smaller than 1. Moreover, if P is doubly-stochastic, P tv converges
for t→∞ to the average of the entries of v.
Consider a doubly-stochastic matrix P with positive diagonal elements and with strongly connected
associated graph GP . Under these assumptions, both P and P TP are doubly-stochastic and primitive.
Hence, P has largest singular value equal to 1 and all other singular values strictly smaller than 1.
Define ρ(P ) to be the second largest singular value of P , and notice that for all vectors v ⊥ 1, ‖Pv‖ ≤
ρ(P )‖v‖, where ‖ · ‖ denotes Euclidean norm.
Average quadratic error
To analyze the performance of our algorithm, we will study the distance from the average of initial
values θave, at k-th iteration of (49):
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We have that e(k) can be decomposed as
e(k) = z(k) + ζ(k)1






1 represents the distance from consensus (distance from average
of current states), whereas ζ(k) = 1
N
1T (x(k)− x(0)) accounts for the distance between the current
average and the average of the initial conditions.
Our main result is the following theorem:
Theorem 8. Consider the IPA algorithm, and let ρ = ρ(P ), and z(k) and ζ(k) be defined as above.
Assume that the sequence of matrices {V (k)}k∈N satisfies the property that for all k ∈ N, E[Vn,m(k)2] ≤












Remark 4. Theorem 8 allows to provide a bound also on 1
N
E[‖e(k)‖2]. Indeed, under the assumptions








E [‖ζ(k)1‖2 + ‖z(k)‖2]







Note that Theorem 8 implies that, as k → ∞, mean square consensus is asymptotically reached.
Moreover observe, that the mean squared distance between the asymptotic consensus point and the
average of the initial conditions, is upper bounded by α
2
(1−α)2 ; since α depends only on the coding
transmission scheme, this bound is, remarkably, independent of either the size of the network or the
consensus matrix P .
Achievable noise decay
Here, we shortly describe two families of codes which allow (at the price of a different complexity) to
obtain two levels of decay speed of the error after decoding. More details can be found in [19].
A first family, which we will call class-(a) encoder/decoder pairs, is based on linear random-tree codes.
Such coding schemes are guaranteed to have error estimated by E[(x − x̂)2] ≤ Cβ2τ , where τ is the
transmission length, and C > 0, β ∈ (0, 1), are constants depending on the erasure probability ε only.
The encoding complexity of these schemes grows quadratically in τ , while the decoding complexity
scales like τ 3.
A second family, which will be referred to as class-(b), has both encoding and decoding complexity
scaling linearly in τ , and error which can be estimated by E[(x − x̂)2] ≤ Cβ2
√
τ , for some constants
C > 0, β ∈ (0, 1).
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Clearly, performance of the coding schemes is given with respect to the transmission length τ . The
speed of convergence of the error to zero with respect to τ suggests the correct choice of time phases
τ(k) to use in the IPA algorithm, in order to achieve exponential decay of the error with respect to
iteration number k:
(a) if the encoder belongs to class (a), choose τ(k) = Sk for S > 0;
(b) if the encoder belongs to class (b), choose τ(k) = S2k2 for some S > 0.
With this choice, the assumptions of Theorem 8 are met with α = βS . Notice that α can be made
arbitrarily small by increasing S, but at the same time large S corresponds to longer transmission time;
in Section 4.2.2 we will discuss suitable choices of the parameter S.
We define the algorithm IPA-(a) and IPA-(b) respectively to be the IPA algorithm with a sequence
of encoder/decoder pairs chosen from class (a) or resp. (b), and with the corresponding choice of τ(k)
defined above. Clearly IPA algorithm is more general, but we focus on this particular choice, in order to
give concretely some implementable options, for which we will provide in the next sections a detailed
performance analysis and simulation results. Moreover, given the choice of a coding scheme within our
proposed classes, then among all choices of transmission lengths τ(k) = Θ(kη), η > 0, our choice of η
is best possible.
Recalling that the total transmission time is t(k) = ∑h≤k τ(h), and that the total transmission/computation
time is T (k) = ∑h≤k max(τ(h), κ(τ(h))), we summarize here the scaling among these indexes for our
algorithms, for further use in the next section.
IPA-(a) τ(k) = Sk implies that the total transmission time is 12Sk
2 ≤ t(k) ≤ Sk2. The computational
complexity is κ(τ) = Kτ 3, so that the total transmission/computation time is T (k) = Θ(k4)
IPA-(b) τ(k) = S2k2 implies that the total transmission time is t(k) = Θ(k3). The computational
complexity is κ(τ) = Kτ , so that the total transmission/computation time is T (k) = Θ(k3) .
Convergence times
First of all, we can re-write the result in Theorem 8 expressing the decay of the error with respect to
transmission time t and total transmission/computation time T . With a slight abuse of notation, we will
write z(t) for z(t(k)) and z(T ) for z(T (k)). The results are summarized in the following corollary.










E[‖z(T )‖2] ≤ C̄γ̄
4√
T
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Now we investigate how much time is necessary to achieve a specified tolerance on the distance from
average consensus. A traditional index to evaluate the performance of the standard consensus algorithm
in terms of its speed, is defined as follows. Given δ > 0, we define the δ-convergence time as
kδ = inf{k ∈ N |
1
N
‖e(h)‖2 ≤ δ, ∀h ≥ k}.
With this definition, for standard linear average consensus algorithm we have that, for δ small enough,
kδ ≤
log δ−1
log ρ−1 . (50)
To understand the performance of the proposed digital average consensus algorithm, we need to adapt
the above definition. Just considering the number of algorithm steps, irrespective of the number of
channel accesses which are used at each step, would not be appropriate. We rather want to consider as
performance index the δ-transmission time tδ, defined as
tδ = inf{t(k) ∈ N |
1
N
E[‖e(h)‖2] ≤ δ, ∀h ≥ k}.
If additionally one wants to keep into account the time required by computations, a suitable convergence
index is the δ-computation/transmission time Tδ, defined as
Tδ = inf{T (k) ∈ N |
1
N
E[‖e(h)‖2] ≤ δ, ∀h ≥ k}.
These two indexes are the object of the next two results.
Corollary 4. Consider algorithm IPA and assume that the assumptions of Theorem 8 are met with
α = βS . Then, S can be chosen in order to ensure that, for δ small enough,















Reasoning similarly to the previous derivation, we can also argue the following result, regarding the
δ-computation/ transmission time.
Corollary 5. Consider algorithm IPA and assume that the assumptions of Theorem 8 are met with
α = βS . Then, S can be chosen in order to ensure that, for δ small enough,
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Scaling properties
Known results of spectral graph theory from [17] and [13] tell us that, for some sequences of structured
graphs of increasing size (e.g. square lattices), the essential spectral radius goes to 1. This implies that
the convergence time (50) of the standard linear consensus algorithm diverges. For instance, square
lattices have ρ = 1−Θ(1/N), and then kδ = O(N), when N →∞.
How does the convergence time scale with N for the IPA algorithms? For brevity, we shall consider
only the transmission time tδ for the IPA-(a) algorithm: the other cases follow a similar discussion.
Its scaling properties can be argued from (51) and (52). If for instance we consider square lattices,
tδ = O(N2). Then its scaling is worse than that of the traditional linear consensus algorithm.
A different treatment is appropriate when the threshold δ is chosen to depend onN . For instance, when
averaging is performed to estimate an unknown scalar from N noisy measurements, one would likely
require δ = Θ(1/N). In this important special case we have that the algorithm scales, on square lattices,
as tδ = O(N2 log3N). Instead, if we consider hypercube networks, which have ρ = 1 − Θ(log−1N),
then algorithm IPA-(a) scales as tδ = O(log5N).
4.2.3 Simulation results and comparison with decreasing gains strategy
For implementing our algorithm, we have chosen a very low-complexity strategy: we have considered
a particularly simple instance of class-(b) coding scheme, which is a generalization of repetition codes.
The encoder ψ(k) : [0, 1] → {0, 1}τ(k) is constructed as follows. Given x ∈ [0, 1], denote its diadic
expansion by x = ∑i≥1 ci2−i, ci ∈ {0, 1}. Then φ(k)(x) ∈ {0, 1}τ consists in transmitting the bits ci’s
and some repetitions of them which are more frequent for most significant bits, as follows
φ(k)(x) = (c1, c1, c2, c1, c2, c3, c1, c2, c3, c4, . . .) .
The decoder ψ(k) sees a version of such vector where some of the transmitted bits are erased, and
constructs a decoded x̂ = ∑i≥1 di2−i as follows. First, notice that all ci’s with i > ν(k) were not
transmitted at all, where ν(k) is such that ν(k)(ν(k) + 1)/2 = τ(k); the decoder will put di = 0 for
i > ν(k). For bits ci, i ≤ ν(k), the decoder will put correctly di = ci if at least one of the repeated
occurrences of ci in the transmitted word has been received un-erased, and otherwise will let di be 0 or
1 uniformly at random.
To form an instance of IPA-(b) algorithm with such coding scheme, we have chosen transmission
lengths τ(k) = k(k+1)2 ∼
k2
2 (in this case, ν(k) = k). Theorem 8 and its corollaries apply and predict
convergence to consensus.
With simulations, we want to compare our algorithm with a different strategy which was used in
previous literature to compute approximate averages running a consensus algorithm in the presence of
noisy communications. We will refer to such family of algorithms as to ‘decreasing gain’ algorithms,
because the key idea is to have time-varying gains, which give decreasing weight to information coming
from neighbors, so as to avoid accumulating an amount of error growing to infinity with time. Algorithms
exploiting this idea were presented independently by various authors (see [32] and [40]). More precisely,
the algorithm is the following. After initializing x(0) = θ, iterate:
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where x̃ij(k) = xj(k)+wij(k) is the version of xj(k) received by i, affected by noise, while µ(k) ∈ (0, 1)
are chosen to satisfy ∑




Such algorithms were designed for channels were real numbers can be transmitted and are affected by
an additive noise with zero-mean, and independent from past history as well as from other channels in
the network. Under such assumptions, [32] and [40] use techniques of stochastic approximation theory
to prove convergence to consensus.
However, we might apply them also to our digital noisy networks, if we replace x̃ij(k) with the
value x̂ij(k) obtained after the process of encoding – transmitting over the channel from i to j –
decoding, by some suitable coding scheme. What we want to compare is the strategy of increasing
transmission lengths versus that of decreasing gains, where we plug into the decreasing gain algorithm
a coding/encoding of fixed length τ̄ , not varying with k.
In the example of implementation that we propose, we choose the same simple repetition-like coding
scheme described above, with a transmission length τ̄ = 15 and we use gains µ(k) = 1
k
.
Here we present one example from our simulations. We considerN = 30 agents, and a communication
graph which is a strongly connected realization of a two-dimensional random geometric graph, where
vertices are 30 points uniformly distributed in the unit square, and there is a pair of edges (i, j) and (j, i)
whenever points i, j have a distance smaller than 0.4. The erasure probability on the links is ε = 0.5.
The initial condition θ is randomly chosen inside [0, 1]N .
The communication graph is undirected, in the sense that N−i = N+i for all i ∈ V . So we choose
to use, for both algorithms that we are comparing, a consensus matrix built according to the Metropolis
weights rules for undirected graphs, illustrated in [48], which can be constructed distributedly, using




1+max{deg(i),deg(j)} if (i, j) ∈ E
1−∑k∈N−i Pik if i = j
0 otherwise
where deg(i) is the number of neighbors of node i.




E[‖e(t)‖2] respectively, with respect to
the number of transmissions t. All our simulations show a similar behavior, where our algorithm
outperforms the decreasing gain strategy.
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