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The Steiner Forest problem is among the fundamental network design prob-
lems. Finding tight linear programmming bounds for the problem is the key
for both fast Branch-and-Bound algorithms and good primal-dual approxima-
tions. On the theoretical side, the best known bound can be obtained from an
integer program by Könemann, Leonardi, Schäfer and van Zwam [KLSv08].
It guarantees a value that is a (2− ε)-approximation of the integer optimum.
On the practical side, bounds from a mixed integer program by Magnanti
and Raghavan [MR05] are very close to the integer optimum in computa-
tional experiments, but the size of the model limits its practical usefulness.
We compare a number of known integer programming formulations for the
problem and propose three new formulations. We can show that the bounds
from our two new cut-based formulations for the problem are within a factor
of 2 of the integer optimum. In our experiments, the formulations prove to
be both tractable and provide better bounds than all other tractable formu-
lations. In particular, the factor to the integer optimum is much better than
2 in the experiments.
1. Introduction
The Steiner Forest problem (SFP) is one of the fundamental network design problems.
Given an undirected graph G = (V,E) with an edge weight ce for each edge e ∈ E
and terminal sets T 1, . . . , TK ⊆ V , it asks for a minimum weight, cycle-free subgraph
of G in which the nodes in each terminal set are connected. The aim of this work is
to find stronger linear programming bounds for the Steiner Forest Problem by adapting
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Integer Programming formulations from the Steiner Tree problem – the special case
where K = 1. Our motivation comes from the fact that two provenly strong Integer
Programming formulations for the Steiner Tree problem have no known analogon in the
Steiner Forest case. We aim to bridge this gap.
There are a number of known Integer Linear Programming formulations for the Steiner
Forest problem: The equivalent undirected flow-based and cut-set-based formulations are
known to only yield weak bounds through their linear programming relaxation. Stronger,
layered formulations draw their strength from the following observation [Mar86, BMW89,
CR94]: Instead of connecting each terminal set with an undirected tree, we can equiva-
lently bi-direct the input graph, select a root node for each terminal set and then search
for arborescences (i.e., a directed trees). Any such arborescence induces an orientation
of each edge and this can be used to strenghten the linear programming relaxations.
In the Steiner Tree case where only one terminal set – and thus, only one root node –
exists, this process is straight-forward. When multiple root nodes are present, however,
the different arborescences may in general impose conflicting orientations to the edges.
This is a major additional difficulty in solving the Steiner Forest problem. Magnanti and
Raghavan [MR05] show how to consolidate the conflicts and obtain a very strong linear
programming relaxation. Unfortunately, the resulting formulation is (doubly) exponen-
tially large and to date, no efficient separation procedure is known.
The issues with conflicting orientations can be avoided altogether by using strong undi-
rected formulations. Goemans [Goe94], Lucena [Luc93], as well as Margot, Prodon and
Liebling [MPL94] independently propose an ILP formulation for the Steiner Tree prob-
lem that builds on Edmond’s complete description of the tree polytope [Edm03]. This
tree-based formulation has a straight-forward extension to the Steiner Forest problem:
It has, however, weakly coupled layers for each terminal set that diminish the strength
of the originally strong formulation.
We propose three new formulations for the Steiner Forest problem that strive to
improve on the weaknesses of the existing formulations. Our cut-set variants of the
Magnanti-Raghavan formulation reduce the number of variables and consist of efficiently
separable constraints. While they yield a weaker lower bound than the original formu-
lation, our experiments show that it consistently provides better lower bounds than all
of the other ILP formulations. As a second result, we propose a new formulation that is
tree-based and has a stronger coupling between the layers. Figure 1 shows a comparison
of the formulations on a small example instance.
1.1. Notation
Throughout, let G = (V,E) be an undirected, simple graph with nodes V = {1, . . . , n}
and edges E = {e1, . . . , em}. A cut-set in G is a subset S ⊆ V of the nodes of G. Any
cutset S ⊆ V induces a cut δ(S) := {{i, j} ∈ E | |{i, j} ∩ S| = 1}. If S = {i} is a
singleton, we abbreviate δ(i) := δ({i}). If D = (V,A) is a directed graph, we distinguish
the outgoing cut δ+(S) = {(i, j) ∈ A | i ∈ S and j ∈ V \ S} and the incoming cut
δ−(S) = {(i, j) ∈ A | i ∈ V \ S and j ∈ S}. Given a finite, ordered set A and an
arbitrary set B ⊆ R, we interpret functions x : A → B as vectors x = (xa)a∈A ∈ BA
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(a) instance (A) (b) instance (B) (c) instance (C)
formulation A B C
basic flow/cut 2 2 4
lifted cut [KLSv08] 2 2 4
layered directed [Mar86, BMW89, CR94] 3 2 4
layered tree-based [Goe94, Luc93, MPL94] 3 2 4
full directed flow-based [MR05] 3 3 6
our tree-based 3 2.67 5
our extended cut-based 3 2.5 5.14
our strengthened extended cut-based 3 3 6
our extended flow-based 3 3 6
integer optimum 3 3 7
(d) Optima of the linear programming relaxations.
Figure 1: A comparison of lower bounds obtained from linear relaxations. The terminal sets of
the three Steiner Forest instances are depicted in different colors and shapes ( , , , and ).
All edges have unit cost.
and vice-versa. Furthermore, we write x(A′) :=
∑
a∈A′ x(a) for a subset A
′ ⊆ A. Finally,
for k ∈ Z≥0, let [k] := {1, . . . , k}.
1.2. The Steiner Forest Problem
Consider the undirected graph G = (V,E) and let T 1, . . . , TK ⊆ V be K ∈ N terminal
sets. A feasible Steiner Forest of (G,T 1, . . . , TK) is a forest (VF ⊆ V,EF ⊆ E) in G
that, for all k ∈ [K], contains an s-t-path for all s, t ∈ T k. A feasible forest (VF , EF ) is
optimum with respect to edge weights c ∈ RE≥0 if it minimizes the total cost
∑
e∈EF
ce.
Without loss of generality, we can assume that the terminal sets are pairwise disjoint: If
T k and T ℓ share at least one node, then any forest is feasible for T 1, . . . , TK if and only
if it is feasible for the instance where T k and T ℓ are replaced by T k ∪T ℓ. We denote the
set of all terminal nodes by T := T 1 ∪ · · · ∪ TK and write τ(t) := k to denote the index
of the unique terminal set that contains the terminal t ∈ T. Furthermore, we say that
the non-terminal nodes N := V \T are Steiner Nodes. For each terminal set T k, k ∈ [K],
we select an arbitrary node rk as a fixed root node and define R := {r1, . . . , rk} to be
the set of all root nodes.
A cut-set S ⊆ V is relevant for the terminal set T k if it separates rk from some
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terminal t ∈ T k, i.e., if rk ∈ S but t 6∈ S for some t ∈ T k. We write Sk for the set of
all cut-sets that are relevant for T k and S := S1 ∪ · · · ∪SK for the set of all relevant
cut-sets.
The convex hull of the characteristic vectors of all feasible Steiner Forests of (G,T) is
called the Steiner Forest Polytope
F(G,T) := conv
{
x ∈ {0, 1}E ∣∣ x induces a feasible Steiner Forest of (G,T)}.
If P := {(x, y) ∈ Rn1+n2 | Ax + By = d} is an arbitrary polyhedron given in its linear
description, we write Projx(P ) := {x ∈ Rn1 | ∃ y ∈ Rn2 s.t. (x, y) ∈ P} to denote the
projection of P onto the x variables.
2. A Catalogue of State of the Art Steiner Forest Formulations
In the spirit of Goeman’s and Myung’s Catalogue of Steiner Tree Formulations [GM93]
we first give an overview of Steiner Forest MIP formulations from the literature. An
experimental comparison of the formulations in this section can be found in Section 4.
2.1. Basic Formulations
The Steiner Forest problem has a straight-forward flow formulation: We introduce a
variable xij for each edge {i, j} ∈ E and define two flow variables f tij, f tji for each non-
root terminal t ∈ T \R. Then, a selection of edges induced by the x variables forms a
feasible Steiner Forest, if it allows us to send one unit of flow from the k-th root rk to
any terminal t ∈ T k, for all k ∈ [K]. This leads to the formulation
min{cTx | (x, f) ∈ Luf and integer} (IPuf)
where
Luf :=
{
(x, f)
∣∣∣ f t(δ+(i))− f t(δ−(i)) =


1, if i = rτ(t)
−1, if i = t
0, otherwise
for all i ∈ V
and all t ∈ T \R (1a)
f tij + f
t
ji ≤ xij
for all {i, j} ∈ E
and all t ∈ T \R (1b)
f tij, f
t
ji ∈ [0, 1]
for all {i, j} ∈ E
and all t ∈ T \R (1c)
xij ∈ [0, 1] for all {i, j} ∈ E
}
. (1d)
The program can be reformulated with cut-conditions, using again a variable xij for each
edge {i, j} ∈ E: A selection of edges is feasible if and only if every relevant cut is covered
by at least one edge. The corresponding ILP formulation reads
min{cTx | x ∈ Luc and integer} (IPuc)
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where
Luc :=
{
x
∣∣∣ x(δ(S)) ≥ 1 for all S ∈ S, where x ∈ [0, 1]E
}
(2a)
By Gale’s extension [Gal57] of the max-flow min-cut theorem, the projection of Luf
onto the x-variables is exactly Luc. Thus, the linear programming relaxations of (IPuf)
and (IPuc) yield the same lower bound.
Lemma 2.1. Projx(L
uf ) = Luc.
2.2. Consistent Edge Orientations for Each Terminal Set
While the linear programming bounds obtained from (IPuf) and (IPuc) are known to be
weak [CR94], the formulations can be potentially strengthened. To this aim, we impose
that the edges used to connect each terminal set induce a consistent orientation of the
edges in the following way.
min{cTx | (x, f) ∈ Ldf and integer} (IPdf)
where
Ldf :=
{
(x, f)
∣∣∣ f t(δ+(i))− f t(δ−(i)) =


1, if i = rτ(t)
−1, if i = t
0, otherwise
for all i ∈ V
and all t ∈ T \R (3a)
0 ≤ f sij + f tji ≤ xij
for all {i, j} ∈ E,
all s, t ∈ T k \ {rk}
and all k ∈ [K]
(3b)
f tij, f
t
ji ∈ [0, 1]
for all {i, j} ∈ E
and all t ∈ T \R (3c)
xij ∈ [0, 1] for all {i, j} ∈ E
}
. (3d)
The corresponding Steiner Tree formulation of (IPdf) goes back to [Mar86, BMW89].
Here, the important change is in constraint (3b) that forces any two flows f s and f t to
agree on the orientation of any edge {i, j} given that s and t belong to the same terminal
set T k. Again, this formulation can be turned into an equivalent cut-set formulation in
which we have additional decision variables ykij, y
k
ji for each k ∈ [K] and each {i, j} ∈ E.
min{cTx | (x, y) ∈ Ldc and integer} (IPdc)
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da b
c
0
.5
0.5
0.5
0
.5
(a) A feasible solution for (2).
The edges {c, d} and {b, c}
cover the cuts δ({a, b, c}) and
δ({a, b, d}).
d
a b
c
0
.5
0.5
0.5
0
.5
0
0
0
0
(b) An infeasible solu-
tion for (4). The arcs
(d, c) and (b, c) cover the
cut δ({a, b, d}), but not the
cut δ({a, b, c}).
d
a b
c
0
.5
0.5
0.5
0
.5
0
0.5
0
0.5
(c) A feasible solution for (4).
Additional capacity is needed
on (c, d) and (b, a) to cover
all relevant cuts.
Figure 2: An example where the directed cut-set relaxation (4) yields a stronger linear program-
ming bound than the undirected cut-set relaxation (2). The instance has a single terminal set
that contains all four nodes of the graph. Node a has been chosen as the root. We assume unit
costs on the edges.
where
Ldc :=
{
(x, y)
∣∣∣ yk(δ+(S)) ≥ 1 for all k ∈ [K]
and all S ∈ Sk (4a)
ykij + y
k
ji ≤ xij
for all {i, j} ∈ E
and all k ∈ [K] (4b)
ykij, y
k
ji ∈ [0, 1]
for all {i, j} ∈ E
and all k ∈ [K] (4c)
xij ∈ [0, 1] for all {i, j} ∈ E
}
. (4d)
Invoking Gale’s Theorem [Gal57], we can find a consistent orientation of the edges for
each terminal set T k if and only if all cuts in Sk have at least one outgoing edge.
Thus, the projection of Ldf onto the x-variables is exactly the same as the projection of
Ldc onto the x-variables and we see that the linear programming relaxations of (IPdf)
and of (IPdc) yield the same lower bound. If all |T k| = 2 for all k ∈ [K], then Ldf
and Ldc are equivalent to Luf and Luc, respectively. Otherwise, Figure 2 shows why
the linear programming bound obtained from the former two formulations is potentially
stronger than the one obtained from the latter. On the other hand, the bounds obtained
from Ldf and Ldc cannot be weaker than the ones from Luf and Luc, respectively: The
constraints (3a)–(3d) are a subset of the constraints (1a)–(1d) and thus Ldf is contained
in Luf .
Lemma 2.2. Projx(L
df ) = Projx(L
dc).
Lemma 2.3. Projx(L
uf ) ) Projx(L
df ).
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2.3. Edmond’s Tree Polytope
Another Steiner Tree ILP formulation [Goe94, Luc93, MPL94] is based on Edmond’s
complete description of the tree polytope [Edm03]. It is a natural idea to generalize this
formulation to forests by simply enforcing that any connected component of the solution
is a Steiner tree. To this end, we introduce a variable xkij for each k ∈ [K] and each
{i, j} ∈ E that select the edges used to connect T k. A new variable yki exists for each
node i ∈ V and each k ∈ [K] and decides whether node i is connected to the Steiner
Tree of terminal set T k. The coupling variables xij for each edge {i, j} ∈ E decide if the
edge {i, j} is included in the forest.
min{cTx | (x, y) ∈ Llt and integer} (IPlt)
where
Llt :=
{
(x, y)
∣∣∣ yk(V )− xk(E) = 1 for all k ∈ K (5a)
yk(S)− xk(E[S]) ≥ yki
for all k ∈ K
and all S ⊆ V
and all i ∈ S
(5b)
xkij ≤ xij
for all {i, j} ∈ E
and all k ∈ [K] (5c)
yki = 1
for all k ∈ [K]
and all i ∈ V (5d)
xkij ∈ {0, 1}
for all k ∈ [K]
and all {i, j} ∈ E (5e)
yki ∈ {0, 1}
for all k ∈ [K]
and all i ∈ V (5f)
xij ∈ {0, 1} for all {i, j} ∈ E
}
. (5g)
Here, constraint (5b) ensures that the choice of the yk is consistent and that the graph
that connects the terminals in T k is cycle-free. Together with constraint (5a), this means
that the graph connecting T k is a tree.
2.4. Consistent Edge Orientations Across all Terminal Sets
The strengthened formulations in the previous sections rely on a layering argument:
They impose that each terminal set – each layer – is connected by a Steiner Tree and
their additional strength comes solely from an independent strengthening of each layer.
As can be seen in Figure 3, the coupling between the layers is weak, however. One
way to improve the coupling of the layers would be to enforce a consistent orientation
of the edges across the terminal sets (as opposed to having a consistent orientation of
each terminal set only). At first glance, we could try to achieve such an orientation by
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da b
c
0
.5
0.5
0.5
0
.5
0
.5
0.5
0
.5
0.5
(a) Detailed picture of instance (B) from
Figure 1. The red and blue arcs form a so-
lution for formulation (IPdf) for the red ( )
and blue ( ) terminal set. Looking for a
Steiner arborescence for each terminal set
does not cut off a fractional optimum of
cost 2. An integer optimum has cost 3.
(b) An example graph with three terminal
sets. No choice of root nodes admits an
orientation of the edges such that there is
a directed path from to , from to ,
and from to .
Figure 3: Subfigure (a) shows an example where the constraint fsij + f
t
ji ≤ 1 for s ∈ T k, t ∈
T ℓ, k 6= ℓ would cut off fractional points. Subfigure (b) shows why this additional constraint is
not valid for the Steiner Forest polytope.
d
a b
c
e f g
h
i
j
k
Figure 4: An instance of the Steiner Forest problem that has five terminal sets ( , , , , and
). We assume that the terminal sets are indexed in this order. The figure shows a consistent
orientation of the edges in the sense of [MR05]: All arcs in the connected component on the left
point away from the lowest index root a ( ); all arcs in the connected component on the right
point away from the lowest index root e ( ).
including constraint (3b) in (IPdf) for terminals that do not lie in the same terminal set.
Unfortunately, this extension cuts of optimum integer solutions, see Figure 3: There are
instances where the edges cannot be oriented such that they point away from all root
nodes. In other words: Generally, there does not exist an orientation of the edges of a
feasible Steiner Forest such that there is a directed path from rk to all t ∈ T \ R for
all k ∈ [K]. This remains true even if we do not fix the choice of root nodes.
On the other hand, Magnanti and Raghavan [MR05] observe that indeed any Steiner
Forest can be oriented such that across all terminal sets, all edges consistently point
away from some root node: Since each connected component W of a feasible Steiner
Forest is free of cycles, we can assign an orientation to all edges such that there is a
directed path from the lowest index root node rℓ in W to all terminals (including other
root nodes) in W . See Figure 4 for an example. Thus, finding a consistent orientation
for a given feasible Steiner Forest is easy. Enforcing such an orientation in a ILP is not,
however, since we do not know the connected components of an optimum Steiner Forest
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a priori. The model by Magnanti and Raghavan approaches the problem by looking for
a directed graph F = (V,A) with the following properties.
1. For each k ∈ [K] and each terminal t ∈ T k \{rk}, there is a unique ℓ ≤ k for which
F contains a directed rℓ-t-path.
2. If in the above condition we have ℓ < k, then there is a directed rℓ-rk-path in F .
3. For all edges {i, j} ∈ E, the digraph F contains at most one of (i, j) and (j, i).
If F satisfies properties (1) and (2), then F induces a feasible Steiner Forest. To state
the model, let now for each k ∈ [K]
O(rk) :=
K⋃
ℓ=k
{
(rℓ, t)
∣∣ t ∈ T k}
and define D := O(r1)∪ · · · ∪O(rk) be the union of the O(rk). Magnanti and Raghavan
consider the set
C := O(r1)× · · · × O(rK).
This leads to the formulation proposed in [MR05, Formulation (14)]. The formulation
uses flow variables to check the existence of the paths from conditions (1) and (2): The
flow defined by f s,t establishes a directed path from s to t, where (s, t) ∈ D. Here, the
variables yij and yji decide if the arc (i, j) and the arc (j, i), respectively, can carry flow,
for all {i, j} ∈ E, while xij decides if the edge {i, j} is included in the forest. In the
form published in [MR05], the formulation has O(|E| ·K + |C|2 + |C| · |E|) constraints.
Raghavan [Rag95, Formulation (7.4)] shows how to reduce this number to O(|E| ·K +
|C| · |E|). We use the reduced variant (IPmr) in our experiments.
min{cTx | (x, f) ∈ Lmr and integer} (IPmr)
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where
Lmr :=
{
(x, f)
∣∣∣ f s,t(δ+(i))− f s,t(δ−(i))


≤ 1 if i = s
≥ −1 if i = t
= 0 otherwise
for all i ∈ V
and all (s, t) ∈ D (6a)
−
τ(t)∑
ℓ=0
∑
{i,t}∈E
f r
ℓ,t
it = −1 for all t ∈ T \R (6b)
∑
{i,t}∈E
f r
ℓ,t
it ≤
∑
{i,rk}∈E
f r
ℓ,rk
irk
for all t ∈ T \R
and all ℓ ≤ τ(t) (6c)
∑
(s,t)∈C
f s,tij ≤ yij
for all {i, j} ∈ E
and all C ∈ C (6d)
∑
(s,t)∈C
f s,tji ≤ yji
for all {i, j} ∈ E
and all C ∈ C (6e)
yij + yji ≤ xij for all {i, j} ∈ E (6f)
∑
i∈V
∑
(s,t)∈C
f s,tij ≤ 1
for all j ∈ V
and all C ∈ C (6g)
f s,tij , f
s.t
ji ∈ [0, 1]
for all {i, j} ∈ E
and all (s, t) ∈ D (6h)
yij , yji, xij ∈ [0, 1] for all {i, j} ∈ E
}
(6i)
The constraints (6b) ensures that each terminal receives at least one unit of flow, i.e.
they ensure property (1). Property (2) is enforced by the constraints (6c): They ensure
that if for some ℓ < k ∈ [K], flow is sent from rℓ to t ∈ T k, then at least the same
amount of flow is sent from rℓ to rk. The constraints (6d)–(6f) establish property (3).
Magnanti and Raghavan show that the improved formulation (IPmr) is stronger than
the undirected cut formulation (IPuc).
Lemma 2.4 ([MR05]). Luc ) Projx(L
mr).
2.5. Other Lower Bounds
Könemann, Leonardi, Schäfer, and van Zwam [KLSv08] propose another method to com-
pute a lower bound for an optimum Steiner Forest. They formulate a linear programming
relaxation of an integer linear program that potentially computes suboptimal solutions.
The linear programming relaxation, however, yields a proper lower bound on the cost of
an optimum Steiner Forest.
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Observe that we can equivalently state our Steiner Forest instance (G,T 1, . . . , TK , c)
in the following way: For each k ∈ K and each t ∈ T k \{rk} define a terminal pair (rk, t).
Denote the resulting set of all terminal pairs as R. Then, a Steiner Forest is feasible
for (G,T 1, . . . , TK , c) if and only if it contains an undirected s-t-path for all (s, t) ∈ R.
We impose an arbitrary ordering (s1, t1), . . . , (sL, tL), L = |R|, on the terminal pairs.
Denote by dist(s, t) the shortest path distance from s to t in G with respect to the edge
weights c.
We recall that S is the set of cut-sets S ⊆ V with s ∈ S and t 6∈ S for some (s, t) ∈ R.
Additionally, we define S to be the set of those cut-sets S 6∈ S with s, t ∈ S for some
(s, t) ∈ R. For all ℓ ∈ [L], the set Hℓ ⊆ S denots the set of all cuts S ∈ S that contain
sℓ or tℓ and where ℓ is the highest index of any terminal contained in the cut. Likewise,
H
ℓ ⊆ S is the set of all cuts S ∈ S that contain sℓ and tℓ where ℓ is the highest index
of any terminal contained in the cut.
We introduce two variables yℓ and yℓ for each terminal pair ℓ ∈ [L] and a variable xij
for each edge {i, j} ∈ E.
min
{∑
{i,j}∈E
xij +
∑L
ℓ=1
dist(sℓ, tℓ)(yℓ + yℓ)
∣∣∣ (x, y) ∈ Lklvz and integer
}
(IPklsvz)
where
Lklsvz :=
{
(x, y)
∣∣∣ x(δ(S)) + yℓ ≥ 1
for all ℓ ∈ [L]
and all S ∈ Hℓ (7a)
x(δ(S)) + yℓ + yℓ ≥ 1
for all ℓ ∈ [L]
and all S ∈ Hℓ
(7b)
xij ∈ [0, 1] for all {i, j} ∈ E (7c)
yℓ, yℓ ∈ [0, 1] for all ℓ ∈ [L]
}
. (7d)
The idea behind constraint (7a) is that we can either cover any relevant cut with an
edge, or we opt to pay for a direct connection between the terminal pair (sℓ, tℓ) that is
responsible for the cut by setting yℓ = 1. Könemann et al. show that the optimum value
of the linear programming relaxation of (IPklsvz) is a lower bound for the cost of an
optimum Steiner Forest of the underlying instance. At the same time, they prove that
the projection of Lklsvz onto the x-variables is contained in Luc, i.e., the linear program-
ming bound obtained from (IPklsvz) is never worse than the one obtained from (IPuc)
and (IPuf). Moreover, there are instances where Lklsvz yields a strictly better linear
programming bound than (IPuc) and (IPuf).
Lemma 2.5 ([KLSv08]). The linear programming bound obtained from (IPklsvz) is
stronger than the one obtained from (IPuc).
3. New Formulations for the Steiner Forest Problem
3.1. A Tree-Based Formulation
We derive another integer linear programming formulation for the Steiner Forest problem
based on Edmond’s tree polytope [Edm03]. This formulation does not have a layer for
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each terminal set, but instead strives to directly find a feasible forest. In the formulation,
we have a decision variable xij for each edge {i, j} of G and a decision variable yi for each
node i of G. Additionally, the variable R encodes the number of connected components
of the solution. For each pair of terminal sets T k and T ℓ, k, ℓ ∈ [K], we introduce a
variable wkℓ with the intuition that wkℓ = 1 if and only if T
k and T ℓ lie in the same
connected component of the solution. Lastly, we need a variable ak for each k ∈ [K] and
a variable zik for each pair of a node i ∈ V and a terminal set T k. We will make sure
that zik = 1 if node i lies in the same connected component of the solution as T
k.
min{cTx | (x, y,w, z, a,R) ∈ Let and integer} (IPet)
where
Let :=
{
(x, y,w, z, a,R)
∣∣∣ y(V )− x(E) = R (8a)
y(S)− x(E[S]) ≥ yi for all S ⊆ V, for all i ∈ S (8b)
a([K]) = R (8c)
ak ≤ 1− wkℓ for all ℓ, k ∈ [K] with k < ℓ (8d)
xij − (1− zik)− (1− zjl) ≤ wkl for all {i, j} ∈ E,
for all k, ℓ ∈ [K] with k < ℓ (8e)
xij − (1− ziℓ)− (1− zjk) ≤ wkl (8f)
xij + zjk − 1 ≥ zik for all {i, j} ∈ E,
for all k ∈ [K]
(8g)
xij + zik − 1 ≥ zjk (8h)
wkℓ +wℓm − 1 ≤ wkm
for all k, l,m ∈ [K],
k < l < m
(8i)
wkm +wℓm − 1 ≤ wkℓ (8j)
wkℓ + wkm − 1 ≤ wℓm (8k)
zik = 1 for all k ∈ K,
for all i ∈ T k
(8l)
yi = 1 (8m)
xij ∈ [0, 1] for all {i, j} ∈ E (8n)
yi ∈ [0, 1] for all i ∈ V (8o)
wkℓ ∈ [0, 1] for all k, ℓ ∈ [K], k < ℓ (8p)
zik ∈ [0, 1] for all i ∈ V, k ∈ [K] (8q)
ak ∈ [0, 1] for all k ∈ [K] (8r)
R ∈ [K]
}
. (8s)
We show that the formulation (IPet) is indeed correct. In the following, let Fx∗,y∗ =
(VF , EF ) with VF := {i ∈ V | y∗i = 1} and EF := {{i, j} ∈ E | x∗ij = 1} the forest
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induced by a feasible integer solution (x∗, y∗, r∗, w∗, z∗, R∗) to (IPet).
Lemma 3.1. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet). Then
Fx∗,y∗ consists of exactly R
∗ connected components.
Proof. Since (x∗, y∗) in particular satisfies the constraints (8b) for all S ⊆ V and all
i ∈ S, the subgraph F := {e ∈ E | x∗e = 1} induced by x∗ cannot contain any cycles.
Thus, we have |V [F ]|−|F | = R∗ by constraint (8a) and thus F has exactly R∗ connected
components.
Lemma 3.2. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet) and let P
be a path in Fx∗,y∗. Assume that zik = 1 for some i ∈ V [P ]. Then, we have zjk = 1 for
all j ∈ V (P ).
Proof. Suppose that P visits the nodes i1, . . . , is in that order. We can assume w.l.o.g.
that i = i1 since otherwise, we can split P at i and prove the claim separately for the
two resulting subpaths. If s = 1, then zi1,k = zik = 1 and the claim is true. Otherwise,
assume that s > 1: By induction, we have zis−1,k = 1 and since the edge {s−1, s} lies on
P ⊆ {e ∈ E | x∗e = 1} it follows that xs−1,s = 1. Thus, we obtain from constraints (8g)
and (8h) that zsk = 1.
Lemma 3.3. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet) and let P
be an s-t-path in Fx∗,y∗ with z
∗
sk = z
∗
tℓ = 1 for some k < ℓ, s 6= t. Then w∗kℓ = 1.
Proof. Consider the unique edge {j, t} on P that is incident to t; in particular, let j ∈ V
be on P . Lemma 3.2 yields that zjk = ztk = 1. Thus, by constraints (8e) and (8f), we
have wkℓ ≥ xjt = 1.
Definition 3.4. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet). We
say that the root rk is active if and only if a∗k = 1, for all k ∈ [K].
The following lemma follows immediately from constraint (8c).
Lemma 3.5. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet). Then
exactly R∗ out of r1, . . . , r
K are active.
Lemma 3.6. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet) and let F
be a connected component of Fx∗,y∗. Then there is exactly one k ∈ [K] such that rk ∈ F
and rk is active.
Proof. Assume that rk, rℓ ∈ F and that a∗k = a∗ℓ = 1. In particular, there is an rk-rℓ-
path P in F . By the fixing (8l), we have z∗
rk,k
= z∗
rℓ,ℓ
= 1 and Lemma 3.3 yields that
wkℓ = 1. This contradicts constraint (8d) and thus, no connected component of Fx∗,y∗
can contain two active roots. On the other hand, by Lemma 3.5 there are exactly as
many active representatives as there are connected components in Fx∗,y∗ . Applying the
pidgeon-hole principle tells us that each connected component of Fx∗,y∗ must contain
exactly one active root.
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Lemma 3.7. Let (x∗, y∗, a∗, w∗, z∗, R∗) be a feasible integer solution to (IPet) and let
F be a connected component of Fx∗,y∗. Suppose that F contains a terminal node t ∈ T k
for some k ∈ [K]. Then t also contains rk.
Proof. Assume that rk 6∈ F , but instead rk ∈ F ′ 6= F . Then, by Lemma 3.6, there are
active roots rℓ ∈ F and rm ∈ F ′. Also, by construction, there is a t-rℓ-path in F and
there is a rk-rm-path in F
′. By Lemma 3.3 we know that either w∗kℓ = 1 or w
∗
ℓk = 1,
depending on whether ℓ < k or k < ℓ; and either w∗km = 1 or w
∗
mk = 1, depending on
whether m < k or k < m. Thus, the transitivity constraints (8i)–(8k) ensure that either
w∗mℓ = 1 or w
∗
ℓm = 1. In either case, this is a contradiction to constraint (8d) because
both a∗ℓ = 1 and a
∗
m = 1.
Corollary 3.8. If (x∗, y∗, a∗, w∗, z∗, R∗) is a feasible integer solution to (IPet), then
Fx∗,y∗ is a feasible Steiner Forest with the same cost. If F
′ = (V ′F , E
′
F ) is a feasible
Steiner Forest, then there exists a feasible solution (x∗, y∗, a∗, w∗, z∗, R∗) to (IPet) with
the same cost.
3.2. A Flow-Based Directed Formulation
The following three bi-directed formulations are based on the orientation argument by
Magnanti and Raghavan [MR05] but turn out to be significantly smaller. Consider a
feasible Steiner Forest F with connected components F 1, . . . , FQ, Q ≤ K. For each q ∈
[Q], we denote the lowest index of any root in component F q by ρ(q). We then repeat the
argument from [MR05]: The feasible forest F can be directed such that each connected
component F q is an arborescence rooted at rρ(q), i.e., all arcs point away from rρ(q):
If t 6= rρ(q) is a terminal in F q and S ⊆ V is a cut with rρ(q) ∈ S, t 6∈ S, then δ+F (S)
cannot be not empty.
The problem is again that we cannot know beforehand what the F 1, . . . , FQ will
be and thus we cannot know the lowest index roots, either. Instead, we want an IP-
Formulation that finds an optimum directed Steiner Forest on the bidirected graph in-
duced by G and makes sure that this forest satisfies the Magnanti-Raghavan condition.
Any feasible (undirected) Steiner Forest will then correspond to a feasible solution of
our IP-formulation and vice-versa; thus we can use the IP-formulation to find optimum
undirected Steiner Forests.
Our first formulation is a flow-based one, and it uses the same principles as (IPmr):
For each ℓ ∈ [K], all non-root terminals t ∈ T ℓ must receive one unit of flow in total.
The flow may be sent from any root rk with k ≤ ℓ, and in a fractional solution, multiple
roots can send flow to t at the same time. However, if zkℓ is the combined value of flow
sent from rk to the terminals in T ℓ, then there must be a flow of value zkℓ from rk to rℓ.
To describe the formulation in detail, we need some additional notation. Let T kr :=
T k \ {rk}. Moreover, let Tk...K := ⋃ℓ∈{k,...,K} T ℓ,∀k ∈ [K], denote the union of terminal
sets T k, . . . , TK and Tk...Kr := T
k...K \ {rk} the same set without the kth root node (all
other root nodes are still included).
The formulation has two flow variables fktij , f
kt
ji for each edge {i, j} ∈ E, each k ∈ [K]
and all terminals t ∈ Tk...K . Aside from these standard flow variables, it has variables
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zkℓ ∈ {0, 1} for each pair of terminal sets k, ℓ ∈ [K], with k ≤ ℓ. The model ensures
that zkℓ = 1 iff r
ℓ (and all vertices in T ℓ) are contained in the arborescence rooted at rk;
zkk = 1 implies that r
k is a root node of an arborescence itself. We call rk with zkk = 1 a
parent node and say that rk is the parent of rℓ if zkℓ = 1; in this case r
ℓ is the child of rk.
Each root node is either a parent or a child node and r1 is always a parent node – we set
z11 = 1 (this is implied by the following constraints (9b)). The separate set of variables
xk ∈ {0, 1}E , k ∈ [K], for each terminal set models the edge capacities: The kth set of
variables contains exactly those edges of the tree rooted at rk. Finally, a variable xij for
each edge models the decision whether edge {i, j} is included in the forest. We have
min
{
cTx
∣∣∣ (x, f, z) ∈ Ledf and integer
}
(IPedf)
where
Ledf :=
{
(x, f, z)
∣∣∣ xij ≥
∑
k∈[K]
xkij for all {i, j} ∈ E (9a)
k∑
ℓ=1
zℓk = 1 for all k ∈ [K] (9b)
zkk ≥ zkℓ
for all k ∈ [K] \ {1,K}
and all ℓ ≥ k + 1 (9c)
fksij + f
kt
ji ≤ xkij
for all k ∈ [K]
and all e = {i, j} ∈ E
and all s, t ∈ Tk...Kr
(9d)
fkt(δ−(i)) − fkt(δ+(i)) =


−zkℓ, if i = rk
zkℓ, if i = t
0, otherwise
for all k ∈ [K]
and all t ∈ Tk...Kr
with τ(t) = ℓ
and all i ∈ V
(9e)
xij ∈ [0, 1] for all {i, j} ∈ E (9f)
xkij ∈ [0, 1]
for all k ∈ [K]
and all for all {i, j} ∈ E (9g)
fktij , f
kt
ji ∈ [0, 1]
for all k ∈ [K]
and all t ∈ Tk...Kr
and all {i, j} ∈ E
(9h)
zkℓ ∈ [0, 1]
for all k ∈ [K]
and all ℓ ≥ k
}
. (9i)
The constraints (9b) and (9c) imply a valid assignment of the z-variables by modeling
a flat hierarchy between the root nodes: a root node rk is either a parent or a child of
exactly one other root node. (9b) states that every root rk, k ∈ [K], has to be a parent,
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i.e., a root node of an arborescence (zkk = 1), or it has to be a child and it has to be
contained in another arborescence (∃i < k : zik = 1). (9c) states that if a root node ri is
a child of another root node rk then rk has to be a parent node.
Conditions (9d) and (9e) model a valid flow. Thereby, a flow of value zkℓ is send from
root node rk to a terminal t ∈ Tk...Kr with τ(t) = ℓ. Hence, if rk is the parent of set ℓ
each terminal in T ℓ is connected to rk.
The constraints (9d) ensure the correct assignment of flow- and edge-variables. Here,
the constraints affect each tree separately. The fact that an optimum solutions to the
SFP consists of a disjoint set of trees is represented by the sum in constraints (9a): hence,
any edge used in any tree needs to be payed for.
Lemma 3.9. (IPedf) models the Steiner Forest problem correctly.
Proof. Let E˜ ⊆ E be an optimal solution to the SFP. Start with z˜ := 0. Now, for
each connected component C in G[E˜] set z˜ii = 1 if ri is the root node with lowest index
contained in C and for all other root nodes rj ∈ C, j 6= i, set z˜ij = 1. Notice that
z˜ satisfies (9b) and (9c) and that each terminal has exactly one assigned parent node.
After fixing the z variables the remaining part of the model describes a union of disjoint
Steiner trees, one for each connected component. First, the component with parent
node rk is represented by edge variables x˜k. Second, E˜ can be oriented such that each
connected component is an arborescence rooted at its parent node. Then, the arcs of
the arborescences can be used for constructing flows from each parent node ri to each
terminal t ∈ T ir or t ∈ T j with j > i and zij = 1. Since the connected components
are disjoint constraint (9a) is satisfied. Overall, the constructed solution is feasible for
(IPedf) and has the same objective value.
An optimum solution (x˜, f˜ , z˜) to (IPedf) implies a hierarchy of the terminal sets with
parent and child sets. Thereby, every set has exactly one assigned parent; in particular,
every terminal of a set has the same parent. Hence, due to (9e) there exists a flow of one
unit from each terminal to the assigned parent such that every terminal is connected.
Constraints (9a) and (9d) collect the used edges and hence, E˜ := {{i, j} ∈ E | x˜ij = 1}
is a feasible solution to the SFP with the same cost.
Let Projx(L
edf ) and Projx(L
df ) denote the linear projections of Ledf and Ldf , respec-
tively, into the undirected x variable space.
Lemma 3.10. Projx(L
df ) ) Projx(L
edf ), i.e., the extended directed flow-based formula-
tion is stronger than the directed flow-based formulation.
Proof. Let (x˜, f˜ , z˜) ∈ Ledf . For better overview we divide the proof into several parts.
Parts (A)–(D) show that Projx(L
edf ) ⊆ Projx(Ldf ) and (E) gives an example where the
strict inequality holds.
A. Flows are acyclic. W.l.o.g. we can assume that any flow f˜kt, for all k ∈ [K]and all t ∈
Tk...Kr , is free of cycles and it satisfies f˜
kt
ij = 0 ∨ f˜ktji = 0,∀{i, j} ∈ E.
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Figure 5: Schematic view on the involved flows in the proof of Lemma 3.10. rk and rℓ are root
nodes for sets T k and T ℓ, with ℓ < k and t ∈ T kr . (a) The original flows. (b) The reverse flow
fˇkr
ℓ
from rk to rℓ, cf. part B in the proof, and the combined flow f¯kℓt from rk to t over rℓ, cf.
part C.
B. Reverse flow. We first introduce additional flow variables fˇkr
ℓ
, ∀ℓ ∈ {1, . . . ,K −
1},∀k ∈ {ℓ + 1, . . . ,K}, i.e., k > ℓ. Notice these flow variables do not exist since we
have only flow variables fkt for a set k and terminal t ∈ Tk...Kr , i.e., τ(t) ≥ k. The
values of the new variables are set such that the flow from rℓ to rk is simply reversed:
∀(i, j) ∈ A : fˇkrℓij := f˜ ℓr
k
ji .
C. Flow from rk to t over rℓ. Now, we construct a flow f¯kℓt for a set k ∈ [K] \ {1},
a set ℓ ∈ {1, . . . , k − 1}, and a terminal t ∈ T kr . This flow will send z˜ℓk from rk to t
(over rℓ) by using the reverse flow from rℓ to rk, i.e., f¯kℓt := f˜ ℓt + fˇkr
ℓ
.
C.1. Feasibility and value. We show that f¯kℓt is a feasible flow from rk to t with
value z˜ℓk, ∀k ∈ [K] \ {1},∀t ∈ T kr ,∀ℓ ∈ {1, . . . , k − 1}. Let i ∈ V . We have:
f¯kℓt(δ−(i))− f¯kℓt(δ+(i))
= f˜ ℓt(δ−(i)) + fˇkr
ℓ
(δ−(i))− f˜ ℓt(δ+(i)) − fˇkrℓ(δ+(i)).
Case “i = rk”: f˜ ℓt(δ−(rk)) − f˜ ℓt(δ+(rk)) = 0 since rk is an internal node under
flow f˜ ℓt. Moreover, fˇkr
ℓ
(δ−(rk))− fˇkrℓ(δ+(rk)) = −z˜ℓk (the reverse flow).
Case “i = t”: Similar arguments: fˇkr
ℓ
(δ−(t))−fˇkrℓ(δ+(t)) = 0 since t is an internal
node under fˇkr
ℓ
and f˜ ℓt(δ−(t))− f˜ ℓt(δ+(t)) = z˜ℓk.
Case “i = rℓ”: f˜ ℓt(δ−(rℓ))− f˜ ℓt(δ+(rℓ)) = −z˜ℓk and fˇkrℓ(δ−(rℓ))− fˇkrℓ(δ+(rℓ)) =
z˜ℓk. Hence, the sum is 0.
Otherwise : Since f˜ ℓt and fˇkr
ℓ
are flows the sum is 0.
Hence, f¯kℓt is a feasible flow from rk to t with value z˜ℓk.
C.2. Acyclic f¯kℓt. Again, we assume w.l.o.g. that f¯kℓtij is acyclic, i.e, f¯
kℓt
ij = 0∨ f¯kℓtji =
0,∀{i, j} ∈ E.
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C.3. Capacity: f¯kℓsij +f¯
kℓt
ji ≤ x˜ℓij. Now, for any k ∈ [K]\{1} and any ℓ ∈ {1, . . . , k−1},
consider two terminals s, t ∈ T kr from the same terminal set, and an edge {i, j} ∈ E
with the two related arcs a1 ∈ {(i, j), (j, i)} and the reverse arc a2. We argue that
f¯kℓsa1 + f¯
kℓt
a2
≤ x˜ℓij .
If one flow is zero the inequality holds: E.g., if f¯kℓta2 = 0 we have: f¯
kℓs
a1
+ f¯kℓta2 = f¯
kℓs
a1
=
f˜ ℓsa1 + fˇ
ℓrk
a2
≤ x˜ℓij. The last inequality is true due to constraint (9d). The part with
f¯kℓsa1 = 0 works analogously.
Otherwise, if both parts are > 0 we have: f¯kℓsa1 + f¯
kℓt
a2
= f˜ ℓsa1 + fˇ
krℓ
a1
− f˜ ℓsa2 − fˇkr
ℓ
a2
+ f˜ ℓta2 +
fˇkr
ℓ
a2
− f˜ ℓta1 − fˇkr
ℓ
a1
= f˜ ℓsa1 − f˜ ℓsa2 + f˜ ℓta2 − f˜ ℓta1 ≤ x˜ℓij , again by constraint (9d).
D. Solution to Ldf . Due to the previous discussion we are now able to construct a
solution (xˆ, fˆ) ∈ Ldf with the same objective value.
D.1. Variable assignment. We use the same values for the undirected edges by as-
signing xˆ := x˜. Trivially, xˆ ∈ [0, 1]|E|.
The flow variables f¯ t,∀t ∈ T \ R, with k = τ(t), are assigned the following values:
fˆ t := f˜kt +
∑
ℓ∈{1,...,k−1} f¯
kℓt. Obviously, it holds fˆ t ≥ 0; the upper bound of 1 follows
from D.3.
D.2. Flow conservation and flow value 1. Consider a terminal t ∈ T\R with k = τ(t)
and a vertex i ∈ V . By inserting the definition we have:
fˆ t(δ−(i)) − fˆ t(δ+(i))
= f˜kt(δ−(i)) +
∑
ℓ∈{1,...,k−1}
f¯kℓt(δ−(i)) − f˜kt(δ+(i)) −
∑
ℓ∈{1,...,k−1}
f¯kℓt(δ+(i))
Case “i = rk”: f˜kt(δ−(i)) − f˜kt(δ+(i)) = −z˜kk and for each ℓ < k it holds
f¯kℓt(δ−(i))− f¯kℓt(δ+(i)) = −z˜ℓk (due to C.1). Overall we get −z˜kk +
∑
ℓ<k−z˜ℓk =
−1 (due to constraint (9b)).
Case “i = t”: Analogously, f˜kt(δ−(i))−f˜kt(δ+(i)) = z˜kk and for each ℓ < k it holds
f¯kℓt(δ−(i))− f¯kℓt(δ+(i)) = z˜ℓk (due to C.1), and overall we have z˜kk+
∑
ℓ<k z˜ℓk = 1
(due to constraint (9b)).
Otherwise: Since f˜kt and f¯kℓt(δ−(i)),∀ℓ < k, are flows (see C.1) the sum is 0.
We conclude that fˆ t is a flow from rk to each terminal t ∈ T kr ,∀k ∈ [K], with value 1.
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Figure 6: An instance where the LP relaxation of the extended directed flow formulation gives
a better bound than the directed flow formulation, cf. part (E) in the proof of Lemma 3.10. (a)
depicts the input graph and (b) and (c) give valid flows for sets 1 and 2 (dashed arcs route flow
of 0.5).
D.3. xˆij ≥ fˆ sij + fˆ tji. Last but not least, we need to show that constraints (3b) are
satisfied. Let {i, j} ∈ E, k ∈ [K], and s, t ∈ T kr .
fˆ sij + fˆ
t
ji ≤ f˜ksij +
∑
ℓ∈{1,...,k−1}
f¯kℓsij + f˜
kt
ji +
∑
ℓ∈{1,...,k−1}
f¯kℓtji
(9d)
≤ x˜kij +
∑
ℓ∈{1,...,k−1}
(
f¯kℓsij + f¯
kℓt
ji
)
C .3≤ x˜kij +
∑
ℓ∈{1,...,k−1}
x˜ℓij ≤
∑
k∈{1,...,K}
x˜kij
(9a)
≤ x˜ij = xˆij
E. Example for strict inequality. Figure 6 gives an example with x ∈ Projx(Ldf ) but
x 6∈ Projx(Ledf ). The instance has unit edge costs and the two terminal sets T 1 =
{a, d} and T 2 = {b, c} with r1 = a, r2 = b. The optimum solution to Ldf sets xij :=
0.5,∀{i, j} ∈ E, and the flows are given by Figure (b) and (c) with dashed arcs routing
a flow value of value 0.5. Hence, the optimum solution value of Ldf is 2.
On the other hand, this solution is not valid for model Ledf . A value of 0.5 for each
edge implies a flow for the first terminal set as depicted in Figure (b). Then, it is not
possible to route any flow for the second set (from node b to c) without increasing the x
variables. Hence, it has to hold z12 = 1. However, sending a flow with value 1 from a to
nodes b and c while using the same arcs as in (b) is not possible. It is easy to see that
the optimum solution to the LP relaxation of Ledf has a value of 3 by picking any three
edges.
3.3. A Cut-Based Directed Formulation
Let us now derive two directed cut-based formulations from (IPedf). The advantage of
the first formulation is that it has few variables: We need two variables yij, yji and a
variable xij for each edge {i, j} ∈ E. Additionally, for all k ∈ [K] and all ℓ ≥ k, we have
a decision variable zkℓ that tells us whether the terminals in T
ℓ should be connected to
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the root rk, as before.
min
{
cTx
∣∣∣ (x, y, z) ∈ Ledc and integer
}
(IPedc)
where
Ledc :=
{
(x, y, z)
∣∣∣ y(δ+(S)) ≥
∑
ℓ≤k:
rℓ∈S
zℓk
for all k ∈ [K]
and all S ⊆ V : T k ∩ S 6= T k (10a)
k∑
ℓ=1
zℓk = 1 for all k ∈ [K] (10b)
zkk ≥ zkℓ
for all k ∈ [K] \ {1,K}
and all ℓ ≥ k + 1 (10c)
yij + yji ≤ xij for all {i, j} ∈ E (10d)
yij, yji, xij ∈ [0, 1] for all {i, j} ∈ E (10e)
zkℓ ∈ [0, 1]
for all k ∈ [K]
and all ℓ ≥ k
}
. (10f)
Using the directing procedure from [MR05] we can construct a feasible solution to (IPedc)
from any Steiner Forest.
Lemma 3.11. Let F := (VF , EF ) be a feasible Steiner Forest for (G,T, c) with cost C.
Then, there exists an integer feasible solution (x∗, y∗, z∗) for (IPedc) with value C.
Proof. To construct a feasible solution (x∗, y∗, z∗), we first orient the edges in F with the
procedure from [MR05] and denote the oriented edge set by A. Suppose that F 1, . . . , FQ
are the connected components of F and let ρ(q) be the lowest index of any root node in F q,
for q ∈ [Q]. Then, for all {i, j}, we set y∗ij = 1 or y∗ji = 1 if we have (i, j) ∈ A or (j, i) ∈ A,
respectively. We set x∗ij = 1 in both cases. Otherwise, we let yij = yji = xij = 0. For
all q ∈ [Q] and all terminal sets T k ⊆ F q, we set zkρ(q) = 1 and zkℓ = 0 for all ℓ 6= ρ(q).
Observe that this assignment is well defined: As F is a feasible Steiner Forest we have
either T k ⊆ F q or T k ∩ F q = ∅ for all k ∈ [K] and all q ∈ [Q]. This solution (x∗, y∗, z∗)
has an objective value of C.
By construction, it cannot happen that (i, j) ∈ A and (j, i) ∈ A and thus con-
straint (10d) is satisfied by our assignment. Likewise, our choice is such that
∑k
ℓ=1 z
∗
ℓk = 1
for all k ∈ [K]. Thus, our solution (x∗, y∗, z∗) satisfies constraint (10b).
It remains to show that (x∗, y∗, z∗) satisfies (10a). Consider an arbitrary cut-set S ⊆ V
and some k ∈ [K] together with a terminal t ∈ T k \ {rk}. Assume that t 6∈ S and
T k ⊆ F q, and observe that the right-hand side of (10a) is strictly positive if and only
if S contains rρ(q) because zℓk = 0 for all ℓ 6= rρ(q). In this case, however, the directed
forest A contains a directed rρ(q)-t-path by construction and thus y∗(δ+(S)) ≥ 1. Since
in particular
∑k
ℓ=1 z
∗
ℓk ≤ 1, this means that (10a) is satisfied.
On the other hand, integer feasible solutions to (IPedc) imply feasible Steiner Forests.
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Lemma 3.12. Let (x∗, y∗, z∗) be a feasible integer solution to (IPedc). Then, the induced
graph F := (V, {{i, j} ∈ E | x∗ij = 1} is a feasible Steiner Forest.
Proof. Consider some terminal set T k and some terminal t ∈ T k. We show that rk and
t lie in the same connected component of F .
By constraint (10b) there is exactly one k∗ ≤ k with z∗k∗k = 1. Consider the connected
component F ′ of F (induced by x∗) that contains rk
∗
and assume that t 6∈ F ′. Then, in
particular for F ′, constraint (10a) yields that
y∗(δ+(F ′)) ≥
∑
ℓ≤k:
rℓ∈F
′
z∗ℓk ≥ z∗k∗k = 1
Thus, at least one edge leaving F ′ must be contained in F which contradicts the
maximality of F ′. We conclude that t ∈ F ′.
Lemma 3.13. Projx(L
dc) ) Projx(L
edc).
Proof (Sketch). Let (x˜, y˜, z˜) ∈ Ledc. Set xˆ := x˜. Now, consider and fix a terminal
set k ∈ [K]. Then, for each terminal t ∈ T k, and each root rℓ with ℓ ≤ k construct
a flow f˜ ℓt from rℓ to t of value zℓk. Notice that if k > 1 we also have a flow from
rℓ to rk. Similar to the arguments and the flow construction used in the proof of
Lemma (3.10) we also consider the reversed flow f˜kr
ℓ
(k > ℓ) and combine the flows to
fˆkt := f˜kt +
∑
ℓ<k(f˜
krℓ + f˜ ℓt).
It is possible to assume that fˆ satisfies the following properties: (i) fˆktij ≤ y˜ij and
fˆktji ≤ y˜ji, for all {i, j} ∈ E, due to the directed cuts (10a), (ii) fˆkt is asymmetric (as
discussed in Lemma (3.10)), (iii), fˆkt satisfies the flow conservation, and (iv) the flow
value of fˆkt is 1. Using this flow we set yˆkij := maxt∈T k{fˆktij }. Due to properties (i)+(ii)
it holds yˆkij + y
k
ji ≤ xij , for all {i, j} ∈ E. Moreover, due to (iii)+(iv) yˆ satisfies the
directed cuts (10a). Hence, (xˆ, yˆ) is a feasible solution to Ldc with the same solution
value.
An instance showing the strict inequality is given by Figure 1.
3.4. A Strengthened Cut-Based Directed Formulation
It will turn out that (IPedc) is weaker than the flow model (IPedf). We can retain
the strength of (IPedf), however, if we allow more variables. The following cut-based
formulation is equivalent to (IPedf). Its constraints (11b) and (11c) for the correct
assignment of z-variables are the same as in the flow-based model.
min
{
cTx
∣∣∣ (x, y, z) ∈ Lsedc and integer
}
(IPsedc)
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where
Lsedc :=
{
(x, y, z)
∣∣∣ yk(δ+(S)) ≥ zkℓ
for all k ∈ [K]
and all ℓ ≥ k
and all S ⊆ V : rk ∈ S, S ∩ T ℓ 6= T ℓ
(11a)
k∑
ℓ=1
zℓk = 1 for all k ∈ [K] (11b)
zkk ≥ zkℓ
for all k ∈ [K] \ {1,K}
and all ℓ ≥ k + 1 (11c)∑
k∈[K]
(ykij + y
k
ji) ≤ xij for all {i, j} ∈ E (11d)
ykij, y
k
ji ∈ [0, 1]
for all {i, j} ∈ E
and all k ∈ [K] (11e)
xij ∈ [0, 1] for all {i, j} ∈ E (11f)
zkℓ ∈ [0, 1]
for all k ∈ [K]
and all ℓ ≥ k
}
. (11g)
Constraints (11a) are the directed cuts which depend on the set k, a second terminal
set ℓ with ℓ ≥ k, and the related zkℓ variable. If a root node rk is an assigned parent
node for terminal set T ℓ, i.e., zkℓ > 0, then all directed cuts separating r
k from any
terminal in T ℓ need to have a value of at least zkℓ.
Constraint (11d) is a simple capacity constraint which implies that any used arc in
any arborescence is payed for in the objective function.
Lemma 3.14. (IPsedc) models the Steiner Forest problem correctly.
Proof. The proof is based on the same arguments as in the proof of Lemma 3.9. Let
E˜ ⊆ E be an optimal solution to the SFP. Variables z can be assigned as before and then,
E˜ can again be oriented such that each connected component is an arborescence rooted
at its parent node giving values to variables y1, . . . , yK and x. Since the arborescences
are disjoint it follows that constraints (11d) are satisfied. Hence, we obtain a feasible
solution to (IPsedc) with the same objective value.
On the other hand, an optimum solution (x˜, y˜, z˜) to (IPsedc) implies a valid hierarchy
of the terminal sets. Moreover, constraints (11a) ensure that each terminal set is con-
nected to its parent node. Hence, E˜ := {e ∈ E | x˜e = 1} is a feasible solution to the
SFP with the same cost.
Lemma 3.15. Projx(L
edf ) = Projx(L
sedc).
Proof. The constraints concerning the z variables are identical in both models. When
considering one particular terminal set k ∈ [K] constraints (9e) model a flow of value
zkℓ from r
k to each terminal t ∈ T ℓ, for each ℓ ∈ {k, . . . ,K} (except rk itself). On the
other hand, the directed cuts (11a) ensure that each directed cut separating rk and t
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sedc) Lemma 3.15
Lemma 2.4 Lemma 2.5
Lemma 2.3
Lemma 3.13
Lemma 3.10
Lemma 3.16
Figure 7: Relationship between the different linear programming relaxations. The arrows point
in the direction of the stronger relaxation.
has a value of at least zkℓ. This is obviously equivalent. Moreover, constraints (9a) and
(9d) on the one hand and constraint (11d) on the other hand are equivalent, too.
Lemma 3.16. Projx(L
edc) ) Projx(L
sedc).
Proof. Let (x˜, y˜, z˜) ∈ Lsedc. We argue that (xˆ := x˜, yˆ := ∑k∈[K] y˜k, zˆ := z˜) ∈ Ledc.
Since x and z variables are unchanged constraints (10b) and (10c) and the variable
bounds are satisfied. Moreover, it clearly holds (10d) for all {i, j} ∈ E: yˆij + yˆji =∑
k∈[K] y˜
k
ij +
∑
k∈[K] y˜
k
ji ≤ x˜ij = xˆij due to (11d).
Finally, consider a directed cut S ⊆ V : S ∩ T k 6= ∅ for some set k ∈ [K]. Notice that
a cut S is relevant to the sum in the right-hand side of constraint (10a) if and only if it
is a valid cut for constraint (11a) (ℓ and k are interchanged in both constraints). Hence,
it holds:
yˆ(δ+(S)) =
K∑
ℓ=1
y˜ℓ(δ+(S)) ≥
k∑
ℓ=1
y˜ℓ(δ+(S)) ≥
∑
ℓ≤k:
rℓ∈S
z˜ℓk =
∑
ℓ≤k:
rℓ∈S
zˆℓk
An example for strict inequality, i.e., x ∈ Projx(Ledc) and x 6∈ Projx(Lsedc), is given
by Figure 1.
We summarize the results of the discussion in Figure 7.
4. Experimental Evaluation
Figure 7 in the previous section shows that the linear programming bound obtained from
Lsedc is never worse than the classical linear programming bounds for the Steiner Forest
Problem. It does not tell us, however, by how much the new bound is better. While
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we cannot provide a theoretical guarantee on the quality of the bound, we evaluate
its practical usefulness – and the practical usefulness of the other linear programming
formulations – through computational experiments.
4.1. Setting
We performed the experiments on a Debian 8 system with a Intel(R) Xeon(R) E5-2690
v2 CPU running at 3 GHz. Our implementation is in C++ using CPLEX 12.6.2 and was
compiled with g++-4.9.2 using the -O2 flag.
4.2. Details of the Implementation
The formulations were solved as relaxations, i.e., all variables were set to be continous.
We disabled the presolving and symmetry breaking capabilities of CPLEX. Wherever it
was useful and a polynomial time separation algorithm was available, we generated the
constraints of the formulations dynamically:
• The separation for the cut-set constraints (2a) and (4a) in (IPuc) and in (IPdc),
respectively, is standard; we use a minimum-s-t-cut procedure.
• In formulation (IPklsvz), we separate the cut constraints (7a) and (7b) through
repeated calls to a minimum-s-t-cut procedure.
• We separate the subtour elimination constraints (8b) in formulation (IPet) con-
straints with the standard construction. We separate the three-cycle-inequalities (8i)–
(8k) through complete enumeration in time O(|V |3).
• We separate the cut-set constraints (10a) and (11a) in (IPedc) and in (IPsedc),
respectively, with a minimum-s-t-cut procedure.
4.3. Benchmark Instances
We generated 460 random network topologies using a method by Johnson, Minkoffs and
Philipps [JMP00]: First, distribute n nodes uniformly at random in a unit square. Then,
connect any two nodes i and j with an edge {i, j} if their Euclidean distance is less than
α/
√
n, where α is a parameter for the random generator. The cost of the edge {i, j}
is proportional to the Euclidean distance. Finally, connect all nodes with a minimum
Euclidean spanning tree to ensure that the instance is connected.
To determine k random terminal sets, we first select p · |V | nodes uniformly at random
(the number k ∈ [n/2] of terminal sets and the terminal percentage p ∈ [0, 1] are again
parameters). We then bring the selected nodes into a random order and draw k − 1
distinct split points from {2, . . . , k − 1}, thus splitting the random node order into k
distinct terminal sets.
For each n ∈ {25, 50, 150, 200}, we choose a small, a medium, and a large number of
terminal sets k (see Table 1 for details). The percentage t of terminal nodes is picked
from {0.25, 0.5, 0.75, 1.0} unless a combination of n, k and t results in a terminal set size
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of less than two. For each choice of n, k, and t, we generate five instances with α = 1.6
and five instances with α = 2.0.
4.4. Solveability of the Linear Programming Relaxations
In a first step, we evaluate the solveability of the linear programming models from
the previous sections. Figure 8 shows on the y-axis on how many instances the linear
programming relaxation of each model has been solved to optimality after a given amount
of time on the x-axis. There are 460 instances and a time limit of one hour. As a general
trend, the largest part of the relaxations is solved within the first 400 seconds. However,
none of the models allows for the linear programming relaxation of all instances to be
solved: We observe that from the previously known models, only the naïve undirected
cut-set formulation (IPuc) allows the LP-solver to find the optimum solutions for the bulk
of the relaxations. The new models (IPedc) and (IPsedc) solve a comparable number
of relaxations to optimality and do so much faster than the naïve formulation (IPuc).
Out of the improvements of the naïve formulation (IPuc), mode (IPklsvz) performs
best in terms of speed and number of instances solved. Using this model, the LP-
solver finds optimum solutions to roughly 80% of the instances. The directed cut-set
formulation (IPdc) and the new model (IPet) yield optimum solutions on around 55% of
the instances, with (IPdc) performing slightly worse. Finally, using the model (IPmr),
the LP-solver finds optimum solutions on less than 25% of the relaxations.
The time limit being chosen fairly generously, we identified three main causes for
the solver to fail to solve a relaxation: First, the available memory was not sufficient
to even build the (initial) model. Second, the initial model could be build, but the
memory was not sufficient to add all the necessary constraints during separation. Third,
the separation process had not added all necessary constraints when the time limit was
reached. In case of the first failure type, we cannot extract any lower bound from the
model. This type mainly occured on the static model (IPmr) where no separatation
procedure could be used. Whether the constraints of type (6d), (6e), and (6g) can be
separated efficiently is an interesting open question. In the other cases, suboptimal
lower bounds are available. Table 1 shows in how many cases we were able to extract
any bound from a linear programming relaxation for each choice of the parameters n and
k, and a model m. The table also shows in how many cases we obtained the optimum
bound. In this sense, the table gives a more detailed picture on the situation in Figure 8:
The larger n and k, the harder the relaxations are to solve.
Let us first discuss model (IPmr), as this model is the only one without dynamic
constraint generation. As could be expected given its size, the performance of (IPmr)
degrades rapidly as n or k increase: It fails to reliably provide a bound on all but
the smallest instances. For n > 25 of if k > 3, we cannot expect to solve this model
to optimality anymore. Starting from n = 100, no more bounds can be found using
this model. All other models use a separation procedure and yield a valid bound in
all cases. While naïve cut-set model (IPuc), and the new models (IPedc) and (IPsedc)
yield optimum bounds even for the largest instances, the models (IPdc) and (IPet) start
failing at n = 100. The model (IPklsvz) provides optimum bounds for n ≤ 150.
25
time in seconds
#
i
n
s
t
a
n
c
e
s
s
o
l
v
e
d
t
o
o
p
t
i
m
a
l
i
t
y
0 400 800 1200 1600 2000 2400 2800 3200 3600
0
50
100
150
200
250
300
350
400
450
IPuc IPklsvz IPdc IPmr IPet IPedc IPsedc
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IPuc IPdc IPklsvz IPmr IPet IPedc IPsedc
n k feas. opt. feas. opt. feas. opt. feas. opt. feas. opt. feas. opt. feas. opt.
25 2 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 100%
25 3 100% 100% 100% 100% 100% 100% 100% 75% 100% 100% 100% 100% 100% 100%
25 4 100% 100% 100% 100% 100% 100% 67% 37% 100% 100% 100% 100% 100% 100%
50 3 100% 100% 100% 100% 100% 100% 60% 32% 100% 100% 100% 100% 100% 100%
50 4 100% 100% 100% 100% 100% 100% 35% 12% 100% 98% 100% 100% 100% 100%
50 5 100% 100% 100% 100% 100% 100% 20% 2% 100% 100% 100% 100% 100% 100%
100 5 100% 100% 100% 52% 100% 100% 0% 0% 100% 70% 100% 100% 100% 100%
100 10 100% 100% 100% 0% 100% 100% 0% 0% 100% 28% 100% 100% 100% 98%
100 15 100% 100% 100% 0% 100% 100% 0% 0% 100% 3% 100% 100% 100% 100%
200 10 100% 95% 100% 0% 100% 32% 0% 0% 100% 0% 100% 90% 100% 98%
200 15 100% 92% 100% 0% 100% 38% 0% 0% 100% 0% 100% 88% 100% 95%
200 20 100% 82% 100% 0% 100% 40% 0% 0% 100% 0% 100% 88% 100% 90%
Table 1: Percentage of instances where a valid bound (an optimum bound) was found within one hour.
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4.5. Quality of the Linear Programming Bounds
We now argue that the new models not only solve fast, but also provide good bounds.
The easiest way to evaluate the quality of a bound would be to compare against the
integer optimum. However, this optimum is not known in all cases. As an alternative,
we look at the improvement over the bound obtained from the naïve model (IPuc): This
model is fast and at worst yields a bound that is a 2-factor approximation for the integer
optimum.
It turns out that in our experiments, the bounds from (IPklsvz) are the same as
the ones from the naïve model (IPuc). We therefore do not show model (IPklsvz) in
the following figures. Likewise, we removed model (IPmr) from the comparison as it
did not provide a significant number of bounds. It remains to compare the known
improvement (IPdc) with the new models.
Figure 9 shows the factor by which the bounds obtained from (IPdc) with the new
models (IPedc), (IPsedc), and (IPet) differ from the bound provided by (IPuc). Recall
that (IPuc) is a guaranteed 2-approximation such that the integer optimum is at worst
at the 200% line in Figure 9. The figure is a standard box plot diagram in which each
box corresponds to one model and aggregates all instances. The lower and the upper
whisker at each box show the maximum and the minimum factor throughout all the
instances, respectively. Each box has a lower and an upper end; these depict the 25%-
percentile and the 75%-percentile of the improvement factors, respectively. The thick
line in each box shows the median of the improvement factors. Consider for instance
the case where n = 25 and focus on the model (IPdc): The lower whisker shows that
the model provided a bound that was at least as good as the bound from (IPuc) on all
instances. As shown by the upper whisker, the best bound found throughout all of the
instances was a factor of 1.6 better than the bound from (IPuc). The box itself shows
that on 25% of the instances, the factor was at least 1.4 (upper end of the box), on 50%
of the instances, the factor was at least 1.25 (median line), and on 75% of the instances,
the factor was at least 1.15 (lower end of the box).
Model (IPdc) clearly improves on the naïve formulation. While the improvement
tapers off towards the larger instances, we see a bound that is better by a factor of
roughly 1.2 even for n = 200. We remark that (IPdc) is no longer able to solve all linear
programs to optimality for larger n and thus expect the theoretical best bound provided
by the model to be slightly better than depicted here. The median improvement of
model (IPet) is comparable to the the one of model (IPdc). Its variance is much higher,
though: While some bounds of its improve on (IPdc), others are far worse than the naïve
bounds from (IPuc). This observation holds true even for n = 25 and n = 50 where (IPet)
solves to optimality on all instance. We conclude that even optimum bounds from (IPet)
can be very weak. A more detailed analysis (not shown here) yields that the bounds
from (IPet) deteriorate with a growing number of Steiner nodes: In fact, the bound
from (IPet) is never worse than the naïve bound from (IPuc) on the instances where all
nodes are terminals.
The new models (IPedc) and (IPsedc) perform similarly. For n = 25, their bound is
never worse then the naïve bound and their median lies well above the median of the
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Figure 9: Quality of the linear programming bound of the best previous model and the new
models. The values show the improvement over the linear programming bound over the naive
cut-set formulation (IPuc) at 100%. The figure shows the (possibly suboptimal) bound obtained
after 1 hour.
previous best model (IPdc). The trend continues for larger n where the bounds from
these two models is strictly better than the naïve bound in all cases. We even see an
increasing improvement that comes close to a factor of 2 in the best case. Model (IPsedc)
seems to perform slightly better than (IPedc); we recall however, that (IPsedc) solves to
optimality more often for n = 200 where the difference is most pronounced.
5. Conclusions
While our tree-based formulation (IPet) only seems to work well for instances without
Steiner nodes, the new cut-based formulations (IPedc) and (IPsedc) are tractable and
provide lower bounds that come close to the integer optimum in many cases. Switching
between (IPedc) and (IPsedc) allows us to trade a smaller number of variables for a
slightly worse lower bound. The obvious next step would be to design Branch-and-Bound
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algorithms based on these formulations. Another interesting question is whether the
new formulations imply a primal-dual approximation algorithm and to find theoretical
quality guarantees for them. Finally, it would be interesting to shed more lightonto the
connection between (IPmr) and (IPedc) or (IPsedc). What happens if only a subset of
the constraints (6g) is used, and which would be a good candidate subset? Can the
constraints (6g) be separated efficiently?
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