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Abstract
We establish a Fredholm criterion for the operators belonging to the C-algebra generated
by singular integral operators with semi-almost periodic matrix coefﬁcients. The result is
applied to Toeplitz-like operators that are perturbed by integral operators with ﬁxed
singularities at inﬁnity, in which case it leads to an effectively veriﬁable Fredholm criterion
together with an index formula. Our approach is based on an isomorphism theorem for C-
algebras associated with C-dynamical systems and the notion of canonical generalized AP
factorization for almost periodic matrix functions.
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1. Introduction
Let L2 ¼ L2ðRÞ denote the usual Lebesgue space on the real line R and let P ¼
1
2
ðI þ SÞ; Q ¼ 1
2
ðI  SÞ be the projections generated by the Cauchy singular integral
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operator S; which is deﬁned by
ðSf ÞðxÞ ¼ 1
pi
v:p:
Z
R
f ðtÞ
t  x dt ðxARÞ
and is known to be bounded on L2ðRÞ (see, e.g., [13,17]).
Given a Banach space X ; we denote by XN the Banach space of all columns of
height N with components in X ; the norm in XN is deﬁned by
jjðx1;y; xNÞ?jj ¼
XN
j¼1
jjxjjj2
 !1=2
:
For a closed subalgebra B of LN ¼ LNðRÞ; we let BNN denote the Banach algebra
of all N  N matrices with entries in B; we equip BNN with the norm jjajj ¼ jjaI jj;
where aI is the operator of multiplication by a on L2N :
The set of all invertible elements of a unital Banach algebra B will be denoted by
GB: Let BðXÞ and KðX Þ be the algebras of all bounded and compact linear
operators on a Banach space X ; respectively. In what follows we will write ACB if
A  BAKðXÞ: The essential norm jjAjjess of an operator AABðX Þ is deﬁned as
jjAjjess ¼ jjA þKðX Þjj ¼ inf
KAKðXÞ
jjA  K jj:
An operator AABðX Þ is said to be Fredholm if A þKðXÞ is invertible in the
quotient algebra BðXÞ=KðXÞ: It is well known that AABðX Þ is Fredholm if and
only if the image Im A :¼ AX is a closed subspace of X and Ker A :¼ fxAX : Ax ¼
0g and Coker A :¼ X=Im A have ﬁnite dimensions. The index of a Fredholm
operator is the integer
Ind A ¼ dimKer A  dim Coker A:
We denote by Cð %RÞ the set of all complex-valued continuous functions c on R which
have ﬁnite limits cðNÞ and cðþNÞ at N and þN: An almost periodic
polynomial is a function of the form
aðxÞ ¼
Xm
j¼1
aje
iljx ðxARÞ with ajAC; ljAR: ð1:1Þ
The set of all almost periodic polynomials will be denoted by AP0: The algebra AP of
the Bohr almost periodic functions is deﬁned as the closure of AP0 in LN: Finally, the
algebra SAP of the semi-almost periodic functions is the smallest closed subalgebra of
LN containing Cð %RÞ,AP: We remark that ½Cð %RÞNN ; APNN ; SAPNN are C-
subalgebras of LNNN :
The algebra SAP was introduced by Sarason [27], who also showed that every
aASAPNN can be written in the form
a ¼ ð1 uÞal þ uar þ a0; ð1:2Þ
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where uACð %RÞ is any ﬁxed function such that 0pup1; uðNÞ ¼ 0; uðþNÞ ¼ 1; al
and ar belong to APNN ; and a0 is in ½C0NN ; the set of all continuous matrix
functions vanishing at N and þN: Moreover, al and ar are uniquely determined
by a and the maps a/al and a/ar are C
-algebra homomorphisms of SAPNN
onto APNN : The matrix functions al and ar are referred to as the almost periodic
representatives of a at N and þN; respectively. We put
SAPWNN :¼ faASAPNN : al ; arAAPWNNg;
where APW is the set of all aAAP which can be written in the form
aðxÞ ¼
XN
j¼N
aje
iljx;
XN
j¼N
jajjoN:
Let S ¼ algðS; ½Cð %RÞNNÞ be the C-algebra generated by the singular integral
operators aI þ bS with coefﬁcients a; bA½Cð %RÞNN : We denote by HN the closed
two-sided ideal of S that is generated by all the commutators uS  SuI with
uACð %RÞ: One can show (see, e.g., [3, Section 4]) that the ideal HN is generated by
the only commutator u0S  Su0I where u0ðxÞ ¼ tanhðpxÞ; xAR:
The paper is devoted to the Fredholm theory for the operator
A ¼ PaP þ Q þ cHþ þ HdI ð1:3Þ
on the space L2N ; where a; c; dASAPNN and H7AHN: We remark that singular
integral operators of the form
aP þ bQ þ
Xm
k¼1
ckHk ð1:4Þ
with a; bASAPWNN ; ckASAPNN ; and HkAHN; were studied on the spaces
L
p
N ð1opoNÞ in [3] using the APW factorization of the matrix function G ¼
b1aAAPWNN : However, the method of [3] is not applicable to the operators (1.3)
and (1.4) in case a; bASAPNN \SAPWNN : The main result of the present paper
delivers a Fredholm criterion even for the more general operators
aP þ bQ þ
Xm
k¼1
ckH
þ
k þ
Xn
j¼1
Hj djI
with a; b; ck; djASAPNN and Hþk ; H

j AHN; but in this general situation the
criterion is very cumbersome. For this reason we focus our attention on the
particular case (1.3), where the criterion becomes both nice and useful.
In the case N ¼ 1; the Fredholm theory for the operator PaP þ QABðL2NÞ with
aASAPNN ; which is closely related to the Toeplitz operator TðaÞ ¼ PaP j Im P on
the Hardy space H2N ¼ PL2N ; was worked out by Sarason [27]. The passage to N41
is highly nontrivial and required qualitatively new ideas. Final results of the
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Fredholm theory of block Toeplitz operators with symbols in SAPNN were
announced in [21] and presented with full proofs in [6]. The approach of [6,21] is
based on exploitation of generalized AP factorization. The factorization approach
was powerful enough to work also in the Banach space case H
p
N ¼ PLpN ð1opoNÞ;
which was disposed of in [5] (see also [6, Chapter 18]).
In this paper, we pursue a completely different strategy. Using an appropriate
isomorphism theorem for C-dynamical systems, we ﬁrst establish a Fredholm
criterion for the operators in the C-algebra B :¼ algðS; SAPNNÞ: This criterion says
that the Fredholmness of an operator AAB is equivalent to the invertibility of certain
2N  2N matrices PtðAÞ (tAR) and the invertibility of certain operators PN;mðAÞ
(mA½0; 1) acting on l2ðR;C2NÞ: In the case where A is the special operator (1.3), we
will be able to show that the invertibility of the operators PN;mðAÞ ðmA½0; 1) is
equivalent to the invertibility of another set of matrices, thus obtaining an effectively
veriﬁable Fredholm criterion. As Toeplitz operators are covered by the operators
(1.3), we get a new and different proof of the criterion of [21], which, by virtue of the
C-algebra techniques employed, is of course limited to the Hilbert space case.
The paper is organized as follows. Section 2 contains some auxiliary results. In
Section 3, we formulate the main result of the paper. In Section 4, we prove a version
of an isomorphism theorem for C-algebras associated with C-dynamical systems
(cf. [1,2,19,20]). On the basis of that theorem, in Section 5, we study the C-algebra
of singular integral operators with semi-almost periodic coefﬁcients. The results of
Section 5 together with results on canonical generalized AP factorization of
aASAPNN allow us to get a Fredholm criterion for the operator (1.3) in Section 6.
In Section 7 we calculate the index of the operator (1.3). Finally, in Section 8, as a
corollary of the results of Sections 6 and 7, we obtain a Fredholm criterion and an
index formula for the Toeplitz operator TðaÞ with a symbol a in SAPNN on the
Hardy space H2N in a way different from that in [6, Chapters 21 and 18].
2. Preliminaries
2.1. Almost periodic factorization
The Bohr mean value MðaÞ of a matrix function aAAPNN is the matrix
MðaÞ :¼ lim
T-N
1
2T
Z T
T
aðxÞ dx;
and the Bohr–Fourier spectrum OðaÞ of aAAPNN is the at most countable set
OðaÞ :¼ flAR : MðaelÞa0g;
where elðxÞ :¼ eilx: We put
AP7 ¼ faAAP :OðaÞCR7g; R :¼ ðN; 0; Rþ :¼ ½0;NÞ:
ARTICLE IN PRESS
A. B .ottcher et al. / Journal of Functional Analysis 204 (2003) 445–484448
One can show that AP7 are closed subalgebras of AP and that AP7-AP0 is dense
in AP7: Let APW7 ¼ APW-AP7: A canonical (right) APW factorization of a
matrix function aAAPWNN is a representation a ¼ aaþ with a7AGAPW7NN :
In the scalar case ðN ¼ 1Þ; invertibility criteria for Toeplitz operators with almost
periodic symbols were established by Gohberg and Feldman [14] as well as by
Coburn and Douglas [9]. In the matrix case, we have the following.
Theorem 2.1 ([6, Corollary 9.8] and [21, Theorem 7]). If aAAPWNN ; then TðaÞ is
invertible on H2N if and only if a has a canonical right APW factorization.
2.2. SAP and AP
Let C and B stand for the smallest closed subalgebras of BðL2NÞ which contain the
operator S and the sets faI : aAAPNNg and faI : aASAPNNg; respectively:
C :¼ algðS;APNNÞ; B :¼ algðS; SAPNNÞ:
It is well known that S ¼ algðS; Cð %RÞÞ contains all compact operators. Since
Cð %RÞCSAP; it follows that B also contains all compact operators.
Theorem 2.2 ([6, Theorem 18.10] and [21, Lemma 1]). The maps
mr : S/S; aI/arI ðaASAPNNÞ;
ml : S/S; aI/alI ðaASAPNNÞ
extend to C-algebra homomorphisms of B onto C such that
jjmrðAÞjjpjjAjjess; jjmlðAÞjjpjjAjjess for all AAB:
Recall that an operator is said to be n-normal if its range is closed and its kernel
has ﬁnite dimension and to be d-normal if its range is closed and of ﬁnite
codimension.
Corollary 2.3. If AAB is Fredholm (n-normal, resp. d-normal), then mrðAÞ and mlðAÞ
are invertible (left-invertible, resp. right-invertible).
Corollary 2.4. Let aASAPNN : If TðaÞ is Fredholm (n-normal, resp. d-normal), then
TðalÞ and TðarÞ are invertible (left-invertible, resp. right-invertible).
2.3. Matrix symbols in SAPW: Fredholmness and index
If cAGAPWNN has a canonical right APW factorization c ¼ ccþ; we can
uniquely deﬁne the geometric mean dðcÞ :¼ MðcÞMðcþÞ (see [6, Section 8.2]).
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Theorem 2.5 ([6, Theorem 10.13] and [21, Theorem 12]). Let aASAPWNN : Then
the operator TðaÞ is Fredholm on the space H2N if and only if a is invertible in
SAPWNN ; the matrix functions al ; ar have canonical right APW factorizations, and
spðd1ðarÞdðalÞÞ-ðN; 0 ¼ |; ð2:1Þ
where spðd1ðarÞdðalÞÞ stands for the set of the eigenvalues of the matrix
d1ðarÞdðalÞ :¼ ðdðarÞÞ1dðalÞ:
We let GSAP0;0 denote the set of all functions aAGSAP for which
kðalÞ ¼ kðarÞ ¼ 0; where
kðbÞ :¼ lim
x-N
1
x
arg bðxÞ
is the mean motion of a function bAGAP (here arg b denotes any continuous branch
of the argument of b). By Karlovich and Spitkovsky [22, Lemma 3.5] (see also
[6, Section 3.5]), if aAGSAP0;0 and arg a is any continuous argument of a; then the
limit
1
2p
lim
T-þN
1
T
Z T
0
ððarg aÞðxÞ  ðarg aÞðxÞÞ dx ð2:2Þ
exists, is ﬁnite, and is independent of the particular choice of arg a: For a in GSAP0;0;
we denote limit (2.2) by ind a and call it the Cauchy index of a: It is easily seen that if
aAGCð %RÞ; then (2.2) equals
1
2p
ððarg aÞðþNÞ  ðarg aÞðNÞÞ;
so that this deﬁnition is consistent with the usual deﬁnition of the Cauchy index for
functions aAGCð %RÞ:
If aAGSAPWNN and the matrix functions al ; ar have canonical right APW
factorizations, then det aAGSAP0;0 and hence the Cauchy index indðdet aÞ is well
deﬁned.
Theorem 2.6 ([6, Theorem 10.13] and [21, Theorem 12]). If aASAPWNN and if
TðaÞ is Fredholm on the space H2N ; then
Ind TðaÞ ¼ indðdet aÞ 
XN
k¼1
1
2
 1
2
 1
2p
arg xk
  
; ð2:3Þ
where x1;y; xNAC\ðN; 0 are the eigenvalues of the matrix d1ðarÞdðalÞ and fg
stands for the fractional part.
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2.4. The Besicovitch space
Recall that AP0 stands for the set of all almost periodic polynomials on R: The
Besicovitch space B2 is deﬁned as the completion of AP0 with respect to the norm
jj f jjB2 :¼
X
l
j flj2
 !1=2
¼ ðMðj f j2ÞÞ1=2;
where f ¼Pl flelAAP0:
Let RB denote the Bohr compactiﬁcation of R and dm the normalized Haar
measure on RB (see, e.g., [6, Chapter 7]). It is well known that AP may be identiﬁed
with CðRBÞ and that one can identify B2 with L2ðRB; dmÞ: Thus, B2 is a
(nonseparable) Hilbert space, and the inner product in B2 ¼ L2ðRB; dmÞ is given by
ð f ; gÞ ¼
Z
RB
f ðxÞgðxÞ dmðxÞ: ð2:4Þ
For f ; gAAP we also have
ð f ; gÞ ¼ lim
T-N
1
2T
Z T
T
f ðxÞgðxÞ dx:
Since mðRBÞ ¼ 1 is ﬁnite, AP is contained in B2: Moreover, AP is a dense subset
of B2:
The Cauchy–Schwarz inequality shows that the mean value
Mð f Þ :¼
Z
RB
f ðxÞ dmðxÞ
exists and is ﬁnite for every fAB2: For fAB2; the set
Oð f Þ :¼ flAR : Mð felÞa0g
is called the Bohr–Fourier spectrum of f and can be shown to be at most countable.
Taking into account (2.4), one can prove that for every fAB2;
jj f jj2B2 ¼
X
lAOð f Þ
jMð felÞj2 ðParseval0s equalityÞ:
Let l2ðRÞ denote the collection of all functions f : R-C for which the set flAR :
f ðlÞa0g is at most countable and
jj f jj2l2ðRÞ :¼
X
j f ðlÞj2oN:
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Further, lNðRÞ is deﬁned as the set of all functions f : R-C such that
jj f jjlNðRÞ :¼ sup
lAR
j f ðlÞjoN:
Note that l2ðRÞ is a (nonseparable) Hilbert space with pointwise operations and the
inner product
ð f ; gÞ :¼
X
lAR
f ðlÞgðlÞ
and that lNðRÞ is a C-algebra with pointwise operations and the norm jj  jjlNðRÞ:
The map FB : l
2ðRÞ-B2 which sends a function fAl2ðRÞ with a ﬁnite support to
the function
ðFB f ÞðxÞ ¼
X
lAR
f ðlÞeilx; xAR
can be extended by continuity to all of l2ðRÞ: It is referred to as the Bohr–Fourier
transform. The operator FB is an isometric isomorphism. The inverse Bohr–Fourier
transform acts by the rule
F1B : B
2-l2ðRÞ; ðF1B f ÞðlÞ ¼ Mð felÞ; lAR:
Given aAlNðRÞ; we denote by aI the operator of multiplication by a on l2ðRÞ: As
usual, we omit the I in case aI follows another operator. If aAlNðRÞ; then the
operator cðaÞ : B2-B2 deﬁned by cðaÞ :¼ FBaF1B is bounded.
2.5. Canonical generalized AP factorization
In order to establish a criterion for the invertibility of TðaÞ on H2N with aAAPNN
and to study the Fredholmness of TðaÞ on H2N with aASAPNN it is necessary to
generalize the notion of AP factorization.
Let B27 denote the Hilbert spaces consisting of the functions in B
2 with the
Bohr–Fourier spectra in R7 ¼ fxAR :7xX0g: A canonical generalized right AP
factorization of a matrix function a in GAPNN is a representation
a ¼ aaþ; ð2:5Þ
aAG½B2NN ; aþAG½B2þNN ; aP˜a1 IABðB2NÞ: ð2:6Þ
Here P˜ is the projection P˜ :¼ FBwþF1B ABðB2NÞ and wþ is the characteristic function
of Rþ: Moreover, although B27 is not a Banach algebra, we denote by G½B27NN the
matrix functions that belong to ½B27NN and have an inverse in ½B27NN : Clearly,
deﬁnition (2.5), (2.6) mimics both the canonical APW factorization of matrix
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functions aAGAPW (see Section 2.1) and the canonical Wiener–Hopf factorization
of a matrix function aAGLNNN (see, e.g., [6,28,23, Section 6.2, Deﬁnition 3.1]).
Theorem 2.7 ([6, Theorem 21.7] and [21, Theorem 14]). Let aAAPNN : Then a has a
canonical generalized right AP factorization if and only if the operator TðaÞ is
invertible on H2N :
Let *GNN denote the collection of all matrix functions aAGAPNN that admit a
canonical generalized right AP factorization.
Corollary 2.8 (Bo¨ttcher et al. [6, Corollary 21.8] and Karlovich [21, Corollary
8]). The function
d : *GNN-GCNN ; a/dðaÞ :¼ MðaÞMðaþÞ
is well defined and continuous.
2.6. The local principle of Allan and Douglas
In this section we cite the local principle of Allan and Douglas, which may be
regarded as a generalization of the Gelfand theory for commutative Banach algebras
to the noncommutative case.
Let A be a Banach algebra with identity e: A closed subalgebra Z of A is called a
central subalgebra if az ¼ za for all aAA and all zAZ: Let Z be a central subalgebra
of A which contains e: Then Z is a unital commutative Banach algebra, and we
denote by M the maximal ideal space of Z: Given a maximal ideal mAM; we let Jm
denote the smallest closed two-sided ideal of A containing the ideal mðCZCAÞ: One
can show (see, e.g., [4, Proposition 8.6]) that
Jm ¼ fcz : cAA; zAmg ¼ fzc : zAm; cAAg: ð2:7Þ
Theorem 2.9 (Local principle of Allan and Douglas). Let aAA: Then a is invertible in
A if and only if a þ Jm is invertible in the quotient algebra A=Jm for all mAM:
For C-algebras, Theorem 2.9 can be supplemented by the following.
Theorem 2.10. If A is a unital C-algebra and Z is a central C-subalgebra of A which
contains the identity of A, then the map
A- "
mAM
A=Jm; a/fa þ JmgmAM
is an injective (and thus isometric) C-algebra homomorphism.
Full proofs of these two theorems are in [7], for example.
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3. Main result
Our main result is an explicit Fredholm criterion and an explicit index formula for
the operator AABðL2NÞ given by (1.3).
First, consider the C-algebra S :¼ algðS; CNNð %RÞÞCBðL2NÞ generated by the
Cauchy singular integral operator S over R and the multiplication operators aI with
aACNNð %RÞ: Following [15,16], we introduce symbols of singular integral operators
AAS at the point N: For mA½0; 1 and aACNNð %RÞ; we set
ðaIÞðN; mÞ ¼ aðNÞ 0
0 aðþNÞ
 !
; ð3:1Þ
SðN; mÞ ¼ 2m 1 2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp
2
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp 1 2m
 !
#IN ; ð3:2Þ
where the function m/
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp means the nonnegative continuous branch of the
square root and IN is the N  N identity matrix. The map A/AðN; Þ deﬁned by
(3.1), (3.2) for the generators of the algebra S extends to a C-algebra
homomorphism S-C2N2N ½0; 1: Note that the two off-diagonal N  N block-
entries of AðN; mÞ vanish for mAf0; 1g: For the commutator H0 ¼ u0S  Su0I ;
where u0 ¼ tanhðpxÞ; we deduce from (3.1), (3.2) that
H0ðN; mÞ ¼
0 4 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃmð1 mÞp
4
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp 0
 !
#IN : ð3:3Þ
Since the closed two-sided ideal HN of the algebra S is generated by the operator
H0; it follows from (3.1) to (3.3) that for every HAHN the matrix function
m/HðN; mÞ belongs to C2N2N ½0; 1 and vanishes at the points mAf0; 1g:
For
P
l clelAB
2
NN ; we put
X
l
clel
" #
7
:¼
X
7lX0
clel: ð3:4Þ
Theorem 3.1. Let a; c; dASAPNN and H7AHN: The operator
A ¼ PaP þ Q þ cHþ þ HdI
is Fredholm on the space L2N if and only if all of the following three conditions hold:
(a) aAGSAPNN ;
(b) the almost periodic representatives al and ar of a have canonical generalized right
AP factorizations al ¼ al dðalÞaþl and ar ¼ ar dðarÞaþr ; where Mða7l Þ ¼
Mða7r Þ ¼ IN ;
ARTICLE IN PRESS
A. B .ottcher et al. / Journal of Functional Analysis 204 (2003) 445–484454
(c) detAðmÞa0 for every mA½0; 1; where
AðmÞ :¼PðN; mÞ dðalÞ 0
0 dðarÞ
 !
PðN;mÞ þ QðN; mÞ
þ QðN; mÞ MðclÞ 0
0 MðcrÞ
 !
HþðN; mÞ
þ HðN; mÞ
MðdlÞ 0
0 MðdrÞ
 !
QðN; mÞ
þ PðN; mÞ Mðða

l Þ1clÞ 0
0 Mððar Þ1crÞ
 !
HþðN; mÞ
þ HðN; mÞ
Mðdlðaþl Þ1Þ 0
0 Mðdrðaþr Þ1Þ
 !
PðN; mÞ
 HðN; mÞ
MðZlÞ 0
0 MðZrÞ
 !
HþðN; mÞ; ð3:5Þ
and with notation (3.4),
Zl :¼ ½dlðaþl Þ1  Mðdlðaþl Þ1Þd1ðalÞ½ðal Þ1cl  Mððal Þ1clÞþ
þ ½dl  MðdlÞþ½cl  MðclÞ; ð3:6Þ
Zr :¼ ½drðaþr Þ1  Mðdrðaþr Þ1Þd1ðarÞ½ðar Þ1cr  Mððar Þ1crÞþ
þ ½dr  MðdrÞþ½cr  MðcrÞ: ð3:7Þ
If the operator A is Fredholm, then
Ind A ¼ indðdet aÞ  1
2p
farg det AðmÞgmA½0;1: ð3:8Þ
We remark that al ; ar belong to GAPNN in view of (a) and that indðdet aÞ is well
deﬁned by (2.2) because det aAGSAP0;0:
The rest of the paper is devoted to the proof of Theorem 3.1.
4. An isomorphism theorem
Let H be a Hilbert space, let A be a C-subalgebra of BðHÞ which contains the
identity operator I ; let G be a discrete group, and let
u :G-BðHÞ; g/ug
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be a unitary representation of G on H: We assume that
(A1) G is an Abelian group.
Let further Z be a central C-subalgebra of A which contains I : Our second
assumption is that
(A2) for every gAG the map ag : a/ugaug maps both A and Z onto themselves.
Obviously, (A2) implies that ag is actually a C-algebra automorphism of both A
and Z:
Let M denote the maximal ideal space of Z: By the Gelfand–Naimark theorem
(see, e.g., [6, Theorem 1.7(a)]), we can identify Z with CðMÞ: By (A2), there is a
group homomorphism g/bg of G into the group of all homeomorphisms of M such
that
ðagðaÞÞðmÞ ¼ aðbgðmÞÞ for all aACðMÞ and all mAM:
A state of A is a bounded linear functional f : A-C such that f ðaaÞX0 for all aAA
and jj f jj ¼ 1: For each vector xAH of norm 1; the functional a/ðax; xÞ is a state.
Such states are referred to as vector states. If f is a state and lA½0; 1; then, obviously,
f ðaaÞXlf ðaaÞX0 for all aAA: A state f is called a pure state if l f (lA½0; 1) are the
only bounded linear functionals g : A-C satisfying f ðaaÞXgðaaÞX0 for all aAA:
We denote by EA and PA the set of all states and all pure states of A; respectively. It
is well known (see, e.g., [8, Theorem 2.3.15]) that EA is convex and compact in the
weak-star topology of A; that the extreme points of EA belong to PA; and that EA
coincides with the weak-star closure of the convex hull of PA:
For mAM; let Jm be the smallest closed two-sided ideal of A which contains m
(recall Section 2.6). Put
Pm ¼ PA-J>m :¼ fnAPA : Ker n*Jmg:
Lemma 4.1. If mAPA; then Ker m*Jm; where m :¼ Z-Ker mAM:
Proof. By Dixmier [10, Proposition 2.4.4] and Murphy [24, Theorem 5.1.6], a
pure state mAPA generates a nonzero irreducible Gelfand–Naimark–Segal repre-
sentation pm of the C-algebra A on a Hilbert space Hm with a cyclic vector xm such
that
m ¼ ðpmðÞxm; xmÞ ð4:1Þ
and in view of [24, Corollary 3.3.4],
1 ¼ jjmjj ¼ mðIÞ ¼ jjxmjj2: ð4:2Þ
Since pm is an irreducible representation of the C-algebra A; we conclude from
[10, Proposition 2.3.1(ii)] that pmðZÞCpmðAÞ0 ¼ CIm; where Im is the identity operator
on Hm and pmðAÞ0 is the commutant of pmðAÞ: Hence for every zAZ there exists a
lzAC such that pmðzÞ ¼ lzIm: Using (4.1) and (4.2) we therefore get mðzÞ ¼
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ðpmðzÞxm; xmÞ ¼ ðlzxm; xmÞ ¼ lzjjxmjj2 ¼ lz: Consequently, the restriction of m to Z is a
multiplicative functional and Z-Ker m ¼ Z-Ker pm: As the kernel of a multi-
plicative functional of a commutative C-algebra is a maximal ideal of this algebra,
we obtain that m :¼ Z-Ker mAM: In view of (2.7) the inclusion mCKer pm implies
that JmCKer pm: But Ker pmCKer m by (4.1), which completes the proof. &
From Lemma 4.1 it follows immediately that
PA ¼
[
mAM
Pm:
We now make a third assumption:
(A3) for every ﬁnite set fg1;y; gkgCG; every mAPA; and every open weak-star
neighborhood W of m; there exists an mAM such that Pm-Wa| and the points
bg1ðmÞ;y; bgkðmÞ are pairwise distinct.
Consider the C-algebra D :¼ algðA; uGÞCBðHÞ generated by the operators
aAA and ugðgAGÞ: By (A2), the algebra D is the uniform closure of the set D0 of all
ﬁnite sums
b ¼
X
agug ðagAAÞ:
Let now H˜ be a second Hilbert space, let A˜ be a C-subalgebra of BðH˜Þ which
contains the identity operator, and let u˜ : G-BðH˜Þ be a unitary representation of G
on H˜: Put D˜ ¼ algðA˜; u˜GÞ: We assume that
(A4) there is a C-algebra isomorphism j : A-A˜ such that jðugaugÞ ¼ u˜gjðaÞu˜g
for all gAG and all aAA:
An isomorphism theorem for the C-algebras D ¼ algðA; uGÞ and D˜ ¼ algðA˜; u˜GÞ
was established in [1, Chapter 2] (see also [6, Section 9.1]) in the case where the group
G is Abelian and the C-algebra A is commutative. When studying Toeplitz
operators TðaÞ with symbols aASAPNN or more general operators of form (1.3), we
need a version of this isomorphism theorem under the assumption that G is still
Abelian but A is noncommutative. Here is this version.
Theorem 4.2. Suppose assumptions (A1)–(A4) are satisfied. Then there exists a
(unique) C-algebra isomorphism F : D-D˜ such that
FðugÞ ¼ u˜g for gAG and FjA ¼ j: ð4:3Þ
The proof of this theorem is based on the following auxiliary result.
Lemma 4.3. Let (A2) and (A3) be satisfied. For hAG; define
Nh : D
0-A;
X
gAG0
agug/ah;
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where ah ¼ 0 in case heG0: Then Nh extends to a surjective bounded linear operator
Nh : D-A with norm 1.
Proof. Since NhðbÞ ¼ NeðbuhÞ; where e is the unit of the group G; it sufﬁces to prove
the lemma for h ¼ e: Fix a ﬁnite subset G0 of G and an operator b ¼P
gAG0 agugAD
0: We may without loss of generality assume that eAG0: We have
jjaejj ¼ supf
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðaaÞp : mAPAg (see, e.g., [10, Propositions 2.7.1 and 2.6.1]). Fix an
arbitrary e40 and pick a state m0APA such that
jjaejjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0ðaaÞ
p
þ e: ð4:4Þ
Put c ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃm0ðaeaeÞp if m0ðaeaeÞa0 and c ¼ e if m0ðaeaeÞ ¼ 0: Consider the weak-star
neighborhood Vðm0Þ :¼ fmAPA : jmðaeaeÞ  m0ðaeaeÞjoceg of m0APA: Obviously,
j
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0ðaeaeÞ
q

ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mðaeaeÞ
q
joe for mAVðm0Þ: ð4:5Þ
By virtue of (A3), there is a state nAVðm0Þ and a point mAM such that nðJmÞ ¼ f0g
and the points bgðmÞ ðgAG0Þ are pairwise distinct. Due to (4.4) and (4.5),
jjaejjp
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
m0ðaeaeÞ
q
þ eo
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðaeaeÞ
q
þ 2e: ð4:6Þ
Since G0 is ﬁnite, M is Hausdorff, and the maps bg : M-M are continuous, there
exists an open neighborhood WCM of m such that bgðWÞ-bhðWÞ ¼ | whenever
g; hAG0 and gah: As the state n vanishes on Jm; we have nða þ JmÞ ¼ nðaÞ for all
aAA: Consequently, nðaeaeÞ ¼ nðzmaeaezmÞ; where zmAZ is any element whose
Gelfand transform assumes values in ½0; 1 and takes the value 1 at m and the value 0
on M\W : Applying [10, Proposition 3.4.2(ii)] to the identity representation of A; we
deduce that the pure state n is the weak-star limit of vector states. Thus, there is a
vector xAH of norm 1 such thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðaeaeÞ
q
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
nðzmaeaezmÞ
q
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðzmaeaezmx; xÞ
q
þ e
¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ðaeaexm; xmÞ
q
þ e; ð4:7Þ
where xm :¼ zmx: Clearly, jjxmjjp1:
We have ðagðzmÞahðzmÞÞðmÞ ¼ zmðbgðmÞÞzmðbhðmÞÞ: If this is nonzero, then
bgðmÞAW and bhðmÞAW ; which, by the construction of W ; implies that h ¼ g
whenever g; hAG0: Thus, agðzmÞahðzmÞ ¼ 0 whenever g; hAG0 and gah: It results
that in the sum
P
agugxm the summands are pairwise orthogonal. Indeed, we
have
ðagugxm; ahuhxmÞ ¼ ðzmuhahagugzmx; xÞ ¼ ðuhðuhzmuhÞahagðugzmugÞugx; xÞ
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and taking into account (A2) and the equality za ¼ az for zAZ and aAA we obtain
that
ðuhðuhzmuhÞðugzmugÞahagugx; xÞ ¼ ðuhahðzmÞagðzmÞahagugx; xÞ ¼ 0:
This implies that
jjbjj2X jjbxmjj2 ¼
X
agugxm
  2¼X jjagugxmjj2
X jjaeuexmjj2 ¼ ðaeaexm; xmÞ: ð4:8Þ
From (4.6)–(4.8) we infer that jjaejjpjjbjj þ 3e: Because e40 was arbitrary, it follows
that jjaejjpjjbjj: &
Proof of Theorem 4.2. Let D˜0 be the set of all ﬁnite sums of the formP
gAG a˜gu˜g ða˜gAA˜Þ: Conditions (A2) and (A4) imply that the maps *ag : a˜/u˜gau˜g
are C-algebra automorphisms of both A˜ and its central C-subalgebra Z˜ :¼ jðZÞ:
This shows that D˜0 is dense in D˜:
Our aim is to show that every bAD0 can be uniquely written in the form
b ¼P agugðagAAÞ and that the map
F : D0-D˜0;
X
agug/
X
jðagÞu˜g ð4:9Þ
extends to a C-algebra isomorphism of D onto D˜:
From the isomorphisms Z˜DZDCðMÞ we see that the maximal ideal space of
Z˜ can be identiﬁed with M and that the Gelfand map of Z˜ is given by
z˜ðmÞ ¼ ðj1ðz˜ÞÞðmÞ for z˜AZ˜ and mAM:
Due to (A4), the C-algebra automorphisms *ag induce the original action of G on M:
z˜ðbgðmÞÞ ¼ ðj1ðz˜ÞÞðbgðmÞÞ ¼ ðagðj1ðz˜ÞÞÞðmÞ
¼ ðj1ð*agðz˜ÞÞÞðmÞ ¼ ð*agðz˜ÞÞðmÞ:
The map n/nj1 is an isomorphism of PA onto PA˜ and of Pm onto
*Pm :¼ f*nAPA˜ : *nðjðJmÞÞ ¼ f0gg:
Consequently, A˜ is subject to (A3) together with A: This allows us to apply Lemma
4.3 to the algebra D˜; and it results that the operator
N˜h : D˜
0-A˜;
X
a˜gu˜g/a˜h
extends to a bounded operator N˜h : D˜-A˜ of norm 1.
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Now deﬁne F by (4.9). It is clear that F is linear and that F preserves adjoints.
From the equalities
FðagugahuhÞ ¼FðagugahugughÞ
¼jðagugahugÞu˜gh ðby ðA2ÞÞ
¼jðagÞu˜gjðahÞu˜gu˜gu˜h ðby ðA4ÞÞ
¼FðagugÞFðahuhÞ
we see that F is multiplicative. We now show that F is bounded. Fix an operator
b ¼PgAF agug in D0: We have
jjFðbÞjj2n ¼ jjFðbÞFðbÞjjn
¼ jjðFðbÞFðbÞÞnjj ðbecause FðbÞFðbÞ is self-adjointÞ
¼ jjFððbbÞnÞjj: ð4:10Þ
Write ðbbÞn ¼PgAFn cðnÞg ug: Let jFnj be the number of elements in Fn: Then
jjFððbbÞnÞjjp
X
gAFn
jjcðnÞg jj ¼
X
gAFn
jjNgððbbÞnÞjj
p
X
gAFn
jjðbbÞnjj ¼ jFnj jjðbbÞnjj
¼ jFnj jjbbjjn ðbecause bb is self-adjointÞ
¼ jFnj jjbjj2n: ð4:11Þ
On the other hand, because jjN˜hjj ¼ 1; we get
jjFððbbÞnÞjjX max
gAFn
jjjðcðnÞg ÞjjXmax
gAFn
jjcðnÞg jj
¼ max
gAFn
jjNgððbbÞnÞjjXjFnj1jjðbbÞnjj ¼ jFnj1jjbjj2n: ð4:12Þ
Combining (4.10)–(4.12) we obtain
jjFnj1=njjbjj2pjjFðbÞjj2pjFnj1=njjbjj2 for all nAN:
Suppose jF j ¼ k: By conditions (A1) and (A2), we have jFnjppkðnÞ where pkðnÞ is
the number of all partitions n ¼ l1 þ?þ lk with l1;y; lkAZþ: Clearly, p1ðnÞ ¼ 1
and
pkðnÞ ¼ pk1ðnÞ þ pk1ðn  1Þ þ?þ pk1ð0Þoðn þ 1Þpk1ðnÞ;
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whence pkðnÞoðn þ 1Þk1 and thus jFnj1=n-1 as n-N: It follows that jjFðbÞjj ¼
jjbjj; as desired.
By what was proved in the preceding paragraph, the map F has a unique
continuous extension from D0 to all of D: We denote this extension also by F: Thus,
F is an isometric C-algebra homomorphism of D into D˜ satisfying (4.3). We are
therefore left with proving that F is surjective. But since the image of a C-algebra
homomorphism is always closed (see, e.g., [6, Proposition 1.5(c), 24, Theorem 3.1.6])
and since D˜0CFðD0Þ is dense in D˜; we see that F is surjective. &
5. C-algebras of singular integral operators
In this section we study the C-algebra B :¼ algðS; SAPÞCBðL2ðRÞÞ generated by
the multiplication operators aI with aASAP and the Cauchy singular integral
operator S over R: Our aim is to construct a symbol calculus that allows us to decide
whether an operator in B is Fredholm. In the case of piecewise continuous (PC)
coefﬁcients, the symbols are 2 2 matrix functions (see [4,16]). In contrast to this,
SAP coefﬁcients lead to the consideration of operator-valued symbols that take their
values in the C-algebra of discrete convolutions on l2ðRÞ:
We ﬁrst investigate the C-algebra A :¼ algðCð %RÞ; W 0ðPCÞÞCBðL2ðRÞÞ generated
by the operators aW 0ðbÞ with aACð %RÞ and bAPC: Here and in what follows,
W 0ðbÞ :¼ F1bF ðbALNÞ;
where F is the Fourier transform given by
ðFf ÞðxÞ :¼
Z
R
f ðtÞeixtdt; xAR:
It is readily seen that
B ¼ algðA; uRÞ; ð5:1Þ
where u : R-BðL2ðRÞÞ is the unitary representation of the discrete group R given by
u : l/elI :
It turns out that it is more convenient to replace A by the larger C-algebra
D :¼ algðPC; W 0ðPCÞÞCBðL2ðRÞÞ studied in [11,12].
Both A and D contain the C-subalgebra Z :¼ algðCð ’RÞ; W 0ðCð ’RÞÞÞ: Let K ¼
KðL2ðRÞÞ be the set of all compact operators on L2ðRÞ: One can show thatKCZ:
Put Ap :¼ A=K; Dp :¼ D=K; Zp :¼ Z=K; and abbreviate the coset A þK to Ap:
Lemma 5.1. (a) If a; bAPC and að7NÞ ¼ bð7NÞ ¼ 0; then the operators aW 0ðbÞ
and W 0ðbÞaI are compact.
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(b) If aACð ’RÞ; bAPC or if aAPC; bACð ’RÞ; then the commutator aW 0ðbÞ 
W 0ðbÞaI is compact.
(c) If a; bACð %RÞ; then the commutator aW 0ðbÞ  W 0ðbÞaI is compact.
These results are due to Duduchava (see [11, Lemmas 7.1–7.4]). Lemma 5.1(b)
implies that Zp is a central C-subalgebra of Dp: The maximal ideal space of Zp can
be identiﬁed with
M :¼ ð ’R ’RÞ\ðR RÞ ¼ ðR fNgÞ,ðfNg  RÞ,fðN;NÞg
(see [25, Section 15]). In addition to M; we consider the set
M :¼ ðR fNg  ½0; 1Þ,ðfNg  R ½0; 1Þ,ððN;NÞ  f0; 1gÞ:
We equip M with the Gelfand topology and M with the discrete topology. For
A ¼ aW 0ðbÞ ða; bAPCÞ and ðt; x; mÞAM; we deﬁne the matrix Aðt; x; mÞ by
Aðt; x;mÞ
¼ aðt þ 0Þðbðx þ 0Þmþ bðx  0Þð1 mÞÞ aðt þ 0Þðbðx þ 0Þ  bðx  0ÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp
aðt  0Þðbðx þ 0Þ  bðx  0ÞÞ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃmð1 mÞp aðt  0Þðbðx  0Þmþ bðx þ 0Þð1 mÞÞ
 !
;
ð5:2Þ
where, by convention, aðN70Þ ¼ að8NÞ; bðN70Þ ¼ bð8NÞ; and ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃmð1 mÞp
denotes any function R : ½0; 1-R such that R2ðmÞ ¼ mð1 mÞ for all mA½0; 1: Let
BCðM;C22Þ stand for the bounded continuous functions of M into C22:
Theorem 5.2 (Duduchava). The map
Sym : fA ¼ aW 0ðbÞ : a; bAPCg-BCðM;C22Þ
associating the matrix function (5.2) with A extends (in a unique way) to a C-algebra
homomorphism
Sym :D-BCðM;C22Þ;
whose kernel is K:
In what follows we simply write Aðt; x; mÞ instead of ðSym AÞðt; x; mÞ: We denote
by aij ðt; x; mÞ the ði; jÞ-entry of Aðt; x; mÞ: Since
aðNÞbð7NÞ ¼ lim
x-7N
a11ðN; x; 0Þ; aðþNÞbð8NÞ ¼ lim
x-7N
a22ðN; x; 0Þ;
Theorem 5.2 remains valid with M replaced by its subset
M0 ¼ ðR fNg  ½0; 1Þ,ðfNg  R ½0; 1Þ:
ARTICLE IN PRESS
A. B .ottcher et al. / Journal of Functional Analysis 204 (2003) 445–484462
Furthermore, when considering the C-subalgebra A ¼ algðCð %RÞ; W 0ðPCÞÞ of D;
the form of the symbol Aðt; x; mÞ can be simpliﬁed at the points tAR: for the
generating operators A ¼ aW 0ðbÞ ðaACð %RÞ; bAPCÞ we can put
Aðt;N; mÞ ¼ aðtÞbðNÞ 0
0 aðtÞbðþNÞ
 !
; mA½0; 1: ð5:3Þ
We now turn to the C-algebra B ¼ algðA; uRÞ: Because
elaI ¼ aelI ; elW 0ðbÞ ¼ W 0ðblÞelI ; where blðxÞ ¼ bðx þ lÞ;
the algebra B is the BðL2ðRÞÞ closure of the set B0 of all operators of the form
B ¼
X
l
AlelI ;
where AlAA and l ranges over arbitrary ﬁnite subsets of R: Let *R be the set resulting
from ’R by blowing up the pointN to the segment ½0; 1:
*R ¼ R,ðfNg  ½0; 1Þ:
We associate with each point of *R a representation of B: For tAR; let Pt be the
representation
Pt : B-BðC2Þ;
Pt
X
l
AlelI
 !
¼
X
l
Alðt;N; 1ÞeiltI ; ð5:4Þ
and for mA½0; 1; we deﬁne PN;m as the representation
PN;m : B-Bðl2ðR;C2ÞÞ;
PN;m
X
l
AlelI
 !
f
" #
ðxÞ ¼
X
l
AlðN; x; mÞ f ðx þ lÞ; ð5:5Þ
where xAR and fAl22ðRÞ :¼ l2ðR;C2Þ: Also, for BAB we consider the operator-
valued function B˜ given on *R by
B˜ðtÞ ¼ PtðBÞ for tAR; B˜ðN; mÞ ¼ PN;mðBÞ for mA½0; 1: ð5:6Þ
The set *B :¼ fB˜ : BABg is a C-algebra with pointwise operations and the norm
jjB˜jj :¼ max sup
tAR
jjPtðBÞjj; sup
mA½0;1
jjPN;mðBÞjj
( )
: ð5:7Þ
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Theorem 5.3. The map F defined by
F : Bp- *B; Bp/B˜
is a well-defined C-algebra isomorphism.
Proof. By Theorem 5.2 and the remark following it, the map
j : Ap-BCðM0;C22Þ; ðjApÞðt; x; mÞ ¼ Aðt; x; mÞ
is a well-deﬁned injective C-algebra homomorphism. Proposition 1.5 of [6] implies
that j : Ap-jðApÞ is a C-algebra isomorphism of the C-algebra Ap onto the C-
algebra jðApÞ:
Let Z0 ¼ algðCð ’RÞÞ be the C-subalgebra of BðL2ðRÞÞ generated by the
multiplication operators aIðaACð ’RÞÞ and put Zp0 :¼ fz þK : zAZ0g: From Lemma
5.1(b) we deduce that Zp0 is a central subalgebra of B
p; and it is easily seen the
maximal ideal space of Zp0 can be identiﬁed with
’R: For tA ’R; let Jt be the smallest
closed two-sided ideal of Bp which contains the set fðaIÞp : aACð ’RÞ; aðtÞ ¼ 0g:
Further, denote by #B the C-algebra of all functions Bˆ : t/Bp þ Jt ðtA ’RÞ with
BAB; the operations in #B are deﬁned pointwise and the norm is given by
jjBˆ jj :¼ sup
tA ’R
jjBp þ Jtjj: ð5:8Þ
Theorem 2.10 tells us that Bp is isometrically star-isomorphic to #B: Put
#BR :¼ fBˆ jR : BABg; *BR :¼ fB˜jR : BABg:
Taking into account (5.3) and (5.4), it is easy to see that the C-algebras #BR and *BR
are isomorphic. Indeed, let
B ¼
X
l
X
i
Y
j
aijW
0ðbijÞ
 !
elIAB
0;
where aijACð %RÞ; bijAPC; l and i; j run through ﬁnite sets of R and N; respectively.
Since P ¼ W 0ðwÞ and Q ¼ W 0ðwþÞ; where w7 are characteristic functions of R7;
we get
jjBp þ Jtjj ¼
X
l
X
i
Y
j
aijðtÞW 0ðbijðNÞw þ bijðþNÞwþÞ
 !
eiltI þ Jt




¼
X
l
X
i
Y
j
aijðtÞbijðNÞ
 !
eilt
 !
P


þ
X
l
X
i
Y
j
aijðtÞbijðþNÞ
 !
eilt
 !
Q þ Jt


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¼P
l
P
i
Q
j
aijðtÞbijðNÞeilt 0
0
P
l
P
i
Q
j
aijðtÞbijðþNÞeilt
0
B@
1
CA




¼ jjPtðBÞjj: ð5:9Þ
Clearly, (5.9) can be extended to all BAB: As
jjBˆ jRjj ¼ sup
tAR
jjBp þ Jtjj; jjB˜jRjj ¼ sup
tAR
jjPtðBÞjj ð5:10Þ
for every BAB; we infer from (5.9) and (5.10) that jjBˆ jRjj ¼ jjB˜jRjj for all BAB;
i.e., the C-algebras #BR and *BR are (isometrically) isomorphic.
It remains to study the C-algebra BN :¼ Bp=JN: Evidently, BN is generated by
the C-algebra AN :¼ fAp þ JN : AAAg and all elements of the form ul :¼ ½elI p þ
JN with lAR: By Lemma 5.1(b), the C-algebra ZN :¼ f½W 0ðbÞp þ JN : bACð ’RÞg
is a central subalgebra of AN whose maximal ideal space can be identiﬁed with ’R:
Our next objective is to show that the C-algebra BN is isomorphic to the C-
algebra *BN :¼ fB˜N : BABg; where B˜N : m/PN;mðBÞ for mA½0; 1: To do this we
will employ Theorem 4.2.
The discrete group R is Abelian, we have ½elI pJN½elI p ¼ JN; and the maps
a/ulau
1
l ðlARÞ are C-algebra automorphisms of both AN and its central
subalgebra ZN: This shows that assumptions (A1) and (A2) of Section 4 are
satisﬁed. The action of the group R on ’R is given by x/x þ l: The ﬁxed point of
each of these maps is the point x ¼N:
Let Ix ðxA ’RÞ be the smallest closed two-sided ideal of AN which contains the
ideal
*Ix :¼ f½W 0ðbÞp þ JN : bACð ’RÞ; bðxÞ ¼ 0g
of the central subalgebra ZN: We put gx ¼ ½0; 1 for xAR and gN ¼ f0; 1g: Then, by
Theorem 5.2, the C-algebra AN=Ix is isomorphic to the C-algebra AN;x of all
matrix functions m/AðN; x; mÞ with AAA and mAgx:
By Lemma 4.1, for an arbitrary pure state n of AN there exists an ideal Ix ðxA ’RÞ
such that njIx ¼ 0: Thus,
PAN ¼
[
xA ’R
Px; where Px :¼ fnAPAN :IxCKer ng: ð5:11Þ
As the shifts x/x þ l have only one ﬁxed point on ’R; it is by virtue of (5.11)
sufﬁcient to verify condition (A3) of Section 4 for the states yAPN: So let
nðiÞx;mAPx ðxA ’R; mAf0; 1g; i ¼ 1; 2Þ be the pure states given by
nðiÞx;mðAp þ JNÞ ¼ aiiðN; x; mÞ ðAAAÞ;
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where aiiðN; x; mÞ is the ði; iÞ-entry of the matrix AðN; x; mÞ (note that the matrix
AðN; x; mÞ is diagonal for mAf0; 1g). Since
nð1ÞN;0 ¼ limx-þN n
ð1Þ
x;0; n
ð1Þ
N;1 ¼ limx-N n
ð1Þ
x;1;
nð2ÞN;0 ¼ limx-N n
ð2Þ
x;0; n
ð2Þ
N;1 ¼ limx-þN n
ð2Þ
x;1;
we see that (A3) is satisﬁed.
Now consider the C-subalgebra *AN :¼ fA˜N : AAAg of *BN; where
A˜N : m/PN;mðAÞ ðmA½0; 1Þ and, by (5.5), PN;mðAÞABðl22ðRÞÞ acts by the rule
ðPN;mðAÞ f ÞðxÞ ¼ AðN; x; mÞ f ðxÞ; xAR; fAl22ðRÞ:
Theorem 5.2 and the remark after it imply that ANDfSym AjfNg  R
½0; 1 :AAAg: Consequently, the map jN :AN- *AN; Ap þ JN/A˜N is a C-
algebra isomorphism. Put FNðulÞ ¼ u˜l; where u˜l : m/PNðelIÞ ðmA½0; 1Þ and,
again by (5.5),
ðPN;mðelIÞ f ÞðxÞ ¼ f ðx þ lÞ; xAR; fAl22ðRÞ:
For lAR; we clearly have
jNðulðAp þ JNÞu1l Þ ¼ u˜ljNðAp þ JNÞu˜1l : ð5:12Þ
This shows that (A4) is also satisﬁed.
Thus, by Theorem 4.2, the C-algebra isomorphism jN :AN- *AN extends to a
C-algebra isomorphism FN :BN- *BN: Since #BRD *BR and BND *BN; we see that
#BD *B: This gives BpD #BD *B: &
The following result provides us with a Fredholm criterion for operators in the
C-algebra generated by singular integral operators with semi-almost periodic
coefﬁcients.
Theorem 5.4. An operator BAB ¼ alg ðS; SAPÞ is Fredholm on L2ðRÞ if and only if
(a) the diagonal 2 2 matrices PtðBÞ are invertible for all tAR;
(b) the operators PN;mðBÞ are invertible on l22ðRÞ for all mA½0; 1:
Proof. Choose a continuous branch of the function
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp for mA½0; 1: Then the
operator-valued function PN;mðBÞ is continuous for every BAB: Theorem 5.3
therefore immediately implies that an operator BAB is Fredholm on L2ðRÞ if and
only if conditions (a), (b) hold and
sup
tAR
jjPtðBÞ1jjoN: ð5:13Þ
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We claim that (5.13) is actually superﬂuous, that is, the Fredholmness of B is in fact
equivalent to only conditions (a) and (b). Indeed, by (5.3) and (5.4), for every BAB;
the matrix function P : R-C22; t/PtðBÞ is diagonal and its entries belong to
SAP: Therefore, in view of Theorem 2.9, the invertibility ofP in LN22 is equivalent to
the invertibility of PtðBÞ for all tAR and the invertibility of the diagonal matrix
functions Bl ; BrAAP22 which are the almost periodic representatives of PASAP22:
Let, for example,
B ¼
X
l
AlelIAB;
where Al ¼ alW 0ðblÞAA (the proof for general AlAA is analogous). Then, taking
into account (5.3) and (5.4), we get
Bl ¼ diag
X
l
alðNÞblðNÞel;
X
l
alðNÞblðþNÞel
( )
;
Br ¼ diag
X
l
alðþNÞblðNÞel;
X
l
alðþNÞblðþNÞel
( )
: ð5:14Þ
On the other hand, consider the shift operators UhABðl22ðRÞÞ given by ðUh f ÞðlÞ ¼
f ðlþ hÞ ðl; hARÞ: Since FBUhF1B ¼ ehIABðB22Þ; we derive from (5.5) and (5.2)
that
FB PN;1
X
l
AlelI
 ! !
F1B
¼
X
l
FBAlðN; x; 1ÞF1B elI
¼ diag
X
l
alðNÞFBblðx þ 0ÞF1B elI ;
X
l
alðþNÞFBblðx  0ÞF1B elI
( )
:
Clearly, the latter operator is invertible on C2-valued Besicovitch space B22 if and
only if the operator PN;1ð
P
l AlelIÞ is invertible on l22ðRÞ: This implies the
invertibility of the limit operators
B0l ¼ diag
X
l
alðNÞblðNÞelI ;
X
l
alðþNÞblðNÞelI
( )
;
B0r ¼ diag
X
l
alðNÞblðþNÞelI ;
X
l
alðþNÞblðþNÞelI
( )
ð5:15Þ
on the space B22: Obviously, the operators B
0
l ; B
0
r are invertible on B
2
2 if and only if
the matrix functions (5.14) are invertible in AP22: Consequently, the invertibility of
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the operators PN;1ðBÞ implies the invertibility of the almost periodic representatives
Bl ; BrAAP22; which completes the proof. &
Note that since for each ﬁxed mAð0; 1Þ the operators PN;mðBÞ associated with
different values of
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp are unitarily equivalent, we need not even require thatﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp depends continuously on mA½0; 1:
Finally, Theorems 5.3 and 5.4 remain valid in the matrix case, i.e., for operators
on L2N : If BAalg ðS; SAPNNÞ; one has to deﬁne PtðBÞ and PN;mðBÞ by (5.4) and
(5.5) on C2N and l22NðRÞ :¼ l2ðR;C2NÞ; respectively.
6. Fredholm criterion
In this section we prove the Fredholm criterion for the operator AABðL2NÞ given
by (1.3). The proof is based on the matrix version of Theorem 5.4.
Thus, let aASAPNN : Then
a ¼ alð1 uÞ þ aru þ a0;
where
al ¼
X
l
allel; ar ¼
X
l
arlel ðall; arlACNNÞ ð6:1Þ
are the almost periodic representatives of a at N and þN (and the series are to be
understood in a formal sense or as converging in B2NN), a0A½C0ð ’RÞNN ; uACð %RÞ;
uðNÞ ¼ 0; uðþNÞ ¼ 1: Analogously, for c; dASAPNN we have
c ¼ clð1 uÞ þ cru þ c0; d ¼ dlð1 uÞ þ dru þ d0;
where c0; d0A½C0ð ’RÞNN and the almost periodic representatives of c and d at N
and þN are given by
cl ¼
X
l
cllel; cr ¼
X
l
crlel ðcll; crlACNNÞ;
dl ¼
X
l
dllel; dr ¼
X
l
drlel ðdll; drlACNNÞ: ð6:2Þ
Since
P ¼ F1wF ; Q ¼ F1wþF ; ð6:3Þ
where w7 are the characteristic functions of R7; the operator A can be represented in
the form
A ¼ F1wþF þ ðF1wFÞaðF1wFÞ þ cHþ þ HdI ð6:4Þ
with H7ASCA:
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Consequently, A belongs to the C-algebra B introduced in Section 5. At least
formally, the operator A can also be written in the form
B ¼
X
l
AlelI ð6:5Þ
with
A0 ¼F1wþF þ ðF1wFÞðal0ð1 uÞ þ ar0u þ a0ÞðF1wFÞ
þ ðcl0ð1 uÞ þ cr0u þ c0ÞHþ þ Hðdl0ð1 uÞ þ dr0u þ d0ÞI ;
Al ¼ðF1wFÞðallð1 uÞ þ arluÞelðF1wFÞelI
þ ðcllð1 uÞ þ crluÞelHþelI þ Hðdllð1 uÞ þ drluÞI ðla0Þ:
The operator B in (6.5) is understood as a uniform limit of operators Bk of the same
form but with l running through ﬁnite subsets of R: The operators Bk are obtained
from (6.4) if we replace a; b; cASAPNN by their uniform approximations
ak; bk; ckASAPNN with almost periodic representatives in AP0:
In accordance with (5.5), we associate with the operator (6.5) the family of
operators PN;mðBÞ ðmA½0; 1Þ deﬁned by
ððPN;mðBÞ f ÞðxÞ ¼
X
l
AlðN; x; mÞ f ðx þ lÞ; xAR; fAl22NðRÞ; ð6:6Þ
where
A0ðN; x; mÞ ¼QðN; x; mÞ þ PðN; x; mÞ
al0 0
0 ar0
 !
PðN; x; mÞ
þ c
l
0 0
0 cr0
 !
HþðN; x; mÞ þ HðN; x; mÞ
dl0 0
0 dr0
 !
ð6:7Þ
and, for la0;
AlðN; x; mÞ ¼PðN; x; mÞ
all 0
0 arl
 !
PðN; x þ l; mÞ
þ c
l
l 0
0 crl
 !
HþðN; x þ l; mÞ þ HðN; x; mÞ
dll 0
0 drl
 !
: ð6:8Þ
According to (5.2), PðN; x; mÞ is the 2N  2N-matrix
ðwðx þ 0Þmþ wðx  0Þð1 mÞÞIN ðwðx þ 0Þ  wðx  0ÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp IN
ðwðx þ 0Þ  wðx  0ÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp IN ðwðx  0Þmþ wþðx  0Þð1 mÞÞIN
 !
ð6:9Þ
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and QðN; x; mÞ is of course given by
QðN; x; mÞ ¼ IN 0
0 IN
 !
 PðN; x; mÞ: ð6:10Þ
Here, as usual, the correspondence B/PN;mðBÞ is ﬁrst deﬁned for al ; arAAPWNN
and then extended to general al ; arAAPNN by continuity. The following is now
immediate from Theorem 5.4 and the remark after this theorem.
Theorem 6.1. If a; c; dASAPNN ; then the operator (1.3) is Fredholm on L2N if and
only if
(a) aAGSAPNN ;
(b) for every mA½0; 1 the operators Bm :¼ PN;mðBÞ given by (6.6)–(6.10) are
invertible on l22NðRÞ:
Using Theorem 6.1 and considering the operators AA and AA one obtains the
following result.
Theorem 6.2. Let aASAPNN : The operator A given by (1.3) is n-normal (resp.
d-normal) on L2N if and only if aAGSAPNN and for every mA½0; 1 the
operators Bm ¼ PN;mðBÞ given by (6.6)–(6.10) are left-invertible (resp. right-invertible)
on l22NðRÞ:
Proof of Theorem 3.1 (Fredholm criterion). Sufficiency: Condition (a) of
Theorem 3.1 implies that al and ar are invertible in APNN : Hence, we are left
with showing that conditions (b) and (c) of Theorem 3.1 yield condition (b) of
Theorem 6.1.
The operators Bm ðmA½0; 1Þ can be represented by matrices of the form
Bm ¼ ðbt;tÞt;tAR ¼
B B;0 0
B0; b0;0 B0;þ
0 Bþ;0 I
0
B@
1
CA; ð6:11Þ
where B ¼ ðbt;tÞt;to0; B0;7 ¼ ðb0;tÞ7t40; B7;0 ¼ ðbt;0Þ7t40; and, by (6.8)–(6.10),
b0;0 ¼QðN; 0; mÞ þ PðN; 0; mÞ
al0 0
0 ar0
 !
PðN; 0; mÞ
þ c
l
0 0
0 cr0
 !
HþðN; 0; mÞ þ HðN; 0; mÞ
dl0 0
0 dr0
 !
;
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b0;t ¼ PðN; 0; mÞ
clt 0
0 crt
 !
þ HðN; 0; mÞ
dlt 0
0 drt
 !
ðto0Þ;
b0;t ¼ HðN; 0; mÞ
dlt 0
0 drt
 !
ðt40Þ;
bt;0 ¼
alt 0
0 crt
 !
PðN; 0; mÞ þ c
l
t 0
0 crt
 !
HþðN; 0; mÞ ðto0Þ;
bt;0 ¼
clt 0
0 crt
 !
HþðN; 0; mÞ ðt40Þ;
bt;t ¼
altt 0
0 artt
 !
ðt; to0Þ;
bt;t ¼
IN 0
0 IN
 !
ðt40Þ;
bt;t ¼ 0 for all other t; t:
The block B :¼ ðbt;tÞt;to0 is the matrix of the operator BABðl22NðRÞÞ given by
ðBf ÞðxÞ ¼ w0ðxÞ
X
l
cll 0
0 crl
 !
w0ðx þ lÞ f ðx þ lÞ
xAðN; 0Þ; fAl22NðRÞ;
where w0 ¼ wðN;0Þ: Thus
B ¼ F1B JP˜0
al 0
0 ar
 !
P˜0JFB; ð6:12Þ
where FB is the Bohr–Fourier transform, ðJf ÞðxÞ :¼ f ðxÞ; and P˜0ABðB22NÞ is the
operator
P˜0 ¼ FBwð0;þNÞF1B ¼ JFBw0F1B J:
Put Q˜ :¼ FBwðN;0F1B : Consequently, B is invertible if and only if the operator
Q˜ þ P˜0alP˜0 0
0 Q˜ þ P˜0arP˜0
 !
ABðB22NÞ
is invertible, and the invertibility of the last operator is equivalent to the invertibility
of the three operators
Q˜ þ alP˜0 0
0 Q˜ þ arP˜0
 !
;
Q þ alP 0
0 Q þ arP
 !
;
TðalÞ 0
0 TðarÞ
 !
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(see [6, Corollary 9.4]). Since, by condition (b) of Theorem 3.1, the matrix functions
al ; arAGAPNN have canonical generalized right AP factorizations, Theorem 2.7
implies that the Toeplitz operators TðalÞ and TðarÞ are invertible on H2N : Thus, the
block B is invertible.
From (6.11) it follows that the invertibility of the matrix Bm is equivalent to the
invertibility of the element
b˜0;0 :¼ b0;0  ðb0;tÞto0ðBÞ1ðbt;0Þto0  ðb0;tÞt40ðbt;0Þt40
¼QðN; 0; mÞ þ PðN; 0; mÞ W1 þ
al0 0
0 ar0
 !( )
PðN; 0; mÞ
þ c
l
0 0
0 cr0
 !
HþðN; 0; mÞ þ HðN; 0; mÞ
dl0 0
0 dr0
 !
 PðN; 0; mÞ W2 HþðN; 0; mÞ  HðN; 0; mÞ W3 PðN; 0; mÞ
 HðN; 0; mÞ W4 HþðN; 0; mÞ  HðN; 0; mÞ W5 HþðN; 0; mÞ; ð6:13Þ
where
W1 ¼
alt 0
0 art
 !" #
t¼0;
to0
altt 0
0 artt
 !" #1
t;to0
alt 0
0 art
 !" #
to0;
t¼0
;
W2 ¼
alt 0
0 art
 !" #
t¼0;
to0
altt 0
0 artt
 !" #1
t;to0
clt 0
0 crt
 !" #
to0;
t¼0
;
W3 ¼
dlt 0
0 drt
 !" #
t¼0;
to0
altt 0
0 artt
 !" #1
t;to0
alt 0
0 art
 !" #
to0;
t¼0
;
W4 ¼
dlt 0
0 drt
 !" #
t¼0;
to0
altt 0
0 artt
 !" #1
t;to0
clt 0
0 crt
 !" #
to0;
t¼0
;
W5 ¼
dlt 0
0 drt
 !" #
t¼0;
t40
clt 0
0 crt
 !" #
t40;
t¼0
:
The canonical generalized right AP factorizations
al ¼ al dðalÞaþl ; ar ¼ ar dðarÞaþr
with a7l ; a
7
r AG½B27NN and Mða7l Þ ¼ Mða7r Þ ¼ IN induce factorizations of the
discrete Wiener–Hopf operators
½alttt;tp0; ½arttt;tp0ABðl2NðRÞÞ; R ¼ ðN; 0:
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This can be used to see that the expression in the braces of formula (6.13) for b˜0;0 is
nothing but
dðalÞ 0
0 dðarÞ
 !
:
Let w0 be the characteristic function of f0g: We identify the operators
w0I ; w
0
I and wI ¼ w0I þ w0I in Bðl22NðRÞÞ with their (diagonal) matrices. Since,
by (6.12),
altt 0
0 artt
 !" #
t;to0
¼ Y1P˜0
al 0
0 ar
 !
P˜0Y ¼ w0Y1
al 0
0 ar
 !
Yw0;
where Y :¼ JFB; since
altt 0
0 artt
 !" #1
t;to0
¼ w0Y1
dðalÞaþl 0
0 dðarÞaþr
 !1
Yw0Y
1 a

l 0
0 ar
 !1
Yw0
¼ Y1 dðalÞa
þ
l 0
0 dðarÞaþr
 !1
Yw0Y
1 a

l 0
0 ar
 !1
Y ;
and since
w0Y
1 a

l 0
0 ar
 !
Yw ¼ w0Y1
al 0
0 ar
 !
Y ;
we obtain
W2 ¼
alt 0
0 art
 !" #
t¼0;
to0
altt 0
0 artt
 !" #1
t;to0
clt 0
0 crt
 !" #
to0;
t¼0
¼ w0Y1
al 0
0 ar
 !
dðalÞaþl 0
0 dðarÞaþr
 !1
 Yw0Y1
al 0
0 ar
 !1
cl 0
0 cr
 !
Yw0
¼ w0Y1
al 0
0 ar
 !
Yw0Y
1 ðal Þ
1
cl 0
0 ðar Þ1cr
 !
Yw0
¼ w0Y1
al 0
0 ar
 !
Y ðw  w0ÞY1
ðal Þ1cl 0
0 ðar Þ1cr
 !
Yw0
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¼ w0Y1
cl 0
0 cr
 !
Yw0
 w0Y1
al 0
0 ar
 !
Yw0Y
1 ðal Þ
1
cl 0
0 ðar Þ1cr
 !
Yw0
¼ MðclÞ 0
0 MðcrÞ
 !
 Mða

l Þ 0
0 Mðar Þ
 !
Mððal Þ1clÞ 0
0 Mððar Þ1crÞ
 !
:
Hence, taking into account that Mðal Þ ¼ Mðar Þ ¼ IN ; we see that the matrix
PðN; 0; mÞ W1 HþðN; 0; mÞ equals
PðN; 0; mÞ MðclÞ  Mðða

l Þ1clÞ 0
0 MðcrÞ  Mððar Þ1crÞ
 !
HþðN; 0; mÞ:
Analogously, HðN; 0; mÞ W3 PðN; 0; mÞ is equal to
HðN; 0; mÞ
MðdlÞ  Mðdlðaþl Þ1Þ 0
0 MðdrÞ  Mðdrðaþr Þ1Þ
 !
PðN; 0; mÞ:
In the same way
W4 ¼
dlt o
0 drt
 !" #
t¼0;
to0
altt 0
0 artt
 !" #1
t;to0
clt 0
0 crt
 !" #
to0;
t¼0
¼ w0Y1
dlðaþl Þ1 0
0 drðaþr Þ1
 !
 Yw0D1w0Y1
ðal Þ1cl 0
0 ðar Þ1cr
 !
Yw0
¼ ðdlða
þ
l Þ1Þt 0
0 ðdrðaþr Þ1Þt
 !" #
t¼0;
to0
 D2
ððal Þ1clÞt 0
0 ððar Þ1crÞt
 !" #
to0;
t¼0
¼ diagfMðxlÞ; MðxrÞg
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where
D1 :¼ Y1
dðalÞ 0
0 dðarÞ
 !1
Y ; D2 :¼ diag
dðalÞ1 0
0 dðarÞ1
 !( )
to0
;
xl :¼ ½dlðaþl Þ1  Mðdlðaþl Þ1Þ d1ðalÞ ½ðal Þ1cl  Mððal Þ1clÞþ;
xr :¼ ½drðaþr Þ1  Mðdrðaþr Þ1Þ d1ðarÞ ½ðar Þ1cr  Mððar Þ1crÞþ:
Analogously,
W5 ¼
dlt 0
0 drt
 !" #
t¼0;
t40
clt 0
0 crt
 !" #
t40;
t¼0
¼ MðzlÞ 0
0 MðzrÞ
 !
;
where
zl :¼ ½dl  MðdlÞþ ½cl  MðclÞ; zr :¼ ½dr  MðdrÞþ ½cr  MðcrÞ:
Thus, as Zl ¼ xl þ zl and Zr ¼ xr þ zr; we see that last two items in (6.13) become
 HðN; 0; mÞðW4 þ W5ÞHþðN; 0; mÞ
¼ HðN; 0; mÞ diagfMðZlÞ; MðZrÞg HþðN; 0; mÞ:
Collecting the values of all terms in formula (6.13) for b˜0;0 together, we ﬁnally obtain
that b˜0;0 ¼ A˜ðmÞ where A˜ðmÞ is given by (3.5) with PðN; mÞ; QðN; mÞ; H7ðN; mÞ
replaced by PðN; 0; mÞ; QðN; 0; mÞ; H7ðN; 0; mÞ; respectively.
From (5.2) and (3.1), (3.2) we see that if a; bACNNð %RÞ; then the symbols
of the operator V ¼ aP þ bQABðL2NÞ in the C-algebras algðS; CNNð %RÞÞ and
algðCNNð %RÞÞ; W 0ðPCNNÞÞ are connected at the point t ¼N by the formula
VðN; mÞ ¼ diagfIN ;INgVðN; 0; 1 mÞ diagfIN ;INg: ð6:14Þ
Therefore, the invertibility of the matrices b˜0;0 ¼ A˜ðmÞ ðmA½0; 1Þ is equivalent to the
invertibility of the matrices
AðmÞ ¼ diagfIN ;INg A˜ð1 mÞ diagfIN ;INg; mA½0; 1:
The latter condition is clearly equivalent to condition (c) of Theorem 3.1.
Thus, we have shown that conditions (a)–(c) of Theorem 3.1 are sufﬁcient for A to
be Fredholm and that, moreover, the Fredholmness of A and conditions (a), (b)
imply that condition (c) is satisﬁed.
Necessity: Let A be Fredholm. Since the idealHN is generated by the commutator
H0 ¼ u0S  Su0I ; where u0ðxÞ ¼ tanhðpxÞ; and since mlðH0Þ ¼ mrðH0Þ ¼ 0 by virtue
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of Theorem 2.2, we conclude that
mlðAÞ ¼ PalP þ Q; mrðAÞ ¼ ParP þ Q:
By Corollary 2.3, the Fredholmness of A implies the invertibility of the operators
mlðAÞ and mrðAÞ; which in turn gives the invertibility of the matrix functions al and ar
in APNN : Since Ap þ Jt ¼ PaðtÞP þ Q þ Jt for all tAR; we see that det aðtÞa0 for
all tAR: Thus, by the local principle, the matrix function aASAPNN is invertible in
SAPNN ; which gives the necessity of condition (a), while Corollary 2.3 and
Theorem 2.7 yield the necessity of condition (b). Thus, all the conditions (a)–(c) of
Theorem 3.1 are satisﬁed, which completes the proof of the Fredholm criterion. &
7. Index formula
The purpose of this section is to prove the index formula (3.8).
Below we need the following result of Sarason [26]. Let HN7 be the usual Hardy
space of the upper and lower half-planes.
Lemma 7.1 (Sarason). If hAHNþ and hðiyÞ-0 as y-þN; then the function uh
belongs to Cð ’RÞ þ HNþ for every uACð %RÞ:
In what follows, for aASAPWNN of form (1.2), we will use the notation
MðaÞ :¼ MðalÞð1 uÞ þ MðarÞu þ a0; ð7:1Þ
½a7 :¼ ½al 7ð1 uÞ þ ½ar7u þ a0; ð7:2Þ
where for al ; arAAPNN the matrix functions ½al 7; ½ar7 are given by (3.4).
Lemma 7.2. If aASAPWNN and HAHN; then
PaHCPMðaÞH þ ½a  MðaÞþH;
QaHCQMðaÞH þ ½a  MðaÞH;
HaPCHMðaÞP þ H½a  MðaÞI ;
HaQCHMðaÞQ þ H½a  MðaÞþI :
Proof. Every operator HAHN can be represented in the form
HC lim
k-N
ðu0S  Su0IÞAkC lim
k-N
A0kðu0S  Su0IÞ; ð7:3Þ
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where u0ðxÞ ¼ tanhðpxÞ and Ak; A0k are operators in S: Thus,
HC lim
k-N
ðu0P  Pu0IÞ2AkC lim
k-N
ðu0Q  Qu0IÞ2Ak: ð7:4Þ
Further, for every function aASAPWNN we conclude from Lemma 7.1 and
from (3.4), (7.1), (7.2) that ½a  MðaÞ7 and ½a  MðaÞ7u0 belong to
SAPWNN-½Cð ’RÞ þ HN7 NN : Therefore, by Hartman’s theorem [18],
Q½a  MðaÞþPCP½a  MðaÞQC0; ð7:5Þ
Q½a  MðaÞþu0PCP½a  MðaÞu0QC0; ð7:6Þ
and hence, by virtue of (7.4)–(7.6),
PaHCPMðaÞH þ P½a  MðaÞþH þ P½a  MðaÞH
CPMðaÞH þ lim
k-N
fP½a  MðaÞþðu0P  Pu0IÞ2Ak
 P½a  MðaÞðu0Q  Qu0IÞ2Akg
CPMðaÞH þ lim
k-N
f½a  MðaÞþðu0P  Pu0IÞ2Akg
CPMðaÞH þ ½a  MðaÞþH:
This proves the ﬁrst of our relations. The remaining three relations can be proved
analogously. &
Theorem 7.3. Let a; c; dASAPWNN and let conditions (a), (b) of Theorem 3.1 be
fulfilled. Then the operator A defined by (1.3) is Fredholm on the space L2N if and only if
so is the operator
A˜ :¼PbP þ Q þ QMðcÞHþ þ HMðdÞQ
þ PMððaÞ1cÞHþ þ HMðdðaþÞ1ÞP
 HMf½dðaþÞ1  MðdðaþÞ1Þb1½ðaÞ1c  MððaÞ1cÞþ
þ ½d  MðdÞþ½c  MðcÞgHþ; ð7:7Þ
where b :¼ ðaÞ1aðaþÞ1 and
aþðxÞ :¼ a
þ
r ðx þ i=xÞ; x40;
aþl ðx  i=xÞ; xo0;
(
aðxÞ :¼ a

r ðx  i=xÞ; x40;
al ðx þ i=xÞ; xo0:
(
ð7:8Þ
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In the case of Fredholmness
Ind A ¼ Ind A˜: ð7:9Þ
Proof. According to [22, Lemma 3.2] (see also [6, Theorem 10.9]), the matrix
functions a7 given by (7.8) belong to SAPWNN-½Cð ’RÞ þ HN7 NN : Moreover,
since al ; arAGAPWNN ;
a7AGSAPWNN-G½Cð ’RÞ þ HN7 NN : ð7:10Þ
Consider the operators
X7 :¼ Pa7P þ QABðL2NÞ: ð7:11Þ
Clearly, by (7.10) and by Hartman’s theorem [18], the operators X7 are Fredholm of
index 0 on L2N and the operators X
ð1Þ
7 ¼ Pða7Þ1P þ Q are regularizers for X7:
Moreover, the operators X
ð1Þ
7 can be rewritten in the form
X
ð1Þ
þ CðaþÞ1P þ Q; X ð1Þ CPðaÞ1I þ Q: ð7:12Þ
Thus the operators A and Aˆ :¼ X ð1Þ AX ð1Þþ are Fredholm on L2N only
simultaneously, and in that case
Ind A ¼ Ind Aˆ : ð7:13Þ
Therefore, by (1.3) and by Hartman’s theorem,
AˆCPðaÞ1aðaþÞ1P þ Q þ X ð1Þ ðcHþ þ HdIÞX ð1Þþ : ð7:14Þ
The function b ¼ ðaÞ1aðaþÞ1 belongs to CNNð %RÞ and due to [22, Lemma 3.5],
indðdet bÞ ¼ indðdet aÞ þ indðdet aÞ  indðdet aþÞ ¼ indðdet aÞ ð7:15Þ
because ða7Þ1 are homotopic to IN within GSAPWNN-G½Cð ’RÞ þ H7NNN ;
respectively. Applying (7.12) and Lemma 7.2 we get
X ð1Þ cHþCðPðaÞ1I þ QÞcHþ
CPMððaÞ1cÞHþ þ ½ðaÞ1c  MððaÞ1cÞþHþ
þ QMðcÞHþ þ ½c  MðcÞHþ; ð7:16Þ
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HdX
ð1Þ
þ CHdððaþÞ1P þ QÞ
CHMðdðaþÞ1ÞP þ H½dðaþÞ1  MðdðaþÞ1ÞI
þ HMðdÞQ þ H½d  MðdÞþI ; ð7:17Þ
X ð1Þ HCðPðaÞ1I þ QÞHCH; ð7:18Þ
HþX
ð1Þ
þ CHþððaþÞ1P þ QÞCHþ: ð7:19Þ
From (7.14) and (7.16)–(7.19) it follows that
Aˆ CPbP þ Q þ X ð1Þ cHþ þ HdX ð1Þþ
CPbP þ Q þ QMðcÞHþ þ PMððaÞ1cÞHþ
þ HMðdÞQ þ HMðdðaþÞ1ÞP
þ ½ðaÞ1c  MððaÞ1cÞþHþ þ H½dðaþÞ1  MðdðaþÞ1ÞI
þ ½c  MðcÞHþ þ H½d  MðdÞþI : ð7:20Þ
Put
Yþ ¼ I  b1½ðaÞ1c  MððaÞ1cÞþHþ  ½c  MðcÞHþ;
Y ¼ I  H½dðaþÞ1  MðdðaþÞ1Þb1I  H½d  MðdÞþI :
Since
HþYþCHþ; YHCH ð7:21Þ
we obtain from (7.3), (7.5), (7.6) (also see [3, Lemma 4.1]) that the operators Y7 are
Fredholm of index 0 on L2N and have the regularizers
Y
ð1Þ
þ CI þ b1½ðaÞ1c  MððaÞ1cÞþ þ ½c  MðcÞHþ;
Y ð1Þ CI þ H½dðaþÞ1  MðdðaþÞ1Þb1I þ H½d  MðdÞþI :
Consequently, the operators Aˆ and YAˆ Yþ are Fredholm on L2N only
simultaneously, and in that case
Ind ðYAˆ YþÞ ¼ Ind Aˆ : ð7:22Þ
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We now prove that
YAˆ YþCA˜; ð7:23Þ
where A˜ is given by (7.7). For every HAHN;
H½dðaþÞ1  MðdðaþÞ1Þb1H þ H½d  MðdÞþHC0
and
ðH½dðaþÞ1  MðdðaþÞ1Þb1 þ H½d  MðdÞþÞðPbP þ QÞ
CH½dðaþÞ1  MðdðaþÞ1Þb1I þ H½d  MðdÞþI :
This implies that
YAˆ CAˆ  ðH½dðaþÞ1  MðdðaþÞ1Þb1I þ H½d  MðdÞþIÞ
 ðPbP þ Q þ ½ðaÞ1c  MððaÞ1cÞþHþ þ ½c  MðcÞHþÞ
C Aˆ  H½dðaþÞ1  MðdðaþÞ1ÞI  H½d  MðdÞþI
 H½dðaþÞ1  MðdðaþÞ1Þb1½ðaÞ1c  MððaÞ1cÞþHþ
 H½d  MðdÞþ½c  MðcÞH
CPbP þ Q þ QMðcÞHþ þ PMððaÞ1cÞHþ
þ HMðdÞQ þ HMðdðaþÞ1ÞP
þ ½ðaÞ1c  MððaÞ1cÞþHþ þ ½c  MðcÞHþ
 H½d  MðdÞþ½c  MðcÞH
 H½dðaþÞ1  MðdðaþÞ1Þb1½ðaÞ1c  MððaÞ1cÞþHþ
¼: Aˆ 0:
Analogously, since for every HAHN;
Hb1½ðaÞ1c  MððaÞ1cÞþHþ þ H½c  MðcÞHþC0
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and
ðPbP þ QÞðb1½ðaÞ1c  MððaÞ1cÞþHþ þ ½c  MðcÞHþÞ
C½ðaÞ1c  MððaÞ1cÞþHþ þ ½c  MðcÞHþ;
we infer from (7.7) that
Aˆ 0YþCAˆ 0  ðPbP þ QÞ
 ðb1½ðaÞ1c  MððaÞ1cÞþHþ þ ½c  MðcÞHþÞ
C Aˆ 0  ½ðaÞ1c  MððaÞ1cÞþHþ  ½c  MðcÞHþ ¼ A˜;
which completes the proof of (7.23).
Finally, (7.9) follows from (7.23), (7.22) and (7.13). &
If aASAPNN satisﬁes conditions (a), (b) of Theorem 3.1, then the operators
(7.11) and (7.12) are in general not bounded on the space L2N : Thus, to obtain a
Fredholm criterion for the operator (1.3) with data a; c; dASAPNN we cannot
use the scheme of the proof of Theorem 7.3 and have to follow the proof of
Theorem 3.1.
Proof of Theorem 3.1 (Index). Since the Fredholmness of the operator A given by
(1.3) was proved in Section 7, it remains to prove the index formula (3.8). Suppose A
is Fredholm. Choose ak; ck; dkASAPWNN so that
lim
k-N
jjak  ajjN ¼ lim
k-N
jjck  cjjN ¼ lim
k-N
jjdk  djjN ¼ 0:
Then the operators Ak ¼ PakP þ Q þ ckHþ þ HdkI are Fredholm on the space L2N
for all sufﬁciently large k: By Theorem 7.3,
Ind Ak ¼ Ind A˜k; ð7:24Þ
where the operator A˜k; belonging to the C
-algebra S ¼ algðS; CNNð %RÞÞ; is given
by (7.7) and (7.8). According to [15],
Ind A˜k ¼ indðdet bkÞ  1
2p
farg det A˜kðN;mÞgmA½0;1: ð7:25Þ
Taking into account (7.15) and the identity A˜kðN; mÞ ¼ AkðmÞ ðmA½0; 1Þ; we obtain
from (7.24) and (7.25) that
Ind Ak ¼ indðdet akÞ  1
2p
farg det AkðmÞgmA½0;1: ð7:26Þ
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The stability of the matrices dðalÞ; dðarÞ (Corollary 2.8) and the stability of the
Bohr mean values of the matrix functions cl ; cr; dl ; drASAPNN ; ðal Þ1cl ; ðar Þ1cr;
dlðaþl Þ1; drðaþr Þ1AB2NN ; and Zl ; ZrAB1NN imply the stability of matrix functions
AkðÞ given by (3.5). Finally, the stability of the index of Fredholm operators, of the
Cauchy index of functions in GSAP0;0; and of det AðmÞ now shows that formula
(7.26) remains valid for the operator A ¼ lim Ak: This completes the proof of (3.8)
and thus of Theorem 3.1. &
8. Toeplitz operators
In this section we consider the operator TðaÞ with aASAPNN on H2N : As a
corollary of Theorem 3.1 we obtain the following result, which was proved in
[6, Theorem 2.11; 21, Theorem 16] by means of different techniques.
Theorem 8.1. Let aASAPNN : The operator TðaÞ is Fredholm on H2N if and only if
(a) aAGSAPNN ;
(b) the almost periodic representatives al and ar of a have a canonical generalized
right AP factorization,
(c) spðd1ðarÞdðalÞÞ-ðN; 0 ¼ |; where spðd1ðarÞdðalÞÞ stands for the set of the
eigenvalues of the matrix d1ðarÞdðalÞ :¼ ðdðarÞÞ1dðalÞ and dðarÞ; dðalÞ are as
in Corollary 2.8.
If TðaÞ is Fredholm, then Ind TðaÞ is given by (2.3).
Proof. The Fredholm criterion for the operator A ¼ TðaÞ follows from Theorem 3.1
in the case H7 ¼ 0 if one takes into account that conditions (a) and (b) remain as
they are and that
½TðaÞðmÞ ¼ PðN; mÞ dðalÞ 0
0 dðarÞ
 !
PðN; mÞ þ QðN; mÞ:
The matrices ½TðaÞðmÞ ðmA½0; 1Þ are invertible if and only if the matrices
CðmÞ :¼ dðalÞ 0
0 dðarÞ
 !
PðN; mÞ þ QðN; mÞ
¼ dðalÞmþ INð1 mÞ ðdðalÞ  INÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp
ðdðarÞ  INÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp dðarÞð1 mÞ þ INm
 !
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are invertible. The identity
ﬃﬃﬃ
m
p
IN
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mp IN
 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 mp IN ﬃﬃﬃmp IN
 !
CðmÞ
ﬃﬃﬃ
m
p
IN 
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mp INﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 mp IN ﬃﬃﬃmp IN
 !
¼ dðalÞmþ dðarÞð1 mÞ 0ðdðarÞ  dðalÞÞ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mð1 mÞp IN
 !
;
ﬁnally shows that the matrices CðmÞ ðmA½0; 1Þ are invertible if and only if
detðdðalÞmþ dðarÞð1 mÞÞa0 for all mA½0; 1:
The latter is equivalent to condition (c). As for the index formula, we remark that the
above implies that
det½TðaÞðmÞ ¼ detðdðalÞmþ dðarÞð1 mÞÞ;
which immediately gives
1
2p
farg det½TðaÞðmÞgmA½0;1 ¼
1
2p
farg detðdðalÞmþ dðarÞð1 mÞÞgmA½0;1
¼
XN
k¼1
1
2
 1
2
 1
2p
arg xk
  
and thus reveals that (2.3) is a consequence of (3.8). &
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