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Ai miei genitori,
a mia sorella
“I said: ‘Imagine that you were on the threshold of this fairytale, sometime billions of years
ago when everything was created. And you were able to choose whether you wanted to be
born to a life on this planet at some point. You wouldn’t know when you were going to be
born, nor how long you’d live for, but at any event it wouldn’t be more than a few years.
All you’d know was that, if you chose to come to the world at some point,
you’d also have to leave it again and go away from everything. [...]
What would have you have chosen, Georg, if there had been
some higher power that gave you the choice? [...]
Would you have chosen to live a life on earth at some point, whether short or long,
in a hundred thousand or a hundred million years?’ [...]
The world! I would never have come here. I would never have witnessed the great mystery.
Space! I would never have looked up into a glittering starscape.
The Sun! I would never have been able to place my feet on the warm sea rocks
at Tønsberg. I would never have experienced a really good belly-flop.
Now I see it. Suddenly I see the full extent of it all. Only now do I understand
with my life and soul the meaning of non-existence.
I feel the pit of my stomach heave.
I feel sick. But I feel anger as well.”
The Orange Girl, Jostein Gaarder
“But where can wisdom be found? Where can we learn to understand?
Wisdom is not to be found among mortals; no one knows its true value. [...]
No living creature can see it, not even a bird in flight.
Even death and destruction admit they have heard only rumours.
God alone knows the way, knows the place where wisdom is found,
Because he sees the ends of the earth, sees everything under the sky.”
In Praise of Wisdom, Job 28, 12-13 21-24
La terra vista dallo spazio
e` una palla azzurra e silenziosa
ma se ci vivi
ti rendi conto
che e` tutta un’altra cosa
Safari, Lorenzo Cherubini (Jovanotti)
Abstract
In the past 50 years the scientists have been developing and analysing methods and
new algorithms that optimise an interplanetary trajectory according to one or more
objectives. Within this field, in 1963 Lawden derived, from Pontryagin’s minimum
principle, the so-called ‘primer vector theory’. He defined a set of necessary conditions
that characterise an optimal trajectory in a two-body problem context. For a high-thrust
scenario, the fulfilment of those conditions determines whether an intermediate impulse
has to be applied along the transfer trajectory for a fuel optimal state. The theory
was further developed by Jezewsky in 1975, who proposed a linearised method for the
optimisation of the position and time of the intermediate manoeuvre.
During the past decades, the primer vector method has been widely applied, despite
its drawbacks: in fact Lawden’s theory is based on the solution of a boundary value
problem which involves the use and propagation of the state transition matrix. The
related system of differential equations does not currently have an analytic solution and
therefore the theoretical understanding of the problem is missing. The mathematical
complexity of the method limits its application: nowadays it is mainly used to reduce
the optimisation search space. In fact, it gives a local first guess that is then associated
to global optimisation tools, such as evolutionary algorithms, for both high-thrust and
low-thrust scenarios.
The main goal of this thesis is to develop a theoretical understanding of Lawden’s
theory, getting an insight into the optimality of a trajectory when mid-course corrections
need to be applied. The novelty of the research is represented by a different approach to
the primer vector theory, which simplifies the structure of the problem. In fact, through
a polar coordinates transformation, a separation between the in-plane and out-of-plane
differential equations occurs, that allows to reduce the complexity of the mathematics.
The complete analytic solution of the out-of-plane component is found, which is shown
to be independent of the semi-major axis of the transfer orbit. The analytic correlations
between the boundary conditions on the transfer orbit and the profile of the primer vector
are derived. In particular, the novel method to solve the out-of-plane thrust problem,
allows the development of a simple procedure based on a graphical representation.
In this context, given the directions of the initial and final position vectors only, the
optimality of the transfer orbit can be determined.
The in-plane components are solved through a similarity with the Hamiltonian of the
Hill’s problem and with the use of the Palmer coordinates. An approximate analytic
solution is obtained, and it is proved to be independent of the semi-major axis of the
transfer orbit. Hill’s solution is proven to be the solution to the primer vector problem
for the circular transfer case. The ‘optimality maps’ are generated numerically, and
they represent the likelihood of a set of trajectories to be optimal.
iv
A fundamental property of the primer vector, defined as unit vector in the direction
of the thrust, is exploited: fixing the transfer orbit, different set of departure and
arrival trajectories, that have some geometrical properties in common, share the same
optimality conditions and therefore a unique primer vector profile.
The novel representation and the analytic solution allow to get a deep insight into
the primer vector theory and aim to have founded a groundbreaking new approach which
can be used for the optimisation of transfer trajectories with intermediate manoeuvres.
v
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Chapter 1
Introduction
A deep space mission requires the design of a complete interplanetary trajectory,
from the departure body (generally the Earth) to the specific target. Within the context
of high-thrust propulsion, multiple impulsive velocity changes, both in magnitude and
direction, can be taken into account. They are performed by means of planets’ gravity
assists and/or intermediate powered manoeuvres (thrust impulses).
In this framework, a wide range of optimisation methodologies can be applied. They are
used to find the best combination of velocity variations in order to minimise a certain
cost function, namely the amount of needed propellant, under different constraints
(e.g. limited flight time, maximum admissible thrust, relative position between the
planets). Generally, this problem is non linear and it admits a huge number of local
minima; thus, existing optimisation procedures make use of heuristic methods and/or
genetic algorithms. They have the aim of overcoming the complexity of determining the
global minimum for that mission. At the same time, the problem is often difficult to be
generalised; significant assumptions on the type of possible manoeuvres are needed, in
order to limit the optimisation search space. Hence, the main drawback of those kind
of approaches is represented by the lack of a clear and explicit analytical resolution of
the problem. The understanding of the mathematical structure and the corresponding
physics are often difficult and far from the purpose of the actual design procedure.
The PhD research project, presented in this thesis, develops a deep understanding
of a specific class of optimisation problems, providing an analytical solution to the
main differential equations of the optimal control problem. In the present work, only
the problem of defining deep space interplanetary manoeuvres is considered, whereas
planets’ fly-bys are neglected.
This Chapter presents a general overview of interplanetary trajectory design and
optimisation, together with the motivations behind the research that this thesis illus-
trates. The aims, objectives and the main novelties are shown. Finally, the last section
lists the presentations and publications of the present work.
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1.1 Overview of Interplanetary Trajectory Design
Interplanetary space missions have recently become of even more wide interest, also
for the general audience. The two latest deep space successful missions, i.e. the landing
on a comet with Rosetta/Philae (ESA) [5] and the closest encounter with Pluto of New
Horizons (NASA) [4], demonstrated how the role of mission planners and trajectory
designers is fundamental for the feasibility of those kind of achievements.
The design of a space mission starts with the definition of its objectives and
related constraints, which are then refined and improved throughout the different phases
of the project. Initially, during the so-called ‘Pre-Phase A’ (or ‘Phase A’) [45], the
main mission requirements are defined; then, they are used to design the interplanetary
trajectory of the single satellite or of the constellation of satellites involved in the
mission. As extensively explained by Larson and Wertz [45], the modelling and the
following optimisation of the orbit of a mission are computed in the aforementioned
preliminary analysis. Whithin this context, the conceptual model of the trajectory is
combined with the main requirements of the mission and a first order approximation is
computed. Simplified mathematical models are used to characterise various features, as
the rendezvous with a planet or an intermediate burn of the engine [22].
A spacecraft which is flying in deep space, spends most of its flight time under the
gravitational influence of a single celestial body, namely the Sun [8]. For high-thrust
trajectories [22] the simplified model of the two-body problem (2BP) is generally used.
As known, although the differential equation which governs the 2BP is non linear, there
exists a closed form solution, given by the use of ‘orbital elements’ [9].
During the Phase A analysis, the change in velocities can be considered to be impulsive
(so-called ‘∆Vs’) and therefore the solution is a Keplerian conic arc [45]; furthermore,
while the spacecraft is in its heliocentric phase, the perturbations caused by other
celestial bodies can be neglected [9]. The ‘patched-conic approximation’ is a method
used to model an interplanetary trajectory as multiple 2BP arcs [9]. The discontinuities
between the arcs are located at the boundaries among planets’ sphere of influences1
(see Chapter 2), and each arc is generally computed as the numerical solution of a
Lambert’s problem2. As a result, the arcs are linked together to define the whole
transfer trajectory suitable for the considered mission [53].
A deep space trajectory, can be modelled using different types of velocity variations: a
first classification is possible in accordance to the powered ones (deep space manoeuvre,
DSM) or to the ones which come from the gravitational effect of other celestial bodies
(gravity assist, GA).
Multiple gravity-assists (MGA) transfers are complex trajectories, where the space-
1The sphere of influence is defined as the region where the gravitational field of a specific celestial
body has the primary effect on the motion of a satellite [53].
2The problem of Lambert is a boundary value problem which determines the Keplerian arc, starting
from the initial and final positions, and the time of flight [29]. See App. A.
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craft exploits close encounters (mainly with planets or other major celestial bodies) to
achieve a free (without use of propellant) velocity change with respect to the Sun [53].
Throughout a gravity assist (or fly-by) the spacecraft enters the sphere of influence of a
planet and it arrives and leaves the main celestial body with the same relative velocity
but in different direction [45]. A fly-by is generally solved with a geometric analytical
approach, since the orbit is essentially hyperbolic with the main planet at its focus [9].
A further fundamental feature to take into account when designing a high-thrust inter-
planetary trajectory, is the possibility to perform a DSM: a ∆V correction, performed
through an impulsive thrust and usually applied along the transfer trajectory with the
aim of minimising the cost function. The geometry and the concept of a DSM, called
also ‘mid-course correction’, are both very simple but they introduce a series of new
variables, and therefore complexities, into the optimisation model [6]. In fact, each
planet-to-planet arc is split into multiple legs causing uncertainties in the boundary
conditions of the problem, which vary according to the position (in time and space) of
the DSM [82].
The optimisation phase of a complete interplanetary trajectory with both MGA and
DSM (called MGADSM) is usually a very complex task. The problem is non-linear and
generally it is solved through global optimisation methods. In this context, Vinko` et al.
[88] tried to give a set of benchmarking cases to be used as reference. The methods
employed in [88] are several: differential evolution [81], particle swarm optimisation [41],
genetic algorithms [33], adaptive simulated annealing [42]. However, they fail in finding
good solutions similar to the best solutions known for the specific class or problems.
Other studies, as the works of Di Lizia and Radice [25], Vasile and De Pascale [82], Izzo
et al. [38], Vasile et al. [84], Vasile et al. [85], Bernelli-Zazzera et al. [12], Musegaas [59]
are developed in the context of global optimisation of MGADSM trajectories. In order
to overcome the difficulties brought by the addition of mid-course corrections, the main
tendency of the aforementioned works, is to fix the number of DSM (generally to 1)
along each leg. In fact, the addition of a DSM causes an increase of the dimensionality
of the search space because both its position and time are unknown [82], and therefore
the problem needs to be simplified. However, this process can lead to optimal solutions
which are constrained by the initial set up of the problem itself [22]. Therefore, the
actual global optimal solution can notably differ from the one found with a numerical
algorithm [88].
Regardless of the aforementioned complexities, pioneering deep space missions used
and still exploit MGADSM trajectories, which optimise the mission’s requirements.
For example, along the Cassini trajectory (Fig. 1.1) a DSM has been performed in
December 1998. It was located between two gravity assists with Venus, and its main
requirement was to bring the satellite along a trajectory able to achieve the proper
energy gain from the following Venus flyby [58].
A different approach is to have a first optimal guess on the location of the DSM, as in
the ‘primer vector theory’, presented by Lawden during the 1960s [47].
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Figure 1.1: The Cassini MGADSM trajectory, [58].
In the framework of optimal control theory, the primer vector method determines the
times and positions of the intermediate thrust impulses which are able to minimise the
final propellant cost for impulsive trajectories[39]. Therefore, the search space size of an
optimisation process, when mid-course corrections are included, is reduced [52; 63; 69].
However, Lawden’s theory involves the solution of a boundary value problem together
with the propagation of the state transition matrix (see Ch. 3); the complex system of
differential equations does not have an analytical solution and therefore the theoretical
understanding of the problem is missing.
1.2 Motivation of the Research
The main disadvantage of the global optimisation numerical techniques mentioned
in the previous section, is that the insight into the problem is missing. The lack of
analytical solutions does not allow to understand how and why a trajectory is optimal
(or not), which are the parameters that actually affect the optimality, and how the
constraints of the problem can be changed in order to modify the optimality conditions.
Moreover, the computational complexity of such kind of approaches is generally remark-
able.
In light of what has been presented, the PhD research project, which this thesis aims
to illustrate, is based on deepening the current knowledge of trajectory optimisation
with boundary constraints, and with a further purpose of finding analytical solutions to
the problem. In particular, the focus is to analyse transfers with mid-course corrections
without GA. As mentioned in the previous paragraph, the addition of a DSM into
an optimisation procedure, complicates the search space adding dimensionality to the
problem [82]. Moreover, with the current methods and techniques it is still not clear
where to place a manoeuvre in order to minimise the objective function, together with
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the computational effort.
The interest into exploring and researching an analytical evaluation of DSMs en-
dorsed the usage of the ‘primer vector theory’. In his pioneering work about optimal
trajectories, Lawden gave a set of necessary conditions (NC) based on Pontryagin’s
minimum principle. The work is framed in the context of indirect optimal control, and
the NCs characterise the optimal fuel consumption of an impulsive thrust trajectory.
The optimality, as defined in [47], consists into the necessity of adding one ore more
intermediate impulses along the transfer trajectory.
The current main drawback of this method is that it requires the solution of a boundary
value problem (see App. A) depending on the state transition matrix of the motion (see
Chapter 3). Therefore, at present there are neither analytical solutions to the primer
vector equation nor, as a consequence, understanding into what actually determines
the optimality of a transfer.
Furthermore, the primer vector is defined as a unit vector in the direction of the impulse,
which implies that the optimality depends only on the direction of the ∆Vs and not
on their magnitudes. Nevertheless, so far there are no research studies, related to the
primer vector, which have been focused on trying to find a parametrisation able to
combine sets of trajectories that share common optimality properties.
1.3 Aims and Objectives
1.3.1 Aims
The overall aim of this thesis is to develop a better theoretical understanding of
Lawden’s theory, in particular getting an insight into how the primer vector determines
the optimality of transfer trajectories.
The specific aims are the investigation of the evolution in time of the primer vector,
together with the analysis of the optimality of transfer orbits and how the optimality
itself depends on specific parameters of the optimisation problem.
1.3.2 Objectives
The aforementioned aims, find enlightenment with the following objectives:
(a) Analytical handling of the primer vector theory.
(b) Exploration of the equations in different coordinates system.
(c) Analytical proof of the independence of the evolution of the primer vector with
respect to specific parameters.
(d) Full analytical solution of the primer vector equation for particular cases.
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(e) Exploration of different representation for the evolution of the primer vector.
(f) Identification of the principle parameters of the problem on which optimality
depends, and consequent parametrisation of the evolution of the primer vector.
(g) Numerical surveys on the characteristics of the optimality of a transfer.
(h) Parametrisation of sets of different Keplerian orbits which share optimality’s
conditions.
(i) Increase of the complexity: gravity assist and further constraints (multi-objective
optimisation).
1.4 Research Novelties
This research analyses and develops a novel approach within the field of optimisation
of interplanetary trajectories. In particular it studies the addition of mid-course
corrections in a two body problem framework. The problem is tackled within the primer
vector theory, in order to find an analytical understanding of the problem (a)3. The
main novelty stands into the representation of the primer vector equation in a local polar
orbital reference system (b). Furthermore, the resulting decoupling of the components
of the primer vector equation allows to have an analytical solution for the out-of-plane
component (d) and an analytical approximated solution of the in-plane components.
The primer vector is demonstrated to be independent from the semi-major axis of the
transfer orbit (c) and therefore a novel way to approach the optimisation problem is
considered. Rather than fixing the departure and arrival orbits, during the studies of
this research the transfer orbit is fixed. A different search space is analysed, which
depends only on the eccentricity of the transfer orbit and initial and final true anomalies
(f). The boundary conditions influence differently the problems of the out-of-plane and
of the in-plane parts; furthermore the representation of the optimality problems for
the two cases is illustrated in different ways (e). The out-of-plane part is fully studied
through a graphical approach, whereas the in-plane components are analysed by means
of novel numerical representation (g) (‘optimality maps’). Sets of departure and arrival
orbits, which share optimality conditions and primer vector profile, but have different
orbital elements are parametrised through some variables (h). The novel methods shown
in this thesis allow to express the likelihood of a set of trajectories to be optimal.
1.5 Publications
The work related to this thesis has been published in two relevant journals in the field:
3In this paragraph, lower-case letters in brackets refer to the corresponding Objectives of Sec. 1.3.2.
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E. Iorfida, P. Palmer, M. Roberts Geometric Approach to the Perpendicular Thrust
Case for Trajectory Optimization, Journal of Guidance, Control and Dynamics,
AIAA, Vol. 39, No. 5 (2016), pp. 1059-1068, [36]. Available online.√
E. Iorfida, P. Palmer, M. Roberts A Hamiltonian Approach to the Planar Optimi-
zation of Mid-course Corrections, Celestial Mechanics and Dynamical Astronomy,
Springer, April 2016, Volume 124, Issue 4, pp 367-383 [35]. Available online (open
access).
The research has been presented and/or published in the proceedings of international
conferences with the following works:√
E. Iorfida, P. Palmer, M. Roberts Novel Approach on the Optimisation of Mid-Course
Corrections along Interplanetary Trajectories, at AstroNet-II International Final
Conference, 15-19 June 2015, Tossa de Mar (Spain). Published in: Astrodynamics
Network AstroNet-II, The Final Conference, Vol. 44, Astrophysics and Space Science
Proceedings, Springer, pp 121-136 (2016), [37].√
E. Iorfida, P. Palmer, M. Roberts Optimisation modelling of mid-course corrections
along interplanetary transfers, at 65th IAC 2014, International Astronautical Con-
gress, 29 September - 03 October 2014, Toronto (Canada).√
E. Iorfida, P. Palmer, M. Roberts Modelling mid-course corrections for optimality
conditions along interplanetary transfers, at ICNPAA 2014 Congress: Mathematical
Problems in Engineering, Aerospace and Sciences, 15-18 July 2014, Narvik University,
Narvik (Norway). Published in: AIP Conference Proceedings, AIP Publishing, 1637,
pp 431-439 (2014), [34].√
E. Iorfida, P. Palmer, M. Roberts Modelling Mid-Course Corrections of Interplanetary
Trajectories, CELMEC VI - The Sixth International Meeting on Celestial Mechanics
1-7 September 2013, San Martino Al Cimino, Viterbo (Italy).
Other relevant meetings or schools, where the work has been presented have been:
• First AstroNet-II Training School, January 2013, Rome (Italy)
• Second AstroNet-II Training School, June 2013, Glasgow (UK)
• Mid-Term AstroNet-II Meeting, December 2013, Guildford (UK)
• Third AstroNet-II Training School, June 2014, Zielona-Gora (Poland)
• Fourth AstroNet-II Training School, February 2015, Milan (Italy)
The work has been also extensively discussed during the weekly meeting of the Astro-
dynamics research group at the Surrey Space Centre in Guildford (UK) and during the
secondment done within the ESR Marie Curie ITN scholarship (AstroNet-II) at the
Mission Analysis section, Flight Dynamics Division at ESA/ESOC between September
and December 2014 in Darmstadt (Germany).
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1.6 Thesis Structure
Chapter 1 : presents an introduction to the problem, with aims, objectives, research
novelties and publications.
Chapter 2 : shows the evolution in history of the use of mid-course corrections for
deep space missions; moreover the two main models, used along an optimisation
procedure for the addition of deep space manoeuvres, are presented.
Chapter 3 : introduces the primer vector theory and method at its current state.
Chapter 4 : presents a parametrisation of the primer vector which allows to combine
sets of departure and arrival trajectories that share the same optimality’s characterist-
ics.
Chapter 5 : shows the de-coupling of the components of the primer vector. Further-
more, it analyses the out-of-plane component of the primer vector and presents a novel
graphical method for the determination of the optimality of a transfer orbit.
Chapter 6 : examines the in-plane components and studies the case with a fixed
transfer trajectory and variable initial and final thrust impulses. The acquired related
optimality maps are presented and analysed.
Chapter 7 : presents some examples of real mission scenarios, based on the work
developed at ESA/ESOC.
Chapter 8 : lists the conclusions and future works.
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Chapter 2
Manoeuvres along interplanetary
trajectories
This Chapter introduces the concept of orbital manoeuvre (also called DSM),
together with the reasons why they are performed and why they are so critical for
mission designers.
The pros and cons of having a DSM along a trajectory are illustrated, especially from
an optimisation perspective, with examples of representative missions and of theoretical
important studies performed in the most recent years.
2.1 Impulsive manoeuvres
Along the trajectory of an interplanetary satellite, it can be required to change one
or more orbital elements [82]. This is done with an ‘orbital manoeuvre’, which can be
defined as the strategy able to modify some (or all) orbital parameters of a reference
trajectory. The manoeuvre takes place at a specific location and time, with a change
of the velocity vector (magnitude and/or direction) using a thruster or exploiting the
gravity of a celestial body. For a mission designer, this sort of objective can be either
achieved in a preliminary modelling phase, where such a manoeuvre is required, or in a
later optimisation phase, when a nominal trajectory has already been modelled [9].
One of the main discriminating factor in the design of a spacecraft’s trajectory is the
propulsion system. Till the 1990s, only ‘high-thrust’ technology was used [22]. It is
characterised by a high thrust-to-weight-ratio: the thrust is the dominant effect and
the behaviour of the vehicle can be studied, as first approximation, with an impulsive
manoeuvre analysis [19]. This is mostly the case of chemical propulsion subsystems
where the thrust duration is small compared to the total flight time and therefore
they can be modelled as istantaneous. In contrast with high-thrust systems, there are
low-thrust (electrical) engines, where the thrust is continuous [79].
The analysis of this thesis is focused on high-thrust scenarios only.
As previously mentioned, in case of chemical propulsion, the modification of the velocity
vector, and therefore of the trajectory, can be caused either by a close encounter with a
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Figure 2.1: Patched conics approximation scheme.
celestial body (‘gravity assist’, ‘swing-by’ or ‘fly-by’) or by one or more activations of
the propulsion subsystem. For a chemical engine (‘high trust’ cases), the assumption
that such a manoeuvre has a very short duration compared with the orbital period,
is accepted [45]. Therefore, the manoeuvre can be expressed as an impulsive velocity
change, or ‘∆V’ [12].
The heliocentric position of the spacecraft can be then considered to be fixed during
the manoeuvre, either a close encounter or a propelled one. This approximation implies
having a discontinuity in the velocity vector with respect to the central body, but not in
the position vector [22]. The spacecraft trajectory can be then approximated as a series
of different conic arcs, that are consequently patched together without discontinuities in
the position, along the overall path. Each conic arc depends by a single celestial body
(two-body approximation), within the limits of the so-called sphere of influence: it is
a region where that specific celestial body has the primary gravitational influence on
the trajectory of the spacecraft, despite the Sun [53]. This procedure is called ‘patched
conics method’, and it has the advantage to be simple and accurate enough to be
sufficient for a preliminary analysis [9]. The simplest case of interplanetary trajectory
modelled with the patched conics method, can be approximated by three consecutive
conic sections: (1) a planetocentric escape phase around the departure planet, (2) a
heliocentric transfer phase, where the main body is the Sun and (3) a planetocentric
capture phase around the target planet [53], as illustrated in Fig. 2.1.
Furthermore, from the well-known Tsiolkovsky equation [19], the ‘∆V’ given by an
impulsive manouevre can be directly associated to the ‘cost’ of a mission, since it is
related to the consumed mass. As a consequence, in an optimisation problem the ob-
jective is to minimise the required propellant, or to maximise the mass of the spacecraft
not dedicated for propellant [22].
To conclude, a manoeuvre performed along a transfer trajectory can not only
play a role in the variation of the orbital characteristics (design phase), but it can also
be used to lower the cost of a mission (optimisation phase).
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2.1.1 Mid-course corrections during the space age
During the history of space exploration, propelled orbital manoeuvres have always
been used to correct the trajectory of a specific satellite, either since the preliminary
phase or during the actual flight. A manouvre can be required, for example, to support
an encounter with a planet or to correct the orbit in order to overcome difficulties not
faced during the theoretical mission analysis.
Probably the most famous ‘mid-course corrections’ (MCC) performed along a
trajectory are the ones of the Apollo 13 mission (see Fig. 2.21) [90].
It should have been the third manned mission landing on the Moon but it became
famous for the early failure of an oxygen tank. The crew had to completely change the
planned trajectory in due course with the help of the NASA engineers on the ground.
Therefore, rather than a landing trajectory, the transfer was ‘hybrid’, as the one of Fig.
2.2: partially ‘free return’ and partially ‘translunar’ [14].
A free return trajectory is, in fact, a trajectory performed by a spacecraft which travels
from a primary body to a secondary one, and then, due only to the gravitational effects,
it returns to the primary body without using its propulsion system [77]. This kind of
trajectory was performed in the Apollo 8, 10 and 11 lunar missions since it can be
exploited as initial trajectory to allow a safe return in the unfortunate event of a system
failure [90].
For the following missions, due also to landing site restrictions, the free return trajectory
was substituted with a ‘hybrid trajectory’ [90]. After an initial free return, which
comprises a check of the sub-systems, a mid-course correction is applied in order to
bring the satellite into a lunar orbit insertion trajectory.
Figure 2.2: Hybrid Apollo 13 Translunar Trajectory: free return (Earth Launch to MCC-2),
translunar (MCC-2 to Oxygen Tank Incident), fly-by and free return (DPS-
1/DPS-2 to Earth landing)1 [30].
1Nomenclature related to Fig. 2.2, as in [30]: ‘LM and CM separation was achieved by leaving
the docking tunnel pressurized. Neither the LM nor CM RCS systems were used. CSM - Command
Service Module, DPS - Descent Propulsion System, EI - Entry Interface, GET - Ground Elapsed
Time, LM - Lunar Module, MCC - Mid-Course Correction, PC Pericynthion, S-IVB - S4B, third
stage of Saturn V, Sep - Separation, SM - Service Module, TLI - Trans Lunar Injection’.
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Unfortunately, in the Apollo 13 mission the orbital manoeuvre which placed the space-
craft on the non-free return trajectory (specifically ‘translunar’), was MCC-2 (as shown
in Fig. 2.2), which occurred before the oxygen tank accident [30]. Immediately after the
incident, one of the options of the Mission Control crew was a direct return to Earth
without lunar fly-bys, but this proposal was aborted due to high risk [30]. Therefore,
two burns (DPS-1 and DPS-2) were performed (see Fig. 2.2) in order to re-establish a
free return trajectory to Earth with a safe landing into the ocean.
Mid-course propelled orbital manoeuvres are generally characterised by small magni-
tudes of ∆V; when referred to a satellite flying in deep space, they can be called
also ‘deep space manoeuvres’ (DSMs). They are very important for interplanetary
trajectories since they play a key role in modifying the orbital parameters or allowing a
reduction of the cost of the mission [82].
Trajectories which performed DSMs have been extensively used in the past years for
many missions, and they are planned to be performed in future missions.
Table 2.1 lists some important missions where DSMs (or ‘trajectory correction man-
oeuvres’, TCMs) have been exploited, with corresponding absolute values of the impulse
([1; 11; 23; 26; 27; 31]). It can be observed that usually the magnitude of a DSM impulse
is of the order of 102 m/s; however, for the Galileo mission, 8 TCMs were performed.
In general, this second kind of orbital manoeuvres are very small (order of 1 − 10 m/s)
and they are performed along a trajectory to make final corrections to the path of the
orbiter [2].
As from Table 2.1, Messenger Mission stands out for the numbers of DSMs performed.
Their purposes were mainly to target the fly-bys with the different planets or to test
configuration of the spacecraft to be used later in the mission [3]. Fig. 2.3 shows the
convoluted MGADSM trajectory of the Messenger Mission.
Duration
Interplanetary Mission ∆V [m/s] Correction(s) Final Target
Trajectory
1989-1995 Galileo ≈ 1-10 8 TCMs Jupiter
1996-2001 NEAR 279 DSM-1 (two segments) Eros (asteroid)
1997-2004 Cassini-Huygens 451.8 DSM-1 Saturn
315.6 DSM-1
227.4 DSM-2
2004-2011 Messenger 72.2 DSM-3 Mercury
222.1, 24.7 DSM-4 (two segments)
177.75 DSM-5
2011-2016 Juno 345 DSM-1 Jupiter
385 DSM-2
mission concept Saturn Atmospheric Probe 449 DSM-1 Saturn
Table 2.1: Examples of Deep Space Manoeuvres performed in real missions (data taken from
[1; 11; 23; 26; 27; 31]).
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Figure 2.3: Messenger MGADSM trajectory [3].
2.2 Deep Space Manoeuvre: Model and Optimisa-
tion
Despite the assumptions commonly made during the phase A of a mission [45] (e.g.
patched conics approximation, instantaneous manoeuvres, no perturbative effects, as
third bodies or gravity fields [9]), interplanetary trajectories are very difficult to model.
In fact, during the ‘mission feasibility study’ it is required not only to design and
analyse different options for a specific mission, but each option requires also the design
of an optimal trajectory [83]. This can be done in terms of one or more objectives,
e.g. the propellant consumption and/or the time of flight or the thrust to mass ratio
[22]. The optimal solution is investigated in the regions of the search space which
fulfils the constraints. Those kinds of astrodynamics problems are characterised by
objective functions with a large number of clustered minima, mostly associated to the
complex relative motion of the planets involved in the transfer and to the non-linearities
governing the simple Kepler’s problem [82].
As mentioned already, the architecture of a mission can be changed with the addition
of a gravity assist (GA) around a planet or with the addition of a DMS. The location of
a GA is determined by the position of the celestial body around which the manoeuvre
is performed, therefore the time is the only variable of such a problem [61].
As for a DSM, the peculiarity of this kind of correction lies in the fact that, even if
in principle it is very simple to be modelled, in an optimisation procedure it is very
complicated to understand where it has to be located, how much the velocity vector
has to be changed and how many times it has to be applied in order to have an optimal
result.
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Figure 2.4: Rendezvous transfer (A-B) example, adapted from [61].
An example, taken from Navagh [61], shows when a DSM can be used to lower the
cost of a trajectory and it is illustrated in Fig. 2.4: a transfer (from A to B) between
two non-coplanar orbits. The rendezvous from a satellite which is flying on the Orbit
1 (blue plane) to one flying on the Orbit 2 (green plane) can always be accomplished
with a two burn transfer trajectory. The transfer plane (red plane) is determined by
the position vectors which connect the points A and B to the the centre of attraction of
the orbits. However, as shown in Fig. 2.4, the transfer orbit trajectory may be highly
inclined. Specifically, due to the variation in the out-of-plane component of the velocity
on the transfer orbit, two large ∆Vs are required at A and B.
As discussed by Navagh [61], a DSM can be used to reduce these out-of-plane compo-
nents and, as a consequence, the total ∆V (magnitude). Furthermore, if after the initial
manoeuvre, the satellite is still flying on the orbital plane 1, a DSM can be applied
when the satellite reaches the line of nodes. This burn would be used only to change
the plane of the transfer orbit from that of orbit 1 to that of orbit 2. A final burn can
then be applied at Point B to match the velocity of the second satellite.
The concept of a DSM is trivial: it represents a change in velocity at a spe-
cific position (rDSM) and time (tDSM), as shown in Fig. 2.5. The manoeuvre causes a
discontinuity in the initial transfer arc which connects r0 to rf , splitting this trajectory
into two separate orbits: one that goes from r0 to rDSM and the other from rDSM to rf .
The time and position used to describe a DSM are two independent variables, therefore
they are both needed to define this sort of problem [22]. Furthermore, the velocity
variation (∆VDSM), generated through the DSM, can be computed as the vectorial
difference at rDSM, between the velocity on the first arc and the one on the second arc.
Generally, in order to describe a mid-course manoevure, a 4 dimensional search space is
needed, where 3 variables are given for the position vector and 1 for the time [61; 65].
As mentioned before, the problem of the addition of a DSM is for the most part
analysed in more complex scenarios, where also multi-gravity assists (MGA) are taken
into account [86]. To be able to tackle the difficulties brought by the addition of a DSM,
some semi-analytical models can be found in the literature, and they are based on the
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Figure 2.5: Deep Space Manoeuvre scheme, adapted from [65].
idea of adding a DSM in a trajectory using some specific parameters which define its
location and time [59].
Those methods are described in the next section.
2.2.1 Velocity and Position Formulations for MGADSM
trajectories
As extensively explained by Vasile and Ceriotti (Ch. 8 of [22]), a two-body problem
(2BP) dynamical model, which includes orbital manoeuvres, can be described with two
different methods, called ‘velocity’ or ‘position’ formulations.
The first one is an initial value problem (IVP), where the initial position vector r0, the
initial velocity vector v0 and the time of flight (TOF) ∆t are defined. On the other
hand, the second formulation is based on the solution of a boundary value problem
(BVP)2, where the initial and final position vectors, r0 and rf , and the TOF, ∆t, are
given [22].
Generally, such a problem (BVP with known r0, rf and ∆t) is solved by the so-called
Lambert’s algorithm, which provides a numerical solution to the differential equations
of the 2BP [29]. In other words, the outputs of a Lambert’s problem are the arrival
and departure velocity vectors on the transfer orbit, together with the Keplerian or-
bit arc that connects r0 and rf , constrained by the specific TOF in input [9] (see App. A).
The next two sections give a general overview about the two aforementioned metho-
dologies.
2.2.1.1 Velocity Formulation
The works of Myatt et al. [60], Di Lizia and Radice [25] together with the ones
by Vasile and De Pascale [82], Vinko` et al. [88], Vasile et al. [86], Vasile and Ceriotti
2A BVP has its conditions specified at the extremes of the solution interval, whereas an IVP has
all of the conditions specified at the same (initial) value of the independent variable [9].
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Figure 2.6: Velocity formulation of MGADSM scheme.
(Ch. 8 of [22]), are important examples which base their optimisation processes on
the aforementioned ‘velocity formulation’. Generally, for this kind of approach, the
swing-by at the planet is assumed to be un-powered [17].
When this methodology is considered, a complete trajectory that includes both gravity
assists and deep space manoeuvres (MGADSM), can be modelled as follows: the
spacecraft has Npl fixed planet/celestial body encounters and the complete trajectory
is split into different arcs, called legs, bounded within two planets fly-bys. The total
number of legs will be Nleg = Npl − 1. Each i-th leg, is composed by two different conic
arcs with a discontinuity at MDSMi , where a single DSM is applied. The first leg is
propagated in time, usually with an analytic Keplerian propagator, whereas the second
leg is solved as a Lambert’s problem [29].
The discontinuity at the matching point concerns the heliocentric velocities on the two
legs at MDSMi ; therefore, ∆VDSMi is computed exactly as the difference between the
two aforementioned velocities. Furthermore, the time where a DSM takes place along
the i-th leg (tDSMi) depends on the total TOF of the previous leg, t(i−1), and on the
fraction of time spent on the current leg. The latter variable is expressed as (iti); ti
is the TOF of the i-th leg, whereas i ∈ [0,1] is a parameter relative to each leg, as
presented in [82]. Hence, the time where the discontinuity takes place is
tDSMi = t(i−1) + iti. (2.1)
The complete solution vector (x) for this kind of model will depend on the initial time
t0, on the relative velocity vector at departure, on the swing-by constraints, on the
position of the Npl planets along the trajectory and, therefore, on the discontinuity
characteristics at MDSMi on each leg.
Figure 2.6 shows the complete scheme of the velocity formulation, where the main
variables are highlighted.
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Generally, the aim of an optimisation process is to minimise the total cost, which
can be expressed as sum of the magnitudes of the ∆Vs. For the velocity formulation
this is formulated as
f(x) = ∆V0 + Nleg∑
i=1 ∆VDSMi +∆Vf , (2.2)
where f(x) represents the cost function, ∆V0 is the magnitude of the initial departure
manoeuvre, performed in order to obtain the required escape velocity with respect to
the departure planet, and ∆Vf represents the manoeuvre needed to inject the spacecraft
into the final orbit [22]. If the velocity change at the gravity assists of the i-th leg is
powered, an additional contribution of ∆VGAi has to be added to Eq. 2.2 [59]. This
further orbital manoeuvre is caused by the necessity of combining the velocities at the
encounter with the planet: if the incoming velocity at the fly-by hyperbola does not
match the out-going velocity, an additional velocity correction has to be applied, i.e.
∆VGAi .
The main drawback of the velocity formulation is that it has a dependency problem: in
fact, each leg of the trajectory cannot be computed without knowing all the previous
stages. For further details, see Chapter 8 of [22].
2.2.1.2 Position Formulation
The ‘position formulation’ is less common, but it is still used or described in relevant
works in the field, as by Becerra et al. [10] or by Vasile and Ceriotti (Ch. 8 of [22]).
In this approach, the position and the time of each event along the whole trajectory
are defined by the optimiser as design parameters, both for GA and DSM. Therefore,
the velocities are obtained as results of the Lambert’s problem (BVP with fixed TOF)
applied at every arc [22].
The advantage with respect to the velocity formulation is that each leg is independent
from the previous one, and no knowledge of the previous path is required.
Differently from the methodology described in Sec. 2.2.1.1, the encounter with the
planets are commonly assumed to be powered. The reason behind a powered GA lies
in the choice of solving a BVP: if the GA was unpowered, there would be needed a
matching not only in position and time but also in velocities in order to combine the
DSM phases with the swing-by phases [10].
Differently from the velocity formulation, for the position formulation there is no
dependence on the TOF of the previous leg. Therefore, the time where a DSM occurs
is defined only through a variable ηi ∈ [0, 1], as a fraction of the TOF on a single leg, ti:
tDSMi = ηiti. (2.3)
The decision vector x associated to the position formulation depends on the initial
time t0, on the position of the Npl planets along the trajectory, on the position of the
DSM, rDSMi , on the GA constraints, on the time fraction ηi and on the TOF of each
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Figure 2.7: Position formulation of MGADSM scheme, adapted from [22].
leg ti (for extensive explanation, see [10]).
The global optimiser will look at the minimum of a cost function similar to the one of
the velocity formulation:
f(x) = ∆V0 + Nleg∑
i=1 (∆VDSMi +∆VGAi) +∆Vf (2.4)
where ∆VGAi represents the powered change in velocity at the planet, along the i-th
leg. As mentioned before, this ∆V is subject to the constraints given by the boundary
velocities output of the Lambert’s problem (together with the constraint on the mini-
mum periapsis radius at the swing-by, for the specific celestial body) [10].
The position formulation can be more efficient than the velocity one because there is
no dependency constraints between different legs; in particular, the last arc depends
only on the parameters which are defined for the last leg, together with the last TOF,
tf [22]. On the other hand, the main disadvantage is that the position of the DSM are
defined in advance and they give an important constraint to the optimisation process [59].
To summarise, the main difference between the two methods is that the velo-
city formulation is an initial value problem (IVP), whereas the position formulations
expresses a boundary value problem. In the first one, in fact, what is fixed are the
initial position and velocity vectors, together with the TOF (Secs. 2.2.1.1). On the
contrary, the second formulation assigns a value to the boundary position vectors, and
fixes the transfer time (Sec. 2.2.1.2).
Their common pros and cons are outlined below.
Pros: Cons:
• widely used in current literature for • fix at most 1 DSM per leg;
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the desing and optimisation of inter- • suffer from ‘constraints’ given by the
planetary MGADSM trajectories (e.g. attempt of simplifying the geometry for
[10; 25; 60; 82; 86; 88]); the global optimiser;
• implemented within global optimiser, • are based on exhaustive searches (nu-
used to minimise the total cost (sum of merical algorithms) for the addition of
the intermediate ∆V s, see Eqs. 2.2 and a DSM [54];
2.4), aim of optimising the time and/or • lack of any insights into the usage of
the position of the DSM. a DSM (‘why’ and ‘how many’ it is
needed along that arc).
2.2.2 Optimisation search space with Deep Space Manoeuvres
One of the main problems which arises when a DSM is added along a transfer
trajectory, is that such a manoeuvre considerably increases the complexity of the search
space of the resulting optimisation problem. In this section two different examples,
where this effect can be immediately noted, are presented.
Figure 2.8 is taken from a paper of Vasile and De Pascale [82], where the au-
thors present the preliminary investigation and modelling of trajectories with multiple
gravity assists and DSMs. In this specific plot, Vasile and De Pascale emphasise how
the addition of a single DSM can increase the number of feasible optimal solutions for
a transfer trajectory. Figure 2.8a) refers to a MGADSM trajectory which goes from
the Earth to Jupiter with a fly-by at Venus (EVJ) and it shows the minima of the
cost function (∆Vmin) defined as sum of ∆V s; in particular only values of ∆Vtot ≤ 30
km/s are presented. The local minima are repeated over the launch date, due to the
periodicity of the synodic periods between the planets.
In Fig. 2.8b), the ∆Vmins of the same EVJ trajectory are shown, but for this case a
DSM has been added after the encounter with Venus. The number of minima of the
cost function is considerably increased due to the addition of the mid-course correction.
Figure 2.8: Distribution of local minima of the cost function of a EVJ mission: a) without
DSM and b) with DSM [82].
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Figure 2.9: Cost function for Earth-DSM-Mars-Jupiter-Uranus trajectory, plotted against
the escape velocity V∞L and the fraction of time of flight for application of DSM
η [56].
The two main consequences of this aspect, are the higher numbers of degrees of freedom
of the problem together with the increase in complexity and multi-modality which
benefits in the number of optimal solutions, as mentioned in [82].
A second significant example is the one presented in the research of Molenaar
[56], where the author analyses and investigates different models of MGADSM trajecto-
ries to Uranus.
Figure 2.9 shows the cost function of a mission from the Earth to Uranus with two
intermediate encounters, one with Mars and one with Jupiter; a DSM is applied imme-
diately after the launch and before the first gravity assist.
The variables of the optimisation analysis of [56] are: the launch velocity, V∞L ∈[2.50,5.0], expressed in [km/s], the directional angles of the launch velocity, θ and φ
(that in Fig. 2.9 are considered to be both null) and the fraction of TOF related to the
application of the DSM, η ∈ [0.10,0.56] (as in Eq. 2.3).
The behaviour of the total ∆V of Fig. 2.9 is extremely complex and, as stated in
[56], there are a countless number of unrelated minima, which are very sensitive to the
combination of V∞L and η. The optimiser3 used by Molenaar is, therefore, not able to
determine a global optimum for the considered case. As stated by the author in [56], a
higher number of runs could improve the result, but the computation time would be
too large with still poor performances of the optimiser.
To conclude, the addition of a DSM has the disadvantage of increasing the complexity
of the search space together with the number of minima of the cost function.
3In [56], the software tool used for the optimisation is called galomusit (Genetic Algorithm
Optimization of a MUltiple Swingby Interplanetary Trajectory), written in fortran 77 and developed
at the Faculty of Aerospace Engineering at Delft University of Technology, the Netherlands.
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2.2.3 Summary
In this Chapter, the concept of ‘orbital manoeuvre’ has been introduced, with parti-
cular focus on the propelled ones. They can be called with different names4, according
to the distance of the spacecraft with respect to the Earth or the magnitude of the
applied impulse, but their meaning is the same: the main objective is to change one
or more orbital parameters and/or to optimise the cost function, meant as sum of the
impulses, ∆V s.
Even if the concept of a DSM is very simple, in particular from a geometric point of
view, and even if it has a fundamental role in the preliminary phase of designing an
interplanetary trajectory, it increases the complexity of the optimisation process.
Moreover, the search space increases its dimension and the global minimum of the cost
function is difficult to be found.
To overcome the uncertainties related to the DSM, some semi-analytical models are
currently used in literature. Their main drawback is that they fix the number of DSMs
(generally to 1) for each leg and they can have some dependency constraints.
They represent exhaustive search for the addition of DSMs, without evaluating the real
role of the orbital corrections along an arc. As a result, the insight of the theoretical
problem is missing: where the optimal position of the DSM is or how many of them are
needed to optimise the transfer arc. Those are all questions that at the moment, the
most common approaches do not answer.
To tackle the problem from a different point of view, a theory based on Pontryagin’s
minimum principle is introduced in the next Chapter. It can define if a DSM is needed
along an optimal finite thrust trajectory.
4As mentioned already in the Chapter, they can be referred to as ‘mid-course corrections’ (MCCs)
or ‘deep space manoeuvres’ (DSMs) or ‘trajectory correction manoeuvres’ (TCMs).
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Chapter 3
Primer Vector Theory and Method
This Chapter introduces the primer vector theory and method as they are currently
known and used in literature.
In the first part it is shown how the usage of the primer vector evolved in the history of
trajectory optimisation, whereas in the second part the fundamental equations behind
the current procedure are introduced.
The method can be divided into two parts: the algorithm for the identification of the
fulfilment of the necessary conditions defined by Lawden [47] and the part related to
the optimisation of the transfer arc (e.g. [40], [50], [39]).
3.1 Primer Vector in the history of trajectory opti-
misation
In 1963, a British mathematician, Derek F. Lawden, coined the term ‘primer vector’1
in his groundbreaking work on optimal trajectories [47]. The theory he developed is
based on an indirect method in the field of optimal control for trajectory optimisation.
In an indirect method, an optimal trajectory is determined by satisfying a set of ana-
lytical first order necessary conditions (NCs) derived from the calculus of variations;
this process involves the costate variables of the problems together with the addition
of their governing equations. If F (x) is the generic objective function that needs to
be minimised, an indirect method tries to solve F ′(x) = 0, where ′ represents the
derivative of F (x) with respect to x. On the other hand, a direct method parametrises
a continuous optimal control problem; in fact the process consists into constructing a
sequence of different points x1, x2, ..., x∗ in the optimisation space, which are needed in
order to minimise the objective function as F (x1) > F (x2) > ... > F (x∗) (for extensive
explanation, see [13], [18] or [89]).
The concept of primer vector (associated, with its derivative, to the concepts of ‘Lag-
1Lawden explained the origin of the expression ‘primer vector’, in a personal letter of 1990: “In
regard to the term primer vector, you are quite correct in your supposition. I served in the artillery
during the war and became familiar with the initiation of the burning of cordite by means of a primer
charge. Thus, p = 1 is the signal for the rocket motor to be ignited.”, [22].
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range multipliers’, ‘co-state vectors’, ‘adjoints variables’ [39]) defines a set of first order
NCs for both impulsive and continuous thrust orbits, that need to be satisfied in order
for a transfer to be optimal. As it will be shown later in the Chapter, the conditions
directly refer to the primer vector and its derivative and they determine if a DSM needs
to be added along that specific transfer arc. Specifically, for the case of an impulsive
trajectory, the primer vector theory determines time and position of the mid-course
thrust impulse (or impulses) along the transfer arc, needed to minimise the total ∆V .
For continuous thrust trajectories, Lawden’s theory defines the optimal thrust direction
and magnitude as functions of time, [22].
During the 1960s, interplanetary trajectory optimisation was a research topic of
strong interest, and the analyses related to it were mainly based on the theory of
Lawden. In fact, immediately after his first book about the primer vector, several
scientists focused on understanding the problem of the case of impulsive thrust (with
fixed time of flight) exploiting Lawden’s theory, trying to derive a well-framed approach.
Lion and Handelsman [50] were the first to extend the theory of Lawden to non-optimal
trajectories and to define a gradient-based optimisation method for the application of
the corrections along a single transfer arc. Jezewski and Rozendaal [40] generalised the
method developed in [50], providing the procedure for determining the (local) optimal
solution between two arbitrary boundary conditions.
In the paper of Kornhauser et al. [44] an analytical method to solve the case of limited
thrust trajectory was presented, in terms of series of expansion of two independent
parameters, about the minimum ∆V ; however, the accuracy of the solution proposed
by the authors was affected by the linearities in the neighbourhood of the impulsive
trajectory. Vinh [87] showed a first-order integration of the primer vector theory in the
case of null-thrust arcs, giving an optimal coasting solution, for a general central force
field, by the use of simple quadratures.
Afterwards, Jezewski [39] presented an extensive study about Lawden’s theory and
demonstrated how to implement the mid-course correction according to a first order
approximation. Nevertheless, the algorithm of Jezewski gives a limitation in the position
(in time and space) of the mid-course impulse. Instead of looking at the overall feasible
interval where the correction could be applied, the intermediate ∆V is evaluated only
at a specific point of the propagation (where the magnitude of the primer vector, p,
reaches its maximum).
None of the works mentioned so far, [39; 40; 44; 50; 87], managed to simplify the struc-
ture of the primer vector’s problem, nor to give an analytic solution to the differential
equations of the method. In fact, one of the main drawback of Lawden’s theory can be
found in the fact that in order to solve the primer vector’s equations, it is required to
deal with a boundary value problem (BVP) based on a complex system of differential
equations and on the state transition matrix of the motion.
Prussing was also interested in the problem: in particular he focused his analysis on
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the circular orbit case, mainly for rendezvous problem, changing the number of optimal
impulses with a linearised analytic solution. He conducted different studies on this sub-
ject (four-impulses solution [70], two- and three-impulses solution [71], multiple-impulse
case [73]), but the cases he considered were only for small distances between departure
and arrival orbits (small magnitudes of position vector) or low eccentricities.
Until the 1980s, the research on trajectory optimisation was mainly focused on
local scenarios, such as restricted three body problems or more generally missions from
one planet to another. Later, interest shifted towards more complex analyses; in fact
some researches started focusing on preliminary design of trajectories in real mission
scenarios, such as the Solar Probe studied by Ayon [7], whereas some others analysed
more general cases, such as feasible abort missions, e.g. a mission to Mars as in the
paper of Navagh [61].
Later, the effects of other planets, such as swing-bys, was introduced in the research
of interplanetary trajectory design; a study of Longuski and Williams [51] showed,
for example, a novel algorithm which presents the entire search space for multiple
encounters to Mars and outer planets, whereas Sims and Longuski [78] introduced an
iterative method that combines the effect of gravity assists with the ‘v∞ leveraging’,
which is a small DSM able to modify the ‘infinite’ velocity at a planetary fly-by.
In the last decades, low-thrust orbits became of even more great interest, in light of
the success of electric propulsion. As an example, there are studies in the context of
multiple gravity-assist trajectories as in Zimmer and Ocampo [92], rendezvous problem
like the paper of Park et al. [68].
Scientists focused on the global optimisation of low-thrust orbits also framed in the
primer vector theory, such as Russell [75] or Lee and Russell [48]. Other works based on
the optimal control problem of Lawden are the research of Petropoulos and Russell [69],
who focused on the optimisation of transfers between periodic orbits in the circular,
restricted, three-body problem, or the one of Olympio [63], who worked on missions to
multiple asteroids.
The theory of numerical methods, necessary to solve ordinary differential equations,
has recently evolved, in particular the mathematicians have been focused in developing
‘structure-preserving algorithms’, as analysed by Hairer et al. [32]. Those kind of integ-
rators, called ‘symplectic’, are able to preserve the flow of the Hamiltonian [49]. Quinn
et al. [74] underline that the efficiency of those methods is based on the property that
‘any truncation errors can be represented as a perturbing Hamiltonian’. In particular,
the integrators that are able to preserve the geometric properties of the system, are
called ‘geometric integrators’. An interesting book about this topic has been written by
Leimkuhler and Reich [49], where it is explained the reason of the effectiveness of those
methods. Based on the idea of the backward error analysis (see [49] for an extensive
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explanation), an appropriate geometric integrator gives a numerical solution that is the
exact solution of a perturbed system of differential equations which satisfy the same
geometric property [49].
Laskar and Robutel [46] demonstrated the power of those integrators, in a high order
form, analysing an astrodynamics context (three body problem). They underlined
also the fact that the good stability properties of the symplectic integrators, ‘are now
currently used for long time integrations of the Solar System [46]’. For those kind
of algorithms, with sufficiently small step size, the numerical system has conserved
quantities that are similar to the integrals of motion of the physical system, [74]. For
those reasons, a geometric integrator is preferable when solving a system of differential
equations if this can be expressed in a Hamiltonian form.
Regarding optimisation procedures, the mathematicians evolved their interest from
local context (such as also the theory of Lawden [47]) to more complex problems. In
optimal control problems, more general frameworks of infinite-dimensional constrained
problems have been studied by Cohen [20] with his ‘auxiliary problem principle’, later
refined with an alternative strategy by Cohen and Miara [21].
An other important development in the field of optimisation theory, has been carried
by the ‘evolutionary algorithms’. As shown by Mitchell [55] in one of the first books
about ‘evolutionary computation’, in the 1960s some computer scientists had the idea
to use the concept of the ‘evolution’ as an optimisation tool for engineering problems.
Similarly, the concept on which the ‘genetic algorithms’ are based was firstly formulated
by Holland in the 1960s, where his first idea was not to have algorithm able to solve
specific problems, but rather to analyse the ‘phenomenon of adaptation’ as it happens in
nature and to import this mechanism into computer science, [55]. However, the concept
of Holland has been overtaken by the researchers and the applications, especially in the
field of astrodynamics.
The most recent research works are focused on global optimisation techniques,
aimed to design complete trajectory (such as MGADSM, as described in Ch. 1 and
2). Using the most recent mathematical tools just described, such as evolutionary
algorithms, the aim of mission designers is most of all to model MGAs and include
them in global optimisation scenarios, as in the paper of Vasile and De Pascale [82], or
to try to find benchmarking cases for MGA transfers Vinko` et al. [88]. The analysis can
be also focused on developing search space algorithms able to generalise the problem,
such as GASP (Gravity Assist Space Pruning) of Izzo et al. [38].
Some studies are interested in finding new methods, able to globally optimise an in-
terplanetary trajectory, where different techniques are involved; as an example, the
paper of Olds et al. [62] focuses on differential evolution algorithms, whereas Vasile
and Locatelli [83] analyse hybrid approaches, in order to globally optimise multiple
objectives, through a domain decomposition technique.
The primer vector theory is still used in the aforementioned global optimisation scenarios,
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where it finds its role in narrowing the initial search space, as in the work of Olympio
et al. [65] or Lee and Russell [48], or of optimising complex trajectories with multi
gravity-assists like in the paper of Olympio [63]. The author give an algorithm which
extends the usage of the primer vector theory to MGADSM trajectories, decomposing
the problem into many sub-problems. However, the method is based on a coordination
strategy which is strongly afftected by the (arbitrary) chosen values of the ‘relaxation
variables’.
More recently, in [52] the usage of the primer vector theory is still restricted to simple
three body problem cases, due to its computational complexity or, as in the article of
Zaborsky [91], it is employed in a graphical approach for the optimisation of co-planar
elliptical orbits transfer.
3.2 Primer Vector Method
An optimal transfer problem aims to determine the thrust which minimises the cost
function, while satisfying the boundary conditions (BC) given by the problem [39].
For a ‘constant specific impulse’ (CSI) engine (as defined in [22]), the thrust magnitude,
T , is generally bounded between 0 and a constant maximum value, Tmax. Furthermore,
T is defined as the product between the magnitude of the mass flow rate, m˙(t) ≜ −βm,
and the exhaust velocity of the engine, vex, [45] as
T = βmvex. (3.1)
Since its magnitude is bounded, the mass flow rate will be constrained as well:
βm(βm MAX − βm) ≜ αm2 ≥ 0 (3.2)
where αm is called ‘slack variable’ [39].
If Γ(t) is defined as the ‘thrust acceleration’ (Γ ≜ T /m), from the considerations made
above, it follows that 0 ≤ Γ ≤ ΓMAX, where ΓMAX is not constant but it increases for a
decreasing mass [22]. If the thrust is held constant at its maximum value, the thrust
acceleration can be easily computed. In fact, if the propellant mass is a small fraction
of the total mass, ΓMAX can be assumed to be achieved at TMAX.
In an optimisation problem, the cost function, to be minimised, can be defined as
the total propellant consumption on an orbit. From the initial time t0 to the final time
tf , it can be expressed as
J = ∫ tf
t0
Γ(t)dt. (3.3)
Moreover, from the Tsiolkovsky equation [45], the mass variation can be expressed as
m(t) =m0e−F (t)/vex , (3.4)
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where m0 is the initial mass and F (t) expresses the integral of the acceleration over
time which, combined with Eq. 3.3, gives exactly F (tf) = J .
The generic state vector of a spacecraft in a Cartesian coordinate reference frame is
x(t) = ⎡⎢⎢⎢⎢⎣r(t)v(t)
⎤⎥⎥⎥⎥⎦ , (3.5)
where r(t) is the position vector with respect to a Central body, and v(t) is the velocity
vector. The related equation of motion, when the thrust is applied, can be written as
x˙(t) = ⎡⎢⎢⎢⎢⎣ r˙(t)v˙(t)
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣ v(t)g(r(t)) + Γ(t)u(t)
⎤⎥⎥⎥⎥⎦ , (3.6)
where g(r) is the gravitational acceleration and u(t) represents the unit vector in the
direction of the thrust.
For an inverse-square field, the gravitational acceleration is
g(r) = − µ
r3
r, (3.7)
whereas the unit vector in the direction of the thrust is constrained as
∣∣u∣∣ = 1. (3.8)
Starting from the equations just shown, Lawden defined a set of first order necessary
conditions (NC) for an optimal impulsive trajectory using the theory of calculus of
variation [47] and his method has been subsequently expanded by Jezewski in [39]. In
[72] it has been proven that, for a linear system, those conditions are also sufficient.
However, the derivations which follow in the Chapter, are based on the most recent
work of Prussing (Chapter 2 of [22]) where the formulation is similar to the one of
Lawden and Jezewski, with the difference of not considering the mass as state variable.
In fact, m(t) can be directly evaluated through Eq. 3.4, once Γ(t) is defined, without
explicitly being part of the state of Eq. 3.5 [22].
3.2.1 Primer Vector derivation
The Hamiltonian of the optimal control problem associated to the system of Eq.
3.6, as defined in [18], is
H = Γ +λrTv(t) +λvT[g(r) + Γu], (3.9)
and it gives the solution of Eq. 3.6 which minimises Eq. 3.3, through the adjoint
equations.
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These are
λ˙r
T ≜ −∂H
∂r
= −λvG(r) (3.10)
λ˙v
T ≜ −∂H
∂v
= −λrT (3.11)
where G(r) ≜ ∂g(r)
∂r
is the symmetric 3x3 gravity gradient matrix.
In the Hamiltonian of Eq. 3.9 there are two control variables, u and Γ, which must be
chosen in order to minimise H [22].
In this context, Lawden [47] defined the primer vector p(t) and its derivative p˙(t) as
p(t) ≜ −λv(t) (3.12)
p˙(t) ≜ λr(t). (3.13)
Combining together Eqs. 3.10, 3.11, 3.12 and 3.13 yields the fundamental equation of
the method, called the ‘primer vector equation’, which relates the second derivative of
the primer vector with respect to time to the gravity gradient matrix as:
p¨ = G(r)p. (3.14)
In order to minimise the instantaneous value of H of Eq. 3.9, the optimal thrust
direction has to be the one opposite to the adjoint vector λv. Therefore, from the
definition of the primer vector of Eq. 3.12, there is
u(t) = −λv(t)
λv(t) ≡ p(t)p(t) , (3.15)
that, from Eq. 3.9, becomes
λv
Tu = −λv = −p. (3.16)
Combining together Eq. 3.12, Eq. 3.13, Eq. 3.15, Eq. 3.16 with the Hamiltonian of Eq.
3.9, yields
H = −(p − 1)Γ + p˙Tv − pTg. (3.17)
To minimise the cost function of Eq. 3.3, the Hamiltonian is subject to the differential
constraints (i.e. the dynamics) of Eq. 3.6, together with the algebraic constraints of
Eq. 3.2 on the mass-flow rate, and of Eq. 3.8 on u(t), as defined by Jezewski in [39].
Furthermore, for the optimality, the variable αm of Eq. 3.2 needs to be zero. This
implies that βm has to be either 0 or at its maximum value βm MAX, [39].
As mentioned before, in Chapter 2 of [22] the optimisation procedure is tackled with
a slightly different approach with respect to the original one of Jezewski [39], where
the constraint is considered to be over the choice of the thrust acceleration rather than
the mass-flow rate. To be more precise, H results to be a linear function of Γ from Eq.
3.17 and therefore, the minimum value of the Hamiltonian will depend on the sign of
the coefficient of the thrust acceleration.
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Figure 3.1: Switching function S(t) and ‘bang-bang’ thrust acceleration Γ, adapted from
[22].
At this stage of the procedure, it can be appropriate to define a ‘switching function’, S,
as
S(t) ≜ (p − 1). (3.18)
If a ‘bang-bang’ control is applied [18], the thrust acceleration which minimises H in
Eq. 3.17 will be in the form of
Γ = ⎧⎪⎪⎨⎪⎪⎩ ΓMAX for S > 0 (p > 1)0 for S < 0 (p < 1) . (3.19)
In Fig. 3.1 both S(t) and Γ are presented where, for the limiting value of 0 for the
thrust acceleration, there is a null-thrust arc (NT), while at ΓMAX, which implies TMAX,
there is a maximum-thrust arc (MT).
3.2.1.1 Impulsive Thrust scenario and and Lawden’s NCs
For high-thrust (chemical engine), each MT arc of Fig. 3.1 can be approximated
as impulsive; in fact the thrust durations are small with respect to the time between
thrusts. Hence, every MT arc has an ‘infinite’ magnitude of thrust acceleration for a
time interval which goes to zero (as in a Dirac delta function [28], (lim∆t→0 ΓMAX =∞).
Furthermore, the cost function (Eq. 3.3) of an impulsive trajectory is the sum of every
thrust burn, as
Jimp = N∑
i=1 ∆Vi (3.20)
where ∆Vi represents the magnitude of all the impulses fired along the trajectory.
Hence, the primer vector determines the optimal times and direction of the thrust
impulses, which can take place only when S = 0 (p = 1). When an impulse occurs, the
primer vector is a unit vector in the optimal thrust direction and the impulses are
separated by NT arcs where S < 0 and therefore p < 1 [22].
In summary, for the case of impulsive thrust, Lawden defined a set of first-order
NCs for the optimality of the trajectory (see [47] or [39] for an extensive explanation):
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Figure 3.2: Examples of primer vector profiles: a) optimal, b)-c)-d) non optimal.
1. The primer vector and its derivative are continuous everywhere.
2. The magnitude of the primer vector is always below 1, aside from the instants
where the impulse occurs, where p = 1.
3. At the impulse times, the primer vector is a unit vector in the direction of the
thrust.
4. As a consequence of the above conditions, dp/dt = p˙ = p˙Tp = 0 at an interme-
diate impulse.
In Fig. 3.2 three examples of primer vector profiles are shown. According to the NCs of
Lawden, the magnitude of the primer vector has to be equal to 1, both at the beginning
and the end along the transfer trajectory (represented here by t, that is the transfer
time). Therefore, in an impulsive 2BP scenario, the initial and final ∆Vs are both
represented by an initial and final values of p = 1 (see Sec. 3.2.2.2). When the NCs are
not satisfied, as in Fig. 3.2b,c (where p > 1) or in Fig. 3.2d (primer vector derivative
non continuous), the transfer trajectory is classified as non optimal. Hence, it has to be
optimised through the application of a mid-course manoeuvre (see Sec. 3.3).
In the following sections, two main aspects of the primer vector method are presen-
ted. At first, it is shown how to integrate the primer vector equation (Eq. 3.14) in
order to obtain the profile of the primer vector along a transfer trajectory and later,
it is introduced how a trajectory can be optimised with the addition of a mid-course
correction.
3.2.2 Solution for the Primer Vector Equation
The primer vector equation (Eq. 3.14) can be re-written as a system of first-order
linear differential equations
d
dt
⎡⎢⎢⎢⎢⎣pp˙
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣03 I3G 03
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣pp˙
⎤⎥⎥⎥⎥⎦ (3.21)
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where I3 is the 3x3 identity matrix and 03 is the 3x3 zero matrix.
In order to verify if the NC are satisfied, the system of Eq. 3.21 needs to be integrated
to obtain the profile of the primer vector along the transfer orbit.
In a two-body problem, the variational state equation can be computed from
Eq. 3.6 as
δx˙ = ⎡⎢⎢⎢⎢⎣δr˙δv˙
⎤⎥⎥⎥⎥⎦ =
⎡⎢⎢⎢⎢⎣03 I3G 03
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣δrδv
⎤⎥⎥⎥⎥⎦ (3.22)
which is in the same form of Eq. 3.21.
In general, the solution of a system in the form of ˙y(t) = Y(t)y(t) (as in both Eqs. 3.21
and 3.22) can be written in term of the state transition matrix Φ(t, t0) for a specific
set of initial conditions y(t0) [9].
Therefore, the solution of the primer vector depends on the state transition matrix of
the motion in the form of ⎡⎢⎢⎢⎢⎣p(t)p˙(t)
⎤⎥⎥⎥⎥⎦ = Φ(t, t0)
⎡⎢⎢⎢⎢⎣p(t0)p˙(t0)
⎤⎥⎥⎥⎥⎦ . (3.23)
3.2.2.1 Integration of the State Transition Matrix
The general governing differential equation of a state transition matrix [15], as the
one of Eq. 3.23, is
Φ˙(t, τ) = MΦ(t) ⋅Φ(t, τ) (3.24)
In an orbital dynamics problem [57], the matrix MΦ(t) can be written as
MΦ(t) = ⎛⎜⎜⎜⎜⎝
03 I3
∂a(r,v, t)
∂r(t) ∂a(r,v, t)∂v(t)
⎞⎟⎟⎟⎟⎠ (3.25)
where a(r,v, t) is the acceleration of the system, as function of the position r(t) and
velocity v(t). MΦ(t) is called ‘state propagation matrix’ [57].
In the case of unperturbed Keplerian motion, the derivative of the acceleration with
respect to the velocity is zero [57]; hence, the only significant term of the state propaga-
tion matrix is ∂a/∂r, which, in turn, is exactly the gravity gradient matrix G of Eq.
3.14, [16].
The state transition matrix must have the following properties:
• Φ(t2, t1)Φ(t1, t0) = Φ(t2, t0)
• Φ(t2, t1)−1 = Φ(t1, t2)
• det Φ(t, t0) = exp[∫ t
t0
tr MΦ(σ˜)dσ˜]
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• Φ˙(t, t0) = MΦ(t)Φ(t, t0)
where σ˜ is an integration variable [15]. As a note, the last property is already satisfied
by Eq. 3.24.
Therefore, Φ(t, τ) can be obtained from Eq. 3.24, with the value of MΦ(t) of Eq. 3.21
and initial condition Φ(τ, τ) ≡ I6 [57].
There are works, as [29], where a formal solution to the differential system of equations
of the state transition matrix is given. Despite the fact that it is general and valid for
all kind of orbits, the method presented in [29] does not give an overall understanding
of the problem, because the approach is not defined in any specific coordinate frame.
The generality does not allow any simplifications in the equations and implies having
to deal with 36 terms expressed as sums and multiplications of series of Stumpff [24].
3.2.2.2 Propagation of the Primer Vector Equation along Optimal Impul-
sive Trajectories
For the propagation of Eq. 3.23 the initial conditions for both the primer vector,
p(t0), and its derivative, p˙(t0) are required.
From the third NC, the primer vector is defined as the unit vector in the direction of
the impulse in the case of impulsive thrust. Therefore, having a fixed two impulses
transfer (as the one of Fig. 3.3), the boundary conditions on Eq. 3.21 are
p0 ≡ p(t0) = ∆V0∥∆V0∥
pf ≡ p(tf) = ∆Vf∥∆Vf∥
, (3.26)
where the velocity changes are calculated, referring to Fig. 3.3, as
∆V0 = v0+ − v0−
∆Vf = vf− − vf+ . (3.27)
Figure 3.3: Two-impulse trajectory.
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Figure 3.4: Primer Vector Propagation scheme.
Therefore, p0 is known from Eq. 3.26.
To evaluate the initial condition on p˙(t), it is necessary to integrate the state transition
matrix with Eq. 3.24 first; this is due to the fact that in order to obtain p˙(t0), it is
required to invert Eq. 3.23 as
p˙(t0) = Φ12−1(tf , t0) ⋅ [p(tf) −Φ11(tf , t0) ⋅ p(t0)]. (3.28)
As a matter of practicality, in Eq. 3.28 Φ has been partitioned into four 3x3 blocks:
Φ11 and Φ12 represent the first row of Φ and, at this stage of the procedure, they are
the only unknowns of the aforementioned equation.
This process leads to solving a boundary value problem (BVP): at first, the STM is
integrated through Eq. 3.24 along the orbit, to obtain the initial conditions on the
derivative of the primer vector (Eq. 3.28), afterwards p(t) (and once again the STM)
is propagated along the transfer arc with Eq. 3.23, in order to check the satisfaction of
the NCs of Lawden, [39] (see work-flow in Fig. 3.4).
3.3 Addition of an Impulsive Correction
The primer vector method of Jezewski [39] evaluates the addition of an intermediate
impulse at a generic time tm, with t0 ≤ tm ≤ tf ; the position vector on the reference
trajectory2 at that specific instant, rm, is perturbed by an amount δrm. Moreover, the
velocities at the initial and final points on the reference trajectory are subjected to the
perturbations δV0 and δVf .
Hence, Lawden’s theory [47] considers the transfer arc split into two different arcs,
2The ‘reference trajectory’ refers to a two-impulse trajectory, without any intermediate manoeuvre;
whereas, the ‘perturbed trajectory’ corresponds to the initial ‘reference trajectory’ which has been
perturbed by the addition of a DSM [39].
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Figure 3.5: Reference and perturbed trajectories, with fixed boundary conditions and fixed
flight time, adapted from [39].
which can be solved through two separate Lambert’s problems:
ARC 1) [r0, t0]→ [(rm + δrm), tm]
ARC 2) [(rm + δrm), tm]→ [rf , tf ] . (3.29)
The scheme of Eq. 3.29 is proposed and extensively explained by Jezewski [39] and
shown in Fig. 3.5.
The fundamental assumption of Jezewski [39] is that the cost increment at first
order, between the perturbed trajectory J ′ and the reference trajectory Jimp, is defined
as
dJ = J ′ − Jimp. (3.30)
If r0 and rf are considered to be fixed, then δr0 = δrf = 0.
p and p˙ are evaluated on the reference trajectory as well, and therefore they are
continuous at tm: ⎧⎪⎪⎨⎪⎪⎩ pm
+ = pm− = pm
p˙+m = p˙−m = p˙m (3.31)
After several mathematical steps and considering the continuity of the position vector
(δrm
+ = δrm−), Eq. 3.30 reduces to
dJ = cm(1 − pmTd) (3.32)
where cm and the unit vector d are defined in [39] as
cm ≜ ∥δVm+ − δVm−∥
d ≜ δVm+ − δVm−
cm
. (3.33)
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The criteria for an additional impulse states that if ∥pm∥ > 1 then dJ < 0 and Jimp > J ′,
which means that the reference trajectory may be improved by applying an impulse in
the direction of pm at the time tm.
The ‘classic’ approach to Lawden’s theory, (e.g. [50], [40], [39], [22]) approximates this
procedure at first order, which implies that the greatest decrease in cost is obtained if
the intermediate impulse is applied when the primer vector is at its maximum value:∥pm∥ ≡ pmMAX.
The ‘perturbation’ in position of the reference trajectory is calculated as [39]
δrm = cmR−1 pm∥pm∥ , (3.34)
which is valid as long as cm (that corresponds to the magnitude of the intermediate
impulse, ∆Vm) is sufficiently small to guarantee that all the equations are satisfied
(such as J ′ < J). Therefore R in Eq. 3.34 is
R = Φ22(tm, tf)Φ12−1(tm, tf) −Φ22(tm, t0)Φ12−1(tm, t0). (3.35)
Equation 3.34 is valid only for a number of intermediate impulses (Nimp) equal or less
than 2. If in the optimisation process it is required to add a third impulse, Eq. 3.34
(and Eq. 3.35) are in a different form, as proved in [76].
Appendix B shows a procedure to estimate the optimal value of c of Eq. 3.33 for Nimp ≤ 2.
The three-impulse trajectory obtained at this point does not necessarily satis-
fies all the NCs of the primer vector theory, because, although p(t) is continuous and it
is a unit vector at each impulse, its derivative may be not continuous.
The analysis of [39] leads to an expression of the differential cost function that depends
on p˙(t)
dJ = (p˙+m − p˙−m)Tdrm − (p˙+Tm vm+ − p˙−Tm .vm−)dtm. (3.36)
Equation 3.36 can be re-written in terms of the Hamiltonian of Eq. 3.17 for pm ≡ 1
Hm = p˙Tmvm − pmTgm. (3.37)
In this equation the second term is continuous because pm is continuous (Eq. 3.31) and
the acceleration is also continuous on an impulsive trajectory (being only a function of
the position; i.e. v˙ = (µr)/∥r∥3 ≡ g(r) as in Eq. 3.7).
Evaluating Eq. 3.37 at tm
+ and tm− and using also Eq. 3.36, provides the gradients
of the cost with respect to the independent variations in position and time at the
intermediate impulse
∂J
∂rm
= (p˙+m − p˙−m), ∂J∂tm = (Hm+ −Hm−). (3.38)
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The gradients tend to zero (dJ ≡ 0) when an optimisation process is applied (solution
which satisfies the NCs); in this case both the primer vector derivative, p˙, and H must
be continuous in the neighbourhood of tm.
As described by Conway [22], the last equation that needs to be satisfied is then
Hm
+ −Hm− = 0 = p˙Tm(vm+ − vm−) = p˙Tm∆Vm = cp˙Tmpm = 0 (3.39)
which is consistent with the necessary conditions that p ≤ 1; in fact, Eq. 3.39 implies
that there is a local maximum where pm = 1, being p˙m = 0, and that p˙ is continuous
[22].
In Chapter 7 some real mission scenarios are presented, where the optimisation method
just shown is applied.
To sumarise, the NCs (sufficient for a linear system [72]) that an impulsive trajectory
has to satisfy, in order to be optimal according to Lawden’s primer vector theory, are
1. p(t) and p˙(t) must be continuous everywhere.
2. p(t) < 1 along the transfer and p = 1 when impulses occur.
3. at tm, impulse time, p(tm) ≡ u(tm), where u(tm) is the optimal thrust direction.
4. at an intermediate impulse dp/dt = 0.
Furthermore, the process described so far in the Chapter, is summarised in Fig. 3.6.
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Figure 3.6: Primer vector method: flow chart of the complete iterative process (propagation
and optimisation).
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3.4 Application of the Primer Vector Method: two
examples
The classic method which is used in order to apply the primer vector theory, is the
one developed by Lion and Handelsman [50], Jezewski and Rozendaal [40] and more
extensively by Jezewski [39], summarised in Secs. 3.2- 3.3.
The procedure is based on a linearised approximation of the cost function, which leads
to have a local optimisation of the trajectory only.
The results of two different papers are presented here, in order to show how the approach
can be applied on (real) mission scenarios.
The paper of Jezewski and Rozendaal [40] was the first where the authors ap-
plied the gradient method proposed by Lion and Handelsman [50] for a ‘real mission
scenario’. The case studied was one of the Apollo Applications program: a rendezvous
mission from a near-circular near-polar lunar orbit to a trans-Earth orbit on the sphere
of influence of the Moon, which essentially consists in a 86 deg plane change [40].
The optimal number of mid-course corrections was calculated with the same scheme
shown in Fig. 3.6; solution D of Fig. 3.7 is the one which satisfies all the requirements
of the optimisation process, it has the minimum ∆V and minimum angular momentum
change (which is defined by the authors of [39] as the first ‘decision’ computed in order
to make independent policy choices on arcs with multiple impulses).
Fig. 3.7 shows the evolution of the solution corresponding to an increasing number
of impulses with respect to total ∆V and time of flight. It can be seen as well how a
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Figure 3.8: The primer-magnitude time history for the same circle-to-circle rendezvous: a)
two-impulse reference solution, b) two-impulse best solution, c) three-impulse
best solution, d) four-impulse optimal solution, [52].
primer solution which is optimal, is not necessarily the one that has the global optimum.
In this specific case, the solution B has a total cost, expressed as total ∆V , which is
larger than the solution D. However, the three-impulse solution (B) is already optimal
according to Lawden’s NCs but, if the ‘policy I’ proposed by the authors (i.e. to have
the minimum angular momentum variation) is applied at each intermediate impulse,
solution C is found. This latter three-impulse trajectory is now non-optimal. Finally,
solution D is found with the primer vector method.
It is important to underline that Lawden’s theory is able to find the global optimum
after the iterative process proposed by Jezewski [39].
In a more recent work of Luo et al. [52], the primer vector theory is used as
first guess in a process involving evolutionary algorithms.
One of the case studied in the paper is a rendezvous problem of a chaser in a circular
orbit with a target that has the same circular trajectory. In Fig. 3.8 it is shown how
the trajectory’s performances are improved from a) to d); according to Lawden’s theory
and to Jezewski [39], the primer vector is already optimal in the case a). However,
the authors of [52] optimise the initial and final impulse times of a) and they obtain
solution b), which is then optimised with Lawden’s theory till solution d).
Those examples underline the main ‘constraint’ of the linearisation of the primer
vector theory: the mid-course correction is applied when the primer vector has its
maximum in the non-optimal propagation (see Sec. 3.3). This is possibly limiting the
search space and in light of this, it would be more interesting to understand which
parameters influence the optimality and examine the likelihood of a trajectory to be
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optimal rather than applying the primer vector method as it is.
On account of this, as already mentioned earlier, the research developed during the PhD
project of this thesis, is based on a novel approach of the propagation of the primer
vector which aims to not only propagate the primer vector but also to examine the
insight of such a problem.
3.5 Summary
This Chapter aims to illustrate the primer vector theory and how it has been used
in the history together with its current limitations. The differential equations behind
the method are shown together with the procedure which comes from optimal control
theory.
The method is based on the solution of a boundary value problem which involves the
state transition matrix of the motion. The primer vector is defined as the unit vector in
the direction of the thrust and if its profile satisfies a set of necessary conditions defined
by Lawden, the trajectory can be considered to be optimal. If this does not happen,
the addition of a mid-course correction is required; the optimisation algorithm which
provides the inclusion of the intermediate manoeuvre is based on a gradient method.
The interest into Lawden’s theory, together with the limitation given by the complicated
system of differential equations of the primer vector’s theory, motivated the research of
this thesis.
The following Chapters aim to show the main novel results found by the author
during her PhD course. Furthermore, the numerical results presented in the following
Chapters, do all come from routines implemented by the author in both C++ and
Matlab®.
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Chapter 4
Parametrisation of the Primer
Vector
The common approach used by mission designers is to analyse and optimise a trans-
fer trajectory where all its parameters are considered to be variables of the problem.
In this thesis a different method is proposed: parametrising and fixing some of those
variables, only a slice of the optimisation search space is considered. However, this
process allows to understand what actually occurs and see how the optimality can vary
according to some pre-defined parameters.
In this Chapter the components of the primer vector that lie on the orbital plane
are parametrised through the directions of the impulses. Furthermore, it is shown how
different sets of departure and arrival orbits, associated with their eccentricity vectors,
share the same optimality conditions. The mathematical relations between orbital
energy, semi-major axis and eccentricity of those sets of trajectories are presented.
Furthermore, a criterion in the hodograph plane, which can characterise departure and
arrival orbits within the context of the primer vector theory, is introduced.
The simulations of this Chapter have been all implemented in a Matlab® environment.
4.1 Co-planar orbits scenario
From the definition at the BC of the primer vector (Eq. 3.26), p0 and pf depend
on the directions of the initial and final ∆Vs only, but they are independent of their
magnitudes. As a consequence, a possible analysis can be conducted with the ∆Vs
parametrised by their orientations with respect to some specific reference frames.
For the case where the transfer, departure and arrival orbits are coplanar (Fig.
4.1), the motion of a satellite which follows this strategy is the following: it initially
flies along the red ellipse (‘departure orbit’) of Fig. 4.1 until it reaches r0. Here the
satellite moves on the blue ellipse (‘transfer orbit’) with a change in velocity achieved
through ∆V0. Its motion on the transfer orbit is modified at rf by means of ∆Vf and
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Figure 4.1: Geometric representation of a co-planar departure (eD, aD), transfer (eT , aT )
and arrival (eA, aA) orbits case.
it continues on the green ellipse (‘arrival orbit’).
The initial position is defined by the position vector r0 and, on the transfer ellipse, by
the initial true anomaly ν0. Similarly, the final position is determined by rf and νf .
At the boundaries the velocities on the transfer orbit can be defined in two local polar
reference frames as
v0 = vr0eˆr0 + vϑ0eˆϑ0
vf = vrf eˆrf + vϑf eˆϑf , (4.1)
where eˆr0 and eˆrf are the unit vectors in the direction of the initial and final position
vectors, respectively. Moreover, eˆϑ0 and eˆϑf are in the directions of the derivatives of
eˆr0/f 1 with respect to the true anomaly.
The two local planar polar reference frames shown in Fig. 4.1, (eˆr0, eˆϑ0) and (eˆrf , eˆϑf ),
are completed with a third common unit vector, eˆh, which points in the direction of
the orbital momentum vector and lies outside the orbital plane.
The components of the primer vector on the orbital plane are then determined
through two angles, α and β, which correspond to the directions of the ∆Vs with
respect to the aforementioned local reference frames (as represented in Fig. 4.1):
p0 = ⎡⎢⎢⎢⎢⎣cosαsinα
⎤⎥⎥⎥⎥⎦ , pf =
⎡⎢⎢⎢⎢⎣cosβsinβ
⎤⎥⎥⎥⎥⎦ (4.2)
and, following on from Eq. 4.2, the initial and final ∆Vs are
∆V0 = ∆V0(cosαeˆr0 + sinαeˆϑ0)
∆Vf = ∆Vf(cosβeˆrf + sinβeˆϑf) . (4.3)
1For the sake of simplicity, the subscript 0/f refers to both initial and final vectors at the same
time.
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Furthermore, defining vD and vA as the velocity at r0 on the departure orbit and the
velocity at rf on the arrival orbit, respectively, they can be computed from Eqs. 4.1
and 4.3 as
vD = v0 −∆V0 = (vr0 −∆V0 cosα)eˆr0 + (vϑ0 −∆V0 sinα)eˆϑ0
vA = vf +∆Vf = (vrf +∆Vf cosβ)eˆrf + (vϑf +∆Vf sinβ)eˆϑf . (4.4)
If, at this stage of the procedure, the transfer orbit (i.e. v0 and vf ) and the directions
of the impulses, α and β, are kept fixed, the primer vector remains unchanged.
This happens because at the boundaries p depends on α and β only (Eq. 4.2); whereas
along the arc the primer vector is a function of the transfer orbit only, through the
state transition matrix (Eq. 3.23).
At the same time, if the magnitudes of ∆V0/f are considered to be variables of the
problem, the departure and arrival orbits vary through their velocity vectors of Eq. 4.4.
The relevance of the approach just introduced stands in the fact that for a fixed
transfer orbit and fixed directions of the impulses, even if the departure and arrival
orbits vary, the primer vector profile is unchanged. Therefore, all those orbits share
the same optimality conditions with respect to Lawden’s theory.
4.1.1 Eccentricity vectors variation
The eccentricity vector [9] of an orbit is
e = (v2
µ
− 1
r
)r − (r ⋅ v
µ
)v (4.5)
where r and v are the position and velocity vectors at any locations along the Keplerian
orbit.
When the transfer orbit is kept fixed, its eccentricity eT represents a constant
of the problem. On the other hand, since the departure and arrival orbits (defined
through their velocities of Eq. 4.4) vary, also their eccentricity vectors change for
different magnitude of ∆V0/f .
As a consequence, a new variable can be introduced:
∆eD/A ≜ eD/A − eT, (4.6)
that is the vectorial difference between the eccentricity vector of the departure (or
arrival) orbit and the eccentricity vector of the transfer orbit. This is equivalent to
expressing the rotation of the apse line of the departure/arrival orbit to the one of the
transfer orbit.
In Fig. 4.2 it is shown how ∆eD can graphically change for different departure orbits.
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Figure 4.2: Vectorial eccentricity difference variations for a fixed transfer orbit (eT) and
different departure orbits (eD 1,2,3).
4.1.1.1 ν0 = 0 deg case
If the initial true anomaly, ν0, is assumed to be equal to 0 deg, the initial position
and velocity vectors on the transfer orbit, are in the directions of the two local in-plane
unit vectors:
r0 = r0eˆr0
v0 = vϑ0eˆϑ0 . (4.7)
The corresponding position and velocity vectors on the departure orbit are instead
rD ≡ r0 = r0eˆr0 (4.8)
vD = v0 −∆V0= −∆V0 cosαeˆr0 + (vϑ0 −∆V0 sinα)eˆϑ0 . (4.9)
The eccentricity vectors of the transfer and departure orbits, from Eq. 4.5, are equal to
eT = (vϑ02
µ
− 1
r0
)r0eˆr0
eD = (vD2
µ
− 1
r0
)r0eˆr0 − (r0 ⋅ vD)
µ
vD
. (4.10)
The vectorial difference between the two eccentricity vectors of Eq. 4.10, as defined in
Eq. 4.6, results to be
∆eD = r0∆V0
µ
((∆V0 sinα − 2vϑ0) sinαeˆr0 − (∆V0 sinα − vϑ0) cosαeˆϑ0). (4.11)
If vϑ0 is taken out from the term in parenthesis of Eq. 4.11, there is
∆eD = r0vϑ0∆V0
µ
[(∆V0
vϑ0
sinα − 2) sinαeˆr0 − (∆V0
vϑ0
sinα − 1) cosαeˆϑ0], (4.12)
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where, to simplify the expression, two new variables can be introduced
σ0 ≜ l
r0
= h2
µr0
= r02vϑ02
r0µ
= r0vϑ02
µ
; (4.13)
Γh ≜ ∆V0
vϑ0
, (4.14)
where l ≜ a(1 − e2) is the semi-latus rectum of the orbit, [9].
Therefore, combining together Eqs. 4.12, 4.13 and 4.14, an expression of the vectorial
difference which depends on ∆V0, through Γh and α, can be written as
∆eD = σ0Γh[(Γh sinα − 1)(sinαeˆr0 − cosαeˆϑ0) − sinαeˆr0]. (4.15)
To facilitate the reading, Eq. 4.15 can be split into two parts:
∆ecom ≜ σ0Γh[(Γh sinα − 1)(sinαeˆr0 − cosαeˆϑ0)]
∆esin ≜ σ0Γh[− sinαeˆr0] , (4.16)
where ∆ecom is defined as the combined sinusoidal contributions, in both radial and
transversal directions, while ∆esin is in the radial direction only.
To sum up, the vectorial eccentricity difference of Eq. 4.15 can be rewritten,
using the new variables of Eq. 4.16, as
∆eD = ∆ecom +∆esin. (4.17)
The interesting aspect of ∆eD is that the magnitude of the impulse (represented with
Γh) becomes a sort of scaling factor, which leaves invariant the directions of both ∆ecom
and ∆esin. Therefore, overall the direction of ∆eD changes only for the variation of the
magnitude of ∆ecom as shown in Fig. 4.3; in this plot ∆esin is represented by the red
Figure 4.3: ∆eD graphical representation (blue arrows): ∆ecom by green arrow vectors and
∆esin by red arrow vectors.
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Figure 4.4: Fixed transfer orbit in blue (e = 0.7, a = 1.0 DU, ν0 = 0 deg, νf = 120 deg), α = 40
deg, β = 60 deg. Departure orbits in red (with eccentricity vectors), arrival
orbits in green which vary for 1%v0 ≥ ∆V0 ≥ 10%v0.
arrow vectors, ∆ecom by the green arrows and ∆eD by the blue tips’ vectors.
The case of Fig. 4.3 considers a fixed transfer orbit with e = 0.7, a = 1.0 DU, ν0 = 0
deg, νf = 120 deg, and direction of the impulses of α = 40 deg and β = 60 deg. The
magnitude of ∆V0 is chosen to vary from 1% to 10% of the magnitude of v0, which
gives 0.01 ≤ Γh ≤ 0.09.
In Fig. 4.4 the departure, arrival and transfer orbits related to Fig. 4.3 are shown.
The departure orbits are represented in red, while the arrival ones are in green and the
transfer orbit is the blue ellipse. The black arrows of Fig. 4.4 are the eccentricity vectors
of the departure orbits, that vary for different magnitudes of ∆V0. The eccentricity
vector which corresponds to the smallest ∆V0 (that is 1% of v0 and Γh = 0.01), is the
one almost aligned with the x-axis. To be noted that, in this case, eˆr0 corresponds to
the x-axis since ν0 = 0 deg. Moreover, Fig. 4.4 shows that the eccentricity vectors’ tips
Figure 4.5: Fixed transfer orbit in blue (e = 0.4, a = 1.0 DU, ν0 = 0 deg, νf = 160 deg), α = 30
deg, β = 160 deg. Departure orbits in red (with eccentricity vectors), arrival
orbits in green which vary for 1%v0 ≥ ∆V0 ≥ 90%v0.
47
4.1. Co-planar orbits scenario
Figure 4.6: Primer Vector Profile: a) refers to orbits of Fig. 4.4 (‘optimal’ behaviour) b)
refers to orbits of Fig. 4.5 (‘non-optimal’ behaviour).
form a sort of straight line.
As Γh increases, the tips’ ‘directrix’ tends to curve. This effect is visible in Fig. 4.5,
where a different example with respect to Fig. 4.4 is presented. In fact, for this
second case the magnitude of ∆V0 varies from 1% to 90% of v0. This ‘bending’ effect
is caused by the fact that the orientation of ∆eD changes (even if just a little) for
different/increasing magnitudes of ∆ecom.
To be thorough, in Fig. 4.6 the two primer vector profiles, corresponding to the set
of departure and arrival orbits of Figs. 4.4 and 4.5, are shown. Fig. 4.6a) represents
an optimal transfer because the primer vector profile is always below 1 (check on the
NC presented in Chapter 3), whereas in Fig. 4.6b) the magnitude of p goes above 1.
Therefore, the represented transfer does not satisfy the NC and it is non-optimal.
4.1.1.2 ν0 > 0 deg case
When the initial true anomaly is greater than 0 deg, the initial position, r0, is
defined as in the ν0 = 0 deg case (Eq. 4.7), whereas the initial velocity on the transfer
orbit, v0, has the general expression of Eq. 4.1.
The eccentricity vector of the transfer orbit is
eT = (v02
µ
− 1
r0
)r0eˆr0 − (r0 ⋅ v0)
µ
v0, (4.18)
while the one of the departure orbit is of the same form of eD in Eq. 4.10.
Hence, the vectorial eccentricity difference between the departure and transfer orbits,
defined as in Eq. 4.6, results to be, after some calculations,
∆eD = r0
µ
[(vϑD2 − 2vr02 − vϑ02)eˆr0 −∆V0(∆V0 − vr0 sinα − vϑ cosα)eˆϑ0]. (4.19)
This expression cannot be simplified, as in the ν0 = 0 deg case, therefore the analytical
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Figure 4.7: Fixed transfer orbit in blue (e = 0.8, a = 1.0 DU, ν0 = 40 deg, νf = 170 deg),
α = 30 deg, β = 50 deg. Departure orbits in red (with eccentricity vectors),
arrival orbits in green which vary for 1%v0 ≥ ∆V0 ≥ 30%v0.
behaviour is less noticeable. However, a numerical analysis can be conducted, similar
to the one of Sec. 4.1.1.1.
An example is presented in Fig. 4.7, where the behaviour of the eccentricity vectors of
the departure orbits is comparable to the case of Figs. 4.4 and 4.5, despite having ν > 0
deg. As in the previous case, to give a complete view of the problem, the primer vector
profile which refers to the set of orbits of this example is shown in Fig. 4.8. It shows a
non-optimal behaviour because the NCs of Lawden are not satisfied (p > 1).
Figure 4.8: Primer Vector Profile referred to orbits of Fig. 4.7 (‘non-optimal’ behaviour).
Following the concept shown so far in the Chapter, that associates different departure
and arrival orbits which share Lawden’s optimality condition, in the next paragraph it
is presented how the semi-major axis and the energy, of this set of trajectories, vary.
4.1.2 Semi-major axis and Energy variations
The fundamental vis-viva integral [9] relates the velocity of an orbit to its semi-major
axis and the position at that specific location, and its expression is
v2 = µ(2
r
− 1
a
). (4.20)
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The orbital energy follows to be
E = v2
2
− µ
r
≡ − µ
2a
, (4.21)
known to be a constant of the motion along with the orbital momentum, h [53].
The energy of the departure and arrival orbits, ED and EA, together with their semi-
major axes, aD and aA, can be determined through Eq. 4.21, by means of the velocities
vD and vA of Eq. 4.4: ED = vD2
2
− µ
r0
≡ − µ
2aD
EA = vA2
2
− µ
rf
≡ − µ
2aA
. (4.22)
In order to uniquely determine the departure and arrival orbits, it is required to have
also their eccentricities. The relationship which connects all the previous variables with
the eccentricity is
e2 = 1 + 2E(h
µ
)2, (4.23)
where h is the magnitude of the orbital momentum.
If, as already mentioned in Sec. 4.1, the transfer orbit is assumed to be fixed, the
departure and arrival trajectories will depend on it through Eq. 4.4. Therefore, for
a specific transfer orbit, it can be shown how the eccentricities, semi-major axes and
energies of the departure and arrival orbits change, according to variable initial and
Figure 4.9: Departure (top-side) and arrival (bottom-side) orbits’ parameters’ variations for
different ∆V0/f .
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final impulses, that have different orientations and magnitudes.
Fig. 4.9 shows how e, a and E of the departure (top plots) and arrival (bot-
tom plots) orbits vary with respect to different ∆V0,f for a defined transfer trajectory.
The fixed parameters of the example of Fig. 4.9 are2 : aT = 1.0 DU, eT = 0.8, ν0 = 160
deg, νf = 210 deg, which are all referred to the transfer orbit. The magnitudes of ∆V0
and ∆Vf go from 1% to 30% of the velocities on the transfer orbit at the initial and
final position, respectively. As a consequence, a span in the magnitude from around
0.02 DU/TU to 0.18 DU/TU for the initial impulse and 0.03 DU/TU to 0.25 DU/TU
for the final impulse is obtained.
For the example shown in the plots, all the orbits are ellipses with a span of eccentrici-
ties that varies from around 0.2 to 1 for both departure and arrival trajectories. The
variation of the parameters is not equivalent, in fact the maximum and the minimum
of the eccentricity or semi-major axis and energy are different.
As expected, a and E have a similar behaviour, but while for the departure orbits they
have their maximum for thrust angle larger than 200 deg, for the arrival orbits the
maximum is around β = 150 deg. The eccentricity has also an opposite evolution with
respect to departure or arrival orbits: in fact, while for the former set of trajectories,
its minimum occurs at high values of thrust angles, for the latter ones the minimum of
the eccentricity is around β = 70 deg.
Overall, all the parameters, for both sets of departure and arrival trajectories, have
their global minimum or maximum values at high magnitudes of ∆Vs. This result
was expected, as the variation of the orbital parameter is directly proportional to the
Figure 4.10: Optimality map referred to orbits of Fig. 4.9. Green regions: non-optimal,
Blue regions: optimal.
2In Celestial Mechanics, it can be convenient to define a suitable system of units. Canonical Units
are often used and they are represented by the distance unit (DU), the time unit (TU) and the mass
unit (MU). As a consequence µ = 1 DU3/TU3 [53].
51
4.1. Co-planar orbits scenario
Figure 4.11: Departure (top-side) and arrival (bottom-side) orbits’ parameters’ variations
for fixed values of α and β.
‘perturbation’ applied (Gauss planetary equations [43]), which in this case corresponds
to the in-plane ∆V.
For the set of trajectories just shown, the primer vector profile is not uniquely
determined since it depends on the direction of the impulses at the boundaries, and
therefore on the values of α and β. In Fig. 4.10 the ‘optimality map’ for this specific
transfer orbit is shown. It represents the behaviour of the primer vector for a fixed
transfer orbit and the whole set of departure and arrival trajectories; α and β vary
from 0 to 360 deg, and the primer vector is computed for each combination of the
three trajectories. The ‘optimality’ is evaluated through the satisfaction of the NCs
of Lawden presented in the previous Chapter. The green islands are area where the
transfer is non-optimal, whereas in the blue ones it is optimal.
In order to associate a set of departure and arrival orbits with same optimality conditions
it is necessary to ‘slice’ the plots of Fig. 4.9 at specific values of α and β. This is done in
Fig. 4.11, where the behaviours of eccentricity, semi-major axis and energy of departure
Figure 4.12: Primer Vector Profile referred to orbits of Fig. 4.11 (‘non-optimal’ behaviour).
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and arrival orbits are shown, for fixed α = 270 deg and β = 160 deg. Comparing the
plots of Fig. 4.11 with the ones of Fig. 4.9, the results are consistent.
In Fig. 4.12 the primer vector profile associated with the trajectories of Fig. 4.11 is
presented; furthermore, the same transfer is highlighted in the map of Fig. 4.10 with a
black star.
4.2 Hodograph representation
The hodograph plane is used to graphically represent and compare the components
of the velocity of a body in orbit [9]. In fact, the expression of the velocity which is
used for this kind of representation is
v = µ
h2
h ∧ (e + r
r
), (4.24)
where v is explicitly defined as function of the angular momentum h3, eccentricity
vector e and position vector r of the orbit [9].
In a two-body problem context, Eq. 4.24 becomes
hv
µ
= e sinνeˆr + (1 + e cosν)eˆϑ (4.25)
where eˆr and eˆϑ are the polar orbital unit vectors defined in Sec. 4.1.
In Fig. 4.13 the geometry of this kind of representation is shown: the x-axis represents
(hvϑ/µ), while the y-axis is the radial component of Eq. 4.25, (hvr/µ). The red vector
in Fig. 4.13 corresponds to Eq. 4.25 for specific velocity and position vectors of a
hvϑ
µ 
hvr
µ 
l/r
M N
e
(hv)/µ 
ν 
S
C
1
O
Figure 4.13: Hodograph plane representation.
3The orbital angular momentum is defined as the cross product between the relative position and
velocity: h = r ∧ v, [9].
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satellite (S) which flies along the considered orbit; the x component of the red vector is
the ratio between the semi-latus rectum and the radial position (l/r).
The eccentricity vector (green vector e in Fig. 4.13), which is a constant of the orbit
(as mentioned in Sec. 4.1.1), gives the radius of the circle in the hodograph plane, along
which the satellite S moves.
The points M and N shown in Fig. 4.13 are the corresponding apoapsis and periapsis of
the orbit. The centre of the circle (C) is placed always in (1,0); therefore for a circular
or elliptical trajectory, the circumference is shown on the plane, for a parabolic case
(e = 1) the circle is tangent (M ≡ O) to the y-axis, while for an hyperbolic trajectory,
M < 0 and a section of the circle is not visible in the x > 0 side of the hodograph plane.
4.2.1 Primer Vector and the hodograph plane
The problem of impulsive thrust can be graphically solved with the hodograph
representation as extensively explained in Battin [9].
In the following paragraph, this particular approach is briefly introduced and it is
applied within the context of the parametrisation of the primer vector, presented in the
previous part of the Chapter.
Referring to a case where the impulsive thrust is applied at the initial and fi-
nal position, as the one of Eq. 4.4, the equation that connects the velocity vectors
is
v0 +∆V1 = v1, (4.26)
that, in order to have it into a similar form to Eq. 4.25, can be restated as
h1
h0
(h0
µ
v0 + h0
µ
∆V1) = h1
µ
v1. (4.27)
This expression tells that the vector (h1v1)/µ can be determined in the hodograph plane
with two operations: at first by adding the two terms in parenthesis on the left-hand
side of Eq. 4.27 and then multiplying them by a factor (h1/h0) which adjusts the ratio
of angular momenta, as shown in [9].
Referring to Fig. 4.14, Eq. 4.27 is defined as follows: OA represents the starting vector(h0v0)/µ, AB the impulsive variation (h0∆V1)/µ and OC the final ‘stretched’ vector(h1v1)/µ.
When the impulsive variation is subtracted, rather than added as in Eq. 4.27, from the
starting velocity, in an hodograph approach it means that
h0
h1
(h1
µ
v1 − h1
µ
∆V1) = h0
µ
v0. (4.28)
Considering Fig. 4.14, the procedure is similar to the one before, but now the starting
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Figure 4.14: Hodograph representation of impulsive velocity change, adapted from [9].
vector is represented by OC ((h1v1)/µ) from which a quantity equal to (h1∆V1)/µ,
CD, is subtracted. As a result, after the multiplication by the scaling factor (h0/h1),
the resulting final vector is OA, that is (h0v0)/µ.
For a deepen analysis of this topic, refer to [9].
4.2.1.1 Hodograph coordinates for departure and arrival orbits
The aforementioned technique can be applied to the case presented in Sec. 4.1:
co-planar departure, arrival and fixed transfer orbits with boundary impulses.
The velocities of the problem are defined in the local polar reference frame, as in the
previous parts of the Chapter. For a fixed transfer orbit they are the ones of Eq. 4.1,
while for the departure and arrival trajectories they vary according to the thrust angles
direction, α and β, as in Eq. 4.4.
Since for every specific set of boundary conditions there are three different trajectories
involved in the analysis (see Fig. 4.1), the angular momenta that play a role in this
problem are three: of the departure orbit hD, of the arrival orbit hA and of the transfer
orbit hT . The angular momentum of an orbit always points in the normal direction of
the orbital plane; since for the case which is analysed the three orbits are all coplanar,
as a consequence all three angular momenta will be in the same direction. They have
zero in-plane components (whose directions are defined by the local eˆr and eˆϑ), whereas
the only component different from zero is in the eh direction.
The hodograph plane of the transfer orbit is determined through its abscissa and
ordinate, that, as defined in Sec. 4.2, are:
XT = hTvϑ0
µ
YT = hTvr0
µ
, (4.29)
where the magnitude of the angular momentum of the orbit, hT , is
hT = r0vϑ0 = rfvϑf . (4.30)
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From Eq. 4.4, the magnitude of the angular momentum of the departure orbit can be
expressed as
hD = r0vϑD = r0(vϑ0 −∆V0 sinα), (4.31)
which, combined with Eq. 4.30 and with the parameter Γh introduced in Eq. 4.14,
becomes
hD = hT (1 − Γh sinα). (4.32)
Similarly to Γh, which is the ratio between the magnitude of ∆V0 and vϑ0, another
parameter can be defined, that refers to the radial component of the velocity at departure
on the transfer orbit, as
∆h ≜ ∆V0
vr0
. (4.33)
Finally, the corresponding transformation from transfer to departure orbit hodograph
coordinates can be done using Eqs. 4.14, 4.30 and 4.33:
XD = hDvϑD
µ
≡XT (1 − Γh sinα)2
YD = hDvrD
µ
≡ YT (1 − Γh sinα)(1 −∆h cosα) . (4.34)
As for the departure orbit, the same concept can be applied to the arrival orbit:
beginning with two new parameters defined as
Λh ≜ ∆Vf
vϑf
Ωh ≜ ∆Vf
vrf
, (4.35)
the procedure follows with the evaluation of the corresponding hodograph coordinates
for the arrival orbit (as for Eq. 4.34), that are
XA = hAvϑD
µ
≡XT (1 +Λh sinβ)2
YA = hAvrD
µ
≡ YT (1 +Λh sinβ)(1 +Ωh cosβ) . (4.36)
With respect to the set up of the problem, XT and YT are constant: the transfer orbit
is fixed, together with the boundary conditions. What is actually varying in XD/A and
YD/A are the terms that depend on the magnitude and direction of the thrust impulses.
In Figs. 4.15 and 4.16, an example for a fixed transfer orbit with eT = 0.8, aT = 1.0
DU, ν0 = 10 deg, νf = 70 deg is shown; only the part concerning the departure orbit has
been analysed (for the set of arrival orbits, the procedure is exactly the same).
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Figure 4.15: Hodograph plane for variable de-
parture orbits, fixed transfer or-
bit of Fig. 4.16.
Figure 4.16: Hodograph plane for fixed trans-
fer orbit, variable departure or-
bits of Fig. 4.15.
The conditions on the initial impulse, ∆V0, are such that its magnitude varies from
0.5% to 30% of the initial velocity on the transfer orbit, whereas its direction, α, is
allowed to vary from 0 deg to 360 deg. Every point along the red contours of Fig. 4.15
represents a different combination of magnitude and direction of ∆V0, which together
define a different departure orbit.
The red curves resemble concentric ellipses: the ones with smallest radii correspond to
smaller magnitudes of ∆V0, and their size increases with increasing ∆V0. On the other
hand, the amplitude of the angle α determines the orientation of a point along a red
contour with respect to the vertical axis.
In Fig. 4.15 each set of points represented with a different colour, corresponds to a
specific value of α. This parameter varies as shown and it can be seen how different
classes of departure orbits ‘move’ along the contours. For example, α = 0 deg defines a
set of points (straight line) which starts at the centre of the ‘ellipses’ and goes towards
the negative direction of the y-axis, as ∆V0 increases. For larger values of α, a set of
points with constant α is oriented in a clockwise direction with respect to the α = 0 deg
line, as it can be seen from Fig. 4.15.
Therefore, every departure orbits’ ‘line’ represent a set of departure trajectories with
same primer vector profile; in fact, along this segment, α is constant, whereas the
magnitude of the impulse varies.
The interesting aspect of the problem, as mentioned before in the paragraph, is that for
a fixed transfer orbit, the ‘straight lines’ of Fig. 4.15 correspond, through the transform-
ation of Eq. 4.34, to a single point in Fig. 4.16. Besides, the red star of Fig. 4.16 is
exactly the initial point on the transfer orbit, by the definition of XT and YT (Eq. 4.29).
In Fig. 4.17, the departure and transfer orbits’ hodograph planes of Figs. 4.15 and
4.16 have been overlapped, with a zoomed area visible on the right-hand side (Fig. 4.17b).
The red points correspond to the different departure orbits, whereas the blue circle is the
hodograph of the transfer orbit. The reason why the centre of the locus of the departure
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Figure 4.17: Geometric representation of a co-planar departure (eD, aD), transfer (eT , aT )
and arrival (eA, aA) orbits case.
orbits’ ‘ellipses’ (blue star) is exactly the initial point on the transfer orbit should be
clear: it represents the case where the impulse is null, therefore both α and ∆V0 are zero.
Figure 4.18 shows the optimality maps for the fixed transfer orbit of Fig. 4.15-4.17
with varying boundary conditions. As in Fig. 4.10, the whole possible departure and
arrival trajectories are collected through α and β and the optimality of the transfer
orbit immediately stands out; the green regions are non-optimal and the blue area
shows optimal transfers. The structure of those ‘optimality islands’ will be discussed in
Chapter 6.
Figure 4.18: Optimality map referred to orbits in Figs. 4.15-4.17.
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4.3 Summary
This Chapter exploits a fundamental peculiarity of the primer vector, which allowed
to introduce a novel concept: a set of departure and arrival orbits, that satisfy some
common properties, share the same optimality conditions according to Lawden’s theory.
Since the primer vector, at the boundaries, is equal to the unit vectors in the
direction of the impulses, this has been parametrised with two angles which define the
directions of the thrust vectors. Furthermore, if the transfer orbit is fixed, the primer
vector profile does not vary because it is a function of the state transition matrix along
the transfer trajectory only. As a matter of practicality, in the discussion of the Chapter,
the problem has been simplified, therefore only the in-plane case has been analysed.
This novel way of looking at the primer vector method, allowed to have a different
insight into the problem: the optimisation search space has been ‘sliced’ and some
approaches, that make use of the properties of this specific problem, have been presented.
The sets of both departure and arrival orbits, which share the optimality char-
acteristics of Lawden’s theory, have been displayed with reference to their eccentricity
vectors. An analysis about the eccentricity vector variations has been presented, in
particular the difference between two distinct cases, ν0 = 0 and ν > 0, has been discussed.
A second investigation has been done with respect to the variations of semi-major axes,
energies and eccentricities of the departure and arrival orbits; furthermore the search
space has been sliced in order to fix a single set with same optimality properties.
Finally, the primer vector has been analysed within the hodograph plane concept: for
the case with fixed transfer orbit, a coordinates hodograph transformation has been
introduced, together with some plots that emphasised the connections between the
different ‘reference systems’.
The objective of this Chapter was to set up an introductory discussion about
the usage and properties of the primer vector theory with respect to different transfer
scenario. The powerful peculiarity of the primer vector theory, which associates different
trajectories to a single optimality case, will be also used in the next Chapters.
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Chapter 5
Out-of-plane component
In this Chapter it is shown how the representation of the primer vector equation in
polar coordinates, allows a separation between its components.
Through this approach, a complete analytic solution of the primer vector’s out-of-plane
component is found, which is shown to be independent of the semi-major axis of the
transfer orbit. For the case where the initial and final thrusts are both perpendicular
to the orbital plane, the optimality of the transfer arc is fully analysed.
The analytic correlations between the boundary conditions on the transfer orbit and
the profile of the primer vector are derived. Furthermore, the novel approach allows
the development of a simple procedure based on a graphical representation from which,
given only the initial and final position vectors, the optimality of the transfer orbit can
be determined.
Finally, some ‘optimality maps’ with variable boundary conditions are presented: they
have an immediate visual impact allowing to determine if a specific transfer satisfies, or
not, the necessary conditions of Lawden’s theory.
The results with related simulations of this Chapter have been implemented in both
C++ and Matlab® environments.
Some of the main novelties and results of this Chapter are published in [36].
5.1 Polar representation
A local polar reference system, as the one introduced in Chapter 4 (Sec. 4.1), has
its triad of unit vectors (eˆr, eˆϑ and eˆh) which are, respectively, in the directions of: the
local position vector r, the derivative of eˆr with respect to the true anomaly (ν) and
the orbital angular momentum vector, h.
In Fig. 5.1, the aforementioned orbital reference system is shown, where its unit vectors
can be defined as
eˆr = r∥r∥ ; eˆϑ = −eˆr × eˆh; eˆh = h∥h∥ . (5.1)
The novel approach presented in this Chapter starts from the definition of the
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Figure 5.1: Local polar coordinate reference system.
gravity gradient matrix G(r) of Eq. 3.14, that can be expressed as
G ≡ ∂g
∂r
= − µ
r3
I3 + 3µ
r5
r ⋅ rT , (5.2)
where, as mentioned already in this thesis, g is the gravitational acceleration, r is the
relative distance between an orbiting point mass and the central body and µ is the
gravitational parameter [9].
In linear algebra, the diagonalisation of a matrix consists into finding the corresponding
diagonal matrix through a pre and post-multiplication with an invertible matrix.
For this specific case, G can be diagonalised as far as it exists a matrix Q which gives
G = QKQ−1, (5.3)
where, moreover, Q is a matrix whose q th column is an eigenvector of G, while K is a
diagonal matrix whose elements are the corresponding eigenvalues.
Starting with the following equivalence, G is eigen-decomposed with the first eigenvector
as
G ⋅ eˆr = − µ
r3
eˆr + 3µ
r5
(r ⋅ eˆr)r
= − µ
r3
eˆr + 3µ
r4
reˆr
= 2µ
r3
eˆr. (5.4)
Similarly, for the other two unit vectors of Eq. 5.1, both orthogonal to r, there is
G ⋅ eˆϑ = − µ
r3
eˆϑ, (5.5)
and
G ⋅ eˆh = − µ
r3
eˆh. (5.6)
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Therefore, combining together Eq. 5.4, Eq. 5.5 and Eq. 5.6, with the definitions of Eq.
5.3, the eigen-decomposition of G is given explicitly by
G = ⎡⎢⎢⎢⎢⎢⎢⎣
eˆr1 eˆϑ1 eˆh1
eˆr2 eˆϑ2 eˆh2
eˆr3 eˆϑ3 eˆh3
⎤⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
2µ
r3
0 0
0 − µ
r3
0
0 0 − µ
r3
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎣
eˆr1 eˆϑ1 eˆh1
eˆr2 eˆϑ2 eˆh2
eˆr3 eˆϑ3 eˆh3
⎤⎥⎥⎥⎥⎥⎥⎦
−1
. (5.7)
Since these eigenvectors are orthogonal, then it follows that Q is an orthogonal matrix,
therefore Q-1 = QT.
To conclude, a polar coordinates system defined by the unit vectors eˆr, eˆϑ and eˆh,
is then an eigenvector basis of G, with corresponding eigenvalues 2µ/r3, of algebraic
multiplicity 1, and −µ/r3, of algebraic multiplicity 2 (Eq. 5.7).
The primer vector can be expressed in the local polar reference system, introduced
so far, as
p = preˆr + pϑeˆϑ + pheˆh, (5.8)
while the primer vector equation (Eq. 3.14) is given in polar form as
p¨ = Gp = µ
r3
(2preˆr − pϑeˆϑ − pheˆh). (5.9)
Taking into account that the derivatives of the unit vectors with respect to time are
˙ˆer = ν˙eˆϑ
˙ˆeϑ = −ν˙eˆr
˙ˆeh = 0 (5.10)
and that, from the definition of the orbital angular momentum, there is ν˙ = h/r2, the
first derivative of the primer vector with respect to time in polar coordinates becomes
p˙ = (p˙r − h
r2
pϑ)eˆr + (p˙ϑ + h
r2
pr)eˆϑ´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
IN PLANE
+ p˙heˆhdcurly
OUT OF PLANE
(5.11)
From Eq. 5.11, it can be noted that the out-of-plane component is decoupled from the
in-plane ones.
An important conclusion is expressed in Eq. 5.11: a polar coordinate trans-
formation applied to the primer vector equation, allows the de-coupling between
in-plane and out-of-plane components of the primer vector itself.
As a consequence, a separate analysis of the components can be conducted. The next
sections of this Chapter are focused on the analysis of the out-of-plane component only.
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5.2 Analytic solution and independence of the semi-
major axis
The equation of motion of the two-body problem (2BP) is
r¨ = − µ
r3
r. (5.12)
In a perifocal reference system (Fig. 5.2), the motion of a point mass in the 2BP is
only on the plane (orbital plane), whereas the central body is the centre of the system
of coordinates (0 ≡ F ). The three axes of this system are aligned with: the direction
towards the periapsis, eˆp, a true anomaly of 90 deg from the periapsis, eˆq, and the
direction of the angular momentum, eˆh (same as the polar reference system).
The position vector, existing only on the plane, can be defined through its components,
in the eˆp and eˆq directions, as r = [x, y]T .
The solution of Eq. 5.12 expressed in the perifocal reference system is
r = a(1 − e2)
1 + e cos(ν) ⎡⎢⎢⎢⎢⎣ cos(ν)sin(ν)
⎤⎥⎥⎥⎥⎦ . (5.13)
From Eq. 5.9, the second order derivative with respect to time of the out-of-plane
component of the primer vector, ph, is
p¨h = − µ
r3
ph, (5.14)
which is in the same form of Eq. 5.12.
As a consequence, the analytic solution of Eq. 5.14 can be written as a linear combination
of x and y (perifocal coordinates) in the form of:
ph = Ax +By, (5.15)
ep
eq
eh 0≡F
ν
 
x
y
r
Figure 5.2: Perifocal reference system on orbital plane.
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where A and B are the integration coefficients.
At this stage of the analysis a significant result can be stated: thanks to the
de-coupling between the primer vector’s components, it has been possible to find
the analytic solution of ph, expressed by Eq. 5.15.
In light of the fact that this is a boundary value problem and the boundary conditions
of p are known from Eq. 3.26, the integration coefficients A and B can be evaluated
through the system of the initial and final points
⎧⎪⎪⎨⎪⎪⎩ ph0 = Ax0 +By0phf = Axf +Byf . (5.16)
Therefore A and B follow to be
A = ph0yf − phfy0(x0yf − xfy0)
B = phfx0 − ph0xf(x0yf − xfy0)
. (5.17)
The denominator of the two coefficients is the same and, taking into account the values
of x and y from Eq. 5.13 together with the properties of trigonometric functions, it can
be rewritten as
(x0yf − xfy0) = cos(ν0) sin(νf) − cos(νf) sin(ν0) ≡ sin(νf − ν0). (5.18)
Therefore, the condition for Eq. 5.18 to be null (singular value for the existing domain
of A and B) is if (νf − ν0) = kpi, with k ∈ N0.
As stated in Sec. 3.2, the primer vector is a unit vector in the direction of the
thrust when an impulse occurs. Hence, the values of ph0 and phf are non-dimensional
variables (as defined in Eq. 3.26), whereas x and y have dimension length (L) and they
are linearly dependant on the value of the semi-major axis of the orbit (Eq. 5.13).
As a result, from Eq. 5.17 the integration coefficients have dimension of (1/L) as
A,B ∝ L
L2
= 1
L
. (5.19)
Consequently, A and B are inversely proportional to the semi-major axis.
Since the out-of-plane component of the primer vector, ph, is in the form of Eq.
5.15 and the coefficients are proportional to (1/a), as a result ph is independent of
the value of the semi-major axis of the transfer orbit.
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5.3 Geometric representation of the out-of-plane
component
The analytical solution of ph (Eq. 5.15) allows an investigation into the out-of-plane
part of the problem through a simple graphical approach.
In the following sections, the eccentricity is assumed to be bounded between 0 and 1.
Therefore, only elliptical transfer trajectories will be considered (with some investigation
into the limiting case of e = 1). This approach does not lack in generality because open
orbits are not usually considered for the heliocentric transfer phase.
5.3.1 General ph-isocline representation
As already mentioned in Sec. 5.2, ph depends only on the x and y components,
expressed in a perifocal reference system (Eq. 5.15). Therefore, the optimality of the
transfer orbit can be investigated through the components of the position vectoron the
orbital frame.
The solution of Eq. 5.15 can be associated to the equation of a straight line (y =mx+D)
in the case of ph = const. The slope of the line (m) is −A/B, and the intercept (D) is
1/B; and so Eq. 5.15 can be reformulated as
y =mx +Dph. (5.20)
Equation 5.20 introduces a novel representation of the primer vector through a set
of parallel ph-isoclines, that have same slope for same transfer orbit and boundary
conditions. The intercepts of the isoclines vary according to the position on a transfer
orbit, as it will be extensively explained in the following sections.
As a result, a graphical approach to the problem can be exploited: the ‘primer
vector line’ of Eq. 5.20 can be drawn on the top of the transfer orbit with the
consequence that for different values of ph, the intercepts (Dph) identify distinct
regions corresponding to different optimality conditions (see Fig. 5.3).
As stated in Eq. 3.26, the primer vector is defined as unit vector in the direction of
the thrust. Therefore, for a three-dimensional case there will be
@ν0) pr02 + pϑ02 + ph02 = 1
@νf) prf 2 + pϑf 2 + phf 2 = 1 . (5.21)
Equation 5.21 implies that, at the boundaries, at most a component of p can be equal
to +1 (or -1), only in case both the other two are null. Hence, the critical boundary
value of the out-of-plane component of the primer vector, which defines the optimality
(from the necessary conditions), is ph = ±1.
65
5.3. Geometric representation of the out-of-plane component
Figure 5.3: Transfer ellipse with constant ph-isoclines, general case. Green shaded area:−1 ≤ ph ≤ 1, Red shaded area: ph > 1 or ph < −1.
Figure 5.3 shows an example of such an approach: the limiting ph lines are plotted with
a dashed green segment for ph = +1 and a dashed red segment for ph = −1. The internal
region, bounded between those two lines (shaded in green), includes all the parallel
isoclines with −1 ≤ ph ≤ 1, that coincides with the ‘optimal’ interval of magnitudes of
the primer vector. Conversely, outside the boundary lines, ph will be either larger than+1 or smaller than −1 (red shaded regions) and these areas correspond to ‘non-optimal’
magnitudes of p.
It can be seen from Fig. 5.3 how, in general, the boundary lines (p = ±1) do not have
to necessarily intersect the ellipse, whereas the initial and final points’ (P0 and Pf)
isoclines are always part of the optimal region of the transfer orbit.
The motivations behind this are two: the first one is that the ellipse is the transfer orbit
itself, therefore the initial and final points have to be located along the arc in order, for
the problem, to have a physical meaning. The second reason comes as a consequence of
Eq. 5.21: in fact, for a general 3D case, all the components of the primer vector are
different from 0 at the boundaries, which means that −1 ≤ ph0/f ≤ 1. Therefore, P0 and
Pf have to belong to two isoclines of the green region of Fig. 5.3.
In Fig. 5.4 a different example is presented, where the boundary ph-isoclines are both
secant to the ellipse, therefore the transfer orbit is crossed by three separate regions.
The ‘optimal’ (green) band is bounded by ‘non-optimal’ regions on both sides.
From the definition of the primer vector, for a pure out-of-plane thrust case, the
boundary conditions of ph are
ph0 = ±1
phf = ±1 , (5.22)
which, combined with Eq. 5.20, yields
y0 =m0x0 ±D0
yf =mfxf ±Df . (5.23)
66
5.3. Geometric representation of the out-of-plane component
Figure 5.4: Transfer ellipse with constant ph-isoclines, general case. Green shaded area:−1 ≤ ph ≤ 1, Red shaded area: ph > 1 or ph < −1.
Equation 5.23 defines the boundary ph-isoclines, that represent distinct regions as
showed in Figs. 5.3 and 5.4. It can be noted that the value of the slopes, m0/f , is
not affected by the value of ph0/f . On the contrary, the intercepts D0/f will be either
positive or negative, depending on the sign of ph0/f .
If the boundary conditions of the in-plane components are assumed to be null,
that is pr0 = pϑ0 = prf = pϑf = 0, there is a pure out-of-plane thrust case. In the next
Section an example of such a scenario is presented.
5.3.1.1 Out-of-plane thrust: an example
In order to give a practical idea of what happens in a case with a thrust perpendic-
ular to the orbital plane, in Figs. 5.5 and 5.6 it is illustrated an example of a transfer
between two elliptical orbits, where only an out-of-plane manoeuvre is performed. To
be noted that canonical units have been used (i.e. µ = 1 DU3/TU2).
The transfer trajectory is an ellipse and it is represented with a light blue line, with
e = 0.5, a = 1.0 DU and null inclination; as a consequence, the orbital plane corresponds
Figure 5.5: Out-of-plane thrust example, 3D
view.
Figure 5.6: Out-of-plane thrust example, 2D
view.
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e [-] a [DU] i [deg] RAAN [deg] ωperi [-]
Departure Orbit 0.68 1.58 19.29 180.0 180.0
Arrival Orbit 0.56 1.26 21.37 270.0 105.91
Table 5.1: Orbital elements of departure and arrival orbits, referred to Fig. 5.5 - 5.6.
to the x − y plane (Fig. 5.6). The true anomalies, on the transfer orbit, of the initial
and final position vectors are ν0 = 0 deg and νf = 90.0 deg, respectively.
The departure and arrival trajectories, as already mentioned, are both ellipses (the
former is represented with a red line and the latter in green), with corresponding orbital
elements listed in Tab. 5.1.
The ∆Vs of the considered example are shown with two vectors (initial point represented
with a black cross, ×, final point with a filled gray circle, ○). Their only components
different from 0, are in the direction perpendicular to the orbital plane (eˆh), and they
have been considered to be 35% of the magnitudes of the velocities on the transfer orbit
at the initial and final positions; hence, ∆V0 = [0, 0, 0.60] DU/TU and ∆Vf = [0, 0,
-0.45] DU/TU.
In Fig. 5.7, the isocline representation referred to the aforementioned example
is shown. The starting point, P0, and the final one, Pf , are shown, together with the ph
boundaries’ isoclines, (ph0 violet, phf orange). Since the case represented has opposite
boundary conditions (see Sec. 5.3.1.3) the anti-clockwise transfer from P0 to Pf is
optimal. This approach will be extensively explained in the following sections.
From Tab. 5.1 it can be noted that the largest difference within the orbital elements of
the departure and arrival orbits is in the RAAN (Right Ascension of the Ascending
Node), therefore a perpendicular manoeuvre like the one of the example just presented
(Fig. 5.5) can be performed in order to modify this parameter.
This result was in any case expected, since from the Gauss planetary equations (variation
Figure 5.7: Transfer ellipse with primer vector isoclines referred to Figs. 5.5-5.6.
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of the orbital elements with respect to time in presence of a perturbative force) [43], for
the RAAN there is
dΩRAAN
dt
= √a(1 − e2) sin(ν + ωperi)√
µ(1 + e cosν) sin i F⊥ (5.24)
where ΩRAAN is exactly the RAAN and F⊥ is the perpendicular component to the orbital
plane of a generic perturbative force. Therefore, from Eq. 5.24 it is clear how Ω is
directly dependant on the effect of the out-of-plane component of the thrust.
5.3.1.2 Same boundary conditions: ph0 = phf
From the graphical approach introduced in Sec. 5.3.1, the upcoming analysis extends
the method to different cases, which can take place in a pure out-of-plane thrust scenario.
When the BC are the same, that is ph0 = phf , the initial (P0) and final (Pf)
points both belong to the same ph-line; the geometry of this problem is shown in Fig.
5.8. A second fundamental line of the problem is the one that has opposite value of
the primer vector at the boundaries, i.e. ph = −ph0/f . It is represented in Fig. 5.8 by a
segment which goes through P1 and P2. From the considerations of Sec. 5.3.1, this line
has the same slope as the one defined by P0 and Pf , but opposite intercept. In order to
better illustrate the graphical approach, it is more convenient to assume some specific
values of the primer vector at the boundaries.
If ph0 = phf = 1, the slope and the intercept of the segment P0Pf line will be
mL = yf − y0
xf − x0
DL = (y0xf − yfx0)
xf − x0
. (5.25)
The P1P2 segment represents the ph = −1 case and, as already mentioned, it has the
Figure 5.8: Transfer ellipse with constant primer vector lines for the ph0 = phf case.
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Figure 5.9: Primer vector profile for anti-
clockwise transfer with equal BC
(ph0 = phf = 1), as from Fig. 5.1.
Figure 5.10: Primer vector profile for clock-
wise transfer with equal BC
(ph0 = phf = 1), as from Fig. 5.1.
same slope of the P0Pf one (mL) but opposite intercept (−DL).
Fig. 5.1 shows how the lines graphically separate different regions for the specific
problem. Every line parallel to the ones shown will represent a different ph = const
case. In particular the ones bounded between P0Pf and P1P2 have −1 ≤ ph ≤ 1. On the
other hand, the lines with an intercept larger than DL (which lie above the ph = 1 line)
correspond to ph > 1. Vice-versa, the lines with an intercept smaller than −DL, refer to
ph < −1. As a result, the whole problem is graphically summarised and the optimality
of the two possible transfer arcs that connect P0 to Pf is fully determined.
Referring to Fig. 5.1, the anti-clockwise arc that connects P0 to Pf includes all values
of ph ≥ 1. This means that overall the primer vector will be always greater than 1, that
gives a ‘non-optimal’ trajectory. The corresponding profile of ph is shown in Fig. 5.9.
The clockwise arc, on the other hand, encompasses three different regions: firstly the
one that goes from P0 to P1, where ph is bounded between ±1; the second region goes
from P1 to P2 with values of ph always smaller than −1; the third region goes from P2
to Pf which is equivalent to the first one. Overall it is a ‘sub-optimal’ transfer, defined
in this thesis as a transfer where the arc goes through both an ‘optimal’ (−1 ≤ ph ≤ 1)
and ‘non-optimal’ (ph > 1 or ph < −1) areas. Fig. 5.10 shows the relative ph.
5.3.1.3 Different boundary conditions: ph0 ≠ phf
The other possible scenario is when the initial and final primer vector have opposite
signs.
Unlike the previous case, P0 and Pf do not belong to the same ph line; therefore the
graphical construction of the lines is different and it is shown in Fig. 5.11.
Given the initial and final points on the ellipse, the first step is drawing a line which
connects P0 to the focus of the ellipse and projects the initial point anti-symmetrically
from the x axis into Ps = (−x0,−y0). Second, the final point has to be connected to Ps
with a line that intercepts the ellipse in P2. This line represents the phf = const case.
Finally, a line parallel to the previous one, that goes through P0 and meets the ellipse
in P1, is drawn. This line is the ph0 = const one.
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Figure 5.11: Transfer ellipse with constant primer vector lines for the ph0 ≠ phf case.
If the boundary conditions are ph0 = 1 and phf = −1, the two possible transfers of Fig.
5.11 are as follows. In the anti-clockwise motion from P0 to Pf , two regions are crossed:
P0 − P2 where −1 ≤ ph ≤ 1 (optimal) and P2 − Pf where ph ≤ −1 (non-optimal). Along
the clockwise arc, the primer vector goes first above 1 from P0 to P1 (non-optimal)
and then, from P1 to Pf , it is bounded between 1 and −1 (optimal). Overall, either
trajectory is ‘sub-optimal’.
For such a case, both ph = ph0 and ph = phf(= −ph0) lines have the same slope
(mI) but opposite intercept (±DI) and these can be calculated as in the previous
section:
mI = yf + y0
xf + x0
DI = (y0xf − yfx0)
xf + x0
. (5.26)
It is interesting to notice that if DL,I = 0, both ph0 and phf lines go through the origin.
Since they have the same slope, the two lines are also identical. This represents a
singular limit case with two possible scenarios. If P0 and Pf belong to two different
lines, the two points can coincide. Therefore either no transfer or a full ‘sub-optimal’
orbit, that starts and ends at the same point, will be computed. The full transfer would
be ‘non-optimal’ in the limit because the optimal region (−1 < p < 1) tends to be a
single point (P1 ≡ P2).
The other scenario happens when P0 and Pf are on two different sides of the ellipse
(which can happen for both ph0 = phf and ph0 ≠ phf cases). Whatever transfer is
computed, it will be ‘non-optimal’ because it is always bounded either in the p > 1
region or in the p < −1 one. This condition can occur also if ph0/f = 0 but it does not
have any physical meaning because it implies no impulses at the boundaries.
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5.3.2 Tangentiality conditions (critical case)
When a line becomes tangent to the ellipse, the two intersection points merge, in the
limit, into a single one, Pt = (xt, yt)1. Mathematically, the tangentiality conditions can
be found by imposing the equality between an implicit differentiation of the equation of
the ellipse with respect to the x coordinate. The resulting slope is
mcrit = − l(xt + e)
yt
, (5.27)
while the intercept of the tangent line is
Dcrit = √l 1 − e(xt + e)√
1 − (xt + e)2 . (5.28)
From Eq. 5.28 it can be noted that the value of the critical intercept depends only on
the geometry of the ellipse through its eccentricity.
In Sec. 5.2 it was demonstrated that the primer vector is independent of the
semi-major axis. Therefore, if a is assumed to be one, there is no lack of generality and
the semi-latus rectum is l = (1− e2). As a consequence, if the point Pt, where the line is
tangent to the ellipse, has the same x-coordinate as the centre of the ellipse (xt = −e),
the intercept of the tangent line will result into Dcrit = √l.
In addition, for values of the intercept larger than
√
l, the parallel line to the tangent
one (which has opposite D) will not intersect the ellipse. However, this scenario is
possible only if ph0 = phf . The reason behind this lies in the fact that, for opposite
boundary conditions, P0 and Pf belong to two different lines; therefore, both the lines
have to intercept the ellipse. On the other hand, if this does not happen, either the
initial or final point (or both) is not located on the ellipse and this does not have any
physical meaning.
When D > √l and ph0 = phf , the optimality conditions are always met for one of the two
directions (clockwise or anti-clockwise). This happens because one side of the ellipse is
always bounded by −1 ≤ ph ≤ 1.
Additionally, to find the minimum value of D, Eq. 5.28 needs to be differentiated with
respect to xt. The result simplifies to Dmin = l. This value of the intercept corresponds
to xt = 0, where Pt has the same x-coordinate as the origin and as the focus of the ellipse.
To summarise, for a tangent line to the ellipse, the condition on the intercept
that gives a parallel line which intersects the transfer orbit is
l ≤D∥ ≤ √l. (5.29)
1For the sake of simplicity, even if it is strictly not mathematically correct, in the following sections
of the Chapter, Pt is referred as the ‘tangent point’.
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Figure 5.12: Tangent lines to the ellipse. Three cases are represented: large dashed line
has the minimum D = l, continuous line has xt corresponding to the centre of
the ellipse (D =√l), small dashed line has D >√l, where its parallel does not
intercept the ellipse.
All the possible tangentiality cases are summarised in Fig. 5.12.
5.3.2.1 Tangentiality conditions for ph0 = phf
From the previous analysis, P0 and Pf have been identified as the initial and final
point on the transfer ellipse, whereas P1 and P2 are the corresponding points where the
boundary isocline intersect the transfer orbit.
As mentioned in the previous section, when both P0 and Pf lie on the same primer
vector line, the only way of having an optimal transfer, from P0 to Pf , is if P1 and P2
merge into a single point, on a tangent line to the transfer ellipse. In fact, if the arc
that goes from P0 to Pf , is the one not crossing P1/2, it will always encompass the p ≥ 1
(or p ≤ −1) values only (see Fig. 5.1). Therefore the solution will be ‘non-optimal’. The
arc which goes in the other direction refers to a ‘sub-optimal’ solution if the parallel
line to P0Pf is secant to the ellipse, or it refers to an ‘optimal’ one if it is tangent.
The overall situation can be identified intersecting a generic ellipse with a line
and looking at the possible solutions of the system of equation
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(x2 + y2) = (l − ex)2
y =mx +D . (5.30)
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Figure 5.13: Optimal tangentiality conditions for ph0 = phf case.
Substituting the equation of the line into the one of the ellipse, a quadratic system in x
is obtained: (l +m2)x2 + 2(mD + le)x + (D2 − l2) = 0, (5.31)
for which the solutions are
x1,2 = −(mD + le) ±√(mD + le)2 − (D2 − l2)(m2 + l)(l +m2) . (5.32)
The critical term in Eq. 5.32 is the discriminant (∆), that, after some simplification,
can be written as
∆ = −D2 + 2emD + l(1 +m2). (5.33)
If ∆ = 0, Eq. 5.32 gives a single intersection (tangentiality case), if ∆ > 0 there are two
different roots (secant case), if ∆ < 0 the line will not intersect the ellipse in any point.
The latter case corresponds to the one where an optimal transfer can exist; in fact, as
mentioned before, having the P1P2 segment outside the ellipse would ensure −1 < p < 1.
On the other hand, if the discriminant is equal to zero, the tangent line would bound
the value of the primer vector as −1 ≤ p ≤ 1 and P1 ≡ P2. For all the other values of
∆, since P1P2 intercepts the ellipse into two different points, the arc would be either
‘sub-optimal’ or ‘non-optimal’.
In summary, for the the ph0 = phf case, the only time that a transfer arc can be optimal
is when ∆ ≤ 0, with x0 > xf for clockwise motion or x0 < xf for anti-clockwise motion
(see Fig. 5.13).
Equation 5.33 shows that, for fixed e and l, ∆ is a hyperbolic paraboloid function
of D and m. This means that ∆ can be represented as a quadric surface where both D
and m have a parabolic behaviour in the ∆ −D and ∆ −m planes, respectively.
Since the only parameter of the orbit that affects ∆ is the eccentricity, the quadratic of
Eq. 5.33 can be re-written as
∆ = −D2 + (1 − e2)m2 + 2eDm + (1 − e2). (5.34)
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Figure 5.14: ∆ = 0 hyperbola in the D−m plane, for different values of eccentricity (ph0 = phf
case).
The transition between a ‘sub/non-optimal’ trajectory to an ‘optimal’ one happens
when ∆ = 0. Furthermore, the hyperbolic section of the paraboloid, for which ∆ = 0,
lies on the D −m plane (Figs. 5.14 and 5.15).
In addition, it is interesting to evaluate how the value of ∆ varies for different eccent-
ricities. The two limiting cases are represented by e = 0 and e = 1, where ∆ becomes
respectively
∆0 = −D2 +m2 + 1 (5.35)
∆1 =D(2m −D). (5.36)
For the case when ∆0/1 = 0, Eq. 5.35 represents the equation of a rectangular hyper-
bola where the semi-major and semi-minor axis coincides. Moreover, the axes of the
hyperbola coincides with D =m = 0 lines. Equation 5.36, instead, represents two lines
of equation D = 0 and D = 2m.
In Fig. 5.15 the hyperbola (∆0 = 0) and the two lines (∆1 = 0) are represented. In par-
ticular, the cases for which 0 < e < 1 are bounded between the two limits ∆0 (hyperbola)
and ∆1 (degenerating hyperbola into two lines).
The values of ∆ < 0 (‘optimality domain’) for a specific eccentricity, always correspond
to the two external convex areas delimited by the hyperbola arcs. Therefore, there are
two areas which are optimal independently from the value of the eccentricity. In Fig.
5.15 these areas are shown in green.
The internal region (red domain of Fig. 5.15) represents, on the contrary, an area
where ∆ > 0, despite the value of e. Therefore it will always represent ‘sub/non-optimal’
transfers. The optimality of the white area of Fig. 5.15 changes according to the value
of the eccentricity.
To summarise the concepts presented in Secs. 5.3.1.2-5.3.2.1, a procedure for
the assessment of the optimality of a transfer trajectory, where the thrust impulses at
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Figure 5.15: Boundary cases of ∆ = 0 in the D −m plane, for e = 0 (∆0) and for e = 1 (∆1)
(ph0 = phf case).
the boundaries are applied in the same direction (ph0 = phf ), can be the conveyed.
Given the initial and final position vectors (r0 and rf), together with the boundary
conditions on the primer vector (ph0 = phf), the steps of the method which evaluates
the optimality are:
• determine the transfer orbit, the eccentricity vector e and the orbital plane from r0
and rf (see App. A);
• evaluate the components of r0 and rf in the orbital reference frame (depending on
the direction of e);
• verify if the conditions for optimality on the x components of P0 and Pf are verified,
either for the anti-clockwise or clockwise motion (x1 > x2 clockwise, x1 < x2 anti-
clockwise);
• evaluate D and m from Eq. 5.25;
• evaluate ∆ = 0 from Eq. 5.34, and plot the resulting hyperbola for the specific
eccentricity case;
• verify where in the D −m plot the parameters of the transfer are located.
5.3.2.2 Tangentiality conditions for ph0 ≠ phf
When the initial and final ph have two opposite values, and one of the two lines
is tangent, the merging points are either P0 and P1 or Pf and P2 (as defined in Sec.
5.3.1.3). Comparing this case to the ph0 = phf one, the system of equations that needs
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Pf
P0 P0
P0
Pf
P2≡ Pf
 Δ+ > 0 , Δ- > 0
P1
P2
P1
P2
P1
P2≡ Pf
P0≡ P1
 Δ+ > 0 , Δ- > 0
 Δ+ > 0 , Δ- = 0  Δ+ = Δ- = 0
a) b)
c) d)
Figure 5.16: Example of possible transfers for ph0 ≠ phf (with conditions on ∆+ and ∆−).
Green arcs correspond to optimal transfer from P0 to Pf .
to be analysed would not only be the one of Eq. 5.30, but also
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(x2 + y2) = (l − ex)2
y =mx −D . (5.37)
The reason behind this is that P0 and Pf now belong to two different lines, with same
slope and opposite intercept.
With the same approach of Sec. 5.3.2.1, for this case there are two different
∆s. One is related to P0P1 (∆+) and it is given by Eq. 5.30 and the other one is related
to PfP2 (∆−) and it comes from Eq. 5.37. They are, respectively,
∆+ = −D2 + (1 − e2)m2 + 2eDm + (1 − e2) (5.38)
∆− = −D2 + (1 − e2)m2 − 2eDm + (1 − e2). (5.39)
Due to the nature of this problem, unlike the ph0 = phf case, ∆+/− by themselves cannot
give a unique definition of the optimality of the transfer arc. This is shown in Fig. 5.16,
where some of the possible positions of lines and the points P0/Pf are illustrated.
The first main difference, with respect to the scenario of Sec. 5.3.2.1, lies in the fact
that different values of ∆ do not define the optimality domain, but instead define the
existence domain only. In fact, as explained earlier, since P0 and Pf have to be on
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Figure 5.17: Existence domain for ∆+ and ∆− for e = 0.8 case.
the ellipse, both the boundary conditions lines have to intercept the ellipse. Therefore,
∆+/− < 0 does not have any physical meaning.
As a result, the existence condition is given by the system
⎧⎪⎪⎨⎪⎪⎩ ∆+ ≥ 0∆− ≥ 0 (5.40)
which defines the white domain shown in Fig. 5.17 for an eccentricity of e = 0.8.
The second difference can be seen in the top part of Fig. 5.16, where both Figs. 5.16a
and 5.16b correspond to ∆+/− > 0. The duality here is caused by the position of Pf ,
which in both cases lies on the same line. However, for Fig. 5.16a xf > x2, whereas for
Fig. 5.16b the opposite condition is valid (xf < x2). In addition, only for Fig. 5.16a an
optimal solution is possible (green clockwise transfer).
Fig. 5.16c shows the case where one of the two lines is tangent (∆− = 0). Also for this
condition the clockwise transfer arc is optimal (green arc).
The case when both ∆+ = ∆− = 0 is represented in Fig. 5.16d, and it corresponds to
P0 ≡ P1 and Pf ≡ P2. This condition leads to have all the points with same x-coordinate,
x0 = x1 = xf = x2 = −e, and to an optimal transfer for both the directions (in fact, for
this case, the whole ellipse of Fig. 5.16d is green).
The next step in the process extends the analysis into a discussion about the
relative position between the different points. As already mentioned before and as
shown in Fig. 5.16, with same DL and mL there can be a duality in the definition of
the optimality (see Figs. 5.16a and 5.16b).
If P0 and Pf belong to the same ‘side’ of the ellipse (Fig. 5.16a) an optimal transfer is
allowed; for all the other cases the trajectory will be sub-optimal. It is worth noticing
that even if the cases are all generally sub-optimal, some solutions are repeated due to
the geometry of the problem.
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The overall conditions on the x and y-coordinates for an out-of-plane transfer, are
summarised in Table 5.2. In order to evaluate the optimality of the transfer, it is then
x0 > x1 x0 < x1
yf > y0 Clockwise Anti-clockwise Clockwise Anti-clockwise
y0 > yf Anti-clockwise Clockwise Anti-clockwise Clockwise
xf > x2 Optimal Sub-Optimal 1 Sub-Optimal 2 Sub-Optimal 3
xf < x2 Sub-Optimal 3 Sub-Optimal 2 Sub-Optimal 1 Optimal
Table 5.2: Optimality conditions for clockwise and anti-clockwise transfer for ph0 ≠ phf case.
important to know, not only where x1 and xf are placed on the ellipse, but also x1 and
x2.
The solution of P0P1 and P2Pf from Eq. 5.32 are⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x0,1 = −(mD + le)(l +m2) ±
√
l∆+(l +m2) ≜ α1 ± β1
xf,2 = −(−mD + le)(l +m2) ±
√
l∆−(l +m2) ≜ α2 ± β2
, (5.41)
where α1/2 and β1/2 have been introduced to facilitate the reading.
By definition β1,2 are always positive: in the numerator there is a definite positive
quantity which multiplies 0 ≤ l ≤ 1 for 0 ≤ e ≤ 1, while in the denominator l is added to
m2, which is always larger than 0, therefore also their sum is larger than/equal to zero.
Furthermore, x0 and xf , being inputs of the problem, are known.
To be able to verify which of the roots of Eq. 5.41 are represented by x0 and xf , a
simple verification algorithm can be computed:
if (x0 − β1) = α1 then
x0 > x1;
else
x0 < x1;
end
Algorithm 1: Verification on P0 and P1.
if (xf − β2) = α2 then
xf > x2;
else
xf < x2;
end
Algorithm 2: Verification on Pf and P2.
Therefore, a comparison between the conditions of Tab. 5.2 and the verification of Algs.
1 and 2 allows the optimality of the transfer to be immediately defined.
In summary, given the initial and final position vectors (r0 and rf ) together with the
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boundary conditions on the primer vector (ph0 ≠ phf ), the procedure for the evaluation
of the optimality is the following:
• determine the transfer orbit, the eccentricity vector e and the orbital plane from r0
and rf (see App. A);
• evaluate the components of r0 and rf in the orbital plane reference frame (depending
on the direction of e);
• evaluate mI and DI from Eq. 5.23;
• evaluate α1,2 and β1,2 from Eq. 5.41;
• verify the conditions for optimality on the x components of P0 and Pf using Algs. 1
and 2, comparing them with Table 5.2.
5.3.3 Example: elliptical transfer and out-of-plane impulses
In this section an example is presented, where the methods shown in Sec. 5.3.2.1 and
Sec. 5.3.2.2 are applied. The example is considered to be generic, hence no hypothesis
on the directions of the impulses is made (ph0 and phf can be both equal to ±1).
A mission designer facing this problem, has as input two fixed initial and final position
vectors. The Keplerian transfer trajectory is the first step that needs to be determined.
If the TOF is not provided, the BVP method of Battin [9] can be used (see App. A);
afterwards, the scientist has to evaluate the best TOF as design parameter according
to other mission specifications. Finally, a unique Keplerian orbit which connects r0 to
rf is determined.
In the opposite case, that is when the transfer time is provided as one of the input
variable, the algorithm of Lambert can be applied (see App. A or [29]) in order to
obtain the velocity at the boundaries together with the Keplerian transfer arc.
Assuming that the problem is already framed in the orbital reference system, for the
chosen example, the input variable are: e = 0.3, a = 1.0 DU, ν0 = 30 deg and νf = 100 deg.
The true anomalies define the initial and final position vectors as: r0 = [0.63,0.36,0]T
DU and rf = [−0.17,0.95,0]T DU. The slopes and intercepts of the lines to which they
belong can be calculated through Eq. 5.25 for the ph0 = phf case and through Eq. 5.23
for different boundary conditions (ph0 ≠ phf). The x-coordinates of P1 and P2 for the
two different cases can be evaluated with the appropriate combination of Eq. 5.32 and
Eq. 5.41.
All those values are summarised in Tab. 5.3.
The following steps (given by the method for the same boundary conditions case in
Sec. 5.3.2.1) expect the user to verify the conditions of the optimality, identify the
∆ = 0 curve in the D −m plane for the specific eccentricity, and finally evaluate the
corresponding DL − mL point. For the considered example, Fig. 5.18a shows the
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ph0 = phf ph0 ≠ phf
m D -0.74 0.82 2.85 -1.42
x1 x2 0.08 -1.29 0.21 -0.79
Table 5.3: Parameters needed for optimality algorithm, evaluated for the considered example
(ν0 = 30 deg, νf = 100 deg, e = 0.3, a = 0.1 DU).
(D −m) map, corresponding to the ph0 = phf case, with a star (☆) which identifies the
specific values of DL and mL. The transfer point lies in the ‘non-optimal’ area; in other
words despite the relative values of x0 and xf , the transfer is either ‘non-optimal’ or
‘sub-optimal’ in both anti-clockwise and clockwise directions.
When ph0 ≠ phf (Sec. 5.3.2.2), the D −m maps define the existence domain of the
∆s function only. The domain is presented in Fig. 5.18b, where the point defined by
the specific example’s conditions is displayed with a diamond (♢). For this case it is
necessary to verify the optimality conditions as in Tab. 5.2 with Algs. 1 and 2. From
the values of x1 and x2 of Tab. 5.3, it can be stated that the clockwise transfer is
‘sub-optimal’, while the anti-clockwise one is ‘optimal’. As a reminder, the ‘optimality’
here is considered to be the satisfaction of the necessary (and sufficient) conditions for
Lawden’s theory (see Chapter 3).
To conclude, Fig. 5.19 is presented as a verification and it shows the transfer
ellipse with the two combinations of lines. In particular Fig. 5.19a represents the case
where the initial and final point belong to the same line (ph0 = phf ), whereas Fig. 5.19b
illustrates the ph0 ≠ phf scenario.
The considerations made before in the section can then be graphically verified through
Fig. 5.19.
Figure 5.18: ∆ = 0 curves in the D −m plane for e = 0.3. a) ph0 = phf b) ph0 ≠ phf .
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Figure 5.19: Transfer ellipse and boundary ph-isoclines for e = 0.3, ν0 = 30 deg and νf = 100
deg. a) ph0 = phf , b) ph0 ≠ phf .
5.3.4 Some considerations on open orbit transfers
In the discussion done so far, the transfer orbit has been considered to be closed
(0 ≤ e < 1), with some considerations on the limiting parabolic case (e = 1).
If the transfer happens to be along an hyperbola, a generic scenario can be like the
one shown in Fig. 5.20. If the configuration of the significant lines is as the one of the
example of Fig. 5.20, the overall analysis can be very similar to the one of Sec. 5.3.1.
The boundary conditions on the primer vector components are the same of Eq. 5.21,
therefore the ‘optimal’ and ‘sub/non-optimal’ areas are defined as in Figs. 5.3 and 5.4.
The ‘limiting’ (critical) slope for the ph-isoclines is the one of the asymptotes of the
hyperbola. In fact, in order for the primer vector line to intersect the transfer hyperbola,
two requirements have to be met: its slope and intercept have to be different from the
one of the asymptotes.
Further analysis about open orbit transfers can be computed, but the topic is not part
of the research of this thesis.
5.3.5 Primer Vector Profile Forms and Independence from
∆Vs and a
An important property of the approach proposed in Sec. 5.3.1 is that it defines the
structure of the primer vector’s profile with a specific number of peaks and minima. In
fact, at most, three regions can be crossed.
For ‘non-optimal’ trajectories (ph > 1 or when ph < −1) only a maximum for the
magnitude of ph is allowed. When −1 ≤ ph ≤ 1 at most three turning points can exist:
two when the primer vector changes sign, and the third one when it reaches its smaller
negative value. This scenario is possible for ph0 = phf only if the P1P2 line does not
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Figure 5.20: Transfer hyperbola with constant ph iso-clines, general case.
intercept the ellipse. For ph0 ≠ phf , this occurs at most in the limiting case when one of
the two lines is tangent. For this reason, the intermediate maximum of ph is exactly 1.
A ‘sub-optimal’ trajectory would instead have only two minima and one maximum (as
in Fig. 5.10).
Furthermore, the novel method does not make any assumptions on either the magnitude
of the ∆Vs or on the semi-major axis of the transfer orbit. Therefore the results and
algorithms presented in this Chapter, related to the ‘optimality’, refer to a complete set
of departure and arrival orbits which have in common only the boundary conditions on
the direction of the impulses and the eccentricity of the transfer arc.
5.4 Analysis of the BC on a specific transfer ellipse
The method proposed so far in the Chapter, gives a very fast scheme for the
evaluation of the optimality of the out-of-plane thrust problem; the properties of
constant primer vector isoclines that intersect the transfer ellipse have been considered
and exploited.
A second novel approach proposed in this thesis, able to study the out-of-plane
thrust problems in the context of the primer vector theory, consists into generating
and analysing optimality maps, relatively to a fixed transfer ellipse, with variable
BCs.
This kind of analysis requires more computational effort compared to the one of the
ph-isoclines’ method; in fact, the profile of the primer vector is computed at each set of
BCs, in both clockwise and anti-clockwise directions. Afterwards, the algorithm defines
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the optimality of every specific transfer arc, checking if the primer vector profile satisfies
Lawden’s NCs (as defined in Chapter 3).
The procedure starts with the identification of the eccentricity of the transfer ellipse
(a is assumed to be 1, as in Sec. 5.3.2), which limits the x-coordinates’ span, as seen
in Fig. 5.12. After this step, the profile of the primer vector is computed relatively to
the specified initial and final positions. Finally, the ‘optimality’ of the transfer orbit is
characterised according to ph(ν), with the same criterion defined in the first part of
the Chapter (‘optimal’ transfer: ∣∣ph∣∣ < 1, ‘sub-optimal’ transfer: ∣∣ph∣∣ ≶ 1, ‘non-optimal’
transfer: ∣∣ph∣∣ > 1).
In the next sections, two different types of maps for the out-of-plane thrust case will
be presented: the first ones refers to the boundary conditions on the transfer ellipse
given as perifocal coordinates, whereas in the second part the initial and final positions
are associated to their true anomalies on the transfer orbit.
5.4.1 Perifocal coordinates optimality maps
The method presented in this section shows how to generate a set of optimality
maps, related to the x-coordinates of the initial and final position vectors on the transfer
ellipse (as defined in Fig. 5.2).
The first important aspect to evaluate is the mathematical relationship between the
perifocal coordinates of a point belonging to the ellipse: the y-coordinate depends upon
the corresponding x-coordinate, through the quadratic equation of the conic section.
This is expressed as
y± = ±√l[1 − (x + e)2]. (5.42)
To be noted that, due to the nature of the problem, there is a duality in Eq. 5.42;
in fact, every x-coordinate is associated with two different y-coordinates, one in the
positive side and the other in the negative side of the ellipse.
The second important condition that has to be taken into account is the ‘tangentiality’
as defined in Sec. 5.3.2, but from a different perspective. For the method just introduced,
the two fundamental lines which determine the optimality of a transfer are the ones
where the out-of-plane component of the primer vector, ph, is equal to either +1 or to
-1. For the sake of readability, from here on, the subscript ‘p’ refers to the ‘positive’
line (ph−p = +1), whereas ‘m’ refers to the negative one (ph−m = −1).
The intersection points of the two isoclines, ph−p = +1 and ph−m = −1, with the ellipse can
be then introduced, and they are Pp,1/2 and Pm,1/2 respectively2 (see Fig. 5.21). The two
lines have same slope but opposite intercepts (as shown in Sec. 5.3.1.3); furthermore,
the slope and intercepts of the aforementioned lines satisfy Eq. 5.26. In the upcoming
part of the procedure, without loss of generality, Pp,1 and Pp,2 are both called Pp and,
2As in Chapter 4, for the sake of simplicity, the subscript 1/2 refers to both the intersection points
at the same time.
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Figure 5.21: Critical lines: ph−p = +1 (green) and ph−m = −1 (red,) with corresponding
intersection points Pp,1/2 and Pm,1/2.
similarly, Pm,1 and Pm,2 become Pm.
The relationship between the x-coordinates of the intersection points (Pp and Pm)
belonging to two parallel lines, that correspond to opposite value of primer vector, can
be computed as follows. Since the points belong to the same ellipse, there is
(xp + e)2 + yp2
l
= (xm + e)2 + ym2
l
, (5.43)
adding and subtracting ym to the second term on the left-side of the equation, it yields
(xp + e)2 + (yp + ym − ym)2
l
= (xm + e)2 + ym2
l
. (5.44)
From Eq. 5.26 it is known how to relate the y-coordinates of the intersection points of
two parallel lines, (yp + ym), with their slope, mI , and the corresponding x-coordinates,(xp + xm). This yields
(xp + e)2 + mI2(xp + xm)2
l
+ ym2
l
= (xm + e)2 + ym2
l
, (5.45)
where the terms in ym cancel out.
After some algebra, Eq. 5.45 can be solved for xp as function of xm, as
xp = −(k + xm) ±√(k + xm)2 − xm2 (5.46)
where a new variable has been introduced:
k ≜ (2el)/(l +mI2). (5.47)
In addition, for the ‘tangentiality’ condition to be met (which means that either Pp or
Pm belongs to a tangent line, i.e. Pp/m ≡ Pt as defined in Sec. 5.3.2), Eq. 5.26 has to be
combined with Eq. 5.27. This results into a critical value of the parameter k, defined
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Figure 5.22: Tangent line in Pt to the ellipse (yellow) and its parallel (light blue), with
corresponding intersection points P∥,1/2.
in Eq. 5.47, that delineates the tangentiality, and it is:
kcrit = 2eyt2
l
. (5.48)
Hence, substituting Eq. 5.48 into Eq. 5.46 gives the relationship between the intersection
points (P∥1,2) and the tangent point (Pt), belonging to two parallel lines. That is, the
values of the x-coordinates of P∥1,2, illustrated in Fig. 5.22, can be expressed as functions
of Pt as:
x∥1,2 = −(kcrit + xt) ±√(k + xt)2 − xt2. (5.49)
To summarise, the variables that determine a perifocal coordinates’ optimality map are:
• sign of the y-coordinates at BC (Eq. 5.42);
• sign of the primer vector at BC (ph0 = ±1, phf = ±1);
• direction of motion (clockwise/anti-clockwise).
5.4.1.1 An Example
The case, where the method introduced in Sec. 5.4.1 is applied, has a transfer orbit
with a = 1 DU and e = 0.8.
Figure 5.23 represents two different scenarios, both with ph0 = phf = 1: anti-clockwise
with y0 < 0 and yf > 0, and clockwise with y0 > 0 and yf < 0. In other words, due to
the geometric properties of the problem, two different types of motion share the same
optimality map.
On the x-axis are represented all the feasible departure x-coordinates (x0), whereas the
y-axis corresponds to the arrival x-coordinates (xf ); their span is given by the geometry
of the problem, in particular by the eccentricity of the ellipse (see Fig. 5.12).
The green colour represents an ‘optimal’ region, the blue one a ‘sub-optimal’ area while
the red one a ‘non-optimal’ region. Every possible combination of x0 and xf leads to a
specific point on the map, which tells the nature of the transfer arc on that specific
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Figure 5.23: Perifocal coordinates’ optimality maps: clockwise and anti-clockwise transfers
for ph0 = phf = 1.
ellipse.
It is interesting to note that the boundary between optimal and sub/non-optimal areas
(white contour of Fig. 5.23) is determined by Eq. 5.49; it can be considered as the
critical ‘tangentiality’ curve of the x-coordinates. In particular, the white contour
represents the value of x∥1 vs x∥2, as of Eq. 5.49.
As said at the end of Sec. 5.4.1, the value of the primer vector at the boundary is a
discriminant for the perifocal coordinates’ maps. Therefore, for this specific transfer
orbit a second set of maps needs to be shown, where the primer vector has opposite
sign at the boundaries (ph0 ≠ phf); this is illustrated in Fig. 5.24, where four different
scenarios are represented.
The y-coordinate of the initial position is assumed to be positive in all four plots,
whereas on the left-hand side yf > 0, and on the right-hand side yf < 0. The top plots
are referred to clockwise motion, the bottom ones to an anti-clockwise transfer.
As in Fig. 5.23, the white curves shown in the four maps are still related to Eq. 5.49; but,
despite the previous case, in Fig. 5.24 the contours represent x∥1,2 vs the whole range
of possible x(0,f). As expected, non-optimal transfers do never occur in the ph0 ≠ phf
scenario, for the reasons previously explained in this Chapter (see Secs. 5.3.1.3-5.3.2.2).
The main drawbacks of the method based on the perifocal coordinates are that a
single map is not able to represent all the possible scenarios and it also strongly depends
on some specific parameters, e.g. the sign of the y-coordinate at BC or the direction of
motion. Therefore in the next section, a different approach is presented, where those
problems can be prevented.
87
5.4. Analysis of the BC on a specific transfer ellipse
Figure 5.24: Perifocal coordinates’ optimality maps: clockwise and anticlockwise transfers
for ph0 ≠ phf .
5.4.2 True anomalies optimality maps
The second representation of the optimality maps differs, from the ones of the
previous section, in their evaluation; in fact, the departure and arrival positions are
now determined by the true anomalies on the transfer orbit. In this way both the
ambiguities (sign of y-coordinates at BC and direction of motion), which characterise
the perifocal coordinates’ maps, can be overcome.
Similarly to the x-coordinates’ maps, there are some ‘critical’ values of true anomalies
related to the tangentiality conditions (as for Eq. 5.49) which play an important role
into the ν-maps. Starting from the definition of the slope of a tangent line to the ellipse,
mcrit of Eq. 5.27, and from the fact that the points P∥1/2 and Pt (as defined in Sec.
5.4.1) belong to two lines with opposite intercepts, the critical y∥1/2 can be calculated
(yt + y∥1/2) =mcrit(xt + x∥1/2) (5.50)
where y∥1/2 clearly represent the y-coordinates of the two intersection points, parallel to
the tangent line (see Fig. 5.22).
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This equation, combined with Eq. 5.49, gives
y∥1/2 = −yt − l(xt + x∥1/2)(xt + e)
yt
. (5.51)
The corresponding ‘critical’ true anomaly is then
ν∥1/2 = atan2(y∥1/2, x∥1/2). (5.52)
To conclude, a true anomalies’ optimality map depends on the value of the primer
vector at the boundaries only. It shows the optimality of that specific transfer trajectory
corresponding to a defined set of BCs: the x-axis is the true anomaly of the initial
position (ν0) and the y-axis is the value of the true anomaly of the final position (νf)
on the transfer orbit.
5.4.2.1 An Example
Two examples of ν-maps are presented in Fig. 5.25, and they both refer to the same
transfer orbit of the example of Sec. 5.4.1.1 (a = 1 DU and e = 0.8).
Figure 5.25a shows the case where the primer vector at the initial and final positions
is the same, whereas the map on the right-hand side (Fig. 5.25b) represents the case
of ph0 ≠ phf . The interval of true anomalies covers the whole possible scenario, in
fact it goes from -360 deg to +360 deg. The reason why also negative angles are
considered is due to the fact that, in this way, a single map represents the motion in
both anti-clockwise and clockwise directions. In other words, the quadrant of both
maps in Fig. 5.25 can be split by an imaginary bisecting line which goes from the
bottom left corner to the upper right one. It divides the area into two regions: the
Figure 5.25: True anomalies’ optimality maps: clockwise and anticlockwise transfers for (a)
ph0 = phf and (b) ph0 ≠ phf .
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upper part refers to anti-clockwise motion, whereas the lower part to clockwise.
Furthermore, plotting the whole interval of true anomalies emphasises even more the
symmetric structure of the maps.
For both the maps in Fig. 5.25, the true anomalies of Eq. 5.52 determine the boundaries
between optimality regions (in Fig. 5.25b the contours are not fully represented due to
computational limits), and they are in two different colours according to the direction
of motion (anti-clockwise: red, clockwise: blue). The two white lines of Fig. 5.25a are
plotted to show the boundaries between the regions, but they are not directly related
to Eq. 5.52.
Each transfer is represented by the combination of two different BC of true anomalies,
ν0 and νf , which correspond to a specific point on the map. According to the colour,
it tells the nature of the transfer arc on that specific ellipse. As in Fig. 5.23, the
‘optimal’ regions are green, the ‘sub-optimal’ areas are blue and the red color refers to
‘non-optimal’ regions. If a comparison is made between the maps in true anomaly of Fig.
5.25 and the perifocal coordinates’ maps of Figs. 5.23 and 5.24, they result consistent.
It is interesting to notice the very well defined structure and symmetry of those maps
together with the shape that optimality islands have. The ‘critical contours’ strongly
define the boundaries between optimal and non-optimal/sub-optimal regions. In addi-
tion they also have an analytical expression, as discussed in the section.
The usefulness of the representation just described states in the fact that for a fixed
transfer orbit, there is a complete picture of its overall optimality. In fact, in a single
map are represented all possible combinations of departure and arrival positions, which
belong the transfer ellipse, with relative optimality as defined by Lawden’s theory. If a
set of BC is non-optimal, it can be immediately examined the likelihood of optimality
of the neighbouring BCs. Therefore, if needed, the result can be improved modifying
one or both the BCs, without changing the transfer ellipse.
5.5 Summary
In this Chapter, it is presented how a new reference system applied to the primer
vector equation leads to the de-coupling between the in-plane and out-of-plane coordin-
ates.
The analytic solution of the out-of-plane component of the primer vector (ph) has been
derived and it has been demonstrated to be independent of the semi-major axis of the
transfer orbit.
Furthermore, considering the definition of ‘optimality’ as the one stated by Lawden’s
theory (if the primer vector and its derivative satisfy a set of NC, the addition of a
mid-course correction along a transfer arc is not needed), an extensive analysis has been
completed.
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In the first part of the Chapter, the simplicity of the out-of-plane analytic solution
has been exploited; in particular, the whole optimality conditions for a certain transfer
orbit has been represented with a graphical approach, given only the eccentricity, and
initial and final position vectors.
In the orbital plane, it has been demonstrated how the lines with constant ph are all
parallel and how they can be drawn on the top of the transfer ellipse; furthermore, the
two lines, which correspond to ph = ±1, define the boundary optimality conditions on
the ellipse, dividing it into distinct regions. It has been illustrated how every region
determined by the ph-isoclines can classify the trajectory’s optimality in advance.
The critical cases (‘tangentiality conditions’, determined by the slope m and the in-
tercept D) have been analysed and presented, which led to a method that determines
the optimality of a set of transfers (with same direction of initial and final ∆Vs, and
eccentricity of the transfer orbit) given the BC only.
Due to the geometry of the problem, the structure of the primer vector profile (number
of maxima, minima and turning points) is determined.
Later in the Chapter, a second method has been proposed, which fixes the transfer
orbit (by its eccentricity) and shows the optimality of every possible combinations of
initial and final position vectors, along that specific transfer trajectory, through a plot
divided in different areas.
Two sets of maps have been presented, one based on perifocal coordinates and one on
true anomalies, both related to variable position vectors at the boundaries along the
transfer orbit.
The importance of those maps is to explore the optimality not only of a fixed set of
BC, but also of their neighbourhood, or better of the entire possible initial and final
conditions on that specific transfer trajectory.
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In-plane components
This Chapter complements the analysis of Chapter 5: it conducts a full study on
the in-plane components of the primer vector.
The decoupling of the primer vector’s first order differential equation, allows to
find an approximate analytic solution for its in-plane components, through a similarity
with the Hamiltonian of Hill’s problem. The exploitation of this property brings to
the usage of the Palmer coordinates, which simplify the mathematical structure of the
differential equations. Moreover, the solution of the primer vector equation for the
in-plane components is found in the form of multiplication of matrices and it is also
demonstrated to be independent of the semi-major axis of the transfer orbit, as in the
out-of-plane analysis.
In the second part of the Chapter, the planar case is studied: the departure,
arrival and transfer orbits lie on the same plane. As in Chapter 4, the geometry of
the planar case is exploited. In fact, the boundary conditions on the primer vector
are expressed through the angles that identify the directions of the initial and final
impulses; also, the transfer orbit is considered to be fixed. In addition to the analysis
of Chapter 4, here the primer vector and the optimality of a transfer trajectory are
analysed with the novel approach proposed in the thesis for varying departure and
arrival orbits. Within this context, the ‘optimality’ maps are produced: they determine,
given a specific set of parameters, if a transfer trajectory is optimal or not, as the
directions of the impulses change.
The results with related simulations of this Chapter have been implemented in both
C++ and Matlab® environments.
Some of the main novelties and results of this Chapter are published in [35].
6.1 Solution to the in-plane components
Concerning the in-plane part of Eq. 5.11, pr and pϑ do not have a formal analytic
solution. Even so, it is possible to find an analytic approximation for which the time-
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variant variable is considered to be constant for a small integration step size.
From Eq. 5.11, two new variables can be defined:
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
Pr ≜ p˙r − h
r2
pϑ
Pϑ ≜ p˙ϑ + h
r2
pr
, (6.1)
where Pr and Pϑ are defined as the components of the first derivative of the primer
vector with respect to time in the local orbital reference frame.
The in-plane part of Eq. 5.11 becomes
p˙ = Preˆr + Pϑeˆϑ. (6.2)
Taking into account the derivatives with respect to time of the eigenvectors:
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
˙ˆer = ν˙eˆϑ
˙ˆeϑ = −ν˙eˆr
˙ˆeh = 0 , (6.3)
the second derivative of the primer vector can be derived as
p¨ = (P˙r − h
r2
Pϑ)eˆr + (P˙ϑ + h
r2
Pr)eˆϑ. (6.4)
The primer vector equation in polar form (Eq. 5.9), combined with Eqs. 6.1 and 6.4,
gives the derivatives with respect to time of Pr and Pϑ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
P˙r = 2µ
r3
pr + h
r2
Pϑ
P˙ϑ = − µ
r3
pϑ − h
r2
Pr
. (6.5)
To simplify the structure of the equations, two new variables can be introduced:
σ ≜ r
l
≡ 1
1 + e cosν
ω ≜ h
r2
= h(lσ)2
, (6.6)
which satisfy also the following equivalence
σ ⋅ ω2 = r
l
h2
r4
= µ
r3
r
r
l
l
= µ
r3
, (6.7)
where, as already mentioned in the thesis, l = a(1 − e2) is the semi-latus rectum of the
orbit, [9].
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The new variables, linked together, give a new first order ODE set in [pr, pϑ, Pr, Pϑ]:
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p˙r
p˙ϑ
P˙r
P˙ϑ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 ω 1 0−ω 0 0 1
2σω2 0 0 ω
0 −σω2 −ω 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
pr
pϑ
Pr
Pϑ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.8)
Equation 6.8 can be represented in compact matrix format as
p˙polar(t) = M(t)ppolar(t) (6.9)
where it should be clear from Eq. 6.8 that ppolar = [pr, pϑ, Pr, Pϑ]T.
6.1.1 Palmer coordinates conversion and integration scheme
The system of Eq. 6.8 can be written in terms of the Hamiltonian:
HPV = 1
2
(Pr2 + Pϑ2) + ω(pϑPr − prPϑ) − 1
2
σω2(2pr2 − pϑ2). (6.10)
If HPV is compared to the one of Hill’s problem, HHill, there is a noticeable similarity:
HHill = 1
2
(px2 + py2) +Ω(yHpx − xHpy) − 1
2
Ω2(2xH2 − yH2), (6.11)
where xH and yH are the distances that are perpendicular to and along the direction of
rotation from the centre of a frame in circular motion, Ω is the angular speed, and px
and py are the canonical momenta, [74].
The substantial difference between the two Hamiltonian forms is that, while in HHill
the coefficient Ω is constant during the motion, in HPV both σ and ω vary in time.
However, for the circular orbit case (Hill’s problem), σ = 1 and ω = Ω, which implies a
one-to-one correspondence between the two Hamiltonians.
This fact validates a fundamental result: for a circular orbits’ transfer there is
an analytic solution to the planar primer vector problem, which is exactly Hill’s
solution.
For Hill’s problem, the motion of the in-plane state vector of Eq. 6.11, i.e. z =(ΩxH , x˙H ,ΩyH , y˙H)T, can be separated into two parts: an oscillation and a linear drift.
This result is presented in [67], where the transformation of coordinates p˜ = Pz =(p1, p2, p3, p4)T on z allows this separation to be explicit1.
The combination of Eqs. 6.1, 6.10 and 6.11 results into a relationship between the state
1The original notation of [67] has been changed to avoid misreading.
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vector, z, and the primer vector in polar coordinates, ppolar:⎧⎪⎪⎨⎪⎪⎩ xH = pryH = pϑ ;
⎧⎪⎪⎨⎪⎪⎩ px = Pr = x˙H −ΩyHpy = Pϑ = y˙H +ΩxH ⇒
⎧⎪⎪⎨⎪⎪⎩ x˙H = px +ΩyH = Pr + ωpϑy˙H = py −ΩxH = Pϑ − ωpr (6.12)
where the frequency associated with z is Ω, whereas the one of ppolar is ω.
If the transformation of coordinates presented in [67] is applied to the primer vector
problem (Eq. 6.12), it becomes
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p1
p2
p3
p4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−3 0 0 −2
0 1 0 0
0 2 −1 0
2 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
ωpr
Pr + ωpϑ
ωpϑ
Pϑ − ωpr
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.13)
Finally, a relationship between ppolar and p˜ can be then derived
p˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−ω 0 0 −2
0 ω 1 0
0 ω 2 0
ω 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
ppolar ≡ K(ω)ppolar. (6.14)
6.1.1.1 Integration of the Palmer Coordinates
The coordinates p˜ (also called Palmer coordinates) can be expressed as functions
of ppolar = [pr, pϑ, Pr, Pϑ]T , as shown in Eq. 6.13, where two couplings are evident: one
between p1 and p4 and the other between p2 and p3.
Due to the nature of the problem, σ, and therefore ω, can be assumed to be constant
for small intervals of time.
Hence, if p˜ is first combined with the system of Eq. 6.8 and then differentiated with
respect to time, it yields
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p˙1
p˙2
p˙3
p˙4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= ω
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 4σ − 3 −2(σ − 1) 0
2σ − 3 0 0 4(σ − 1)
4(σ − 1) 0 0 8σ − 5
0 −2(σ − 1) σ − 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p1
p2
p3
p4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.15)
From this system of equations, it is then possible to differentiate even further to a
second order system as
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p¨1
p¨2
p¨3
p¨4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
= ω2
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−(2σ − 1) 0 0 −2(σ − 1)
0 −(2σ − 1) 2(σ − 1) 0
0 −2(σ − 1) 3(σ − 1) 0
2(σ − 1) 0 0 3(σ − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
p1
p2
p3
p4
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.16)
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In Eq. 6.16, the variables are coupled again (p1 with p4 and p2 with p3).
The structure of the problem allows to have a single 4th order ODE in p1 in
the form of
p1
IV − ω2(σ − 2)p1II − ω4(σ − 1)(2σ + 1) = 0. (6.17)
Assuming that the coefficients of Eq. 6.17 are constant for a small interval of time, the
solution is p1 ≈ eλ˜t. The mathematical reasoning behind this process and the ODEs in
p2,3,4 are extensively illustrated in Appendix C.
The characteristic equation in λ˜ of Eq. 6.17 is
λ˜4 − ω2(σ − 2)λ˜2 − ω4(σ − 1)(2σ + 1) = 0, (6.18)
whose solutions are
λ˜±1 = √22 ω√(σ − 2) ±√9σ2 − 8σ ≡
√
2
2
ω
√(σ − 2) ±√∆σ
λ˜±2 = −√22 ω√(σ − 2) ±√9σ2 − 8σ ≡ −
√
2
2
ω
√(σ − 2) ±√∆σ
. (6.19)
In order to facilitate the reading and simplify some expressions of the following sections,
a set of new variables, called λ1,2
±, are preferred, rather than λ˜±1,2. They are defined as
λ1,2
± ≜ λ˜±1,2/ω.
The nature of λ1,2
± depends upon the value of σ. Introducing ∆σ ≜ 9σ2 − 8σ,
there are three possible scenarios (the interval σ < 0 is not taken into consideration
because it does not have any physical meaning):
- ∆σ > 0: σ > 8/9. λ1,2± can be either real (if sign((σ − 2) ±∆σ) > 0) or imaginary (if
sign((σ − 2) ±∆σ) < 0);
- ∆σ = 0: σ can be either 0 or 8/9, and λ1,2± are always imaginary;
- ∆σ < 0: 0 < σ < 8/9 and λ1,2± are generally complex.
In the case of an elliptic orbit the nature of the eigenvalues can be summarised, as in
Fig. 6.1, into three distinct regions:
Area (I) 0 < σ < 8/9: corresponds to the case of ∆σ < 0, and it includes the periapsis of
the transfer orbit, which is the point where σ has its minimum value, σmin = (1 + e)−1.
In this interval the eigenvalues are complex.
Area (II) 8/9 ≤ σ < 1: corresponds to the case of ∆σ > 0 with sign((σ − 2) ±∆σ) < 0,
and the eigenvalues are imaginary. For σ = 1, that is r = l, λ1,2+ = 0 while λ1,2− are
imaginary.
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Figure 6.1: Elliptical transfer orbit divided into three regions (I, II, III) according to the
nature of the eigenvalues λ1,2
±.
Area (III) σ > 1: corresponds to the case of ∆σ > 0; λ1,2+ are real, while λ1,2− are
imaginary. At the apoapsis (included in this area) σ reaches its maximum value
σmax = (1 − e)−1.
For values of the eccentricity smaller than 1/8, ∆σ ≥ 0 and σ ≥ 8/9, therefore there is
no Area (I). In other words, the eigenvalues are either purely imaginary or real (Area
(II) and Area (III)).
In Fig. 6.2 it is presented a case where the variation of the nature of the ei-
genvalues with respect to σ has been highlighted. In particular in Fig. 6.2a it is
emphasised how the eigenvalues ‘move’ in the complex plane and how they couple and
de-couple with each other, whereas Fig. 6.2b shows the variation of σ vs ν along the
three regions of Area (I)-(II)-(III).
The transfer orbit of the example has e = 0.8 and a = 0.5 DU, initial true anomaly
ν0 = 60 deg and a varying final true anomaly, which determines the section that is
crossed along the ellipse. On the left-hand side of Fig. 6.2, the Argand diagram2 of the
eigenvalues λ1,2
± is presented and on the right-hand side the corresponding value of σ
is plotted.
For the interval belonging to AREA I (σ < 8/9), νf = 81 deg and all four eigenvalues
have a complex nature; λ1
+ is the complex conjugate of λ1−, whereas λ2+ is the complex
conjugate of λ2
− (dash-dotted line).
The interval related to AREA II has νf = 90 deg (σ < 1) and all 4 eigenvalues are purely
imaginary but their nature is different with respect to the previous case. In fact, λ1
+ is
now the complex conjugate of λ2
+, and λ1− is the complex conjugate of λ2− (continuous
line).
Finally, for AREA III there is σ > 1 and νf = 95 deg; the coupling between the eigenval-
ues is the same as in AREA II: λ1
+ and λ2+ are real, whereas λ1− and λ2− are purely
imaginary and complex conjugates (dashed line).
2The Argand diagram is used to represent complex variables: on the x-axis it is plotted the real
component, whereas on the y-axis the imaginary one.
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Figure 6.2: Variation along AREA I-II-III of (a) λ1,2
± and (b) σ.
After the aforementioned considerations, the complete solution of Eq. 6.17 can be
derived, and it is
p1 = Aeωλ+1 t +Beωλ+2 t +Ceωλ−1 t +Deωλ−2 t (6.20)
where A = (A,B,C,D)T is a vector of coefficients given by the initial conditions of p1.
The other components of p˜ can be evaluated as for p1 (see Appendix C), resulting in a
formal matrix expression
A = E˜(t, σ)Σ(σ)p˜. (6.21)
The vector of coefficients A is an alternative way of expressing the solution to the
problem, in fact it has 4 components and it depends on the boundary conditions and
on the orbit, as the Palmer coordinates.
In Eq. 6.21 E˜(t, σ) is a diagonal matrix with independent exponential functions as
elements of the diagonal, functions of time t and ω(σ):
E˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
eωλ
+
2 t 0 0 0
0 eωλ
+
1 t 0 0
0 0 eωλ
−
2 t 0
0 0 0 eωλ
−
1 t
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.22)
Σ(σ) is a polynomial matrix in σ, which can be written as
Σ = (σ − 1)(2σ + 1)√∆σ
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(2σ + 1)ξ− −λ+1γ− λ+1δ− −(2σ + 1)(2σ + 1)ξ− λ+1γ− −λ+1δ− −(2σ + 1)−(2σ + 1)ξ+ λ−1γ+ −λ−1δ+ (2σ + 1)−(2σ + 1)ξ+ −λ−1γ+ λ−1δ+ (2σ + 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6.23)
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where the parameters ξ±, γ± and δ± are also functions of σ only and they are defined as
(see Appendix C)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
δ± = [(−3σ + 1) ∓√∆σ]
γ± = 1
4(1 − σ)[(24σ2 − 25σ + 4) ± (8σ − 5)√∆σ]
ξ± = (5σ − 4) ±√∆σ
4(1 − σ)
. (6.24)
As a note, the subscript ‘±’ refers to the sign of the square root of the determinant
∆σ ≡ 9σ2 − 8σ, apart from δ± where they are swapped.
6.1.1.2 Conversion from time to true anomaly
The propagation process presented so far is based on time as the integration variable.
In orbital dynamics it is often more convenient to use true anomaly rather than time.
The variable conversion is
dν
dt
= ω⇒ dν
ω
= dt⇒ ν
ω
= t. (6.25)
Since both σ and ω have been considered constant along an integration step, the
conversion from time to true anomaly does not affect the solutions of Eq. 6.21, apart
from a factor ω.
The ODE of Eq. 6.15 can be converted into true anomaly as
p˜′ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0 4σ − 3 −2(σ − 1) 0
2σ − 3 0 0 4(σ − 1)
4(σ − 1) 0 0 8σ − 5
0 −2(σ − 1) σ − 1 0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
p˜, (6.26)
where the symbol ( ′ ) represents the derivative with respect to ν, and in compact form
it is equivalent to
p˜′ = Λp˜. (6.27)
This implies that the solution shown in Eq. 6.21 remains in the same form:
A = E(ν, σ)Σ(σ)p˜. (6.28)
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The only difference appears in E, as
E(ν, σ) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
eλ
+
2ν 0 0 0
0 eλ
+
1ν 0 0
0 0 eλ
−
2ν 0
0 0 0 eλ
−
1ν
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(6.29)
where the exponents are explicit functions in ν.
Through the transformation from time to true anomaly, the importance of the Palmer
coordinates is more evident. In fact, using p˜ gives a solution which is a linear combination
of the eigenvalues of the matrix M (Eq. 6.9). This solution depends only on σ through
the polynomial matrix Σ and the diagonal matrix E, with an explicit propagation
variable ν.
6.1.2 Matrices propagation scheme
Since Eq. 6.28 assumes that σ is constant for small intervals of ν, it is required to
apply a ‘double’ propagation for the Palmer coordinates. This means that every time
the true anomaly is propagated to the next step, the corresponding value of σ has to
be updated, as shown in the scheme of Fig. 6.3.
As mentioned in Sec. 6.1.1.1, A can be also used as propagation variable: at the initial
time the coefficients depend upon the initial value of the Palmer coordinates as
A0 = E(ν0, σ0)Σ(σ0)p˜0. (6.30)
Knowing A0, p˜ can be propagated to the step ‘1’, but only just before the update of σ.
In fact, the value of p˜ after the update will be different:
p˜−1 = Σ−1(σ0)E−1(ν1, σ0)A0 (6.31)
σ0
ν0
 
ν1 ν2 ν3 νk... ν
σ0
σ1
σk-1
σkσ2
σ3
k-
k+
σ 
Palmer 
Coordinates pk+˜ 
pk-˜ 
Figure 6.3: Step Propagation scheme of ν, σ and Palmer coordinates, with σ = const along
every interval of ν. A general kth state is highlighted with the two limiting
values (k±) in red.
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p˜+1 = Σ−1(σ1)E−1(ν1, σ1)A1 (6.32)
where ‘−’ corresponds to the value before the update of σ, whereas ‘+’ to the value after
the update.
For a formal general expression, this evaluation can be done at a generic kth propagation
state (see Fig. 6.3), where the values of the Palmer coordinates just before (p˜k−) and
after (p˜k+) the variation of σ are
p˜k− = Σ−1(σk−1)E−1(νk, σk−1)Ak−1 (6.33)
p˜k+ = Σ−1(σk)E−1(νk, σk)Ak. (6.34)
As mentioned already, the two values of Palmer coordinates just before and after the
update are not the same because they depend on two different σs. However, for the
primer vector the continuity across every update of σ and more generally along the
whole transfer arc, has to be guaranteed. For this reason, a simple propagation scheme
(Fig. 6.4) has to be used rather than a more complex one (e.g. leapfrog method [66]).
In fact, it guarantees that a ‘continuity check’ on the primer vector is executed at every
update of σ.
The matrix K(ω) in Eq. 6.14, which relates the primer vector in polar coordinates
with p˜, depends on ω. This fact implies that K(ω) will be, as the Palmer coordinates,
different before and after the update.
Furthermore, the mathematical relations between the Palmer coordinates and the primer
vector at a generic kth step are
ppolark = K−1(ωk−1)p˜k− (6.35)
p˜k+ = K(ωk)ppolark. (6.36)
σ0
ν0
 
ν1 ν2 ν3 νk... ν
σ0
σ1
σk-1
σkσ2
σ3
σ 
Palmer 
Coordinates
Primer
Vector
Figure 6.4: Step Propagation scheme of Palmer coordinates (non-continuous along the
update of σ) and Primer Vector (continuous).
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Combining Eqs. 6.35 and 6.36 together, gives the matrix which guarantees the continuity
of the primer vector (as shown in Fig. 6.4), called Iωk :
p˜k+ = K(ωk)K−1(ωk−1)p˜k− ≜ Iωkp˜k− . (6.37)
The procedure for the propagation of the Palmer coordinates from the initial conditions
p˜0 to a generic kth state can be then formalised as
p˜k = (k−1∏
i=0 IωiΣ−1(σi)E−1(νi+1, σi)E(νi, σi)Σ(σi))p˜0. (6.38)
In summary, Eq. 6.38 can be written in matrix form as
p˜k = Ψ(νk, ν0)p˜0, (6.39)
where Ψ(νk, ν0) represents the novel propagation matrix for the Palmer coordinates.
The final step of the scheme is to convert the Palmer coordinates back into primer
vector at the BC.
Combining together the definitions of Pr and Pϑ (Eq. 6.1) and Eq. 6.13 (where ptot
refers to the primer vector and its derivative with respect to time) gives:
p˜ =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−3ω 0 0 −2
0 0 1 0
0 −ω 2 0
2ω 0 0 1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
pr
pϑ
p˙r
p˙ϑ
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
≡ B(ω)ptot. (6.40)
Eqs. 6.39 and 6.40 together yield to
ptotf = B−1(ωf)Ψ(νf , ν0)B(ω0)ptot0 ≜ Φ˜(f,0)ptot0 (6.41)
where Φ˜(f,0) is defined as the total novel propagation matrix of the primer vector.
The semi-analytical expression of the in-plane coordinates of the primer vector of Eq.
6.41 has been verified and compared with the solution of the primer vector equation
(Eq. 3.14) integrated with a Bulirsch - Stoer method [80], obtaining errors of the order
of 10−13.
To conclude, Eq. 6.41 summarises the whole novel propagation scheme for the
primer vector.
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6.1.2.1 Independence of the semi-major axis of the transfer orbit
The value of the ‘continuity’ matrix, Iω, defined in Eq. 6.37, is actually independent
from the explicit value of ω (and therefore from a) and it is equal to
Iωk =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(ωk/ωk−1 + 2) 0 0 (−2ωk/ωk−1 + 2)
0 (2ωk/ωk−1 − 1) (−ωk/ωk−1 + 1) 0
0 (2ωk/ωk−1 − 2) (−ωk/ωk−1 + 2) 0(ωk/ωk−1 − 1) 0 0 (2ωk/ωk−1 − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6.42)
The ratio ωk/ωk−1 depends only on the true anomalies at two subsequent steps, ν(k−1)
and νk, as it follows from the definitions of ω and σ of Eq. 6.6:
ωk
ωk−1 = ( l ⋅ σk−1l ⋅ σk )2 = ( 1 + e cos(νk)1 + e cos(νk−1))2. (6.43)
Therefore, since the only variable which depends on the semi-major axis of the transfer
orbit is the semi-latus rectum, l, and it does not appear in any other terms of the
matrices of Eq. 6.38, Ψ is independent of a.
As a result, the propagation of the Palmer coordinates is independent of the
semi-major axis of the transfer orbit.
By its definition of Eq. 6.40, B is linear in ω. This implies that the total propagation
matrix Φ˜(f,0) of Eq. 6.41 depends on the initial and final values of ω.
If Φ˜(f,0) is partitioned into blocks as
Φ˜(f,0) ≡ ⎡⎢⎢⎢⎢⎣Φ˜(11) Φ˜(12)Φ˜(21) Φ˜(22)
⎤⎥⎥⎥⎥⎦ , (6.44)
after some calculation, it can be observed that only Φ˜(12) and Φ˜(21) are functions of ω
as
Φ˜(12) ∝ (1/ωf)
Φ˜(21) ∝ ω0 . (6.45)
To understand how ptotf of Eq. 6.41 depends on the semi-major axis, it is necessary to
have the complete initial state, ptot0, and pre-multiply it by Φ˜(f,0).
As mentioned in Sec. 6.1.1.2, it is advisable to use the true anomaly as propagation
variable instead of time.
A transformation of the primer vector components from derivative with respect to time
to derivative with respect to true anomaly (as in Eq. 6.25) gives
dp
dt
= dp
dν
dν
dt
= dp
dν
ω. (6.46)
103
6.2. Fixed transfer orbit analysis
Hence, the initial primer vector and its derivative in true anomaly are
ptot,ν0 = (pr0, pϑ0, ω0p′r0, ω0p′ϑ0)T , (6.47)
where clearly the only part which involves ω are the derivatives.
The array ptot,νf is obtained applying the transformation of Eq. 6.46 to Eq. 6.41. Hence,
from Eqs. 6.45 and 6.47 the relation of the final primer vector (and derivatives) with ω
can be computed as
Φ˜(f,0) ⋅ ptot,ν0 = ptot,νf ≡
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
prf
pϑf
ωfp′rf
ωfp′ϑf
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
∝
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
(ω0/ωf)(ω0/ωf)
ω0
ω0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (6.48)
where each element of the multiplication is expressed according to its dependence on ω.
Having ptot,νf = (prf , pϑf , ωfp′rf , ωfp′ϑf)T , from Eq. 6.48 prf and pϑf are independent of
the semi-major axis, since the ratio between the initial and final ω is of the same form
of Eq. 6.43.
The last two rows of Φ˜(f,0) ⋅ ptot,ν0 are linear in ω0 (right-hand side of Eq. 6.48); since
they correspond to ωfp′rf and ωfp′ϑf , respectively, this implies that the derivatives in
true anomaly of the primer vector are also both independent from a.
This is an important conclusion because it states that the in-plane components
of the primer vector and its derivative are not affected by the semi-major axis of
the transfer orbit.
This result complements the one of Sec. 5.2, therefore in this thesis it has been
demonstrated that the primer vector and derivative are independent of the semi-
major axis of the transfer orbit.
As a result, the size of the search space is reduced and the optimisation problem is
simplified.
6.2 Fixed transfer orbit analysis
In Chapter 4, Sec. 4.1, the concept of the parametrisation of the primer vector was
introduced. The parametrisation was set up with respect to the orientation of the ∆Vs
in a a fixed transfer orbit scenario.
In the next paragraphs this kind of approach is extended, exploiting the novel
analyses presented so far in Chapters 5 and 6. In particular, the fundamental result
which states the independence of the primer vector from the semi-major axis of the
transfer orbit will be used.
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6.2.1 Three-dimensions case: some considerations
The analysis of Ch. 4, Sec. 4.1 was conducted identifying a unique plane for the
motion where the departure, arrival and transfer orbits lie.
If the departure and arrival trajectories are inclined with respect to the transfer one,
the motion has three dimensions. Hence, also the out-of-plane component of the primer
vector, ph, plays a role into the evaluation of the optimality of the problem.
In this thesis, the full 3D case is not analysed in greater detail, but some considerations,
which combine the results of Chapter 5 and Chapter 6, are presented.
As pointed out several times along the thesis, Lawden’s NCs define the primer
vector as unit vector in the direction of the thrust. Hence, considering the relations at
the boundaries, for a 3D case, between the different components of the primer vector,
expressed in Eq. 5.21, an initial and a final ‘out-of-plane’ parameters can be defined as
kh0
2 ≜ (1 − ph02)
khf
2 ≜ (1 − phf 2) . (6.49)
If the parametrisation of the primer vector, computed with respect to the directions of
the thrust as in Eq. 4.2, is combined with its definition at the BC (Eq. 5.21) and with
the two new variables of Eq. 6.49, the in-plane components of the primer vector at the
boundaries can be determined as:⎧⎪⎪⎨⎪⎪⎩ pr0 = kh0 cosαpϑ0 = kh0 sinα ;
⎧⎪⎪⎨⎪⎪⎩ prf = khf cosβpϑf = khf sinβ . (6.50)
In other words, Eq. 6.50 states that the propagation of both in-plane components will
be equally influenced by the value of ph at the BC.
To clarify this aspect, Fig. 6.5 is used, where the representation of the primer
vector differs from the ones employed so far: it shows the relative behaviour of pr vs pϑ
along the transfer arc.
Its usefulness is found in the fact that the in-plane components of the primer vector are
independently plotted, therefore their single contribution to the optimality stands out.
The unit circle (blue curve of Fig. 6.5) represents the boundary between an optimal
and a non-optimal transfer, where the optimality is defined as the fulfilment of the
NC of the primer vector. In fact, if a (pϑ, pr) curve evolves inside the aforementioned
unit circle, it means that
√
pϑ2 + p2r ≤ 1 and, then, the in-plane contribution is optimal.
However, in a 3D scenario, the behaviour of ph has to be considered as well, in order to
evaluate the overall optimality of the transfer arc.
The starting and arrival points of a (pϑ, pr) curve always belong to the circumference,
and their positions are given by the departure and arrival thrust angles (as defined in
Chapter 4), α and β. In particular, their orientation with respect to the vertical axis
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Figure 6.5: Effect of ph ≠ 0 on (pr vs pϑ) plots (purple curve). Circles represent different
BC (blue radius = 1 , orange radius = 0.8, yellow radius = 0.6).
(in a clockwise direction) is defined by an angle that corresponds exactly to α, for the
starting point, or β, for the arrival point.
In Fig. 6.5 three cases are presented, with a set of fixed parameters: α = 50
deg, β = 80 deg, ν0 = 0 deg, νf = 210 deg and e = 0.8.
Fig. 6.5a shows a transfer with both kh0 and khf equal to 1: it represents a 2D thrust
case where the out-of-plane component of the primer vector is null; in fact, the curve
(purple) starts and ends on the unit circle. Since the magnitude of the primer vector goes
below and above 1, i.e. (pϑ, pr) is both inside and outside the unit circle, it represents a
sub-optimal transfer.
For both the other two plots, ph ≠ 0: in Fig. 6.5b, ph0 = 0 and phf = 0.6, hence khf = 0.8.
The effect of ph on the in-plane components is evident: the (pr, pϑ) curve is stretched
with respect to the ph = 0 case and it ends on a point that belongs to a circumference
with a radius equal to khf (dark orange curve). However, the overall optimality does not
vary with respect to Fig. 6.5a, therefore also Fig. 6.5b refers to a sub-optimal transfer.
Finally, Fig. 6.5c shows a case where the out-of-plane component is different from zero
all along the transfer, with a kh0 = 0.6 and khf = 0.8. Effectively, the (pϑ, pr) curve is
just slightly shrunk with respect to the other two scenarios on the left, but practically
the optimality conditions have changed. In fact, the in-plane components show an
optimal behaviour, being restrained inside the unit circle; however, ph is larger than
1 for this specific case (not shown in the plots). Therefore, since the fulfilment of the
NCs has to be obtained from the sum of the contribution of the three components of
the primer vector together, overall the full trajectory is sub-optimal.
In this thesis it has been demonstrated that the in-plane components are decoupled
from the out-of-plane one and, in fact, for this specific case there is ph ≥ 1, even if(pϑ, pr) ≤ 1.
6.2.2 Planar case
If the transfer orbit is fixed (therefore also the velocities v0 and vf ), the departure
and arrival trajectories vary according to the orientation (and magnitude) of the ∆Vs.
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This concept has already been introduced and studied in Chapter 4; in particular, in
Sec. 4.1 the fundamental equations for a planar case have been presented. Furthermore,
a graphical representation of the overall scenario is shown in Fig. 4.1.
The following analysis resumes the planar case scenario of Chapter 4, exploiting the
new concepts presented so far in this Chapter.
Fixing the transfer arc means fixing its eccentricity, semi-major axis, ν0 and νf ;
therefore, even the total state transition matrix Φ˜(f,0) of Eq. 6.41 does not vary. In fact,
it depends on the eccentricity of the transfer orbit and the span of true anomalies only.
This implies that, for this scenario, the optimality can vary only if the directions of the
∆Vs, α and β, change. In an optimisation process, such a problem has a 5 dimensional
search space: e, ν0 and νf , which define the transfer arc, and α and β, which define the
BC on the ∆Vs. Hence, the dimensions of the problem have been restricted to 5.
As emphasised many times along the thesis, Lawden’s NCs state that the primer vector
is equal to 1 at the BC and at each intermediate impulse [47]. In other words, for a
trajectory to be optimal p has to be always smaller than 1 along the arc and equal to 1
at the boundaries, where the ∆Vs are fired.
Hence, combining this concept with the one mentioned before, that narrows the depen-
dence of the optimality to 5 parameters, a specific transfer orbit’s likelihood of being
optimal, can be analysed.
The effectiveness of a ‘polar’ representation, as the one of Fig. 6.5, is enhanced
in the study of the optimality in a planar orbits’ scenario. In fact, the primer vector
evolves purely on the orbital plane, since ph = 0. The only significant contribution are
given by pr and pϑ.
Given the considerations done so far, the in-plane variation of the primer vector’s
components can be then evaluated fixing the transfer orbit and changing the boundary
conditions. This is represented in Fig. 6.6, which shows four profiles corresponding to a
transfer trajectory that has e = 0.8.
As a note, since the starting and arrival points are oriented with respect to the directions
of the thrust angles (as mentioned in Sec. 6.2.1), the (pϑ, pr) curve of the top left plot,
starts and ends exactly in the same place because α = β.
In Fig. 6.6, on the left-hand side two cases with same BC of true anomalies (ν0 = 0 deg
and νf = 210 deg) and same α = 50 deg are plotted. The only variable of this part of
the figure, is the direction of the thrust at arrival, which is represented by β = 50 deg in
the top plot and by β = 80 deg in the bottom one.
Comparing those two plots, it can be seen that, despite the different arrival thrust
directions, the orientation and behaviour of the two profiles are very similar: both
transfers are sub-optimal, starting and ending with analogous optimal characteristics;
moreover, they both have a comparable non-optimal intermediate behaviour.
Differently, on the right-hand side of Fig. 6.6 the fixed parameters are α = 50 deg and
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Figure 6.6: Fixed transfer orbit (e = 0.8) with variable BC, pr vs pϑ plots (orange: sub-
optimal, green: optimal).
β = 180 deg, while the true anomalies vary. The top-right profile refers to an optimal
transfer , since p is always inside the unit circle (green curve); whereas, the bottom
right plot represents a sub-optimal trajectory.
Unlike the two plots on the left of Fig. 6.6, for those two profiles there are no similarity
in the behaviour, apart from the common starting and ending points. In agreement
with what has been stated before, the bottom right plot has a close trend to the left
curves, having the same α and comparable ν0 and νf .
From the considerations related to Fig. 6.6, it can be confirmed that all α, β, ν0 and
νf influence the behaviour of the primer vector, even if this happens in different ways.
To be more thorough, it can be appropriate to conduct a study where only one of
the aforementioned parameters is allowed to vary, whereas the analysis focuses on the
evolution of the primer vector’s profile.
6.2.2.1 Primer Vector’s profile evolution
Fig. 6.7 presents how the magnitude of the primer vector can change in a fixed
transfer orbit scenario. In this example, the fixed parameters are: e = 0.5, ν0 = 0 deg on
the transfer trajectory, α = 40 deg and β = 50 deg for the thrust impulses. As already
demonstrated in this Chapter, the optimality is independent from the semi-major axis,
therefore its value is irrelevant for the analysis.
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The variable parameter is considered to be the final true anomaly, νf , whose value
increases from the top left plot (νf = 1 deg) to the bottom right one (νf = 355 deg).
The red line (p = 1) corresponds to the boundary between optimal and non-optimal
values of primer vector.
The behaviour of the primer vector along the transfer trajectory, shown in Fig. 6.7,
evolves in a systematic way: for a small interval of true anomalies (top left plot, νf = 1
deg) its magnitude is very close to 1 all along the propagation, but its behaviour is
optimal. With an increasing value of νf (νf = 5 → 40 → 70 → 120 deg), the minimum
value of primer vector (pmin) tends to become smaller, but overall the profile still refers
to an optimal transfer.
For νf = 150 deg, pmin reaches its lowest value and the profile of the primer vector has a
‘v’ shape with a decreasing and increasing behaviour. In the following plot (νf = 170 deg)
an inflection point arises in the first half of the profile; later in the graphs, νf = 200 deg,
there is a distinct local maximum, which tends to increase its value and to ‘influence’
also the rest of the profile. In fact, for νf = 220 deg, it is visible how the ending side,
that before was monotonically increasing, tends to even out first (at around p = 1) and
then flex to reach a global maximum (pmax) which is larger than 1. The primer vector
profile, for νf = 240 deg, is sub-optimal. For the following values of νf , the two local
maxima of the function increase and, finally, in νf = 330 deg, they are both above p = 1.
The last plot shows an (almost) complete non-optimal behaviour, where p > 1 always
(as a note: the overall profile is actually sub-optimal; in fact, the last part of the primer
vector’s profile is slightly smaller than 1, but due to a scaling factor (pmax ≈ 11), not
clearly visible from the figure).
To conclude, the behaviour of the primer vector is strongly affected by the set
of variable parameters mentioned at the beginning of Sec. 6.2.2 (eT , ν0, νf , α, β);
however, if some of them are fixed, the inflection points, maxima and minima of the
profile evolve systematically, as one of the parameters changes (e.g. νf in Fig. 6.7).
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6.2.2.2 Primer Vector’s optimality maps
A similar approach, which investigates the evolution and dependence of the primer
vector on the 5 parameters, is to conduct a multi-dimensional analysis, where only some
among e, ν0, νf , α, β are kept constant.
The example which shows this method is presented in Fig. 6.8, and it has a
fixed transfer orbit with e = 0.8 and ν0 = 5 deg. The thrust angles, α and β are allowed
to vary in their total feasible span (0 − 360 deg) in each different plot. The maps of
Fig. 6.8 show the maximum value of the primer vector according to gradual increasing
values of νf , for fixed e and ν0. As already explained, an optimal transfer has an
overall maximum value of the primer vector equal to 1 (dark blues area of Fig. 6.8).
Non-optimal trajectories have p > 1 and, therefore, in Fig. 6.8 they are represented in
colours (‘non-optimality islands’).
The problem is very well structured with a precise geometry: for every specific νf case,
the ‘non-optimal’ islands have always the same dimension, shape and orientation. In
particular, for small span of true anomalies the ‘non-optimal’ islands are very stretched
but small in size, therefore almost the whole map of Fig. 6.8a represents an optimal
case. There are two main motivations behind this result: one is that for small ∆ν the
magnitude of the primer vector does not change significantly. In fact, it starts and
ends in 1, but its variation along the interval is minimal due to the small span between
the initial and final true anomalies. The other reason can be found in the accuracy
of the numerical computation (10−16). Hence, in Fig. 6.8a it can be seen that even
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Figure 6.8: Sequence of maximum values of primer vector maps for a fixed transfer orbit
and increasing value of νf , vs α and β. The fixed parameters of the transfer
orbit are e = 0.8 and ν0 = 5 deg.
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Figure 6.9: Sequence of initial and final derivatives maps for a fixed transfer orbit and
increasing value of νf , vs α and β. The characteristics of the transfer orbit are
e = 0.8 and ν0 = 5 deg.
‘non-optimal’ islands have very low peak values.
Along the different maps shown in Fig. 6.8, the islands rotate and grow in size and
eventually merge for increasingly higher spans of ∆ν. The maximum value of the primer
vector is always located in the central area of the islands and it increases with an
increasing interval of true anomalies. In fact, whereas for ∆ν = 15 deg there is pmax ≈ 1,
in the last case (∆ν = 175 deg), pmax ≈ 3.
These kinds of maps allow mission planners not only to visualise the possibility to be
in an optimal region, but also to decide to change (or not) the BC (represented either
by the direction of the thrusts (α and β) or by the true anomalies) in order to obtain
an optimal transfer.
With the same kind of approach, a different scenario can be to exploit the boundary
derivatives of the primer vector. Since the profile of the primer vector has to be smaller
than 1, in order to have an optimal transfer, the initial derivative must be negative,
whereas the final derivative must be positive. This condition does not ensure that
overall the primer vector refers to an optimal transfer, but it gives information on the
possibility of having an optimal trajectory and on the BC of the problem. On the other
hand, if p˙0 is positive and p˙f is negative they definitely define non-optimal trajectories.
The expansions at first order of the initial and final derivatives are
⎧⎪⎪⎨⎪⎪⎩ p˙0 ≈ p˙r0pr0 + p˙ϑ0pϑ0p˙f ≈ p˙rfprf + p˙ϑfpϑf , (6.51)
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and they are shown in Fig. 6.9.
Specifically, p˙0 is represented in Fig. 6.9a-c, whereas p˙f in Fig. 6.9d-f.
As in Fig. 6.8, the structure of the maps of Fig. 6.9 is very well defined. These plots
are evaluated exactly as in the previous case, i.e. for fixed values of e = 0.8 and ν0 = 5
deg, whit an increasing νf , and α and β which can vary in the whole interval that goes
from 0 deg to 360 deg.
For small true anomaly spans (νf = 20.0 deg), both the derivatives have a sort of ‘stripe’
configuration, with opposite values. In fact, it should be clear from Figs. 6.9a and 6.9d,
that p˙0 > 0 and p˙f < 0 and they reach a minimum and a maximum value of ≈ −800
and ≈ +800, respectively. Therefore, the two derivatives define the same boundary
optimality areas. On the other hand, for larger ∆ν, p˙0 and p˙f tend to smaller absolute
values and they can be both either positive or negative. Furthermore, as νf increases,
the two structures are no longer comparable: they move and stretch tending, in the end,
into two completely different scenarios. At νf = 180 deg, in fact, the initial derivative
has a vertical stripes structure (Fig. 6.9c), whereas the final derivative has well-defined
rounded non-optimal areas (negative value, represented by dark blue and green regions)
which have the same size (Fig. 6.9f).
For both cases (Figs. 6.8 and 6.9), the most interesting area of the map is represented
when the variables cross their critical boundary value (that is 1 for the primer vector
and 0 for its derivative). This aspect represents, in fact, the marginal conditions from
which a trajectory changes its optimality properties.
The cases analysed so far showed a fixed transfer orbit with a defined eccentri-
city. Since it has been demonstrated that the problem is independent of aT , it can be
useful to parametrise the transfer orbit itself with a reference value of semi-major axis.
The procedure related to this concept is presented in the following section.
6.2.3 Parametrisation of aT and ∆Vs
The components of the velocity, as of Eq. 4.1, expressed in the polar orbital reference
frame of Fig. 5.1, are:
vr = µ
h
e sinν
vϑ = µ
h
(1 + e cosν) . (6.52)
If the eccentricity of the transfer orbit, eT , is fixed, together with the BC on true
anomalies (ν0 and νf), a ‘reference’ semi-major axis, a¯, can be introduced, such that
the initial position is
r¯0 = a¯(1 − eT 2)
1 + eT cosν0 . (6.53)
The primer vector is independent of the semi-major axis of the transfer orbit (as
demonstrated in Secs. 5.2 and 6.1.2.1); therefore, a generic set of transfer trajectories,
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which share the same primer vector profile but have different semi-major axes, a, can
be parametrised through Eq. 6.53.
In this context, a generic initial position (at ν0) becomes
r0 = r¯0 (a
a¯
) . (6.54)
This expression yields the one of the transfer orbit’s angular momentum, defined in Eq.
4.30, that is
hT = r0vϑ0 ≡ √µa(1 − eT 2) = h¯√a
a¯
, (6.55)
where h¯ ≜ √µa¯(1 − eT 2).
Combining together Eqs. 6.52 and 6.55, gives the components of the velocities of the
transfer trajectory at the initial position
vr0 = v¯r0 ( h¯
h
) = v¯r0√ a¯
a
vϑ0 = v¯ϑ0 ( h¯
h
) = v¯ϑ0√ a¯
a
. (6.56)
With regards to the departure orbit, the components of the velocity at r0, Eq. 4.4, can
be parametrised as well; they become
vrD = v¯r0√ a¯
a
−∆V0 cosα
vϑD = v¯ϑ0√ a¯
a
−∆V0 sinα
, (6.57)
whereas the angular momentum of Eq. 4.31 can be written as
hD = rvϑD ≡ r¯0 (a
a¯
)⎛⎝v¯ϑ0
√
a¯
a
−∆V0 sinα⎞⎠
= h¯√a
a¯
− r¯0∆V0 sinα(a
a¯
) . (6.58)
The energy of the departure orbit (Eq. 4.22) can be expressed with the components of
the velocity as ED = 1
2
(vrD2 + vϑD2) − µ
r
≡ − µ
aD
; (6.59)
if Eq. 6.59 is expanded and combined with Eq. 6.57, after some algebraic computations,
it yields
ED = 1
2
⎡⎢⎢⎢⎢⎣( a¯a)(v¯2r0 + v¯2ϑ0 − µr¯0) − 2∆V0
√
a¯
a
(v¯r0 cosα + v¯ϑ0 sinα) +∆V02⎤⎥⎥⎥⎥⎦ . (6.60)
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In order to simplify the reading, and to express the impulses as functions of the semi-
major axes as well, it can be useful to introduce a ‘reference’ magnitude of ∆V0, ∆V ∗.
It is defined as
∆V ∗ ≜ ∆V0√a
a¯
, (6.61)
where ∆V ∗ clearly represents only a scaling factor of ∆V0.
If Eq. 6.61 is substituted into Eq. 6.60, the latter simplifies into
ED = 1
2
( a¯
a
) [v¯2r0 + v¯2ϑ0 − µr¯0 − 2∆V ∗ (v¯r0 cosα + v¯ϑ0 sinα) +∆V ∗2] ≜ ( a¯a)ED∗. (6.62)
Here ED∗ is defined as the energy of the reference departure trajectory where ∆V0 ≡ ∆V ∗.
Eqs. 6.59 and 6.62, combined together, define the relations between the semi-major
axes of the transfer and departure orbits as
a
a¯
= aD
aD∗ , (6.63)
where aD∗ represents the ‘reference’ semi-major of the departure orbit, evaluated from
Eq. 6.62 as aD ≜ −µ/(2ED∗).
If Eq. 6.61 is substituted into the equation of the angular momentum, Eq. 6.58, it gives
hD = √a
a¯
(h¯ − r¯0∆V ∗ sinα) = √a
a¯
hD
∗, (6.64)
where clearly hD
∗ refers to the angular momentum of the ‘reference’ departure orbit.
Squaring Eq. 6.64 and combining it with Eq. 6.63, there is
hD
2 = aD
aD∗hD∗
2
∣
aD∗µ[aD(1 − eD2)] = aDµ[aD∗(1 − eD∗2)]∣(1 − eD2) = (1 − eD∗2)
(6.65)
which demonstrates that eD ≡ eD∗.
This procedure evinces that the choice of Eq. 6.61 does not influence the value of the
eccentricity of the departure orbit, therefore eD /∝ ∆V ∗.
For the arrival orbit, the same procedure can be followed, where the starting equation
is the second line of Eq. 4.4.
Fig. 6.10 summarises the parametrisation procedure shown so far, with a set
of fixed parameters of the transfer orbit and at the boundary conditions that are:
e = 0.3, ν0 = 10 deg, νf = 60 deg, α = 30 deg, β = 270 deg, a¯ = 0.5 DU; the variable ones
are 0.1 ≤ ∆V ∗ ≤ 2.0 DU/TU (Eq. 6.61) and the semi-major axis of the transfer, aT ,
which can vary from 0.1 to 2.0 DU.
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Figure 6.10: Departure (top plots), and arrival (bottom plots) orbital parameters (eccentri-
city, energy, semi-major axis and impulse magnitude) vs a of the transfer orbit
and ∆V ∗. For this case, a¯ = 0.5.
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It can be noted how the eccentricities of both departure and arrival orbits have a sort
of ‘strip’ behaviour, due to the fact that they are independent of the value of ∆V ∗,
as demonstrated in Eq. 6.65. However, the variation of eccentricity in the case of the
departure orbit is larger (≈0.3 to 0.9) with respect to the one of the arrival ones (≈0.8
to ≈0.95).
The energies and semi-major axes vary in a similar way for both sets of orbits, even if
their ranges are slightly different. Finally, the initial and final ∆V s are exactly the same,
since the reference magnitude ∆V ∗ was chosen to be equivalent for both departure and
arrival orbits.
The procedure just shown, demonstrates the fact that if the eccentricity of the
transfer orbit is fixed (together with the initial and final true anomalies), the ∆V s
can be parametrised through a reference value of semi-major axis of the transfer
orbit. Furthermore, all those sets of trajectories will have the same primer vector’s
profile and, as a consequence, optimality’s characteristics.
6.2.4 A final general example
A complete summarising scenario of what has been presented and discussed in Sec.
6.2 for a fixed transfer orbit analysis, in particular regarding the planar case (Sec. 6.2.2),
is shown in Fig. 6.11.
For this example, both e and a of the departure and arrival orbits vary according to
different magnitudes of ∆V0,f and aT . The fixed parameters are the 5 aforementioned
Figure 6.11: Departure (top plots) and arrival (bottom plots) orbits Keplerian elements
(eccentricity and semi-major axis) vs magnitudes of initial and final ∆Vs and
semi-major axis of the transfer orbit, aT .
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Figure 6.12: Primer vector profile, in common to all departure and arrival orbits of Fig.
6.11.
dimensions of the search space: BC in direction of ∆Vs (α and β), eccentricity of the
transfer orbit and BC in position (ν0 and νf ). Specifically, for this case the values are:
α = 30 deg, β = 60 deg, e = 0.5, ν0 = 5 deg and νf = 180 deg.
The semi-major axes of the transfer orbit is allowed to vary from 0.01 DU to 1.0 DU,
whereas the magnitudes of ∆V0,f go from 1% to 80% of the magnitudes of v0,f (see
Eq. 4.4). On the top line of Fig. 6.12 the Keplerian elements of the possible departure
orbits are plotted, whereas on the bottom line the equivalent parameters for the arrival
orbits are shown.
With the chosen intervals of aT and ∆V0,f , the eccentricities of the departure orbits
result in a possible variation from roughly 0.4 to 0.8, whereas the ones of the arrival
orbits have higher values (0.5 to ≈1). On the other hand, the span of values of the
semi-major axes of the two orbits are roughly comparable, but they vary differently
with respect to aT and ∆V0,f .
The main important conclusion of this result is that all kind of departure and
arrival orbits summarised in Fig. 6.11 meet the same optimisation objective: in fact
they all correspond to the same primer vector profile (shown in Fig. 6.12), that in
this case is optimal.
6.3 Variable transfer orbits: an overview
In light of the novel results obtained in the context of the primer vector theory, the
research presented in this Chapter, related to the application of the model, has been
focused on fixed transfer orbits. To be thorough, an overview on variable transfer orbits
is presented in this section.
In order to obtain a set of different transfer trajectories, that do not share the
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same optimality properties, the discriminating factor is their eccentricity.
In fact, as demonstrated and underlined several times along the thesis, the primer vector
problem is independent of the semi-major axis of the transfer trajectory. Whereas, the
other two variables related to the transfer orbit, which determine the dimension of the
search space, are the true anomalies at the boundaries. However, having different ν0 or
νf does not actually vary the orbit itself; their choice influences the optimality of the
transfer arc, as discussed in both Chapters 4 and 5.
Therefore, this section aims to present an overview of how the profile of the primer
vector, and therefore optimality of the transfer arc, can vary for different values of the
eccentricity of the transfer orbit.
This is shown in Fig. 6.13 and, for this example, the fixed parameters are ν0 = 0
deg and νf = 160 deg; whereas, for the first rows of plots β is fixed (60 deg) and for
the second one α is fixed (60 deg). The eccentricity of the transfer orbits include all
possible elliptical trajectories, in fact it goes from 0.01 to ≈0.9.
For the fixed β orbits, the profiles refer to sub-optimal or non-optimal (top-right)
trajectories, whereas in the cases where α is fixed, the behaviour tends to be optimal
almost everywhere.
Overall, the results show very different behaviour even if a sort of orderliness, as the
one of Fig. 6.7, can be observed. In fact, it can be seen how in the neighbourhood of a
specific eT , the primer vector profile does not have a sudden variation with respect to
other transfer orbit’s eccentricities, but it tends to change systematically.
As a final remark it can be confirmed that transfer orbits with different eccentricities
have, in general, different primer vector profiles and, therefore, different optimality’s
characteristics.
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6.4 Summary
This Chapter complements the analysis of Chapter 5. In fact, it conducts a study
on the in-plane components of the primer vector.
The decoupling between the out-of-plane and in-plane components allows to find
an approximate analytic solution through a similarity with the Hamiltonian of Hill’s
problem. The exploitation of this property brings to the usage of the Palmer coordinates
which simplify the mathematical structure of the differential equations.
The solution of the primer vector equation for the in-plane components is found as an
analytic approximation, in the form of multiplication of matrices. Given the boundary
conditions of the problem, the primer vector can be then fully propagated along the
transfer arc.
It has been also demonstrated that the Palmer coordinates, the primer vector and its
derivative are all independent of the semi-major axis of the transfer orbit.
For the circular transfer case it has been demonstrated that Hill’s solution is also a
solution for the primer vector problem.
Furthermore, fixing the transfer orbit, it has been established that the dimen-
sions of the search space can be reduced to 5. An overview of the three dimensional
case has been shown and then the planar case has been examined through different
examples.
At first the systematic evolution of the primer vector profile for a case with variable
boundary conditions has been presented; later the ‘optimality maps’ have been intro-
duced. Within this context, two approaches have been used, in order to examine the
likelihood of the optimality of a specific set of transfers trajectories.
A parametrisation of the semi-major axis of the transfer orbit and magnitudes of the
∆Vs has been shown.
To conclude the analysis of the planar case with fixed transfer orbit, a set of departure
and arrival trajectories which share the same optimality conditions has been presented.
Finally, a brief overview to the scenario with variable transfer orbit has been shown.
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Chapter 7
Real Mission Scenarios
The primer vector method analysed so far in the thesis, currently finds its role in
the optimisation of real mission scenarios as first guess of more complex global op-
timisation algorithms, for both high thrust (e.g. in [52]) or low-thrust cases (e.g. in [75]).
This Chapter shows the results obtained during the 3 months (September-December
2014) of secondment at ESA/ESOC (Darmstadt, Germany), where the author worked
in the Mission Analysis (Flight Dynamics Division) group. The first task at ESOC has
been to integrate some routines written in Fortran77 code, into an astrodynamics
Matlab® toolbox called astrotool1.
Afterwards, the author developed and implemented an optimiser for interplanetary
trajectories, using the primer vector method (for two-body high-thrust scenarios only).
Some relevant cases related to the work done at ESOC are shown in this Chapter.
7.1 Primer Vector Algorithm
In a real mission scenario, a mission analyst usually has to face a problem which
defines the initial and final positions of the planets as fixed variables. What can actually
vary is the transfer trajectory, differently from the theoretical analysis proposed so far
in the thesis. The main reason why such an approach has been chosen in the previous
Chapters, was to have a mathematical insight into a problem that could exploit the
analytical solution of the primer vector equation (See Aims and Obj., Chapter 1).
In this section, a more realistic approach is proposed: the algorithm developed at
ESA/ESOC can be actually used in an optimisation approach for real missions, and it
is based on the method of Jezewski [39] explained in Sec. 3.3.
The input of the developed algorithm are the departure and arrival dates and planets;
they are converted into ephemerides2 through some routines of astrotool. For such a
1The toolbox astrotool is a Matlab® based software done in collaboration between GMV and ESA
for preliminary mission analysis studies. It includes ‘gravity assist’, coordinate conversion, ‘Lambert’s
algorithm’, ephemerides, planets’ properties, etc...
2In Celestial Mechanics, the ephemerides are tabular listings of the relative positions of the planets
with respect to the Sun [45].
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case, the BVP mentioned all along the thesis, has also the TOF as constraint, given by
the fact that the boundary conditions include the departure and arrival dates. Therefore,
the Lambert’s algorithm is applied (see App. A), which computes the velocities at the
boundaries, together with the Keplerian transfer orbit.
The outputs of the Lambert’s algorithm are the inputs of the primer vector propagator:
the novel method (Chapters 5 and 6) is exploited, which gives an analytic (approximated
for the in-plane part) solution to the differential equations presented in Chapter 3,
avoiding the computation of the state transition matrix. Subsequently, a check on
the fulfilment of the NCs of Sec. 3.2.1 is done. If they are satisfied, the algorithm
terminates here.
In case the trajectory does not satisfy the conditions, an optimisation algorithm is
applied. It is a gradient-based optimiser (see Sec. 3.3), which uses the functions of
the optimisation package of Matlab®, defined with a specific set of options. After this
step, the new optimised trajectory (that has now a discontinuity at the DSM) is used
as input of a new Lambert’s algorithm. The aforementioned process is repeated, with a
new propagation of the primer vector.
The whole procedure is propagated again till convergence (fulfilment of the NCs) or
till a maximum number of two DSMs per trajectory, as presented in Sec. 3.3. In fact,
as demonstrated by Sandrik [76], for a higher number of intermediate impulses the
procedure changes. The complete flowchart of the developed algorithm is shown in Fig.
7.1.
In the next sections, 4 relevant examples of real mission scenarios are presented.
Figure 7.1: Primer Vector Optimisation Algorithm.
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7.1.1 Example 1: Earth to Mars
Central Body Departure Body Departure Date Arrival Body Arrival Date
Sun Earth 01 Jan 2020 Mars 01 Nov 2020
Table 7.1: Test orbit 1: Input data.
Figure 7.2: Test orbit 1: Step 1. Lambert’s algorithm orbit from Earth, green dot, to Mars,
red dot (left plot), primer vector profile (right plot).
Figure 7.3: Test orbit 1: Step 2-3. Orbits before and after optimisation procedure (left
plots), primer vector profile before and after optimisation procedure (right
plots).
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Figure 7.4: Test orbit 1: Step 4-5. Orbits after partial optimisation procedure (left plot),
primer vector profile before and after partial optimisation procedure (right
plot). Green continuous line represents the non-optimal part which is optimised
in this phase, dotted light blue the one that is not optimised. Red and blue
lines represent the profiles before (dashed) and after (continuous) the partial
optimisation procedure.
Figure 7.5: Test orbit 1: Final Step (6). Orbit after complete optimisation procedure (left
plot), primer vector profile after complete optimisation procedure (right plot).
∆V0 [km/s] date0 ∆Vf [km/s] datef ∆VDSM [km/s] dateDSM ∆Vtot [km/s]
1) 10.69 01 Jan 2020 7.19 01 Nov 2020 0 N/A 17.88
12.00 12.00
2-3) 1.32 01 Jan 2020 4.14 01 Nov 2020 3.21 02 Jun 2020 8.67
12.00 12.00 09.23
4-5-6) 1.26 01 Jan 2020 3.93 01 Nov 2020 1.48 15 Apr 2020 8.30
12.00 12.00 19.55
1.63 24 May 2020
09.38
Table 7.2: Test orbit 1: Results Table.
125
7.1. Primer Vector Algorithm
7.1.2 Example 2: Venus to Earth
Central Body Departure Body Departure Date Arrival Body Arrival Date
Sun Venus 01 Jun 2020 Earth 05 Feb 2021
Table 7.3: Test orbit 2: Input data.
Figure 7.6: Test orbit 2: left-hand side trajectory before (above) and after (below) optim-
isation procedure, right-hand side primer vector profile before (above) and after
(below) optimisation procedure.
∆V0 [km/s] date0 ∆Vf [km/s] datef ∆VDSM [km/s] dateDSM ∆Vtot [km/s]
1) 4.35 01 Jun 2020 6.92 05 Feb 2021 0 N/A 11.27
12.00 12.00
2-3) 4.71 01 Jun 2020 2.64 05 Feb 2021 2.22 27 Oct 2020 9.57
12.00 12.00 03.32
4-5-6) 4.48 01 Jun 2020 2.18 05 Feb 2021 6.12e-05 25 Oct 2020 9.40
12.00 12.00 18.04
2.74 27 Nov 2020
16.06
Table 7.4: Test orbit 2: Results Table.
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7.1.3 Example 3: Saturn to Uranus
Central Body Departure Body Departure Date Arrival Body Arrival Date
Sun Saturn 01 Jun 2022 Uranus 01 May 2025
Table 7.5: Test orbit 3: Input data.
Figure 7.7: Test orbit 3: Lambert’s algorithm orbit from Saturn (brown dot) to Uranus
(light blue dot) (left plot), primer vector profile (right plot).
For this test case the primer vector profile is smaller than 1 (at Step 1). The software
gives a ‘warning’ about the optimisation procedure: it is aborted because it is not
needed, in fact the primer vector satisfies the NCs of Lawden.
127
7.1. Primer Vector Algorithm
7.1.4 Example 4: Earth to Jupiter (‘Juice’-like)
Central Body Departure Body Departure Date Arrival Body Arrival Date
Sun Earth 01 Jun 2022 Jupiter 01 Jan 2030
Table 7.6: Test orbit 4: Input data.
Figure 7.8: Test orbit 4: left-hand side trajectory before (above) and after (below) optim-
isation procedure, right-hand side primer vector profile before (above) and after
(below) optimisation procedure.
∆V0 [km/s] date0 ∆Vf [km/s] datef ∆VDSM [km/s] dateDSM ∆Vtot [km/s]
1) 39.53 01 Jun 2022 14.17 01 Jan 2030 0 N/A 53.70
12.00 12.00
2-3) 15.21 01 Jun 2022 0.17 01 Jan 2030 7.51 10 Oct 2026 22.88
12.00 12.00 05.52
4-5-6) 8.68 01 Jun 2022 0.06 01 Jan 2030 5.66 23 Sep 2024 14.76
12.00 12.00 00.18
0.36 26 Oct 2026
04.57
Table 7.7: Test orbit 4: Results Table.
For this test case, the preliminary design input dates of ‘Juice’ mission has been
used. However, the encounters with any other planets or perturbations have not been
considered. Therefore, it is only an example to show a possible scenario where the
primer vector procedure can be applied.
For modelling of gravity assists within the primer vector theory see [64].
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Chapter 8
Conclusions and Future Work
This final Chapter summarises the main conclusions and novelties of this thesis,
referring to the Aims and Objectives of Chapter 1.
Furthermore, some possible future research works which can follow the work related to
this PhD are presented.
8.1 Conclusions
The primer vector theory of Lawden [47] has been used in this thesis as grounds for
building a novel approach in the field of optimisation of impulsive transfer trajectories
with mid-course corrections (called also deep space manoeuvres, DSM).
The addition of mid-course corrections in the design of an interplanetary trajectory
introduces complexity: the dimensionality of the problem increases, in particular the
size of the optimisation search space. The most common methods are exhaustive
searches which involve the usage of complex optimisation methods and that are also
constrained by their limitations (as [10; 25; 60; 88]). In fact, they generally assume to
fix the number of DSM to 1 along an arc or even the position of the manouevre itself,
missing any insight into the problem.
On the contrary, Lawden’s method, based on optimal control theory, defines a set of
necessary conditions (which can be sufficient in case of a linear system, as demonstrated
in [72]) for the addition of a DSM along an impulsive transfer arc, [39; 40; 50]. Therefore,
through the primer vector method it is possible to analyse a trajectory and define if
one (or more) DSM is needed, and also where and how the orbit has to be perturbed in
order to add a correction. However, the main drawback of the primer vector theory is
given by the complexity of the differential equations on which the method is based.
The lack in Lawden’s theory of an analytical solution to the differential equations has
been the starting point of this PhD’s research. The application of a polar reference
system transformation to the primer vector equation, has led to the decoupling between
the in-plane (pr and pϑ) and out-of-plane (ph) coordinates of the primer vector itself,
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Obj. (a)-(b)1. The two sets of components have been separately discussed in the thesis.
Chapter 5 shows how this decoupling occurs and demonstrates that the out-of-plane
component of the primer vector has a simple analytical solution, Obj. (d). Moreover, it
is proved that the out-of-plane component is independent of the semi-major axis of the
transfer orbit, Obj. (c).
Exploiting the simplicity of the out-of-plane analytic solution, the whole optimality
conditions of a specific transfer orbit can be represented through a graphical approach,
given only its eccentricity and the boundary conditions, Obj. (f). The novel repres-
entation is based on the fact that the lines with constant ph are all parallel, and they
can be drawn on the top of the transfer ellipse, defining distinct optimality regions.
Moreover, some critical cases, extensively discussed in Chapter 5, determine a procedure,
able to define the optimality of a set of transfer trajectories (that share eccentricity
and directions of initial and final impulses), where the only input of the problem are
the boundary conditions, Obj. (h); the graphical approach is able to determine the
structure of the primer vector’s profile, as well. The last part of Chapter 5 shows a
numerical representation (‘optimality maps’) of the optimality of a fixed transfer orbit
with variable initial and final position vector, Obj. (g).
The in-plane components are examined in Chapter 6: an approximate analytic solution
is found through a similarity with the Hamiltonian of Hill’s problem; in particular, the
Palmer coordinates, [67], are used to simplify the structure of the differential equations
and to find the solution as multiplication of matrices which are able to propagate the
primer vector along the transfer arc, given the boundary conditions, Obj. (b)-(e). For
the circular transfer case, Hill’s solution is proved to be also a solution for the primer
vector problem, Obj. (d). The Palmer coordinates, the in-plane primer vector and its
derivative are demonstrated to be independent of the semi-major axis of the transfer
orbit, as for the out-of-plane case, Obj. (c).
A peculiar property of the primer vector, which states that it is a unit vector in the
direction of the thrust [39], is fully exploited: the magnitudes of the initial and final
∆Vs are not relevant for the analysis and, therefore, the primer vector is parametrised
with the direction angles of the impulses, Obj. (f).
For the case of fixed transfer orbit, the dimension of the search space is then reduced
to 5: with the novel representation the only parameters which affect the propagation
of the primer vector are the eccentricity of the transfer orbit, the initial and final true
anomalies on the orbit itself, and the initial and final directions of the impulses, Obj.
(f). The planar scenario, where departure, arrival and transfer orbits are all co-planar,
is fully analysed and presented through numerical examples, Obj. (g).
This case has been analysed in Chapter 4 as well, where the optimisation search space
has been ‘sliced’ in order to get an insight into the problem. The main important
conclusion of the analysis of this Chapter is that for a fixed transfer orbit and fixed
direction of impulses, even if the departure and arrival orbits vary, the primer vector’s
1In this section, lower case letters in brackets refer to the corresponding Objectives of Sec. 1.3.2.
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profile is unchanged. Therefore, it has been demonstrated that a set of different depar-
ture and arrival orbits have the same optimality characteristics (according to Lawden’s
theory) and, as a consequence, same primer vector profile, if they share some common
properties, Obj. (h). In Chapter 4, the relationship between the eccentricity vectors of
this set of orbits is discussed, together with a criterion that associates the evolution of
the primer vector theory to the hodograph plane, Obj. (e).
In Chapter 6, the evolution of the primer vector is found to be systematic, with variable
boundary conditions; furthermore, the likelihood of a transfer to be optimal is presented
with the ‘optimality maps’, different from the ones of the out-of-plane case. In this case
the maps show either the peak values of the primer vector, with varying directions of
the impulses or the value of the initial (final) derivative of the primer vector. As before,
those maps are numerical results which visually present the optimality of a combination
of the boundary conditions represented on the x and y axes, Obj. (g).
To conclude, this thesis brings a major novel contribution to the analysis and
model of the primer vector theory.
8.2 Future Work
The analytical work of this thesis can find several interesting future developments;
an important possible expansion of the theory, that can derive from this PhD’s work,
is to find an analytical correlation in the ‘optimality maps’. For both in-plane and
out-of-plane components of the primer vector, those maps represent a way of ‘slicing’
the optimisation search space, and predict in advance how a set of specific boundary
conditions affects the optimality. The structure of the maps, as extensively shown and
explained in both Chapters 5 and 6, is regular and the maps also vary systematically;
therefore, even if they come as numerical results, it is possible that there is an analytical
correlations between them and the variable parameters.
Associated to the maps, an other important aspect is the ‘marginal optimality’, defined,
by the author of the thesis, as the boundary between an optimal and a non-optimal
behaviour (that, for Lawden’s theory it is indicated by p = 1). In particular, for the in-
plane maps, the marginal optimality is the contour of the ‘optimality islands’ themselves
(see Fig. 6.8). Therefore, an analytical understanding of the maps would not only
predict the behaviour of a set of boundary conditions, but also define analytically the
expression, and therefore the specific parameters, which determines the optimality.
An investigation of the marginal optimality can also bring to the investigation of
three-dimensional cases; in fact, Eq. 5.21, which represents the relations between the
coordinates of the primer vector at the initial and final position, can be generalised
at any intermediate points where p = 1. Therefore, if the marginal conditions can be
expressed analytically, the primer vector theory can be examined in depth. In fact, the
comprehension of this fundamental aspect of the theory can be the starting point for
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other novel research works.
Clearly, the three-dimensional cases, which combine the in-plane and out-of-plane
solutions found in this thesis, represents a potential future direction for other PhDs’
research works.
A current limitation of primer vector theory is in the optimisation phase, in particular
‘when’ to apply the mid-course correction. Lawden [47] stated that, in a non-optimal
case, a DSM can happen when p > 1 somewhere along the arc. The linearised theory of
Lion and Handelsman [50] gives the ignition point to be the one where the primer vector
reaches its maximum, but this is only a consequence of the first order approximation.
According to the equations of the method, along the entire interval where p > 1, it is
possible to apply the correction. In light of those considerations, it would be interesting
to investigate, understand and, if possible, give an alternative approach to the position
of the mid-course correction along the transfer arc.
The last Objective of Sec. 1.3.2, which was aiming to increase the complexity of the
analysis, has not been fulfilled. The reason behind this, can be found in the fact that
initially the scope of this thesis was quite broad, but during the three years of PhD, the
research focused on specific analytical approach to the primer vector theory. Therefore,
the direction of the research has been merely theoretical. The ‘applicative’ phase of
this PhD can be located during the months of internship at ESA/ESOC, where the
author developed an optimisation software which uses the primer vector theory (see
Chapter 7).
However, the idea of Obj. (i) comes from the paper of Olympio and Izzo [64], where
the authors were able to combine the primer vector theory with a multiple-arcs analysis
that includes gravity assists. Therefore, with the analytical grounds, outcome of this
thesis, a possible future research is to use the novel polar representation for multi-body
interplanetary transfer trajectories, where fly-by are included as well. This aspect can
bring to the analysis of multi-objective optimisation scenario; in fact, in this thesis the
transfer orbit has been assumed to be fixed, but there are no specific considerations on
the possible constraints given by a mission, as a pre-defined time of flight. Therefore,
for future works, this can be an interesting direction to investigate and develop.
To conclude, the primer vector method comes from optimal control theory, therefore it
is possible that the theory developed in this thesis can be generalised to context outside
the space field.
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Appendix A
This Appendix gives a general overview of the solution of the boundary value
problem proposed by Battin [9], together with a small introduction to the Lambert’s
algorithm.
In addition, a BVP case example solved with the method of Battin and studied at the
beginning of the PhD project is shown.
A.1 Boundary Value Problem
The heliocentric phase of the patched conic method (see Sec. 2.1, Fig. 2.1) can be
modelled through the classic approach proposed by Battin [9], the two-body orbital
boundary-value problem (BVP). This sort of problem has been mentioned many times
along the thesis, and it represents a case where only the boundary conditions are defined.
The strength of the BVP method stands in the fact that it is based on a simple geometric
representation, shown in Fig. A.1: a triangle that connects the departure planet P1
(central body of the phase 1 of the patched conic approximation), the target planet P2
(central body of the phase 3) and the focus of the trajectory F (central body of the
phase 2). The other geometric parameters to be taken into account are the angle ϑ
between the two position vectors, r1 and r2, and the chord, c, that connects P1 to P2.
The fundamental concept of the problem is that the boundary conditions are
given by the two position vectors (as a consequence, also by ϑ and c), while the output
are the velocity vectors at P1, v1, and at P2, v2.
Figure A.1: Geometric representation of the heliocentric phase, adapted from [29].
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For the case of ϑ ≠ 180○, the velocity vectors can be expressed as
v1 = √µl
r1r2 sinϑ
((r2 − r1) + r2
l
(1 − cosϑ)r1))
v2 = √µl
r1r2 sinϑ
((r2 − r1) − r1
l
(1 − cosϑ)r2))
(A.1)
where µ is the gravitational parameter and l the semi-parameter (or semi-latus rectum)
of the Keplerian orbit (only variable of Eq. A.1).
The idea of Battin has been to split the velocities into two components: vc, parallel
to the chord and in the direction that goes from P1 to P2 (ˆic), and vρ, parallel to the
respective radius vectors (ˆir1 and iˆr2). Doing so, the expression of the velocities of Eq.
A.1 becomes
v1 = vcˆic + vρiˆr1
v2 = vcˆic − vρiˆr2 (A.2)
where
vc ≜ c√µl
r1r2 sinϑ
vρ ≜ √µ
l
1 − cosϑ
sinϑ
(A.3)
The result given by this coordinates transformation, is that for both the velocity vectors,
the components along those axes, are equal [9]. Consequently to that, it can be shown
that the products of the two components of the velocity is constant for a specific BVP,
vcvρ = µc
2r1r2
sec2
1
2
ϑ = const (A.4)
Therefore, the product vcvρ is independent from the orbit that connects the initial and
final positions, while it depends on the geometry of the problem itself only.
Eq. A.4 is the equation of an hyperbola where the asymptotes are the initial position
vector (extended) and the chord. This is shown in Fig. A.2, where: v1m is the minimum
energy1 velocity vector at P1 which has also equal components along the skewed axis,
v1 represents the generic velocity vector and v1p the one of the parabolic case. The v˜j
velocity vectors are the ones corresponding to the conjugate orbits2.
Within all the feasible orbits that connect P1 to P2, there is a transfer characterised by
an eccentricity that is the minimum between all the possible cases. The eccentricity
vector associated to it, called eF , is
eF ≜ r1 − r2
c
iˆc (A.5)
1The minimum-energy orbit in the BVP is an ellipse corresponding to the smallest possible value
of the semi-major axis a [9].
2A conjugate orbit is an orbit that has the same value of the semi-major axis of the principle one,
but different eccentricity.
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Figure A.2: Locus of velocity vectors for or-
bital transfer [9].
Figure A.3: Locus of the eccentricity vectors,
adapted from [9].
where iˆc is the unit vector in the direction of the chord as in Eq. A.2, [9]. It can be
demonstrated that ‘the locus of the termini of the eccentricity vectors is a straight line
perpendicular to the chord [9]’, Fig. A.3. This means that all the eccentricity vectors
have a constant projection on the chord P1P2 [9].
In Sec. A.2 an analysis of the BVP of Battin [9], developed during the first phase of
the research, is presented.
A.1.1 Lambert’s problem
When the time of flight is one of the constraints of the mission, it is necessary to
have a method that allows to fly along a Keplerian transfer trajectory within that
limited amount of time. This can be done with a special case of the BVP, the Lambert’s
orbital boundary-value problem [9].
The geometry of this problem is the same as the one of Fig. A.1, where now FP1 and
FP2 define, not only two positions in space, but also in time.
The theorem that Lambert affirmed about this problem, states that the transfer time
∆t is a function of only 3 parameters: the semi-major axis of the arc, a, the length of
the chord, c and the sum of the distances r1 and r2. The theorem can be expressed as√
µ(t2 − t1) = f(a, r1 + r2, c) (A.6)
in particular it is important to underline that the time of flight is independent from the
eccentricity of the transfer orbit [53].
As in the BVP, the output of the Lambert’s algorithm are the arrival and departure
velocity vectors on the transfer orbit, v1 and v2. The Keplerian orbit arc that connects
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P1 to P2, now constrained by the time of flight, is also an output of the algorithm.
There are at least two solutions for the problem, both indicated in Fig. A.1. One is
represented as a continuous line (anti-clockwise direction from P1 to P2, subtending an
angle θ) while the other by a black dashed line (clockwise direction that subtended an
angle of 2pi − θ). This duality can be avoided if the direction of motion is specified in
advance.
The solutions to the problem can be represented also by multi-revolution arcs, and it
can be demonstrated that for a specific number of full revolutions, there are two unique
solutions for a predefined direction of motion (if the time of flight is long enough) [29].
The problem of Lambert does not have an analytic solution, therefore, during the years
many numerical approaches have been developed and suggested, e.g. [29].
A.2 Boundary Value Problem Analysis
The BVP method of Battin [9], introduced in Sec. A.1, has been analysed during
the first months of this research project. The obtained results show an overview of all
the possible Keplerian orbits that connect two general position vectors.
The procedure followed for the analysis, starts from the identification of the geometry of
the problem, which gives the boundary conditions to the algorithm. The propagation is
lead by the semi-latus rectum (l), being the only variable of the problem. The algorithm
of Battin is applied in terms of l, and l varies from its smallest possible value (which
tend to 0), lmin, to a maximum reasonable value, lMAX, with an arbitrary propagation
step ∆l. The outputs are the velocities at P1 and P2 on the Keplerian arc.
Subsequently, the orbital elements are computed through a conversion from Cartesian
to Keplerian elements. A check on the value of the eccentricity is done, and then the
time of flight is computed through the Kepler equation, [9].
The flow chart of the algorithm is shown at the end of the Appendix, in Fig. A.11.
A.2.1 Case studied
Input of the case studied: r1 = [1.0,0.0,0.0] AU and r2 = [1.5,0.8,0.0] AU.
The results of the simulations that have been run are shown below.
A.2.1.1 Semi-major axis
Fig. A.5 shows the variation of the semi-major axis wrt the semi-parameter l.
In this plot there are three main regions (where lpar1 and lpar2 are the value of l at the
two asymptotes):
• 0 < l < lpar1: the semi-major axis is negative, which means that the area confines
hyperbolic orbits. As l increases, the first asymptotic case of the problem (first
parabola) occurs;
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• lpar1 < l < lpar2: the semi-major axis is positive, in this area the elliptical orbits
solutions are enclosed;
• l > lpar2: the semi-major axis is negative again, second area of hyperbolic orbits.
The limit cases of those areas are:
• l → 0: straight line ( focus F internal to the segment P1P2, vc →∞ while vρ → 0);
• l = lpar1: first parabolic case ( l ≈ 0.04 AU);
• l = lpar2: second parabolic case ( l ≈ 1.71 AU);
• l →∞: straight line ( focus F external to the segment P1P2, vc → 0 while vρ →∞);
A.2.1.2 Eccentricity
As introduced in Sec. A.1, the eccentricity vector has a constant component along
the direction of the chord (ˆic), while the component of e along the perpendicular
direction to the chord is varying with respect to an angle ζ.
In Fig. A.4 a general scenario is illustrated: ζ = 0 for the minimum eccentricity ellipse,
then it increases for the other elliptic orbit cases, until a limit value of ζp that corres-
ponds to the principal parabolic orbit. The values of ζ increases again for the hyperbolic
orbits. For the conjugate orbits, the angle ζ has the same value of the principal orbit,
but it is changed in sign. Those considerations are consistent with the results found
regarding the variation of the eccentricity vector respect to the semi-parameter l of
Figs. A.6-A.7.
In Fig. A.6 it is shown how, starting from a negative component along the direction
perpendicular to the chord, the eccentricity vector has ζ = 0 for the minimum eccentricity
Figure A.4: Variation of the eccentricity vector according to different orbit classes.
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ellipse, eF ≈ 0.6 (see Fig. A.7).
The angle ζ, as the value of the component of the eccentricity in the direction perpen-
dicular to iˆc, increases during the propagation. This result is consistent with the one of
Fig. A.5. In particular it is possible to say that the principal parabolic case is the one
with l ≈ 1.71 AU (ζ > 0), whereas the conjugate parabolic case is the one with l ≈ 0.04
AU (ζ < 0).
A.2.1.3 Time of flight and minimum energy ellipse
The variation of the TOF wrt to l is shown in Fig. A.8: for small value of the
semi-parameter (hyperbolic cases) the time of flight gets to really high value with an
asymptotic discontinuity for the value of l corresponding to the conjugate parabolic orbit
(l ≈ 0.04 AU). For value of l ≳ 0.04, the time of flight decreases. It is also interesting to
analyse the behaviour of the TOF related to the value of the semi-major axis restricted
to the area of elliptical cases (Fig. A.9): the value of the time of flight corresponding to
the minimum energy case(tminE) gives the minimum semi-major axis case. This point is
the one that separates the principal ellipses to their conjugates, in particular t < tminE
is the case of the principal conic sections (ϑ < pi), whereas t > tminE corresponds to the
conjugate orbits (pi > ϑ > 2pi).
In Fig. A.10 the minimum energy ellipse for the considered case is shown.
The next section shows all the results related to the case studied.
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A.2.1.4 Simulations Results
Figure A.5: Semi-major axis vs semi-parameter.
Figure A.6: Eccentricity vector components vs semi-parameter.
Figure A.7: Eccentricity vs semi-parameter.
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Figure A.8: Time of flight vs semi-parameter.
Figure A.9: Time of flight of elliptical orbits vs semi-parameter.
Figure A.10: Ellipse minimum energy.
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Figure A.11: Flow chart of the BVP algorithm.
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Appendix B
In this Appendix it is presented an evaluation for the computation of the best value
of c of Eq. 3.33, as in [39]. The nomenclature of the equations which is used in this
Appendix, is the original one, therefore some symbols can have a different meaning
with respect to the rest of the thesis.
B.1 Linear Approximation: Optimal Value for In-
termediate Impulse
To evaluate how much the trajectory should be perturbed and in which direction in
order to obtain a perturbed trajectory with a lower cost, the generic perturbation of a
state x(τ) at any two times between impulses has to be considered, as
δx(t) = Φ(t, τ)δx(τ), (B.1)
which, applied to the perturbation for an intermediate impulse as presented in Eq. 3.29
gives ⎡⎢⎢⎢⎢⎣δrm
−
δvm−
⎤⎥⎥⎥⎥⎦ = Φ(tm, t0)
⎡⎢⎢⎢⎢⎣δr0δv0
⎤⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎣δrm
+
δvm+
⎤⎥⎥⎥⎥⎦ = Φ(tm, tf)
⎡⎢⎢⎢⎢⎣δrfδvf
⎤⎥⎥⎥⎥⎦
. (B.2)
Considering the differential cost function, Eq. 3.30 can be written also as
dJ = ∥∆V0 + δV0∥ − ∥∆V0∥ + ∥∆Vf + δVf∥ − ∥∆Vf∥ + cm. (B.3)
From the combination of Eqs. B.1 and 3.34 it yields
δV0 = Φ12−1(tm, t0)δrm = cmα˜
δVf = Φ12−1(tm, tf)δrm = cmβ˜ (B.4)
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where
α˜ ≜ Φ12−1(tm, t0)R−1 pm∥pm∥
β˜ ≜ Φ12−1(tm, tf)R−1 pm∥pm∥
(B.5)
Keeping the second order terms in the expansion of Eq. B.3 and combining it together
with Eq. B.4, a quadratic in c can be obtained, of the form dJ = a0 + a1cm + a2cm2.
Taking the partial derivative of dJ with respect to cm, and solving it for cm from
∂(dJ)
∂cm
= 0 gives
cm = − a1
2a2
. (B.6)
In [39] Eq. B.6 is shown as the best value of the magnitude of the intermediate impulse,
for a linear approximation of the cost.
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All four Palmer coordinates can be combined together in order to obtain a system
of ODE which can be solved as shown in Chapter 5.
The mathematical reasoning developed during this PhD project, behind the integration
process of the aforementioned Chapter is presented in this Appendix. As a note, the
assumption that σ and ω are constant for small interval of time, is valid also in the
following procedure.
C.1 Full integration of the Palmer coordinates
Starting from the line of Eq. 6.15 concerning p1, there is
p¨1 + ω2(2σ − 1)p1 = −2ω2(σ − 1)p4, (C.1)
this equation can be derived to the fourth order1 and it becomes
p1
IV + ω2(2σ − 1)p1II = −2ω2(σ − 1)p4II. (C.2)
From the system of ODEs of Eq. 6.15, the equation concerning p4 is
p¨4 = 2ω2(σ − 1)p1 + 3ω2(σ − 1)p4, (C.3)
and furthermore, Eq. C.1 gives p4 as function of p1:
ω2(σ − 1)p4 = −1
2
[p¨1 + ω2(2σ − 1)p1]. (C.4)
Therefore, substituting the value of p4 of Eq. C.4 into Eq. C.3, p¨4 becomes a function
of p1 and its second derivative only:
p¨4 = 2ω2(σ − 1)p1 − 3
2
[p¨1 + ω2(2σ − 1)p1]. (C.5)
1The symbol xII, III, IV represent the second, third and fourth derivatives of a generic variable x
with respect to time, respectively. They are equivalent to the ‘dot’ notation (i.e. x¨), but in some
specific equations the latter nomenclature has been avoided to facilitate the reading.
In this section, those two kind of symbolism are used indistinctly.
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Similarly, in Eq. C.2 the second derivative with respect to time of p4 is a function of p1
only:
p4
II = −p1IV + ω2(2σ − 1)p1II
2ω2(σ − 1) . (C.6)
Substituting Eq. C.6 in Eq. C.5, the result is an ODE of fourth order in p1:
p1
IV + ω2(2σ − 1)p1II = −2ω2(σ − 1)[ − 3
2
p1
II + ω2(σ + 1
2
)p1], (C.7)
which, after some simplification, is exactly Eq. 6.17.
The solution of the ODE in p1 is fully discussed in Chapter 5 (Eq. 6.20).
Following the fact that p1 is known, the other Palmer coordinates can be de-
rived. Starting from the solution of p1 (p1 ≈ eλ˜t), it is clear that its first and second
derivatives are in the form of
p˙1 ≈ λ˜eλ˜t ≡ λ˜p1
p¨1 ≈ λ˜2eλ˜t ≡ λ˜2p1 . (C.8)
The coordinate p4 is related to p1 and p¨1 through Eq. C.1, that combined with Eq. C.8
gives [λ˜2 + ω2(2σ − 1)] = −2ω2(σ − 1)p4, (C.9)
from which the ratio between the two Palmer coordinates can be evaluated
p4
p1
= λ˜2 + ω2(2σ − 1)−2ω2(σ − 1) . (C.10)
From the solution of the characteristic equation, Eq. 6.18, the square of λ˜ is
λ˜2 = ω2
2
(σ − 1) ±√9σ2 − 8σ, (C.11)
which implies that, after some calculations, Eq. C.10 becomes
p4 = (5σ − 4) ±√9σ2 − 8σ
4(1 − σ) p1. (C.12)
Equation C.12 states that p4 is equal to p1 which multiplies a coefficient that is exactly
the variable ξ± of Eq. 6.24, which appears in the matrix Σ of Eq. 6.23.
Moving forward to p2, it is necessary to go back to the first order ODE of Eq.
6.15 which relates its first derivative with p1 and p4:
p˙2 = ω[(2σ − 3)p1 + 4(σ − 1)p4]. (C.13)
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If the values of p4 as function of p1 of Eq. C.12 is substituted into Eq. C.13, it becomes
p˙2 = ω[(−3σ − 1) ∓√9σ2 − 8σ]p1, (C.14)
where the coefficient that pre-multiplies p1, apart from a factor ω, is δ± of Eq. 6.24.
The last Palmer coordinate which needs to be expressed as a function of p1, is p3.
Following the same procedure used for the previous coordinates, the relation between
its first derivative, p1 and p4 (Eq. 6.15) is
p˙3 = ω[4(σ − 1)p1 + (8σ − 5)p4]. (C.15)
Replacing the value of p4 of Eq. C.12 into Eq. C.15, and after some algebra, the final
relationship is obtained:
p˙3 = ω
4(1 − σ)[(24σ2 − 25σ + 4) ± (8σ − 5)√9σ2 − 8σ]p1, (C.16)
where, as in the previous cases, the coefficient before p1 is the variable γ± of Eq. 6.24.
To sum up, at this stage of the procedure, the four Palmer coordinates are re-
lated through Eqs. C.12, C.14 and C.16; concerning p1, its expression is (Eq. 6.20):
p1 = Aeλ˜+1 t +Beλ˜+2 t +Ceλ˜−1 t +Deλ˜−2 t, (C.17)
subsequently p4 is known from Eq. C.12 as2
p4 = ξ+(Aeλ˜+1 t +Beλ˜+2 t) + ξ−(Ceλ˜−1 t +Deλ˜−2 t). (C.18)
In order to solve for the other two coordinates, Eqs. C.14 and C.16 need to be integrated:
p2 = ∫ ω(δ±p1)dt = ω[δ+( A
λ˜+1 e
λ˜+1 t + B
λ˜+2 e
λ˜+2 t)+δ−( C
λ˜−1 e
λ˜−1 t + D
λ˜−2 e
λ˜−2 t)] (C.19)
p3 = ∫ ω(γ±p1)dt = ω[γ+( A
λ˜+1 e
λ˜+1 t + B
λ˜+2 e
λ˜+2 t)+γ−( C
λ˜−1 e
λ˜−1 t + D
λ˜−2 e
λ˜−2 t)] (C.20)
The system of Eqs. C.17, C.18, C.19, C.20 is the solution of the integration, that,
rearranged, becomes (after lots of algebra!) Eq. 6.21.
2The combination between the different variables with the subscript ‘±’ is done with respect ot the
sign of the square root of the determinant 9σ2 − 8σ ≡ ∆σ, as defined in Chapter 5, apart from δ± where
the signs are swapped.
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