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Abstract: The FAMU experiment aims to accurately measure the hyperfine splitting of the ground
state of the muonic hydrogen atom. A measurement of the transfer rate of muons from hydrogen
to heavier gases is necessary for this purpose. In June 2014, within a preliminary experiment, a
pressurized gas-target was exposed to the pulsed low-energy muon beam at the RIKEN RAL muon
facility (Rutherford Appleton Laboratory, U.K.). The main goal of the test was the characterization
of both the noise induced by the pulsed beam and the X-ray detectors. The apparatus, to some
extent rudimental, has served admirably to this task. Technical results have been published that
prove the validity of the choices made and pave the way for the next steps. This paper presents the
results of physical relevance of measurements of the muon transfer rate to carbon dioxide, oxygen,
and argon from non-thermalized excited µp atoms. The analysis methodology and the approach
to the systematics errors are useful for the subsequent study of the transfer rate as function of the
kinetic energy of the µp currently under way.
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1 The FAMU project
The final objective of the FAMU experiment is to determine the proton Zemach radius by measuring
the hyperfine splitting of the µp ground state. In literature, the “standard” measurement of the
Zemach radius of the proton Rp is achieved using ordinary hydrogen. A comparison with the value
extracted from muonic hydrogen may reinforce or delimit the proton radius puzzle [1].
The FAMU experimental method requires a detection system suited for time resolved X-ray
spectroscopy [2]. The characteristic X-rays from muonic atoms formed in different targets have
been detected using HPGe detectors and five scintillating counters based on LaBr3(Ce) crystals,
whose output was recorded for 5 µs using a 500MHz digitizer to measure both energy and time
spectrum of the detected events. The expected characteristic muonic X-rays of various elements
and the mean lifetimes were determined through a detailed pulse analysis.
In the proposed laser spectroscopy experiment, muonic hydrogen atoms are formed in a hy-
drogen gas target. In subsequent collisions with H2 molecules, the µp de-excite at the thermalized
(1S)F=0 state. A laser tuned on the hyperfine splitting resonance induces singlet-to-triplet tran-
sitions; when the µp atoms in the (1S)F=1 state are de-excited back to the singlet state and the
transition energy is converted into additional kinetic energy of the µp system. Thus the µp atom
gains about two-thirds of the hyperfine transition energy (≈ 120meV). The energy dependence of
the muon transfer frommuonic hydrogen to another higher-Z gas is exploited to detect the transition
which occurred in the µp. Although, in general, themuon-transfer rate at low energiesΛpZ is energy
independent, this is not the case for a few gases. Oxygen exhibits a peak in the muon transfer rate
ΛpO at epithermal energy [3]. Thus by adding small quantities of oxygen to hydrogen it is possible
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to observe, by measuring the time distribution of the characteristic X-rays from the muon-transfer
events to the added gas, the number of hyperfine transitions which take place. The setup of this first
FAMU experimental test is described in details in [2]: it consisted in a beam hodoscope placed in
front of a high pressure gas in an aluminium vessel surrounded by X-rays detectors. For these tests,
four different targets were exposed to the muon beam: a pure graphite block and three gas mixtures
(pure H2, H2 + 2%Ar , H2 + 4%CO2, measured by weight). The hydrogen gas contained a natural
admixture of deuterium. The aim was to study detector response in the environment of the muon
beam at RIKEN RAL through the measurement of the muon transfer rate at room temperature. The
muonic atom characteristic X-rays were detected using scintillating counters based on LaBr3(Ce)
crystals (energy resolution ≈3% at 662 keV and decay time τ = 16 ns) read out by Hamamatsu
R11265-200 PMTs and two HPGe detectors were used to obtain a benchmark spectrum. The
waveforms were processed off-line to reconstruct the time and energy of each detected X-ray.
2 Muonic atom formation and muon transfer
At RAL muons are produced in bunches with a repetition rate of 50Hz. Each bunch is consisting
of two spills separated by about 320 ns. Each spill can be roughly described as a gaussian distri-
bution with FWHM of 70 ns and the incident muon momentum has a gaussian distribution with
σE/E ≈ 10% [4]. The mean of the distribution can be tuned by beam users and it was chosen to be
61MeV/c for the 2014 FAMU data acquisition.
Exiting the kapton window of the beam pipe collimator at a rate of about 105 particle per
second, muons cross the FAMU beam hodoscope [5] and reach the gas in the aluminium vessel
after crossing a 3mm thick aluminium window.
Muons loose energy mostly by the ionization process. The initial momentum was chosen in
order to maximize the muon stop in the gas of the target. Once a muon is slowed down to zero, it is
captured by the closest atom into high orbital states, forming a muonic atom.
The muon atomic orbit equivalent to the electron K orbit has a principal quantum number
nµ ≈ (mµ/me)
(1/2) ≈ 14 and it is reached by the muon in femtoseconds from the instant of its
atomic capture [6]. The muon cascades down rapidly to the lowest quantum state available, 1S.
In the case of light elements, de-excitation starts with Auger process until the quantum number
reaches values from 3 to 6 at which radiative transitions take over. During radiative transitions
X-rays are emitted at an energy corresponding to the energy levels difference. Due to momentum
conservation, muonic hydrogen gains kinetic energy during this phase.
In pure hydrogen, once the muon is in the 1S orbit it either decays (µ− → e− + νe + νµ) or is
captured by the nucleus (µ− + p → n + νµ). In hydrogen the capture to decay probability ratio is of
the order of 4 × 10−4, while this ratio becomes about one around Z = 11 [6].
In presence of material impurities with mass number A>1 and atomic number Z>1, the muonic
hydrogen system can undergo the transfer reaction µ−p + AZ → (µ− AZ)∗ + p, which results in the
formation of a new muonic atom (µ− AZ)∗ which then de-excites by Auger and radiative processes.
The muon transfer rate from hydrogen to higher-Z gases depends on the density of the gas, on
the amount of impurities in the hydrogen gas and on the kinetic energy of the muonic hydrogen.
Once constructed, to avoid any contamination, the aluminium target was submitted to cycles
of washing and heating. During transportation the target was filled with nitrogen at about 2 bar.
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For every gas change, the target was evacuated at a vacuum level below 10−5mbar. This procedure
assured a contamination level smaller than one part per million during the data taking. HpGe
detectors confirmed the purity of the gas inside the target.
3 Data analysis
The measurement of the transfer rate as function of the muonic hydrogen kinetic energy should be
performed in stable thermalized condition. In this state, at a given temperature of the target, the
kinetic energy of the µp follows the Maxwell-Boltzmann distribution.
Although the 2014 apparatus was devoted to study the beam conditions and the signal to
noise ratio attainable with the chosen detection system (LaBr3(Ce) and HPGe detectors), a detailed
analysis has been carried out to measure the transfer rate from hydrogen to atoms with higher Z.
In this study the gas target was kept at a pressure of 38 bar at room temperature. In these
conditions the thermalization of the muonic hydrogen, after formation, requires about 100 ns [7].
However at the concentration of CO2 (4% by weight) used in the gas mixture the population of
muonic hydrogen is greatly suppressed by muon transfer to the CO2 within times well below
100 ns [7]. Hence the transfer arises in epithermal uncontrolled conditions at which the kinetic
energy ofmuonic hydrogen during themuon transfer can be assumed to be distributed as a sumof two
Maxwellians distributions, the first related to the gas temperature and the second one corresponding
to the mean energy of 20 eV, (see [8] and references therein).
The 2014 data analysis showed a strong X-ray emission from K-lines de-excitation of muonic
oxygen and carbon and at the same time no delayed oxygen or carbon lines emission after about
10–20 ns from the arrival of the last of the muon beam spills [2].
Since most of the muons are captured by the hydrogen in the mixture — as confirmed by a
dedicated GEANT4 simulation [9] — and the percentage of oxygen atoms is order of per mille, the
detected oxygen and carbon lines mostly come from muon transfer from hydrogen to CO2.
Hence, a study of the time evolution of the oxygen K-lines emission can be performed to
measure the transfer rate. Since the transfer process is faster than 100 ns, this analysis concerns
the X-rays from carbon and oxygen detected during the arrival of the muon beam itself within the
prompt X-ray background emission from all the elements of the target, mostly aluminium. In this
situation the µp can be excited and have a very wide energy distribution, so the level of epithermicity
is undetermined.
The variation of the number of muonic hydrogen atoms Nµp present in the target in the time
interval dt can be expressed by:
dNµp(t) = S(t)dt − Nµp(t)λdisdt , (3.1)
where S(t) is the number of muonic hydrogen generated in the time interval dt, and λdis is the total
disappearance rate of the muonic hydrogen atoms:
λdis = λ0 + φ (cpΛppµ + cdΛpd + cZ1ΛpZ1 + cZ2ΛpZ2 + . . .) . (3.2)
Here λ0 is the rate of disappearance of the muons bounded to proton (that includes both muon
decay and nuclear capture), Λppµ is the formation rate of the ppµ molecular ion in collision of
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µp with a hydrogen nucleus, Λpd denotes the muon transfer rate from µp to deuterium, and ΛpZi
are the muon transfer rates from µp to the admixture nuclei of charge Zi (i = 1, 2, . . . etc). The
ppµ formation and muon transfer rates are all normalized to the liquid hydrogen number density
(LHD) N0 = 4.25 × 10
22 cm−3, and φ is the target gas number density in LHD units. The atomic
concentrations of hydrogen, deuterium, and heavier-nuclei admixture in the gas target, denoted by
cp, cd, cZi , are related to the number densities of the latter, Np, Nd, and NZi , by:
cp = Np/Ntot , cd = Nd/Ntot
cZi = NZi/Ntot (i = 1, 2, . . .) ,
Ntot = Np + Nd + NZ1 + NZ2 + . . . ,
cp + cd +
∑
cZi = 1 .
The unknowns in eq. (3.1) and (3.2) are therefore S(t) and ΛpZi .
The key point of this analysis is that the time evolution of the emission of prompt X-rays from
the aluminium of the target resembles the time shape of the beam pulses and can be used as a
description of the formation rate of muonic hydrogen S(t).
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Figure 1. Left panel: time evolution of X-rays emission from aluminium and oxygen. Right panel: time
evolution of X-rays emission from aluminium and argon. Lines are a fit to the oxygen and argon distributions,
see text.
Figure 1 shows the time distribution of X-rays originating from muonic aluminium atoms
formed in the vessel (346 keV line) and the X-rays coming from oxygen (133 keV line) and argon
(644 keV line). It can be noticed that the aluminium X-ray distribution precedes in time the
contaminant X-ray gas distribution. The data for the argon sample were acquired with a smaller
statistic, resulting in larger fluctuations. The solid line in figures is a fit to the data, as explained later
in this section. The hypothesis that the X-ray time distributions frommuonic aluminium and oxygen
(argon) are compatible was rejected performing the Kolmogorov test on unbinned data which give
zero probability both for oxygen and argon.
The time difference between X-ray distributions from muonic aluminium and the muonic
atoms of the gas admixed to hydrogen has also been studied using a GEANT4 simulation of the
experimental set-up. The simulation reproduces the structure of the target, the detectors, and space
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and time distributions of the muon beam. However, the process of muon transfer has not yet
been implemented and as a consequence only the timing of the “prompt” X-ray emission can be
evaluated. Figure 2, on the left, shows the results of the simulations of the time evolution of muon
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Figure 2. Left panel: simulated time evolution of X-rays emission from aluminium (full black circles) and
gas (blue open circles). Right panel: time of flight of muons stopping in the aluminium (black line) and in
the gas (blue line).
stopping in the aluminium of the target and in the gas. The distributions are almost overlapping;
according to a Kolmogorov test, there is a probability of 83% that the two distribution belong to
the same population. The same conclusion can be derived by studying the time of flight of muons
before the stop in the gas or in the aluminium, see figure 2 on the right, with the mean from the gas
distribution at 2.7 ns and the mean from the aluminium distribution at 2.9 ns. The peak at about 1 ns
for aluminium corresponds to events stopping in the entrance window. This type of events accounts
for only about 10% of the events of muon stop in aluminium. The remaining 90% of muons stops
in the lateral walls of the target in a good time coincidence of muons stopping in the gas, blue line
in figure. This effect can be explained by observing that the muon beam momentum was tuned at
61MeV/c. Hence, most of the muons are able to cross the 3mm thick aluminium entrance window
without stopping. Subsequently, they loose energy in the gas till stopping in hydrogen or eventually
reaching the aluminium lateral walls from where, according to the simulation, the most part of the
aluminium muonic X-rays are coming. The difference between the distributions obtained from the
simulation, figure 2 on the right, can not account for the time difference of about 5–10 ns observed
in the real data between aluminium and CO2 (argon) X-rays distributions (see figure 1). This
implies that a physical process like the muon transfer from muonic hydrogen to CO2 and argon is
responsible for this time difference.
Through a study of the time evolution of the X-ray events coming from the gas, it is possible
to determine the average transfer rate in this particular situation, when in the X-ray spectrum
contributions from the direct muon capture, muon transfer from excited µp atoms [10], and from
the ground-state µp atoms coexist. The prompt aluminium signal from the target material (345 keV
line) was chosen as a time reference. In the case of CO2 as contaminant in the gas, eq. (3.2)
becomes λdis = λ0 + φ[cpΛppµ + cdΛpd + cOΛpO + cCΛpC], where cO and cC are the oxygen and
carbon atomic concentrations respectively (with cO = 2cC) and ΛpO, ΛpC are the corresponding
– 5 –
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Table 1. Parameters used in eq. (3.2) for the evaluation of the transfer rate for the different gases.
Gas mixture cZiΛZi terms Free parameter Fixed parameters
in eq. (3.2)
Transfer rate to CO2 H2 + 4%CO2 cCΛpCO2 ΛpCO2 cC = (9.5 ± 0.3) × 10
−4
= cC(ΛpC + 2ΛpO) cO = 2cC
cd(H2+CO2) = (1.358 ± 0.001) × 10
−4
cp = 1 − cC − cO − cd(H2+CO2)
Transfer rate to Oxygen H2 + 4%CO2 cCΛpC + cOΛpO ΛpO ΛpC = (5.1 ± 1.2) × 10
−10s−1
cC = (9.5 ± 0.3) × 10
−4
cO = 2cC
cd(H2+CO2) = (1.358 ± 0.001) × 10
−4
cp = 1 − cC − co − cd(H2+CO2)
Transfer rate to Argon H2 + 2% Ar cArΛpAr ΛpAr cAr = (5.1 ± 0.1) × 10
−4
cd(H2+Ar) = (1.355 ± 0.001) × 10
−4
cp = 1 − cAr − cd(H2+Ar)
transfer rates. Since in the condition of this measurement the transfer rates to oxygen and carbon
are unknown, it was decided not only to evaluate a single average transfer rate to the CO2 molecule
(ΛpCO2 = ΛpC + 2ΛpO) but also to evaluate the transfer rate to oxygen ΛpO by using a fixed value
of ΛpC . In this latter case we used ΛpC = 5.1 × 10
10s−1 from [11, 12] and the disagreement with
other measurements [13] was considered in the estimation of systematic errors. In the case of argon
a single transfer rateΛpAr was evaluated. Gas parameters depend on the composition, temperature,
and pressure as described below, and are summarized in table 1; values were set as follows:
• fillingwas performed at “room temperature”T ∈ [288, 298]K, at a pressure P = (38.00±0.25)
bar, with CO2 concentration of (4.00 ± 0.12)%, mass weighted, and at room temperature
T ∈ [288, 298]K, at a pressure P = (40.00±0.25) bar, with a concentration of (2.00±0.06)%
mass weighted, for argon;
• the number densities of the gas mixtures are φH2+CO2 = (4.509 ± 0.003) × 10
−2 and
φH2+Ar = (4.606 ± 0.001) × 10
−2 in LHD atomic units, as derived from previous values;
• the atomic concentrations of carbon cC = (9.5±0.3)×10
−4 and argon cAr = (5.1±0.1)×10
−4
are derived from previous values; the deuteron concentrations cd(H2+CO2) = (1.358±0.001)×
10
−4 and cd(H2+Ar) = (1.355±0.001)×10
−4were derived froma laboratorymeasurement [14];
• remaining data were taken from literature and theoretical calculations: Λppµ = 2.01 ×
10
6 s−1 [15], Λpd = 1.64 × 10
10 s−1 [16], λ0 = (4665.01 ± 0.14) × 10
2 s−1 [15, 17].
A fit of the CO2 (oxygen and carbon), oxygen, and argon X-rays time evolution can be
performed numerically integrating eq. (3.1) by leaving ΛpCO2 , ΛpO, and ΛpAr as free parameters.
We considered the Kα,β,γ X-ray lines from carbon and Kα,β,γ from oxygen when evaluating ΛpCO2 ,
the Kα,β,γ from oxygen for ΛpO, and Kα from argon for ΛpAr . The fit to the data is shown as solid
lines in figure 1 for oxygen and argon. The step-like behaviour is due to the numerical integration
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procedure used to calculate the function for each time bin. The reduced χ2 of the fit is about 1.6 for
oxygen and 0.7 for argon. However, for oxygen, it can be noticed that there is a significant deviation
of the fit with respect to the data around 240 ns that could be ascribed to unaccounted contribution
to the transfer rate from excited muonic hydrogen states.
Table 2. Result of the transfer ratemeasurementswith systematic errors summed in quadrature and breakdown
of systematic errors. All values are in units 1010 s−1. Systematic errors were evaluated for oxygen (third
column) and their relative weight rescaled to argon and CO2 results (second and forth columns). Details of
the systematic errors is given in the indicated sections.
[Units: 1010 s−1] CO2 oxygen argon
Transfer rate 405.3 ± 1.5(stat)+255
−111
(sys) 186.4 ± 6.0(stat)+118
−52
(sys) 289 ± 18(stat)+181
−80
(sys)
Sytematic errors breakdown
Timing (Sec. 4.1) +243
−81
+112
−37
+173
−58
Background (Sec. 4.2) ±67 ±31 ±48
Method (Sec. 4.3) ±34 ±16 ±24
Temperature (Sec. 4.4) ±8 ±4 ±6
Concentration (Sec. 4.5) ±12 ±6 ±9
ΛpC (Sec. 4.6) n/a
+2.7
−3.9
n/a
The measured transfer rate to CO2, oxygen and argon are reported in table 2. Statistical errors
are smaller than estimated systematic errors (summed in quadrature). A description of systematic
errors evaluation is reported in section 4. Due to the experimental condition, the mean kinetic
energy of the muonic hydrogen cannot be determined precisely. The whole energy range between
the mean kinetic energy of thermalized gas (0.038 eV at 300K) and the mean kinetic energy (10 eV)
of the sum of the two Maxwellians described previously [8] should be considered.
Figure 3 shows our results together with previous measurements and theoretical calculation.
In the top panel, our CO2 result is compared to theoretical calculations obtained by combining
transfer rate to oxygen [18, 19] and to carbon [12] in the proportion of 2:1. The transfer rate to
oxygen estimated by fixing the muon transfer rate to carbon is shown in the middle panel. Results
from other measurements obtained at PSI are shown. Open circles represent measurements made in
thermalized conditions at 300K. Values denoted by black symbols were derived in non-thermalized
conditions (“hot” µp), evaluated using the “two components” model and the “three exponential
model” using a Monte Carlo to determine the best set of parameters [8]. The dotted lines show
theoretical calculations obtained using a computational method to study three-body rearrangement
processes [19]. Dashed lines represent other theoretical calculations of the transfer rate to oxygen
obtained by taking or not into account the Thomas-Fermi screening in oxygen [18]. The bottom
panel of figure 3 shows the result obtained for argon together with a previous measurement [20]
obtained with thermalized µp.
As described previously, our measurement taken with not-thermalized µp implies a wide range
of possible energy distributions of which it is not possible to experimentally estimate an average.
The full kinetic energy range has been reported in figures as horizontal “error bars”. Where not
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Figure 3. From top to bottom: measured transfer rate to CO2, oxygen and argon. Shaded regions represent
the limits of the estimated systematic uncertainties. Horizontal lines associated to points represent the energy
ranges of the measurements, the points are placed at the arithmetic mean of the interval. Statistical error bars
are included in the points when not visible. Dashed lines represent theoretical calculations of the transfer
rate to oxygen and to CO2.
visible, statistical errors are included in the points. Colored bands show the estimated systematic
uncertainties described in the following section.
The value extracted from our measurement of the transfer rates is larger than previous exper-
iments and of the theoretical calculation and could be interpreted as an upper limit. Since the
current experimental setup was not devoted to the transfer rate measurement, these results can be
influenced and increased by effects such as the high level of epithermicity, the presence of a prompt
component in the X-rays distribution and a contribution from muon transfer from excited states of
the µp atoms. It is worthwhile to notice that the order of magnitude of the obtained average transfer
rates agrees with the semi-classical calculations for the transfer from the 2S state of µp atoms [21].
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4 Estimation of systematic uncertainties
The accuracy of this measurement is limited above all by the systematic uncertainties, an effect of
the conditions under which it was performed. Estimation of systematic errors was performed using
the muonic oxygen lines. Uncertainties on the transfer rates to CO2 and argon were extrapolated
from this study.
4.1 Timing of signals
This measurement of the transfer rate to oxygen is performed by comparing the time evolution
of muonic X-ray from aluminium and oxygen. The CO2 concentration being very high (4% by
weight), the transfer happens faster than thermalization and the time evolution of X-rays spectrum
of aluminium and gas are very close and nearly in coincidence with muon arrival. Consequently,
any uncertainty in the time measurement has a great impact on the measurement. Since both signals
are measured simultaneously with the same setup, there is no reason to assume an experimental
systematics in absolute time measurement. However, according to the simulation, there is a
difference of 0.2 ns between the X-ray time arrival from the gas and from the aluminium, with gas
X-rays arriving earlier as explained in previous section. The simulated results can be biased by
the following issue: the muon transfer physical mechanism is not included in GEANT4 and the
beam profile and divergence used in the simulation have been obtained by RIKEN specialists using
a different setup and positions with respect to the FAMU target. According to the simulation, the
time difference between the mean of the aluminium and oxygen/carbon X-rays time distributions
can vary up to ±2 ns when taking into account the uncertainties in the beam profile and divergence,
the beam momentum, the position of the target respect to the beam pipe, the position of the detector
with respect to the target.
The effect of such a variation has been tested on the real data by artificial shifting the average
of the aluminium distribution in time by ±2 ns. The transfer rate obtained fitting the shifted data
was used to estimate the systematic uncertainty, reported in table 2.
4.2 Background subtraction
In order to obtain the number of X-ray events for each time bin, it is necessary to subtract the
background below the X-ray carbon, oxygen, and aluminium lines. Background can be determined
using spectroscopic algorithms embedded in ROOT [22],1 parametrizing with exponential functions
the region close to the peaks or by comparing the energy spectra obtained with pure hydrogen in the
target with the onewithCO2 contaminant. The last methodwas used to obtain the final results, while
the other two were used to study how the result varies when changing the background estimation
method. Moreover, the normalization of the background introduces small fluctuations in the total
number of observed events that count as systematic effects. The estimated background subtraction
systematic is of the order of 16%.
4.3 Systematics of the method
Since the transfer time is much smaller than the time interval between the two beam pulses, the
fitting procedure of the time evolution explained in the previous section can be applied twice for
1See also http://root.cern.ch/.
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each trigger. We noticed that, also depending on the background signal subtraction method, the
obtained results differ more than the statistical fluctuations. Hence, the difference between the
results extracted from the two subsequent muon beam peaks has been treated as systematic error
intrinsic to the method.
4.4 Temperature
The 2014 FAMU target was not equipped with temperature sensors and the temperature of the gas
during filling cannot be precisely determined. The best estimate of the room temperature is 293±5
degrees Kelvin. Different temperature of the gas during the filling procedure implies a different gas
density φ. By propagating the five degrees temperature uncertainty on φ we re-fitted the time evo-
lution. A temperature variation of five degrees corresponds to a variation of the result of about 2%.
4.5 Concentration of gas mixture
The gas used were high purity gases, 99.9995 and 99.9999% pure, corresponding to a contami-
nation of other gases smaller than 5 and 1 ppm respectively. The simulation proved that such a
contamination implies negligible effects in our results. However, the gas mixture was prepared by
the gas supplier by weight with a relative error of 3%. Propagation of this uncertainty in the fitting
formula brings both different atomic concentrations and gas densities. The overall effect on the
final measurement is of about 3%.
4.6 Other systematics
When measuring the transfer rate to oxygen it is necessary to fix the value of the transfer rate to
carbon, our measurement was obtained with ΛpC = 5.1 × 10
10 s−1. Since there are conflicting
experimental results [11, 13], and since the theoretical calculation shows a variation of the transfer
rate to carbon as function of the kinetic energy, we varied ΛpC between 2× 10
10 and 10× 1010 s−1.
This results in a relative difference of 1.5 and 2% respectively in the transfer rate. This difference
is included the systematics of the oxygen measurement, table 2.
Other systematic uncertainties were investigated and were considered negligible if their effect
was smaller than 1%. The following items were proved to have negligible effects on the final
measurement:
• literature error in the muon decay time (proton-bounded) λ0;
• literature error in the transfer rate to ppµ molecule λppµ;
• error in the transfer rate to deuterium λpd;
• error in the isotopic composition of hydrogen gas cd;
• error in the target pressure measurement;
• effect of the target composition alloy (Al6061) which is a mixture of mainly aluminium with
a small component of Mg, Si and other heavier elements (studied using the simulation).
Other consistency checks were also performed on data by selecting separately Kα and the other K
lines and by studying energy and time spectra obtained using the empty target and a carbon sample.
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5 Conclusions
The data analysis described here is evidencing the quality of our experiment’s detection system and
of the muon beam characteristics available at the PORT-4 of the RIKEN-RAL facility.
We have given a detailed description of the approach to the studies of the signal and of the
background noise that have lead to significant results onmuon transfer rate. The first results reported
in a previous paper [2] showed a very promising situation for the subsequent steps. In the present
work we have performed a further analysis of those data with the intent of extracting the transfer
rate although to this end the experimental conditions are far from favorable, demonstrating in this
way the reliability of detection system and of the analysis method.
The study has been carried on to test the capabilities of the target and detectors and to estimate
the source of systematic errors in this type of measurement. Through a careful analysis it was
possible to extract a value for the muon transfer rate from hydrogen to CO2, oxygen, and argon. The
expectations, given the experimental condition where the transfer arises very quickly well before
any thermalization of the muonic hydrogen, are confirmed.
The found transfer rates are higher than what has been previously measured due to a highly
variable level of epithermicity and to the possible presence of a fraction of prompt component in
the muonic X-rays spectra and where a contribution of the muon transfer from µp atoms excited
states could also play a role.
These results further demonstrate the possibility to perform high precision measurements at
the high quality muon beams of the RIKEN-RAL facility. The next precision measurement of the
transfer rate from muonic hydrogen to nuclei of higher Z will be performed using a temperature-
stabilized cryogenic hydrogen gas-target with optimized concentrations of admixed gas.
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