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1 – Why? 3/47
Non-negative, sos(m) polynomials are used in the formulation of several
problems:
- to formulate filter design problems
- to approximate Lyapunov functions for ODEs, PDIs , etc
nonnegativity: NP-hard
sos-representation: solvable in polynomial time
real nonnegative polynomial ≈ real sos-polynomial
sos(m) polynomials are defined by positive semidefinite matrices
positive semidefinite matrices allows us to use SDPs
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1 – What? 4/47
Study an optimization model of finding nonnegative polynomials
defining on certain sets
Express coefficients of such polynomials as linear functions in entries of
corresponding Gram matrices
Reformulate the main model as a conic linear program
Apply to some low-pass filter design problems
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1 – sos-, sosm- and sosrf-polynomials 5/47
f =
m∑
i=1
|fi|2 =
pi(f)≤m∑
i=1
|gi|2
R[x]n,d = {h ∈ R[x1, . . . , xn] : deg(h) ≤ d}
C[z]n,d = {h ∈ C[z1, . . . , zn] : deg(h) ≤ d}
sos-polynomials:
f ∈ Σ(n, 2d)⇐⇒ fi ∈ R[x]n,d
sosm-polynomials:
f ∈ Σ=(n, d)⇐⇒ fi ∈ C[z]n,d
f is sosrf-polynomial
def⇐⇒ fi = ui
vi
, ui, vi ∈ R[x]
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1 – Non-negative polynomials & sos-polynomials 6/47
One variable:
{
f : f ≥ 0 on R
}
=
{
f : f is a sum of at most 2 squares
}
.
1 + 2x2 + x4 = (1 + x2)2,
1 + x2 + . . .+ x2014 = (x2 + 1)
∏503
k=1
[
(x2 − cos kpi504)2 + sin2 kpi504
]
(a2 + b2)(c2 + d2) = (ac+ bd)2 + (ad− bc)2
Several variables: Motzkin polynomial fM = 1− 3x2y2 + x2y4 + x4y2 is
non-negative on R2
a sum of squares of rational functions
not a sum of squares of real polynomials
−→ Σ(n, 2d)  P (n, 2d) in general!
Hình: *
T. Motzkin (1908-1970)
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1 – (n, d) for which P (n, 2d) = Σ(n, 2d)? 7/47
Hilbert [1888]:
I univariate polynomials, n = 1, d ∈ N
I quadratic polynomials, n ∈ N, d = 2
I bivariate quartics, n = 2, d = 4 D. Hilbert (1862-1943)
Artin [1927]: (the 17th problem of Hilbert)
{f ∈ R[x]n,2d : f ≥ 0 on Rn}
= {f ∈ R[x]n,2d : f is sosrf } .
E. Artin (1898-1962)
Lasserre [2004]:{
f ∈ R[x] : f is sos on Rn
}
 dense
{
f ∈ R[x] : f ≥ 0 on Rn
}
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1 – Nonnegative polynomials & sosm-polynomials 8/47
One variable:
g(z) =
∑d
k=−d akz
k, a−k = a¯k ∈ C, z ∈ T , {z ∈ C : |z| = 1}.{
g : g ≥ 0 on T
}
=
{
g : g(z) = |h(z)|2, h ∈ C[z]
}
.
I 1 + |z|2 = 2, z ∈ T
I 1 + |(2 + ı) + (1− ı)z|2 =
∣∣∣∣ 3√4+√6 + ı√4+√6 + ı√4 +√6z
∣∣∣∣2 , z ∈ T
Several variables:
I Rudin [1963] : g ≥ 0 on Tn 6=⇒ g = ∑i |gi|2
I Dritschel [2004] : g > 0 on Tn =⇒ g = ∑i |gi|2
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1 – Matrix representations of sos(m)-polynomials 9/47
y4 + (
√
2xy)2 + x4 =
y2xy
x2
T 1 0 00 √2 0
0 0 1
1 0 00 √2 0
0 0 1
y2xy
x2

I real monomials: y2, xy, x2, x2y2, y4, x4.
z ∈ T :
1 + |(2 + ı) + (1− ı)z|2 = 1 + [2 + ı+ (1− ı)z][2 + ı+ (1− ı)z]
=
[
1
z
]H [
1 2 + ı
0 1− ı
] [
1 2 + ı
0 1− ı
]T [
1
z
]
= (1 + 3ı)z¯ + 8 + (1− 3ı)z
I complex monomials: 1, z
I complex Laurent monomials: z¯ 1 z
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1 – Monomials in total degree: 10/47
vd(w) = column vector of monomials w
α , wα11 . . . wαnn , α ∈ Nn of
degree ≤ d :
n∑
i=1
αi ≤ d;
Sets of exponents α :
Ω(n, d) Γ(n, d) Γ=(n, d)
α :
∑n
i=1 αi ≤ d
Ω(n, d) + Ω(n, d)
= Ω(n, 2d)
Ω(n, d)− Ω(n, d)
wα, wβ wα.wβ = wα+β wα.wβ = wβ−α
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1 – Example: sets of exponents n = 2, 2d = 4 11/47
Ω(2, 2) = {(α1, α2) ∈ N2 : α1 + α2 ≤ d = 2};
Γ(2, 2) = {(γ1, γ2) ∈ N2 : γ1 + γ2 ≤ 2d = 4};
Γ=(2, 2) = Ω(2, 2)− Ω(2, 2) .
0
1
2
1 2
α1
α2
#Ω(2, 2) = 6
0
1
2
3
4
1 2 3 4
α1
α2
#Γ(2, 2) = 15
0
1
2
−1
−2 1 2−1 0
α1
α2
#Γ=(2, 2) = 19
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1 – #monomials 12/47
#Ω(n, d) #Γ(n, d) #Γ=(n, d)(
n+d
n
) (
n+2d
n
)
NA
e ,
(
n+ d
n
)
, a ,
(
n+ 2d
n
)
, a= = #Γ=(n, d).
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1 – Conic linear programming 13/47
minimize cTx
subject to
Ax  b
Fx = g,
where A ∈ Rm×n, F ∈ Rp×n
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2 – Outline 14/47
1 Motivation and introduction to sos(m)- and sosrf-polynomials
2 sos(m)-polynomials and positive semidefinite matrices
3 Polynomials nonnegative on some certain sets
4 Optimization model
5 Filter design problems
Optimization model for finding nonnegative polynomials – L. T. Hieu and M. Van Barel
2 – Linear and quadratical dependence: 15/47
Given f(w) =
∑
γ fγw
γ ∈ F[w](R[x] or L[z]).
f(w) =
r∑
k=1
|gk(w)|2 = vd(w)H(GGT )vd(w)
m
fγ =
∑
β+α=γ
(β−α=γ)
( r∑
k=1
g¯kαgkβ
)
,∀γ
 sos-polynomials: a equations, er real variables gkα.
 sosm-polynomials: ba=2 c+ 1 equations, er complex variables gkα.
 A = GGT is called Gram matrix; G is called Cholesky matrix of g.
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3 – Outline 16/47
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3 – Sums of squares of rational functions: nonnegative on Rn 17/47
Artin [1927] solved Hilbert’s 17th problem [1900]
f ≥ 0 on Rn =⇒ ∃q : qf =
∑
i
p2i , pi ∈ R[x].
Pólya [1928] and Reznick [1995]: For f homogeneous
f > 0 on Rn \ {0} =⇒ fr ,
(
n∑
i=1
x2i
)r
.f is sos for some r ∈ N.
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3 – Univariate polynomials nonnegative on R 18/47
Given p(x) =
∑2d
i=0 pix
i ∈ R[x]1,2d.
p ≥ 0 on R ⇐⇒ ∃P ∈ Se+ : pi = Trace(H(d+1)i P ), ∀i = 0, . . . , 2d,
H
(d+1)
i is the Hankel matrix of order d+ 1 with the first column is the
ith identity vector ei ∈ Rd1 .
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3 – Univariate polynomials nonnegative on [a, b] ⊂ R 19/47
Given p(x) =
∑2d
i=0 pix
i ∈ R[x]1,2d.
p ≥ 0 on [a, b] ⊂ R if and only if
p(x) =
{
p1(x)2 + (x− a)(b− x)p2(x)2,deg p2 + 1 = deg p1 = d1, if d = 2d1,
(x− a)p1(x)2 + (b− x)p2(x)2, deg p1 = deg p2 = d1, if d = 2d1 + 1,
p1, p2 nonnegative on R.
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3 – Univariate polynomials nonnegative on [a, b] ⊂ R 20/47
d = 2d1 : 
p00
p01
p02
...
p0d−2
p0d−1
p0d

=

p10 0 0 p
2
0
p11 0 p
2
0 p
2
2
p12 p
2
0 p
2
1 p
2
3
...
...
...
...
p1d−2 p
2
d−4 p
2
d−3 p
2
d−2
p1d−1 p
2
d−3 p
2
d−2 0
p1d p
2
d−2 0 0

︸ ︷︷ ︸
,L1

1
−1
b+ a
−ab
 , (1)
d = 2d1 + 1 : 
p00
p01
p02
...
p0d−2
p0d−1
p0d

=

0 0 p20 p
1
0
p10 p
2
0 p
2
1 p
1
1
...
...
...
...
p1d−1 p
2
d−1 p
2
d p
1
d
p1d p
2
d 0 0

︸ ︷︷ ︸
,L2

1
−1
b
−a
 , (2)
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3 – Univariate polynomials nonnegative on [0,∞] ⊂ R 21/47
Given p(x) =
∑2d
i=0 pix
i ∈ R[x]1,2d.
p ≥ 0 on [0,∞) ⊂ R if and only if
p(x) = p1(x)
2 + xp2(x)
2,
deg(p1) = bd
2
c, deg(p2) = bd− 1
2
c,
p1, p2 ≥ 0 on R.
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3 – Univariate polynomials nonnegative on [0,∞] ⊂ R 22/47
d is odd: 
p00
p01
...
p0d−1
p0d
 =

p10 0
p11 p
2
0
...
...
p12d1 p
2
2d1
0 p22d1+1

︸ ︷︷ ︸
,L3
(
1
1
)
, (3)
d id even: 
p00
p01
...
p0d−1
p0d
 =

p10 0
p11 p
2
0
...
...
p1d−1 p
2
d−2
pd 0

︸ ︷︷ ︸
,L4
(
1
1
)
. (4)
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3 – Bivariate polynomials nonnegative on [a, b]× ⊂ R 23/47
Given p(x) =
∑
α∈Ω(2,d) pαx
α ∈ R[x]2,d.
p(x1, x2) ≥ 0 on [0, 1]× R⇐⇒ p((b− a)x1 + a, x2) ≥ 0 on [a, b]× R.
Marshall [2009]: p ≥ 0 on [0, 1] ⊂ R if and only if
p(x1, x2) = g(x1, x2) + x1(1− x1)h(x1, x2),
g =
∑
i
g2i , h =
∑
j
h2j ∈ Σ(2, 2k).
Assume
gi =
∑
α∈Ω(2,k) giαx
α, hj =
∑
α∈Ω(2,k) hjαx
α
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3 – Bivariate polynomials nonnegative on [a, b]× R 24/47
Assume
g(x1, x2) =
∑
σ=(σ1,σ2)∈Ω(2,2k)
gσx
σ1
1 x
σ2
2 ,
h(x1, x2) =
∑
τ=(τ1,τ2)∈Ω(2,2k)
hτx
τ1
1 x
τ2
2 ,
gσ =
∑
α1+β1=σ
( r∑
i=1
giα1giβ1
)
,
hτ =
∑
α+β=τ
( s∑
j=1
hjαhjβ
)
,
pµ = gµ + hγ − hω,
γ = (γ1, γ2), ω = (ω1, ω2),
γ1 + 1 = ω1 + 2 = µ1,
γ2 = ω2 = µ2.Optimization model for finding nonnegative polynomials – L. T. Hieu and M. Van Barel
3 – Complex Laurent polynomials nonnegative on the unit circle T 25/47
Given g(z) =
∑d
k=−d gkz
k, g−k = g¯k, gk = ak − ıbk.
g(z) =
1
2
(
d∑
k=0
(ak + ıbk)z
−k +
d∑
k=0
(ak − ıbk)zk
)
= Re
(
d∑
k=0
gkz
k
)
= a0 +
d∑
k=1
(ak cos kθ + ıbk sin kθ),
z = eıθ, θ ∈ [−pi, pi].
Optimization model for finding nonnegative polynomials – L. T. Hieu and M. Van Barel
3 – Complex Laurent polynomials nonnegative on the unit circle T 26/47
g ≥ 0 on T ⇐⇒ ∃A ∈ He+ :
ak + ıbk = Trace(T
(d+1)
k A), k = 0, 1, . . . , d,
where T
(d+1)
0 = Id+1 and
T
(d+1)
k =

0 . . . . . . . . . 0
...
. . .
...
2
. . .
. . .
...
...
. . .
. . .
. . .
...
0 . . . 2 . . . 0

, k = 1, ..., d.
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3 – Univariate Laurent polynomials nonnegative on the arcs Tuv 27/47
Given p(z) =
∑d
k=−d pkz
k, p−k = p¯k, gk = ak − ıbk.
Tuv = {z ∈ T : arg(u) ≤ arg(z) ≤ arg(v)}.
ωu = arg(u).
p ≥ 0 on Tuv if and only if
∃p1(z), p2(z) ∈ Σ(1, d), deg(p1) = d,deg(p2) = d− 1 :
p(z) = p1(z) +
(
e−ı
ωv+ωu
2 z + eı
ωv+ωu
2 z−1 − 2 cos ωv − ωu
2
)
p2(z).
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3 – Univariate Laurent polynomials nonnegative on the arcs Tuv 28/47

p00
p01
p02
...
p0d−2
p0d−1
p0d

=

p10 p
2
0 0 p
2
0
p11 p
2
1 p
2
0 p
2
2
p12 p
2
2 p
2
1 p
2
3
...
...
...
...
p1d−2 p
2
d−2 p
2
d−3 p
2
d−1
p1d−1 p
2
d−1 p
2
d−2 0
p1d 0 p
2
d−1 0

︸ ︷︷ ︸
,M

1
−2 cos(ωv−ωu2 )
e−ı
ωv+ωu
2
eı
ωv+ωu
2
 , (5)
where p0t , p
1
t , p
2
t are coefficients of p, p1, p2, respectively.
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4 – Outline 29/47
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4 – Optimization model 30/47
minimize δ ∈ (a, b) ⊂ R+ (6)
subject to
(p1, . . . , pm) ∈ K,
qi ,
m∑
i=1
aij(δ)pj ∈ Ki, i = 1, . . . , µ
K : set of m−tuples of all complex Laurent/real polynomials
Ki : cone of sos(m)-polynomials, or univariate polynomials ≥ 0 on
[a, b], [0,+∞),Tuv
A(δ) : µ×m matrix with aij(δ) ∈ R[δ].
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4 – Feasibility problem 31/47
For each δ ∈ (a, b).
Consider each polynomial as a column vector of its coefficients
Find (p1, . . . , pm) ∈ K
subject to
qi ,
m∑
i=1
aij(δ)pj ∈ Ki,
i = 1, . . . , µ
Find p = [pT1 , . . . ,p
T
m]
T
subject toq1q1.
.
.
qµ
 =
a11(δ)I . . . a1m(δ)Ia21(δ)I . . . a2m(δ)I.
.
.
. . .
.
.
.
aµ(δ)I . . . aµm(δ)I
p1p2.
.
.
pm

qi!Gram matrices (7)
I Can be solved by combining a bisection rule on δ & a conic linear
program solving the feasibility problem! (see later)
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5 – Low-pass filters 33/47
IIR low-pass filter: H(eıω) = a0+a1z+...+adz
d
b0+b1z+...+bdzd
, z = eıω, ω ∈ [−pi, pi].
FIR low-pass filter: H(eıω) =
∑d
i=1 hiz
i, z = eıω, ω ∈ [−pi, pi].
stopbandpassband
tr
an
si
ti
on
u1 = 1 + δ
l1 = 1− δ
u2 = δ
|H(ejω)|
ωu ωv pi
1
minimize δ
subject to
|H(eıω)|2 ≥ l21, ω ∈ [0, ωu],
|H(eıω)|2 ≤ u21, ω ∈ [0, ωv],
|H(eıω)|2 ≤ δ2, ω ∈ [ωv, pi],
|H(ejω)| ≥ 0, ω ∈ [0, pi].
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5 – General Statement 34/47
Consider a class of discrete-time systems
d∑
k=0
akw[t− k] =
d∑
k=0
bky[t− k],
{ak}dk=0, {bk}dk=0 : real numbers
y[i] : the input signal at discrete time i.
w[i] : the output signal at discrete time i.
The corresponding frequency response is the function
H(ejθ) =
∑d
k=0 ake
−jkθ∑d
k=0 bke
−jkθ .
Sufficient to consider H(ejθ) on [0, pi] instead of (−pi, pi].
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5 – Three standard Objective functions 35/47
Different design problems can be considered. Here are three standard ones:
1. minimize the passband ripple, given a stopband attenuation:
minimize(u1 − l1); d, δ are fixed
2. minimize the stopband attenuation:
minimize(δ); d, l1, u1 are fixed
3. minimize the degree d of the filter:
minimize(d); δ, l1, u1 are fixed.
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5 – IIR low-pass filter over complex Laurent polynomials 36/47
|H(z)|2 = p1(z)p2(z) , z = eıω, p1, p2 ∈ L[z], p1, p2 ≥ 0 on T.
0 < ωa < ωb < pi, ω ∈ [−pi, pi] :
|ω| ∈ [0, ωa] ⇐⇒ z ∈ Ta
|ω| ∈ [0, ωb] ⇐⇒ z ∈ Tb
|ω| ∈ [ωb, pi] ⇐⇒ z ∈ Tb¯
1
1
−1
−1
b
Tb
b¯
Re(b)
minimize δ
subject to
|H(eıω)|2 ≥ l21, ω ∈ [0, ωu],
|H(eıω)|2 ≤ u21, ω ∈ [0, ωv],
|H(eıω)|2 ≤ δ2, ω ∈ [ωv, pi],
|H(ejω)| ≥ 0, ω ∈ [0, pi].
minimize δ
subject to
p1, p2 ∈ L[z],
q1(z) , p1(z) ≥ 0, ∀z ∈ T,
q2(z) , p1(z)− l21p2(z) ≥ 0, ∀z ∈ Ta,
q3(z) , u21p2(z)− p1(z) ≥ 0, ∀z ∈ Tb,
q4(z) , u22p2(z)− p1(z) ≥ 0, ∀z ∈ Tb.
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5 – Complex Laurent polynomials & associated matrices 37/47
p1, p2 ∈ L[z],
q1(z) , p1(z) ≥ 0, ∀z ∈ T,
q2(z) , p1(z)− l21p2(z) ≥ 0, ∀z ∈ Ta,
q3(z) , u21p2(z)− p1(z) ≥ 0, ∀z ∈ Tb,
q4(z) , u22p2(z)− p1(z) ≥ 0, ∀z ∈ Tb.
q1 ≥ 0 on T ⇐⇒ ∃X ∈ Hd+1+ : q1k = `1(X),
i = 2, 3, 4 :
qi ≥ 0 on Tu (Tu¯) ⇐⇒ ∃(X1, X2) ∈ Hd+1+ ×Hd+ : qik = `i2(X1, X2).
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5 – To get a Conic-LP version: 38/47
q1 ! Y1 ∈ Hd+1 : Y1 + sI  0;
qi ! (Yi1, Yi2) ∈ Hd+1 ×Hd : Yi1 + sI, Yi2 + sI  0, i = 2, 3, 4.
Hµ 3 Y =

y11 y12 . . . y1ν
y21 y22 . . . y2ν
...
...
. . .
...
yν1 yν2 . . . yνν
 7−→ y˜ = (y11, y12, y1ν , y22, . . . , y2ν , . . . , yνν)
Find p1, p2 ∈ L[z],
subject to q1(z) , p1(z) ≥ 0, ∀z ∈ T,
q2(z) , p1(z)− l21p2(z) ≥ 0, ∀z ∈ Ta,
q3(z) , u21p2(z)− p1(z) ≥ 0, ∀z ∈ Tb,
q4(z) , u22p2(z)− p1(z) ≥ 0, ∀z ∈ Tb.
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5 – Feasibility problem: conic-LP Version 39/47
Given a value δ ∈ (0, 1).
minimize s
subject to x ∈ S
q1
q2
q3
q4
 =

I 0
I −l21I
−I u21I
−I u22I
[p1p2
] (8)
S = {[s, y˜1, y˜21, y˜22, y˜31, y˜32, y˜41, y˜42,pT1 ,pT2 ]T ∈ R1+µ :
Y1 + sI, Yij + sI  0},
µ = 4 (d+1)(d+2)2 + 3
d(d+1)
2 + 2(d+ 1).
I wish: s ≤ 0!
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5 – Algorithm of minimizing the parameter δ 40/47
Input. d, 0 < ωa < ωb < pi, δ0 ∈ (0, 1) such that s(δ0) < 0, precision  > 0.
Output. A value δ ∈ (0, δ0] and two cosine polynomials p1, p2 which are
nonnegative on the unit circle and solve IIR filter problem.
Initialization. Set δ0low = 0, δ
0
up = δ0
At iteration k ≥ 0. Set δk+1 = δkup+δklow2 .
While (δkup − δklow)/δkup >  do
1. Solve the convex optimization problem (8) for d, ωa, ωb, δ
k+1, obtain the
optimal value sk+1 = s(δk+1).
2. If sk+1 > 0 then set δk+1low = δ
k+1, δk+1up = δ
k
up
Else, set δk+1up = δ
k+1, δk+1low = δ
k
low.
3. Go to Iteration k + 1.
The value δ is δk at which (δkup − δklow)/δkup ≤  firstly and sk < 0.
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5 – Numerical results: IIR filter over complex polynomials 41/47
d = 9, ωa = 0.225, ωb = 0.275, δmin = 75× 10−4
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5 – IIR low-pass filter over real polynomials 42/47
z = eıω = cosω + ı sinω, ω ∈ [−pi, pi]
Complex Laurent polynomial & trigonometric polynomial:
p(z) =
∑d
k=−d pkz
k =
∑d
k=0(ak cos kω + ıbk sin kω)
Cosine polynomial: bk = 0,∀i
x = cosω ∈ [−1, 1]
cosine polynomial
1−1←→ real polynomial on [−1, 1]
1
1
−1
−1
b
Tb
b¯
Re(b)
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5 – Cosin polynomials and polynomials on [−1, 1] 43/47
cosine polynomial: p(z) =
∑d
k=0 ak cos kθ, θ ∈ R
cos(kθ) = 2k−1 cosk θ + k
∑bk/2c
r=1
(−1)r
r
(
k−r−1
r−1
)
2k−2r−1(cos θ)k−2r
corresponding polynomial on [−1, 1] :
pˆ(x) = pˆ0 + pˆ1x+ . . .+ pˆdx
d ∈ R[x], x ∈ [−1, 1]

pˆ0
pˆ1
...
pˆd
 =

1 0 −1 0 . . . ∗
1 0 −3 . . . ...
21 0
. . . 0
22
. . . ∗
. . . 0
2d−1


a0
a1
...
ad

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5 – IIR low-pass filter over real polynomials 44/47
minimize δ
subject to p1, p2 ∈ R[x],
q1(x) , p1(x) ≥ 0, ∀x ∈ [−1, 1],
q2(x) , p1(x)− l21p2(x) ≥ 0, ∀x ∈ [Re(a), 1],
q3(x) , u21p2(x)− p1(x) ≥ 0,∀x ∈ [Re(b), 1],
q4(x) , u22p2(x)− p1(x) ≥ 0,∀x ∈ [−1, Re(b)].
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5 – FIR low-pass filter 45/47
H(eıθ) =
∑d
k=0 ake
−ıkθ
ak ∈ R, θ ∈ [0, pi].
3.14
0
1
stopbandpassband
tr
an
si
ti
on
u1 = α
l1 = 1/α
u2 = δ
|H(ejθ)|
ωu ωv
minimize δ
subject to
p , |H(z)|2 ∈ Σ=(1, d),
q1(z) , p(z) ≥ 0, ∀z ∈ T,
q2(z) , p(z)− l21 ≥ 0, ∀z ∈ Ta,
q3(z) , u21 − p(z) ≥ 0,∀z ∈ Tb,
q4(z) , u22 − p(z) ≥ 0,∀z ∈ Tb¯.
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5 – Numerical results: 46/47
IIR filters on complex/real polynomials:
d = 9, ωu = 0.225, ωv = 0.275
δmin = 0.0417
δmin = 0.0428
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FIR filter on complex polynomials:
d = 30, ωu = 12pi, ωv = 0.24pi
δmin = 0.1465
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Thank you for your attention!
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