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Toraitatlan becslések és k&zelitések kompl.x stacionárius
Gauss—Markov folyamat egg paraméterére
Arat6 Mátyás
A ~jt) komplex stacionárius Gauss—Markov fol7amat (további
akban mindig feltesszük, hogy M ≤(t) = 0, M~(t+s) ~T~5 =
=—~-e~”~ c,j jemen) A “osillapodási”paraméterének boos—
lésével részletesen foglalkoznak az [l]~—{3J cIkkek. Az alábbi—
akban elsősorban sz s~ = Hif (0)12 + I ~ (T)f2 és
4=4—fi ~ (t)~2.dt statisztikák által külöia—külön nyerhető
becsiésekkel történő közelité.sekkel kivénok foglalkozni.. Ezen—
kivü). a maximum ). kelihoo.d becslés karakterisztikus függvényé—
nek közelitéséből nyerh~tő egyszerüsitéssel ( A nagy értékeire),
. : val3mint a máximwn likelihood becslésuek a nirmális eloszláesa3.
váló közelitésével. ‘fogok foglalkozni jelen cikk keretein belül. ‘
Á fenti ~reladattal föglalkozott ‘Rochjitz Szilveszter szakdolgo—
zatában, ‘a szükséges számitások elvégzéséhez azonban nem.volt ‘
elegendő ideje. . . .
Meg.kell jegyezni, hogy sem s~ sem 4 nem megengedhető becs—
lései az ismeretlén l/Á paraméter polino~jainak (v.ö. E43).
‚ Az x megfigyelés g(x) becslését sz f( 1 ) paraméter meg
engedhető becslüének növezzük sz i\ kompakt halmazon, ha
‘ nincs Őlyan X becslése a O—n~k M’X = 0, hogy Mag(x) = ~
és 1)’ (g(x)+ )‘) ~ D~ g(x) minden )tEA. —ra és legalÍbb
egy k értékre szigoru egyenlőtlenség teljesül.
Kiindulásként a [21_ben levezetett s~ és 4 közös karakte
risztikus függvényét választjuk
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A továbbiakban feltesszük, hogy T = 1.
1. Az s~ becslés, )‚ kis értékeire. Mivel a kovariancja függ—
vényrs tett megkötések szerint M s~ = as s~ statisztika
használható 14 becalésére. Az /1/ összefüggés alapján ?‚s~
karaJcberisztjjcus függvénye
______ 1(2—ic()2+cc±e~ 1—ic<—o’2 I —r»
ahonnan egyszerü számolással adódik, hogy .
~ I ~— <~~} = ~ ~>
= &—&~ ~-2;:~.4 ?-e~ -24’~-
2(f—e~) e .
Mivel as s~ statisztika könnyen sz&mithat6 ~ kis értékeire,
fontos megállapítani annak a ‚ tartománynak a határát, ahol
Jó közelitésként nasznalható. Az alábbi kis táblázat külön
böző p = p { “becslés” ~ ?~yj értékekre adja meg y érté
keit sz s~ becslést, valamint a ma~dmum likelihood becslést
használva ~‚ = 0; 0.1, U.5 értékekre. Látható, hogy \<0.l
esetén az s~ b#cslés jó kozelitése a maximum likelihood
becslésnék, és )~ = Q—ra a két becslés mögegyezik.(Az 1. táb—
lázathoz szükséges számitásokat Vizi Imrénó végezte, munkájáért
ezuton is köszönetemet fejezem ki.) .
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0.1 0.05 0.025 0.01 0.001 0.9 0.95 0.975 0.99 0999
0 9,51 19.52 39.60 99.9 1000 0.4352 0.3351 0.2620 0.2165 0.1460
rn,j. 6.79 10.92 16.20 25.0 53.3 0.443 0.343 0.271 6.225 0.154
i~ 0.1 6.82 11.15 17.30 29.51)1.4 0.446 0.345 0.281 0.225 0.151
rn.I. 4.08 5.59 7.24 9.58 16.56 0.477 0.378 ~0.308 0.257 0.185
g~ 0.5 4.52 6.86 10.17 16.72 55.2 0.482 0.380 0.314 0.254 0.173
1. táblázat
2. Az s~ becslés, ‚ nagy értékeire
Feltevéseink szerint sz s~ statisztika Várható értékére
M s~ = adódik, igy 4 az 1/?’ paraméter becsiéseként hasz
nálható. Annak ellenére, hogy 4 nem megengedhető becslés ~.
nagy értékeire az 4 becslés egyszerübben kezélhető ‚mint a
maximum likelihood becslés. fl./—ből láthat6, hogy 4 karakte—
risztikus függvénye
{ ~_V’2~j~(4~’2—2w) e(x) = (~÷Y~—2i~ Y— (~_Y~2_2i~e2YV2i~
alaku. A P ~ 4 < ?~.y } = p (ahol p adott) val6szinüsé—
gekhez tartozó y—értékek meghatározása egy
~.-)~l? C03*2 r
~ IF e fc~,j”5co~ó’+s sin~j +~1(G&n(—s c05Y33
. eb
rr~
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alaku integrál kiszámolásá.vai történhét meg, y—ban történő ite—
ráció segitség~y~j, Egzakt alakban az 6lO8Z1ásfüggyén~ nem Si
került megkapni táblázatok segitség~ve~• A fenti integrálban
szereplő mennyiségek jelentése:
= A~ 4.÷~{rA B~] Öos (2XYF sin ‚P72) ~
+ 2B3A2 sin (2 ‘y? sin ‘P12) 1je
«2 = 2A1s.2 + {2~Á2 cos (~\Y~ sin ‘P12) +
)
+ (B~ — A~) sin (2 \VT sin ‘P72)) e_2~0~
)
T = Á y ~ +• 9/2 — E sin ‘P12, A1 = 1+ IP ~
B~ (1— /~ coB ‘P12),
A2 = sin
= arctg ~
l+2r
‚ = 4~2 + (1+26)2, 6 ij~’
A fenti integrál kiszámj~~5~ egyetlen y érték esetén az
URAL—2 gépen 2~ = 10 körüli. értékekre 10—15 percet vesz igény
be, Á = .100 körüli értékekre kb. 5—percet. fllentétben a mari—
mum likelihood becslés esetén kiszá~njt~~~ integ-rállal, a fenti
integrál kjszáwjtása 10—nél kisebb Á értékékre nehezen végez—
hető el.
— r.)~.r~~7_ — -.
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AZ alábbi táblázatban megadjuk y értékeit különböző ~ ‚p
értékekre, az 4 bécsiés, a maximum likelihood becslés, vala
mint a normális eloszlással való közelités a1apj~n.
0.05 0.025 0.01 0.90 0.95 0.975 0.99
Normális 1.1281 1.1645 1.1960 1.2326 0.8719 0.8355 0.8046 0.7674
közelités .
100 Max. 1.1413 1.1832 . 1.2205 1.2654 0.8847 0.8533 0.8269 0.7972
Lik.
4 1.1365 1.1720 1.2096 1.253 .0.8760 0.8449 0.8188 0.7895
Normális 1.403 1.516 1.620 1.934 0.597 0.484 0.380 0.266
köz elités
.1.0 Max. 1.530 1.701 1.867 2.073 0.714 0.641 0.588 0.527 .
Lik
4 1.414 1.558 1.713 2.03 . 0.648 0.581 0.534 0.49 .
Normális — —
közelités .
5 Max. 1.809 2.090 2.354 2.7i0 0.647 0.562 0.497 0.432
Lik. .
4. 0.535 0.47
Ja
2. táblázat
A fenti táblázat eredményei alapján meÉáliapitható, hogy ~‚ n59~3
értékeire az 4 becslés jóval ttszi~ettausabbantt viselkedik
mint a maximum likelihood becslés, sőt még )‚ —nak 10 körüli
értékei esetén is az 4 becsiésből ad6d6 koi~fideücia inter— .
va3.lumok “rövidebbek’t mint a maximum likelihood bécslésből adó—j .
Óh konfidencia intervallumok. .
r
0.1
______ . . . .
_ .‘ .
____ ! !h1~ ~. Á ~axtmum likelihood becslés köze~jtés na~ ~ értéke~e
. t.1; .
__ . 2Ts~
• :. maximum likelihood becslés eloszlásá~j~ meghatároz~5~j10~ Szükség
‘ !: ‘ . van a = ~y s~ + ~ s~ Statisztika elo’szjás~a. Á
____ ;; ; változó La~1ace tran5zfor~4ltja /1/ alapján
_________ .‚ . 1 ~
alaku. Felvetődik a k~rdés, hogy ~ nagy értékeire elhanyagolha_ ‘
! t6—e a nevező második tagja? ~z a kérdés annál is {nkább indokolt,
!! mivel az elhanyagolás után ~(p) in~erze egza~ formában megad—
. ható (b~ nem kezelhető, v.5. (5)). Az
!! .. = 4fl+2~p)V2~ ‚ . . .
!! ‘!~, Lapiace_transz±ormáit visszatranszformáltja alapján adódó közeljtő
eloszlás~üg~ény kiszámjtását a ‘ .
! 2~~~°J E eM1~ C~t&)~ -5 CO5’JJ ds
‘ integrál ‘kiszámitáséra vezet-jiac vissza, ahol
‚ ___
Eekre.
~e1jtő
:
K1 = (i+y6+ ~F cos
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‘&2), A2 = (ysi- ~‘F sin ‘P/2),
r2 = (1+2/6)2 + (2y2s)2,
2y2s
= srctg 1.t.2y26~ ‘ ‚= f( ky+1)s+ ‘P/2 — sin ‘P/2
Ezen integrál kiszámitása is 2~ —nak 10—nél kisebb értékeire mér
nagyobb nehézségbe ütközik, mint a pontos képletekből ad6d6 integ—
ráloké.
Qegad—
‘~—E~ 0.1 0.05 0.025 0.01 0.001 0.9 0.95 0.975 0.99 0.999
Valódi 1.1413 1.1832 1.2205 1.2654 1.3641 0.8847 0.8533 0.8269 0.7972 0.732
100—
köze— .
lités 1.1413 1.1834 1.2211 1.2654 1.362 0.8853 0.8535 0.8273 0.797 0.732
Valódi .
10— 1.527 1.701 1.867 2.Ó73 2.575 0.714 0.641 0.588 0.527 0.422
köze— .
lités 1.527 1.700 1.867 2.073 2.579 0.714 0.641 0.590 0.527 0.422
Val6di . .
5 1.809 2.090 2.354 2.710 3.583 0.647 0.562 0.497 0.432 0.319
köze— . . .
lités 1.81 2.1 2.4 2. 3. 0.648 0.561 0.49 .
Valódi
3 2.107 2.510 2.911 3.443 4.952 c5.600 0.506 0.439 0.373 0.268
köze—
lités 2.17 0.59 0.504 .
3. táblázat
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A 3. táblázat eredményei alapján látható, hogy — e1sősorb~ 7—nak
1—nél kisebb értékeire — a fenti közelítés ~nég ~ = 3 esetén is
jól mükő&jj~, Ebben az esetben teMt használhat6 aszi1nptQtjk~5 for...
muja keresése nagyon i~ kívánatos lenne (éppen a fenti közeijtő
formula alapján).
b./ A maxjmw’~ likelihood becsjésnek nagy \ értéke~e — a
várható értékjj és iX szórású normáit5 eloszlássaj Való közeij_
tésére a becsl~5 nem “szimmetrikusll Volta miatt a következő gya
korlati szempontból hasznos képletet adhatja meg.
Aszjmtotik~~ igaz a
= »{~‚~
összefüggés, ahol adott p szint esetén y a normális eloszlás
z~, kvantiiisévei a következő kapcsolatb~ áh:
(Ezen összefüggés alapján szá itottuk a 2. táblázátnormáijs kö—
zelitésejt.) Mivel ez a közelítés ‚ —nak még 100 körüli érté
keire Sem ad megfeic~~ Pontosságot a [3J Öikkben rne~adott táblá
zat alapján Yr—re a következő közelité5 adható
;..; -..-7.;—~4~ -fl., ~ “:‘~‘
LI
:
I.]’
z
y = 1 + —Q_.p
yp=1+ ;t~
Az alábbi táblázat különböző
ket adja meg:
p értéke~e a z ~ 0~ ‚ értéke_
ep
0495
—1.2815 —1.6449 —1.9600 —2.3264 —3.0900 1.2815 1.6449
0.975 0.99 0.999
1.9600 d.3264 3.0900
+1.30 1.78 2.29 2.98 4.13 1.31 1.8?
0.975 0.99 0.999
2.46 3.29 5.51
A normális eloszlással való közelítés hibatag~énak
alakban uörténű választását indolcolja, hogy ~ —50—nél nagyobb
értékeire a zenti Közelités jó siabilitást mutat.
2 Arató M.: MIA III. Oszt. Közleményei 14 /1964/, 317—330.
3 Arató M.: Teopz5 SepoaTBoeTei4
(sajtó alatt).
5. Arató L~.: Számitástechnikai Központ Közleményei 1967.
U y—nak
etén is
Ikus for—
~1itő
— 23 —
0.1 0.05 0.025 0.01 0.001 0.9
4. táblázat
zlás
Irodalom
1 i’rató M._aJ.Kolmogorov—J.B.Szinajl I).A.H. 146 /1962/
747—750
I. szám.
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We are considering the estimates 4 ~d 4 for i/~ . There
are given confidence limits for ~ by the help of these
estimates. The estimator s~ is good when ~ ii small and
is good for ‚> 5. By the method of numericáj. integration we
. co~uted the approaching distribution of the ma~murn üMelihood
estimation. The results are the same as for:the exact
distribution1 when ~ ‘ 5. .
It; ~ ..
..
