Abstract: In this paper, we deal with limit cycle bifurcations near a double homoclinic loop with a nilpotent saddle of order 2 by studying expansions of the first order Melnikov functions near the loop and coefficients in these expansions. More precisely, we prove that the perturbed system can have 11, 13, 14 or 16 limit cycles in a neighborhood of the loop under certain conditions. Finally, we give an example to illustrate the effectiveness of our main results.
Introduction
Consider a near-Hamiltonian system of the forṁ x = H y + ǫp(x, y, δ),ẏ = −H x + ǫq(x, y, δ) (1.1)
where H(x, y), p(x, y, δ), q(x, y, δ) are C ∞ functions, δ ∈ D ⊂ R m with D a compact set and ǫ ≥ 0 is a small parameter. For ǫ = 0, (1.1) becomes a Hamiltonian systeṁ
For (1.2) we assume that there exists a family of periodic orbits L h , h ∈ J defined by H(x, y) = h with J an open interval and {L h } has a center or an invariant curve as its boundary. For (1.1), the main task is to study the number of limit cycles bifurcated from * The project was supported by National Natural Science Foundation of China (11271261 and 11431008). † Author for correspondence: tianhuanhuan888@163.com.
the periodic orbits {L h } of the unperturbed system (1.2). For this case, the first order Melnikov function
plays an important role. See [4, 16] .
When the center is elementary and the invariant curve is a homoclinic loop or a double homoclinic loop with a hyperbolic saddle, or a heteroclinic loop with more than one hyperbolic saddle, there have been many contributions in studying the corresponding bifurcation of limit cycles. See [3, [5] [6] [7] 10, 12, 13, 15, 18, 20, 22] and references therein. When the critic point is nilpotent and at the origin, by [3] , without loss of generality, H(x, y)
can be expanded as
for (x, y) near (0, 0). And by the implicit function theorem, there exists a unique C ∞ function ϕ(x) such that H y (x, ϕ(x)) = 0 for |x| sufficiently small. Thus, we have
in which k, h k can be used to judge the type of the singularity and the expressions of h j , j = 3, 4, . . . , 14 are shown in the Appendix. For more references, see Section 3.4 in [3] or [9] . For the nilpotent critical point bifurcations, there also have been many works.
See [1-3, 8, 11, 14, 17, 19, 21, 23] for instance. In (1.4), if h 3 = 0, the origin is a cusp of order 1. Limit cycle bifurcations of system (1.1) near a homoclinic loop passing through it has been studied in [14] . And 3, 5 or 6 limit cycles are gotten under some conditions.
If h 3 = 0, h 4 > 0, then the origin is a nilpotent center of order 1. In this case, the asymptotic expansion of M at h = 0 has been studied in [8] , which can be used to find the limit cycles of system (1.1) in a neighborhood of the origin.
When h 3 = 0, h 4 < 0, the origin is a nilpotent saddle of order 1. The works in [3, 11] studied the number of limit cycles for system (1.1) near the loop which is homoclinic or double homoclinic. As a result, on some conditions there can exist 1,2,3,4,5,6,8,10 or 12 limit cycles.
When h 3 = h 4 = 0, h 5 = 0, the origin is a cusp of order 2, which is a more degenerate case. In [1] and [17] , it was proved that 3,5,7,9,10 or 12 limit cycles can exist for system (1.1) near the homoclinic loop which passes through the origin.
If h 3 = h 4 = h 5 = 0, h 6 < 0, the origin is a nilpotent saddle of order 2. In this paper, we will study the number of limit cycles bifurcated from a double homoclinic loop with a nilpotent saddle of order 2. From [11] , we know that a double homoclinic loop with a nilpotent saddle consists of two homoclinic loops both of cuspidal type or smooth type. In view of the similarity in proof and effectiveness of finding more limit cycles, we just study the problem for cuspidal type (as shown in Figure 1 ). Our main results and proof are presented in the following two sections.
Main results and proof
Now we suppose that the unperturbed system (1. Otherwise, we suppose that the level curves of H(x, y) = h define three families of periodic orbits L h ,L h , L * h (see Figure 2) . By (1.3) we can easily see L * 0 is oriented clockwise and further, by Lemma 3.1.2(i) in [3] , these periodic orbits can be denoted as L h = {H(x, y) = h, 0 < −h ≪ 1, x > 0},L h = {H(x, y) = h, 0 < −h ≪ 1, x < 0}, L * h = {H(x, y) = h, 0 < h ≪ 1} respectively, which yield three Melnikov functions
We will give their expressions in the following lemma by combining with Theorem 2.1, Lemma 2.2, Lemma 2.3, Lemma 2.5 and Lemma 2.6 in [11] . Let p(x, y, δ) = wherer kl , r
kl , k, l ≥ 0 are functions of a ij , b ij , h ij . See the Appendix for their concrete expressions.
By Lemma 2.1, we will study the expansions of the three Melnikov functions at h = 0 and formulas of coefficients in these expansions in the following theorem. (p xxx + q yxx )| x=y=0 andr ij , r
kl , i, j, k, l ≥ 0 appear in (2.5),Ã 0 ,Ã 1 ,Ã 3 ,Ã 4 ,Ā 0 ,Ā 2 appear in (2.4).
Proof. By Lemma 2.1, it is easy to see that Then by the Appendix, we can calculate the following formulas r 00 = r 
13)
Then applying formula (2.6) to the functions m j (h) (0 ≤ j ≤ 6) in (2.13), we yields m j (h) = c j1 |h| where c jk are constants. Now, substituting (2.14) into (2.11) and comparing with (2.6),
we obtain Thus, by (2.12), (2.14) and (2.15), it follows that
From the above proof, we can see that L 0 ydt is infinite. Thus, the integral
dt is finite if and only if σ 2 = 0. Then, for σ 2 = 0,
where b i are constants. The formula forc 4 can be obtained in the same way. By the similar argument, we can obtain
And also,
dt is finite if and only if σ 2 = 0. Thus, we get the formulas of c * 3 in (2.9). This ends the proof. By comparing with the expressions ofr ij and r (1) kl , i, j, k, l ≥ 0 in the Appendix, we discover thatr 00 = r (1) 01 ,r 20 = r So, we have
where
From the proof of Theorem 2.1, we will see that c 41 +c 41 = c * 31 if σ 2 = 0. By using Theorem 2.1, we will study the number of limit cycles near L * 0 as follows. 
It is easy to verify that In each case, there are 16 limit cycles for system (1.1) near L * 0 . This ends the proof.
Application
In this section, we consider a Liénard system of the forṁ
System (3.1)| ǫ=0 is Hamiltonian with and the phase portrait is shown in Figure 3 . It is easy to verify that for the unperturbed system, O(0, 0) is a nilpotent saddle of order 2 (k = 6,
(L 0 , resp.). Then we have the following result.
Theorem 3.1. Consider system (3.1). Then
(1) If a 12 = 0, the system (3.1) can have 16 limit cycles near the loop L * 0 for some (ǫ, a 0 , a 1 , · · · , a 12 ).
(2) If a 12 = 0, a 11 = 0, the system (3.1) can have 14 limit cycles near the loop L * 0 for some (ǫ, a 0 , a 1 , · · · , a 11 ).
(3) If a 12 = a 11 = 0, a 10 = 0, the system (3.1) can have 13 limit cycles near the loop
Computing them by Maple 17, we obtain Then by Theorem 2.1 and the Appendix, it follows that (1) Suppose that a 12 = 0. Byc
we can obtain (2) Assume that a 12 = 0, Thus, by Theorem 2.1 we can prove that system (3.1) has 13 limit cycles near L * 0 for some (ǫ, a 0 , a 1 , a 2 , a 3 , a 4 , a 5 , a 6 , a 7 , a 8 , a 9 , a 10 ) near
The proof is completed.
Appendix
In this appendix, we give the expressions ofr ij and r 6 h 2,1 h 3,1 h 4,1 h 4,3 − 6 h 1,3 h 3,1 h 4,1 h 5,1 − 6 h 2,1 h 2,3 h 4,1 h 5,1 − 108 h 0,3 h 1,3 h 2 
