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Chapter 1
Introduction
The state of a physical system is the mathematical description that provides a
complete information on the system. Its knowledge is equivalent to know the
result of any possible measurement on the system. In Classical Mechanics it
is always possible, at least in principle, to devise a procedure made of multi-
ple measurements which fully recovers the state of the system. In Quantum
Mechanics, on the contrary, this is not possible, due to the fundamental limita-
tions related to the Heisenberg uncertainty principle [1, 2] and the no-cloning
theorem [3]. In fact, on one hand one cannot perform an arbitrary sequence of
measurements on a single system without inducing on it a back-action of some
sort. On the other hand, the no-cloning theorem forbids to create a perfect copy
of the system without already knowing its state in advance. Thus, there is no
way out, not even in principle, to infer the quantum state of a single system
without having some prior knowledge on it [4].
It is possible to estimate the unknown quantum state of a system when many
identical copies are available in the same state, so that a different measurement
can be performed on each copy. A procedure of such kind is called quantum
tomography. The problem of finding a procedure to determine the state of a
system from multiple copies was first addressed in 1957 by Fano [5], who called
quorum a set of observables sufficient for a complete determination of the density
matrix. However, since for a particle it is difficult to devise concretely measur-
able observables other than position, momentum and energy, the fundamental
problem of measuring the quantum state has remained at the level of mere spec-
ulation up to almost ten years ago, when the issue finally entered the realm of
experimental physics with the pioneering experiments by Raymer’s group [6] in
the domain of quantum optics. In quantum optics, in fact, using a balanced
homodyne detector one has the unique opportunity of measuring all possible
linear combinations of position and momentum of a harmonic oscillator, which
here represents a single mode of the electromagnetic field.
The first technique to reconstruct the density matrix from homodyne mea-
surements — so called homodyne tomography— originated from the observation
by Vogel and Risken [7] that the collection of probability distributions achieved
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by homodyne detection is just the Radon transform of the Wigner function W .
Therefore, as in classical imaging, by Radon transform inversion one can ob-
tain W , and then from W the matrix elements of the density operator. This
first method, however, was affected by uncontrollable approximations, since
arbitrary smoothing parameters are needed for the inverse Radon transform.
In Ref. [8] the first exact technique was given for measuring experimentally
the matrix elements of the density operator in the photon-number representa-
tion, by simply averaging functions of homodyne data. After that, the method
was further simplified [9], and the feasibility for non-unit quantum efficiency of
detectors—above some bounds—was established.
The exact homodyne method has been implemented experimentally to mea-
sure the photon statistics of a semiconductor laser [10], and the density matrix
of a squeezed vacuum [11]. The success of optical homodyne tomography has
then stimulated the development of state-reconstruction procedures for atomic
beams [12], the experimental determination of the vibrational state of a molecule
[13], of an ensemble of helium atoms [14], and of a single ion in a Paul trap [15].
Through quantum tomography the state is perfectly recovered in the limit
of infinite number of measurements, while in the practical finite-measurements
case, one can always estimate the statistical error that affects the reconstruction.
For infinite dimensions the propagation of statistical errors of the density matrix
elements make them useless for estimating the ensemble average of unbounded
operators, and a method for estimating the ensemble average of arbitrary ob-
servable of the field without using the density matrix elements has been derived
[16]. Further insight on the general method of state reconstruction has lead
to generalize homodyne tomography to any number of modes [17], and then to
extend the tomographic method from the harmonic oscillator to an arbitrary
quantum system using group theory [18, 19, 20, 21]. A general data analysis
method has been designed in order to unbias the estimation procedure from any
known instrumental noise [20]. Moreover, algorithms have been engineered to
improve the statistical errors on a given sample of experimental data—the so-
called adaptive tomography [22]—and then max-likelihood strategies [23] have
been used that improved dramatically statistical errors, however, at the expense
of some bias in the infinite dimensional case, and of exponential complexity ver-
sus N for the joint tomography of N quantum systems. The latest technical
developments [24] derive the general tomographic method from spanning sets of
operators, the previous group theoretical approaches [18, 19, 20, 21] being just
a particular case of this general method, where the group representation is just
a device to find suitable operator “orthogonality” and “completeness” relations
in the linear algebra of operators. Finally, very recently, a method for tomo-
graphic estimation of the unknown quantum operation of a quantum device has
been derived [25], which uses a single fixed input entangled state, which plays
the role of all possible input states in quantum parallel on the tested device,
making finally the method a true “quantum radiography” of the functioning of
a device.
In this Review we will give a self-contained and unified derivation of the
methods of quantum tomography, with examples of applications to different
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kinds of quantum systems, and with particular focus on quantum optics, where
also some results from experiments are reexamined. The Review is organized as
follows.
In Chapter 2 we introduce the generalized Wigner functions [26, 27] and we
provide the basic elements of detection theory in quantum optics, by giving the
description of photodetection, homodyne detection, and heterodyne detection.
As we will see, heterodyne detection also provides a method for estimating the
ensemble average of polynomials in the field operators, however, it is unsuitable
for the density matrix elements in the photon-number representation. The ef-
fect of non unit quantum efficiency is taken into account for all such detection
schemes.
In Chapter 3 we give a brief history of quantum tomography, starting with
the first proposal of Vogel and Risken [7] as the extension to the domain of quan-
tum optics of the conventional tomographic imaging. As already mentioned, this
method indirectly recovers the state of the system through the reconstruction
of the Wigner function, and is affected by uncontrollable bias. The exact ho-
modyne tomography method of Ref. [8] (successively simplified in Ref. [9]) is
here presented on the basis of the general tomographic method of spanning sets
of operators of Ref. [24]. As another application of the general method, the
tomography of spin systems [28] is provided from the group theoretical method
of Refs. [18, 19, 20]. In this chapter we include also further developments to
improve the method, such as the deconvolution techniques of [20] to correct the
effects of experimental noise by data processing, and the adaptive tomography
[22] to reduce the statistical fluctuations of tomographic estimators.
Chapter 4 is devoted to the evaluation from Ref. [16] of the expectation
value of arbitrary operators of a single-mode radiation field via homodyne to-
mography. Here we also report from Ref. [29] the estimation of the added
noise with respect to the perfect measurement of field observables, for some
relevant observables, along with a comparison with the noise that would have
been obtained using heterodyne detection.
The generalization of Ref. [17] of homodyne tomography to many modes
of radiation is reviewed in Chapter 5, where it is shown how tomography of a
multimode field can be performed by using only a single local oscillator with a
tunable field mode. Some results of Monte Carlo simulations from Ref. [17] are
also shown for the state that describes light from parametric downconversion.
Chapter 6 reviews some applications of quantum homodyne tomography to
perform fundamental test of quantum mechanics. The first is the proposal of
Ref. [30] to measure the nonclassicality of radiation field. The second is the
scheme of Ref. [31] to test the state reduction rule using light from parametric
downconversion. Finally, we review some experimental results about tomogra-
phy of coherent signals with applications to the estimation of losses introduced
by simple optical components [32].
Chapter 7 reviews the tomographic method of Ref. [25] to reconstruct the
quantum operation of a device, such as an amplifier or a measuring device, using
a single fixed input entangled state, which plays the role of all possible input
states in a quantum parallel fashion.
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Chapter 8 is devoted to the reconstruction technique of Ref. [23] based
on the maximum likelihood principle. As mentioned, for infinite dimensions
this method is necessarily biased, however, it is more suited to the estimation
of a finite number of parameters, as proposed in Ref. [33], or to the state
determination in the presence of very low number of experimental data [23].
Unfortunately, the algorithm of this method has exponential complexity versus
the number of quantum systems for a joint tomography of many systems.
Finally, in Chapter 9 we briefly review Ref. [34], showing how quantum to-
mography could be profitably used as a tool for reconstruction and compression
in classical imaging.
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Chapter 2
Wigner functions and
elements of detection
theory
In this chapter we review some simple formulas from Ref. [35] that connect the
generalized Wigner functions for s-ordering with the density matrix, and vice-
versa. These formulas prove very useful for quantum mechanical applications
as, for example, for connecting master equations with Fokker-Planck equations,
or for evaluating the quantum state from Monte Carlo simulations of Fokker-
Planck equations, and finally for studying positivity of the generalized Wigner
functions in the complex plane. Moreover, as we will show in Chapter 3, the
first proposal of quantum state reconstruction [7] used the Wigner function as
an intermediate step.
In the second part of the chapter, we evaluate the probability distribution of
the photocurrent of photodetectors, balanced homodyne detectors, and hetero-
dyne detectors. We show that under suitable limits the respective photocurrents
provide the measurement of the photon number distribution, of the quadrature,
and of the complex amplitude of a single mode of the electromagnetic field.
When the effect of non-unit quantum efficiency is taken into account an addi-
tional noise affects the measurement, giving a Bernoulli convolution for photo-
detection, and a Gaussian convolution for homodyne and heterodyne detection.
Extensive use of the results in this chapter will be made in the next chapters
devoted to quantum homodyne tomography.
2.1 Wigner functions
Since Wigner’s pioneering work [26], generalized phase-space techniques have
proved very useful in various branches of physics [36]. As a method to ex-
press the density operator in terms of c-number functions, the Wigner functions
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often lead to considerable simplification of the quantum equations of motion,
as for example, for transforming master equations in operator form into more
amenable Fokker-Planck differential equations (see, for example, Ref. [37]).
Using the Wigner function one can express quantum-mechanical expectation
values in form of averages over the complex plane (the classical phase-space),
the Wigner function playing the role of a c-number quasi-probability distribu-
tion, which generally can also have negative values. More precisely, the original
Wigner function allows to easily evaluate expectations of symmetrically ordered
products of the field operators, corresponding to the Weyl’s quantization pro-
cedure [38]. However, with a slight change of the original definition, one defines
generalized s-ordered Wigner function Ws(α, α
∗), as follows [27]
Ws(α, α
∗) =
∫
C
d2λ
π2
eαλ
∗−α∗λ+ s2 |λ|2Tr[D(λ)ρ] , (2.1)
where α∗ denotes the complex conjugate of α, the integral is performed on
the complex plane with measure d2λ = dReλdImλ, ρ represents the density
operator, and
D(α) ≡ exp(αa† − α∗a) (2.2)
denotes the displacement operator, where a and a† ([a, a†] = 1) are the annihila-
tion and creation operators of the field mode of interest. The Wigner functions
in Eq. (2.1) allow to evaluate s-ordered expectation values of the field operators
through the following relation
Tr[:(a†)nam:s ρ] =
∫
C
d2αWs(α, α
∗)α∗nαm . (2.3)
The particular cases s = −1, 0, 1 correspond to anti-normal, symmetrical, and
normal ordering, respectively. In these cases the generalized Wigner function
Ws(α, α
∗) are usually denoted by the following symbols and names
1
πQ(α, α
∗) for s = −1 “Q function”
W (α, α∗) for s = 0 (usual Wigner function)
P (α, α∗) for s = 1 “P function”
(2.4)
For the normal (s = 1) and anti-normal (s = −1) orderings, the following simple
relations with the density matrix are well known
Q(α, α∗) ≡ 〈α|ρ|α〉 , (2.5)
ρ =
∫
C
d2αP (α, α∗) |α〉〈α| , (2.6)
where |α〉 denotes the customary coherent state |α〉 = D(α)|0〉, |0〉 being the
vacuum state of the field. Among the three particular representations (2.4),
the Q function is positively definite and infinitely differentiable (it actually
represents the probability distribution for ideal joint measurements of position
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and momentum of the harmonic oscillator: see Sec. 2.4). On the other hand,
the P function is known to be possibly highly singular, and the only pure states
for which it is positive are the coherent states [39]. Finally, the usual Wigner
function has the remarkable property of providing the probability distribution
of the quadratures of the field in form of marginal distribution, namely∫ ∞
−∞
d ImαW (αeiϕ, α∗e−iϕ) = ϕ〈Reα|ρ|Reα〉ϕ , (2.7)
where |x〉ϕ denotes the (unnormalizable) eigenstate of the field quadrature
Xϕ =
a†eiϕ + ae−iϕ
2
(2.8)
with real eigenvalue x. Notice that any couple of quadratures Xϕ, Xϕ+π/2
is canonically conjugate, namely [Xϕ, Xϕ+π/2] = i/2, and it is equivalent to
position and momentum of a harmonic oscillator. Usually, negative values of
the Wigner function are viewed as signature of a non-classical state, the most
eloquent example being the Schro¨dinger-cat state [40], whose Wigner function
is characterized by rapid oscillations around the origin of the complex plane.
From Eq. (2.1) one can notice that all s-ordered Wigner functions are related
to each other through Gaussian convolution
Ws(α, α
∗) =
∫
C
d2β Ws′(β, β
∗)
2
π(s′ − s) exp
(
− 2
s′ − s |α− β|
2
)
(2.9)
= exp
(
s′ − s
2
∂2
∂α∂α∗
)
Ws′ (α, α
∗) , (s′ > s) . (2.10)
Equation (2.9) shows the positivity of the generalized Wigner function for s <
−1, as a consequence of the positivity of the Q function. From a qualitative point
of view, the maximum value of s keeping the generalized Wigner functions as
positive can be considered as an indication of the classical nature of the physical
state [41].
An equivalent expression for Ws(α, α
∗) can be derived as follows [35]. Eq.
(2.1) can be rewritten as
Ws(α, α
∗) = Tr[ρD(α)WˆsD†(α)] , (2.11)
where
Wˆs =
∫
C
d2λ
π2
e
s
2 |λ|2 D(λ) . (2.12)
Through the customary Baker-Campbell-Hausdorff (BCH) formula
expA expB = exp
(
A+B +
1
2
[A,B]
)
, (2.13)
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which holds when [A, [A,B]] = [B, [A,B]] = 0, one writes the displacement in
normal order, and integrating on arg(λ) and |λ| one obtains
Wˆs =
2
π(1− s)
∞∑
n=0
1
n!
(
2
s− 1
)n
a†nan =
2
π(1 − s)
(
s+ 1
s− 1
)a†a
, (2.14)
where we used the normal-ordered forms
:(a†a)n: = (a†)nan = a†a(a†a− 1) . . . (a†a− n+ 1) , (2.15)
and the identity
:e−xa
†a: =
∞∑
l=0
(−x)l
l!
(a†)lal = (1− x)a†a. (2.16)
The density matrix can be recovered from the generalized Wigner functions
using the following expression
ρ =
2
1 + s
∫
C
d2αWs(α, α
∗)e−
2
1+s |α|2 e
2α
1+sa
†
(
s− 1
s+ 1
)a†a
e
2α∗
1+s a . (2.17)
For the proof of Eq. (2.17) the reader is referred to Ref. [35]. In particular, for
s = 0 one has the inverse of the Glauber formula
ρ = 2
∫
C
d2αW (α, α∗)D(2α)(−)a†a , (2.18)
whereas for s = 1 one recovers Eq. (2.6) that defines the P function.
2.2 Photodetection
Light is revealed by exploiting its interaction with atoms/molecules or electrons
in a solid, and, essentially, each photon ionizes a single atom or promotes an
electron to a conduction band, and the resulting charge is then amplified to
produce a measurable pulse. In practice, however, available photodetectors are
not ideally counting all photons, and their performances is limited by a non-unit
quantum efficiency ζ, namely only a fraction ζ of the incoming photons lead to
an electric signal, and ultimately to a count: some photons are either reflected
from the surface of the detector, or are absorbed without being transformed
into electric pulses.
Let us consider a light beam entering a photodetector of quantum efficiency
ζ, i.e. a detector that transforms just a fraction ζ of the incoming light pulse
into electric signal. If the detector is small with respect to the coherence length
of radiation and its window is open for a time interval T , then the Poissonian
process of counting gives a probability p(m;T ) of revealing m photons that
writes [42]
p(m;T ) = Tr
[
ρ:
[ζI(T )T ]m
m!
exp[−ζI(T )T ]:
]
, (2.19)
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where ρ is the quantum state of light, : : denotes the normal ordering of field
operators, and I(T ) is the beam intensity
I(T ) =
2ǫ0c
T
∫ T
0
E(−)(r, t) ·E(+)(r, t)dt , (2.20)
given in terms of the positive (negative) frequency part of the electric field
operator E(+)(r, t) (E(−)(r, t)). The quantity p(t) = ζTr [ρI(T )] equals the
probability of a single count during the time interval (t, t + dt). Let us now
focus our attention to the case of the radiation field excited in a stationary
state of a single mode at frequency ω. Eq. (2.19) can be rewritten as
pη(m) = Tr
[
ρ :
(ηa†a)m
m!
exp(−ηa†a):
]
, (2.21)
where the parameter η = ζc~ω/V denotes the overall quantum efficiency of the
photodetector. Using Eqs. (2.15) and (2.16) one obtains
pη(m) =
∞∑
n=m
ρnn
(
n
m
)
ηm(1− η)n−m , (2.22)
where
ρnn ≡ 〈n|ρ|n〉 = pη=1(n) . (2.23)
Hence, for unit quantum efficiency a photodetector measures the photon num-
ber distribution of the state, whereas for non unit quantum efficiency the output
distribution of counts is given by a Bernoulli convolution of the ideal distribu-
tion.
The effects of non unit quantum efficiency on the statistics of a photodetec-
tor, i.e. Eq. (2.22) for the output distribution, can be also described by means
of a simple model in which the realistic photodetector is replaced with an ideal
photodetector preceded by a beam splitter of transmissivity τ ≡ η. The reflected
mode is absorbed, whereas the transmitted mode is photo-detected with unit
quantum efficiency. In order to obtain the probability of measuring m clicks,
notice that, apart from trivial phase changes, a beam splitter of transmissivity
τ affects the unitary transformation of fields(
c
d
)
≡ U †τ
(
a
b
)
Uτ =
( √
τ −√1− τ√
1− τ √τ
)(
a
b
)
, (2.24)
where all field modes are considered at the same frequency. Hence, the output
mode c hitting the detector is given by the linear combination
c =
√
τa−√1− τb , (2.25)
and the probability of counts reads
pτ (m) = Tr
[
Uτρ⊗ |0〉〈0|U †τ |m〉〈m| ⊗ 1
]
=
∞∑
n=m
ρnn
(
n
m
)
(1 − τ)n−mτm . (2.26)
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Eq. (2.26) reproduces the probability distribution of Eq. (2.22) with τ = η. We
conclude that a photo-detector of quantum efficiency η is equivalent to a perfect
photo-detector preceded by a beam splitter of transmissivity η which accounts
for the overall losses of the detection process.
2.3 Balanced homodyne detection
The balanced homodyne detector provides the measurement of the quadrature
of the field Xϕ in Eq. (2.8). It was proposed by Yuen and Chan [43], and
subsequently demonstrated by Abbas, Chan and Yee [44].
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Figure 2.1: Scheme of the balanced homodyne detector.
The scheme of a balanced homodyne detector is depicted in Fig. 2.1. The
signal mode a interferes with a strong laser beam mode b in a balanced 50/50
beam splitter. The mode b is the so-called the local oscillator (LO) mode of the
detector. It operates at the same frequency of a, and is excited by the laser in a
strong coherent state |z〉. Since in all experiments that use homodyne detectors
the signal and the LO beams are generated by a common source, we assume
that they have a fixed phase relation. In this case the LO phase provides a
reference for the quadrature measurement, namely we identify the phase of the
LO with the phase difference between the two modes. As we will see, by tuning
ϕ = arg z we can measure the quadrature Xϕ at different phases.
After the beam splitter the two modes are detected by two identical pho-
todetectors (usually linear avalanche photodiodes), and finally the difference of
photocurrents at zero frequency is electronically processed and rescaled by 2|z|.
According to Eqs. (2.24), the modes at the output of the 50/50 beam splitter
(τ = 1/2) write
c =
a− b√
2
, d =
a+ b√
2
, (2.27)
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hence the difference of photocurrents is given by the following operator
I =
d†d− c†c
2|z| =
a†b+ b†a
2|z| . (2.28)
Let us now proceed to evaluate the probability distribution of the output pho-
tocurrent I for a generic state ρ of the signal mode a. In the following treatment
we will follow Refs. [45, 46].
Let us consider the moments generating function of the photocurrent I
χ(λ) = Tr
[
ρ⊗ |z〉〈z| eiλI] , (2.29)
which provides the probability distribution of I as the Fourier transform
P (I) =
∫ +∞
−∞
dλ
2π
e−iλIχ(λ) . (2.30)
Using the BCH formula [47, 48] for the SU(2) group, namely
exp
(
ξab† − ξ∗a†b) = eζb†a (1 + |ζ|2) 12 (b†b−a†a) e−ζ∗a†b, ζ = ξ|ξ| tan |ξ| , (2.31)
one can write the exponential in Eq. (2.29) in normal-ordered form with respect
to mode b as follows
χ(λ) =
〈
ei tan(
λ
2|z|)b
†a
[
cos
(
λ
2|z|
)]a†a−b†b
ei tan(
λ
2|z|)a
†b
〉
ab
. (2.32)
Since mode b is in a coherent state |z〉 the partial trace over b can be evaluated
as follows
χ(λ) =
〈
ei tan(
λ
2|z| )z
∗a
[
cos
(
λ
2|z|
)]a†a
ei tan(
λ
2|z|)za
†
〉
a
×
〈
z
∣∣∣∣∣
[
cos
(
λ
2|z|
)]−b†b ∣∣∣∣∣z
〉
. (2.33)
Using now Eq. (2.13), one can rewrite Eq. (2.33) in normal order with respect
to a, namely
χ(λ) =
〈
eiz sin(
λ
2|z|)a
†
exp
[
−2 sin2
(
λ
4|z|
)
(a†a+ |z|2)
]
eiz
∗ sin( λ2|z|)a
〉
a
,(2.34)
In the strong-LO limit z →∞, only the lowest order terms in λ/|z| are retained,
a†a is neglected with respect to |z|2, and Eq. (2.34) simplifies as follows
lim
z→∞
χ(λ) =
〈
ei
λ
2 e
iϕa† exp
[
−λ
2
8
]
ei
λ
2 e
−iϕa
〉
a
= 〈exp[iλXϕ]〉a , (2.35)
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where ϕ = argz. The generating function in Eq. (2.35) is then equivalent to
the POVM
Π(x) =
∫ +∞
−∞
dλ
2π
exp[iλ(Xϕ − x)] = δ(Xϕ − x) ≡ |x〉ϕϕ〈x| , (2.36)
namely the projector on the eigenstate of the quadrature Xϕ with eigenvalue x.
In conclusion, the balanced homodyne detector achieves the ideal measurement
of the quadrature Xϕ in the strong LO limit. In this limit, the probability
distribution of the output photocurrent I approaches exactly the probability
distribution p(x, ϕ) = ϕ〈x|ρ|x〉ϕ of the quadrature Xϕ, and this for any state ρ
of the signal mode a.
It is easy to take into account non-unit quantum efficiency at detectors.
According to Eq. (2.25) one has the replacements
c =⇒ √ηc−
√
1− ηu , u, v vacuum modes (2.37)
d =⇒ √ηd−
√
1− ηv , (2.38)
and now the output current is rescaled by 2|z|η, namely
Iη ≃ 1
2|z|
{[
a+
√
1− η
2η
(u+ v)
]
b† + h.c
}
, (2.39)
where only terms containing the strong LO mode b are retained. The POVM is
then obtained by replacing
Xϕ → Xϕ +
√
1− η
2η
(uϕ + vϕ) (2.40)
in Eq. (2.36), with wϕ = (w
†eiϕ +we−iϕ)/2, w = u, v, and tracing the vacuum
modes u and v. One then obtains
Πη(x) =
∫ +∞
−∞
dλ
2π
eiλ(Xϕ−x)|〈0|eiλ
√
1−η
2η uϕ |0〉|2 =
∫ +∞
−∞
dλ
2π
eiλ(Xϕ−x)e−λ
2 1−η
8η
=
1√
2π∆2η
exp
[
− (x−Xϕ)
2
2∆2η
]
=
1√
2π∆2η
∫ +∞
−∞
dx′ e
− 1
2∆2η
(x−x′)2 |x′〉ϕϕ〈x′| , (2.41)
where
∆2η =
1− η
4η
. (2.42)
Thus the POVM, and in turn the probability distribution of the output pho-
tocurrent, are just the Gaussian convolution of the ideal ones with rms ∆η =√
(1− η)/(4η).
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2.4 Heterodyne detection
Heterodyne detection allows to perform the joint measurement of two conjugated
quadratures of the field [49, 50]. The scheme of the heterodyne detector is
depicted in Fig. 2.2.
a(
b(
ω+ωIF)
ω−ωIF)
c(ω)
τ−>1
cos(ω IF )t
sin(ω IFt )
Re Z
Im Z
BS
Figure 2.2: Scheme of the heterodyne detector.
A strong local oscillator at frequency ω in a coherent state |α〉 hits a beam
splitter with transmissivity τ → 1, and with the coherent amplitude α such that
γ ≡ |α|√τ(1 − τ) is kept constant. If the output photocurrent is sampled at the
intermediate frequency ωIF , just the field modes a and b at frequency ω ± ωIF
are selected by the detector. Modes a and b are usually referred to as signal
band and image band modes, respectively. In the strong LO limit, upon tracing
the LO mode, the output photocurrent I(ωIF ) rescaled by γ is equivalent to the
complex operator
Z =
I(ωIF )
γ
= a− b†, (2.43)
where the arbitrary phases of modes have been suitably chosen. The hetero-
dyne photocurrent Z is a normal operator, equivalent to a couple of commuting
selfadjoint operators
Z = ReZ + iImZ , [Z,Z†] = [ReZ, ImZ] = 0 . (2.44)
The POVM of the detector is then given by the orthogonal eigenvectors of Z.
It is here convenient to introduce the notation of Ref. [51] for vectors in the
tensor product of Hilbert spaces H⊗H
|A〉〉 =
∑
nm
Anm|n〉 ⊗ |m〉 ≡ (A⊗ I)|I〉〉 ≡ (I ⊗Aτ )|I〉〉 , (2.45)
where Aτ denotes the transposed operator with respect to some pre-chosen
orthonormal basis. Eq. (2.45) exploits the isomorphism between the Hilbert
space of the Hilbert-Schmidt operators A,B ∈ HS(H) with scalar product
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〈A,B〉 = Tr[A†B], and the Hilbert space of bipartite vectors |A〉〉, |B〉〉 ∈ H⊗H,
where one has 〈〈A|B〉〉 ≡ 〈A,B〉.
Using the above notation it is easy to write the eigenvectors of Z with
eigenvalue z as 1√
π
|D(z)〉〉. In fact one has [52]
Z|D(z)〉〉 = (a− b†)(Da(z)⊗ Ib)|I〉〉 = (Da(z)⊗ Ib)(a− b† + z)
∞∑
n=0
|n〉 ⊗ |n〉
= z(Da(z)⊗ Ib)|I〉〉 = z|D(z)〉〉 . (2.46)
The orthogonality of such eigenvectors can be verified through the relation
〈〈D(z)|D(z′)〉〉 = Tr[D†(z)D(z′)] = πδ(2)(z − z′) , (2.47)
where δ(2)(α) denotes the Dirac delta function over the complex plane
δ(2)(α) =
∫
C
d2γ
π2
exp(γα∗ − γ∗α) . (2.48)
In conventional heterodyne detection the image band mode is in the vacuum
state, and one is just interested in measuring the field mode a. In this case we
can evaluate the POVM upon tracing on mode b. One has
Π(z, z∗) =
1
π
Trb[|D(z)〉〉〈〈D(z)|Ia ⊗ |0〉〈0|]
=
1
π
D(z)|0〉〈0|D†(z) = 1
π
|z〉〈z| , (2.49)
namely one obtain the projectors on coherent states. The coherent-state POVM
provides the optimal joint measurement of conjugated quadratures of the field
[53]. In fact, heterodyne detection allows to measure the Q-function in Eq. (2.4).
According to Eq. (2.3) then it provides the expectation value of anti-normal
ordered field operator. For a state ρ the expectation value of any quadrature
Xϕ is obtained as
〈Xϕ〉 = Tr[ρXϕ] =
∫
C
d2α
π
Re(αe−iϕ)Q(α, α∗) . (2.50)
The price to pay for jointly measuring noncommuting observables is an addi-
tional noise. The rms fluctuation is evaluated as follows∫
C
d2α
π
[Re(αe−iϕ)]2Q(α, α∗)− 〈Xϕ〉2 = 〈∆X2ϕ〉+
1
4
, (2.51)
where 〈∆X2ϕ〉 is the intrinsic noise, and the additional term is usually referred
to as “the additional 3dB noise due to the joint measure” [54, 55, 56].
The effect of non-unit quantum efficiency can be taken into account in anal-
ogous way as in Sec. 2.3 for homodyne detection. The heterodyne photocurrent
17
is rescaled by an additional factor η1/2, and vacuum modes u and v are intro-
duced, thus giving [57]
Zη = a− b† +
√
1− η
η
u−
√
1− η
η
v† . (2.52)
Upon tracing over modes u and v, one obtain the POVM
Πη(z, z
∗) =
∫
C
d2γ
π2
u〈0|v〈0|eγ(Z†η−z∗)−γ∗(Zη−z)|0〉u|0〉v (2.53)
=
∫
C
d2γ
π2
eγ(Z
†−z∗)−γ∗(Z−z) e−
1−η
η
|γ|2
=
η
π(1 − η)e
− η1−η |Z−z|2 =
∫
C
d2z′
π∆2η
e
− |z′−z|2
∆2η |D(z′)〉〉〈〈D(z′)| .
The probability distribution is then a Gaussian convolution on the complex
plane of the ideal probability with rms ∆2η = (1− η)/η.
Analogously, the coherent-state POVM for conventional heterodyne detec-
tion with vacuum image band mode is replaced with
Πη(z, z
∗) =
∫
C
d2z′
π∆2η
e
− |z′−z|2
∆2η |z′〉〈z′| . (2.54)
From Eqs. (2.9) we can equivalently say that the heterodyne detection prob-
ability density is given by the generalized Wigner function Ws(α, α
∗), with
s = 1 − 2η . Notice that for η < 1, the average of functions αnα∗m is related to
the expectation value of a different ordering of field operators. However, one
has the relevant identity [27, 58]
:(a†)nam:s =
(n,m)∑
k=0
k!
(
n
k
)(
m
k
)(
t− s
2
)k
:(a†)n−kam−k:t , (2.55)
where (n,m) = min(n,m), and then∫
C
d2αW1− 2
η
(α, α∗)αmα∗n
=
(n,m)∑
k=0
k!
(
n
k
)(
m
k
)(
1− η
η
)k
〈am−k(a†)n−k〉 . (2.56)
Notice that the measure of the Q-function (or any smoothed version for η < 1)
does not allow to recover the expectation value of any operator through an
average over heterodyne outcomes. In fact, one needs the admissibility of anti-
normal ordered expansion [59] and the convergence of the integral in Eq. (2.56).
In particular, the matrix elements of the density operator cannot be recovered.
For some operators in which heterodyne measurement is allowed, a comparison
with quantum homodyne tomography will be given in Sec. 4.3.
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Finally, it is worth mentioning that all results of this section are valid also
for an image-band mode with the same frequency of the signal. In this case a
measurement scheme based on multiport homodyne detection should be used
[50, 58, 60, 61, 62, 63, 64, 65, 66].
19
Chapter 3
General tomographic
method
In this chapter we review the general tomographic method of spanning sets of
operators of Ref. [24], and re-derive in this general framework the exact homo-
dyne tomography method of Ref. [8]. In the first section, we first give a brief
history of quantum tomography, starting with the original proposal of Vogel and
Risken [7], that extended the conventional tomographic imaging to the domain
of quantum optics. Here we will briefly sketch the conventional imaging tomo-
graphic method, and show the analogy with the method of Ref. [7]. The latter
achieves the quantum state via the Wigner function, which in turn is obtained
by inverse Radon transform of the homodyne probability distributions for vary-
ing phase with respect to the LO. As already mentioned, the Radon transform
inversion is affected by uncontrollable bias: such limitations and the intrinsic
unreliability of this method are thoroughly explained in the same section.
As opposite to the Radon transform method, the first exact method of Ref.
[8] (and successively refined in Ref. [9]) allows the reconstruction of the density
matrix ρ, bypassing the step of the Wigner function, and achieving the matrix
elements of ρ—or the expectation of any arbitrary operator—by just averaging
the pertaining estimators (also called Kernel functions or pattern functions),
evaluated on the experimental homodyne data. This method will be re-derived
in Subsec. 3.3.3, as a special case of the general tomographic method of Ref. [24]
here reviewed in Sect. 3.3, where we introduce the concept of “quorum”, which
is the complete set of observables whose measurement provides the expectation
value of any desired operator. Here we also show how some “orthogonality”
and “completeness” relations in the linear algebra of operators are sufficient
to individuate a quorum. As another application of the general method, in
Subsect. 3.3.5 the tomography of spin systems [28] is reviewed, which was
originally derived from the group theoretical methods of Refs. [18, 19, 20].
Another application is the quantum tomography of a free particle state, given
in Subsect. 3.3.6.
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In this same chapter, in Sec. 3.4 we include some further developments to
improve the tomographic method, such as the deconvolution techniques of Ref.
[20] to correct the imperfections of detectors and experimental apparatus with
a suitable data processing, and the adaptive tomography of Ref. [22] to reduce
the statistical fluctuations of tomographic estimators, by adapting the averaged
estimators to the given sample of experimental data.
The other relevant topics of homodyning observables, multimode tomogra-
phy, and tomography of quantum operations will be given a separate treatment
in the following chapters of the Review.
3.1 Brief historical excursus
The problem of quantum state determination through repeated measurements
on identically prepared systems was originally stated by Fano in 1957 [5], who
first recognized the need of measuring more that two noncommuting observables
to achieve such purpose. However, it was only with the proposal by Vogel and
Risken [7] that quantum tomography was born. The first experiments, which
already showed reconstructions of coherent and squeezed states were performed
by Michael Raymer’s and his group at the University of Oregon [6]. The main
idea at the basis of the first proposal is that it is possible to extend to the quan-
tum domain the algorithms that are conventionally used in medical imaging to
recover two dimensional (mass) distributions from unidimensional projections
in different directions. This first tomographic method, however, was unreliable
for the reconstruction of an unknown quantum state, since arbitrary smooth-
ing parameters were needed in the Radon-transform based imaging procedure.
The first exact unbiased tomographic method was proposed in Ref. [8], and
successively simplified in Ref. [9]. Since then, the new exact method has been
practically implemented in many experiments, such as the measurement of the
photon statistics of a semiconductor laser [10], and the reconstruction of the
density matrix of a squeezed vacuum [11]. The success of optical homodyne
tomography has then stimulated the development of state-reconstruction proce-
dures in other quantum harmonic oscillator systems, such as for atomic beams
[12], and the vibrational state of a molecule [13], of an ensemble of helium atoms
[14], and of a single ion in a Paul trap [15].
After the original exact method, quantum tomography has been general-
ized to the estimation of arbitrary observable of the field [16], to any num-
ber of modes [17], and, finally, to arbitrary quantum systems via group theory
[18, 19, 20, 21], with further improvements such as noise deconvolution [20],
adaptive tomographic methods [22], and the use of max-likelihood strategies
[23], which has made possible to reduce dramatically the number of experimen-
tal data, up to a factor 103÷105, with negligible bias for most practical cases of
interest. Finally, more recently, a method for tomographic estimation of the un-
known quantum operation of a quantum device has been proposed [25], where a
fixed input entangled state plays the role of all input states in a sort of quantum
parallel fashion. Moreover, as another manifestation of such a quantum paral-
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lelism, one can also estimate the ensemble average of all operators by measuring
only one fixed ”universal” observable on an extended Hilbert space in a sort
of quantum hologram [67]. This latest development is based on the general to-
mographic method of Ref. [24], where the tomographic reconstruction is based
on the existence of spanning sets of operators, of which the irreducible unitary
group representations of the group-methods of Refs. [18, 19, 20, 21] are just a
special case.
3.2 Conventional tomographic imaging
In conventional medical tomography, one collects data in the form of marginal
distributions of the mass function m(x, y). In the complex plane the marginal
r(x, ϕ) is a projection of the complex functionm(x, y) on the direction indicated
by the angle ϕ ∈ [0, π], namely
r(x, ϕ) =
∫ +∞
−∞
dy
π
m
(
(x + iy)eiϕ, (x− iy)e−iϕ) . (3.1)
The collection of marginals for different ϕ is called “Radon transform”. The
tomography process essentially consists in the inversion of the Radon transform
(3.1), in order to recover the mass function m(x, y) from the marginals r(x, ϕ).
Here we derive inversion of Eq. (3.1). Consider the identity
m(α, α∗) =
∫
C
d2β δ(2)(α− β) m(β, β∗) , (3.2)
where δ(2)(α) denotes the Dirac delta function of Eq. (2.48), and m(α, α∗) ≡
m(x, y), with α = x+ iy and α∗ = x− iy. It is convenient to rewrite Eq. (2.48)
as follows
δ(2)(α) =
∫ +∞
0
dk
4
k
∫ 2π
0
dϕ
π2
e−ikαϕ =
∫ +∞
−∞
dk
4
|k|
∫ π
0
dϕ
π2
e−ikαϕ , (3.3)
with αϕ ≡ Re(α e−iϕ) = −αϕ+π. Then, from Eqs. (3.2) and (3.3) the inverse
Radon transform is obtained as follows
m(x, y) =
∫ π
0
dϕ
π
∫ +∞
−∞
dx′ r(x′, ϕ)
∫ +∞
−∞
dk
4
|k| eik(x′−αϕ) . (3.4)
Eq. (3.4) is conventionally written as
m(x, y) =
∫ π
0
dϕ
π
∫ +∞
−∞
dx′ r(x′, ϕ) K(x′ − αϕ), (3.5)
where K(x) is given by
K(x) ≡
∫ +∞
−∞
dk
4
|k|eikx = 1
2
Re
∫ +∞
0
dk keikx = −1
2
P 1
x2
, (3.6)
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with P denoting the Cauchy principal value. Integrating by parts Eq. (3.5) one
obtains the tomographic formula that is usually found in medical imaging, i.e.
m(x, y) =
1
2π
∫ π
0
dϕ P
∫ +∞
−∞
dx′
1
x′ − αϕ
∂
∂x′
r(x′, ϕ) , (3.7)
which allows the reconstruction of the mass distribution m(x, y) from its pro-
jections along different directions r(x, ϕ).
3.2.1 Extension to the quantum domain
In the “quantum imaging” process the goal is to reconstruct a quantum state in
the form of its Wigner function starting from its marginal probability distribu-
tions. As shown in Sec. 2.1, the Wigner function is a real normalized function
that is in one-to-one correspondence with the state density operator ρ. As
noticed in Eq. (2.7), the probability distributions of the quadrature operators
Xϕ = (a
†eiϕ+ae−iϕ)/2 are the marginal probabilities of the Wigner function for
the state ρ. Thus, by applying the same procedure outlined in the previous sub-
section, Vogel and Risken [7] proposed a method to recover the Wigner function
via an inverse Radon transform from the quadrature probability distributions
p(x, ϕ), namely
W (x, y) =
∫ π
0
dϕ
π
∫ +∞
−∞
dx′ p(x′, ϕ)
∫ +∞
−∞
dk
4
|k| eik(x′−x cosϕ−y sinϕ) . (3.8)
[Surprisingly, in the original paper [7] the connection to the tomographic imag-
ing method was never mentioned]. As shown in Sec. 2.3 the experimental
measurement of the quadratures of the field is obtained using the homodyne
detector. The method proposed by Vogel and Risken, namely the inversion of
the Radon transform, was the one which has been used in the first experiments
[6].
This first method is, however, not reliable for the reconstruction of an un-
known quantum state, due to the intrinsic unavoidable systematic error related
to the fact that the integral on k in Eq. (3.8) is unbounded. In fact, in order
to evaluate the inverse Radon transform, one would need the analytical form
of the marginal distribution of the quadrature p(x, ϕ), which, in turn, can only
be obtained by collecting the experimental data into histograms, and thence
“spline-ing” them. This, of course, is not an unbiased procedure since the de-
gree of spline-ing, the width and the number of the histogram bins, and finally
the number of different phases used to collect the experimental data sample in-
troduce systematic errors if they are not set above some minimal values, which
actually depend on the unknown quantum state that one wants to reconstruct.
Typically, an over-spline-ing will wash-out the quantum features of the state,
whereas, vice-versa, an under-spline-ing will create negative photon probabilities
in the reconstruction (see Ref. [8] for details).
A new exact method was then proposed in Ref. [8], alternative to the Radon-
transform technique. This approach, referred to as quantum homodyne tomog-
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raphy, allows to recover the quantum state of the field ρ—along with any en-
semble average of arbitrary operators—by directly averaging functions of the
homodyne data, abolishing the intermediate step of the Wigner function, which
is the source of all systematic errors. Only statistical errors are present, and
they can be reduced arbitrarily by collecting more experimental data. This
exact method will be re-derived from the general tomographic theory in Sec.
3.3.3.
3.3 General method of quantum tomography
In this section the general method of quantum tomography is explained in de-
tail. First, we give the basics of Monte Carlo integral theory which are needed
to implement the tomographic algorithms in actual experiments and in numer-
ical simulations. Then, we derive the formulas on which all schemes of state
reconstruction are based.
3.3.1 Basic statistics
The aim of quantum tomography is to estimate, for arbitrary quantum system,
the mean value 〈O〉 of a system operator O using only the results of the measure-
ments on a set of observables {Qλ, λ ∈ Λ}, called “quorum”. The procedure by
which this can be obtained needs the estimator or “Kernel function” R[O](x, λ)
which is a function of the eigenvalues x of the quorum operators. Integrating
the estimator with the probability p(x, λ) of having outcome x when measuring
Qλ, the mean value of O is obtained as follows
〈O〉 =
∫
Λ
dλ
∫
dµλ(x) p(x, λ) R[O](x, λ) , (3.9)
where the first integral is performed on the values of λ that designate all quorum
observables, and the second on the eigenvalues of the quorum observable Qλ
determined by the λ variable of the outer integral. For discrete set Λ and/or
discrete spectrum of the quorum, both integrals in (3.9) can suitably replaced
by sums.
The algorithm to estimate 〈O〉 with Eq. (3.9) is the following. One chooses
a quorum operatorQλ by drawing λ with uniform probability in Λ and performs
a measurement, obtaining the result xi. By repeating the procedure N times,
one collects the set of experimental data {(xi, λi), with i = 1, · · · , N}, where
λi identifies the quorum observable used for the ith measurement, and xi its
result. From the same set of data the mean value of any operator O can be
obtained. In fact, one evaluates the estimator of 〈O〉 and the quorum Qλ, and
then samples the double integral of (3.9) using the limit
〈O〉 = lim
N→∞
1
N
N∑
i=1
R[O](xi, λi) . (3.10)
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Of course the finite sum
FN =
1
N
N∑
i=1
R[O](xi, λi) . (3.11)
gives an approximation of 〈O〉. To estimate the error in the approximation one
applies the central limit theorem that we recall here.
Central limit theorem. Consider N statistically uncorrelated random
variables {zi, i = 1, · · · , N}, with mean values µ(zi), variances σ2(zi) and
bounded third order moments. If the variances σ2(zi) are all of the same order
then the statistical variable “average” y defined as
yN =
1
N
N∑
i=1
zi (3.12)
has mean and variance
µ(yN) =
1
N
N∑
i=1
µ(zi), σ
2(yN ) =
1
N2
N∑
i=1
σ2(zi). (3.13)
The distribution of yN approaches asymptotically a Gaussian for N → ∞. In
practical cases, the distribution of y can be considered Gaussian already for N
as low as N ∼ 10.
For our needs the hypotheses are met if the estimator R[O](xi, λi) in Eq.
(3.11) has limited moments up to the third order, since, even though xi have
different probability densities depending on λi, nevertheless, since λi is also
random all zi here given by
zi = R[O](xi, λi) (3.14)
have common mean
µ(zi) = 〈O〉 (3.15)
and variance
σ2(zi) =
∫
Λ
dλ
∫
dµλ(x) p(x, λ)R2[O](x, λ) − 〈O〉2. (3.16)
Using the central limit theorem, we can conclude that the experimental average
y ≡ FN in Eq. (3.11) is a statistical variable distributed as a Gaussian with
mean value µ(yN ) ≡ µ(zi) and variance σ2(yN ) ≡ 1N σ2(zi). Then the tomo-
graphic estimation converges with statistical error that decreases as N−1/2. A
statistically precise estimate of the confidence interval is given by
ǫN =
√∑N
i=1[zi − yN ]2
N(N − 1) , (3.17)
with zi given by Eq. (3.14) and yN by Eq. (3.12). In order to test that
the confidence intervals are estimated correctly, one can check that the FN
distribution is actually Gaussian. This can be done by comparing the histogram
of the block data with a Gaussian, or by using the χ2 test.
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3.3.2 Characterization of the quorum
Different estimation techniques have been proposed tailored to different quan-
tum systems, such as the radiation field [9, 17], trapped ions and molecular
vibrational states [68], spin systems [69], etc. All the known quantum estima-
tion techniques can be embodied in the following approach.
The tomographic reconstruction of an operator O is possible when there
exists a resolution of the form
O =
∫
Λ
dλ Tr
[
OB†(λ)
]
C(λ) , (3.18)
where λ is a (possibly multidimensional) parameter living on a (discrete or
continuous) manifold Λ. The only hypothesis in (3.18) is the existence of the
trace. If, for example, O is a trace–class operator, then we do not need to
require B(λ) to be of Hilbert-Schmidt class, since it is sufficient to require
B(λ) bounded. The operators C(λ) are functions of the quorum of observables
measured for the reconstruction, whereas the operators B(λ) form the dual basis
of the set C(λ). The term
E [O](λ) = Tr [OB†(λ)]C(λ) (3.19)
represents the quantum estimator for the operator O. The expectation value of
O is given by the ensemble average
〈O〉 ≡ Tr [Oρ] =
∫
Λ
dλ Tr
[
OB†(λ)
]
Tr [C(λ)ρ] ≡
∫
Λ
dλ 〈E [O](λ)〉 , (3.20)
where ρ is the density matrix of the quantum system under investigation. Notice
that the quantity Tr [C(λ)ρ] depends only on the quantum state, and it is related
to the probability distribution of the measurement outcomes, whereas the term
Tr
[
OB†(λ)
]
depends only on the quantity to be measured. In particular, the
tomography of the quantum state of a system corresponds to writing Eq. (3.18)
for the operators O = |k〉〈n|, {|n〉} being a given Hilbert space basis. For a
given system, the existence of a set of operators C(λ), together with its dual
basis B(λ) allows universal quantum estimation, i. e. the reconstruction of any
operator.
We now give two characterizations of the sets B(λ) and C(λ) that are nec-
essary and sufficient conditions for writing Eq. (3.18).
Condition 1: bi-orthogonality
Let us consider a complete orthonormal basis of vectors |n〉 (n = 0, 1, · · ·).
Formula (3.18) is equivalent to the bi-orthogonality condition∫
Λ
dλ 〈q|B†(λ)|p〉 〈m|C(λ)|l〉 = δmpδlq , (3.21)
where δij is the Kronecker delta. Eq. (3.21) can be straightforwardly generalized
to a continuous basis.
Condition 2: completeness
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If the set of operators C(λ) is complete, namely if any operator can be written
as a linear combination of the C(λ) as
O =
∫
Λ
dλ a(λ) C(λ) , (3.22)
then Eq. (3.18) is also equivalent to the trace condition
Tr
[
B†(λ) C(µ)
]
= δ(λ, µ) , (3.23)
where δ(λ, µ) is a reproducing kernel for the set B(λ), namely it is a function or
a tempered distribution which satisfies∫
Λ
dλ B(λ) δ(λ, µ) = B(µ) . (3.24)
An analogous identity holds for the set of C(λ)∫
Λ
dλ C(λ) δ(λ, µ) = C(µ) . (3.25)
The proofs are straightforward. The completeness condition on the operators
C(λ) is essential for the equivalence of (3.18) and (3.23). A simple counterex-
ample is provided by the set of projectors P (λ) = |λ〉〈λ| over the eigenstates of a
self-adjoint operator L. In fact, Eq. (3.23) is satisfied by C(λ) = B(λ) ≡ P (λ).
However, since they do not form a complete set in the sense of Eq. (3.22), it is
not possible to express a generic operator in the form X =
∫
Λ dλ 〈λ|O|λ〉 |λ〉〈λ|.
If either the set B(λ) or the set C(λ) satisfy the additional trace condition
Tr
[
B†(µ)B(λ)
]
= δ(λ, µ) , (3.26)
Tr
[
C†(µ)C(λ)
]
= δ(λ, µ) , (3.27)
then we have C(λ) = B(λ) (notice that neither B(λ) nor C(λ) need to be
unitary). In this case, Eq. (3.18) can be rewritten as
O =
∫
Λ
dλ Tr
[
OC†(λ)
]
C(λ) . (3.28)
A certain number of observables Qλ constitute a quorum when there are
functions fλ(Qλ) = C(λ) such that C(λ) form an irreducible set. The quantum
estimator for O in Eq. (3.19) then writes as a function of the quorum operators
E [O](λ) ≡ Eλ[O](Qλ) . (3.29)
Notice that if a set of observables Qλ constitutes a quorum, than the set of pro-
jectors |q〉λλ〈q| over their eigenvectors provides a quorum too, with the measure
dλ in Eq. (3.18) including the measure dµλ(q). Notice also that, even once the
quorum has been fixed, the unbiased estimator for an operator O will not in
general be unique, since there can exist functions N (Qλ) that satisfies [22]∫
Λ
dλN (Qλ) = 0 , (3.30)
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and that will be called ‘null estimators’. Two unbiased estimators that differ
by a null estimator yield the same results when estimating the operator mean
value. We will see in Sec. 3.4.2 how the null estimators can be used to reduce
the statistical noise.
In terms of the quorum observables Qλ Eq. (3.20) rewrites
〈O〉 =
∫
Λ
dλ Tr
[
OB†(λ)
]
Tr [fλ(Qλ)ρ]
=
∫
Λ
dλ
∫
dµλ(q) p(q, λ)Tr
[
OB†(λ)
]
fλ(q) , (3.31)
where p(q, λ) = λ〈q|ρ|q〉λ is the probability density of getting the outcome q
from the measurement of Qλ on the state ρ. Eq. (3.31) is equivalent to the
expression (3.9), with estimator
R[O](q, λ) = Tr [OB†(λ)] fλ(q) . (3.32)
Of course it is of interest to connect a quorum of observables to a resolution
of the form (3.18), since only in this case there can be a feasible reconstruc-
tion scheme. If a resolution formula is written in terms of a set of selfadjoint
operators, the set itself constitutes the desired quorum. However, in general a
quorum of observables is functionally connected to the corresponding resolution
formula. If the operators C(λ) are unitary, then they can always be taken as the
exponential map of a set of selfadjoint operators, which then are identified with
our quorum Qλ. The quantity Tr [C(λ)ρ] is thus connected with the moment
generating function of the set Qλ, and hence to the probability density p(q, λ) of
the measurement outcomes, which play the role of the Radon transform in the
quantum tomography of the harmonic oscillator. In general, the operators C(λ)
can be any function (neither self-adjoint nor unitary) of observables and, even
more generally, they may be connected to POVMs rather than observables.
The dual set B(λ) can be obtained from the set C(λ) by solving Eq. (3.23).
For finite quorums, this resorts to a matrix inversion. An alternative procedure
uses the Gram-Schmidt orthogonalization procedure [24]. No such a general
procedure exists for a continuous spanning set. Many cases, however, satisfy
conditions (3.26) and (3.27), and thus we can write B(λ) = C(λ)†.
3.3.3 Quantum estimation for harmonic-oscillator systems
The harmonic oscillator models several systems of interest in quantum mechan-
ics, as the vibrational states of molecules, the motion of an ion in a Paul trap,
and a single mode radiation field. Different proposals have been suggested in
order to reconstruct the quantum state of a harmonic system, which all fit the
framework of the previous section, which is also useful for devising novel estima-
tion techniques. Here, the basic resolution formula involves the set of displace-
ment operators D(α) = exp(αa†−α∗a), which can be viewed as exponentials of
the field-quadrature operators Xϕ = (a
†eiϕ + ae−iϕ)/2. We have shown in Sec.
2.3 that for a single-mode radiation field Xϕ is measured through homodyne
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detection. For the vibrational tomography of a molecule or a trapped ion Xϕ
corresponds to a time-evolved position or momentum. The set of displacement
operators satisfies Eqs. (3.23) and (3.27), since
Tr[D(α)D†(β)] = πδ(2)(α− β) , (3.33)
whereas Eq. (3.28) reduces to the Glauber formula
O =
∫
C
d2α
π
Tr
[
OD†(α)
]
D(α) . (3.34)
Changing to polar variables α = (−i/2)keiϕ, Eq. (3.34) becomes
O =
∫ π
0
dϕ
π
∫ +∞
−∞
dk |k|
4
Tr[O eikXϕ ] e−ikXϕ , (3.35)
which shows explicitly the dependence on the quorum Xϕ. Taking the ensemble
average of both members and evaluating the trace over the set of eigenvectors
of Xϕ, one obtains
〈O〉 =
∫ π
0
dϕ
π
∫ +∞
−∞
dx p(x, ϕ) R[O](x, ϕ) , (3.36)
where p(x;ϕ) = ϕ〈x|ρ|x〉ϕ is the probability distribution of quadratures out-
come. The estimator of the operator ensemble average 〈O〉 is given by
R[O](x, ϕ) = Tr[OK(Xϕ − x)] , (3.37)
where K(x) is the same as in Eq. (3.6).
Eq. (3.36) is the basis of quantum homodyne tomography. Notice that even
though K(x) is unbounded, however, the matrix element 〈ψ|K(Xϕ − x)|φ〉 can
be bounded, whence it can be used to sample the matrix element 〈ψ|ρ|φ〉 of
the state ρ, which, according to Sec. 3.3.1, is directly obtained by averaging
the estimator (3.37) over homodyne experimental values. In fact, for bounded
〈ψ|K(Xϕ − x)|φ〉, the central limit theorem guarantees that
〈ψ|ρ|φ〉 =
∫ π
0
dϕ
π
∫ +∞
−∞
dx p(x, ϕ) 〈ψ|K(Xϕ − x)|φ〉 (3.38)
= lim
N→∞
1
N
N∑
n=0
〈ψ|K(xϕn − xn))|φ〉 , (3.39)
where xn is the homodyne outcome measured at phase ϕn and distributed with
probability p(x, ϕ). Systematic errors are eliminated by choosing randomly
each phase ϕn at which homodyne measurement is performed. As shown in
Sec. 3.3.1, for finite number of measurements N , the estimate (3.39) of the
integral in Eq. (3.38) is Gaussian distributed around the true value 〈ψ|ρ|φ〉,
with statistical error decreasing as N−1/2. Notice that the measurability of the
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density operator matrix element depends only on the boundedness of the matrix
element of the estimator, and that no adjustable parameters are needed in the
procedure, which thus is unbiased.
The general procedure for noise deconvolution is presented in Sec. 3.4.1.
However, we give here the main result for the density matrix reconstruction.
As shown in Sec. 2.3, the effect of the efficiency in homodyne detectors is a
Gaussian convolution of the ideal probability p(x, ϕ), as
pη(x, ϕ) =
√
2η
π(1− η)
∫ +∞
−∞
dx′ e−
2η
1−η (x−x′)2p(x′, ϕ) . (3.40)
The tomographic reconstruction procedure still holds upon replacing p(x, ϕ)
with pη(x, ϕ), so that
ρ =
∫ π
0
dϕ
π
∫ +∞
−∞
dx pη(x, ϕ) Kη(Xϕ − x), (3.41)
where now the estimator is
Kη(x) =
1
2
Re
∫ +∞
0
k dk e
1−η
8η k
2+ikx . (3.42)
In fact, by taking the Fourier transform of both members of Eq. (3.40), one can
easily check that
ρ =
∫ π
0
dϕ
π
∫ +∞
−∞
dx pη(x, ϕ) Kη(Xϕ − x)
=
∫ π
0
dϕ
π
∫ +∞
−∞
dx p(x, ϕ) K(Xϕ − x) . (3.43)
Notice that the anti-Gaussian in Eq. (3.42) causes a much slower convergence
of the Monte Carlo integral (3.41): the statistical fluctuation will increase ex-
ponentially for decreasing detector efficiency η. In order to achieve good recon-
structions with non-ideal detectors, then one has to collect a larger number of
data.
It is clear from Eq. (3.39) that the measurability of the density matrix
depends on the chosen representation and on the quantum efficiency of the
detectors. For example, for the reconstruction of the density matrix in the Fock
basis the estimators are given by
Rη[|n〉〈n+ d|](x, ϕ) =
∫ +∞
−∞
dk |k|
4
e
1−η
8η k
2−ikx〈n+ d|eikXϕ |n〉 (3.44)
= eid(ϕ+
pi
2 )
√
n!
(n+ d)!
∫ +∞
−∞
dk |k|e 1−2η2η k2−i2kxkdLdn(k2) ,
where Ldn(x) denotes the generalized Laguerre polynomials. Notice that the
estimator is bounded only for η > 1/2, and below the method would give un-
bounded statistical errors. However, this bound is well below the values that are
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reasonably achieved in the lab, where actual homodyne detectors have efficiency
ranging between 70% and 90% [11, 70]. Moreover, a more efficient algorithm is
available, that uses the factorization formulas that hold for η = 1 [71, 72]
R[|n〉〈n+ d|](x, ϕ) = eidϕ[4xun(x)vn+d(x) (3.45)
−2√n+ 1un+1(x)vn+d(x) − 2
√
n+ d+ 1un(x)vn+d+1(x)] ,
where uj(x) and vj(x) are the normalizable and unnormalizable eigenfunctions
of the harmonic oscillator with eigenvalue j, respectively. The noise from quan-
tum efficiency can be unbiased via the inversion of the Bernoulli convolution,
which holds for η > 1/2 [73].
The use of Eq. (3.36) to estimate arbitrary operators through homodyne
tomography will be the subject of the following Chapter. Notice that Eq. (3.34)
cannot be used for unbounded operators, however the estimators also for some
unbounded operators will be derived in Sec. 4.1.
3.3.4 Some generalizations
Using condition (3.23) one can see that the Glauber formula can be generalized
to
O =
∫
C
d2α
π
Tr [OF1D(α)F2]F
−1
2 D
†(α)F−11 , (3.46)
where F1 and F2 are two generic invertible operators. By choosing F
†
1 = F2 =
S(ζ), where S(ζ) is the squeezing operator
S(ζ) = exp
[
1
2
(
ζ2a†2 − ζ∗2a2
)]
, ζ ∈ C , (3.47)
we obtain the tomographic resolution
〈O〉 =
∫ π
0
dϕ
π
∫ +∞
−∞
dx pζ(x, ϕ) Tr [OK(Xϕζ − x)] , (3.48)
in terms of the probability distribution of the generalized squeezed quadrature
operators
Xϕζ = S
†(ζ)XϕS(ζ) =
1
2
[
(µeiϕ + νe−iϕ)a† + (µe−iϕ + ν∗eiϕ)a
]
, (3.49)
with µ = cosh |ζ| and ν = sinh |ζ| exp[2i arg(ζ)]. Such an estimation technique
has been investigated in detail in Ref. [74].
A different estimation technique can be obtained by choosing in Eq. (3.46)
F1 = I, the identity operator, and F2 = (−)a†a, the parity operator. In this
case one gets
O =
∫
C
d2α
π
Tr
[
OD†(α)(−)a†a
]
(−)a†aD(α) . (3.50)
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Changing variable to α = 2β and using the relation
(−)a†aD(2β) = D†(β)(−)a†aD(β) (3.51)
it follows
〈O〉 =
∫
C
d2β
π
Tr
[
O4D†(β)(−)a†aD(β)
]
Tr
[
D(β)ρD†(β)(−)a†a
]
. (3.52)
Hence, it is possible to estimate 〈O〉 by repeated measurement of the parity
operator on displaced versions of the state under investigation. An approxi-
mated implementation of this technique for a single mode radiation field has
been suggested in Refs. [75, 76] through the measurement of the photon num-
ber probability on states displaced by a beam splitter. A similar scheme has
been used for the experimental determination of the motional quantum state of
a trapped atom [15]. In comparison with the approximated methods, Eq. (3.52)
allows to directly obtain the estimator R[O](α) for any operator O for which
the trace exists. For instance, the reconstruction of the density matrix in the
Fock representation is obtained by averaging the estimator
R[|n〉〈n+ d||](α) = 4〈n+ d|D†(α)(−)a†aD(α)|n〉 (3.53)
= 4 (−)n+d
√
n!
(n+ d)!
(2α)d e−2|α|
2
Ldn(4|α|2) ,
without the need of artificial cut-off in the Fock space [15].
3.3.5 Quantum estimation for spin systems
The spin tomographic methods of Refs. [20, 69, 28] allow the reconstruction of
the quantum state of a spin system. These methods utilize measurements of
the spin in different directions, i.e. the quorum is the set of operators of the
form ~S · ~n, where ~S is the spin operator and ~n ≡ (cosϕ sinϑ, sinϕ sinϑ, cosϑ)
is a varying unit vector. Different quorums can be used, that exploit different
sets of directions.
The easiest choice for the set of directions ~n is to consider all possible di-
rections. The procedure to derive the tomographic formulas for this quorum is
analogous to the one employed in Sec. 3.3.3 for homodyne tomography. The
reconstruction formula for spin tomography for the estimation of an arbitrary
operator O writes
〈O〉 =
s∑
m=−s
∫
Ω
d~n
4π
p(m,~n) R[O](m,~n) , (3.54)
where p(m,~n) is the probability of obtaining the eigenvalue m when measuring
the spin along direction ~n, R[O](m,~n) is the tomographic estimator for the op-
erator O, and Ω is the unit sphere. In this case the operators C(λ) of Eq. (3.18)
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are given by the set of projectors over the eigenstates |m,~n〉 of the operators
~S ·~n. Notice that this is a complete set of operators on the system Hilbert space
H. In order to find the dual basis B, one must consider the unitary operators
obtained by exponentiating the quorum, i.e. D(ψ,~n) = exp(iψ~S ·~n), which sat-
isfy the bi-orthogonality condition (3.21). In fact, D(ψ,~n) constitutes a unitary
irreducible representation of the group G = SU(2), and the bi-orthogonality
condition is just the orthogonality relations between the matrix elements of the
group representation [77], i.e.∫
G
dg Djr(g)D
†
tk(g) =
V
d
δjkδtr , (3.55)
where D is a unitary irreducible representation of dimension d, dg is the group
Haar invariant measure, and V =
∫
G
dg. For G = SU(2), with the 2s + 1-
dimensional unitary irreducible representation D(ψ,~n) (~n ∈ S2 unit vector on
the sphere, and ψ ∈ [0, 4π] the rotation angle around ~n) the Haar’s invariant
measure is sin2 ψ2 sinϑ dϑ dϕ dψ, and
V
d =
8π2
2s+1 . We need however to integrate
only for ψ ∈ [0, 2π] (the change of sign for 2π rotation is irrelevant), whence the
bi-orthogonality condition writes
2s+ 1
4π2
∫
Ω
d~n
∫ 2π
0
dψ sin2
ψ
2
〈j|eiψ~n·~S |r〉〈t|e−iψ~n·~S |k〉 = δjkδtr , (3.56)
and hence the spin tomography identity is given by
O =
2s+ 1
4π2
∫
Ω
d~n
∫ 2π
0
dψ sin2
ψ
2
Tr
[
OD†(ψ,~n)
]
D(ψ,~n) . (3.57)
Notice the analogy between Eq. (3.57) and Glauber’s formula (3.34). In fact,
both homodyne and spin tomography can be derived using the method of Group
Tomography [20], and the underlying groups are the Weyl-Heisenberg group
and the SU(2) group, respectively. Formula (3.54) is obtained from Eq. (3.57)
through the expectation value calculated on the eigenstates of ~S · ~n. Thus, the
explicit form of the tomographic estimator is obtained as
R[O](m,~n) = 2s+ 1
π
∫ 2π
0
dψ sin2
ψ
2
Tr
[
O e−iψ~S·~n
]
eiψm . (3.58)
As already noticed, there are other possible quorums for spin tomography.
For example, for spin s = 12 systems, a self-dual basis for the operator space
is given by the identity and the Pauli matrices. In fact, from the proper-
ties Tr[σα] = 0 and σασβ = i
∑
γ ǫαβγσασβ (α, β, γ = x, y, z), both the bi-
orthogonality relation (3.21) and the trace condition (3.23) follow. In this case
the reconstruction formula writes
〈O〉 = 1
2
Tr [O] +
1
2
∑
α=x,y,z
∑
m=± 12
mp(m,~nα) Tr [Oσα] . (3.59)
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In the case of generic s spin system, Weigert has also shown [69] that by
choosing (2s+ 1)2 arbitrary directions for ~n, it is possible to obtain (in almost
all cases) a quorum of projectors |s, ~nj〉〈s, ~nj | (j = 1, · · · , (2s+1)2), where |s, ~nj〉
is the eigenstate pertaining to the maximum eigenvalue s of ~S · ~nj.
3.3.6 Quantum estimation for a free particle
The state of a moving packet can be inferred from position measurement at
different times [78]. Assuming a particle with unit mass and using normalized
unit ~/2 = 1, the free Hamiltonian is given by the square of momentum operator
HF = p
2. In terms of the eigenvectors |x〉 of the position operator and of the
selfadjoint operator
R(x, τ) = e−ip
2τ |x〉〈x| eip2τ , (3.60)
the probability density of the position of the free particle at time τ is obtained
as p(x, τ) = Tr[ρR(x, τ)]. The operators R(x, τ) provide a self-dual basis, and
an arbitrary particle state can be written as
ρ =
∫
R
∫
R
dx dτ p(x, τ) R(x, τ) . (3.61)
3.4 Noise deconvolution and adaptive tomogra-
phy
In this section we will analyze: 1) the noise deconvolution scheme of Refs. [20,
79], that allows to eliminate the experimental noise that arises from imperfect
detection and lossy devices; 2) the adaptive tomography technique of Ref. [22]
that allows to tune the unbiased tomographic estimators to a specific sample of
experimental data, in order to reduce the statistical noise.
3.4.1 Noise deconvolution
In short, it is possible to eliminate detection noise when it is possible to invert
the noise map. A noise process is described by a trace preserving completely
positive map Γ. The noise can be deconvolved at the data analysis if
• the inverse of Γ exists, namely Γ−1 : L(H)→ L(H), with Γ−1 [Γ [O]] = O,
for ∀O ∈ L(H).
• the estimator Eλ[O](Qλ) is in the domain of Γ−1
• the map Γ−1 [Eλ[O](Qλ)] is a function of Qλ.
If the above conditions are met, we can recover the “ideal” expectation value
〈O〉 that we would get without noise. This is achieved by replacing Eλ[O](Qλ)
with Γ−1[Eλ[O](Qλ)], and evaluating the ensemble average with the state Γτ (ρ),
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namely the state affected by the noise (Γτ represents the dual map, that provides
the evolution in the Schroedinger picture). Hence, one has
〈O〉 =
∫
Λ
dλTr[Γ−1[Eλ[O](Qλ)]Γτ (ρ)] ≡
∫
Λ
dλ 〈Γ−1[Eλ[O](Qλ)]〉Γ . (3.62)
Consider for example the noise arising from non-unity quantum efficiency η
of homodyne detectors. Recall that the ideal probability density is replaced by
a Gaussian convolution with rms ∆2η = (1− η)/(4η). Then, the map Γη acts on
the quorum as follows
Γη[e
ikXϕ ] =
∫ +∞
−∞
dx eikx Γη[|x〉〈x|] (3.63)
=
∫ +∞
−∞
dx
∫ +∞
−∞
dx′ eikx e−
(x−x′)2
2∆2 [|x′〉〈x′|] = e− 12∆2k2 eikXϕ .
Of course one has
Γ−1η [e
ikXϕ ] = e
1
2∆
2k2 eikXϕ . (3.64)
In terms of the Fourier transform of the estimator
R˜[O](y, ϕ) =
∫ +∞
−∞
dx
2π
eixyR[O](x, ϕ) , (3.65)
one has
R˜η[O](y, ϕ) = e 12∆2y2R˜[O](y, ϕ) . (3.66)
We applied the above result in Sec. 3.3.3, where the effect of non-unity quantum
efficiency for reconstructing the density matrix elements was discussed. The use
of the estimator in Eq. (3.42) and the origin of the bound η > 1/2 is now more
clear.
Another simple example of noise deconvolution is given here for a spin 1/2
system. Consider the map that describes the “depolarizing channel”
Γp[O] = (1− p)O + p
2
Tr[O] I , 0 ≤ p ≤ 1 . (3.67)
This map can be inverted for p 6= 1 as follows
Γ−1p [O] =
1
1− p
(
O − p
2
Tr[O] I
)
. (3.68)
Then Eq. (3.59) can be replaced with
〈O〉 = 1
2
Tr [O] +
1
2(1− p)
∑
m=± 12
∑
α=x,y,z
mpp(m,~nα) Tr [Oσα] , (3.69)
where now pp(m,~nα) represents the probability of outcome m when measuring
σα on the noisy state Γp[ρ].
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3.4.2 Adaptive tomography
The idea of adaptive tomography is that the tomographic null estimators of Eq.
(3.30) can be used to reduce statistical errors. In fact, the addition of a null
estimator in the ideal case of infinite statistics does not change the average since
its mean value is zero, but can change the variance. Thus, one can look for a
procedure to reduce the variance by adding suitable null functions. Consider
the class of equivalent estimators for O
E ′λ[O](Qλ) = Eλ[O](Qλ) +
M∑
i=1
νiNi(Qλ) . (3.70)
Each estimator in the class E ′ is identified by the coefficient vector ~ν. The
variance of the tomographic averages can be evaluated as
∆2E ′[O] = ∆2E [O] + 2
M∑
i=1
νiNiE [O] +
M∑
i,j=1
νiνjNiNj , (3.71)
where F ≡ 〈∫Λ dλ F (Qλ)〉, and
∆2E [O] = E2[O] − E [O]2 . (3.72)
Minimizing ∆2E ′[O] with respect to the coefficients νi, one obtains the equation
M∑
j=1
νjNiNj = −E [O]Ni , (3.73)
which can be solved starting from the estimated mean values, with the vector ~ν
as unknown. Notice that the obtained vector ~ν will depend on the experimental
data, and has to be calculated with the above procedure for any new set of data.
In this way we obtain an adaptive tomographic algorithm, which consists in
the following steps:
• Find the null estimators Ni(Qλ) (i = 1, · · · ,M) for the quorum which is
being used in the experiment.
• Execute the experiment and collect the input data.
• Calculate, using the obtained data, the mean values NiNj and E [O]Ni,
and solve the linear system (3.73), to obtain ~ν.
• Use the vector ~ν obtained in the previous step to build the ‘optimized
estimator’ E ′[O](Qλ) = E [O](Qλ)+
∑
i νiNi(Qλ). Using the data collected
in the first step, the mean value 〈O〉 is now evaluated as
〈O〉 =
∫
Λ
dλ 〈E ′λ[O](Qλ)〉 , (3.74)
where the optimized estimator has been used.
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• For each new set of data the whole procedure must be repeated, as ~ν is
dependent on the data.
Notice that also the experimental mean values are slightly modified in the adap-
tive tomographic process, since null estimators do not change mean values only
in the limiting case of infinite statistics. Examples of simulations of the adap-
tive technique that efficiently reduce statistical noise of homodyne tomographic
reconstructions can be found in Ref. [22]. In homodyne tomography null esti-
mators are obtained as linear combinations of the following functions
Nk,n(Xϕ) = Xkϕ e±i(k+2+2n)ϕ , k, n ≥ 0 . (3.75)
One can easily check that such functions have zero average over ϕ, indepen-
dently on ρ. Hence, for every operator O one actually has an equivalence class
of infinitely many unbiased estimators, which differ by a linear combination
of functions Nk,n(Xϕ). It is then possible to minimize the rms error in the
equivalence class by the least-squares method, obtaining in this way an optimal
estimator that is adapted to the particular set of experimental data.
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Chapter 4
Universal homodyning
As shown in Ref. [16], homodyne tomography can be used as a kind of univer-
sal detector, for measuring generic field operators, however at expense of some
additional noise. In this chapter, the general class of field operators that can
be measured in this way is reviewed, which includes also operators that are
inaccessible to heterodyne detection. In Ref. [29] the most relevant observ-
ables were analyzed—such as the intensity, the real, the complex field, and the
phase—showing how their tomographic measurements are affected by noise that
is always larger than the intrinsic noise of the direct detection of the considered
observables. On the other hand, by comparing the noise from homodyne tomog-
raphy with that from heterodyning (for those operators that can be measured
in both ways), in Ref. [29] it was shown that for some operators homodyning is
better than heterodyning when the mean photon number is sufficiently small,
i.e. in the quantum regime, and in this chapter such comparison will be also
reviewed.
4.1 Homodyning observables
Homodyne tomography provides the maximum achievable information on the
quantum state of a single-mode radiation field through the use of the estimators
in Sec. 3.3.3. In principle, the knowledge of the density matrix should allow one
to calculate the expectation value also for unbounded operators. However, this
is generally true only when one has an analytic knowledge of the density matrix,
but it is not true when the matrix has been obtained experimentally. In fact,
the Hilbert space is actually infinite dimensional, whereas experimentally one
can achieve only a finite matrix, each element being affected by an experimental
error. Notice that, even though the method allows one to extract any matrix
element in the Hilbert space from the same bunch of experimental data, it is the
way in which errors converge in the Hilbert space that determines the actual
possibility of estimating the trace 〈O〉 = Tr[Oρ] for an arbitrary operator O.
This issue has been debated in the set of papers of Ref. [73]. Consider for
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example the number representation, and suppose that we want to estimate the
average photon number 〈a†a〉. In Ref. [80] it has been shown that for non-
unit quantum efficiency the statistical error for the diagonal matrix element
〈n|ρ|n〉 diverges faster than exponentially versus n, whereas for η = 1 the error
saturates for large n to the universal value εn =
√
2/N that depends only on
the number N of experimental data, but is independent on both n and on the
quantum state. Even for the unrealistic case η = 1, one can see immediately that
the estimated expectation value 〈a†a〉 = ∑H−1n=0 nρnn based on the measured
matrix elements ρnn, will exhibit an unbounded error versus the truncated-
space dimension H , because the non-vanishing error of ρnn versus n multiplies
the increasing eigenvalue n.
Here, we report the estimators valid for any operator that admits a normal
ordered expansion, giving the general class of operators that can be measured in
this way, also as a function of the quantum efficiency η. Hence, from the same
tomographic experiment, one can obtain not only the density matrix, but also
the expectation value of various field operators, also unbounded, and including
some operators that are inaccessible to heterodyne detection. However, the
price to pay for such detection flexibility is that all measured quantities will be
affected by noise. If one compares this noise with that from heterodyning (for
those operators that can be measured in both ways), it turns out that for some
operators homodyning is anyway less noisy than heterodyning, at least for small
mean photon numbers. The procedure for estimating the expectation 〈O〉 will
be referred to as homodyning the observable O.
By homodyning the observable O we mean averaging an appropriate esti-
mator R[O](x, ϕ), independent on the state ρ, over the experimental homodyne
data, achieving in this way the expectation value 〈O〉 for every state ρ, as in
Eq. (3.36). For unbounded operators one can obtain the explicit form of the
estimator R[O](x, ϕ) in a different way. Starting from the identity involving
trilinear products of Hermite polynomials [81]∫ +∞
−∞
dx e−x
2
Hk(x)Hm(x)Hn(x) =
2
m+n+k
2 π
1
2 k!m!n!
(s− k)!(s−m)!(s− n)! , (4.1)
for k+m+n = 2s even, Richter proved the following nontrivial formula for the
expectation value of the normally ordered field operators [82]
〈a†nam〉 =
∫ π
0
dϕ
π
∫ +∞
−∞
dx p(x, ϕ)ei(m−n)ϕ
Hn+m(
√
2x)√
2n+m
(
n+m
n
) , (4.2)
which corresponds to the estimator
R[a†nam](x, ϕ) = ei(m−n)ϕ Hn+m(
√
2x)√
2n+m
(
n+m
n
) . (4.3)
This result can be easily extended to the case of non-unit quantum efficiency
η < 1. Using Eq. (3.66) one obtains
Rη[a†nam](x, ϕ) = ei(m−n)ϕ Hn+m(
√
2ηx)√
(2η)n+m
(
n+m
n
) . (4.4)
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From Eq. (4.4) by linearity one can obtain the estimator Rη[f ](x, ϕ) for any
operator function f that has normal ordered expansion
f ≡ f(a, a†) =
∞∑
nm=0
f (N)nm a
†nam . (4.5)
From Eq. (4.4) one obtains
Rη[f ](x, ϕ) =
∞∑
s=0
Hs(
√
2ηx)
s!(2η)s/2
∞∑
nm=0
f (N)nm e
i(m−n)ϕn!m!δn+m,s
=
∞∑
s=0
Hs(
√
2ηx)is
s!(2η)s/2
ds
dvs
∣∣∣∣∣
v=0
F [f ](v, ϕ), (4.6)
where
F [f ](v, ϕ) =
∞∑
nm=0
f (N)nm
(
n+m
m
)−1
(−iv)n+mei(m−n)ϕ . (4.7)
Continuing from Eq. (4.6) one has
Rη[f ](x, ϕ) = exp
(
1
2η
d2
dv2
+
2ix√
η
d
dv
) ∣∣∣∣∣
v=0
F [f ](v, ϕ) , (4.8)
and finally
Rη[f ](x, ϕ) =
∫ +∞
−∞
dw√
2πη−1
e−
η
2w
2F [f ](w + 2ix/√η, ϕ) . (4.9)
Hence one concludes that the operator f can be measured by homodyne tomog-
raphy if the function F [f ](v, ϕ) in Eq. (4.7) grows slower than exp(−ηv2/2) for
v → ∞, and the integral in Eq. (4.9) grows at most exponentially for x → ∞
(assuming p(x, ϕ) goes to zero faster than exponentially at x→∞).
The robustness to additive phase-insensitive noise of this method of homo-
dyning observables has also been analyzed in Ref. [16], where it was shown that
just half photon of thermal noise would spoil completely the measurement of
the density matrix elements in the Fock representation.
In Table 4.1 we report the estimator Rη[O](x, ϕ) for some operators O.
The operator Wˆs gives the generalized Wigner function Ws(α, α
∗) for order-
ing parameter s through the relation in Eq. (2.11). From the expression of
Rη[Wˆs](x, ϕ) it follows that by homodyning with quantum efficiency η one can
measure the generalized Wigner function only for s < 1− η−1: in particular the
usual Wigner function for s = 0 cannot be measured for any quantum efficiency.
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O Rη[O](x, ϕ)
a†nam ei(m−n)ϕ
Hn+m(
√
2ηx)√
(2η)n+m
(
n+m
n
)
a 2eiϕx
a2 e2iϕ(4x2 − 1/η)
a†a 2x2 − 12η
(a†a)2 83x
4 − 4−2ηη x2 + 1−η2η2
Wˆs =
2
π(1−s)
(
s+1
s−1
)a†a ∫ ∞
0
dt
2e−t
π(1− s)− 1η
cos
(
2
√
2t
(1 − s)− 1η
x
)
|n〉〈n+ d| Rη[|n〉〈n+ d|](x, ϕ) in Eq. (3.44)
Table 4.1: Estimator Rη [O](x, ϕ) for some operators O (From Ref.[16]).
4.2 Noise in tomographic measurements
In this section we will review the analysis of Ref. [29], where the tomographic
measurement of following four relevant field quantities have been studied: the
field intensity, the real field or quadrature, the complex field, and the phase.
For all these quantities the conditions given after Eq. (4.9) are fulfilled.
The tomographic measurement of the observable O is provided in terms of
the average wη of the estimator wη ≡ Rη[O](x, ϕ) over the homodyne data. The
precision of the measurement is given by the confidence interval
√
∆w2η. When
wη is a real quantity, one has
∆w2η = w
2
η − wη 2 , (4.10)
where
w2η ≡ R2η[O](x, ϕ) =
∫ π
0
dϕ
π
∫ ∞
−∞
dx pη(x, ϕ) R2η[O](x, ϕ) . (4.11)
When wη is complex, one has to consider the eigenvalues of the covariance
matrix, namely
∆w2η =
1
2
[
|w|2η − |wη|2 ± |w2η − wη2|
]
. (4.12)
When the observable O can also be directly measured by a specific setup we
can compare the tomographic precision ∆w2 with 〈∆O2〉 = 〈O2〉−〈O〉2 . Notice
that, when we deal with η < 1 the noise 〈∆O2η〉 is larger that the quantum
fluctuations due to smearing effect of non-unit quantum efficiency. As we will
see, the tomographic measurement is always more noisy than the corresponding
direct measurement for any observable at any quantum efficiency η. This is
not surprising, in view of the larger amount of information retrieved in the
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tomographic measurement as compared to the direct measurement of a single
quantity.
According to Eq. (4.11), the evaluation of the added noise requires the
average of the squared estimator. For the estimators in Eq. (4.4) it is very
useful the following identity for the Hermite polynomials [83]
H2n(x) = 2
nn!2
n∑
k=0
H2k(x)
k!2 2k (n− k)! , (4.13)
that allows to write
R2η[a†nam](x, ϕ) =
e2iϕ(m−n)
n!2m!2
ηm+n
m+n∑
k=0
(2k)!ηk
k!4(n+m− k)!Rη[a
†kak](x, ϕ) , (4.14)
namely the squared estimator R2η[a†nam](x, ϕ) can be written just in terms of
”diagonal” estimators Rη[a†kak](x, ϕ).
4.2.1 Field-Intensity
Photodetection is the direct measurement of the field-intensity. For non-unit
quantum efficiency η, the probability of detecting m photons is given by the
Bernoulli convolution in Eq. (2.22). Let us consider the rescaled photocurrent
Iη =
1
η
a†a , (4.15)
which traces the photon number, namely
〈Iη〉 = 1
η
∞∑
m=0
m pη(m) = 〈a†a〉 ≡ n¯ . (4.16)
The variance of Iη is given by
〈∆I2η 〉 =
1
η2
∞∑
m=0
m2p(m)− n¯2 = 〈∆n2〉+ n¯
(
1
η
− 1
)
, (4.17)
where 〈∆n2〉 denotes the intrinsic photon number variance, and n¯(η−1 − 1)
represents the noise introduced by inefficient detection. The tomographic esti-
mator that traces the photon number is given by the phase-independent function
wη ≡ 2x2 − (2η)−1. Using Eq. (4.14) we can evaluate its variance as follows
∆w2η = 〈∆n2〉+
1
2
〈n2〉+ n¯
(
2
η
− 3
2
)
+
1
2η2
. (4.18)
The noise N [n] added by tomography in the measurement of the field intensity
n is then given by
N [n] = ∆w2η − 〈∆I2〉η =
1
2
[
〈n2〉+ n¯
(
2
η
− 1
)
+
1
η2
]
. (4.19)
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Notice that N [n] is always positive, and largely depends on state under exami-
nation. For coherent states we have the noise-ratio
δnη =
√
∆w2η
〈∆I2〉η =
[
2 +
1
2
(
ηn¯+
1
ηn¯
)]1/2
, (4.20)
which is minimum for n¯ = η−1.
4.2.2 Real Field
For single mode radiation the electric field is proportional to a quadrature X =
(a+ a†)/2, which is just traced by homodyne detection at fixed zero-phase with
respect to the local oscillator. The tomographic estimator is given by wη ≡
Rη[X ](x, ϕ) = 2x cosϕ, independently on η, whereas the squared estimator
R2η[X ] can be written as
w2η =
1
4
[Rη[a2](x, ϕ) +Rη[a†2](x, ϕ)]+Rη[a†a](x, ϕ) + 1
2η
+
cos(2ϕ)
2
.(4.21)
Then one has
∆w2η =
1
4
[〈a†2〉+ 〈a2〉] + n¯+ 1
2η
− 1
4
〈
a+ a†
〉2
= 〈∆X2〉+ 1
2
n¯+
2− η
4η
, (4.22)
where 〈∆X2〉 represents the intrinsic quadrature fluctuations. The tomographic
noise in Eq. (4.22) can be compared with the rms variance of direct homodyne
detection (see Sec. 2.3)
〈∆X2〉η = 〈∆X2〉+ 1− η
4η
. (4.23)
Then the added noise reads
N [X ] =
n¯
2
+
1
4η
. (4.24)
For coherent states 〈∆X2〉 = 1/4, and one has the noise-ratio
δxη =
√
∆w2η
〈∆X2〉η =
√
2ηn¯+ 2 . (4.25)
4.2.3 Field amplitude
The detection of the complex field amplitude of a single-mode light-beam is rep-
resented by the generalized measurement of the annihilation operator a. The to-
mographic estimator for a is given by the complex function wη ≡ Rη[a](x, ϕ) =
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2x exp(iϕ), and the precision of the measurement is evaluated as in Eq. (4.12).
From Eq. (4.14) one obtains
w2η ≡ R2η[a](x, ϕ) = ei2ϕ
[
1
η
+ 2Rη[a†a](x, ϕ)
]
=
ei2ϕ
η
+Rη[a2](x, ϕ) , (4.26)
and
|wη|2 ≡ |Rη[a](x, ϕ)|2 = 1
η
[
1 + 2ηRη[a†a](x, ϕ)
]
, (4.27)
and hence
∆w2η =
1
2
[
1
η
+ 2n¯− |〈a〉|2 ± ∣∣〈a2〉 − 〈a〉2∣∣] . (4.28)
The optimal measurement of the complex field a is obtained through heterodyne
detection. As notice in Sec. 2.4, the probability distribution is given by the
generalized Wigner function Ws(α, α
∗), with s = 1 − 2η . Using Eq. (2.56) the
precision of the measurement is easily evaluated as follows
〈∆a2〉η = 1
2
[
|α|2 − |α|2 ±
∣∣∣α2 − α2∣∣∣]
=
1
2
[
n¯+
1
η
− |〈a〉|2 ± ∣∣〈a2〉 − 〈a〉2∣∣] . (4.29)
The noise added by quantum tomography then reads
N [a] =
1
2
n¯ , (4.30)
which is independent on quantum efficiency. For a coherent state we have
∆w2η =
1
2
[
n¯+
1
η
]
, 〈∆a2〉η = 1
2η
, (4.31)
and the noise ratio then writes
δaη =
√
∆w2η
〈∆a2〉η =
√
1 + ηn¯ . (4.32)
4.2.4 Phase
The canonical description of the quantum optical phase is given by the proba-
bility operator measure [84, 53]
dµ(ϕ) =
dϕ
2π
∞∑
n,m=0
exp[i(m− n)ϕ]|n〉〈m| . (4.33)
However, no feasible setup is known that achieves the optimal measurement
(4.33). For this reason, here we consider the heterodyne measurement of the
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phase, and compare it with the phase of the tomographic estimator for the
corresponding field operator a, i.e. wη = arg(2xe
iϕ). Notice that the phase wη
does not coincide with the local oscillator phase ϕ, because x has varying sign.
The probability distribution of wη can be obtained by the following identity∫ π
0
dϕ
π
∫ ∞
−∞
dx pη(x, ϕ) = 1 =
∫ π
−π
dwη
π
∫ ∞
0
dx pη(x,wη) , (4.34)
which implies
pη(wη) =
1
π
∫ ∞
0
dx pη(x,wη) . (4.35)
The precision in the tomographic phase measurement is given by the rms vari-
ance ∆w2η of the probability (4.35). In the case of a coherent state with positive
amplitude |β〉 ≡ ||β|〉, Eq. (4.35) gives
pη(wη) =
1
2π
[
1 + Erf
(√
2|β| coswη√
η
)]
, (4.36)
which approaches a ”boxed” distribution in [−π/2, π/2] for large intensity |β| ≫
1. We compare the tomographic phase measurement with heterodyne detection,
namely the phase of the direct-detected complex field a. The outcome probabil-
ity distribution is the marginal distribution of the generalized Wigner function
Ws(α, α
∗) (s = 1− 2η ) integrated over the radius
pη(ϕ) =
∫ ∞
0
ρ dρ Ws(ρe
iϕ, ρe−iϕ) , (4.37)
whereas the precision in the phase measurement is given by its rms variance
∆ϕ2η. We are not able to give a closed formula for the added noise N [ϕ] =
∆w2η −∆ϕ2η. However, for high excited coherent states |β〉 ≡ ||β|〉 (zero mean
phase) one has ∆w2η = π
2/12 and ∆ϕ2η = (2ηn¯)
−1. The asymptotic noise-ratio
is thus given by
δϕη =
√√√√∆y2η
∆ϕ2η
= π
√
ηn¯
6
, n¯≫ 1 . (4.38)
A comparison for low excited coherent states can be performed numerically.
The noise ratio δϕη (expressed in dB) is shown in Fig. 4.1 for some values of
the quantum efficiency η.
It is apparent that the tomographic determination of the phase is more noisy
than heterodyning also in this low-intensity regime.
In Table 4.2 a synthesis of the results of this section is reported. We have
considered the ratio between the tomographic and the direct-measurement noise.
This is an increasing function of the mean photon number n¯, however scaled by
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Figure 4.1: Ratio between tomographic and heterodyne noise in the measure-
ment of the phase for low excited coherent states, The noise ratio is reported
versus the mean photon number n¯ for some values of the quantum efficiency.
From bottom to top we have η = 0.2, 0.4, 0.6, 0.8, 1.0 (From Ref. [29]).
O N [O] δOη
a†a 12
[
〈n2〉+ n¯
(
2
η − 1
)
+ 1η2
] (
2 + ηn¯2 +
1
2ηn¯
)1/2
X 12
[
n¯+ 12η
]
[2 (1 + ηn¯)]1/2
a 12 n¯ (1 + ηn¯)
1/2
ϕ π12 − 12ηn¯ π
√
ηn¯
6
Table 4.2: Added noise N [O] in tomographic measurement of O and noise ratio
δOηfor coherent states. For the phase the results are valid in the asymptotic
regime n¯≫ 1 (From Ref. [29]).
the quantum efficiency η. Therefore homodyne tomography turns out to be a
very robust detection scheme for low quantum efficiency.
In Fig. 4.2 the coherent-state noise ratio (in dB) for all the considered
quantities are plotted for unit quantum efficiency versus n¯.
In conclusion, homodyne tomography adds larger noise for highly excited
states, however, it is not too noisy in the quantum regime of low n¯. It is then
very useful in this regime, where currently available photodetectors suffer most
limitations. Indeed, it has been adopted in recent experiments of photodetection
[10, 11].
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Figure 4.2: The coherent-state noise ratio (in dB) for all the quantities consid-
ered in this section (From Ref. [29]).
4.3 Comparison between homodyne tomography
and heterodyning
We have seen that homodyne tomography allows to measure any field ob-
servable f ≡ f(a, a†) having normal ordered expansion f ≡ f (N)(a, a†) =∑∞
nm=0 f
(N)
nm a†nam and bounded integral in Eq. (4.9). On the other hand,
as shown in Sec. 2.4, heterodyne detection allows to measure field observables
that admit anti-normal ordered expansion f ≡ f (A)(a, a†) =∑∞nm=0 f (A)nm ama†n,
in which case the expectation value is obtained through the heterodyne average
〈f〉 =
∫
C
d2α
π
f (A)(α, α∗)〈α|ρ|α〉 . (4.39)
As shown in Sec. 2.4, for η = 1 the heterodyne probability is just the Q-
function Q(α, α∗) = 1π 〈α|ρ|α〉, whereas for η < 1 it is Gaussian convoluted with
rms (1− η)/η, thus giving the Wigner function Ws(α, α∗), with s = 1− 2η .
Indeed, the problem of measurability of the observable f through heterodyne
detection is not trivial, since one needs the admissibility of anti-normal ordered
expansion and the convergence of the integral in Eq. (4.39). We refer the reader
to Refs. [59, 16] for more details and to Refs. [58, 60] for analysis of quantum
state estimates based on heterodyne detection.
The additional noise in homodyning the complex field a has been evaluated
in Eq. (4.30), where we found that homodyning is always more noisy than
heterodyning. On the other hand, for other field observables it may happen that
homodyne tomography is less noisy than heterodyne detection. For example,
the added noise in homodyning the intensity a†a with respect to direct detection
has been evaluated in Eq. (4.19). Analogously, one can easily evaluate the added
noise Nhet[n] when heterodyning the photon number n = a
†a. According to Eq.
(2.56), the random variable corresponding to the photon number for heterodyne
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detection with quantum efficiency η is ν(α) = |α|2 − 1η . From the relation
|α|4 = 〈a2a†2〉+ 41− η
η
〈aa†〉+ 2
(
1− η
η
)2
(4.40)
one obtains
∆ν(α)
2
= 〈∆n2〉+ n¯
(
2
η
− 1
)
+
1
η2
. (4.41)
Upon comparing with Eq. (4.17), one concludes that the added noise in hetero-
dyning the photon number is given by
Nhet[n] = ∆ν2(z)− 〈∆I2η 〉 =
1
η2
(ηn¯− 1) . (4.42)
With respect to the added noise in homodyning of Eq. (4.19) one has
Nhet[n] = N [n]− 1
2
(
〈n2〉 − n¯− 1
η2
)
. (4.43)
Since 〈n2〉 ≥ n¯2, we can conclude that homodyning the photon number is
less noisy than heterodyning it for sufficiently low mean photon number 〈n〉 <
1
2
(
1 +
√
1 + 4η2
)
.
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Chapter 5
Multimode homodyne
tomography
The generalization of homodyne tomography from a single-mode to a multimode
field is quite obvious, the estimator of simple operator tensors O = O1 ⊗ O2 ⊗
. . .⊗ On being just the product of the estimators of each single-mode operator
O1, O1, . . . , On. By linearity, one then obtains also the estimator for arbitrary
multimode operators. Such a simple generalization, however, requires a separate
homodyne detector for each mode, which is unfeasible when the modes of the
field are not spatio-temporally separated. This is the case, for example of pulsed
fields, for which a general multimode tomographic method is especially needed,
also due to the problem of mode matching between the local oscillator and the
detected fields (determined by their relative spatio-temporal overlap) [85], which
produces a dramatic reduction of the overall quantum efficiency.
In this Chapter we review the general method of Ref. [17] for homodyning
observables of a multimode electromagnetic field using a single local oscillator
(LO), providing the rule to evaluate the estimator of an arbitrary multimode op-
erator. The expectation value of the operator can then be obtained by averaging
the estimator over the homodyne outcomes that are collected using a single LO
whose mode randomly scans all possible linear combinations of incident modes.
We will then specifically consider some observables for a two-mode field in a
state corresponding to a twin-beam produced by parametric downconversion,
and prove the reliability of the method on the basis of computer simulations.
Finally, we report some experimental results [86] obtained in the Prem Ku-
mar’s lab at Northwestern University. Such experiment actually represents the
first measurement of the joint photon-number probability distribution of the
twin-beam state.
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5.1 The general method
The Hilbert-Schmidt operator expansion in Eq. (3.34) can be generalized to
any number of modes as follows
O =
∫
C
d2z0
π
∫
C
d2z1
π
. . .
∫
C
d2zM
π
Tr
{
O exp
[
M∑
l=0
(
−zla†l + z∗l al
)]}
× exp
[
M∑
l=0
(
zla
†
l − z∗l al
)]
, (5.1)
where al and a
†
l , with l = 0, . . . ,M and [al, a
†
l′ ] = δll′ , are the annihilation and
creation operators ofM+1 independent modes, and O now denotes an operator
over all modes. Using the following hyper-spherical parameterization for zl ∈ C
z0 =
i
2
k u0(~θ)e
iψ0 .=
i
2
k eiψ0 cos θ1 , (5.2)
z1 =
i
2
k u1(~θ)e
iψ1 .=
i
2
k eiψ1 sin θ1 cos θ2 ,
z2 =
i
2
k u2(~θ)e
iψ2 .=
i
2
k eiψ2 sin θ1 sin θ2 cos θ3 ,
. . .
zM−1 =
i
2
k uM−1(~θ)eiψM−1
.
=
i
2
k eiψM−1 sin θ1 sin θ2 . . . sin θM−1 cos θM ,
zM =
i
2
k uM (~θ)e
iψM .=
i
2
k eiψM sin θ1 sin θ2 . . . sin θM−1 sin θM ,
where k ∈ [0,∞); ψl ∈ [0, 2π] for l = 0, 1, . . . ,M ; and θl ∈ [0, π/2] for l =
1, 2, . . . ,M , Eq. (5.1) can be rewritten as follows:
O =
∫
dµ[~ψ]
∫
dµ[~θ]
∫ +∞
0
dk
(
k
2
)2M+1
1
M !
Tr[O e−ikX(
~θ, ~ψ)] eikX(
~θ, ~ψ) . (5.3)
Here we have used the notation∫
dµ[~ψ]
.
=
M∏
l=0
∫ 2π
0
dψl
2π
, (5.4)
∫
dµ[~θ]
.
= 2M M !
M∏
l=1
∫ π/2
0
dθl sin
2(M−l)+1 θl cos θl , (5.5)
X(~θ, ~ψ) =
1
2
[
A†(~θ, ~ψ) +A(~θ, ~ψ)
]
, (5.6)
A(~θ, ~ψ) =
M∑
l=0
e−iψlul(~θ)al . (5.7)
From the parameterization in Eq. (5.3), one has
∑M
l=0 u
2
l (
~θ) = 1, and hence
[A(~θ, ~ψ), A†(~θ, ~ψ)] = 1, namely A(~θ, ~ψ) and A†(~θ, ~ψ) themselves are annihilation
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and creation operators of a bosonic mode. By scanning all values of θl ∈ [0, π/2]
and ψl ∈ [0, 2π], all possible linear combinations of modes al are obtained.
For the quadrature operator X(~θ, ~ψ) in Eq. (5.6), one has the following
identity for the moments generating function
〈eikX(~θ, ~ψ)〉 = exp
(
1− η
8η
k2
)∫ +∞
−∞
dx eikx pη(x; ~θ, ~ψ) , (5.8)
where pη(x; ~θ, ~ψ) denotes the homodyne probability distribution of the quadra-
ture X(~θ, ~ψ) with quantum efficiency η. Generally, η can depend on the mode
itself, i.e., it is a function η = η(~θ, ~ψ) of the selected mode. In the following,
for simplicity, we assume η to be mode independent, however. By taking the
ensemble average on each side of Eq. (5.3) and using Eq. (5.8) one has
〈O〉 =
∫
dµ[~ψ]
∫
dµ[~θ]
∫ +∞
−∞
dx pη(x; ~θ, ~ψ)Rη[O](x; ~θ, ~ψ) , (5.9)
where the estimator Rη[O](x; ~θ, ~ψ) has the following expression
Rη[O](x; ~θ, ~ψ) = κ
M+1
M !
∫ +∞
0
dt e−(1−
κ
2 )t+2i
√
κt x tM Tr[O e−2i
√
κtX(~θ, ~ψ)],(5.10)
with κ = 2η/(2η−1). Eqs. (5.9) and (5.10) allow to obtain the expectation value
〈O〉 for any unknown state of the radiation field by averaging over the homodyne
outcomes of the quadrature X(~θ, ~ψ) for ~θ and ~ψ randomly distributed according
to dµ[~ψ] and dµ[~θ]. Such outcomes can be obtained by using a single LO that is
prepared in the multimode coherent state ⊗Ml=0|γl〉 with γl = eiψlul(θ)K/2 and
K ≫ 1. In fact, in this case the rescaled zero-frequency photocurrent at the
output of a balanced homodyne detector is given by
I =
1
K
M∑
l=0
(γ∗l al + γla
†
l ) , (5.11)
which corresponds to the operator X(~θ, ~ψ). In the limit of a strong LO (K →
∞), all moments of the current I correspond to the moments of X(~θ, ~ψ), and
the exact measurement of X(~θ, ~ψ) is then realized. Notice that for modes al
with different frequencies, in the d.c. photocurrent in Eq. (5.11) each LO with
amplitude γl selects the mode al at the same frequency (and polarization). For
less-than-unity quantum efficiency, Eq. (5.8) holds.
Equation (5.10) can be applied to some observables of interest. In particular,
one can estimate the matrix element 〈{nl}|R|{ml}〉 of the multimode density
operator R. This will be obtained by averaging the estimator
Rη[|{ml}〉〈{nl}|](x; ~θ, ~ψ) = e−i
∑M
l=0(nl−ml)ψl κ
M+1
M !
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×
M∏
l=0
{
[−i√κul(~θ)]µl−νl
√
νl!
µl!
}
×
∫ +∞
0
dt e−t+2i
√
κt x tM+
∑
M
l=0(µl−νl)/2
M∏
l=0
Lµl−νlνl [κu
2
l (
~θ)t] , (5.12)
where µl = max(ml, nl), νl = min(ml, nl), and L
α
n(z) denotes the generalized
Laguerre polynomial. For diagonal matrix elements, Eq. (5.12) simplifies to
Rη[|{nl}〉〈{nl}|](x; ~θ, ~ψ) = κ
M+1
M !
∫ +∞
0
dt e−t+2i
√
κt x tM
M∏
l=0
Lnl [κu
2
l (
~θ)t] (5.13)
with Ln(z) denoting the customary Laguerre polynomial in z. Using the follow-
ing identity [81]
Lα0+α1+...+αM+Mn (x0 + x1 + . . .+ xM )
=
∑
i0+i1+...+iM=n
Lα0i0 (x0)L
α1
i1
(x1) . . . L
αM
iM
(xM ) , (5.14)
from Eq. (5.13) one can easily derive the estimator of the probability distribution
of the total number of photons N =
∑M
l=0 a
†
l al
Rη[|n〉〈n|](x; ~θ, ~ψ) = κ
M+1
M !
∫ +∞
0
dt e−t+2i
√
κt x tMLMn [κt] , (5.15)
where |n〉 denotes the eigenvector of N with eigenvalue n. Notice that the
estimator in Eq. (5.13) does not depend on the phases ψl; only the knowledge
of the angles θl is needed. For the estimator in Eq. (5.15), even the angles θl
can be unknown.
Now we specialize to the case of only two modes a and b (i.e., M=1 and ~θ
is a scalar θ). The joint photon-number probability distribution is obtained by
averaging
Rη[|n,m〉〈n,m|](x; θ, ψ0, ψ1) =
κ2
∫ +∞
0
dt e−t+2i
√
κt x t Ln(κt cos
2 θ)Lm(κt sin
2 θ) . (5.16)
The estimator (5.15) of the probability distribution of the total number of pho-
tons can be written as
Rη[|n〉〈n|](x; θ, ψ0, ψ1) = κ2
∫ +∞
0
dt e−t+2i
√
κt x t L1n[κt] . (5.17)
For the total number of photons one can also derive the estimator of the moment
generating function, using the generating function for the Laguerre polynomials
[81]. One obtains
Rη[za†a+b†b](x; θ, ψ0, ψ1) = 1
(z + 1−zκ )
2
Φ
(
2,
1
2
;− 1− z
z + 1−zκ
x2
)
. (5.18)
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For the first two moments one obtains the simple expressions
Rη[a†a+ b†b](x; θ, ψ0, ψ1) = 4x2 + 2
κ
− 2 , (5.19)
Rη[(a†a+ b†b)2](x; θ, ψ0, ψ1) = 8x4 +
(
24
γ
− 20
)
x2 +
6
γ2
− 10
γ
+ 4 .
It is worth noting that analogous estimators of the photon-number difference
between the two modes are singular and one needs a cutoff procedure, similar
to the one used in Ref. [87] for recovering the correlation between the modes
by means of the customary two-mode tomography. In fact, in order to extract
information pertaining to a single mode only one needs a delta-function at θ = 0
for mode a, or θ = π/2 for mode b, and, in this case, one could better use
the standard one-mode tomography by setting the LO to the proper mode of
interest.
Finally, we note that for two-mode tomography the estimators can be aver-
aged by the integral
〈O〉 =
∫ 2π
0
dψ0
2π
∫ 2π
0
dψ1
2π
∫ 1
−1
d(cos 2θ)
2
∫ +∞
−∞
dx pη(x; θ, ψ0, ψ1)
× Rη[O](x; θ, ψ0, ψ1) (5.20)
over the random parameters cos(2θ), ψ0, and ψ1. For example, in the case of
two radiation modes having the same frequency but orthogonal polarizations,
θ represents a random rotation of the polarizations, whereas ψ0 and ψ1 denote
the relative phases between the LO and the two modes, respectively.
5.1.1 Numerical results for two-mode fields
In this section we report some Monte-Carlo simulations from Ref. [17] to judge
the experimental working conditions for performing the single-LO tomography
on two-mode fields. We focus our attention on the twin-beam state, usually
generated by spontaneous parametric downconversion, namely
|Ψ〉 = S(χ)|0〉a|0〉b =
√
1− |ξ|2
∞∑
n=0
ξn |n〉a|n〉b , (5.21)
where S(χ) = exp(χa†b† − χ∗ab) and ξ = ei arg χ tanh|χ|. The parameter ξ
is related to the average number of photons per beam n¯ = |ξ|2/(1 − |ξ|2).
For the simulations we need to derive the homodyne probability distribution
p(x; θ, ψ0, ψ1) which is given by
p(x; θ, ψ0, ψ1) = Tr[U
† |x〉aa〈x| ⊗ 1b U |Ψ〉〈Ψ|] (5.22)
= a〈0|b〈0|S†(χ)U † [|x〉aa〈x| ⊗ 1b]U S(χ) |0〉a|0〉b ,
where |x〉a is the eigenvector of the quadrature x = 12 (a† + a) with eigenvalue x
and U is the unitary operator achieving the mode transformation
U †
(
a
b
)
U =
(
e−iψ0 cos θ e−iψ1 sin θ
−eiψ1 sin θ eiψ0 cos θ
)(
a
b
)
. (5.23)
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In the case of two radiation modes having the same frequency but orthogo-
nal polarizations—the case of Type II phase-matched parametric amplifier—
Eq. (5.22) gives the theoretical probability of outcome x for the homodyne
measurement at a polarization angle θ with respect to the polarization of the
a mode, and with ψ0 and ψ1 denoting the relative phases between the LO
and the two modes, respectively. By using the Dirac-δ representation of the
X-quadrature projector
|x〉〈x| =
∫ +∞
−∞
dλ
2π
exp[iλ(X − x)] , (5.24)
Eq. (5.22) can be rewritten as follows [17]
p(x; θ, ψ0, ψ1) =
∫ +∞
−∞
dλ
2π
a〈0|b〈0|S†(χ)U † eiλ(Xa−x) U S(χ) |0〉a|0〉b
=
∫ +∞
−∞
dλ
2π
e−iλxa〈0|b〈0| exp
{
i
λ
2
[
(e−iψ0µ cos θ + eiψ1ν∗ sin θ)a
+ (eiψ0ν∗ cos θ + e−iψ1µ sin θ)b+H.c.
]} |0〉a|0〉b , (5.25)
where we have used Eq. (5.23) and the transformation
S†(χ)
(
a
b†
)
S(χ) =
(
µ ν
ν∗ µ
)(
a
b†
)
(5.26)
with µ = cosh|χ| and ν = ei arg χ sinh|χ|. Upon defining
KC = e−iψ0µ cos θ + eiψ1ν∗ sin θ ,
KD = eiψ0ν∗ cos θ + e−iψ1µ sin θ , (5.27)
where K ∈ R and C,D ∈ C, with |C|2 + |D|2 = 1 one has
K2 = µ2 + |ν|2 + 2µ|ν| sin 2θ cos(ψ0 + ψ1 − arg ν) . (5.28)
Now, since the unitary transformation(
C D
D∗ C∗
)(
a
b
)
−→
(
a
b
)
(5.29)
has no effect on the vacuum state, Eq. (5.25) leads to the following Gaussian
distribution
p(x; θ, ψ0, ψ1)
=
∫ +∞
−∞
dλ
2π
e−iλxa〈0|b〈0| exp
{
iK
λ
2
[(C a+D b) + H.c.]
}
|0〉a|0〉b
=
∫ +∞
−∞
dλ
2π
e−iλxa〈0| exp
[
iK
λ
2
(
a+ a†
)] |0〉a = 1
K
|a〈0|x/K〉a|2
=
1√
2π∆2(θ, ψ0, ψ1)
exp
(
− x
2
2∆2(θ, ψ0, ψ1)
)
, (5.30)
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where the variance ∆2(θ, ψ0, ψ1) is given by
∆2(θ, ψ0, ψ1) =
K2
4
=
1 + |ξ|2 + 2|ξ| sin 2θ cos(ψ0 + ψ1 − arg ξ)
4(1− |ξ|2) . (5.31)
Taking into account the Gaussian convolution that results from less-than-unity
quantum efficiency, the variance just increases as
∆2(θ, ψ0, ψ1)→ ∆2η(θ, ψ0, ψ1) = ∆2(θ, ψ0, ψ1) +
1− η
4η
. (5.32)
Notice that the probability distribution in Eq. (5.30) corresponds to a squeezed
vacuum for θ = π4 and ψ0 + ψ1 − arg ξ = 0 or π.
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Figure 5.1: Two-mode photon-number probability p(n,m) of the twin-beam
state in Eq. (5.21) for average number of photons per beam n = 5 obtained by a
Monte-Carlo simulation with the estimator in Eq. (5.16) and random parameters
cos 2θ, ψ0, and ψ1. On the left: quantum efficiency η = 1 and 10
6 data samples
were used in the reconstruction. On the right: η = 0.9, and 5×106 data samples
(From Ref. [17]).
We study the tomographic measurement of the joint photon-number proba-
bility distribution and the probability distribution for the total number of pho-
tons with use of the estimators in Eqs. (5.16) and (5.17), respectively. Moreover,
using the estimator in Eq. (5.12) we reconstruct the matrix elements
Cn,m ≡ a〈m|b〈m|Ψ〉〈Ψ|n〉a|n〉b, (5.33)
which reveal the coherence of the twin-beam state. Theoretically one should
have
Cn,m = (1− |ξ|2)ξm ξ∗n . (5.34)
The estimators have been numerically evaluated by applying the Gauss method
for calculating the integral in Eq. (5.12), which results in a fast and sufficiently
precise algorithm with use of just 150 evaluation points.
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Figure 5.2: Probability distribution for the total number of photons of the twin
beams in Eq. (5.21) for average number of photons per beam n = 2 obtained
using the estimator in Eq. (5.17). The oscillation of the total photon-number
probability due to the perfect correlation of the twin beams has been recon-
structed by simulating 107 data samples with quantum efficiency η = 0.9 (on
the left), and 2 × 107 data samples η = 0.8 (on the right). The theoretical
probability (thick solid line) is superimposed onto the result of the Monte-Carlo
experiment; the latter is shown by the thin solid line. Notice the dramatic
increase of errors (in gray shade) versus N and for smaller η (From Ref. [17]).
In Fig. 5.1 a Monte-Carlo simulation of the joint photon-number probabil-
ity distribution is reported. The simulated values compare very well with the
theoretical ones. In Ref. [17] a careful analysis of the statistical errors has been
done for various twin-beam states by constructing histograms of deviations of
the results from different simulated experiments from the theoretical ones. In
comparison to the customary two-LO tomography of Ref. [87], where for η = 1
the statistical errors saturate for increasingly large n and m, here we have sta-
tistical errors that are slowly increasing versus n and m. This is due to the fact
that the range of the estimators in Eq. (5.16) increases versus n and m. Overall
we find that for any given quantum efficiency the statistical errors are generally
slightly larger than those obtained with the two-LO method. The convenience
of using a single LO then comes with its own price tag.
By using the estimator in Eq. (5.17) the probability distribution for the total
number of photons N of the twin beams has been also constructed (Fig. 5.2).
Notice the dramatic increase of error bars versus N and for smaller η.
Finally, in Fig. 5.3 we report the results of the tomographic measurement
of Cn,m defined in Eq. (5.33). Because the reconstructed Cn,m is close to the
theoretically expected value in Eq. (5.34), these reveal the purity of the twin
beams, which cannot be inferred from the thermal diagonal distribution of Fig.
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Figure 5.3: Tomographic reconstruction of the matrix elements Cn,m ≡
a〈m|b〈m|Ψ〉〈Ψ|n〉a|n〉b of the twin beams in Eq. (5.21) for average number of
photons per beam n = 2, obtained using the estimator in Eq. (5.12). On the
left we used 106 simulated data samples and quantum efficiency η = 0.9; on the
right 3× 106 data samples and η = 0.8. The coherence of the twin-beam state
is easily recognized as Cn,m varies little for n +m = constant [ξ in Eq. (5.21)
has been chosen real]. For a typical comparison between theoretical and exper-
imental matrix elements and their relative statistical errors, see results in Fig.
5.2 (From Ref. [17]).
5.1.
The first experimental results of a measurement of the joint photon-number
probability distribution for a two-mode quantum state created by a nondegen-
erate optical parametric amplifier has been presented in Ref. [86]. In this
experiment, however, the twin beams are detected separately by two balanced-
homodyne detectors. A schematic of the experimental setup is reported in Fig.
5.4, and some experimental results are reported in Fig. 5.5. As expected for
parametric fluorescence, the experiment has shown a measured joint photon-
number probability distribution that exhibited up to 1.9 dB of quantum corre-
lation between the two modes, with thermal marginal distributions.
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Figure 5.4: A schematic of the experimental setup. NOPA: non-degenerate op-
tical parametric amplifier; LOs: local oscillators; PBS: polarizing beam splitter;
LPFs: low-pass filters; BPF: band-pass filter; G: electronic amplifier. Electron-
ics in the two channels are identical (From Ref. [86]).
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Figure 5.5: Left: Measured joint photon-number probability distribution for the
twin-beam state with average number of photons per beam n¯ = 1.5 and 400000
samples. Right: marginal distribution for the signal beam for the same data.
The theoretical distribution is also shown. Very similar results are obtained for
the idler beam (From Ref. [86]).
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Chapter 6
Applications to quantum
measurements
In this chapter we review a number of applications of quantum tomography
related to some fundamental tests in quantum mechanics.
First, we report the proposal of Ref. [30] for testing the nonclassicality of
quantum states by means of an operational criterion based on a set of quantities
that can be measured experimentally with some given level of confidence, even
in the presence of loss, noise, and less-than-unity quantum efficiency.
Second, we report the experiment proposed in Ref. [31] for testing quantum
state reduction. The state-reduction rule is tested using optical homodyne to-
mography by directly measuring the fidelity between the theoretically-expected
reduced state and the experimental state.
Finally, we review some experimental results obtained at the Quantum Op-
tics Lab of the University of Naples [32] about the reconstruction of coherent
signals, together with application to the estimation of the losses introduced by
simple optical components.
6.1 Measuring the nonclassicality of a quantum
state
The concept of nonclassical states of light has drawn much attention in quantum
optics [41, 88, 89, 90, 91, 92, 93, 94, 95, 96]. The customary definition of
nonclassicality is given in terms of the P -function presented in Sec. 2.1: a
nonclassical state does not admit a regular positive P -function representation,
namely, it cannot be written as a statistical mixture of coherent states. Such
states produce effects that have no classical analogue. These kinds of states are
of fundamental relevance not only for the demonstration of the inadequacy of
classical description, but also for applications, e.g., in the realms of information
transmission and interferometric measurements [91, 92, 95].
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We are interested in testing the nonclassicality of a quantum state by means
of a set of quantities that can be measured experimentally with some given level
of confidence, even in the presence of loss, noise, and less-than-unity quantum
efficiency. The positivity of the P -function itself cannot be adopted as a test,
since there is no viable method to measure it. As proved in Sec. 4.1 only the
generalized Wigner functions of order s < 1 − η−1 can be measured, η being
the quantum efficiency of homodyne detection. Hence, through this technique,
all functions from s = 1 to s = 0 cannot be recovered, i.e., we cannot obtain
the P -function and all its smoothed convolutions up to the customary Wigner
function. For the same reason, the nonclassicality parameter proposed by Lee
[41], namely, the maximum s-parameter that provides a positive distribution,
cannot be experimentally measured.
Among the many manifestations of nonclassical effects, one finds squeezing,
antibunching, even-odd oscillations in the photon-number probability, and neg-
ativity of the Wigner function [89, 90, 91, 95, 97, 98, 99, 100]. Any of these
features alone, however, does not represent the univocal criterion we are look-
ing for. Neither squeezing nor antibunching provides a necessary condition for
nonclassicality [93]. The negativity of the Wigner function, which is well ex-
hibited by the Fock states and the Schro¨dinger-cat-like states, is absent for the
squeezed states. As for the oscillations in the photon-number probability, some
even-odd oscillations can be simply obtained by using a statistical mixture of
coherent states.
Many authors [93, 94, 96] have adopted the non-positivity of the phase-
averaged P -function F (I) = 12π
∫ 2π
0 dφP (I
1/2eiφ) as the definition for a non-
classical state, since F (I) < 0 invalidates Mandel’s semiclassical formula [88]
of photon counting, i.e., it does not allow a classical description in terms of a
stochastic intensity. Of course, some states can exhibit a “weak” nonclassical-
ity [96], namely, a positive F (I), but with a non-positive P -function (a relevant
example being a coherent state undergoing Kerr-type self-phase modulation).
However, from the point of view of the detection theory, such “weak” non-
classical states still admit a classical description in terms of positive intensity
probability F (I) > 0. For this reason, we adopt non-positivity of F (I) as the
definition of nonclassicality.
6.1.1 Single-mode nonclassicality
The authors of Refs. [93, 94, 96] have pointed out some relations between F (I)
and generalized moments of the photon distribution, which, in turn, can be used
to test the nonclassicality. The problem is reduced to an infinite set of inequali-
ties that provide both necessary and sufficient conditions for nonclassicality [94].
In terms of the photon-number probability p(n) = 〈n|ρ|n〉 of the state with den-
sity matrix ρ, the simplest sufficient condition involves the following three-point
relation [94, 96]
B(n) ≡ (n+ 2)p(n)p(n+ 2)− (n+ 1)[p(n+ 1)]2 < 0 . (6.1)
60
Higher-order sufficient conditions involve five-, seven-, . . . , (2k + 1)-point re-
lations, always for adjacent values of n. It is sufficient that just one of these
inequalities is satisfied in order to assure the negativity of F (I). Notice that for
a coherent state B(n) = 0 identically for all n.
In the following we show that quantum tomography can be used as a powerful
tool for performing the nonclassicality test in Eq. (6.1). For less-than-unity
quantum efficiency (η < 1), we rely on the concept of a “noisy state” ρη, wherein
the effect of quantum efficiency is ascribed to the quantum state itself rather
than to the detector. In this model, the effect of quantum efficiency is treated
in a Schro¨dinger-like picture, with the state evolving from ρ to ρη, and with η
playing the role of a time parameter. Such lossy evolution is described by the
master equation [37]
∂tρ(t) =
Γ
2
[
2aρ(t)a† − a†aρ(t)− ρ(t)a†a] , (6.2)
wherein ρ(t) ≡ ρη with t = − ln η/Γ.
For the nonclassicality test, reconstruction in terms of the noisy state has
many advantages. In fact, for non-unit quantum efficiency η < 1 the tomo-
graphic method introduces errors for p(n) which are increasingly large versus n,
with the additional limitation that quantum efficiency must be greater than the
minimum value η = 0.5. On the other hand, the reconstruction of the noisy-
state probabilities pη(n) = 〈n|ρη|n〉 does not suffer such limitations, and even
though all quantum features are certainly diminished in the noisy-state descrip-
tion, nevertheless the effect of non-unity quantum efficiency does not change
the sign of the P -function, but only rescales it as follows:
P (z)→ Pη(z) = 1
η
P (z/η1/2) . (6.3)
Hence, the inequality (6.1) still represents a sufficient condition for nonclassi-
cality when the probabilities p(n) = 〈n|ρ|n〉 are replaced with pη(n) = 〈n|ρη|n〉,
the latter being given by a Bernoulli convolution, as shown in Eq. (2.22). When
referred to the noisy-state probabilities pη(n), the inequality in Eq. (6.1) keeps
its form and simply rewrites as follows
Bη(n) ≡ (n+ 2)pη(n)pη(n+ 2)− (n+ 1)[pη(n+ 1)]2 < 0 . (6.4)
The quantities B(n) and Bη(n) are nonlinear in the density matrix. Then,
they cannot be measured by averaging a suitable estimator over the homodyne
data. Hence, in the evaluation of B(n) one has to reconstruct the photon-
number probabilities p(n), using the estimator Rη[|n〉〈n|](x, ϕ) in Eq. (3.44).
The noisy-state probabilities pη(n) are obtained by using the same estimator
for η = 1, namely without recovering the convolution effect of non-unit quan-
tum efficiency. Notice that the estimator does not depend on the phase of the
quadrature. Hence, the knowledge of the phase of the local oscillator in the ho-
modyne detector is not needed for the tomographic reconstruction, and it can
be left fluctuating in a real experiment.
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Regarding the estimation of statistical errors, they are generally obtained by
dividing the set of homodyne data into blocks, as shown in Sec. 3.3.1. However,
in the present case, the nonlinear dependence on the photon number probability
introduces a systematic error that is vanishingly small for increasingly larger sets
of data. Therefore, the estimated value of B(n) is obtained from the full set of
data, instead of averaging the mean value of the different statistical blocks.
Figure 6.1: Tomographic measurement of B(n) (dashed trace) with the respec-
tive error bars (superimposed in gray-shade) along with the theoretical values
(solid trace) for a Schro¨dinger cat state with average photon number n¯ = 5
(left); for a phase-squeezed state with n¯ = 5 and n¯sq = sinh
2 r = 3 squeezing
photons (right). In both cases the quantum efficiency is η = 0.8 and the number
of simulated experimental data is 107 (From Ref. [30]).
In Figs. 6.1–6.2 some numerical results from Ref. [30] are reported, which are
obtained by a Monte-Carlo simulation of a quantum tomography experiment.
The nonclassicality criterion is tested either on a Schro¨dinger-cat state |ψ(α)〉 ∝
(|α〉 + | − α〉) or on a squeezed state |α, r〉 ≡ D(α)S(r)|0〉, wherein |α〉, D(α),
and S(r) denote a coherent state with amplitude α, the displacement operator
D(α) = eαa
†−α∗a, and the squeezing operator S(r) = er(a
†2−a2)/2, respectively.
Fig. 6.1 shows tomographically-obtained values of B(n), with the respective
error bars superimposed, along with the theoretical values for a Schro¨dinger-cat
state and for a phase-squeezed state (r > 0). For the same set of states the
results for Bη(n) obtained by tomographic reconstruction of the noisy state are
reported in Fig. 6.2. Let us compare the statistical errors that affect the of B(n)
and Bη(n) on the original and the noisy states, respectively. In the first case
the error increases with n, whereas in the second it remains nearly constant,
albeit with less marked oscillations in Bη(n) than those in B(n).
The nonclassicality of the states here analyzed is experimentally verifiable,
as Bη(0) < 0 by more than five standard deviations. In contrast, for coherent
states one obtains small statistical fluctuations around zero for all n. Finally,
we remark that the simpler test of checking for antibunching or oscillations in
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Figure 6.2: Same as Fig. 6.1, but here for Bη(n) (From Ref. [30]).
the photon-number probability in the case of the phase-squeezed state (left of
Figs. 6.1 and 6.2) would not reveal the nonclassical features of such a state.
6.1.2 Two-mode nonclassicality
In Ref. [30] it is also shown how quantum homodyne tomography can also
be employed to test the nonclassicality of two-mode states. For a two-mode
state nonclassicality is defined in terms of non-positivity of the following phase-
averaged two-mode P -function [96]:
F (I1, I2, φ) =
1
2π
∫ 2π
0
dφ1 P (I
1/2
1 e
iφ1 , I
1/2
2 e
i(φ1+φ)) . (6.5)
In Ref. [96] it is also proved that a sufficient condition for nonclassicality is
C = 〈(n1 − n2)2〉 − (〈n1 − n2〉)2 − 〈n1 + n2〉 < 0 , (6.6)
where n1 and n2 are the photon-number operators of the two modes.
A tomographic test of the inequality in Eq. (6.6) can be performed by aver-
aging the estimators for the involved operators using Table 4.1. Again, the value
η = 1 can be used to reconstruct the ensemble averages of the noisy state ρη.
As an example, we consider the twin-beam state of Eq. (5.21). The theoretical
value of C is given by C = −2|ξ|2/(1 − |ξ|2) < 0. With regard to the effect of
quantum efficiency η < 1, the same argument still holds as for the single-mode
case: one can evaluate Cη for the twin beams degraded by the effect of loss, and
use η = 1 in the estimators. In this case, the theoretical value of Cη is simply
rescaled, namely
Cη = −2η2|ξ|2/(1− |ξ|2) . (6.7)
In Fig. 6.3 we report Cη vs. 1 − η, with η ranging from 1 to 0.3 in steps
of 0.05, for the twin beam in Eq. (5.21) with |ξ|2 = 0.5, corresponding to a
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total average photon number 〈n1 + n2〉 = 2. The values of Cη result from a
Monte-Carlo simulation of a homodyne tomography experiment with a sample
of 4× 105 data. The nonclassicality test in terms of the noisy state gives values
of Cη that are increasingly near the classically positive region for decreasing
quantum efficiency η. However, the statistical error remains constant and is
sufficiently small to allow recognition of the nonclassicality of the twin beams
up to η = 0.3.
Figure 6.3: Tomographic measurement of the nonclassical parameter Cη for twin
beams in Eq. (5.21) with |ξ|2 = 0.5. The results are shown for different values
of the quantum efficiency η (in steps of 0.05), and for each value the number of
simulated data is 4× 105. Statistical errors are shown in the gray shade (From
Ref. [30]).
We conclude that quantum homodyne tomography allows one to perform
nonclassicality tests for single- and two-mode radiation states, even when the
quantum efficiency of homodyne detection is rather low. The method involves
reconstruction of the photon-number probability or of some suitable function of
the number operators pertaining to the noisy state, namely, the state degraded
by the less-than-unity quantum efficiency. The noisy-state reconstruction is
affected by the statistical errors; however, they are sufficiently small that the
nonclassicality of the state can be tested even for low values of η. For the cases
considered here, we have shown that the nonclassicality of the states can be
proved (deviation from classicality by many error bars) with 105–107 homodyne
data. Moreover, since the knowledge of the phase of the local oscillator in the
homodyne detector is not needed for the tomographic reconstruction, it can be
left fluctuating in a real experiment.
6.2 Test of state reduction
In quantum mechanics the state reduction (SR) is still a very discussed rule.
The so–called “projection postulate” was introduced by von Neumann [2] to ex-
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plain the results from the Compton-Simons experiment, and it was generalized
by Lu¨ders [101] for measurements of observables with degenerate spectrum. The
consistency of the derivation of the SR rule and its validity for generic measure-
ments have been analyzed with some criticism [102]. In a very general context,
the SR rule was derived in a physically consistent way from the Schro¨dinger
equation for the composite system of object and measuring apparatus [103]. An
experiment for testing quantum SR is therefore a very interesting matter. Such
a test in general is not equivalent to a test of the repeatability hypothesis since
the latter holds only for measurements of observables that are described by
self-adjoint operators. For example, joint measurements like the Arthurs-Kelly
[54] are not repeatable, as the reduced states are coherent states, which are not
orthogonal.
Quantum optics offers a possibility of testing the SR, because several ob-
servables can be chosen to perform different measurements on a fixed system.
For instance, one can decide to perform either homodyne or heterodyne, or
photon-number detection. This is a unique opportunity; in contrast, in parti-
cle physics the measurements are mostly quasi-classical and restricted to only
a few observables. In addition, optical homodyne tomography allows a precise
determination of the quantum system after the SR.
A scheme for testing the SR could be based on tomographic measurements
of the radiation density matrix after nondemolition measurements. However,
such a scheme would reduce the number of observables that are available for
the test. Instead, one can take advantage of the correlations between the twin
beams of Eq. (5.21) produced by a non-degenerate optical parametric amplifier
(NOPA), in which case one can test the SR even for demolitive-type measure-
ments. Indeed, if a measurement is performed on one of the twin beams, the SR
can be tested by homodyne tomography on the other beam. This is precisely the
scheme for an experimental test of SR proposed in Ref. [31], which is reviewed
in the following.
The scheme for the SR test is given in Fig. 6.4. Different kinds of measure-
ments can be performed on beam 1, even though here the SR only for heterodyne
detection and photon-number detection will be considered.
For a system described by a density operator ρ, the probability p(λ)dλ that
the outcome of a quantum measurement of an observable is in the interval
[λ, λ+ dλ) is given by Born’s rule p(λ)dλ = Tr[ρΠλdλ], where Πλ is the POVM
pertaining to the measurement that satisfies Πλ ≥ 0 and
∫
dλΠλ = I. For
an exact measurement of an observable, which is described by a self-adjoint
operator, Πλ is just the projector over the eigenvector corresponding to the
outcome λ. In the case of the photon number a†a the spectrum is discrete and
the POVM is Πm = |m〉〈m| for integer eigenvalue m. For the Arthurs-Kelly
joint measurement of the position and momentum (corresponding to a joint
measurement of two conjugated quadratures of the field) we have the coherent-
state POVM Πα = π
−1|α〉〈α|.
When on beam 1 we perform a measurement described by Πλ, the reduced
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Figure 6.4: Schematic of the proposed scheme for testing the SR for heterodyne
detection. A NOPA generates a pair of twin beams (1 and 2). After heterodyn-
ing beam 1, the reduced state of beam 2 is analyzed by homodyne tomography,
which is conditioned by the heterodyne outcome. In place of the heterodyne
detector one can put any other kind of detector for testing the SR on different
observables. We also consider the case of direct photodetection (From Ref.[31]).
normalized state of beam 2 is
ρ(λ) =
Tr1[|ξ〉〈ξ|(Πλ ⊗ 1)]
Tr1,2[|ξ〉〈ξ|(Πλ ⊗ 1)] =
ΞΠτλΞ
†
p(λ)
, (6.8)
whereOτ denotes the transposed operator (on a fixed basis), Ξ = (1−|ξ|2)1/2ξa†a,
and p(λ) = Tr1,2[ΞΠ
τ
λΞ
†] is the probability density of the measurement outcome
λ. In the limit of infinite gain |ξ| → 1 one has ρ(λ) ∝ Πτλ. For example, for
heterodyne detection with outcome α, we have ρ(α) = |α∗〉〈α∗|.
If the readout detector on beam 1 has quantum efficiency ηr, Eq. (6.8) is
replaced with
ρηr(λ) =
Ξ(Πηrλ )
τΞ†
pηr (λ)
, (6.9)
where pηr(λ) = Tr1,2[Ξ(Π
ηr
λ )
τΞ†], and Πηrλ is the POVM for measurement with
quantum efficiency ηr. As shown in Sec. 2.4, for heterodyne detection one has
the Gaussian convolution
Πηrα =
1
π
∫
C
d2z
π∆2ηr
e
− |z−α|2
∆2r |z〉〈z| , (6.10)
with ∆2ηr = (1 − ηr)/ηr. For direct photodetection Πm = |m〉〈m| is replaced
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with the Bernoulli convolution
Πηrm =
∞∑
j=m
(
j
m
)
ηmr (1− ηr)j−m|j〉〈j| . (6.11)
The experimental test proposed here consists of performing conditional ho-
modyne tomography on beam 2, given the outcome λ of the measurement on
beam 1. We can directly measure the “fidelity of the test”
F (λ) = Tr[ρηr (λ) ρmeas(λ)] , (6.12)
where ρηr (λ) is the theoretical state in Eq. (6.9), and ρmeas(λ) is the experimen-
tally measured state on beam 2. Notice that we use the term “fidelity” even
if F (λ) is a proper fidelity when at least one of the two states is pure, which
occurs in the limit of unit quantum efficiency ηr. In the following we evaluate
the theoretical value of F (λ) and compare it with the tomographic measured
value.
The fidelity (6.12) can be directly measured by homodyne tomography using
the estimator for the operator ρηr (λ), namely
F (λ) =
∫ π
0
dϕ
π
∫ +∞
−∞
dx pηh(x, ϕ;λ)Rηh [ρηr (λ)](x, ϕ) , (6.13)
where pηh(x, ϕ;λ) is the conditional homodyne probability distribution for out-
come λ at the readout detector.
For heterodyne detection on beam 1 with outcome α ∈ C, the reduced state
on beam 2 is given by the displaced thermal state
ρηr (α) = ηξD(γ)(1− ηξ)a†aD†(γ) , (6.14)
where
ηξ = 1 + (ηr − 1)|ξ|2 , γ = ξηr
ηξ
α∗ . (6.15)
The estimator in Eq. (6.13) is given by
Rηh [ρηr (α)](x, ϕ) =
2ηhηξ
2ηh − ηξΦ
(
1,
1
2
;− 2ηhηξ
2ηh − ηξ (x − γϕ)
2
)
, (6.16)
where γϕ = Re(γe
−iϕ), and Φ(a, b; z) denotes the customary confluent hyper-
geometric function. The estimator in Eq. (6.16) is bounded for ηh >
1
2ηξ, then
one needs to have
ηh >
1
2
[
1− |ξ|2(1− ηr)
]
. (6.17)
As one can see from Eq. (6.17), for ηh > 0.5 the fidelity can be measured for any
value of ηr and any gain parameter ξ of the NOPA. We recall that the condition
ηh > 0.5 is required for the measurement of the density matrix. However, in
this direct measurement of the fidelity, the reconstruction of the density matrix
is bypassed, and we see from Eq. (6.17) that the bound ηh = 0.5 can be lowered.
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The measured fidelity F (α) in Eq. (6.13) with ρηr (α) as given in Eq. (6.14)
must be compared with the theoretical value
Fth = ηξ/(2− ηξ) , (6.18)
that is independent of α.
For direct photodetection on beam 1 with outcome n, the reduced state on
beam 2 is given by
ρηr(n) = ηξ
(
ηξ
1− ηξ
)n(
a†a
n
)
(1− ηξ)a†a . (6.19)
The estimator for the fidelity measurement is
Rηh [ρηr (n)](x, ϕ) =
(ηξ∂z)
n
n!
∣∣∣∣
z=0
2ηhηξ
2ηh − ηξ + zΦ
(
1,
1
2
;− 2ηh(ηξ − z)
2ηh − ηξ + z x
2
)
.(6.20)
We see that the same bound of Eq. (6.17) holds. In this case the measured
fidelity F (n) must be compared with the theoretical value
Fth(n) = η
2+2n
ξ F
(
2n+ 1, 2n+ 1; 1; (1− ηξ)2
)
, (6.21)
where F (a, b; c; z) denotes the customary hypergeometric function.
Several simulations have been reported in Ref. [31] for both heterodyne
and photodetection on beam 1. In the former case the quadrature probability
distribution has been simulated, pertaining to the reduced state (6.14) on beam
2, and averaged the estimators in Eq. (6.16). In the latter case the reduced
state (6.19) and the estimators in Eq. (6.20) have been used.
Numerical results for the fidelity was thus obtained for different values of
the quantum efficiencies ηr and ηh, and of the NOPA gain parameter ξ. A deci-
sive test can be performed with samples of just a few thousand measurements.
The statistical error in the measurement was found rather insensitive to both
quantum efficiencies and NOPA gain.
6.3 Tomography of coherent signals and appli-
cations
Quantum homodyne tomography has been proved useful in various experimental
situations, such as for measuring the photon statistics of a semiconductor laser
[10], for determining the density matrix of a squeezed vacuum [11] and the
joint photon-number probability distribution of a twin beam created by a non-
degenerate optical parametric amplifier [86], and, finally, for reconstructing the
quantum states of spatial modes with an array detector [104]. In this section we
review some experimental results about homodyne tomography with coherent
states, with application to the estimation of the loss introduced by simple optical
components [32].
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The experiment has been performed in the Quantum Optics Lab of the Uni-
versity of Naples, and its the schematic is presented in Fig. 6.5. The principal
radiation source is provided by a monolithic Nd:YAG laser (≈ 50 mW at 1064
nm; Lightwave, model 142). The laser has a linewidth of less than 10 kHz/ms
with a frequency jitter of less than 300 kHz/s, while its intensity spectrum is
shot–noise limited above 2.5 MHz.
Figure 6.5: Schematic of the experimental set-up. A Nd:YAG laser beam is
divided into two beams, the first acting as a strong local oscillator, the second
representing the signal beam. The signal is modulated at frequency Ω with a
defined modulation depth to control the average photon number in the generated
coherent state. The tomographic data are collected by a homodyne detector
whose difference photocurrent is demodulated and then acquired by a digital
oscilloscope (From Ref. [32]).
The laser emits a linearly polarized beam in a TEM00 mode, which is split
in two parts by a beam splitter. One part provides the strong local oscillator
for the homodyne detector. The other part, typically less than 200µW, is the
homodyne signal. The optical paths traveled by the local oscillator and the
signal beams are carefully adjusted to obtain a visibility typically above 75%
measured at one of the homodyne output port. The signal beam is modulated,
by means of a phase electro–optic modulator (EOM, Linos Photonics PM0202),
at 4MHz, and a halfwave plate (HWP2, HWP3) is mounted in each path to
carefully match the polarization state at the homodyne input.
The detector is composed by a 50÷50 beam splitter (BS), two amplified
photodiodes (PD1, PD2), and a power combiner. The difference photocurrent
is demodulated at 4MHz by means of an electrical mixer. In this way the
detection occurs outside any technical noise and, more important, in a spectral
region where the laser does not carry excess noise.
The phase modulation added to the signal beam moves a certain number of
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photons, proportional to the square of the modulation depth, from the carrier
optical frequency ω to the side bands at ω±Ω so generating two weak coherent
states with engineered average photon number at frequencies ω ± Ω. The sum
sideband modes is then detected as a controlled perturbation attached to the
signal beam. The demodulated current is acquired by a digital oscilloscope
(Tektronix TDS 520D) with 8 bit resolution and record length of 250000 points
per run. The acquisition is triggered by a triangular shaped waveform applied
to the PZT mounted on the local oscillator path. The piezo ramp is adjusted
to obtain a 2π phase variation between the local oscillator and the signal beam
in an acquisition window.
The homodyne data to be used for tomographic reconstruction of the state
have been calibrated according to the noise of the vacuum state. This is obtained
by acquiring a set of data leaving the signal beam undisturbed while scanning
the local oscillator phase. It is important to note that in case of the vacuum
state no role is played by the visibility at the homodyne beam–splitter.
The tomographic samples consist of N homodyne data {xj , ϕj}j=1,...,N with
phases ϕj equally spaced with respect to the local oscillator. Since the piezo
ramp is active during the whole acquisition time, we have a single value xj for
any phase ϕj . From calibrated data we first reconstruct the quantum state
of the homodyne signal. According to the experimental setup, we expect a
coherent signal with nominal amplitude that can be adjusted by varying the
modulation depth of the optical mixer. However, since we do not compensate
for the quantum efficiency of photodiodes in the homodyne detector (η ≃ 90%)
we expect to reveal coherent signals with reduced amplitude. In addition, the
amplitude is further reduced by the non-maximum visibility (ranging from 75%
to 85%) at the homodyne beam–splitter.
In Fig. 6.6 we report a typical reconstruction, together with the reconstruc-
tion of the vacuum state used for calibration. For both states, we report the raw
data, the photon number distribution ρnn, and a contour plot of the Wigner
function. The matrix elements are obtained by sampling the corresponding es-
timators in Eq. (3.44), whereas the confidence intervals for diagonal elements
are given by δρnn = ∆ρ/
√
N , ∆ρ being the rms deviation of the estimator over
data. For off-diagonal elements the confidence intervals are evaluated for the
real and imaginary part separately.
In order to see the quantum state as a whole, we also report the reconstruc-
tion of the Wigner function of the field, which can be expressed in terms of the
matrix elements as the discrete Fourier transform
W (α, α∗) = Re
∞∑
d=0
eidϕ
∞∑
n=0
Λ(n, d; |α|)ρn,n+d (6.22)
where ϕ = argα, and
Λ(n, d; |α|) = (−)n2(2− δd0)|2α|d
√
n!
(n+ d)!
e−2|α|
2
Ldn(|2α|2) , (6.23)
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Ldn(x) denoting the Laguerre polynomials. Of course, the series in Eq. (6.22)
should be truncated at some point, and therefore the Wigner function can be
reconstructed only at some finite resolution.
Figure 6.6: Reconstruction of the quantum state of the signal, and of the vacuum
state used for calibration. For both states, from left to right, we report the raw
data, a histogram of the photon number distribution, and a contour plot of
the Wigner function. The reconstruction has been performed by a sample of
N = 242250 homodyne data. The coherent signal has an estimated average
photon number equal to 〈a†a〉 = 8.4. The solid line denotes the theoretical
photon distribution of a coherent state with such number of photons. Statistical
errors on matrix elements are about 2% . The slight phase asymmetry in the
Wigner distribution corresponds to a value of about 2% of the maximum (From
Ref. [32]).
Once the coherence of the signal has been established we may use homodyne
tomography to estimate the loss imposed by a passive optical component like
an optical filter. The procedure may be outlined as follows. We first estimate
the initial mean photon number n¯0 = |α0|2 of the signal beam, and then the
same quantity inserting an optical neutral density filter in the signal path. If Γ
is the loss parameter, then the coherent amplitude is reduced to αΓ = α0e
−Γ,
and the intensity to n¯Γ = n¯0e
−2Γ.
The estimation of the mean photon number can be performed adaptively on
data, using the general method presented in Sec. 3.4.2. One takes the average
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of the estimator
R[a†a](x, ϕ) = 2x2 − 1
2
+ µei2ϕ + µ∗e−i2ϕ , (6.24)
where µ is a parameter to be determined in order to minimize fluctuations. As
proved in Ref. [22] one has µ = −1/2〈a†2〉, which itself can be obtained from
homodyne data. In practice, one uses the data sample twice: first to evaluate
µ, then to obtain the estimate for the mean photon number.
Figure 6.7: Estimation of the mean photon number of a coherent signal as a
function of the loss imposed by an optical filter. Three set of experiments,
corresponding to three different initial amplitudes are reported. Open circles
are the tomographic determinations, whereas solid line denotes the expected
values, as follow from nominal values of loss and visibility at homodyne detector.
Statistical errors are within the circles (From Ref. [32]).
In Fig. 6.7 the tomographic determinations of n¯Γ are compared with the
expected values for three set of experiments, corresponding to three different
initial amplitudes. The expected values are given by n¯Γ = n¯0e
−2ΓV , where
Γ is the value obtained by comparing the signal dc currents I0 and IΓ at the
homodyne photodiodes and V = VΓ/V0 is the relative visibility. The solid line
in Fig. 6.7 denotes these values. The line is not continuous due to variations
of visibility. It is apparent from the plot that the estimation is reliable in the
whole range of values we could explore. It is worth noting that the estimation is
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absolute, i.e. it does not depend on the knowledge of the initial amplitude, and
it is robust, since it can be performed independently on the quantum efficiency
of the homodyne detector.
One may notice that the estimation of loss can be pursued also by measur-
ing an appropriate observable, typically the intensity of the light beam with
and without the filter. However, this is a concrete possibility only for high
amplitude signals, whereas losses on weak coherent states cannot be properly
characterized neither by direct photocounting using photodiodes (due to the
low quantum efficiency and large fluctuations), nor by avalanche photodetec-
tors (due to the impossibility of discriminating among the number of photons).
On the contrary, homodyne tomography provides the mean intensity (actually
the whole photon distribution) independently on the signal level, thus allowing
a precise characterization also in the quantum regime. Indeed, in Ref. [22]
adaptive tomographic determination of the mean photon number has been ex-
tensively applied to (numerically simulated) homodyne data for coherent states
of various amplitudes. The analysis has shown that the determination is reliable
also for small samples and that precision is not much affected by the intensity
of the signal.
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Chapter 7
Tomography of a quantum
device
If we want to determine experimentally the operation of a quantum device, we
need, by definition, quantum tomography. In fact, the characterization of the
device operation could be done by running a basis of possible known inputs, and
determining the corresponding outputs by quantum tomography. In quantum
mechanics the inputs are density operators, and the role of the transfer matrix
is played by the so-called quantum operation of the device, here denoted by E .
Thus the output state ρout (a part from a possible normalization) is given by
the quantum operation applied to the input state as follows
ρout = E(ρin). (7.1)
Since the set of states ρ actually belongs to a space of operators, this means that
if we want to characterize E completely, we need to run a complete orthogonal
basis of quantum states |n〉 (n = 0, 1, 2, . . .), along with their linear combina-
tions 1√
2
(|n′〉 + ik|n′′〉), with k = 0, 1, 2, 3 and i denoting the imaginary unit.
However, the availability of such a set of states in the lab is, by itself, a very
hard technological problem. For example, for an optical device, the states |n〉
are those with a precise number n of photons, and, a part from very small n—
say at most n=2—they have never been achieved in the lab, whereas preparing
their superpositions remains a dream for experimentalists, especially if n ≫ 1
(a kind of Schro˝dinger kitten states).
The idea of achieving the quantum operation of a device by scanning the
inputs and making tomography of the corresponding output is the basis of the
early methods proposed in Refs. [105, 106]. Due to the mentioned problems
in the availability of input states, both methods have limited application. The
method of Ref. [105] has been designed for NMR quantum processing, whereas
the method of Ref. [106] was conceived for determining the Liouvillian of a
phase-insensitive amplifier, namely for a case in which the quantum operation
has no off-diagonal matrix elements, to evaluate which one needs the superpo-
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sitions 1√
2
(|n′〉 + ik|n′′〉) with k = 0, 1, 2, 3 mentioned above. The problem of
availability of input spates and their superpositions was partially solved by the
method of Ref. [107], where it was suggested to use randomly drawn coherent
states to estimate the quantum operation of an optical device via a maximum
likelihood approach. This method, however, cannot be used for quantum sys-
tems different from the em radiation—such as finite dimensional systems, i.e.
qubits—due to the peculiarity of coherent states. The solution to the problem
came with the recent method of Ref. [25], where the problem of the availability
of input states was solved by using a single bipartite entangled input, which
is equivalent to run all possible input states in a kind of “quantum parallel”
fashion (bipartite entangled states are nowadays easily available in most quan-
tum systems of interest). The method is also very simple and effective, and
its experimental feasibility (for single-photon polarization-encoded qubits) has
been already demonstrated in a recent experiment performed in the Francesco
De Martini laboratory in Roma La Sapienza [108]. In the next sections we will
review the general method and report some computer simulated results from
Ref. [25].
7.1 The method
As already mentioned, the most description of a general state-transformation in
quantum mechanics is given in terms of the so-called quantum operation. The
state transformation due to the quantum operation E is given as follows
ρ→ E(ρ)
Tr
(E(ρ)) . (7.2)
The transformation occurs with probability given by p = Tr[E(ρ)] ≤ 1. The
quantum operation E is a linear, trace-decreasing completely positive (CP) map.
We remind that a map is completely positive if it preserves positivity generally
when applied locally to an entangled state. In other words, upon denoting by
I the identical map on the Hilbert space K of a second quantum system, the
extended map E ⊗ I on H ⊗ K is positive for any extension K. Typically, the
CP map is written using a Kraus decomposition [109] as follows
E(ρ) =
∑
n
KnρK
†
n , (7.3)
where the operators Kn satisfy∑
n
K†nKn ≤ I . (7.4)
The transformation (7.3) occurs with generally non-unit probability Tr[E(ρ)] ≤
1, and the probability is unit independently on ρ when E is trace-preserving,
i.e. when we have the equal sign in Eq. (7.4). The particular case of unitary
transformations corresponds to having just one term K1 = U in the sum (7.3),
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with U unitary. However, one can consider also non-unitary operations with
one term only, namely
E(ρ) = AρA† , (7.5)
where A is a contraction, i. e. ||A|| ≤ 1. Such operations leave pure states as
pure, and describes, for example, the state reduction from a measurement appa-
ratus for a particular fixed outcome that occurs with probability Tr[ρA†A] ≤ 1.
In the following we will use the notation for bipartite pure states introduced
in Eq. (2.45), and we will denote byOτ andO∗ the transposed and the conjugate
operator of O with respect to some pre-chosen orthonormal basis.
The basic idea of the method in Ref. [25] is the following. An unknown
quantum operation E can be determined experimentally through quantum to-
mography, by exploiting the following one-to-one correspondence E ↔ RE be-
tween quantum operations E and positive operators RE on two copies of the
Hilbert space H⊗H
RE = E ⊗ I(|I〉〉〈〈I|), E(ρ) = Tr2[I ⊗ ρτRE ] . (7.6)
Notice that the vector |I〉〉 represents a (unnormalized) maximally entangled
state. If we consider a bipartite input state |ψ〉〉 and operate with E only on one
Hilbert space as in Fig. 7.1, the output state is given by
R(ψ) ≡ E ⊗ I(|ψ〉〉〈〈ψ|). (7.7)
For invertible ψ the two matrices R(I) ≡ RE and R(ψ) are related as follows
R(I) = (I ⊗ ψ−1τR(ψ)(I ⊗ ψ−1∗) . (7.8)
Hence, the (four-index) quantum operation matrix RE can be obtained by esti-
mating via quantum tomography the following ensemble averages
〈〈i, j|R(I)|l, k〉〉 = Tr [R(ψ) (|l〉〈i| ⊗ ψ−1∗|k〉〈j|ψ−1∗)] . (7.9)
Then one simply has to perform a quantum tomographic estimation, by mea-
suring jointly two observables Xλ and X
′
λ from two quorums {Xλ} and {X ′λ}
for the two entangled quantum systems.
7.2 An example in the optical domain
In Ref. [25] it is shown that the proposed method for quantum tomography
of a device can be actually performed using joint homodyne tomography on a
twin-beam from downconversion of vacuum, with an experimental setup similar
to that used in the experiment in Ref. [86]. The feasibility analysis considers,
as an example, the experimental determination of the quantum operation corre-
sponding to the unitary displacement operatorD(z) = eza
†−z∗a. The pertaining
matrix R(I) is given by
R(I) = |D(z)〉〉〈〈D(z)| , (7.10)
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Figure 7.1: General scheme of the method for the tomographic estimation of a
quantum operation. Two identical quantum systems are prepared in a bipartite
state |ψ〉〉, with invertible ψ. One of the two systems undergoes the quantum
operation E , whereas the other is left untouched. At the output one performs
a quantum tomographic estimation, by measuring jointly two observables Xλ
and X ′λ from two quorums {Xλ} and {X ′λ} for the two Hilbert spaces, such
as two different quadratures of the two field modes in a two-mode homodyne
tomography (From Ref. [25]).
which is the (unnormalizable) eigenstate of the operator a− b† with eigenvalue
z, as shown in Sec. 2.4. As an input bipartite state, one uses the twin-beam
from parametric downconversion of Eq. (5.21), which is clearly invertible, since
ψ =
√
1− |ξ|2 ξa†a , ψ−1 = 1√
1− |ξ|2) ξ
−a†a . (7.11)
The experimental apparatus is the same as in the experiment of Ref. [86],
where the twin-beam is provided by a non-degenerate optical parametric am-
plifier (a KTP crystal) pumped by the second harmonic of a Q-switched mode-
locked Nd:YAG laser, which produces a 100-MHz train of 120-ps duration pulses
at 1064 nm. The orthogonally polarized twin beams emitted by the KTP crystal
(one of which is displaced of D(z) by a nearly transparent beam splitter with a
strong local oscillator) are separately detected by two balanced homodyne de-
tectors that use two independent local oscillators derived from the same laser.
This provides the joint tomography of quadratures Xφ′ ⊗ Xφ′′ needed for the
reconstruction. The only experimental problem which still need to be addressed
(even though is practically solvable) with respect to the original experiment of
Ref. [86] is the control of the quadrature phases φ′ and φ′′ with respect to the
LO, which in the original experiment were random.
In Fig. 7.2 the results of a simulated experiment are reported, for displace-
ment parameter z = 1, and for some typical values of the quantum efficiency η
at homodyne detectors and of the total average photon number n¯ of the twin
beam. The diagonal elements Ann = 〈n|D(z)|n〉 = [〈n|〈n|RD(z)|n〉n〉]1/2 are
plotted for the displacement operator with z = 1. The reconstructed values are
shown by thin solid line on an extended abscissa range, with their respective
error bars in gray shade, and compared to the theoretical probability (thick
solid line). A good reconstruction of the matrix can be achieved in the given
range with n¯ ∼ 1, quantum efficiency as low as η = 0.7, and 106 ÷ 107 data.
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The number of data can be decreased by a factor 100− 1000 using the tomo-
graphic max-likelihood techniques of Ref. [23], however at the expense of the
complexity of the algorithm. Improving quantum efficiency and increasing the
amplifier gain (toward a maximally entangled state) have the effect of making
statistical errors smaller and more uniform versus the photon labels n and m of
the matrix Anm.
Figure 7.2: Homodyne tomography of the quantum operation corresponding
to the unitary displacement operator D(z), with z = 1. The reconstructed
diagonal elements Ann = 〈n|D(z)|n〉 are shown (thin solid line on an extended
abscissa range, with their respective error bars in gray shade), compared to the
theoretical value (thick solid line). Similar results are obtained for off-diagonal
terms. The reconstruction has been achieved using at the input the twin beam
state of Eq. (5.21), with total average photon number n¯ and quantum efficiency
at homodyne detectors η. Left: n¯ = 5, η = 0.9, and 150 blocks of 104 data have
been used. Right: n¯ = 3, η = 0.7, and 300 blocks of 2 · 105 data have been used
(From Ref. [25]).
It is worth emphasizing that the quantum tomographic method of Ref. [25]
for measuring the matrix of a quantum operation can be much improved by
means of a max-likelihood strategy aimed at the estimation of some unknown
parameters of the quantum operation. In this case, instead of obtaining the ma-
trix elements of R(I) from the ensemble averages in Eq. (7.9), one parametrizes
R(I) in terms of unknown quantities to be experimentally determined, and the
likelihood is maximized for the set of experimental data at various randomly
selected (tensor) quorum elements, keeping the same fixed bipartite input state.
This method is especially useful for a very precise experimental comparison be-
tween the characteristics of a given device (e.g. the gain and loss of an active
fiber) with those of a quantum standard reference.
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Chapter 8
Maximum-likelihood
method in quantum
estimation
Quantum estimation of states, observables and parameters is, from very basic
principles, matter of statistical inference from a population sampling, and the
most comprehensive quantum estimation procedure is quantum tomography. As
we have shown in Chapter 3, the expectation value of an operator is obtained by
averaging an estimator over the experimental data of a “quorum” of observables.
The method is very general and efficient, however, in the averaging procedure,
we have fluctuations which result in relatively large statistical errors.
Another relevant strategy, the maximum-likelihood (ML) method, can be
used for measuring unknown parameters of transformation on a given state
[33], or for measuring the matrix elements of the density operator itself [23].
The ML strategy [110, 111] is an entirely different approach to quantum state
measurement compared to the standard quantum-tomographic techniques. The
ML procedure consists in finding the quantum state, or the value of the pa-
rameters, that are most likely to generate the observed data. This idea can be
quantified and implemented using the concept of the likelihood functional.
As regards state estimation, the ML method estimates the quantum state
as a whole. Such a procedure incorporates a priori knowledge about relations
between elements of the density matrix. This guarantees positivity and normal-
ization of matrix, with the result of a substantial reduction of statistical errors.
Regarding the estimation of specific parameters, we notice that in many cases
the resulting estimators are efficient, unbiased and consistent, thus providing a
statistically reliable determination.
As we will show, by using the ML method only small samples of data are
required for a precise determination. However, we want to emphasize that
such method is not always the optimal solution of the tomographic problem,
since it suffers from some major limitations. Besides being biased due to the
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Hilbert space truncation—even though the bias can be very small if, from other
methods, we know where to truncate—it cannot be generalized to the estimation
of any ensemble average, but just of a set of parameters from which the density
matrix depends. In addition, for increasing number of parameters the method
has exponential complexity.
In the following we will review the ML methods proposed in Refs. [23] and
[33], by deriving the likelihood functional, and applying the ML method to
the quantum state reconstruction, with examples for both radiation and spin
systems, and, finally, considering the ML estimation for the relevant class of
Gaussian states in quantum optics.
8.1 Maximum likelihood principle
Here we briefly review the theory of the maximum-likelihood (ML) estimation of
a single parameter. The generalization to several parameters, as for example the
elements of the density matrix, is straightforward. The only point that should
be carefully analyzed is the parameterization of the multidimensional quantity
to be estimated. In the next section the specific case of the density matrix will
be discussed.
Let p(x|λ) the probability density of a random variable x, conditioned to
the value of the parameter λ. The form of p is known, but the true value of
λ is unknown, and will be estimated from the result of a measurement of x.
Let x1, x2, ..., xN be a random sample of size N . The joint probability density
of the independent random variable x1, x2, ..., xN (the global probability of the
sample) is given by
L(x1, x2, ..., xN |λ) = ΠNk=1p(xk|λ) , (8.1)
and is called the likelihood function of the given data sample (hereafter we will
suppress the dependence of L on the data). The maximum-likelihood estimator
(MLE) of the parameter λ is defined as the quantity λml ≡ λml({xk}) that
maximizes L(λ) for variations of λ, namely λml is given by the solution of the
equations
∂L(λ)
∂λ
= 0 ;
∂2L(λ)
∂λ2
< 0 . (8.2)
The first equation is equivalent to ∂L/∂λ = 0 where
L(λ) = logL(λ) =
N∑
k=1
log p(xk|λ) (8.3)
is the so-called log-likelihood function.
In order to obtain a measure for the confidence interval in the determination
of λml we consider the variance
σ2λ =
∫ [∏
k
dxk p(xk|λ)
]
[λml({xk})− λ]2 . (8.4)
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In terms of the Fisher information
F =
∫
dx
[
∂p(x|λ)
∂λ
]2
1
p(x|λ) , (8.5)
it is easy to prove that
σ2λ ≥
1
NF
, (8.6)
where N is the number of measurements. The inequality in Eq. (8.6) is known
as the Crame´r-Rao bound [112] on the precision of the ML estimation. Notice
that this bound holds for any functional form of the probability distribution
p(x|λ), provided that the Fisher information exists ∀λ and ∂λp(x|λ) exists ∀x.
When an experiment has ”good statistics” (i.e. for a large enough data sample)
the Crame´r-Rao bound is saturated.
8.2 ML quantum state estimation
In this section we review the method of the maximum likelihood estimation of
the quantum state of Ref. [23], focusing attention to the cases of homodyne and
spin tomography.
We consider an experiment consisting of N measurements performed on
identically prepared copies of a given quantum system. Each measurement is
described by a positive operator-valued measure (POVM). The outcome of the
ith measurement corresponds to the realization of a specific element of the
POVM used in the corresponding run, and we denote this element by Πi. The
likelihood is here a functional of the density matrix L(ρ) and is given by the
product
L(ρ) =
N∏
i=1
Tr(ρΠi) , (8.7)
which represents the probability of the observed data. The unknown element
of the above expression, which we want to infer from data, is the density ma-
trix describing the measured ensemble. The estimation strategy of the ML
technique is to maximize the likelihood functional over the set of the density
matrices. Several properties of the likelihood functional are easily found, if we
restrict ourselves to finite dimensional Hilbert spaces. In this case, it can be
easily proved that L(ρ) is a concave function defined on a convex and closed
set of density matrices. Therefore, its maximum is achieved either on a single
isolated point, or on a convex subset of density matrices. In the latter case, the
experimental data are insufficient to provide a unique estimate for the density
matrix using the ML strategy. On the other hand, the existence of a single
maximum allows us to assign unambiguously the ML estimate for the density
matrix.
The ML estimation of the quantum state, despite its elegant general formu-
lation, results in a highly nontrivial constrained optimization problem, even if
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we resort to purely numerical means. The main difficulty lies in the appropri-
ate parameterization of the set of all density matrices. The parameter space
should be of the minimum dimension in order to preserve the maximum of the
likelihood function as a single isolated point. Additionally, the expression of
quantum expectation values in terms of this parameterization should enable
fast evaluation of the likelihood function, as this step is performed many times
in the course of numerical maximization.
For such purpose one introduces [23] a parameterization of the set of density
matrices which provides an efficient algorithm for maximization of the likelihood
function. We represent the density matrix in the form
ρ = T †T , (8.8)
which automatically guarantees that ρ is positive and Hermitian. The remaining
condition of unit trace Trρ = 1 will be taken into account using the method of
Lagrange multipliers. In order to achieve the minimal parameterization, we
assume that T is a complex lower triangular matrix, with real elements on the
diagonal. This form of T is motivated by the Cholesky decomposition known
in numerical analysis [113] for arbitrary non negative Hermitian matrix. For
an M -dimensional Hilbert space, the number of real parameters in the matrix
T is M + 2M(M − 1)/2 = M2, which equals the number of independent real
parameters for a Hermitian matrix. This confirms that such parameterization
is minimal, up to the unit trace condition.
In numerical calculations, it is convenient to replace the likelihood functional
by its natural logarithm, which of course does not change the location of the
maximum. Thus the log-likelihood function subjected to numerical maximiza-
tion is given by
L(T ) =
N∑
i=1
lnTr(T †TΠi)− λTr(T †T ) , (8.9)
where λ is a Lagrange multiplier accounting for normalization of ρ. Writing ρ in
terms of its eigenvectors |ψµ〉 as ρ =
∑
µ y
2
µ|ψµ〉〈ψµ|, with real yµ, the maximum
likelihood condition ∂L/∂yν = 0 reads
λyν =
N∑
i=1
[yν〈ψν |Πi|ψν〉/Tr(ρΠi)] , (8.10)
which, after multiplication by yν and summation over ν, yields λ = N . The
Lagrange multiplier then equals the total number of measurements N .
This formulation of the maximization problem allows one to apply standard
numerical procedures for searching the maximum over theM2 real parameters of
the matrix T . The examples presented below use the downhill simplex method
[114].
The first example is the ML estimation of a single-mode radiation field.
The experimental apparatus used in this technique is the homodyne detector.
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According to Sec. 2.4 the homodyne measurement is described by the positive
operator-valued measure
H(x;ϕ) =
√
2η
π(1 − η) exp
[
− 2η
1− η (Xϕ − x)
2
]
, (8.11)
where η is the detector efficiency, and Xϕ = (a
† eiϕ+a e−iϕ)/2 is the quadrature
operator at phase ϕ.
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Figure 8.1: Reconstruction of the density matrix of a single-mode radiation
field by the ML method. The plot shows the matrix elements of a coherent
state (left) with 〈a†a〉 = 1 photon, and for a squeezed vacuum (right) with
〈a†a〉 = 0.5 photon. A sample of 50000 simulated homodyne data for quantum
efficiency η = 80% has been used (From Ref. [23]).
After N measurements, we obtain a set of pairs (xi;ϕi), where i = 1, . . . , N .
The log-likelihood functional is given by Eq. (8.9) with Πi ≡ H(xi;ϕi). Of
course, for a light mode it is necessary to truncate the Hilbert space to a fi-
nite dimensional basis. We shall assume that the highest Fock state has M − 1
photons, i.e. that the dimension of the truncated Hilbert space isM . For the ex-
pectation Tr[T †TH(x;ϕ)] it is necessary to use an expression which is explicitly
positive, in order to protect the algorithm against occurrence of small negative
numerical arguments of the logarithm function. A simple derivation yields
Tr[T †TH(x;ϕ)] = √η
M−1∑
k=0
k∑
j=0
∣∣∣∣∣
k−j∑
n=0
〈k|T |n+ j〉Bn+j,n〈n|√ηx〉einϕ
∣∣∣∣∣
2
, (8.12)
where
Bn+j,n =
[(
n+ j
n
)
ηn(1− η)j
]1/2
, (8.13)
and
〈n|x〉 =
(
2
π
)1/4
1√
2nn!
Hn(
√
2x) exp(−x2) (8.14)
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are the eigenstates of the harmonic oscillator in the position representation—
Hn(x) being the nth Hermite polynomial.
The ML technique can be applied to reconstruct the density matrix in the
Fock basis from Monte Carlo simulated homodyne statistics. Fig. 8.1 depicts
the matrix elements of the density operator as obtained for a coherent state
and a squeezed vacuum, respectively. Remarkably, only 50000 homodyne data
have been used for quantum efficiency η = 80%. We recall that in quantum
homodyne tomography the statistical errors are known to grow rapidly with
decreasing efficiency η of the detector [29, 80]. In contrast, the elements of the
density matrix reconstructed using the ML approach remain bounded, as the
whole matrix must satisfy positivity and normalization constraints. This results
in much smaller statistical errors. As a comparison one could see that the same
precision of the reconstructions in Fig. 8.1 could be achieved using 107–108 data
samples with conventional quantum tomography. On the other hand, in order to
find numerically the ML estimate we need to set a priori the cut-off parameter
for the photon number, and its value is limited by increasing computation time.
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Figure 8.2: ML reconstruction of the density matrix of a two-mode radiation
field. On the left the matrix elements obtained for the state |Ψ1〉 = (|00〉 +
|11〉)/√2; on the right for |Ψ2〉 = (|01〉 + |10〉)/
√
2. For |Ψ1〉 we used 100000
simulated homodyne data and η = 80%; for |Ψ2〉 we used 20000 data and
η = 90% (From Ref. [23]).
Another relevant example is the reconstruction of the quantum state of two-
mode field using single-LO homodyning of Chapter 5. Here, the full joint density
matrix can be measured by scanning the quadratures of all possible linear com-
binations of modes. For two modes the measured quadrature operator is given
by
X(θ, ψ0, ψ1) =
1
2
(ae−iψ0 cos θ + be−iψ1 sin θ + h.c.) , (8.15)
where (θ, ψ0, ψ1) ∈ S2×[0, 2π], S2 being the Poincare´ sphere and one phase rang-
ing between 0 and 2π. In each run these parameters are chosen randomly. The
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POVM describing the measurement is given by the right-hand side of Eq. (8.11),
with Xϕ replaced by X(θ, ψ0, ψ1). An experiment for the two orthogonal states
|Ψ1〉 = (|00〉 + |11〉)/
√
2 and |Ψ2〉 = (|01〉 + |10〉)/
√
2 has been simulated, in
order to reconstruct the density matrix in the two-mode Fock basis using the
ML technique. The results are reported in Fig. 8.2.
The ML procedure can also be applied for reconstructing the density matrix
of spin systems. For example, let us consider N repeated preparations of a
pair of spin-1/2 particles. The particles are shared by two parties. In each run,
the parties select randomly and independently from each other a direction along
which they perform a spin measurement. The obtained result is described by the
joint projection operator (spin coherent states [115]) Fi = |ΩAi ,ΩBi 〉〈ΩAi ,ΩBi |,
where ΩAi and Ω
B
i are the vectors on the Bloch sphere corresponding to the
outcomes of the ith run, and the indices A and B refer to the two particles. As
in the previous examples, it is convenient to use an expression for the quantum
expectation value Tr(T †TFi) which is explicitly positive. The suitable form is
Tr(T †TFi) =
∑
µ
|〈µ|T |ΩAi ,ΩBi 〉|2 , (8.16)
where |µ〉 is an orthonormal basis in the Hilbert space of the two particles. The
result of a simulated experiment with only 500 data for the reconstruction of
the density matrix of the singlet state is shown in Fig. 8.3.
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Figure 8.3: ML reconstruction of the density matrix of a pair of spin-1/2 parti-
cles in the singlet state. The particles are shared by two parties. In each run,
the parties select randomly and independently from each other a direction along
which they perform spin measurement. The matrix elements has been obtained
by a sample of 500 simulated data (From Ref. [23]).
Summarizing, the ML technique can be used to estimate the density matrix
of a quantum system. With respect to conventional quantum tomography this
method has the great advantage of needing much smaller experimental samples,
making experiments with low data rates feasible, however with a truncation of
the Hilbert space dimension. We have shown that the method is general and the
algorithm has solid methodological background, its reliability being confirmed
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in a number of Monte Carlo simulations. However, for increasing dimension of
Hilbert spaces the method has exponential complexity.
8.3 Gaussian-state estimation
In this Section we review the ML determination method of Ref. [33] for the
parameters of Gaussian states. Such states represent the wide class of coherent,
squeezed and thermal states, all of them being characterized by a Gaussian
Wigner function. Apart from an irrelevant phase, we consider Wigner functions
of the form
W (x, y) =
2∆2
π
exp
{−2∆2 [e−2r(x− Reµ)2 + e2r(y − Imµ)2]} , (8.17)
and the ML technique with homodyne detection is applied to estimate the four
real parameters ∆, r,Reµ and Imµ. The four parameters provide the number of
thermal, squeezing and coherent-signal photons in the quantum state as follows
nth =
1
2
(
1
∆2
− 1
)
,
nsq = sinh
2 r ,
ncoh = |µ|2 . (8.18)
The density matrix ρ corresponding to the Wigner function in Eq. (8.17) writes
ρ = D(µ)S(r)
1
nth + 1
(
nth
nth + 1
)a†a
S†(r)D†(µ) , (8.19)
where S(r) = exp[r(a2−a†2)/2] andD(µ) = exp(µa†−µ∗a) denote the squeezing
and displacement operators, respectively.
The theoretical homodyne probability distribution at phase ϕ with respect
to the local oscillator can be evaluated using Eq. (2.7), and is given by the
Gaussian
p(x, ϕ) =
√
2∆2
π(e2r cos2 ϕ+ e−2r sin2 ϕ)
× exp
{
− 2∆
2
e2r cos2 ϕ+ e−2r sin2 ϕ
[
x− Re(µ e−iϕ)]2} . (8.20)
The log-likelihood function (8.3) for a set ofN homodyne outcomes xi at random
phase ϕi then writes as follows
L =
N∑
i=1
1
2
log
2∆2
π(e2r cos2 ϕi + e−2r sin2 ϕi)
− 2∆
2
e2r cos2 ϕi + e−2r sin2 ϕi
[
xi − Re(µ e−iϕi)
]2
. (8.21)
The ML estimators ∆ml, rml,Reµml and Imµml are found upon maximizing Eq.
(8.21) versus ∆, r,Reµ and Imµ.
In order to evaluate globally the state reconstruction, one considers the
normalized overlap O between the theoretical and the estimated state
O = Tr[ρ ρml]√
Tr[ρ2] Tr[ρ2ml]
. (8.22)
Notice that O = 1 iff ρ = ρml. Through Monte-Carlo simulations, one always
finds a value around unity, typically with statistical fluctuations over the third
digit, for number of data samples N = 50000, quantum efficiency at homodyne
detectors η = 80%, and state parameters with the following ranges: nth < 3,
ncoh < 5, and nsq < 3. Also with such a small number of data samples, the
quality of the state reconstruction is so good that other physical quantities that
are theoretically evaluated from the experimental values of ∆ml, rml,Reµml and
Imµml are inferred very precisely. For example, in Ref. [33] the photon number
probability of a squeezed thermal state has been evaluated, which is given by
the integral
〈n|ρ|n〉 =
∫ 2π
0
dφ
2π
[C(φ, nth, r)− 1]n
C(φ, nth, r)n+1
, (8.23)
with C(φ, nth, r) = (nth +
1
2 )(e
−2r sin2 φ + e2r cos2 φ) + 12 . The comparison
of the theoretical and the experimental results for a state with nth = 0.1 and
nsq = 3 is reported in Fig. 8.4. The statistical error of the reconstructed number
probability affects the third decimal digit, and is not visible on the scale of the
plot.
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Figure 8.4: Photon-number probability of a squeezed-thermal state (thermal
photons nth = 0.1, squeezing photons nsq = 3). Compare the reconstructed
probabilities by means of the maximum likelihood method and homodyne de-
tection (gray histogram) with the theoretical values (black histogram). Number
of data samples N = 50000, quantum efficiency η = 80%. The statistical error
affects the third decimal digit, and it is not visible on the scale of the plot (From
Ref. [33]).
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The estimation of parameters of Gaussian Wigner functions through the ML
method allows one to estimate the parameters in quadratic Hamiltonians of the
generic form
H = αa+ α∗a† + ϕa†a+
1
2
ξa2 +
1
2
ξ∗a†2 . (8.24)
In fact, the unitary evolution operator U = e−iHt preserves the Gaussian form
of an input state with Gaussian Wigner function. In other words, one can use
a known Gaussian state to probe and characterize an optical device described
by a Hamiltonian as in Eq. (8.24). Assuming t = 1 without loss of generality,
the Heisenberg evolution of the radiation mode a is given by
U † aU = γa+ δa† + µ , (8.25)
with
γ = cos(
√
ϕ2 − |ξ|2)− i ϕ√
ϕ2 − |ξ|2 sin(
√
ϕ2 − |ξ|2) , (8.26)
δ = −i ξ
∗√
ϕ2 − |ξ|2 sin(
√
ϕ2 − |ξ|2) ,
µ =
ϕα∗ − ξ∗α
ϕ2 − |ξ|2 (cos(
√
ϕ2 − |ξ|2)− 1)− i α
∗√
ϕ2 − |ξ|2 sin(
√
ϕ2 − |ξ|2) .
For an input state ρ with known Wigner function Wρ(β , β
∗), the corresponding
output Wigner function writes
WUρU† (β , β
∗) =Wρ[(β − µ)γ∗ − (β∗ − µ∗)δ , (β∗ − µ∗)γ − (β − µ)δ∗] . (8.27)
Hence, by estimating the parameters γ, δ, µ and inverting Eqs. (8.26), one ob-
tains the ML values for α, ϕ, and ξ of the Hamiltonian in Eq. (8.24). The present
example can be used in practical applications for the estimation of the gain of
a phase-sensitive amplifier or equivalently to estimate a squeezing parameter.
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Chapter 9
Classical imaging by
quantum tomography
As we showed in Chapter 2, the development of quantum tomography has its
origin in the inadequacy of classical imaging procedures to face the quantum
problem of Wigner function reconstruction. In this chapter we briefly illustrate
how to go back to classical imaging and profitably use quantum tomography as
a tool for image reconstruction and compression: this is the method of Fictitious
Photons Tomography of Ref. [34].
The problem of tomographic imaging is to recover a mass distributionm(x, y)
in a 2-d slab from a finite collection of one dimensional projections. The situa-
tion is schematically sketched in Fig. 9.1a where m(x, y) describes two circular
holes in a uniform background. The tomographic machine, say an X-ray equip-
ment, collects many stripe photos of the sample from various directions θ, and
then numerically performs a mathematical transformation—the so called in-
verse Radon transform [116]—in order to reconstruct m(x, y) from its radial
profiles at different θ’s. The problem which is of interest for us is when the
radial profiles are not well-resolved digitalized functions, but actually represent
the density distribution of random points, as if in our X-ray machine the beam
is so weak that radial photos are just the collection of many small spots, each
from a single X-ray photon (this situation is sketched in Fig. 9.1b). It is obvious
that this case can be reduced to the previous one by counting all points falling in
a predetermined 1-d mesh, and giving radial profiles in form of histograms (this
is what actually happens in a real machine, using arrays of photodetectors).
However, we want to use the whole available information from each ”event”—
i.e. the exact 1-d location of each spot—in a way which is independent on any
predetermined mesh. In practice, this situation occurs when the signal is so
weak and the machine resolution is so high (i.e. the mesh-step is so tiny) that
only zero or one photon at most can be collected in each channel. As we will
see, this low-signal/high-resolution case naturally brings the imaging problem
into the domain of quantum tomography. Images are identified with Wigner
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functions, such to obtain a description in terms of density matrices. These are
still trace-class matrices (corresponding to ”normalizable” images), but are no
longer positive definite, because an “image” generally is not a genuine Wigner
function and violates the Heisenberg relations on the complex plane (the phase
space of a single mode of radiation). Hence, such density matrices are unphysi-
cal: they are just a mathematical tool for imaging. This is the reason why this
method has been named Fictitious Photons Tomography [34]. As we will see in
the following, the image resolution improves by increasing the rank of the den-
sity matrix, and in this way the present method also provides a new algorithm
for image compression, which is suited to angular image scanning.
(a) (b)
Figure 9.1: (a) Tomography of a simple object: analytical transmission profiles
are reported for θ = 0, π/2. (b) The same case of (a), but for very weak signals:
in this case the transmission profiles are given in terms of random points on a
photographic plate (here obtained from a Monte Carlo simulation) (From Ref.
[34]).
9.1 From classical to quantum imaging
We adopt the complex notation, with α = x + iy representing a point in the
image plane. In this way α and α∗ are considered as independent variables,
and the 2-d image—here denoted by the same symbol W (α, α∗) used for the
Wigner function—is just a generic real function of the point in the plane. In the
most general situation W (α, α∗) is defined on the whole complex plane, where
it is normalized to some finite constant, and it is bounded from both below and
above, with range representing the darkness nuance. For X-ray tomography
W (α, α∗) roughly represents the absorption coefficient as a function of the point
α. We consider a linear absorption regime, i.e. the image extension is negligible
with respect to the radiation absorption length in the medium. At the same
time we neglect any diffraction effect.
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As shown in Sec. 3.2 the customary imaging technique is based on the
inverse Radon transform. A tomography of a two dimensional image W (α, α∗)
is a collection of one dimensional projections p(x, θ) at different values of the
observation angle θ. We rewrite here the definition of the Radon transform of
W (α, α∗)
p(x, θ) =
∫ +∞
−∞
dy
π
W
(
(x + iy)eiθ, (x− iy)e−iθ) . (9.1)
In Eq. (9.1) x is the current coordinate along the direction orthogonal to the
projection and y is the coordinate along the projection direction. The situation
is depicted in Fig. 9.1 where W (α, α∗) is plotted along with its p(x, θ) profiles
for θ = 0, π/2 for a couple of identical circular holes that are symmetrically
disposed with respect to the origin.
The reconstruction of the image W (α, α∗) from its projections p(x, θ)—also
called “back projection”—is given by the inverse Radon transform, which, fol-
lowing the derivation in Sec. 3.2, leads to the filtering procedure
W (α, α∗) =
∫ π
0
dθ
2π
P
∫ +∞
−∞
dx
∂p(x, θ)/∂x
x− αθ , (9.2)
where P denotes the Cauchy principal value and αθ = Re(αe−iθ). Eq. (9.2)
is commonly used in conventional tomographic imaging (see, for example, Ref.
[117]).
Let us now critically consider the above procedure in the case of very weak
signals, namely when p(x, θ) just represents the probability distribution of ran-
dom X-ray spots on a fine-mesh multichannel: this situation is sketched in Fig.
9.1b. From Eq. (9.2) one can recover W (α, α∗) only when the analytical form
of p(x, θ) is known. But the experimental outcomes of each projection actually
are random data distributed according to p(x, θ), whereas in order to recover
W (α, α∗) from Eq. (9.2) one has to evaluate the first order derivatives of p(x, θ).
The need of the analytical form for projections p(x, θ) requires a filtering pro-
cedure on data, usually obtained by “splining” data in order to use Eq. (9.2).
The above procedure leads to approximate image reconstructions, and the
choice of any kind of smoothing parameter unavoidably affects in a systematic
way the statistics of errors. In the following we show how quantum tomography
can be used for conventional imaging in presence of weak signals, providing both
ideally controlled resolution and reliable error statistics.
The basic formula we will use is the expansion of the Wigner function in the
number representation of Eqs. (6.22) and (6.23). In practice, the Hilbert space
has to be truncated at some finite dimension dH, and this sets the resolution
for the reconstruction of W (α, α∗). However, as we will show, this resolution
can be chosen at will, independently on the number of experimental data.
As previously noticed, in general an image does not correspond to a Wigner
function of a physical state, due to the fact that the Heisenberg relations un-
avoidably produce only smooth Wigner functions, whereas a conventional image
can have very sharp edges. However, if one allows the density matrix to be no
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longer positive definite (but still trace class), a correspondence with images is
obtained, which holds in general. In this way every image is stored into a trace-
class matrix ρn,m via quantum tomography, and a convenient truncation of the
matrix dimension dH can be chosen.
Symmetry p(x, θ) ρ
Isotropy p(x, θ) ≡ p(x) ρn,m = ρn,nδn,m
X-axis mirror p(x, π − θ) = p(−x, θ) ρn,m ∈ R
Y-axis mirror p(x, π − θ) = p(x, θ) iρn,m ∈ R
Inversion through the origin p(x, θ) = p(−x, θ) ρn,n+2d+1 = 0
Table 9.1: Geometrical symmetries of an image, analytical properties of pro-
jections and algebraic properties of the corresponding matrix (From Ref. [34]).
The connection between images and matrices is the main point of this ap-
proach: the information needed to reconstruct the image is stored in a dH× dH
matrix. For suitably chosen dimension dH the present method can also provide
a procedure for image compression. Notice that the correspondence between
images and trace-class matrices retains some symmetries of the image, which
manifest as algebraic properties of the matrix ρn,m. For example an isotropic
image (like a uniform circle centered at the origin) is stored in a diagonal matrix.
Other symmetries are given in Tab. 9.1.
The truncated Hilbert space dimension dH sets the imaging resolution. The
kind of resolution can be understood by studying the behavior of the kernels
R[|n+d〉〈n|](x, θ) of Eq. (3.44), which are averaged over the experimental data
in order to obtain the matrix elements ρn,n+d. Outside a region that is almost
independent of n and d, all functions R[|n+ d〉〈n|](x, θ) decrease exponentially,
whereas inside this region they oscillate with a number of oscillations linearly
increasing with 2n+d. This behavior produces the effects illustrated in Fig. 9.2,
where we report the tomographic reconstruction of the font “a” for increasing
dimension dH. The plot is obtained by numerically integrating the kernel func-
tions from given analytic transmission profiles p(x, θ). As we see from Fig. 9.2
both the radial and the angular resolutions improve versus dH, making the de-
tails of the image sharper and sharper already form a relatively small truncation
dH = 48.
A quantitative measure of the precision of the tomographic reconstruction
can be given in terms of the distance D between the true and the reconstructed
image, which, in turn, coincides with the Hilbert distance D between the cor-
responding density matrices. One has
D =
∫
d2α|∆W (α, α∗)|2 = Tr(∆ρ)2
=
∞∑
n=0
∆ρ2n,n + 2
∞∑
n=0
∞∑
λ=1
∣∣∆ρ2n,n+λ∣∣2 , (9.3)
where ∆[. . .] = [. . .]true − [. . .]reconstructed. The convergence of D versus dH
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is given in Fig. 9.3 for a solid circle of unit radius centered at the origin. In
this case the obtained density matrix has only diagonal elements, according to
Tab. 9.1. These are given by
ρn,n = 2
n∑
ν=0
(−2)ν
(
n
ν
)
Φ(1 − ν, 2, 2R2) , (9.4)
where Φ(α, β, z) denotes the confluent hypergeometric function of argument z
and parameters α and β.
Insofar we have analyzed the method only on the basis of given analytic pro-
files p(x, θ). As already said, however, the method is particularly advantageous
in the weak-signal/high-resolution situation, where the imaging can be achieved
directly from averaging the kernel functions on data. In this case the procedure
allows to exploit the whole available experimental resolution, whereas the image
resolution is set at will. In Fig. 9.4 we report a Monte Carlo simulation of an
experimental tomographic reconstruction of the font “a” for increasing number
of data. All plots are obtained at the maximum available dimension dH = 48,
and using F = 100 scanning phases. The situation occurring for small num-
bers of data is given in the first plot, where the the highly resolved image still
exhibits the natural statistical fluctuations due to the limited number of data.
For larger sample the image appears sharper from the random background, and
it is clearly recognizable for a number of data equal to 106. The method is ef-
ficient also from the computational point of view, as the time needed for image
reconstruction is quadratic in the number of elements of the density matrix, and
linear in the number of experimental data. Needless to say, imaging by quantum
homodyne tomography is at the very early stages and further investigation is in
order.
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Figure 9.2: Tomographic reconstruction of the font “a” for increasing dimension
of the truncated matrix, dH = 2, 4, 8, 16, 32, 48. The plot is obtained by averag-
ing the kernel function R[|n + d〉〈n|](x, θ) of Eq. (3.44) with assigned analytic
transmission profiles p(x, θ), and then using Eqs. (6.22) and (6.22) (From Ref.
[34]).
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Figure 9.3: Convergence of both trace and Hilbert distance D in Eq. (9.3)
versus the dimensional truncation dH of the Hilbert space. Here the image is a
uniform circle of unit radius centered at the origin. The reconstructed matrix
elements are obtained as in Fig. 9.2, whereas the exact matrix elements are
provided by Eq. (9.4) (From Ref. [34]).
Figure 9.4: Monte Carlo simulation of an experimental tomographic reconstruc-
tion of the font “a”. The truncation dimension is fixed at dH = 48, and the
number of scanning phases is F = 100. The plots correspond to 103, 104, 105, 106
data for each phase respectively (From Ref. [34]).
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