In this paper, the depth cue due to the assumption of texture uniqueness is reviewed. 
Introduction
Despite the recent growth of the use of spectral information (color) in stereo, the cue due to the assumption of texture uniqueness remains relevant, as utilized by contemporary stereo systems [1] . Its locality of access to the data (images) facilitates multi-view and parallel implementations of the cue, for real-time applications such tele-immersion, 3D television, and telemedicine. Its advantage over other cues are independence from silhouette extraction, image segmentation, assumption of cameras around the scene (e.g. [2] ), or on the same baseline (e.g. [3] ), as well as spectral calibration (color photoconsistency approaches e.g. [4, 5] ). Thus, research on improving the performance of utilization of the uniqueness cue is a worthful goal.
Certainly, utilization of color or silhouettes provides of more information and exhibits advantages, for example, in cases where texture is absent. Also, due to the semi-local notion of texture its matching encounters difficulties near image regions which image a "depth discontinuity", but which be overcomed by utilization of 2D cues (e.g. [6] ) Thus this work is focused at the better utilization of the uniqueness constraint in the Lambertian and textured domains, and acknowledges the need for integration with photometric cues as a future goal.
The uniqueness constraint assumes that, at least locally, each locus on a surface is uniquely textured. Its point correspondences can be, thus, located by searching for its most similar depictions in the acquired images. A number of works compensate for the projective distortion in the matching process (or else, match the textures in 3D), to obtain more matches and accuracy [7, 8, 9, 10, 11] . Treating the imaged surfaces as locally planar facilitates the backprojections of images at hypothetical planar patches and, in turn, the prediction that backprojections should match if the patch coincides with the surface. A match then not only provides the estimation of the locus but, also, the orientation of the imaged surface. In this work, it is shown that the above compensation is subject to inaccuracy due to image discretization and methods to compensate are proposed.
On the other hand, compensating for projective distortion increases computational cost by a factor of O(N 2 ), for the optimization of the tilt / slant dimensions, which constitutes a significant bottleneck in real-time applications. In contrast, space-sweeping methods are computationally simpler and their execution can be further accelerated in the GPU (e.g. [12] ), but as shown in Sec. 3 they are less precise. In addition the registration of multiple, arbitrarily posed, views in a common voxel grid is practically difficult. In order to utilize the advantages of both methods, a hybrid approach is proposed that utilizes space-sweeping as a first step that rapidly provides with an imprecise reconstruction. This step is then refined by utilization of the orientation optimizing approach. The latter approach is computationally optimized utilizing two hierarchical approaches to the search of loci and postures that maximize texture similarity.
The need for volumetric parameterization is another aspect of this work, which originates from the goal of obtaining wide area reconstructions. Multiple viewpoints contribute to scene completeness but in an arbitrary camera setup there is no notion of a single "depth" dimension, since for an arbitrary placement of cameras there is no semantic difference in x, y, and z directions of the world. Thus, vol-umetric representations of surfaces are particularly useful at the stage where multiple views are combined. However, registration of views tends to be sensitive to camera calibration errors, which lead to reconstruction artifacts. The proposed volumetric representation is employed in the alleviation of such phenomena, in Sec. 5.1. Finally, the volumetric representation that was mentioned above is utilized in the increment of precision with which the obtained reconstruction is computed as well as the correction of small reconstruction errors.
Orientation search is formulated for reference, in the remainder of this paper. Let a calibrated image pair I i=1,2 , and a planar surface patch S, of size is α × α, centered at p, with unit normal n. Backprojecting I i onto S yields images w i ( p, n):
where P i is the projection matrix of I i , R( n)[0 0 1] T = n, and x , y local coordinates on S.
When S is tangent at a world surface, w i ( p, n) are identities of the surface pattern. Thus I 1 (P 1 x) = I 2 (P 2 x); ∀ x ∈ S, and therefore their similarity is optimal. Otherwise, w i are dissimilar because they are collineations from different surface regions. Thus surface loci and corresponding normals can be recovered by detecting the similarity local maxima (SLM) across space. To do so, function
, is evaluated as:
where s( p) the optimal correlation value at p, and κ( p) the optimizing orientation, Metric sim can be SAD, SSD, NCC, MNCC etc (henceforth MNCC [13] ). To evaluate sim, a r × r sampling lattice of points is assumed on S. A conceptual thread linking the methods presented in the remainder of this paper is the ability to compute each of the proposed stages to surface reconstruction in parallel, or otherwise, in many independent segments of work. This parallelization is based on the locality of the uniqueness cue and the benefit from achieving it is twofold. First, for processing the reconstruction in multiple CPUs or GPUs and achieving real, or close to, time performance. Second, for being able to complete the reconstruction without the vast demands for memory that a wide-area voxel space would require, which is often encountered in multi-view stereo.
The remainder of this paper is organized as follows. In Sec. 3, the accuracy of discussed cue is considered with respect to the spatial direction over which a similarity measure is optimized, in order to establish a stereo correspondence. In addition, a hybrid method that combines spacesweeping with orientation optimization and targets computational efficiency is introduced. In Sec. 4, two coarse to fine techniques are formulated for the further acceleration of the above method. In Sec. 5, the utilization of multiple stereo views for the reconstruction of wide areas is considered and the obtained reconstructions are enhanced in terms of precision. Conclusions are discussed in Sec. 6.
Related work
Correspondence establishment based on the uniqueness constraint is typically performed by the similarity matching of image regions, through the optimization of a similarity criterion along a spatial direction in the world or in the image. The world points where the similarity metric is locally optimized are regarded as occupied by a piece of surface.
Either a single (as in epipolar stereo or plane sweeping [14] ) or multiple orientations of the surface may be considered in this spatial optimization, thus classifying methods into two categories, referred to as sweeping and orientationsearch respectively. Sweeping exhibits low complexity because a single orientation κ is evaluated, but as shown in Sec. 3 is inaccurate in the presence of surface slant. The, traditional, approach to stereo which correlates image windows in rectified images can be classified under this approach although that matching image regions corresponds to modulating α with respect to depth; this notion is revisited in Sec. 3. Orientation search is computationally more complex ( κ is optimized), but exhibits increased accuracy and provides with an estimation of the surface normal. A characteristic approach to matching textures in 3D can be found in [10] , where stretching of epipolar scanlines is utilized to compensate for surface slant and also utilize contour information. This work is of particular interest, because in certain cases overcomes a weakness of the uniqueness constraint, namely, lack of texture. However, it is less local in the sense that reasons along the whole epipolar line to calculate occlusion and in addition the method cannot be not directly expanded in a multi-camera framework.
Global optimization (e.g. [9, 15, 3, 16, 17, 18] ) can yield local minima of the overall cost function and are not necessarily parallelizable. The local approach followed in this paper differs from [9, 15] , in the explicit targeting of similarity's local maxima instead of implicitly by optimization of a global functional. A powerful feature of such approaches is that they utilize the surface continuity assumption to resolve ambiguities and correct inaccuracies. In this context, less global approaches utilize the surface continuity assumption but in the image domain, such in the tensor voting approach [6] . Certainly, integration of the cue due to the assumption of texture uniqueness with cues that are due to feature matching is acknowledged in the same sense as integration with spectral information. In this work, the continuity assumption is exploited by virtue of the utilized volumetric representation and in a more local fashion the permits for greater parallelization.
The assumption of surface continuity can also be enforced to improve the quality of reconstruction, in postprocessing. In epipolar stereo, some approaches to enforcing this constraint are to filter the disparity map [19] , bias disparity values that are in coherence with neighboring [3] , or require "inter-scanline" consistency [17] . An abundance of approaches for 3D filtering of the results exists in the "deformable models" literature (see [20] for a review). In this work, interest is focused in RBF-based methods [21] not only due to their ability to facilitate smooth interpolation in 3D, but also because they facilitate the increment of the precision with which the final reconstruction is computed.
Accuracy
In this section, it is shown that reconstruction based on space-sweeping is less accurate, in terms of the locus where the surface is reconstructed, than when surface orientation is considered. These methods are tested in combination to conserve computational power while still retaining the accurate computation of the cue due to the uniqueness constraint. The reconstruction is subject to a final precision correction, by assuming surface continuity. Proof It is shown that the spatial accuracy of surface reconstruction based on the texture uniqueness assumption is a monotonically increasing function of the angle between the spatial direction over which a similarity measure is optimized and the normal vector of the imaged surface. In particular, when the sweeping direction is not parallel to the normal vector of the imaged surface the backprojections of images on a planar kernel, which is centered on this surface, do not correspond to the same world points -except for the central point of the patch. The above statement is geometrically proved and shown that this lack of correspondence is a source of inaccuracy.
Definitions are initially provided. Let:
• cameras at T , Q that image a locally planar surface and sweeping direction v which given a base point (e.g. the cyclopean eye) defines a line L, which intersects the imaged surface at K. The two general types of possible configurations are shown in Fig. 1 .
• the hypothetical backprojection planar patch S, where the acquired images are backprojected. Patch S is on L, centered at D ∈ L and oriented as v
• function b(X 1 , X 2 ), X 1,2 ∈ R 3 be the intersection of the line through X 1 and X 2 with the imaged surface. The surface point that is imaged at some point A on S is b(A, T ), where T is the optical center. In the figure, B = b(A, Q) and C = b(A, T ).
• point O the orthogonal projection of A on the surface.
• θ and φ the acute angles formed by the optical rays through A, from T and Q.
Assuming texture uniqueness, the backprojection images of B and C are predicted to be identical only when B and C coincide. Thus the distance |BC| for some point on S is studied, assuming that when |BC| → 0 correlation of backprojections is maximized.
From the Fig. 1 ,
• |AO| = |AB| sin θ = |AC| sin φ, |OC| = |AC| cos φ, |OB| = |AB| cos θ, and
Thus, |BC| is either
or
Both quantities are positive. (4), because θ, φ ∈ (0, π/2] and (5), since θ > φ (see left on the above figure), Thus the monotonicity of |BC| as a function of δ = |KD| is fully determined by |AO|. In the special case, where θ or φ is π/2, say θ, |BC| = |OC| = |AC| cos φ = |AO|/ tan φ and |BC| is a monotonically increasing function of δ. Thus, similarity of the backprojection images on S is indeed maximized when D coincides with K. This case corresponds to ψ = 0 (see forward in text).
Therefore, when v = n, it is only for point D that b(D, T ) and b(D, Q) will coincide when δ = 0. The geometry for all other points on S is shown in Fig. 1 (right) . From the figure, it is shown that in this case b(A, T ) and b(A, Q) coincide only when δ > 0 (|KD| > 0). For all the rest of the points the depth error is:
which shows that the error is determined not only by r (|AD|) but also from the "incidence angle" ψ = π 2 − ω between v and n. Eq. 6 shows that when v = n (ω = 0) the similarity of backprojections is maximized at the locus of the imaged surface (when δ = 0). In contrast, when ω → π 2 (or, when the surface is imaged from an extremely oblique angle) reconstruction error (KD) tends to infinity.
It is concluded that in plane-sweeping the error is a function of ψ and the more obliquely the surface is imaged the less accurate the depth estimation of its points becomes.
The predicted inaccuracy for the case that v = n is experimentally tested. The result of space-sweeping and orientation search are compared in Figs. 2(b,c) for the "ideal" case of a well-textured planar surface. As predicted, the second reconstruction exhibits increased fidelity to the imaged surface. Also in Fig. 2(b) , suppression of valid maxima occurs when κ is in wide disagreement with the surface normal, because κ may point to valid SLMs. When n is optimized (3) suppression attenuates, because κ does not point to neighboring surface elements, Fig. 2 (c). However in Fig. 2(c) , despite matching of texture in 3D, the estimation of κ can be still significantly inaccurate. An experiment was conducted that experimentally tests the argument of the previous subsection. In the experiment, two images from two simulated cameras were backprojected on a planar patch and the imaged surface points were detected utilizing function b() as above. For a r × r, r = 11 grid the coordinates of the imaged points through the patch were computed and their distances summed. In Fig. 3 the setup as well as the initial and final position of the match are shown along with the summation of the distances above. According to our prediction, it is observed that the minimum of the summation function does occur at δ = 0. The dislocation of this minimum is the predicted depth error for this setup. Red and green lines show the lines of sight from the optical centers to the imaged surface, through the patch. The blue line is v. The plot on the right, shows the sum of distances of points imaged through the same point on the patch as a function of δ and predicts the depth error for the experiment.
Surface continuity If surface continuity is enforced, SLMs are detected along a more accurate estimation of the normal. To do so, V was first estimated through (2), (3) and SLMs were detected along κ normals. Then κ was filtered and SLMs re-detected along the new κ. Directions in κ at occupied voxels, were replaced by the normal of the least-squares fitting plane through the neighboring occupied voxels. For empty voxels p e , κ( p e ) = j β i κ( p j )/ β j , where j enumerates the occupied voxels within p e 's neighborhood. In the result Fig. 2(d) , κ is more accurately estimated and a denser 3D reconstruction is provided. In addition, v, v's filtering can be utilized for small hole filling by occupying an empty voxel if it is has enough neighbors and the fitted plane passes closely from its center.
Finally, note that κ's optimization may be avoided, but the the accuracy with which SLMs are localized is observably less, since this accuracy is proportional to the accuracy that the continuity constraint is enforced (e.g. in the fitting of planes and the computation of p e ).
Why can Eq. (3) be inaccurate?
The observed inaccuracy of (3) is attributed to image discretization. S's projections cover different amounts of pixels n i , which are analogous to the reciprocals of distance squared and relative slant of S to the cameras. When slant and/or distance increase, fewer image pixels are sampled, to evaluate (3). Then, the differences of fewer intensities typically exhibit less variance (or more "similarity") and, thus, a bias is observed towards greater slants and distances. This phenomenon can be observed in synthetic images and in combination with image noise and calibration errors can cast spurious combinations of (x, y, z, θ, φ) to score equal, or even more, than the valid SLM. We conclude that the detection of SLMs solely based on the uniqueness constraint tends to be less accurate than that obtained after enforcing the surface continuity constraint.
In this paper, to compensate for the above inaccuracy in distance the size of the backprojection patch is modulated as α ∝ distance, so that the number of sampled pixels is invariant with respect to distance. As an effect, larger distances surfaces are represented in lower spatial frequencies (not resolution), which is considered as a natural tradeoff since distant surfaces are also imaged at lower frequencies. The above modulation is analogous to the traditional approach of matching image patches regardless of the distance of the imaged surface within these patches. In sweeping approaches, this modulation is naturally offered by the projective expansion of the plane that is swept along depth. Figs. 2(c,d) only neighborhoods of the detected SLMs exhibit some similarity value, in contrast to Fig. 2(b) . For efficiency, orientation optimization has been utilized only at the neighborhoods of the SLMs since of κ is useless elsewhere. Finally, a filtering of the reconstruction based on the normal information is enforced. Surface segments that are slanted by more that 80 • degrees to the camera are considered as unconfident estimations and rejected. This processing relieves the reconstruction of the characteristic "streaks" near depth discontinuities. Fig. 4 shows the reconstruction of a sphere demonstrating the its fidelity to the images surface. In all of the indoor examples, 13 trinocular views were utilized with a baseline of 156mm. In each view, the cameras were arranged in an equilateral triangle, instances of which can be seen in the snapshots of Figs. 4 and 7. 
Efficient combination of the two approaches Notice that in

Computational acceleration
Two hierarchical, coarse-to-fine iterative methods are proposed for the acceleration of the search for SLMs. Angular optimization Exhaustively evaluating (3), requires the value of s for every n within a cone of opening γ, to select the maximizing κ.
To reduce the number of evaluated n's at each iteration i: (a) the cone is canonically sampled and the optimizing direction κ i is selected amongst the sampled directions, (b) the sampling gets exponentially denser, but (c) only the samples within the opening of cone around κ i−1 are evaluated; at the next iteration, γ i+1 = γ i /δ. Iterations start from the frontoparallel κ 1 and end when γ i falls below a precision threshold τ γ .
For an arbitrarily oriented spherical cone of geometric centroid [x c y c z c ]
T the parameterized normals are given by:
where
In Fig. 5 , the accuracy of the proposed method is shown as a function of the computational effort or number of iterations. As ground truth the result of the exhaustive search was considered. In the experiment, the results of 10 3 estimations were averaged and γ 1 = 60
• , δ = 2 and τ γ = 1
• . The corresponding exhaustive search required 10800 invocations of the similarity function. It can be seen that after ≈ 3 iterations, which correspond to a speedup > 7, the ob- tained surface normal estimation is inaccurate by less than 3
• . After 7 iterations accuracy tends to be less than 1.5
• (speedup = 2). Given the correction of the surface normal as in Sec. 3, such minute inaccuracies may be neglected without consequences for the quality of the reconstruction and the process is stopped at the 3 rd iteration. In practice, a speedup of ≈ 20 is obtained, since in our implementation only the 1 st iteration is performed if all samples are less than threshold.
The method is reported to exhibit less error that a classic 2D gradient descent approach with momentum which was implemented, due to the occurrence of several suboptimal local maxima in the 2D search space. 
Spatial optimization
To reduce the number of evaluated ps, computation is iteratively focused at the volume neighborhoods of SLMs, based on a scale-space treatment of the input images.
At each iteration (i), α i = α 0 /2 i and I 1,2 are convolved with a Gaussian of σ i = σ 0 /2 i . Also, voxel volume is reduced by 1/2 3 and correlation is computed only at the neighborhoods of SLMs of the previous iteration. The effect of these modulations is that at initial scales correspondences are evaluated for coarse-scale texture and successively utilize more image detail. Their purpose is to efficiently compare w 1 and w 2 at coarse scales. At these scales, the projections of points on S are sparse and, thus, even a minute calibration error causes significant miscorrespondence of the projections. Smoothing, in effect, decreases image resolution and, thus, more correspondences are established at coarse scales. In Fig. 6 , the method is demonstrated.
Regarding performance, in our experiments there have been absolutely no differences in the loci of the detected SLMs obtained utilizing the proposed optimization when compared with the spatial search at the finest scale. The reason is that even at coarse scales stereo correspondences exhibit a sufficiently high similarity value in order to be detected. Utilizing the proposed acceleration a speedup of ≈ 4 was observed. 
Post processing
Two volumetrically local approaches to the consideration of multiple views and precision enhancement are proposed.
View selection
When concatenating reconstruction results obtained from multiple stereo image pairs, a "registration error" can be observed. This error refers to the fact that independent, but calibrated and registered, reconstructions of the same world point do not occur at, exactly, the same world coordinates. A general observation is that the registration error is proportional to the distance from the cameras, producing the systematic ordering of world points across depth illustrated in the example [19] . Unless correspondences are established between the independent reconstructions the results cannot be averaged. In [22] median fusion between two or more SLMs that occur on the same ray of visibility if performed but there exists no guarantee that the fused points correspond to the same world point. If a turntable or similar setups is utilized the above correspondence is enforced by construction. For an arbitrary placement of views a "best" view is selected based on the conclusion in Sec.3 and the amount of reconstruction that each view provides in that region.
To implement this technique the reconstruction volume is tessellated into overlapping cubes that are independently processed. The size of the cube is in the vicinity of the misregistration phenomenon (e.g. 10 × 10 × 10 voxels, or in our examples 10cm
3 ). A 50% overlap in all 3 dimensions proves sufficient to treat the duplication of a surface which occurs in different cubes. In Fig. 7 the effect of the proposed view selection in the alleviation of misregistration is shown. In the images, each view is color-coded. In the left image, the concatenation of the 13 independent trinocular views is shown and in the right the result of the proposed processing. Despite the use of a high threshold spurious surface segments occur as a result of depth discontinuities and violations of Lambert's law. Selecting the most frontoparallel view and performing the eccentricity filtering of Sec. 3 alleviates misregistration and performs noise reduction. 
Precision enhancement
In voxel representations, the precision of SLM localization is determined by voxel size. In contrast, a mesh representation can be treated as continuous and boosts rendering. To increase precision to subvoxel, s and ∇s are interpolated to detect the loci where ∇s = 0 since they coincide with SLMs. A continuous interpolating surface is obtained, which is then discretized by a triangle mesh as follows:
First, the initial (see Sec. 3) 1D search of the loci of SLMs along κ is refined by interpolating s along κ( p). The 2 nd order polynomial y = κ c κ x κ−1 is solved as to c κ , for fitting values y k = s( p + x κ(v)), x k = −1, 0, 1, and k = 1, 2, 3. The updated SLM locus is p − (β/2α) κ(v).
Second, the loci of SLMs are refined by virtue of the assumed continuity of V . The pursued topological space S f is given by the zero set of S f = f ∈ R 3 |f (p) = 0. Function f is instantiated as in [21] , via a Radial Basis Function (RBF) framework and the use of pivot points (f 's samples). Only off-surface pivot points, one "inside" and one "outside", the surface for each SLM p m are selected. These points reside at p m ±λ κ. with values ±(∇s)( p n ), respectively; λ is chosen less than voxel size (i.e. .8) to avoid interference with neighboring SLMs. The reasoning behind this approach is the following: local maxima detection in Sec. 3 only detects the voxel at which the SLM is present. To localize the SLM within the voxel without decreasing voxel size loci at which ∇s = 0 are detected.
To extract S f , f is calculated at a given resolution and inputted to the Marching Cubes algorithm [23] which outputs S f as a triangular mesh. Fast evaluation of f is performed by taking only close surface pivots (e.g. 5-7 voxels distance) into account. The last image in the middle row of Unfortunately, evaluation of the RBF is a computationally costly process: O(N 3 ), where N is the number of data points. Even though an the F astRBF optimization was utilized [24] that exhibits a cost of O(N log N ) the number of data points in our wide-area reconstructions (> 3 · 10 6 ) is quite large to obtain results in real time. Thus to, at least, retain parallelism the ability to parallelize the method the RBF was independently fitted in the overlapping cubes of Sec.5.1. No significant differences in the reconstruction were observed between fitting the RBF directly to the whole reconstruction and in the individual cubes. The reason is the large amount of overlap which provides of sufficient local information, but which on the other hand duplicates computation in the overlapping areas. Therefore, if more than one CPUs are available the method in proposed in this subsection can be parallelized by spatially tessellating the SLMs as proposed above. The downside of the above parallelization is that extra processing is required is the result is required in a mesh format. This processing refers to the merging of meshes from neighboring cubes and dealt as in [25] .
Conclusion
This paper is concerned with the depth cue due to the assumption of texture uniqueness and, in particular, the spatial direction over which a similarity measure is optimized. The cue is reviewed in terms of this spatial direction and methods are contributed for its accurate but also efficient computation. Based on this review, a method for view selection was also proposed.
The proposed methods in this paper, can be all performed in parallel due to the locality of the cue. At the stage of space sweeping each single depth can be processed by a different CPU. Orientation optimization can be performed independently for each single voxel. Detection of SLMs and other volumetric processing methods in this paper can be also performed in parallel, since they are formulated to operate within a local volumetric region (a cube).
Undoubtedly, the cue due texture uniqueness does not suffice for performing a veridical reconstruction as problems are encountered at textureless and non-Lambertian surfaces. This paper is concerned with the refinement of the way that this cue is utilized and acknowledges the need for integration with other visual cues.
A crucial aspect in improving this work the combination of multiple reconstructions of a surface point to a single estimation of its geometry. Indeed this approach is expected to be more precise than view-selection, but in the general case, correspondence between reconstructions is required.
