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COMMUTATORS AND IMAGES OF NONCOMMUTATIVE
POLYNOMIALS
MATEJ BREŠAR
Abstract. Let A be an algebra and let f be a nonconstant noncom-
mutative polynomial. In the first part of the paper, we consider the
relationship between [A,A], the linear span of commutators in A, and
span f(A), the linear span of the image of f in A. In particular, we
show that [A,A] = A implies span f(A) = A. In the second part, we
establish some Waring type results for images of polynomials. For ex-
ample, we show that if C is a commutative unital algebra over a field F
of characteristic 0, A is the matrix algebra Mn(C), and the polynomial
f is neither an identity nor a central polynomial of Mn(F ), then every
commutator in A can be written as a difference of two elements, each of
which is a sum of 7788 elements from f(A) (if C = F is an algebraically
closed field, then 4 elements suffice). Similar results are obtained for
some other algebras, in particular for the algebra B(H) of all bounded
linear operators on a Hilbert space H .
1. Introduction
Let F be a field and let F 〈X 〉 be the free algebra generated by the set
X = {X1,X2, . . . }, i.e., the algebra of noncommutative polynomials in the
variables Xi. For any F -algebra A and f = f(X1, . . . ,Xm) ∈ F 〈X 〉, we set
f(A) = {f(a1, . . . , am) | a1, . . . , am ∈ A}
(we tacitly assume that f has zero constant term if A is not unital). We call
f(A) the image of f .
In Section 2, we first consider the question of when span f(A), the lin-
ear span of f(A), equals A. The special case where f is the commutator
[X1,X2] = X1X2 − X2X1 has been studied by numerous authors in differ-
ent contexts (see, e.g., [28, 37]). We prove that the general case reduces
to this special case (Theorem 2.2). This gives a substantial generalization
of some results from [7] and [31] which establish the same conclusion for
certain C∗-algebras. We also obtain fairly conclusive results concerning the
more general question of when span f(A) contains [A,A] (Theorems 2.3 and
2.7).
Section 3 gives a more detailed analysis of representing the elements of
A through the elements of f(A). More specifically, we show that, under
suitable assumptions, every element (or at least every commutator) in A is
a sum/difference or a linear combination of a fixed number of elements from
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f(A). One of our motivations for such results was the theory of expressing
the elements from B(H), the algebra of all bounded linear operators on a
Hilbert spaceH, by some special-type elements. For example, if H is infinite-
dimensional, then every element of B(H) is a sum of two commutators [13],
a sum of five idempotents [29], a linear combination of ten projections [27],
a sum of five square-zero elements [29], etc. (for a nice, although not up-
dated, survey, see [38]). These are just sample results, most of them have
both predecessors (e.g., involving larger numbers of these special-type ele-
ments) and successors (e.g., involving more general operator algebras). The
approach we take is to consider elements from the image of a polynomial as
the special-type ones. We remark that the idea for such an approach appears
also in [31], but the results therein are of a somewhat different nature.
Our first main result of Section 3 (Theorem 3.12) states that if F is a field
satisfying small restrictions, the polynomial f is neither an identity nor a
central polynomial of the algebra Mn(F ), and B is a unital F -algebra such
that every element of the algebra A = Mn(B) is a sum of k commutators and
a central element, then every commutator in A can be written as a difference
of two elements, each of which is a sum of 1936k2+22k elements from f(A).
This applies to the case where A = Mn(C) with C a commutative algebra
(Corollary 3.13), the case where A = EndF (V ) (Corollary 3.15), and also
the case where A = B(H) (Corollary 3.17). In the fundamental case where
A = Mn(F ) with F algebraically closed and of characteristic 0, the needed
number of summands is substantially smaller (Corollaries 3.19 and 3.20).
This is obtained as a consequence of our second main result (Theorem 3.18)
which states that, under appropriate assumptions, every square-zero matrix
is a difference of two matrices from f(A).
To the best of our knowledge, results of the type just described are new
even for multilinear polynomials. This is interesting in light of the L’vov-
Kaplansky conjecture which states that if F is an infinite field and f is a
multilinear polynomial that is neither an identity nor a central polynomial
of A = Mn(F ), then f(A) is equal to either [A,A] or A. Interest in this
old problem has been revived rather recently, starting with the work [18] by
Kanel-Belov, Malev, and Rowen in which they confirmed the conjecture for
the case where n = 2 and F is quadratically closed. Since then, quite a few
papers studying this and related problems appeared; for details, we refer to
the survey paper [32]. In spite of many efforts, however, the problem seems
to be far from being resolved. Some of our results from Section 3 can be
viewed as rough approximate versions of the L’vov-Kaplansky conjecture, or
at least as an attempt to approach this problem from a different perspective.
Last but not least, we point out that the central theorems of Section 3 and
their corollaries may be viewed as Waring type results, analogous to those
on images of words that have been studied thoroughly (and successfully) by
group theorists. We will discuss this at the end of the paper.
The main ingredients in the proofs of Section 3 are the PI theory, the
Lie theory of associative rings, and the theory of expressing commutators
through square-zero elements. It is not surprising that these theories can be
useful in the study of commutators and noncommutative polynomials. The
idea to combine them in proofs, however, seems to be new.
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2. On the relation between [A,A] and span f(A)
This section is divided into three subsections. The first one contains an
important lemma and some other preliminaries.
2.1. Basic lemma. If U and V are subspaces of an algebra A, we write
[U, V ] for the linear span of all commutators [u, v] with u ∈ U and v ∈ V .
Recall that a linear subspace L of A is a called a Lie ideal of A if [L,A] ⊆ L.
In [6], it was noticed that, as long as the field F is infinite, span f(A) is
a Lie ideal of A for every polynomial f ∈ F 〈X 〉 (and hence, in the case
where A = Mn(F ), it is equal to either {0}, the set F1 of scalar matrices,
the set [A,A] of traceless matrices, or A). This was then used in problems
originally arising from Connes’ embedding conjecture and some other topics
of functional analytic flavor. Our goals in the present paper are different,
but this observation from [6] will be our starting point here as well. More
precisely, we will use it in the proof of our first lemma. Before stating it, we
record a few more definitions and preliminary observations.
Let f = f(X1, . . . ,Xm) ∈ F 〈X 〉 be any polynomial. Recall that f is
a (polynomial) identity of the F -algebra A if f(A) = {0}. We say A is a
PI-algebra if a nonzero polynomial is an identity of A. If f(A) is contained
in the center of A but f is not an identity of A, then we say that f is a
central polynomial of A (one often assumes that central polynomials must
have zero constant term, but we will avoid this additional requirement in
order to make the exposition simpler).
For the purposes of this paper, we define f̂ ∈ F 〈X 〉 by
f̂(X1, . . . ,X2m) =
[
f(X1, . . . ,Xm), f(Xm+1, . . . ,X2m)
]
.
Note that f̂ is an identity of A if and only if f(A) is a commutative set.
Finally, we point out that, if A is unital, f(A) is invariant under conjuga-
tion, i.e.,
af(A)a−1 = f(A)
for every invertible element a ∈ A. Indeed, this follows from
af(a1, . . . , am)a
−1 = f(aa1a
−1, . . . , aama
−1),
where a1, . . . , am are arbitrary elements in A.
The following lemma, which is an outcome of Herstein’s Lie theory of
associative rings, will be used in several proofs.
Lemma 2.1. Let A be an algebra over an infinite field F and let f ∈ F 〈X 〉.
(a) If [A,A] 6⊆ span f(A), then f̂ is an identity of a nonzero homomor-
phic image of A.
(b) If A is simple and f̂ is an identity of A, then f is either an identity
or a central polynomial of A.
Proof. As mentioned at the beginning of the section, L = span f(A) is a Lie
ideal of A.
(a) Let I be the ideal of A generated by f̂(A) (i.e., the ideal generated by
[L,L]). A general result on Lie ideals, essentially due to Herstein [15, pp.
4–5] and explicitly established in [5, Proposition 2.2], states that L contains
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[A, I]. Since [A,A] 6⊆ L by assumption, I is a proper ideal of A. Observe
that f̂(A) ⊆ I implies that f̂ is an identity of A/I.
(b) The condition that f̂ is an identity of Ameans that L is a commutative
Lie ideal of A. Our goal is to prove that L is contained in the center Z of
A. This follows from the two results stated on page 9 of [15] (or, more
directly, from [21, Theorem 4]), unless F has characteristic 2 and A is 4-
dimensional over Z. This case is indeed exceptional (see [15, p. 6]), but not
in our situation as we will show in the next paragraph.
Thus, assume that F has characteristic 2 and that A is of dimension 4
over Z. Let K be the algebraic closure of Z and let S = K⊗ZA be the scalar
extension of A to K. Note that S ∼= M2(K) by Wedderburn’s Theorem, and
that f̂ is an identity of S (see [4, Theorem 6.29]). Thus, V = span f(M2(K))
is a commutative Lie ideal of M2(K), which, in view of the remark preceding
the statement of the lemma, additionally satisfies aV a−1 = V for every
invertible a ∈M2(K). We claim that this implies that V is contained in the
center of M2(K). Suppose this is not true, so that V contains a nonscalar
matrix v. If v is a diagonal matrix, then, by commuting it with the matrix
unit e12, we see that V also contains nondiagonal matrices. Without loss of
generality, we may assume that v =
[
α β
γ δ
]
with β 6= 0. Commuting v with
e11, we see that w =
[
0 β
γ 0
]
∈ V , and commuting w with e21 we see that V
contains the identity matrix. Further,[
1 1
0 1
]
w
[
1 1
0 1
]−1
=
[
γ β + γ
γ γ
]
∈ V,
from which one easily infers that V contains the matrix unit e12. Hence,[
0 1
1 0
]
e12
[
0 1
1 0
]−1
= e21 ∈ V,
which is a contradiction since e12 and e21 do not commute. Therefore, V is
contained in the center of M2(K). This readily implies that f(A) ⊆ Z. 
2.2. When is span f(A) equal to A? Our first theorem shows that the
condition that span f(A) = A holds for any nonconstant polynomial is equiv-
alent to the condition that this holds for the particular polynomial [X1,X2].
Theorem 2.2. Let A be an algebra over an infinite field F . If [A,A] = A,
then span f(A) = A for every nonconstant polynomial f ∈ F 〈X 〉.
Proof. In [17], Kanel-Belov proved that no nonzero PI-algebra R coincides
with [R,R]. Therefore, [A,A] = A implies that no nonzero homomorphic
image of A is a PI-algebra. The desired conclusion thus follows from Lemma
2.1 (a). 
Theorem 2.2 covers the main results of [7] as well as, along with a theorem
on commutators from [30], [31, Corollary 3.10] (this result, however, gives
an additional information on the number of summands).
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2.3. When does span f(A) contain [A,A]? We start this subsection with
a variation of Theorem 2.2.
Theorem 2.3. Let A be a unital algebra over a field F with char(F ) = 0.
If 1 ∈ [A,A], then [A,A] ⊆ span f(A) for every nonconstant polynomial
f ∈ F 〈X 〉.
Proof. Suppose the theorem does not hold. Then, by Lemma 2.1 (a), there
exists a proper ideal I of A such that A/I is a PI-algebra. Choose a maximal
ideal M of A containing I. Then R = A/M is a simple PI-algebra. Hence, R
is finite-dimensional over its center Z [4, Lemma 7.53]. Obviously, 1 ∈ [A,A]
implies 1 ∈ [R,R]. Let K be the algebraic closure of Z and let S = K ⊗Z R
be the scalar extension of R to K. Note that 1 ∈ [S, S]. However, S is
isomorphic to Mn(K) for some n ≥ 1, so we may consider the trace of
elements in S: the trace of 1 is n 6= 0 (since char(F ) = 0), while the trace of
any element in [S, S] is 0. This contradiction shows that I = A. 
Example 2.4. Any Weyl algebra over a field of characteristic 0 obviously
satisfies the conditions of Theorem 2.3 (as a matter of fact, it also satisfies
the conditions of Theorem 2.2—see, e.g., [28, Proposition 7]). Note also that
if an algebra A satisfies the conditions of Theorem 2.3, then so does A ⊗B
for any unital algebra B.
The next example shows that the assumption that char(F ) = 0 is neces-
sary in Theorem 2.3.
Example 2.5. Suppose char(F ) is a prime number p. Let A = Mp(F ). Then
1 has trace 0 and is hence a commutator [2]. However, [A,A] 6⊆ span f(A) if
f is either an identity or a central polynomial of A.
We conclude this section with two results that give a more complete pic-
ture of when span f(A) contains [A,A]. First we record a corollary to Lemma
2.1.
Corollary 2.6. Let A be a simple algebra over an infinite field F . If f ∈
F 〈X 〉 is neither an identity nor a central polynomial of A, then [A,A] ⊆
span f(A).
Our last theorem in this section is a sharpening of this corollary. Recall
that the commutator ideal CA of A is the ideal generated by all commutators
in A.
Theorem 2.7. Let A be a unital algebra over an infinite field F , and let
f ∈ F 〈X 〉. The following two statements are equivalent:
(i) f is neither an identity nor a central polynomial of any nonzero ho-
momorphic image of A.
(ii) [A,A] ⊆ span f(A) and A is equal to its commutator ideal CA.
Proof. (i) =⇒ (ii). As A/CA is a commutative algebra, every polynomial
is either an identity or a central polynomial of A/CA. Thus, it is enough
to show that [A,A] ⊆ span f(A). Assume that this is not true. Then, by
Lemma 2.1 (a), there is a proper ideal I of A such that f̂ is an identity
of A/I. Take a maximal ideal M containing I. Then f̂ is an identity of
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the simple algebra A/M , and so Lemma 2.1 (b) tells us that f is either an
identity or a central polynomial of A/M , which contradicts (i).
(ii) =⇒ (i). Suppose there exists a proper ideal I of A such that f is
an identity or a central polynomial of A/I. This means that [f(A), A] ⊆ I,
which along with [A,A] ⊆ span f(A) gives [[A,A], A] ⊆ I. Pick a maxi-
mal ideal M containing I. Then R = A/M is a simple algebra satisfying
[[R,R], R] = {0}. That is, every commutator in R lies in the center Z of
R; in particular, [x, y]x = [x, yx] ∈ Z, and so [x, y]2 = [[x, y]x, y] = 0 for
all x, y ∈ R. As the center of a simple algebra cannot contain nonzero
nilpotent elements, it follows that R is commutative. That is, [A,A] ⊆ M ,
contradicting CA = A. 
We make two final comments. First, the necessity of the requirement in
(ii) that A = CA is evident from the case where A is commutative. Second,
the statement (i) can be equivalently formulated as that the ideal generated
by [f(A), A] is equal to A; on the other hand, the statement (ii) concerns
only the linear span of f(A).
3. Waring type results for images of polynomials
This section consists of five subsections. The basic purpose of the first one
is to provide some tools needed in the proofs of the main results. However,
as these tools are interesting in their own right, we will present them in a
more general form than would be necessary for applications we have in mind.
3.1. On locally linearly dependent polynomials. Let A be an algebra
over a field F . We say that polynomials f1, . . . , fs ∈ F 〈X1, . . . ,Xm〉 are
A-locally linearly dependent if for any a = (a1, . . . , am) ∈ Am, the elements
f1(a), . . . , fs(a) are linearly dependent over F [8]. Otherwise, we say that
they are A-locally linearly independent.
The usual linear dependence obviously implies the A-local linear depen-
dence. The converse is not true. For example, a single polynomial f is
A-locally linearly dependent if and only if f is an identity of A. Similarly, if
the center of A consists of scalar multiples of unity, then 1, f are A-locally
linearly dependent if and only if f is either an identity or a central poly-
nomial of A. As another example, the linearly independent polynomials
1,X, . . . ,Xn are Mn(F )-locally linearly dependent by the Cayley-Hamilton
Theorem. We remark, however, that the relation of the Mn(F )-local lin-
ear dependence can be viewed as a functional identity on Mn(F ), which, in
general, is not a consequence of the Cayley-Hamilton Theorem; see [9].
Let cs denote the sth Capelli polynomial, i.e.,
cs(X1, . . . ,Xs, Y1, . . . , Ys−1) =
∑
σ∈Ss
sgn(σ)Xσ(1)Y1Xσ(2)Y2 . . . Ys−1Xσ(s).
We record two remarks related to cs.
Remark 3.1. It is a standard fact that matrices b1, . . . , bs ∈ A = Mn(F )
are linearly dependent if and only if
cs(b1, . . . , bs, y1, . . . , ys−1) = 0
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for all y1, . . . , ys−1 ∈ A [4, Theorem 7.45]. Observe that this implies that
polynomials f1, . . . , fs are A-locally linearly dependent if and only if
cs(f1, . . . , fs, Y1, . . . , Ys−1)
is an identity of A.
Remark 3.2. Let F be an infinite field and let A = Mn(F ). Suppose
f1, . . . , fs, g1, . . . , gt ∈ F 〈X1, . . . ,Xm〉 are such that for every a ∈ Am, either
f1(a), . . . , fs(a) or g1(a), . . . , gt(a) are linearly dependent. We claim that
then either f1, . . . , fs or g1, . . . , gt are A-locally linearly dependent. Indeed,
our assumption can be stated as that either
cs
(
f1(a), . . . , fs(a), y1, . . . , ys−1
)
= 0
for all y1, . . . , ys−1 ∈ A, or
ct
(
g1(a), . . . , gt(a), y1, . . . , yt−1
)
= 0
for all y1, . . . , yt−1 ∈ A. This implies that the product of the polynomials
cs
(
f1, . . . , fs, Y1, . . . , Ys−1
)
and
ct
(
g1, . . . , gt, Y1, . . . , Yt−1
)
is an identity of A. We are thus in a position to apply the classical theorem by
Amitsur [3] which states that the product of two polynomials is an identity
of Mn(F ) (with F infinite) only when one of them is an identity. Our claim
therefore follows from Remark 3.1.
Since the free algebra F 〈X 〉 is a domain, the linear independence of
f1, . . . , fs ∈ F 〈X 〉 implies the linear independence of hf1, . . . , hfs for ev-
ery nonzero h ∈ F 〈X 〉. We will now prove a similar statement for the
Mn(F )-local linear independence.
Theorem 3.3. Let F be an infinite field, let A = Mn(F ) with n ≥ 2, and
let h, f1, . . . , fs ∈ F 〈X1, . . . ,Xm〉. Assume that h is not an identity of A. If
f1, . . . , fs are A-locally linearly independent, then so are hf1, . . . , hfs.
Proof. The s = 1 case follows from the aforementioned Amitsur’s theorem.
We may therefore assume that s > 1 and hf1, . . . , hfs−1 are A-locally lin-
early independent. Assume further that hf1, . . . , hfs are A-locally linearly
dependent, and let us show that this leads to a contradiction.
According to Remark 3.1, the polynomial
cs(hf1, . . . , hfs, Y1, . . . , Ys−1)
is an identity of A. That is,
s∑
i=1
(−1)i−1hfiY1cs−1(hf1, . . . , hfi−1, hfi+1, . . . , hfs, Y2, . . . , Ys−1)
=h ·
s∑
i=1
(−1)i−1fiY1cs−1(hf1, . . . , hfi−1, hfi+1, . . . , hfs, Y2, . . . , Ys−1)
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is an identity (if s = 2, it should be understood that c1(X) = X). Since h is
not an identity, Amitsur’s theorem implies that the latter factor,
g =
s∑
i=1
fiY1
(
(−1)i−1cs−1(hf1, . . . , hfi−1, hfi+1, . . . , hfs, Y2, . . . , Ys−1)
)
,
is an identity.
Take a ∈ Am. Suppose that
h(a)f1(a), . . . , h(a)fs−1(a)
are linearly independent. By Remark 3.1, there are y2, . . . , ys−1 ∈ A such
that
bs = (−1)
s−1cs−1
(
h(a)f1a), . . . , h(a)fs−1(a), y2, . . . , ys−1
)
6= 0.
Since the polynomial g is an identity, we have
f1(a)y1b1 + f2(a)y1b2 + · · ·+ fs−1(a)y1bs−1 + fs(a)y1bs = 0
for all y1 ∈ A and some b1, . . . , bs−1 ∈ A. As bs 6= 0, this implies that
f1(a), . . . , fs(a) are linearly dependent [4, Lemma 7.42].
We have thus shown that for each a ∈ Am, either
h(a)f1(a), . . . , h(a)fs−1(a) or f1(a), . . . , fs(a)
are linearly dependent. Hence, by Remark 3.2, either
hf1, . . . , hfs−1 or f1, . . . , fs
are A-locally linearly dependent. However, this contradicts our initial as-
sumptions. 
Corollary 3.4. Let F be an infinite field and let A = Mn(F ) with n ≥ 2.
If f ∈ F 〈X 〉 is not an identity of A, then there exists a positive integer
k ≤ n such that 1, f, . . . , fk are A-locally linearly dependent, but f, . . . , fk
are A-locally linearly independent. In particular, f(A) contains an invertible
matrix.
Proof. The Cayley-Hamilton Theorem tells us that 1, f, . . . , fn are A-locally
linearly dependent. Let k ≤ n be the smallest positive integer such that
1, f, . . . , fk are A-locally linearly dependent. Then 1, f, . . . , fk−1 are A-
locally linearly independent, and hence, by Theorem 3.3, so are f, . . . , fk.
Therefore, there exists an a ∈ f(A) such that λ01+λ1a+ · · ·+ λkak = 0 for
some λi ∈ F with λ0 6= 0. Thus, a is invertible. 
Remark 3.5. The last statement of this corollary was proved earlier, by
a different method, by Lee and Zhou [24, Theorem 2.4]. We will use it in
the proofs of Theorems 3.8 and 3.12. Incidentally, the assumption that F
is infinite, which will be present in our main results, is indispensable in this
corollary—see [11, Example on p. 294].
If f is a central polynomial for A = Mn(F ), then f(A) consists only of
invertible matrices and (possibly) 0. The following example, borrowed from
[35], shows that this may also hold for noncentral polynomials (for more
profound examples, see [35, Corollary 3.3 and Proposition 4.1]).
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Example 3.6. Let f = [X1,X2]3 and A = M2(F ). As is well-known,
[X1,X2]
2 is a central polynomial for M2(F ), in fact, [a, b]2 = − det([a, b])1
for all a, b ∈ M2(F ). Therefore, f(a, b) = − det([a, b])[a, b], and so, besides
0, f(A) contains only invertible elements (none of which is a scalar multiple
of the identity if char(F ) 6= 2).
This example also shows that the multiplicative semigroup generated by
the image of a polynomial (which is neither an identity nor central) inMn(F )
may be a relatively small subset of Mn(F ). Therefore, when seeking for ana-
logues of Waring’s problem for groups in the context of associative algebras
(see comments at the end of the paper), it is more appropriate to consider
the linear span of the image of a noncommutative polynomial, rather than
the multiplicative semigroup it generates.
Our next goal is to prove a theorem concerning the algebraic multiplicity
of eigenvalues of matrices in f(A). But first, some preliminaries. By ada we
denote the linear map defined by ada(x) = [a, x]. Observe that
adka(x) =
k∑
i=0
(−1)i
(
k
i
)
ak−ixai.
This shows that us = 0 implies ad2s−1u = 0.
Lemma 3.7. Let F be any field, let A = Mn(F ) with n ≥ 2, let
n
2 < s ≤ n,
let u ∈ Ms(F ) be a nilpotent matrix, and let a ∈ A be a matrix of the form
[ u 00 ∗ ]. Then, for every k ≥ 2s − 1, ad
k
a(A) contains no invertible matrices.
Proof. Take any x =
[
x′ ∗
∗ ∗
]
∈ A where x′ ∈ Ms(F ). An easy computation
shows that, for any r ≥ 1,
adra(x) =
[
adru(x
′) ∗
∗ ∗
]
.
As pointed out above, us = 0 implies ad2s−1u = 0. Therefore,
ad2s−1a (x) =
[
0 ∗
∗ ∗
]
.
This readily implies that
adka(x) =
[
0 ∗
∗ ∗
]
for every k ≥ 2s − 1. The upper-right corner matrix has size s × (n − s).
Since s > n − s, its rows are linearly dependent. Therefore, adka(x) is not
invertible in A. 
If char(F ) = 0, then the observation that us = 0 implies ad2s−1u = 0 has a
converse. That is, if b ∈ A = Mn(F ) and d ≥ 1 are such that addb = 0 on A,
then there exists a scalar matrix α such that u = b−α satisfies u[(d+1)/2] = 0
[14] (see also [26]). Note that this in particular shows that ad2sb = 0 implies
ad2s−1b = 0.
Theorem 3.8. Let F be a field with char(F ) = 0 and let A = Mn(F )
with n ≥ 2. If f = f(X1, . . . ,Xm) ∈ F 〈X 〉 is neither an identity nor a
central polynomial of A, then f(A) contains a matrix such that the algebraic
multiplicity of any of its eigenvalues does not exceed n2 .
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Proof. Suppose the theorem is false. Then, for any b ∈ f(A) there exists an
eigenvalue λ ∈ F , the algebraic closure of F , whose algebraic multiplicity is
s > n2 . Let p ∈Mn(F ) be an invertible matrix such that pbp
−1 is of the form[
λ+u 0
0 ∗
]
where u ∈Ms(F ) is a nilpotent matrix. By Lemma 3.7,
ad2n−1
pbp−1
(Mn(F )) = ad
2n−1
pbp−1−λ
(Mn(F ))
contains no invertible matrices. Therefore, ad2n−1b (A) also does not contain
invertible matrices. That is to say, none of the matrices in the image of the
polynomial
ad2n−1f (Xm+1) = [f, [. . . [f, [f,Xm+1]] . . . ]]
is invertible in A. Hence, ad2n−1f (Xm+1) is an identity of A by Corollary 3.4.
Let d be the smallest positive integer such that addf (Xm+1) is an identity
of A. That is, addb = 0 on A for every b ∈ f(A). We are now in a position
to use the aforementioned Herstein’s result from [14]. Note, first of all, that
the remark preceding the statement of the theorem tells us that d is odd;
moreover, d 6= 1 since f is neither an identity nor a central polynomial of A.
By [14], for any b ∈ f(A) there exists a scalar matrix α such that v = b− α
satisfies v(d+1)/2 = 0. This implies that
add−1b (x) = ad
d−1
v (x) = (−1)
(d−1)/2
(
d− 1
(d− 1)/2
)
v(d−1)/2xv(d−1)/2
for every x ∈ A. Therefore, add−1b (x) is not invertible. In other words,
none of the matrices in the image of the polynomial add−1f (Xm+1) is invert-
ible. Hence, Corollary 3.4 tells us that add−1f (Xm+1) is an identity, which
contradicts the choice of d. 
Remark 3.9. A polynomial f is said to be 2-central for Mn(F ) if f2 is
central, but f is not. The simplest example is [X1,X2] which is 2-central for
M2(F ). It turns out that 2-central polynomials for Mn(F ) exist for various
even n (see, e.g., [32, Proposition 4.10]). Obviously, any matrix in the image
of such a polynomial has at most two eigenvalues. On the other hand, from
Theorem 3.8 we infer that the image always contains a matrix having two
eigenvalues of algebraic multiplicity exactly n2 .
3.2. A lemma on sets invariant under conjugation. The next lemma
reveals the main idea upon which this section is based. We will need it in
the case where T = f(A), but maybe it has some independent interest.
Lemma 3.10. Let F be a field with char(F ) 6= 2, let B be a unital F -
algebra, and let A = Mn(B) with n ≥ 2. If a subset T of A is invariant
under conjugation by invertible elements in A, then:
(a) Any element of the form [t, u], where t ∈ T and u is a square-zero
element in A, lies in T − T = {t− t′ | t, t′ ∈ T}.
(b) Any element of the form [t, [x, y]], with t ∈ T and x, y ∈ A, is a sum
of 22 elements from T − T .
(c) If T contains elements t1, t2 such that [t1, t2] is invertible in A and,
for some k ≥ 1, every element in A is a sum of k commutators and a
central element, then every commutator in A is a sum of 1936k2+22k
elements from T − T .
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(d) If B = F is an algebraically closed field and T contains a matrix t
such that the algebraic multiplicity of any of its eigenvalues does not
exceed n2 , then all square-zero elements in A lie in T − T .
Proof. (a) Since u2 = 0, (1− u2 )
−1 = 1 + u2 . Therefore,
[t, u] =
(
1−
u
2
)
t
(
1−
u
2
)−1
−
(
1−
u
2
)−1
t
(
1−
u
2
)
,
which shows that [t, u] ∈ T − T .
(b) This follows from (a) and [1, Theorem 4.4] which states that every
commutator in A is a sum of 22 square-zero elements.
(c) The proof is based on the identity
[w, z] =
[
[t2, w[t1, t2]
−1], t1z
]
−
[
[t2, w[t1, t2]
−1t1], z
]
+
[
t1, z[t2, w[t1, t2]
−1]
]
,
which one can check by a direct calculation. This identity shows that the
commutator [w, z] of any two elements w and z of A can be written as
[[t2, x1], x2] + [[t2, x3], x4] + [t1, x5]
for some ti ∈ T and xi ∈ A. Using (b), along with our assumption that every
element in A is a sum of k commutators and a central element, we see that
every commutator [t, x], with t ∈ T and x ∈ A, is a sum of 22k elements
from T − T . Consequently, every commutator [w, z] is a sum of
2 · (22k)2 + 2 · (22k)2 + 22k = 1936k2 + 22k
elements from T − T .
(d) Let λ1, . . . , λr, r ≥ 2, be the distinct eigenvalues of t. Since T is
invariant under conjugation, we may assume that
t =

tλ1 0 . . . 0
0 tλ2 . . . 0
...
...
. . .
...
0 0 . . . tλr
 ,
where tλi is an upper triangular matrix having λi on its diagonal. By as-
sumption, the size of any tλi does not exceed
n
2 . Without loss of generality,
we may assume that tλ1 and tλr have larger or equal size than tλ2 , . . . , tλr−1 .
Let
u =
[
0 d
0 0
]
where the upper-left (resp. lower-right) corner matrix has size [n2 ]×[
n
2 ] (resp.
[n+12 ]× [
n+1
2 ]) and d is the [
n
2 ]× [
n+1
2 ] matrix having arbitrary entries di on
the main diagonal and zeros elsewhere (the last column of d is thus zero if n
is odd). Write accordingly
t =
[
t1 ∗
0 t2
]
,
where t1 is of size [n2 ]× [
n
2 ] and t2 is of size [
n+1
2 ]× [
n+1
2 ]. Specifically,
t1 =

tλ1 . . . 0 0
...
. . .
...
...
0 . . . tλj−1 0
0 . . . 0 t′λj
 , t2 =

t′′λj 0 . . . 0
0 tλj+1 . . . 0
...
...
. . .
...
0 0 . . . tλr
 ,
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where
tλj =
[
t′λj ∗
0 t′′λj
]
(t′′λj may be zero; in fact, if r = 2, then both t
′
λj
and t′′λj are zero). We have
[t, u] =
[
0 t1d− dt2
0 0
]
and t1d−dt2 is a matrix of size [n2 ]×[
n+1
2 ] with zeros below the main diagonal
and main diagonal entries equal to the product of di and the difference of
two distinct eigenvalues of t. Indeed, this is because λ1, . . . , λj , . . . , λr are
distinct and the size of tλj , and hence also the size of t
′
λj
and t′′λj , does not
exceed the size of tλ1 and tλr . Another property that we need is that di = 0,
i = k, . . . , [n2 ], implies that the ith row of t1d− dt2, i = k, . . . , [
n
2 ], is zero.
All this shows that we may choose d in such a way that t1d− dt2 has any
rank between 0 and [n2 ]. Obviously, [t, u] is a square-zero matrix of the same
rank as t1d−dt2. Note that u2 = 0 and so [t, u] lies in T−T by (a). Since any
square-zero matrix in A has rank at most [n2 ] and two square-zero matrices
have the same rank if and only if they are similar, the desired conclusion
that T − T contains all square-zero matrices follows from the fact that this
set is invariant under conjugation by invertible matrices. 
Remark 3.11. The number 22 in (b) may not be the smallest possible.
In particular, if B = F , then it can be replaced by 4 [33, Theorem 1.1].
Accordingly, the number 1936k2 + 22k in (c) can be, in this case, replaced
by 2 ·42+2 ·42+4 = 68, provided that char(F ) is either 0 or does not divide
n. This is because every matrix with zero trace is a commutator [2] and so
k = 1 under these assumptions.
3.3. Main theorems and their corollaries. We will now consider the
situation where T = f(A). As above, we write
f(A)− f(A) = {t− t′ | t, t′ ∈ f(A)}.
By combining some results of Subsections 2.1, 3.1, and 3.2, we can now prove
our first main result.
Theorem 3.12. Let F be an infinite field with char(F ) 6= 2, let n ≥ 2, let
f = f(X1, . . . ,Xm) ∈ F 〈X 〉 be a polynomial which is neither an identity nor
a central polynomial of Mn(F ), let k ≥ 1, and let B be a unital F -algebra
such that every element in A = Mn(B) is a sum of k commutators and a
central element. Then every commutator in A is a sum of 1936k2 + 22k
elements from f(A)− f(A).
Proof. By Lemma 2.1 (b), the polynomial f̂ is not an identity of Mn(F ).
Corollary 3.4 therefore tells us that f̂(Mn(F )) contains an invertible matrix.
That is to say, there exist t1, t2 ∈ f(Mn(F )) such that [t1, t2] is invertible
in Mn(F ). Since Mn(F ) is a (unital) subalgebra of A, we may regard t1
and t2 as elements of f(A) whose commutator [t1, t2] is invertible in A.
Finally, recall from the introductory comments in Section 2 that f(A) is
invariant under conjugation. The theorem therefore follows from Lemma
3.10 (c) applied to T = f(A). 
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Corollary 3.13. Let F be field of characteristic 0, let f ∈ F 〈X 〉 be a poly-
nomial which is neither an identity nor a central polynomial of Mn(F ),
and let C be a commutative unital F -algebra. Then every commutator in
A = Mn(C) is a sum of 7788 elements from f(A)− f(A).
Proof. Since F has characteristic 0, we can write every x ∈ A as the sum of
the traceless matrix x− tr(x)n 1 and the matrix
tr(x)
n 1 which lies in the center of
A. By [28, Theorem 15], every traceless matrix is a sum of two commutators.
Therefore, the conditions of Theorem 3.12 are met for k = 2. 
Remark 3.14. For many commutative algebras C, including all principal
integral domains [34], every traceless matrix in Mn(C) is actually a commu-
tator. Then the k = 1 case of Theorem 3.12 applies, so the number 7788
can be replaced by 1958. If C = F , then we see from Remark 3.11 that
this number can be further lowered to 68. However, see also Corollary 3.19
below.
Corollary 3.15. Let F be an infinite field with char(F ) 6= 2, let V be an
infinite-dimensional vector space over F , and let f ∈ F 〈X 〉 be a nonconstant
polynomial. Then every element in A = EndF (V ) is a sum of 1958 elements
from f(A)− f(A).
Proof. Pick an n ≥ 2 such that f is neither an identity nor a central polyno-
mial of Mn(F ) (see [4, Lemma 6.38]). As V is isomorphic to V n, the direct
sum of n copies of V , EndF (V ) is isomorphic to Mn(EndF (V )). Since every
element in End(F (V )) is a commutator [28, Proposition 12], we may apply
Theorem 3.12 for k = 1. 
For the kind of problems treated here, the algebra EndF (V ) with V
infinite-dimensional seems to be easier to deal with than the matrix algebra
Mn(F ). Indeed, all its elements are commutators and it has no polynomial
identities, so there is no need to distinguish between different polynomials.
One may thus wonder whether f(EndF (V )) is actually equal to EndF (V )
for any nonconstant polynomial f . The next example shows that this is not
true (although f(EndF (V )) is indeed rather large—see [12]).
Example 3.16. Let V be a countably infinite-dimensional vector space over
a field F , and let A = EndF (V ). Take any basis {e1, e2, . . . } of V . Let ℓ ∈ A
be the left shift operator, i.e., ℓ is defined by ℓ(e1) = 0 and ℓ(en) = en−1 for
every n ≥ 2. We claim that ℓ is not equal to the square of an element in A.
Suppose this is not true. Let h ∈ A be such that ℓ = h2. Write
h(e1) = λ1e1 + λ2e2 + · · ·+ λrer,
where λi ∈ F . Since ℓ = h2 commutes with h, ℓ(h(e1)) = 0. Hence,
λ2e1 + · · · + λrer−1 = 0, and so λ2 = · · · = λr = 0. Thus, h(e1) = λ1e1.
However, since h2(e1) = ℓ(e1) = 0, this is possible only when h(e1) = 0. We
continue by examining h(e2). Let µi ∈ F be such that
h(e2) = µ1e1 + µ2e2 + · · ·+ µses.
Since
ℓ(h(e2)) = h(ℓ(e2)) = h(e1) = 0,
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it follows that µ2e1 + · · ·+ µses−1 = 0. Therefore, µ2 = · · · = µs = 0 and so
h(e2) = µ1e1. But then
e1 = ℓ(e2) = h(h(e2)) = µ1h(e1) = 0,
a contradiction.
We have thus shown that ℓ does not lie in the image of the polynomial
f(X) = X2. In particular, f(EndF (V )) 6= EndF (V ). We remark that this
is still true if V is finite-dimensional. Indeed, a nilpotent matrix a ∈Mn(F )
of maximal nilindex cannot be written as b2 for some b ∈Mn(F ). To prove
this, observe that a = b2 implies b2n = an = 0 and hence bn = 0, which leads
to the contradiction that an−1 = b2n−2 = 0.
Corollary 3.17. Let H be an infinite-dimensional Hilbert space and let f ∈
C〈X 〉 be a nonconstant polynomial. Then every element in A = B(H) is a
sum of 3916 elements from f(A)− f(A).
Proof. As in the preceding proof, pick an n ≥ 2 such that f is neither an
identity nor a central polynomial of Mn(F ). As is well-known, A ∼= Mn(A).
Further, all operators in A except those of the form λI+K with λ ∈ C\{0}
and K compact are commutators [10]; in particular, compact operators are
commutators, so every element in A is a sum of a commutator and a central
element (i.e., a scalar multiple of the identity). Theorem 3.12 thus tells us
that every commutator in A is a sum of 1958 elements from f(A) − f(A).
Finally, we use the fact that every operator in A is a sum of two commutators
[13]. 
Our second main result of this section follows immediately from Theorem
3.8 and Lemma 3.10 (d).
Theorem 3.18. Let F be an algebraically closed field with char(F ) = 0, let
A = Mn(F ) with n ≥ 2, and let f ∈ F 〈X 〉 be a polynomial which is neither
an identity nor a central polynomial of A. Then f(A) − f(A) contains all
square-zero matrices in A.
Example 3.6 shows that f(A) itself does not need to contain any nonzero
nilpotent matrix. The involvement of at least two elements from f(A) is
thus necessary, so Theorem 3.18 provides the best possible result of this
kind. However, the question of what can be said about other matrices, i.e.,
those whose square is not 0, remains open.
Corollary 3.19. Let F be an algebraically closed field with char(F ) = 0, let
A = Mn(F ) with n ≥ 2, and let f ∈ F 〈X 〉 be a polynomial which is neither
an identity nor a central polynomial of A. Then every traceless matrix in A
is a sum of four matrices from f(A)− f(A).
Proof. Apply Theorem 3.18 and [33, Theorem 1.1] which states that every
traceless matrix is a sum of four square-zero matrices. 
We say that polynomials f, g ∈ F 〈X 〉 are cyclically equivalent if f − g is a
sum of commutators in F 〈X 〉.
Corollary 3.20. Let F be an algebraically closed field with char(F ) = 0,
let A = Mn(F ) with n ≥ 2, and let f ∈ F 〈X 〉 be a polynomial which is not
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cyclically equivalent to an identity of A and is not a central polynomial of A.
Then every matrix in A is a linear combination of nine matrices from f(A).
Proof. By [6, Corollary 4.6], there exists an a ∈ f(A) whose trace is not 0.
Write x ∈ A as
x =
tr(x)
tr(a)
a+
(
x−
tr(x)
tr(a)
a
)
and apply Corollary 3.19 to the traceless matrix x− tr(x)tr(a)a. 
Remark 3.21. This corollary also holds for fields that are not algebraically
closed, but we have to replace the number 9 by 2 · 68+1 = 137 (see Remark
3.14).
Example 3.22. Let char(F ) = 0. If f = [X1,X2] + 1n , then every matrix in
f(Mn(F )) has trace equal to 1. Accordingly, only matrices whose trace is an
integer multiple of 1 lie in the additive span of f(Mn(F )). This shows that,
unlike in other results of this section, the involvement of linear combinations
with coefficients in the field F is necessary in Corollary 3.20. Moreover, it also
shows that the main theorems and their corollaries must involve differences
(rather than only sums) of elements from the image of a polynomial. Indeed,
a sum of matrices from f(Mn(F )) is never a traceless matrix.
It may be more illuminating to give an example of a polynomial with zero
constant term: if g = [X1,X2] + [X1,X2]4, then a sum of matrices from
g(M2(R)) is never a matrix with negative trace.
It is well-known (and easy to see) that a central polynomial of Mn(F ) is
an identity of Mk(F ) for every k < n. Hence, if a polynomial is neither an
identity nor a central polynomial of M2(F ), then the same holds for Mn(F )
for every n ≥ 2. The next result therefore follows easily from Corollary 3.19,
so we state it without proof.
Corollary 3.23. Let F be an algebraically closed field of characteristic 0
and let f ∈ F 〈X 〉 be a polynomial which is neither an identity nor a central
polynomial of M2(F ). If A =
∏∞
n=2Mn(F ) (i.e., A is the direct product of
all matrix algebras Mn(F ) with n ≥ 2), then every commutator in A is a
sum of four elements from f(A)− f(A). In particular, [A,A] ⊆ span f(A).
It is rather obvious that various other versions of this corollary follow from
Theorem 3.12 and its corollaries. We wanted to give just a sample result
indicating the applicability of the fact that the number of summands from
the image of a polynomial, needed to represent any commutator, is bounded.
Note that, in general, there is no reason to believe that the condition that a
family of algebras (An)n≥1 and a polynomial f satisfy [An, An] ⊆ span f(An)
for every n implies that the direct product A =
∏∞
n=1An satisfies [A,A] ⊆
span f(A). For example, if f is multilinear and so the linear span of the
image of f coincides with its additive span, and An is such that [An, An] ⊆
span f(An) (resp. An = span f(An)) but some commutators (resp. elements)
in An cannot be expressed as sums of less than n elements from f(An), then
[A,A] 6⊆ span f(A) (resp. A 6= span f(A)). For a concrete example of such
algebras An and polynomials f , see [31, Example 3.11]. We remark that the
existence of such examples also shows that the results of Section 3 do not
hold for all algebras treated in Section 2.
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3.4. An analytic supplement. Suppose a polynomial f is neither an iden-
tity nor a central polynomial of A = Mn(C). Does f(A) contain a matrix all
of whose eigenvalues are distinct? If n is a prime number, then the answer
is affirmative by [19, Proposition 2.7] (for n = 2 and n = 3, this follows also
from Theorem 3.8). It is also affirmative if f is multilinear [32, Theorem
1.8]. Although it is not affirmative in general (see Remark 3.9), it is safe to
say that most polynomials have this property.
By C
(
f(A)− f(A)
)
we denote the closure (with respect to the usual ma-
trix metric) of the set of all scalar multiples of matrices from f(A)− f(A).
Theorem 3.24. Let A = Mn(C) with n ≥ 2. If f ∈ C〈X 〉 is such that f(A)
contains a matrix all of whose eigenvalues are distinct, then C
(
f(A)− f(A)
)
contains all traceless matrices.
Proof. Since f(A) is invariant under conjugation by invertible matrices, it
contains a diagonal matrix d having distinct diagonal entries. Therefore,
f(A)− f(A) contains every matrix of the form
e−λxdeλx − d
=
(
1− λx+
λ2
2!
x2 − . . .
)
d
(
1 + λx+
λ2
2!
x2 + . . .
)
− d
=λ[d, x] +
λ2
2!
[[d, x], x] + . . . ,
where λ ∈ C and x ∈ A. Hence,
[d, x] = lim
λ→0
1
λ
(
e−λxdeλx − d
)
∈ C
(
f(A)− f(A)
)
.
An easy matrix calculation shows that every matrix with zeros on the diag-
onal can be written as [d, x] for some x ∈ A. Since every traceless matrix
is (even unitarily) similar to such a matrix [16, Problem 3 on p. 77], the
desired conclusion follows from the fact that C
(
f(A)− f(A)
)
is invariant
under conjugation. 
We do not know whether taking the closure of C
(
f(A)−f(A)
)
is necessary.
3.5. Concluding remarks. The above results basically show that for any
of the algebras A = Mn(F ), A = B(H), etc., there exists a positive integer N
such that every commutator (or even every element) in A can be expressed by
N elements from the image of any polynomial f that satisfies the necessary
restrictions. The main point is that N is independent of f as well as of the
size of the matrices. However, what is the minimal N? More precisely, one
can ask the following question.
Question 3.25. What is the smallest number that can replace the number
appearing in the statement of Corollary 3.13, 3.15, 3.17, 3.19, and 3.20,
respectively (i.e., 7788, 1958, 3916, 4, and 9, respectively)?
This paper was essentially devoted to the proof of the existence of this
number, but its determination is left as an open problem. The above four-
digit numbers were obtained by a somewhat rough method, so we conjecture
that they can be substantially lowered. The method that led to the numbers
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4 and 9 was more sophisticated, but nevertheless it is hard to believe that
they are the smallest possible.
The L’vov-Kaplansky conjecture states that, in the settings of Corollaries
3.19 and 3.20, N = 1 for multilinear polynomials (which certainly is not
true for general polynomials, see Examples 3.6, 3.16, and 3.22). One can of
course also ask what is the minimal N for images of multilinear polynomials
in algebras from Corollaries 3.13, 3.15, and 3.17.
It seems that Question 3.25 can be quite difficult even if we fix the poly-
nomial. For example, a still active area of research is Waring’s problem for
matrices, which asks about the number of summands needed to express a
given matrix inMn(C), where C is a commutative ring, as a sum of kth pow-
ers of some matrices in Mn(C) (see [20, 23] and references therein). This is,
of course, an extension of the classical problem, proposed by Waring in 18th
century and solved affirmatively by Hilbert, asking whether for each positive
integer k there exists a positive integer g(k) such that every positive integer
is a sum of at most g(k) kth powers. It may be remarked that Waring type
problems on kth powers have been studied in various rings and algebras, not
only in Mn(C) (see, e.g., [25, 36]).
Finally, we mention the analogy of the proposed problem with the War-
ing problem on images of words in groups, which was, in particular, solved
for finite simple groups [22]. Specifically, it was shown that given a word
w = w(x1, . . . , xd) 6= 1 and denoting, for any group Γ, by w(Γ) the image of
the word map Γw : Γd → Γ, we have w(Γ)2 = Γ for every finite non-abelian
simple group Γ of sufficiently high order. One can thus say that the solution
of the analogous group-theoretic problem is N = 2.
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