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ABSTRACT
Aims. We investigate the formation of small scales and the related dissipation of magnetohydronamic (MHD) wave
energy through non-linear interactions of counter-propagating, phase-mixed Alfvénic waves in a complex magnetic
field.
Methods. We conducted fully three-dimensional, non-ideal MHD simulations of transverse waves in complex magnetic
field configurations. Continuous wave drivers were imposed on the foot points of magnetic field lines and the system
was evolved for several Alfvén travel times. Phase-mixed waves were allowed to reflect off the upper boundary and the
interactions between the resultant counter-streaming wave packets were analysed.
Results. The complex nature of the background magnetic field encourages the development of phase mixing throughout
the numerical domain, leading to a growth in alternating currents and vorticities. Counter-propagating phase-mixed
MHD wave modes induce a cascade of energy to small scales and result in more efficient wave energy dissipation. This
effect is enhanced in simulations with more complex background fields. High-frequency drivers excite localised field line
resonances and produce efficient wave heating. However, this relies on the formation of large amplitude oscillations on
resonant field lines. Drivers with smaller frequencies than the fundamental frequencies of field lines are not able to excite
resonances and thus do not inject sufficient Poynting flux to power coronal heating. Even in the case of high-frequency
oscillations, the rate of dissipation is likely too slow to balance coronal energy losses, even within the quiet Sun.
Conclusions. For the case of the generalised phase-mixing presented here, complex background field structures enhance
the rate of wave energy dissipation. However, it remains difficult for realistic wave drivers to inject sufficient Poynting
flux to heat the corona. Indeed, significant heating only occurs in cases which exhibit oscillation amplitudes that are
much larger than those currently observed in the solar atmosphere.
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1. Introduction
The dissipation of magnetohydrodynamic (MHD) wave en-
ergy has long been posited as a mechanism for maintaining
the high temperatures observed within the solar corona (for
example, see reviews by Erdélyi & Ballai 2007; Parnell & De
Moortel 2012; Arregui 2015). As a result of significant im-
provements in observational capabilities over recent years,
many authors have been able to identify the prevalence of
a vast array of MHD waves within the solar atmosphere
(for example, see reviews by Ofman 2005; Tripathi et al.
2009; Gallagher & Long 2011; Wang 2011). Detections of
propagating transverse Alfvén and kink waves throughout
the coronal volume are of particular interest to the cur-
rent study (e.g. Tomczyk et al. 2007; Thurgood et al. 2014;
Morton et al. 2015; Tiwari et al. 2019). Whilst the energy
budget associated with these oscillations is not well con-
strained, it remains possible that it is sufficient to balance
expected energy losses, particularly in the quiet Sun (De
Pontieu et al. 2007; McIntosh et al. 2011; Morton et al.
2012; Srivastava et al. 2017).
However, even with abundant oscillatory power, it re-
mains unclear whether sufficient heating can occur on a
time scale that is comparable to the rate of energy losses.
Coronal plasma is associated with high Lundquist and
Reynolds numbers and, as such, the rate of energy dissi-
pation is typically expected to be very slow. Thus, in order
to heat plasma on the time scales of radiative and conduc-
tive losses, wave energy must exist at small spatial scales
within the solar atmosphere. To this end, many studies
have highlighted mechanisms by which small scale varia-
tions may form within coronal wave modes. For example,
large-scale, standing and propagating kink modes are able
to efficiently transfer energy to small-scale, localised, Alfvén
waves through the process of resonant absorption and mode
coupling (Ionson 1978). Subsequently, even smaller scales
can form if the velocity shear that is associated with the
localised Alfvén waves becomes unstable to the Kelvin-
Helmholtz instability (e.g. Terradas et al. 2008; Antolin
et al. 2014). In this regime, wave energy cascades to the
dissipation length scale before inevitably being converted
into heat (e.g. Magyar & Van Doorsselaere 2016; Karam-
pelas et al. 2017). Observational evidence for these effects
are discussed in the pair of articles by Okamoto et al. (2015)
and Antolin et al. (2015).
An alternative mechanism for generating turbulent-
like flows (and hence small spatial scales) from coronal
MHD waves is associated with the non-linear interaction of
counter-propagating oscillations (e.g. van Ballegooijen et al.
2011, 2017). The different spatial profiles of the interacting
wave packets allow the development of higher wavenum-
ber modes and, ultimately, turbulent dissipation (Shebalin
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et al. 1983; Oughton et al. 1994). Several models have ar-
gued that the formation of such turbulence can lead to coro-
nal heating and the acceleration of the fast solar wind (e.g.
Matthaeus et al. 1999; Smith et al. 2001; Oughton et al.
2001; Dmitruk et al. 2002; Verdini et al. 2010; Woolsey &
Cranmer 2015; Shoda et al. 2019). For incompressible plas-
mas, counter-propagating waves (possibly generated by re-
flections from a vertical (field-aligned) stratifcation of the
Alfvén speed, for example) are required for this turbulence
to develop. However, Magyar et al. (2017), developed a
model in which non-linear, unidirectional, MHD waves can
trigger the formation of turbulence in plasmas with signif-
icant radial (cross-field) density structuring. In the afore-
mentioned studies, wave energy experiences a turbulent cas-
cade to the dissipation length scale, whereupon it increases
the temperature of the plasma.
Additionally, the existence of transverse gradients in the
wave speed leads to the formation of large spatial gradi-
ents through the process of phase mixing. In a simple ge-
ometry with a straight, uniform magnetic field and a non-
uniform density profile, Heyvaerts & Priest (1983) showed
that the heating rate is inversely proportional to the cube
root of the magnetic Reynolds number, RM . However, sub-
sequent studies have highlighted that this does not provide
an adequate enhancement in the heating rate to balance
radiative losses unless artificially large dissipation coeffi-
cients are implemented (e.g. Cargill et al. 2016; Pagano &
De Moortel 2017; Prokopyszyn & Hood 2019). However, an
analytic study by Similon & Sudan (1989) claimed that,
within closed coronal arches, if the background magnetic
field is sufficiently complex, the expected heating rate due
to phase mixing is proportional to logRM . In terms of wave
heating, this provides a significant improvement upon the
classic case. Conversely, Parker (1991) identified the lack of
an ignorable co-ordinate in a fully 3-D filamentary coronal
hole as an argument for weak wave heating in open-field
environments.
At the current time, the complexity of the magnetic
field within the solar atmosphere is not well known. It has
been hypothesised that the continuous convective driving
of the photospheric surface ensures that the coronal field
exists in a state of permanent stress. Indeed, an alternative
view of coronal heating dictates that the impulsive release
of this magnetic energy is responsible for maintaining coro-
nal temperatures (Parker 1972). In this regime, the coronal
field must have a complex and intricate topology in which
fine current sheets release energy through magnetic recon-
nection and Ohmic heating.
If this does represent the true nature of the solar mag-
netic field, then the observed wave modes are likely to exist
as perturbations to a complex background state and, as
such, it is important to understand the dynamics and ener-
getics of waves in this context. In Howson et al. (2019), we
established key characteristics of the propagation of a single
wave pulse through a variety of magnetic field geometries
with a range of complexities. In particular, we established
that phase mixing is able to generate small spatial scales
throughout the cross-section of the wave packet. Addition-
ally, we noted that the polarisation of the wave is modified
by the tangled nature of magnetic field lines and that the
complexity of the background field is critical for determin-
ing the rate of energy dissipation.
In the current article, we discern the effects of contin-
uous wave driving and discuss the wave heating rate that
may be expected in this regime. We present the results of
3-D numerical MHD simulations and investigate the effects
of field complexity and viscous dissipation. In Section 2, we
detail our model and discuss the initial conditions consid-
ered. In Section 3, we present our results and in Section 4,
we discuss the implications of the findings of this study.
2. Numerical method
For the simulations presented within this article, we ad-
vance the MHD equations using the Lagrangian-Remap
code, Lare3d (Arber et al. 2001). The scheme advances the
normalised MHD equations given by
Dρ
Dt
= −ρ∇ · v, (1)
ρ
Dv
Dt
= j ×B −∇P + F visc., (2)
ρ
D
Dt
= η|j|2 − P (∇ · v) +Qvisc., (3)
DB
Dt
= (B ·∇)v − (∇ · v)B −∇× (η∇×B) . (4)
Here, ρ is the mass density, v is the plasma velocity, j is
the current density, B is the magnetic field, P is the gas
pressure,  = P/ρ(γ−1), is the specific internal energy (and
γ = 5/3). In these equations, we have neglected the effects
of thermal conduction, optically thin radiation and gravity.
The non-ideal terms, η, and F visc. and Qvisc. are as-
sociated with the resistivity, acting on the magnetic field,
and viscous contributions, acting on the velocity field, re-
spectively. For the simulations presented hereafter, the re-
sistivity, η is set to 0. Consequently, the only user-imposed
dissipation is in the form of viscosity, ν. This exerts a force,
F visc., in the equation of motion (2) and an associated heat-
ing term in the energy equation (3). The viscous effects are
a sum of contributions from a background viscosity, ν, and
two small shock viscosity terms which are included within
all following simulations to ensure numerical stability. With
the exception of the case ν = 0, the effects of these terms
are small in comparison to the background viscosity. Ad-
ditionally, a small amount of numerical dissipation is in-
evitable in this finite difference scheme. Since Lare3d does
not enforce energy conservation, this numerical dissipation
removes energy from the domain and does not contribute
to any heating term within the energy equation (3).
2.1. Initial conditions
We seek initial conditions of coronal-like plasmas containing
complex magnetic field geometries and a highly variable
Alfvén speed profile. Additionally, in order to analyse the
wave dynamics, we require the initial states to be close to
(numerical) equilibrium. We follow the method presented in
Howson et al. (2019) and allow simulation snapshots from
the experiments presented in Reid et al. (2018) to relax to a
numerical equilibrium under the effects of a large viscosity.
We now provide a brief description of the state of the
initial field. In Reid et al. (2018), three counter-rotational,
circular drivers are imposed on the upper and lower bound-
aries of a numerical domain that is initially threaded with
a uniform magnetic field. The domain represents a closed
field region of the corona, with magnetic foot points at both
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the upper and lower boundaries of the computational grid.
These boundaries are located at the top of the transition re-
gion and are driven by motions propagating into the corona
from lower layers of the atmosphere. In order to simplify
the model, the curvature of field lines has been neglected.
A schematic of the imposed driving is shown in Fig. 1.
The central thread is rotated at a faster rate than the
other two and thus reaches the threshold for kink instability
sooner. The development of this instability destabilises the
remaining two threads and, under the action of continuous
driving, generates a stressed magnetic field containing small
scale current sheets which are widely distributed through-
out the domain. In a non-ideal regime, this leads to Ohmic
and viscous heating that converts the kinetic and magnetic
energy injected by the rotational drivers into heat.
Fig. 1: Schematic of the foot point driving implemented in
Reid et al. (2018). The red arrows indicate the direction of
the velocity imposed at the foot points of the three magnetic
threads.
Following the cessation of the foot point driving, the
plasma remains in a stressed state and large forces generate
significant flows throughout the domain. Therefore, in order
to obtain suitable numerical equilibria, a large viscosity is
introduced and the plasma velocities decrease until they are
much smaller than the amplitude of the wave driver that is
imposed in the current study (see below). Henceforth, we
refer to this time immediately prior to the imposition of the
wave driver as t = 0. During the numerical relaxation stage
the resistivity, η is set to 0 and thus (excluding numeri-
cal effects), we expect the magnetic connectivity to remain
unchanged.
We implement a numerical domain of dimensions 30 Mm
× 30 Mm × 100 Mm and a grid consisting of 256 × 256 ×
1024 cells. The initial equilibrium is sensitive to the spatial
resolution of the finite difference scheme as gradients (e.g.
currents for the magnetic field) form on smaller scales for
finer numerical grids. As such, more intricate background
currents are obtained if higher resolution simulations are
conducted.
Fig. 2: Projections of magnetic field lines onto x-y-planes.
We show the two background magnetic fields investigated
within this article. The less complex initial condition (s1)
is on the left and the more complex one (s5) is on the right.
Fig. 3: Magnetic field lines traced from the foot points of
each magnetic thread. The less complex initial condition
(s1) is on the left and the more complex one (s5) is on the
right.
Within this article, we consider two different initial con-
ditions. These are obtained by allowing the rotational driv-
ing implemented in the Reid et al. (2018) study to proceed
for different lengths of time. In one case, the driving contin-
ues for 100 Alfvén times and in the other, it continues for
500 Alfvén times. Hereafter, we refer to these initial condi-
tions as the s1 and s5 cases, respectively. The numerically
relaxed fields for each of these cases are shown in Figs. 2 &
3. In Fig. 2, we show the projection of magnetic field lines
onto the lower z boundary and in Fig. 3, we show field lines
traced from three rings on the lower boundary, each corre-
sponding to the location of the rotational driving (see Fig.
1). In the case of the simpler field (left hand panel of Fig.
3), the central (green) and left hand (red) flux tubes have
merged to form one magnetic structure, whereas the right
hand (purple) flux tube remains distinct. In the case of the
more complex field (right hand panel), on the other hand,
all three flux tubes have been disrupted by the development
of the kink instability.
It is important to note that since the location of the
rotational driving is confined to small values of |y|, in both
cases, the final magnetic field is signficantly more complex
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close to y = 0 (see Fig. 2). The heating studied by Reid
et al. (2018), and the further energy dissipation that oc-
curs during the numerical relaxation, ensures the plasma
parameters are different between the two cases. The state
of the plasma is summarised in Table 1.
In each case, the post-relaxation state is highly inhomo-
geneous. In particular, there are small scales present in the
density, magnetic field strength, and consequently, the local
Alfvén speed. This, coupled with the non-constant length
of magnetic field lines (due to the variable amount of mag-
netic twist within the domain), ensures that the natural
Alfvén frequency of field lines varies significantly through-
out the domain. The variability is typically larger within
the s5 initial equilibrium as the field is more complex in
this case.
2.2. Boundary conditions
A continuous velocity driver, v = (0, vy, 0) is imposed on
the lower z boundary, where, in the most basic case, vy is
defined by
vy = v0 sinωt. (5)
Here, the driver amplitude, v0 ≈ 20 km s−1 and, the fre-
quency, ω = 0.21 s−1, giving a time period of τ ≈ 28 s. We
note that the driver amplitude is small in relation to the
local Alfvén speed. This high frequency driver (in compar-
ison to the 3-5 minute periods often observed, e.g. Tom-
czyk & McIntosh 2009; Morton et al. 2016) is selected to
ensure several wavelengths fit within the length of the mag-
netic structure (100 Mm). Additionally, these wave periods
of a few tens of seconds are comparable to those observed
in spicule oscillations (e.g. Okamoto & De Pontieu 2011;
Yoshida et al. 2019). Alternative forms of the imposed wave
driving, including lower frequency oscillations, are discussed
in detail below (see Sect. 3.2).
Within this article, we assume that the background
coronal plasma does not change over the duration of the
simulations. In reality, low frequency photospheric motions
modify the coronal field simultaneously with the high fre-
quency disturbances being modelled here. We choose to sep-
arate these two mechanisms in order to isolate the effects
of wave driving. This approach is not unreasonable given
changes to the background field associated with long time
scale driving are small over the course of a few wave periods,
especially if high frequency waves are considered.
In all simulations the x and y boundaries are periodic
(as with the experiments presented in Reid et al. 2018).
The upper boundary uses zero gradients for all variables,
except for velocities which are set to 0. This ensures that
the upper z boundary acts as a mirror and wave packets
that reach this boundary immediately reverse direction and
return into the domain. The lower boundary also employs
a zero gradient condition for all variables except for the
velocity described above.
3. Results
We begin our analysis by considering a continuous, high-
frequency wave driver imposed on the most complex back-
ground field (s5; right-hand panel of Fig. 2). The time pe-
riod of the oscillation is 28 s and the mean Alfvén travel
time of the domain is approximately 150 s. This ensures the
domain contains approximately five wavelengths.
On account of the non-uniformity of the background
plasma, the continuous driver excites a train of wave fronts
that predominantly propagate along magnetic field lines
and have a mixture of Alfvén and fast wave properties. The
existence of transverse gradients in the local Alfvén speed
and the variation in the length of field lines ensures that
phase mixing distorts the wave packet as time progresses.
Additionally, the existence of currents in the background
magnetic field locally modify the polarisation of the wave
front. Together, these processes generate small spatial scales
in the velocity and perturbed magnetic fields which, in a
non-ideal regime, enhance the rate of wave energy dissipa-
tion. These effects are discussed in detail in Howson et al.
(2019) in the context of a single wave pulse and in this case,
they simply occur for each wave front.
Once the leading wave packet reaches the upper bound-
ary of the domain, it is allowed to reflect and the return
waves interact non-linearly with the upwardly propagating
waves. At this stage, it is important to note that the prop-
erties of a wave front at the reflecting boundary are very
different to the spatially uniform mode that is driven from
the lower z boundary. As such, the non-linear interaction
of these different counter-propagating waves are extremely
complex, for example as discussed by van Ballegooijen et al.
(2011). We will show that this leads to a cascade of energy
to smaller spatial scales and, in turn, for non-ideal plasmas,
an enhanced heating rate.
In Fig. 4, we show the form of the wave fronts at four dif-
ferent times during the simulation. The first panel shows a
time before the leading wave has reached the upper bound-
ary. The effects of phase mixing are evident in the distor-
tion of the wave fronts in the x direction. In particular, it
is clear that the leading wave front (which has experienced
the most phase mixing) at approximately z = 20 Mm, is
deformed to a much greater extent than the wave fronts
close to the lower boundary.
By the time of the second panel, the first wave fronts
have reflected at the upper boundary and have started to
interact with the counter-propagating waves that are con-
tinuously being excited by the imposed driver. In the re-
maining panels, a complex pattern of constructive and de-
structive interference is evident and small spatial scales
form throughout the domain. In particular, as the simu-
lation progresses, we see an increase in horizontal gradients
in vy which contributes to the z-component of the vorticity
(see below).
Since the background field is highly inhomogeneous in
terms of the magnetic field strength, the density and the
length of magnetic field lines, a wide range of natural Alfvén
frequencies exists within the initial conditions. In particu-
lar, it is highly likely that for any given driving frequency, ω
(larger than a typical fundamental frequency), we will find
some field lines with a natural frequency (for some har-
monic and polarisation) equal to ω. Consequently, given
that we have implemented a single-period, high-frequency,
sinusoidal driver, we should expect to observe field line res-
onances. Indeed, in the third and fourth panels of Fig. 4,
we see that very large velocities (> 100 km s−1) are excited
over narrow regions, indicating the location of resonant field
lines. For example, narrow resonant layers can clearly be
observed at x ≈ −7 Mm and x ≈ 5 Mm.
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Simulation Temperature (MK) Field Strength (G) Density (×10
−12 kg m−3) Plasma-β
Min. Mean Max. Min. Mean Max. Min. Mean Max. Min. Mean Max.
s1 1.9 2.0 2.5 9.9 10.0 10.4 1.34 1.67 1.1 0.13 0.14 0.16
s5 1.9 2.4 9.2 9.6 10.0 10.7 0.50 1.67 2.34 0.12 0.17 0.24
Table 1: Values of plasma parameters for the initial conditions considered within this article. The quantities relate to the
state of the plasma following the numerical relaxation and prior to the start of the wave dirivng.
Fig. 4: The y-component of the velocity in vertical slices through y = 0 Mm at four times during the simulation. The
scale of the colour bar changes between each panel.
The maximum observed velocities are almost an order
of magnitude larger than the driver amplitude and certainly
larger than any wave amplitudes that have been observed
in the solar corona. Even though line-of-sight integration ef-
fects and limited spatial resolution may hinder observations
of resonant coronal field lines (particularly for resonances
confined to very narrow layers), if such large velocities did
exist then they should be evident in non-thermal line broad-
ening (such as in Brooks & Warren 2016, for example). Al-
ternatively, the amplitude of resonant oscillations could be
limited by some unexpectedly high dissipation process and
an associated heating of local plasma. Of course, it seems
more likely that any waves excited by flows in the lower
solar atmosphere are not driven by a single, high-frequency
sinusoidal driver and this is explored in more detail in Sect.
3.2.
In these simulations, the magnitude of the velocities
cannot increase indefinitely and is limited by physical
(Ohmic and viscous) or numerical dissipation. In a non-
ideal regime, the growth of the resonance and associated
small scales in the perturbed velocity and magnetic fields
will enhance the rate of wave energy dissipation (see Sect.
3.4). Additionally, non-linear effects, such as the redistribu-
tion of density along magnetic field lines by ponderomotive
forces, will modify the natural Alfvén frequency of the field
line and thus limit the size of any resonance (see Prokopy-
szyn et al. 2019, for example).
In Fig. 5, we show the behaviour of the velocity field
in the horizontal midplane (z = 0 Mm) at t = 550 s. This
time corresponds to the third panel of Fig. 4. The coloured
contours show the magnitude of the velocity and the vectors
(arrows) show the magnitude and direction of the horizontal
velocity components, vx and vy. The small spatial scales
apparent in this figure are again indicative of the complex
phase mixing. The largest flows are significantly larger than
the amplitude of the driver and coincide with the location
of resonances.
The imposed wave driver is incompressible, however, the
velocity field at z = 0 Mm is certainly not. The compress-
ibile nature of the velocity field is associated with a clear
observational signature, which will be discussed in a forth-
coming publication. Furthermore, the compression of the
plasma also encourages the formation of non-linear fast-like
MHD modes. These propagate across the field and transfer
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Fig. 5: Contour plot - Horizontal cut of the magnitude of
the velocity in the midplane of the computational domain.
Vector plot - Horizontal velocity field. The time shown is
t = 550 s.
wave energy from resonant field lines to the neighbouring
plasma. This can also act to reduce cross-field velocity gra-
dients and, ultimately, reduce the energy dissipation effi-
ciency of phase mixing.
In Fig. 5, we highlight the difference in the complexity
of the velocity field between |y| > 10 Mm and |y| < 10
Mm. For small values of |y|, the background field is more
complex (see Fig. 2) and thus the wave fronts become sig-
nificantly more distorted than for large values of |y|. Since
the wave modes are much more compressible close to the
centre of the domain than close to the y boundaries, syn-
thetic observations are able to detect the regions of more
complex field. This suggests the possibility of observations
of propagating waves being used to deduce the complexity
of the background coronal field.
It is clear from Fig. 5 that the excited oscillations do not
all share the same polarisation as the imposed wave driver.
Instead, the approximately helical nature of the initial mag-
netic field, and the associated background currents, induce
a modification in the polarisation angle. This is a highly
localised effect and generates a spectrum of polarisations
throughout the numerical domain.
In Fig. 6, we display a selection of these polarisations.
The location of each panel within the grid corresponds to
the location of the foot point (on the lower z boundary)
of a magnetic field line within the simulation. Within each
panel, we show the x and y components of the velocity for
300 points along this magnetic field line. The colour of the
points depicts the position of each point along a field line.
Blue points are close to the lower z boundary, green points
are close to the midpoint of the field line and red points are
close to the upper z boundary. The figure shows the time
t = 1100 s and by this point, large resonances have been
generated within the simulation.
Panels with points lying on or close to a straight line
in velocity space (such as row 1 column 1) show field lines
oscillating with a single linear polarisation. On the other
hand, the second and third panels in the second column
show field lines oscillating with a helical polarisation. This
is simply caused by wave fronts interacting with the twisted
magnetic structures within the complex field region. Even
in regions with little background field complexity, fast-like
waves emanating from the complex region are able to dis-
turb the wave driven by the boundary motions, possibly
resulting in significant variations in the oscillation angle.
Fig. 6 also highlights the existence of localised reso-
nances. For example, the third panel in the third column
shows significantly larger velocities than are generated in
much of the rest of the domain. Even on this resonant (or
nearly resonant) field line, we see that the amplitudes of the
antinode velocities change along the length of the field line.
In particular, the antinodes with larger amplitudes (green
and blue points) are located in regions of lower density and,
consequently, higher Alfvén speed.
The complex combination of phase mixing, the forma-
tion of localised resonances and the widespread modifica-
tion of the polarisation angle enhances the formation rate
of small scales within the simulation. When integrated over
one time period, the wave energy is partitioned into kinetic
and magnetic energy. The cascade of this wave energy onto
small scales enhances viscous and Ohmic heating in the
presence of non-zero viscosity and resistivity, respectively.
As in Howson et al. (2019), we utilise the volume inte-
gral of the magnitude of the vorticity, |ω| as a measure of
the small scales present within the domain. An alternative
metric may consider the volume integrated current density.
However, unlike the vorticity, this is initially large due to
the existence of background currents, and slowly diffuses
due to numerical effects. Thus it would be more difficult to
isolate the effects of the phase mixing waves.
In Fig. 7, we show the time evolution of the volume inte-
gral of the magnitude of the vorticity during the simulation.
The black line corresponds to the total vorticity, and the
red, green and blue lines show the magnitude of the x, y
and z components, respectively. The small amplitude os-
cillations that are observed in each line correspond to the
frequency of the imposed wave driver.
The x component of the vorticity is associated with ver-
tical gradients in vy and is therefore related to the wave-
length of the driven wave. The volume integral gradually
increases as field line resonances enhance the amplitude of
the waves and thus the ∂vy∂z contribution. Since the modi-
fication of the wave polarisation induces the growth of |vx|
within the domain, the y component of the vorticity is in-
creased by the growth of the ∂vx∂z term. Additionally, the
localised, non-linear generation of slow modes by pondero-
motive forces has an effect on these two components of the
vorticity.
The main contribution to the total vorticity is the ωz
term (blue curve in Fig. 7). Despite the complexity of the
background field, we have |Bx| ∼ |By|  |Bz|. Therefore,
the z component of the vorticity is dominated by contri-
butions from horizontal gradients in the transverse compo-
nents of velocity. These gradients and, consequently, |ωz|
increase significantly as the phase mixing progresses and
localised resonances form.
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Fig. 6: Polarisation of oscillations for different field lines within the domain at t = 1100 s. Sixteen field lines are selected
on a grid at positions indicated by the labels at the top and right-hand side of the figure. Three hundred points are
selected along each field line and depicted with a colour that shows their position along the field line as a percentage of
the total field line length. In order to show the direction of polarisation, the horizontal velocity (vy against vx) is shown
for each point. Notice the large resonance for row 3 column 3.
Whilst the volume integrated vorticity increases gradu-
ally during the simulation, the spatial distribution of large
velocity gradients changes rapidly over the oscillation pe-
riod. The same can be said of the current density, although
this is typically out-of-phase with the vorticity as the ki-
netic and magnetic wave energy components are also out-
of-phase.
In Fig. 8, we display isosurfaces of the magnitude of the
vorticity (left-hand panel) and of the current density (right-
hand panel) at a time of t = 1000 s. We note that by this
time, the largest currents within the computational domain
are associated with the wave dynamics and not the back-
ground magnetic field. The largest gradients form within
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Fig. 7: Volume integrated vorticity and the contribution of
each component.
Fig. 8: Isosurfaces of the instantaneous magnitude of vor-
ticity (left) and current density (right) at t = 1000 s. The
surfaces contain regions of high vorticity and current den-
sity, respectively.
the complex field region, where the effects of phase mixing
are largest.
Whilst the smallest scales do not form everywhere, in
a non-ideal regime, plasma is heated relatively efficiently
over a large volume of the domain. The structures observed
in Fig. 8 are short-lived but form frequently and if they
are associated with energy dissipation, are reminiscent of
nanoflare heating events. However, the energy that is avail-
able to be dissipated within these events is a couple of
orders of magnitude smaller than that assumed in typical
nanoflare heating models (e.g. Reale 2014; Klimchuk 2015).
We note that despite the bursty, intermittent nature of the
current and vorticity formation, any plasma heating might
be interpreted as a steady process.
3.1. Modifying the field complexity
Hitherto, we have noted that the formation of small scales
is much reduced in regions of the numerical domain which
contain less complex field and, consequently, a more homo-
geneous Alfvén speed profile. Here, we examine the effects
of the complexity of the initial (numerical) equilibrium. We
present the results of the s1 simulation in which the same,
high-frequency wave driver is imposed on the field displayed
in the left-hand panel of Fig. 2.
Fig. 9: The y-component of the velocity in vertical slices
through y = 0 Mm at two times during the simulation with
the less complex initial configuration (s1). The scale of the
colour bar changes between the two panels.
In Fig. 9, we show the y component of the velocity at
two times, t = 110 s (left) and t = 1450 s (right) in the
plane y = 0 Mm. The times shown correspond to the left-
and right-most panels in Fig. 4. In both panels, we notice
that the wave front remains much more coherent in the
less complex field case. This is indicative of reduced phase
mixing in a more uniform background plasma and magnetic
field.
Since the natural Alfvén frequency of field lines varies
less in this simulation, unless the driving frequency is
close to the average of the natural field line frequencies,
fewer resonances are excited. Despite this, large velocities
(in comparison to the imposed driver) of ∼ 80 km s−1
are still excited within this simulation. These form when
couter-propagating waves experience constructive interfer-
ence. They are much less localised than in the s5 simulation
as neighbouring field lines are typically more similar in this
case.
In Fig. 10, we show the volume integral of the magnitude
of ω and ωz for the s1 (red and purple lines, respectively)
and s5 (black and blue lines, respectively) simulations. The
green curve shows a time-running average of the total vor-
ticity for the s1 simulation (red curve). The black and blue
lines are identical to those shown in Fig. 7 and are included
for comparison.
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Fig. 10: Volume integrated vorticity for the different initial
fields (black and red). We also include a time-running av-
erage for the less complex initial equilibrium (green). The
blue and purple curves show the vertical component of the
vorticity and are a measure of the phase mixing for the two
field configurations.
It is clear that the vorticity, and hence small scales in
the velocity field, are reduced when the wave driver is im-
posed on the less complex field. This is largely a result of the
reduction in phase mixing which can be observed by com-
paring the vertical component of the vorticity between the
two simulations (blue and purple curves). In particular, the
horizontal gradients in the transverse velocity components
are significantly smaller in the experiment with the simpler
field (also compare Figs. 4 & 9). There is an additional ef-
fect which is a consequence of a change in the resonances
that form. Since the background plasma is more homoge-
neous in the s1 case, unless a resonant driving frequency is
implemented, fewer resonant field lines form and thus the
observed wave amplitudes and associated velocity gradients
are reduced.
In the original case, at any given time some field lines ex-
perience constructive wave interference whilst others show
destructive wave interference. However, in this case, the in-
creased uniformity of the background plasma ensures large
volumes of the plasma experience constructive and/or de-
structive interference at the same time. This creates the
large amplitude oscillation in the volume integrated vortic-
ity (compare the red and black lines in Fig. 10).
3.2. Modified driving frequency
The wave driver imposed in the above simulations has a
high, constant frequency and is unlikely to be representa-
tive of quasi-periodic perturbations in the lower solar atmo-
sphere. In this section we consider the effects of modifying
the driver such that it is no longer described by a simple
sine wave. On the lower z boundary, we impose a veloc-
ity of the form v = (0, vy, 0) where vy = vy(t) is defined
using a sum of N = 1000 sine waves with frequencies, ωn
between a maximum frequency ωM and a minimum fre-
quency, ωM/10. We consider two frequency ranges by set-
ting ωM = 0.21 s−1, (the driving frequency implemented in
previous sections) and ωM = 0.021 s−1. We refer to these
simulations as r5a and r5b, respectively. In each case, ev-
ery sine in the summation is given a phase, φn, that is
randomly selected from a uniform distribution on the in-
terval [0, 2pi]. Additionally, each term is associated with an
amplitude that is proportional to ω−5/6n . This is designed
to generate a velocity driver with energy following a Kol-
mogorov power spectrum over this narrow frequency range.
We have,
vy = v
N∑
n=1
ω−5/6n sin (ωnt+ φn) , (6)
where
ωn =
ωM
10
(
1 +
9n
N
)
, (7)
and v is a constant selected such that the mean of |vy|
is approximately equal to the same quantity for the high-
frequency driver described previously. Consequently, the
smallest frequencies and longest time periods are associ-
ated with the largest energies. The forms of the drivers
for the r5a and r5b simulations are displayed in Fig. 11.
The solid line corresponds to the higher frequency simu-
lation (r5a) and the dashed line corresponds to the lower
frequency simulation (r5b). It is important to note that the
r5a simulation has wave power at frequencies above that
of the fundamental modes of field lines within the domain,
whereas the r5b simulation does not.
Fig. 11: Velocity of the imposed wave driver for the r5a
(solid line) and r5b (dashed line) simulations.
In Figs. 12 and 13, we show the y component of the
velocity induced by the modified driver for the r5a and r5b
simulations, respectively. In each figure, we show two times,
t = 110 s (left) and t = 1450 s (right) in the plane y = 0
Mm. The times shown correspond to the left- and right-
most panels of Fig. 4 and are the same as those shown in
Fig. 9. Whilst the new drivers are defined using the sum
of sine waves, each has a lower frequency than in the origi-
nal case and thus the vertical wavelengths are increased in
these simulations. This is especially true in the r5b simu-
lation, where the vertical wavelengths associated with the
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Fig. 12: The y-component of the velocity in vertical slices
through y = 0 Mm at two times during the r5a simulation.
The scale of the colour bar changes between the two panels.
constituent sine waves are longer than the height of the
computational box. In the right-hand panels of Figs. 12 and
13, we notice that the low frequency perturbations begin to
dominate at later times. This is due to the greater propor-
tion of wave power that is present at the lower frequencies
(see equation 6).
In the right-hand panels of Figs. 12 and 13, again we
notice the formation of small scales within the velocity
field. However, as a result of the increased wavelengths,
there must be a greater variation in the local Alfvén speed
and/or field line length in order for significant phase mixing
to occur. Therefore, whilst small scales still form in these
simulations (particularly in the complex field region), the
cascade of energy to the dissipation length scale is much
slower. To this end, in Fig. 14, we show the volume integral
of the magnitude of the vorticity for the r5a simulation (red
curve) and, for comparison, we also show the same quantity
for the high-frequency, s5 simulation (black curve). We also
include the integral of the magnitude of ωz, the component
most sensitive to phase mixing. Clearly, the total vorticity
is significantly reduced in the low frequency simulation and
the reduced small scale formation rate can be attributed to
the reduced phase mixing that occurs. For clarity, we have
not included the corresponding curves for the r5b simula-
tion, however, we note that the volume integrated vorticity
is smaller than in the r5a case.
Fig. 13: The y-component of the velocity in vertical slices
through y = 0 Mm at two times during the r5b simulation.
Fig. 14: Volume integrated vorticity for the s5 (black curve)
and r5a (red curve) simulations. The blue and purple curves
show the vertical component of the vorticity and are a mea-
sure of the phase mixing for the two wave drivers.
3.3. Poynting flux
Of course, the total vorticity can also be influenced by the
amount of wave energy injected into the domain. Thus, in
this section, we compare the Poynting flux associated with
the drivers described above. The existence of resonant field
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Fig. 15: Time-integrated Poynting flux injected by the wave
driver in the s5 (red), r5a (solid purple) and r5b (dashed
purple) simulations. The blue lines indicate estimates of the
energy requirements in the quiet sun (dot-dashed line) and
for a coronal hole (dashed line).
lines within the domain enhances the energy flux through
the simulation boundary. Consequently, the amount of en-
ergy available for wave heating is sensitive to the frequency
(as well as the amplitude) of the driver (e.g. Prokopyszyn
et al. 2019).
In Fig. 15, we display the spatially-averaged, time-
integrated Poynting flux through the lower z boundary over
the course of the s5 (red line), r5a (solid purple line) and r5b
(dashed purple line) simulations. The instantaneous Poynt-
ing flux is given by the derivatives of each of these curves.
We also include estimates of the energy requirements for
the Quiet Sun (dot-dashed blue line) and for a coronal hole
(dashed blue line). These are calculated using values pre-
dicted in Withbroe & Noyes (1977) which account for ex-
pected energy losses due to thermal conduction, optically
thin radiation and the solar wind. We note that these as-
sume typical coronal conditions and are not specifically cal-
culated for the plasma parameters used within these simu-
lations. We observe that the s5 and r5a drivers would po-
tentially be able to heat the Quiet Sun, but do not supply
sufficient energy to balance losses in a coronal hole or within
active regions (curve not shown but losses are significantly
larger than for a coronal hole). The r5b driver, on the other
hand, does not even provide sufficient energy to heat the
Quiet Sun.
For the s5 case, although the driver remains constant
throughout the simulation, the Poynting flux does not. In
particular, it is smallest for t . 300s. During this stage of
the simulation, no reflected waves have had the time to re-
turn to the lower z boundary. Beyond this time, the driver
interacts with the perturbed magnetic field and thus the en-
ergy injected is modified. For resonant field lines, the Poynt-
ing flux increases, whereas for other field lines, the driver is
able to remove wave energy from the domain. At this stage,
the time-integrated (over a wave period) Poynting flux be-
comes sensitive to the driving frequency. If the driver fre-
quency matches the natural frequencies of a greater number
of field lines, then the Poynting flux will increase. We see
that for this simulation, the reflected waves act to increase
the Poynting flux through the driven boundary (change in
gradient at t ≈ 300 s). However, there is also a decrease
in the instantaneous (derivative of purple curve in Fig. 15)
Poynting flux at around t = 1200 s. This change in be-
haviour is associated with the detuning of resonant field
lines as a result of non-linear effects redistributing plasma
and modifying the natural Alfvén frequencies to be differ-
ent from the driver frequency (see, for example Prokopyszyn
et al. 2019).
For the r5a and r5b simulations, the driver is a sum of
many contributing waves, each with a different frequency.
In the case of the r5a simulation, the highest frequencies are
larger than the fundamental modes of field lines. As such,
resonances are still able to form throughout the domain.
For the case of r5b simulation, however, the shortest time
period of the constituent waves is longer than the Alfvén
travel time, and thus wave resonances are not excited. Con-
sequently, there is a significant difference in the Poynting
flux of energy into the domain (compare the purple curves)
even though the amplitude of the driving velocity is com-
parable (see Fig. 11).
We note that the difference in time scales between the
r5a and r5b is typically used to characterise coronal heat-
ing models as AC mechanisms (the time period of the wave
driver, τd, is less than the Alfvén travel time of field lines,
τA) or DC mechanisms (τd > τa). The much reduced Poynt-
ing flux for the r5b simulation (long time scales), however,
does not provide evidence against DC heating models. In
particular, an imposed velocity driver in a typical DC heat-
ing model slowly stresses the field, which is not the case for
this simple driver.
Fig. 16: Time-integrated Poynting flux through the lower z
boundary over the course of the s5 simulation. Inside the
black dashed contours, the Poynting flux is sufficient to
power heating within a coronal hole. Inside the dark green
dashed contours, the Poynting flux is not sufficient to heat
the Quiet Sun.
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In addition to changing throughout the duration of the
simulation, the injected Poynting flux is also a function of
space. In Fig. 16, we display the time-integrated (over the
duration the simulations) Poynting flux for the s5 simula-
tion. Within the dashed dark green contour, the injected
Poynting flux is not sufficient to heat the Quiet Sun (ac-
cording to Withbroe & Noyes 1977). The dashed black con-
tour, on the other hand, contains all points through which
the injected Poynting flux would be sufficient to balance
energy losses in coronal hole conditions. However, we note
that, since wave energy is not confined to field lines (on ac-
count of the formation of transversely propagating fast-like
waves), this does not imply that field lines within the dark
green contour could not be heated to a sufficient extent. For
the r5a and r5b simulations, on the other hand, no natu-
ral Alfvén frequency is being preferentially selected by the
broadband wave drivers. Consequently, the time-integrated
Poynting flux through the lower z boundary is much more
uniform.
3.4. Wave energy dissipation
Thus far, we have limited our consideration to ideal simu-
lations and have not discussed the implications of the wave
dynamics for plasma heating. In this section, we present
the results of numerical experiments in which a non-zero
viscosity is included in order to dissipate wave energy. We
do not consider the effects of resistivity as this leads to the
diffusion of the background field and results in the effects
of the waves becoming difficult to isolate.
Fig. 17: Cumulative viscous heating for the s5 simulation
with Reynolds numbers of ∼ 103 (solid red line) and ∼ 104
(dashed red line) and for the r5a simulation with a Reynolds
number of ∼ 103 purple line. Here we have normalised by
the total heating in the solid red curve simulation.
We consider simulations with Reynolds numbers in the
interval [20, 105]. We note that all values within this inter-
val likely represent dissipative effects that are significantly
larger than those present within the corona. However, with
the exception of the largest values, they ensure that en-
ergy is dissipated before it cascades to scales at which the
numerical dissipation becomes relevant. These simulations
provide upper bounds on the plasma heating that we can
expect in this regime. We restrict our analysis to waves
within the most complex initial magnetic field and consider
non-ideal versions of the s5 and r5a simulations.
In Fig. 17, we show the cumulative volume integrated
viscous heating for a selection of simulations. Unsurpris-
ingly, the viscous heating is larger in the s5 simulation with
a Reynolds number of 103 (solid red curve) than in the
case with the Reynolds number 104 (dashed red curve).
By comparing the purple and red curves, we also see that
for the same Reynolds number, there is significantly more
heating for the s5 simulation than for the r5a simulation.
Indeed, there is still more heating in the s5 simulation with
a Reynolds number of 104 than in the r5a simulation with
a Reynolds number that is an order of magnitude larger.
This is despite the wave drivers injecting a similar amount
of Poynting flux (see Fig. 15). Previously (in Fig. 14), we
observed that the small scale formation rate is significantly
reduced for the r5a simulation and this explains the lower
viscous heating rate in this case.
Fig. 18: Total, time-integrated, viscous heating as a func-
tion of Reynolds number. Here we have normalised by the
same value as for Fig. 17, the total viscous heating in the
simulation with a Reynolds number of 103.
In Fig. 18, we show the total viscous heating that occurs
for simulations with various Reynolds numbers. For com-
parison, the values shown correspond to the end times of
the curves in Fig. 17. For the most part, we observe lower
heating for higher Reynolds numbers, as expected. How-
ever, at low Reynolds numbers (< 2×102), the total heating
increases with the Reynolds number. This is explained by
considering the Poynting flux injected by the wave driver
in these cases. In highly dissipative conditions, waves expe-
rience significant damping before they return to the driven
boundary. As such, resonances are unable to form and the
injected Poynting flux is reduced. We note that such high
Reynolds numbers are unlikely to be relevant in the corona
but such effects are important if wave energy is found to
dissipate more rapidly than is currently expected.
In Fig. 19, we isolate the heating efficiency for simula-
tions with different Reynolds numbers. We display the rate
of conversion from wave (kinetic and perturbed magnetic)
energy to thermal energy as a percentage of the total wave
energy present in the domain (solid line). The figure shows
one instant in time (t = 2400 s) at the end of the simu-
lation. Now we see that the efficiency of wave energy dis-
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Fig. 19: Rate of conversion from mechanical (kinetic and
perturbed magnetic) energy to thermal energy at t = 2400s.
The solid line shows the percentage of mechanical energy
that is being dissipated every second for simulations with
different Reynolds numbers. The dot-dashed line shows the
gradient which should be obtained if the heating efficiency
scales with R−1/3e .
sipation does indeed decrease with Reynolds number. We
also show the dot-dashed line which has a gradient of −1/3
and demonstrates the relationship that would be expected if
the heating rate was proportional to R−1/3 as predicted by
Heyvaerts & Priest (1983). We see that this approximates
the gradient of the solid curve between Reynolds numbers of
102 and 2×103. Since the relation is only valid for weak dis-
sipation, the change of gradient for small Reynolds numbers
(< 102) is not unexpected. The departure from the −1/3
power for large Reynolds numbers is likely due to numerical
effects which become more significant for lower dissipation
coefficients. In particular, the heating efficiency is reduced
as more energy is lost numerically, and thus not converted
into heat. We did not find evidence to suggest that for com-
plex magnetic fields, the heating efficiency scales with the
logarithm of the Reynolds number as suggested by Similon
& Sudan (1989), which would make phase mixing more vi-
able as a potential coronal heating mechanism.
4. Discussion and conclusions
In this article, we have presented the results of three-
dimensional MHD simulations of waves propagating
through a complex background magnetic field. We have
shown that phase mixing and the non-linear interaction of
counter-propagating waves can lead to a cascade of energy
to small length scales and induce a significant increase in
the rate of wave energy dissipation. These effects are sensi-
tive to the complexity of the initial field, the magnitude of
transport coefficients and the nature of the wave driver.
In a complex field, magnetic field lines have a wide range
of natural frequencies due to variations in the Alfvén speed
and in the length of field lines. Furthermore, different os-
cillation polarisations can have different natural frequen-
cies depending on the geometry of the field. As such, for
any wave driver with power in frequencies that are larger
than the fundamental modes of field lines, we can expect
to excite field line resonances, provided that the field is suf-
ficiently complex. These resonances lead to the formation
of large amplitude, non-linear waves which, in turn, excite
fast-like perturbations within the domain. The existence of
resonances increases the Poynting flux through the simu-
lation boundary and, for the wave amplitudes considered
within this study, could allow enough energy to be injected
to balance losses in the Quiet Sun.
However, for lower frequency wave drivers, resonances
are unable to form and the Poynting flux is not sufficient to
power any significant coronal heating. This remains a sig-
nificant problem for wave heating models as observations
suggest the majority of oscillatory power exists on time pe-
riods greater than the Alfvén travel time of many coronal
loops (e.g. Morton et al. 2016). Certainly, velocity ampli-
tudes on the order generated in resonances within the above
simulations are not currently observed.
Within this article, we have focussed on the effects of
phase mixing on the disruption of MHD wave fronts. How-
ever, since the system is 3-D, and the wave modes are non-
linear, we can expect Alfvén wave turbulence (Kraichnan
1965; Howes & Nielson 2013) to also lead to the formation
of small scales. Indeed, the volume integrated currents and
vorticities discussed above inevitably includes contributions
from a turbulent energy cascade. Alfvén wave-induced tur-
bulence has been discussed in the context of coronal heating
by van Ballegooijen et al. (2011); Verdini et al. (2012). How-
ever, for the current parameter space, the increased small
scale formation rate associated with the turbulent energy
cascade remains insufficient to provide significant coronal
heating.
The development of MHD turbulence is sensitive to the
perpendicular length scale and may be further encouraged
by the introduction of a horizontally varying wave mode
(e.g. Verdini et al. 2010; Shoda et al. 2018). The effects of
introducing such a wave were considered in the context of a
single pulse by Howson et al. (2019). However, in this case,
the deformation of wave fronts due to phase mixing ensures
that counter-propagating waves have significantly different
horizontal wave numbers regardless of the spatial structure
of the velocity driver. As such, a detailed consideration of
the effects of the horizontal form of injected waves is un-
necessary. Additionally, larger amplitude waves are able to
induce greater MHD turbulence and plasma heating in the
magnetic toplogy discussed here. However, the velocities ob-
tained within the simulations discussed above are already
larger (∼ 150 km s−1) than those currently observed in the
solar corona. As a result, a consideration of higher ampli-
tude driving cannot be physically motivated.
For the simple wave driver in these simulations, there
are essentially three possible outcomes for the injected en-
ergy; (1) it is dissipated before returning to the driven
boundary (following reflection), (2) it is stored within the
corona in the form of large amplitude resonances (before be-
ing dissipated), and/or (3) it returns to the driven boundary
and the driver is as likely to remove the energy as it is in-
ject new energy (or else resonances must form). Since very
large amplitude resonances have not been observed within
the solar atmosphere, it seems reasonable to discount option
(2). As option (3) implies wave energy is unimportant for
heating the corona (which is certainly possible), only option
(1) allows for waves to be a significant contributor to the
coronal energy budget. However, for the generalised phase
mixing considered within this article, we see that even with
the inclusion of a viscous dissipation term that is many or-
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ders of magnitude larger than typically expected for the so-
lar corona, significant heating is only produced when large
resonances form (case s5 and r5a). Without these large reso-
nances (case r5b), there is insufficient wave energy to allow
appreciable heating to occur. Even when high amplitude
field line resonances do form, for the field configurations
considered here, the cascade of energy to dissipation scales
is too slow to balance energy losses within the Quiet Sun.
Of course, it remains possible, that if we had considered
a more complex field, with finer scales and larger gradients
in the local Alfvén speed and field line length, greater wave
energy may be extracted. However, in these genuinely 3-
D regimes, wave energy is not confined to individual field
lines and is able to propagate across field lines in the form
of fast-like waves. Indeed, this is particularly relevant when
the spatial gradients (e.g. in the total pressure) become
large. This inhibits the rate at which energy can cascade
to small scales and may explain why we did not obtain a
heating efficiency that scales with log(Re). Indeed, Parker
(1991) found only weak heating was possible for genuinely
3-D initial conditions (albeit in an open field coronal hole).
Furthermore, as the field becomes more complex, we should
expect significant energy to be released by the dissipation of
currents in the background field and not necessarily through
wave heating. Therefore, in sufficiently complex fields, it is
likely that the contribution of waves to the energy dissipa-
tion budget would be small.
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