ABSTRACT: Time-cost tradeoff (TCT) problems have been studied extensively in construction management literatures. TCT decisions, as combinatorial optimization problems, are difficult to find out their optimal solutions. However, Genetic Algorithms (GA) coupled with chaos and K-means clustering approach, named KCGA, can tackle these problems effectively. KCGA has successfully incorporated two opposite properties contraction and diversity which come from Kmeans and chaos, respectively. K-means is to speed up the contraction and chaos to diversify population in GA. The hybrid KCGA approach was verified by empirical construction management example with excellent performance in terms of computation efficiency and estimation accuracy while comparing with other algorithms separately.
INTRODUCTION
In general, there is a tradeoff between the time and cost to complete a task; the less expensive the resources, the larger duration they take to complete an activity (Feng et al., 1997) . This is the problem of time-cost tradeoff (TCT), one of the most important aspects of construction project planning and control. The aim of this study is to develop an optimization algorithm to solve the TCT problem with higher efficiency, greater flexibility, and increased accuracy.
The population diversity of GA would be greatly reduced after some generations, and might lead to a premature convergence to a local optimum. Actually, it tends to converge prematurely and the optimization may get stuck at a local optimum. In order to overcome these flaws, the key point is to maintain the population diversity and prevent the incest leading to misleading local optima (Syswerda, 1989; Eshelmen and Schaffer, 1991) .
To maintain the population diversity of GA, the concept of chaos is introduced. Chaos can be considered as an irregular motion, seemingly unpredictable random behavior under deterministic conditions. Random and chaotic motions should be distinguished here by their features. The former is reserved for problems in which to know the input forces are not necessary, but some statistical measures of the parameters are enough. However, chaos is reserved for deterministic problems in which there are no random or unpredictable inputs or parameters.
A successful clustering algorithm is able to reliably find true natural groupings in the data set. K-means is one of the well-known algorithms for clustering, originally known as Forgy's method (Forgy, 1965) . K-means clustering is the process of dispatching a set of objects into groups or clusters of similarities. Objects collected in the same cluster have similar features, but others are not (Han and Kamber, 2001 ). K-means is famous for its simplicity and computational efficiency in clustering techniques.
In this study, the Chaos and K-means clustering were incorporated into Genetic Algorithm (KCGA) to solve the time-cost tradeoff (TCT) problem, that is to minimize the total project cost (direct and indirect) as an objective function while satisfying the target completion time.
The remainder of this paper is organized as follows.
Section 2 introduces related techniques that offer the potential to achieve study objectives. Section 3 describes the KCGA model and model architecture, adaptation process, and combination logic were discussed also. Section 4 demonstrates the performance of proposed approach with case-study. And section 5 provides some concluding remarks.
LITERATURE REVIEW

GENETIC ALGORITHMS
Genetic algorithms are search procedures originally developed by Holland (1975) and later refined by De Jong (1975) , Goldberg (1989) , and many others. GA employs an optimization and search technique based on the principles of genetics and natural evolution (Charles Darwin). GA allows a population composed of many individuals to evolve under specified selection rules to a state that optimizes the 'fitness' (i.e., minimizes the cost function).
In evolution, the problem each species faces is to search for increasingly beneficial adaptation for survival within the complicated and changing environment. In other words, each species has to change its chromosome combination to survive in the living world.
Generally, an initial population of chromosomes is generated at random as matrix m x n, where m is number of chromosomes, and n is number of variables in each chromosome. In GA evolution, the following four steps are necessary.
Step 1: Evaluation Each chromosome of the population will be evaluated and assigned a value derived from fitness function.
Step 2: Selection Chromosomes with better fitness value will be more likely to be selected for producing new offspring. A competitive strategy was employed to improve the selection performance such as roulette wheel or tournament selection method.
Step 3: Crossover With crossover rate, select a pair of chromosomes to perform a crossover. There are several crossover mechanisms, for instance, one-point crossover means that randomly selects a crossover site and exchange the tailing chromosomes between the two strings selected as shown in Fig. 1 . Logistic mapping is one of the most important chaotic dynamic mappings. In the well-known logistic equation (May, 1976) :
Where μ stands for a control parameter, X for a variable and n is the number of iterations 
3 K-MEANS CLUSTERING
Clustering is a technique for finding similarity groups in data, called clusters. Cluster analysis has wide applications and can be used as a stand-alone data mining tool to gain insight into the data distribution or can serve as a preprocessing step for other data mining algorithms operating on the detected clusters. The quality of clustering can be assessed based on a measure of dissimilarity of objects, which can be computed for various types of data.
K-means is one of the well-known algorithms for clustering and can best be described as a partitioning 
Function f is related to the value of dependent variables x, which is subject to be optimized. (1) where 'μ = 4' is taken to have the features of diversity during evolution (Li and Jiang, 1998; May, 1976):
Iteration k+1:
) (
Where k denote the number of iterations, 
Actually, K-means clustering technique incorporated in
GA will indicate the cluster centers movement and refine the population by fitness. Therefore, the impact of combining K-means clustering technique with GA could improve the evolution performance.
INTEGRATING K-MEANS CLUSTERING AND CHAOS APPROACH WITH GA
K-means clustering and chaos have their own properties, but their contributions in GA are complementary. In GA evolution chaos will keep population diversity, that is, chaos property will mitigate convergent performance.
However, K-means clustering will indicate the moving center of every cluster, and eliminate least fit individuals to improve the evolution performance.
To take the advantages of speeding up evolution performance, a hybrid algorithm combined K-means clustering technique, chaos approach and GA was proposed as a new algorithm named KCGA.
In KCGA, each individual initialized by chaos algorithm for GA population denoted a set of feasible solution.
Second, after mutation given all chaos diversified individuals as input, the K-means clustering algorithm could group and locate the centroid of each cluster. Third, the new formed centroids of each cluster would convert to candidate individuals appending to the existing population.
These new formed centroids also indicated the moving centers of current iteration. Fourth, fitness values of individuals were evaluated by a competing algorithm to keep enough individuals for next iteration. And, the flow chart of K-means chaos genetic algorithm is described as in Table 1 .
· It is supposed that the completed duration is 60 days, the indirect cost for the project is $600 per day and the penalty is $20000/day (as the contract's stipulation). 
EXPERIMENT RESULT
Due to the complexity of the problem and the diversity of time-cost functions types, all the algorithms (including KCGA, KGA, CGA, and GA) were evaluated for 100 independent runs. While all the fitness value of cost located within the range of 0.01, it will be noted as successful convergence. The maximum iteration was limited to 500, and population size was set to 60. The settings of parameters are also listed in Table 2 .
It is apparently that KCGA has got the best success rate of the four algorithms. In the meantime, least iteration was taken by KCGA to get optimal solution. The success rate has been improved from 60% to 80% by KCGA, however; it takes 2.9 seconds more than GA as valuable timesuccess(%) tradeoff. Notes: Mutation rate = 0.025; Crossover rate = 0.5;
Apparently, K-means clustering technique adopted by GA can sharply decrease evolution iterations, however; it needed more computational time. Chaos approach improved the probability of GA to get optimized. While integrated with K-means clustering technique and chaos algorithm, GA could promote its accuracy and reduce the converging time. That is, K-means and chaos could work complementary in GA, and combined their characteristics and merits together. The zoomed convergent curves shown as in Fig. 4 which have also indicated the average performance of them. 
CONCLUSIONS
The proposed approach, KCGA, incorporated K-means and chaos approaches into GA has facilitated to search for optimal solutions of time-cost tradeoff case in this study.
The algorithm had conquered the underlying premature by diversifying population, and improved the convergence performance by extracting clustering rules.
In the future, fuzzy approach may be possibly adopted by the proposed approach to deal with the potential real world issues with uncertainty.
