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Profit Sharing 
A Profit Sharing Method for Forgetting Past Experiences Effectively

Summary
Profit Sharing is one of the reinforcement learning methods. An agent, as a learner, selects an action with a state-action value and receives rewards when it reaches a goal state. Then it distributes receiving rewards to state-action values. This paper discusses how to set the initial value of a state-action value.
A distribution function f(x) is called as the reinforcement function. On Profit Sharing, an agent learns a policy by distributing rewards with the reinforcement function. On Markov Decision Processes (MDPs), the reinforcement function f(x) = 1/L x is useful, and on Partially Observable Markov Decision 
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