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Summary
Nonparametric goodness-of-fit tests often result in test statistic which can be writ-
ten as a random variable of χ2-type mixture. Zhang (2003) proposed to approx-
imate its distribution using a random variable of form αχ2d + β via matching the
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It is often of great interest to test whether a parametric model is adequate to
fit a data set. On the one hand, when a parametric model is adequate, many
existing statistical inferences can be conducted based on the parametric model,
and convincing and useful conclusions may be drawn consequently. On the other
hand, when the parametric model is not suitable, use of parametric modelling may
result in serious mistakes. Many of the proposed test statistics in the literature





crAr, Ar ∼ χ2ar(u2r), (1.1)
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where cr, r = 1, 2, . . . , q, are real coefficients, and Ar, r = 1, 2, . . . , q, are indepen-
dent χ2 variates, with the positive degrees of freedoms ar, r = 1, 2, . . . , q, and the
noncentral parameters u2r, r = 1, 2, . . . , q.
These test statistics are often shown to be asymptotically normally distributed
when the sample size tends to ∞. Unfortunately, simulations conducted in the
literature often indicate that the normal approximation is hardly adequate. To
overcome this drawback, several authors propose to approximate the null distribu-
tion of T via some often-intensive bootstrap procedure. See for example, Azzalini,
Bowman and Ha¨rdle (1989), Eubank and Spiegelman (1990), Azzalini and Bowman
(1993), Eubank, Hart and LaRiccia (1993), Eubank and LaRiccia (1993),Gonzalez-
Manteiga and Cao (1993), Ha¨rdle and Mammen (1993), Chen (1994), Stute and
Gonzalez-Manteiga (1996), Fan, Zhang and Zhang (2001), among others. Note that
the distribution of T is of interest not only in nonparametric model checking as
stated above, but also in the analysis of variance (Satterthwaite, 1946) among other
areas of statistics. However, except for few special cases, the exact distribution of
T is in general not tractable, especially when q is large, say q > 100. However, to
save computation effort, Buckley and Eagleson (1988) and Zhang (2003) proposed
to approximate the distribution of T by a χ2 variable of the form R = αχ2d+ β via
matching the first three cumulants to determine the parameters. They show that
this central χ2-approximation can improve the usual normal approximation signifi-
cantly since the usual normal approximation matches the first two cumulants while
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the central χ2-approximation matches the first three cumulants. In this thesis, we
aim to generalize the central χ2-approximation of Zhang (2003) to a noncentral
χ2-approximation via matching the first four cumulants of T using a noncentral
χ2-random variable of the form R = αχ2d(c) + β. Then a few questions arise nat-
urally. Is it better to match the first four cumulants instead of matching the first
three cumulants as in Zhang (2003)? Is it always possible that we can match the
first four cumulants? These two questions will be the focus of this thesis.
1.2 Literature Review
The study of the approximate distribution of T for some special cases can be dated
back to several decades ago. When cr ≥ 0 and ar = 1, r = 1, 2, . . . , q, Solomon and
Stephens (1977) studied to approximate the distribution of T via fitting a Pearson
curve matching the first four cumulants. The drawback of their methods is that the
closed form formulas for computing the parameters are not available, and hence
these methods may not be convenient to use in practice. Another drawback is
that their methods may be theoretically intractable. When cr ≥ 0, ar = 1, and
u2r = 0, Buckley and Eagleson (1988) proposed to approximate T using a random
variable of the form R = αχ2d + β, of which the parameters are determined via
matching the first three cumulants of R and T ; for convenience, we call d the
“approximate” degree of freedom of T . Compared with the methods of Solomon
and Stephens (1977), the Buckley and Eagleson (1988)’s method is preferred in at
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least two aspects: (1) simple formulas are available to compute the parameters; (2)
an approximation error bound is derived for the cumulative distribution function
approximation. Following Buckley and Eagleson (1988), when cr 6= 0, ar > 0, and
u2r be any value, Zhang (2003) also proposed to approximate T using a random
variable of the form R = αχ2d + β. However, the approximation error bound,
which is determined by the maximum normalized coefficient ∆, d∗, the “effective”
degree of freedom of T , together with d and kurtosis (12M with M defined in
(3.7) in the following section) of T , is derived for the probability density function
approximating. Moreover, Zhang (2003) also applied his methods to goodness of
fit test for nonparametric model checking.
1.3 Main Results of the Thesis
In this thesis, we study the noncentral χ2-approximation via matching the first four
cumulants. We first review the definition of cumulants of a random variable and
then study their properties. Using these properties, we derive the cumulants of a
random variable of χ2-type mixture. We then derive the formulas for computing
the noncentral χ2-approximation. We show that for central χ2-type mixtures, it
is impossible to use the noncentral χ2-approximation. In this case, we have to
use the central χ2-approximation. We also show that only for noncentral χ2-type
mixtures, the noncentral χ2-approximation is possible. We then conduct simula-
tions to compare the normal, central χ2- and noncentral χ2-approximations. The
CHAPTER 1. INTRODUCTION 5
simulations show that the noncentral χ2-approximation is slightly better than the
central χ2-approximation and they both outperform the normal approximation.
Later we study how to apply the χ2-approximation to the nonparametric model
checking using local polynomial smoothing. We show that the test statistic can
be written as a random variable of χ2-type mixture and hence we can use the χ2-
approximation to obtain the approximating null distribution of the test statistic.
We show that in general, the normal approximation is not adequate for small sam-
ple size but the χ2-approximation is adequate. As an illustration, we finally apply
the χ2-approximation to polynomial goodness of fit tests for a real data set.
1.4 Organization of the Thesis
In this thesis we focus on the noncentral χ2-approximation method via matching
the first four cumulants of T and R. The remaining parts of the thesis are organized
as follows.
In Chapter 2, some literature reviews and basic knowledge about cumulants
and distribution approximation are presented. As mentioned previously, it is mo-
tivated from the need of comparing the central χ2-approximation and the normal
approximation methods. In Section 2.2, we first review some basic concepts about
cumulants and some of their properties and then describe the idea of distribution
approximation. We then introduce the definition of the χ2-type mixtures and some
of their properties in Section 2.3. Section 2.4 gives the details of the normal ap-
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proximation. Finally, the central χ2-approximation of Zhang (2003) is summarized
in Section 2.5.
Some theoretical results of the thesis are presented in Chapter 3. First in sec-
tion 3.2, we give out the cumulants of the random variable R. Then in Section 3.3,
the basis for matching the first four cumulants of R and T is provided. In Sec-
tion 3.4, we give the formulas for computing the parameters α, d, c and β for a
general random variable with the first four cumulants K1, K2, K3 and K4. Finally
in Section 3.5, application to the χ2-type mixtures is conducted.
In Chapter 4, two simulation studies are conducted to evaluate the performance
of the normal, central χ2 and noncentral χ2-approximations. In Section 4.2, sim-
ulations to compare the different densities are conducted and numerical results
are presented. Then in Section 4.3, we introduce a criterion ASE to evaluate the
performance of the normal, central χ2- and noncentral χ2-approximations.
In Chapter 5, application of the main results in Chapter 4 to the nonparametric
goodness-of-fit test based on local polynomial smoothers is presented. A real data
example is also given there to illustrate the application of the χ2-approximation to
polynomial goodness-of-fit tests.
The technical proofs of some theorems are given in Appendix 1. In Appendix
2, some MATLAB codes are attached.




In this Chapter, we shall introduce some basic concepts about cumulants and distri-
bution approximation. In Section 2.2, some properties of cumulants are presented
and some literatures about distribution approximations are reviewed in some de-
tails, including the normal approximation and the central χ2-approximation. These
two methods are based on matching the first two and three cumulants respec-
tively. For comparison with the noncentral χ2-approximation in Chapter 3, we
first reviewed the method of the normal approximation for approximating the dis-
tributions of the random variable of χ2-type mixtures (1.1) in Section 2.4. Then
the method of the central χ2-approximation (Zhang 2003) is also summarized in
Section 2.5.
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2.2 Cumulants and Distribution Approximation
2.2.1 Cumulants and some of their properties
Let T be a random variable. Throughout this thesis, the characteristic function
(c.f.) of T is denoted as ψT (t), i.e.
ψT (t) = Ee
itT
It is well known that ψT (t) and T mutually determine each other. That is, giving
a T , only one ψT (t) corresponds with it; giving a ψT (t), only one T corresponds
with it. Suppose for simplicity that all the moments of T exist:
µl = ET
l, l = 0, 1, 2, . . .







This is known as moment-based expansion of the c.f., ψT (t). It presents a close
relationship between ψT (t) and the moment µl, l = 0, 1, 2, . . ..
Like moments, cumulants are also important in statistics since they determine
the Taylor expansion of log(ψT (t)), the logarithm of the c.f., ψT (t):







where KT (t) is known as the cumulant generating function of T , and Kl(T ) is the




, l = 1, 2, 3, · · ·
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which are known as cumulants of T (Muirhead 1982, page 40). It is easy to show
that
K1(T ) = E(T ), K2(T ) = var(T ),
K3(T ) = E(T − ET )3, K4(T ) = E(T − ET )4 − 3V ar2(T ).
Using these general formula, the skewness and Kurtosis of T can be expressed as
K3(T )/K
3/2
2 (T ) and K4(T )/K
2
2(T ) respectively.
We now present some examples of the cumulants for some distributions that
will be used in later Chapters.
Example 1. Let Z ∼ N(µ, σ2). Then
ψZ(t) = Ee











K1(Z) = µ, K2(Z) = σ
2,
Kl(Z) = 0, l = 3, 4, 5, · · ·
Therefore, a normal random variable at most has two nonzero cumulants and all
other higher order cumulants are 0.
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Example 2. Let X ∼ χ2d. Then
ψX(t) = Ee

















Kl(X) = d(l − 1)!2l−1, l = 1, 2, · · ·
In particular, we have
K1(X) = d = EX
K2(X) = 2d = V ar(X)
An obvious result is that all the cumulants of X are nonzero.
Example 3. Let Y ∼ χ2d(δ2) be a noncentral χ2-distribution with a noncen-
tral parameter δ2 > 0. Then































(l − 1)!2l−1(d+ lδ2)(it)
l
l!
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It follows that
Kl(Y ) = (l − 1)!2l−1(d+ lδ2), l = 1, 2, 3, · · ·
In particular, when δ2 = 0, Kl(Y ) = Kl(X), l = 1, 2, 3, · · · . Similarly, all the
cumulants of Y are not zero.




simple formulas for their cumulants are available.
Some simple properties about cumulants are listed here.
Lemma 1. For any real constant c, we have
K1(T + c) = c+K1(T )
Kl(T + c) = Kl(T ), l = 2, 3, · · ·
Proof: By the definition of cumulants, we have
KT+c(t) = log (ψT+c(t)) = logE(e
it(T+c))
= log (eitcEeitT )
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Therefore
K1(T + c) = c+K1(T )
Kl(T + c) = Kl(T ), l = 2, 3, · · ·
That is, shifting a constant about T doesn’t change its cumulants except the first
one. This completes the proof of Lemma 1.
Another property is as follows.
Lemma 2. When T and S are two independent random variables, we have
Kl(T + S) = Kl(T ) +Kl(S), l = 1, 2, 3, · · ·
Proof: Since T and S are independent, we have
ψT+S(t) = Ee
it(T+S) = EeitTEeitS = ψT (t)ψS(t)
Therefore
KT+S(t) = log (ψT+S(t))
= logψT (t) + logψS(t)




















Kl(T + S) = Kl(T ) +Kl(S), l = 1, 2, 3, · · ·
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as desired.
Lemma 3. For any real constant c, we have
Kl(cT ) = c
lKl(T ), l = 1, 2, 3, · · ·
Proof: Since ψcT (t) = Ee
itcT = ψT (ct), we have














Kl(cT ) = c
lKl(T ), l = 1, 2, 3, · · ·
These three lemmas are useful for deriving the cumulants of a random variable of
χ2-type mixture.
2.2.2 Distribution Approximation
Sometimes, the distribution of T is hardly obtained, and need to be approximated
using that of another random variable, say, R. The closeness of such approximation
may be measured by the difference of their cumulant generating function







When Kl(T ) = Kl(R), l = 1, 2, 3, · · · , we have KT (t) = KR(t). In general, this
is not the case; Otherwise, T = R. Suppose for some p such that Kl(T ) =
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Kl(R), l = 1, 2, 3, · · · , p, then we have







This is so called matching the first p cumulants of T and R. Clearly, the quality
of the approximation may be determined by p. When p is large, it is generally
expected to have a good approximation. However, p may be determined by R. For
example, when R = Z ∼ N(µ, σ2), we can only match the first two cumulants since
Z at most has first two nonzero cumulants.
2.3 χ2-type Mixtures




crAr, Ar ∼ χ2ar(u2r) (2.1)
where Ar are independent χ









r), l = 1, 2, . . . .
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Clearly, the cumulants of T are easy to compute, and they are determined by
the coefficients of T , the degree of freedoms ar and the noncentral parameters
























The distribution of T is often approximated by that of a normal random variable.
This is so called the normal approximation. Its basis is the well-known central







which is approximately true.
Let Z ∼ N(0, 1). Then
T −K1(T )√
K2(T )
= Z + oL(1)
where oL(1) indicates ”small o” converges in law. It follows that
T = K1(T ) +
√
K2(T )Z + oL(K2(T )
1/2)
Let R = K1(T ) +
√
K2(T )Z, then
T = R + oL(K2(T )
1/2)
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Therefore, we can use the distribution of R to approximate the distribution of T .
Notice that by Example 1 and Lemmas 1, 2 and 3, we have
K1(R) = K1(T ) +
√
K2(T )K1(Z) = K1(T )
K2(R) = K2(
√
K2(T )Z) = K2(T )
Kl(R) = 0, l = 3, 4, · · ·
It follows that R and T have the same first two cumulants. Since Kl(T ) 6= 0, l =
3, 4, · · · , we know that R and T have different higher order cumulants. Therefore







Another approach to derive the expression of R is as follows. Suppose we want
to approximate the distribution of T by a normal random variable of the form
R = α+ βZ, Z ∼ N(0, 1) via matching the first two cumulants. Notice that
K1(R) = α, K2(R) = β
2, Kl(R) = 0, l = 3, 4, · · ·
Setting K1(R) = K1(T ), and K2(R) = K2(T ) leads to
α = K1(T ), β =
√
K2(T )
Therefore, we still have R = K1(T ) +
√
K2(T )Z.
The first approach is based on the central limit theorem. The second approach
seems easier to understand. However, both approaches lead to the same R =
K1(T ) +
√
K2(T )Z,Z ∼ N(0, 1).
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2.5 Central χ2-approximation
The normal approximation is done via matching the first two cumulants of T and
R. It is natural to consider whether we can approximate the distribution of T
via matching the first three cumulants with that of some random variable, say R.
Buckley and Eagleson (1988) considered this problem. They proposed to approxi-
mate the distribution of T by that of R of the form R = αχ2d + β where χ
2
d is the
χ2-distribution with d degrees of freedom. Zhang (2003) generalized their results to
a very general case and applied his results to goodness of fit tests for nonparametric
model checking.
Notice that by Example 2 and Lemmas 1, 2 and 3, we have
K1(R) = αd+ β, K2(R) = 2α
2d
K3(R) = 8α
3d, Kl(R) = (l − 1)!2l−1αld, l = 4, 5, · · ·




















It is clear that the χ2-approximation will be performed better than the normal
approximation. This has been shown in Zhang (2003) via theoretical analysis and
simulation studies.




In Chapter 2, we have reviewed several methods for approximating the distribu-
tions of a random variable of χ2-type mixtures, including the normal approxima-
tion and the central χ2-approximation (Zhang 2003). The normal approximation is
achieved via matching the first two cumulants, while the central χ2-approximation
is achieved via matching the first three cumulants. It is shown that the central
χ2-approximation is much better than the normal approximation in sense of the
approximation error. This is shown by Zhang (2003) via theoretical analysis and
simulation studies. It is seen that matching higher order of cumulants is a key for
improving the approximation. In this Chapter we shall investigate whether match-
ing the first four cumulants is better than matching the first three cumulants, and
when this can be done. Matching the first three cumulants of the χ2-type mixture





crAr, Ar ∼ χ2ar(u2r) (3.1)
with a random variable of formR = αχ2d+β, is known as the central χ
2-approximation.
Similarly, we can call matching the first four cumulants of T and R using a random
variable of form R = αχ2d(c)+β as the noncentral χ
2-approximation where c is the
noncentral parameter of the χ2-variate χ2d(c).
In Section 3.2 below, we first give the cumulants of the random variable R =
αχ2d(c) + β. This provides a basis for matching the first four cumulants of R and
T , which will be discussed in Section 3.3. In Section 3.4, we give the formulas
for computing the parameters α, d, c and β for a general random variable with the
first four cumulants K1, K2, K3 and K4. We give a criterion to determine when
matching the first four cumulants is possible and when is impossible. In Section
3.5, we focus on application to the random variables of the general χ2-type mixtures
(3.1). We show that when all the noncentral parameter u2r = 0, r = 1, 2, · · · , q in
(3.1), i.e. for the central χ2-type mixtures, the noncentral χ2-approximation is
impossible.
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3.2 The Cumulants of R = αχ2d(c) + β
The cumulants of T have been given in (2.2). Here we will give the cumulants of
R = αχ2d(c) + β. Using Lemmas 1-3, it is easy to show that
K1(R) = α(d+ c) + β,
Kl(R) = 2
l−1(l − 1)!αl(d+ lc), l = 2, 3, · · · . (3.2)
3.3 Matching the First Four Cumulants
There are four parameters in R to be determined. That is why we need to match the
first four cumulants of T and R so that we can have four equations to be solved for
the four parameters. To determine the parameters α, d, c and β in R, it is sufficient
to let R and T have the same first four cumulants, Kl(T ) = Kl(R), l = 1, 2, 3, 4.
Actually, matching the first four cumulants of T and R leads to the following four
equations:
K1(R) = α(d+ c) + β = K1(T ),
K2(R) = 2α
2(d+ 2c) = K2(T ), (3.3)
K3(R) = 8α
3(d+ 3c) = K3(T ),
K4(R) = 48α
4(d+ 4c) = K4(T ).
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by using (3.2). The associated Kl(T ), l = 1, 2, 3, 4 for a random variable of χ
2-type
mixture (3.1) is given in (2.2) and for convenience, we can rewrite them here:






r), l = 1, 2, 3, . . . . (3.4)























To determine the parameters α, d, c and β, we have to solve the equation (3.3).
Then a few question arise naturally. Does there exist a real solution to the equation
(3.3) ? If it does, what are the conditions ? If it does, whether is it worthwhile to do
so? The first two questions will be answered in next section and the last question
will be partially answered via simulation studies presented in next Chapter.
3.4 Solving the Equation (3.3)
Theorem 1 below gives conditions when there is a real solution to the equation
(3.3) and the simple formulas for computing the parameters α, β, d and c. The
associated derivation and proof of the theorem will be given in the Appendix 1.
Set




whose value determines whether the equation (3.3) has a real solution.
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Theorem 1. There is a real solution for (3.3) if and only if Ω ≥ 0. When Ω ≥ 0
and K3 ≥ 3
√



































When Ω ≥ 0 and K3 < −3
√




Remark 1. Since Ω ≥ 0 is equivalent to K23 ≥ 23K2K4 while |K3| ≥ 3
√
Ω is
equivalent to K23 ≥ 34K2K4, a sufficient condition for Theorem 1 to be valid is
2
3
K2K4 ≤ K23 ≤ 34K2K4.
Remark 2. Theorem 1 states that when Ω < 0, there does not exist a solution to
the equation (3.3). This means that in this case we can not match the first four
cumulants of T and R. We can at best match the first three cumulants using a
central χ2-approximation (Zhang 2003).
Remark 3. Theorem 1 states that α has the same sign as K3. This is reasonable
since χ2d(c) is always skewed to the right. Thus the skewness of R will be adjusted
by α. When K3 > 0(< 0), we have α > 0(< 0) so that both T and R are skewed to
the right (left).
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Remark 4. Theorem 1 guarantees that the noncentral parameter c ≥ 0. This is
required by the definition of a noncentral parameter.
It is clear that as long as Ω ≥ 0, we can match the first four cumulants of R
and T , and the formulas in Theorem 1 for computing the parameters are quite
simple. This avoids to solve the equation (3.3) numerically.
By Remark 2 , when Ω < 0, it is not possible to match the first four cumulants
of R and T , and we can only match the first three cumulants of R and T . In this











and noncentral parameter c = 0. These are exactly the formulas in Zhang (2003) for
computing α, d and β in the central χ2-approximation. From here, we can see that
the central χ2-approximation is a special case of the noncentral χ2-approximation
with c = 0.
3.5 Application to the χ2-type Mixture
For the χ2-type mixture (3.1), we have given their cumulants in (3.4). Plugging
these cumulants Kl, l = 1, 2, 3, 4 into the formulas of Ω, α, d, c and β, we can deter-
CHAPTER 3. NONCENTRAL χ2-APPROXIMATION 24
mine the approximation of T via the distribution of R. In fact
P (T ≤ x) ≈ P (R ≤ x)
= P
(




P (χ2d(c) ≤ x−βα ), if α > 0
P (χ2d(c) ≥ x−βα ), if α < 0
Notice that α can not be 0; Otherwise T must be a constant and this is impossible
unless all the cr = 0, r = 1, 2, · · · , q. When Ω ≤ 0, we will use c = 0 so that
the approximation is central χ2-approximation and when Ω > 0, we will use the
noncentral χ2-approximation.
The question now arises. For the χ2-type mixture (3.1), can we always use
the noncentral χ2-approximation ? In what case, we can not and have to use the
central χ2-type approximation ? These are the focus of this section.
The following lemmas gives answers to the above questions. The proofs will be
given in the Appendix 1.






Lemma 3.1 shows that for the χ2-type mixture (3.1), |K3| ≥ 3
√
Ω if Ω ≥ 0. This
guarantees that c > 0 if Ω ≥ 0. However, this result does not guarantee Ω ≥ 0.
Therefore, it is possible that we can not always match the first four cumulants
of T (3.1) and R. In fact, Lemma 3.2 below points out that only when not all
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the noncentral parameters u2r = 0, it is possible that Ω ≥ 0. However, even this
condition is true, we still can not guarantee for the χ2-type mixture that Ω ≥ 0.
The proof of Lemma 3.2 will be given in the Appendix 1.
Lemma 3.2 For the central χ2-type mixture T (3.1), i.e. when all the u2r = 0,





Lemma 3.2 shows that when all the noncentral parameters u2r = 0 in the χ
2-
type mixture, we always have Ω ≤ 0. This means that we can only match the first
three cumulants of T and R. Directly using Lemmas 3.1 and 3.2, we summarize
this observation in Theorem 2 below:
Theorem 2. For the central χ2-mixtures T (3.1), when all the u2r = 0, we can not
match the first four cumulants of T and R. We can do it only for the noncentral
χ2-mixtures T (3.1) when there are some u2r 6= 0, r = 1, 2, · · · , q.











{∑qr=1 c2r(ar + 2u2r)}2 ,
d∗ =
64{∑qr=1 c2r(ar + 2u2r)}3
























r)/K2, r = 1, 2, . . . , q.
These quantities will be used in the next Chapters.




In Chapter 3, we studied the noncentral χ2-type approximation for random vari-
ables of general χ2-type mixtures (3.1) via matching the first four cumulants. Our
main conclusion is that for the general χ2-type mixtures, when all the noncentral
parameters u2r = 0, r = 1, 2, · · · , q, we can only use the central χ2-approximation
of Zhang (2003), which may be considered as a special case of our noncentral
χ2-approximation; Even when there are some noncentral parameters u2r 6= 0, r =
1, 2, · · · , q, we still can not guarantee that we can match the first four cumulants of
T and R. It is expected that when u2r ≈ 0, r = 1, 2, · · · , q, it is quite possible that we
have to use the central χ2- approximation. And only when most u2r, r = 1, 2, · · · , q
are far from 0, i.e. are large, we can use the noncentral χ2-approximation since in
this case, it is quite possible that Ω > 0.
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In this Chapter, we shall compare the performance of the normal approxima-
tion, the central χ2-approximation, and the noncentral χ2-approximation via two
simulation studies. In the first simulation study, we shall compare the simulation
density, the central χ2-approximation density and the normal approximation den-
sity for several examples. This gives us some visual comparison. In the second
simulation study, we shall compare all these densities via more intensive simula-
tions.
4.2 Simulation 1: χ2-approximations




crAr, Ar ∼ χ2ar(u2r), r = 1, 2, · · · , q (4.1)
by simulating the coefficients cr, r = 1, 2, · · · , q, the degree of freedom ar, r =
1, 2, · · · , q and the noncentral parameters u2r, r = 1, 2, · · · , q for some given integer
q, say, q = 15 for simplicity. Theoretical results in Chapter 3 and Zhang (2003)
guarantee that q’s value does not matter. We used the following methods for
simulating cr, ar and u
2
r
cr = (b− a)U1r + a, r = 1, 2, · · · , q (4.2)
ar = [kU2r] + 1, r = 1, 2, · · · , q (4.3)
u2r = δU
2
3r, r = 1, 2, · · · , q (4.4)
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where U1r, U2r, U3r ∼ U [0, 1], and all are iid; [kU2r] means the integer part of kU2r,
and a, b, k and δ are given real numbers, and k ≥ 0, δ ≥ 0, and b > a. In this way,
we have cr ∈ [a, b], ar ≥ 1, and u2r ≥ 0. Notice that when δ = 0, all the noncentral
parameters u2r = 0 so that the associated χ
2-type mixture (4.1) is central χ2-type
mixture. Therefore, δ is a parameter controlling the central or noncentral χ2-type
mixtures. Similarly, k is a parameter controlling the degree of freedom. When
k = 0, all the degree of freedom ar = 1. This is a special χ
2-type mixture. By
setting up different parameters a, b, k and δ, we can simulate different random
variable s of the χ2-type mixtures (4.1).
When all the coefficient cr, the degree of freedom ar and the noncentral pa-
rameter u2r are simulated, we can use the normal approximation, the central χ
2-
approximation, and the noncentral χ2-approximation to obtain the approximating
distribution of T . How accurate are these approximations ? They should be com-
pared with the true distribution of T .
The true distribution of T can be estimated from a sample generated from the
χ2-type mixture (4.1) with given cr, ar and u
2
r, r = 1, 2, · · · , q, using kernel method.




crAir, Air ∼ χ2ar(u2r), i = 1, 2, . . . , N, (4.5)
where N is the sample size. In the simulation below, we use N = 10, 000.
Figure 4.1 displays the densities of random variables of central χ2-type mixtures.
The solid curves are the simulated densities, obtained by kernel density estimation
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based on N=10,000 simulated random variables (4.5), where the noncentral param-
eters u2r are deliberately taken as zero (i.e. δ = 0 in (4.4)). The dotdashed curves
are the central χ2-approximation densities, and the dotted curves are the normal
approximation densities.













































Figure 4.1: Densities of random variables of central χ2-type mixtures: simulated
(solid curve), central χ2-approximation (dotdashed curve) and normal approxima-
tion (dotted curve). See (4.6) for the associated d, d∗ and M for each panel.
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Here, the values of d, d∗,M and Ω are listed as follows:
(a1) d = 5.6793, d∗ = 5.6793, M = 0.17856, Ω = −7.7724× 103;
(b1) d = 11.359, d∗ = 11.359, M = 0.089278, Ω = −3.1090× 104;
(c1) d = 17.038, d∗ = 17.038, M = 0.059519, Ω = −6.9952× 104;
(d1) d = 22.717, d∗ = 22.717, M = 0.044639, Ω = −1.2436× 105.
(4.6)
For these panels (a1)−(d1), d∗ = d since all the cr are positive (i.e. b > 0, a ≥ 0
in (4.2)). It seems that the normal approximation in (a1) is obviously not adequate
enough since d∗ = d = 5.6793 is too small so that M = 0.17856 is large, and hence
the approximation error is also large. However the normal approximations are
much better in (b1), (c1) and (d1). The smaller the d, the larger the approximation
errors. However, the central χ2-approximation densities are quite close to the true
densities. From these panels, it is seen that the maximum approximation error
decreases with increasing d∗. It seems that the central χ2-approximation is quite
adequate while the normal approximation is not adequate enough when the value of
d is small. And from (a1) to (d1), it is very clear that the central χ2-approximations
are always better than the normal approximations. In this condition, since all the
u2r = 0, r = 1, 2, · · · , q, the central and noncentral χ2-approximation are the same.
Figure 4.2 displays the densities of random variables of noncentral χ2-type mix-
tures. The solid curves are the simulated densities, obtained by kernel density
estimation based on N=10,000 simulated random variables (4.5). For comparisons
with Figure 4.1, the noncentral parameters u2r here are not taken as zero (i.e. δ 6= 0
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in (4.4)). The dotdashed curves are the central χ2-approximation densities, and
the dashed curves are the noncentral χ2-approximation densities, while the dotted
curves are the normal approximation densities.













































Figure 4.2: Densities of random variables of noncentral χ2-type mixtures:
simulated (solid curve), central χ2-approximation (dotdashed curve), noncentral
χ2- approximation(dashed curve), and normal approximation (dotted curve). See
(4.7) for the associated d, d∗ and M for each panel.
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Here, the values of d, d∗,M and Ω are listed as follows:
(a2) d = 24.805, d∗ = 16.080, M = 0.038040, Ω = 5.1717× 106;
(b2) d = 30.750, d∗ = 24.309, M = 0.031261, Ω = 4.2545× 106;
(c2) d = 36.950, d∗ = 32.501, M = 0.026381, Ω = 3.2734× 106;
(d2) d = 43.355, d∗ = 40.645, M = 0.022726, Ω = 2.2283× 106.
(4.7)
For these panels (a2) − (d2), d∗ < d since not all the cr are positive (i.e.
b ≥ 0, a > 0 in (4.2)). Since d∗ are all quite large (d∗ > 10), the normal, central χ2
and noncentral χ2-approximations densities are all quite close to the true densities.
It seems that all these approximations are adequate enough. Moreover, it is quite
difficult to distinguish whether the central χ2 or noncentral χ2-approximation is
better, although we expect the noncentral χ2-approximation should be the better.
4.3 Simulation 2: Performance Comparison
In Figure 4.2, it seems that it is very hard to distinguish the difference between
the normal, central χ2- and noncentral χ2-approximations visually. In this section,
we attempt to compare these approximation via more intensive simulations.
First of all, we shall define a measure to compare a density f1 with another




If ASE(f1, f0) < ASE(f2, f0), where f0 is the true density, then we say that f1
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outperforms f2 in the sense of ASE. Here f0 can be the simulated density while
f1, f2 can be the normal, central χ
2- or noncentral χ2-approximations density.
In a single simulation, we may have
ASE(f1, f0) > ASE(f2, f0) > ASE(f3, f0) (4.8)
where f0 : the simulated density
f1 : the normal approximation density,
f2 : the central χ
2-approximation density,
f3 : the noncentral χ
2-approximation density.
In another simulation, (4.8) may be invalid. To give an overall assessment, we need
to repeat the simulation many times, say, S=1,000 times. For the i-th simulation,
we can record
ASEi = [ASEi1, ASEi2, ASEi3], i = 1, 2, . . . , S (4.9)
where
ASEi1 = ASE(fi1, fi0), ASE for normal
ASEi2 = ASE(fi2, fi0), ASE for central χ
2
ASEi3 = ASE(fi3, fi0). ASE for noncentral χ
2
with fi0, fi1, fi2 and fi3 being the simulated, normal, central χ
2- and noncentral
χ2-approximation densities for the i-th time. We then are able to plot the boxplot
of ASEs.

















Figure 4.3: Boxplots of the ASEs for the normal approximation (left), the central
χ2-approximation (middle) and the noncentral χ2-approximation (right).
From Figure 4.3, it seems that the central χ2- and noncentral χ2-approximation
are almost the same and we can not distinguish which approximation is better in
the sense of ASE. However, it is very clear that they are much better than the
normal approximation in the sense of ASE. Since in Figure 4.3, it is hard to see
the difference between the central χ2- and noncentral χ2-approximation probably
due to the small scale, we shall plot the boxplot of the central χ2- and noncentral
χ2-approximation in a seperate big-scale plot as follows.














Figure 4.4: Boxplots of the ASEs for the central χ2-approximation (left) and the
noncentral χ2-approximation (right).
From Figure 4.4, We still can not see the difference between the central χ2- and
noncentral χ2-approximations, and it seems that the central χ2- and noncentral
χ2-approximation are almost the same. Although we can not see the difference
between the central χ2- and noncentral χ2-approximations, the difference can be
indicated by the mean and standard deviation of ASE,
Mean(ASE) = [0.1523e− 008, 0.0208e− 008, 0.0206e− 008]
Std.(ASE) = [0.9622e− 009, 0.1342e− 009, 0.133e− 009]
Therefore, the noncentral χ2-approximation is indeed slightly better than the
central χ2-approximation as expected but the gains are really very small.
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4.4 Discussion
In the above two sections, we compared the normal, central χ2 and noncentral χ2-
approximation. Our conclusions are (1) For central χ2-type mixtures, we can only
use the central χ2-approximation; (2) For noncentral χ2-type mixtures, we may use
the noncentral χ2-approximation, but the gain is very small; (3) Both the central
χ2-approximation and noncentral χ2-approximation perform much better than the
normal approximation.
It seems it is not worthwhile to use the noncentral χ2-approximation instead of
the central χ2-approximation. In other words, matching the first four cumulants for
the noncentral χ2-type mixtures (4.1) may gain but the gain is quite little compared
with the simpler central χ2-approximation. Therefore, we shall recommend the
central χ2-approximation of Zhang (2003) for the χ2-type mixtures, both central
and noncentral.
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Chapter 5
Nonparametric Applications
Nonparametric modelling techniques (Eubank 1988, Wand and Jones 1995, Fan
and Gijbels 1996) have been rapidly developed recently due to the availability of
modern computing power, which allows statisticians to explore possible nonlin-
ear relationships between variables. This raises many inference questions such as
whether a parametric model fits a data set adequately. For illustrating applications
of the theory developed in the previous Chapters, we consider the following simple
nonparametric model checking problem:
Given a sample (xi, yi), i = 1, 2, . . . , n, generated from the following nonpara-
metric regression model:
yi = m(xi) + ²i, ²i ∼i.i.d N(0, σ2), i = 1, 2, . . . , n, (5.1)
we want to test
H0 : m(x) = m0(x; β) for any β , vs H1 : m(x) 6= m0(x; β) for some β, (5.2)
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where the function m0 (except the parameter β) is known. That is, under H0, m
is a parametric model while it is a nonparametric model under H1. Without loss
of generality, throughout this Chapter, we assume m(x) is on a bounded interval,
Ψ = [a, b],−∞ < a < b <∞, say.
To simplify the discussion, let us first assume that m0 ≡ 0 and σ2 is known. In
this case, under H1, it is natural to estimate m(·) using some nonparametric linear
smoother, e.g., local linear smoother. Let y = (y1, . . . , yn)
T ,m = (m(x1), . . . ,m(xn))
T
and ² = (²1, . . . , ²n)
T . Let m̂ = (m̂(x1), . . . , m̂(xn))
T be the estimator of m. For
any linear smoother, we can write m̂ = Sρy with some smoother matrix Sρ which
may depend on a smoothing parameter ρ. To test (5.2), we may use the following
statistic
T = ‖m̂− 0‖2 = yTSTρ Sρy, (5.3)
which is small when H0 is true and large when H1 is true. Let H = S
T
ρ Sρ have
a singular value decomposition UDρU
T where U (may depend on ρ) contains all
the eigen-vectors of H, UTU = In, and Dρ = diag(δ1, . . . , δn), a diagonal matrix
collecting all the associated eigenvalues. Since y ∼ N(m, σ2In), we have z =
UTy ∼ N(m˜, σ2In) where m˜ = UTm = (m˜1, . . . , m˜n)T . It follows that T is a





r=1 crAr, Ar ∼ χ21(u2r), independent,
cr = δrσ
2, u2r = m˜
2
r/σ
2, r = 1, 2, . . . , n,
(5.4)
where and throughout X
d
= Y means that X and Y have the same distribution.
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Then the l-th cumulant of T can be easily calculated by (3.4), and it can also be







r), l = 1, 2, . . . ,






2), l = 1, 2, . . . (5.5)
Therefore, for any linear smoother, T can be approximated by a normal random
variable S = K1 + K
1/2
2 Z,Z ∼ N(0, 1), or by a χ2-type random variable R =
αχ2d(c) + β, with α, β, c and d determined by K1, K2, K3 and Ω, as specified in
(3.6). Note that here and throughout this section, d∗ = d since all the coefficients
cr are positive.
It is often of interest to know how the smoothing parameter ρ affects the ap-
proximation error of the χ2- and normal approximations of T . This can be done via
establishing a relationship between ρ and the quantities d,∆ and M . For a general
linear smoother, it may be difficult, if not impossible, to establish such a relation-
ship. In the following section, we shall attempt to establish such a relationship for
one popular smoothers, local polynomial smoothers. For simplicity, we continue to
assume m0 ≡ 0, σ2 is known and the smoothing parameter ρ is fixed. The general
nonparametric goodness-of-fit tests, when m0 6= 0, σ2 and ρ are unknown, will be
discussed in section 5.2.
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5.1 Local Polynomial Smoother-Based Test
We now consider a test statistic for (5.2) based on a local polynomial smoother
which is defined as follows. Let x0 be an arbitrary fixed point where the function m
in (5.1) is estimated. Assume m(x) has a (p+1)-th continuous derivative for some
positive integer p ≥ 1. By Taylor’s expansion, m(x) can be locally approximated
by a p-th degree polynomial, i.e.,
m(x) ≈ m(x0) + (x− x0)m(1)(x0) + . . .+ (x− x0)pm(p)(x0)/p!,
in a neighborhood of x0.
Denote βr = m
(r)(x0)/r!, r = 0, . . . , p. Let β̂r, r = 0, 1, 2, . . . , p, minimize the
following weighted least squares criterion:
n∑
i=1
{yi − [β0 + (xi − x0)β1 + . . .+ (xi − x0)pβp]}2Kh(xi − x0), (5.6)
where Kh(·) = K(·/h)/h is re-scaled from a kernel function K(·) (often taken as a
probability density function) with a constant h > 0, called bandwidth or smoothing
parameter. The resulting p-th degree local polynomial estimate of m(x0) is






where e1,p+1 denotes the (p + 1)-dimensional vector whose first component is 1
and others 0, Sn = (X(x0)
TWX(x0))
−1, X(x0) = (X1(x0), . . . ,Xn(x0))T ,Xi(x0) =
(1, (xi − x0), (xi − x0)2, . . . , (xi − x0)p)T , and Wh(x0) = diag(Kh(x1 − x0), Kh(x2 −
x0), . . . , Kh(xn − x0)).
CHAPTER 5. NONPARAMETRIC APPLICATIONS 41







K∗h(xi − x0)yi[1 + oUP (x0)(1)], (5.8)
where f(x0) is the density of the design time points at x0,K
∗ is called the equivalent
kernel of the local polynomial smoother m̂h(x0):
K∗(u) = eT1,p+1S
−1(1, u, . . . , up)TK(u),
S = (µi+j)0≤i,j≤p, µr =
∫
urK(u)du. (5.9)
where e1,p+1 denotes the (p+1)-dimensional vector whose first component is 1 and
others 0. It follows that the estimator m̂h = (m̂h(x1), . . . , m̂h(xn))
T can be written
as m̂h = Shy where the (i, j)-th entry of the smoother matrix Sh is given by
Sh(i, j) =
K∗h (xi − xj)
nf(xj)
[1 + oUP (i,j)(1)], 1 ≤ i, j ≤ n. (5.10)
Clearly, the test statistic T (5.3) based on the local polynomial smoother m̂h is
a random variable of χ2-type mixtures as described in (5.4), keeping in mind that
ρ is now h.
Theorem 3. Under H0 and Condition B in the Appendix, as n→∞, we have
Kl = 2
l−1(l − 1)!σ2lK∗(2l)(0) |Ψ|
h






[1 + oP (1)],





|Ψ| [1 + oP (1)]
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and |Ψ| denotes the length of the support Ψ of the density function f(x).
It is well known that the optimal bandwidth for the local polynomial smoother
m̂h is h = O(n
−1/(2p+3)) when p is odd.
Remark 5. By Theorem 3, Kl = O(n
1/(2p+1)), l = 1, 2, . . ., tending to ∞ slowly
but Kl(T
∗) = O(n−(l/2−1)/(2p+1)), l = 3, 4, . . ., tending to 0 quickly as n → ∞
where T ∗ = (T − K1)/K1/22 ]. Moreover, d = O(n1/(2p+1)),∆ = o(1) and M =
O(n−1/(2p+1)). These, together with Theorem 1 in Zhang (2003) and Theorem 2,
imply that as n → ∞, (1) the errors for the normal approximation, and the χ2-
approximation under the null hypothesis are d−1/2 = O(n−1/(2(2p+1))) and O(d−1)+
O(M) = O(n−1/(2p+1)) respectively. The former is much worse than the latter; (2)
T is asymptotically normal under both the null and alternative hypothesis.
By Remark 5, the central χ2-approximation error for T is only aboutO(n−1/{2(2p+1)})
of that of the normal approximation and the noncentral χ2-approximation error for
T is only about O(n−1/(2p+1)) of that of the normal approximation. This is particu-
larly important for applications since for usual sample sizes, say, a few hundreds or
thousands, the normal approximation for T under H0 is hardly adequate but this is
not the case for the central χ2-approximation and the noncentral χ2-approximation.
Thus, for T , the χ2-approximation is preferred.
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For example, even for small p, say p = 2 (i.e., m(·) has a bounded second
derivative), when n = 10, 000, the associated d is only about 100001/5 = 6.3, for
which the normal approximation is clearly inadequate. But the χ2-approximations
are adequate. Actually, the χ2-approximations are adequate for n as small as 300,
for which d is about 3; see Section 5.2 for some simulated examples. However,
to make the normal approximation adequate, d may be required to be at least as
large as 10. For p = 2, this means the associated sample size n should be more
than 105 = 100, 000, which is in general an unrealistic sample size. Therefore, we
recommend to use the χ2-approximations for T for all sample sizes.
5.2 Further Discussion
In the previous subsections, we assume (1) σ2 is known, (2) smoothing parameter
h is known and fixed, and (3) m0 ≡ 0. In practice, it is not so. In this subsection,
we discuss briefly how to deal with it.
For (1), σ2 has to be replaced by a root-n estimator. Such a root-n consistent
estimator of σ2 has been provided by Gasser, Sroka and Jennen-Steinmetz (1986)
among others. However, we would like to suggest applying the Gasser et al. (1986)’s
procedure directly to the parametric-fit residuals (5.12) instead of the observations.
For (2), we suggest using a smoothing parameter selected by some smoothing
parameter selector, e.g., Generalized Cross-Validation (GCV). Such a smoothing
parameter allows the smoother to catch most of the important information while
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throwing away as much noise as possible.
For (3), under H0, there is a root-n consistent parametric estimator for β, say
β̂. Denote the parametric-fit residuals as follows:
²̂i = yi −m0(xi; β̂), i = 1, 2, . . . , n. (5.12)
Under H0, these residuals satisfy (5.1) with their “m0” being OP ({log(n)/n}1/2)
as n→∞. That is,
²̂i = ²i + {m0(xi; β)−m0(xi; β̂)}
= ²i +OP ({log(n)/n}1/2), i = 1, 2, . . . , n. (5.13)
Note that the OP (·) is uniformly valid for all possible x. It follows that the
regression function of the parametric-fit residuals can be regarded as a zero func-
tion in any nonparametric setup asymptotically. Therefore, theoretically, we can
apply our theory established in the previous subsections directly to the parametric-
fit residuals (5.12). Actually, by (5.13), we can show that this is asymptotically
equivalent to applying our theory directly to the noise. Take the local polynomial
smoother for example. The Sh is the smoother matrix so that the test statistic
(5.3) is
T = ²̂TSThSh²̂ = ²
TSThSh²+OP ({log(n)/n}1/2). (5.14)
In practice, however, we may take the sample size n into account when n is
not that large. For example, for polynomial goodness-of-fit tests, we shall use
²̂ = (In−PX)y where PX is the projection matrix of the polynomial regression fit.
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In this case, we can apply Theorems 1 and 2 directly to
T = yT (I − PX)SThSh(I − PX)y = yTHy,
where H = (I − PX)SThSh(I − PX). Under H0, T = ²TH².
It is worthwhile to note that to obtain the χ2-type approximation of T , it is
not required that the conditions imposed for Theorems 5 are satisfied.
5.3 A Real Data Application
Figure 5.1 presents two polynomial goodness-of-fit tests, where all nonparametric
smooths were obtained using local linear smoothing with the Gaussian kernel, and
the bandwidths selected by Generalized Cross-Validation (GCV). The nonparamet-
ric tests were conducted using the χ2-approximation, and the noise variance was
estimated via applying the Gasser, et al. (1986)’s procedure.
From Figure 5.1, the scatterplot (dots) in panel (a1) shows family expenditure
for food, as a function of family income, from a survey in the United Kingdom,
together with a least squares linear fit (solid curve). It seems that the linear fit is
not adequate. This is also shown in panel (b1) where the linear-fit residuals (dots)
and a local linear fit (solid curve) are presented. The local linear fit indicates
that there is actually some information, possibly quadratic, left in the residuals.
Application of the χ2-approximation test to the residuals (σ̂2 = .015548) led to a
test statistic 75.8 with p-value 0. Therefore, a linear fit is far from adequacy.
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Figure 5.1: Polynomial goodness-of-fit tests on the food expense data. (a1)
Raw data (dots) and linear fit (solid curve), (b1) Linear-fit residuals (dots) and
a local linear fit (solid curve), (c1) Null density of the χ2-approximation test,
h = .246, d = 2.605,M = .414. (a2) Raw data (dots) and quadratic fit (solid
curve), (b2) Quadratic-fit residuals (dots) and a local linear fit (solid curve), (c2)
Null density of the χ2-approximation test, h = 1.248, d = 1.04,M = .972.
The estimated null density of the associated test is presented in panel (c1), which
is far from any normal density. This is clearly due to the fact that the associated
d = 2.605 is too small, which indicates that the normal approximation is impossibly
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adequate. Note that the selected bandwidth h = .246 is quite small, indicating that
there is indeed some information left in the linear fit residuals.
The local linear fit of the residuals in panel (b1) suggests that a quadratic
fit may be adequate for the food expense data. To check whether it is the case,
we conducted a least squares quadratic fit for the data and obtained the fitted
equation: ŷ = .11264 + 1.2295x − .25594x2, shown as the solid curve in panel
(a2). Application of the χ2-approximation test again to the resulting quadratic fit
residuals (σ̂2 = .015563) gave a test statistic 1.218e − 3 with p-value .842. This
suggests that the quadratic fit is indeed adequate. This is also seen from the local
linear fit (solid curve) of the residuals (dots) in panel (b2), which is basically flat.
The associated bandwidth h = 1.248 is quite large, indicating that there is indeed
no much more information left in the quadratic fit residuals. The estimated null
density of the associated χ2-approximation test is presented in panel (c2), which is
clearly far from any normal density.
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Chapter 6
Future Topics
In the above Chapters, we studied the normal, central χ2- and noncentral χ2-
approximation to the χ2-type mixtures. It seems that the noncentral χ2-approximation
is generally better than the central χ2-approximation, and absolutely much better
than the normal approximation. And all these methods can be used to calculate
the power and p-value of the nonparametric model checking. So we expect that
we can get more accurate value of power if we use noncentral χ2-approximation
instead of central χ2-approximation. We also discussed the application of the cen-
tral χ2-approximation for approximation of the null density for the polynomial
goodness-of-fit tests using local polynomial smoothing. As learned from Zhang
(2003) orthogonal series smoother and smoothing spline smoother are very similar
to local polynomial smoother, so it may be also possible for us to obtain similar





1. p ≥ 2 is some given integer. The regression function m(·) has up to p times
continuous derivatives at any point of [0, 1].
2. The design points xi, 1 ≤ i ≤ n, are generated from a continuous and strictly
positive density f(x) which has support [0, 1].
Condition B:
1. The design times points x1, x2, . . . , xn are independently, identically distributed
with the design density f(x).
2. The f(x) is continuous, and strictly positive with a compact support Ψ and
|Ψ| <∞; moreover, f ′(x) is also continuous over Ψ.
3. p ≥ 1 is some given odd integer. The regression function m(·) has up to
(p+ 1) times continuous derivatives at any point of Ψ.
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4. The kernel K is a continuous, symmetric probability density function with
bounded support [−1, 1].
5. As n→∞, we have h→ 0 and nh→∞.
6. The equivalent kernelK∗(·) (5.9) is symmetric about 0, i.e.,K∗(−u) = K∗(u).
Conditions A1, A2, and A4 are regularity conditions that are assumed for spline
smoothing. By Speckman (1981), Condition A3 may be satisfied when the design




(i−.5)/n. Conditions B1-B4 are regular for local polynomial smoothing. Condition
B5 is true when p = 1, 3, or 5; see Fan and Gijbels (1996, page 65).
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B. Proofs
Solution of Equation (3.3). To determine the parameters α, d, c and β via
matching the first four cumulants of T and R, we have to solve the equation (3.3).
However there are a few questions arised: (1) Does there exist a real solution to
the equation (3.3) ? (2) If it does, what is the conditions ?
Here we shall discuss the condition for real solution to equation (3.3). Suppose





















































where c, d are positive, since d is degree of freedom, c is the noncentral parameter.
From above, it seems that the real solutions to the equation (3.3) are related
to α. For the equation in (3.3). Let
G = K4 −K4(R),
= K4 − 48α4(d+ 4c), (1)
= 24K2α
2 − 12K3α+K4
It is considered as a quadratic function of α. To obtain the solution of α, we have
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to calculate the discriminant of the equation (1):
∆ = [12K3]
2 − 4× 24K2α2 ×K4
= 144K23 − 96K2K4 = 144Ω,
where Ω = K23 − 2/3K2K4. Since the value of Ω determines whether the equation
(3.3) has a real solution, we shall discuss the condition of different value of Ω,
Case 1, If Ω < 0, then there is no real solution of α. That means, we can not
approximate the fourth cumulants, we can only match the first three cumulants at





Case 2, If Ω = 0, then there is only one real solution of α. That means, we may

























However, there is only one real solution of α that can best approximate the fourth
cumulants of T and R. Then we have to make a choice between α1 and α2 to select

























− α)α > 0, (3)
as K2(T ) = 2α






α > 0 too.
Then we can deduce from (3) that,
2cα4 > 0 if α < −|K3|
4K2
























Above all, we can make our conclusion that α1 is the real solution that can best
approximates the first four cumulants. That is,





This completes the solution of (3.3).
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Proof of Theorem 1. For convenience, suppose α is known and Ω = K23 −
2/3K2K4, then according to equation (3.3) and above solutions, we may derive the








































































































That means, if and only if Ω ≥ 0, there is possible that the first four cumulants
can be matched. This completes the proof of Theorem 1.
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r), l = 1, 2, · · · .



















Using fact (ar + 3u
2
r)
2 ≤ 9/8(ar + 2u2r)(ar + 4u2r), and Cauchy-Schwaz Inequality
























































⇒ 9K23 −K23 < 6K2K4
⇒ K23 > 9K23 − 6K2K4 = 9Ω
⇒ |K3| > 3
√
Ω
⇒ |K3| − 3
√
Ω > 0, as desired.







This completes the proof of Lemma 3.1







r, l = 1, 2, · · · .

















































⇒ 144K23 ≤ 96K2K4




K2K4 = Ω < 0





K2K4 ⇔ Ω < 0.
This completes the proof of Lemma 3.2.
Proof of Theorem 2. From Lemmas 3.1 and 3.2 together with the solution of
(3.3), we have,
When u2r = 0, central χ
2-type mixtures, ⇒ Ω < 0, then then is no real solution of
α, that means, we can’t match the first four cumulants of T and R , we can only
match the first three cumulants of T and R.
Only when some u2r 6= 0, it is possible that there are real solution of α (when Ω ≥ 0),
that means, only under this conditions we may match the first four cumulants of
T and R, or we cam only match the first three cumulants (no real solution of α
when Ω < 0).
This completes the proof of Theorem 2.
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Proof of Theorem 3. First of all, by Condition B2, there are constants
C1, C2, C3, and C4 such that
0 < C1 ≤ f(x) ≤ C2 <∞, 0 < C3 ≤ f ′(x) ≤ C4 <∞, x ∈ Ψ. (4)
Recall that µr =
∫ 1
−1K(u)u











K2(u)du <∞, r = 0, 1, . . . , 4p. (6)
We now show that under Condition B, (5.8) holds. For any fixed x0 ∈ Ψ, recall
that Sn = X




Kh(xi − x0)(xi − x0)r, r = k + l − 2.
Under Condition B1, by the central limit theorem, we have Sn,r(x0) = ESn,r(x0)+√
var(Sn,r(x0)OP (1) where Op(1) ∼ AN(0, 1), r = 1, 2, . . . , 2p.
First, we have




= hrµrf(x0)[1 + oU(1)].
where and throughout the OU(1) denotes the o(1) term which is uniform for all x0
and r = 0, 1, . . . , 2p. This is because by (4) and (5), we have| ∫ 1−1K(u)ur(f(x0 +
hu)− f(x0))du| ≤ C2h = oU(1). Similarly, we have









var(Sn,r(x0) = nvar(Kh(x1 − x0)(x1 − x0)r)
= nh2r−1νrf(x0)[1 + oU(1)],
Then by (4) and (5) again, we have
Sn,r(x0) = ESn,r(x0) +
√
var(Sn,r(x0)OP (1)
= nhrµrf(x0)[1 + oUP (1)],
where as before the term oUP (1) denotes the term oP (1) which is uniform for all
x0 and r = 0, 1, . . . , 2p. It follows that
Sn = nf(x0)HSH[1 + oUP (1)],
H = diag(1, h, . . . , hp),
The expression (5.8) follows. We then have (5.10) as desired.








K∗2h (xi − xk)
n2f 2(xk)






















f(xk + hu)du[1 + oUP (1)]
}















Sh(i, k)Sh(i, l) =
n∑
i=1























K∗(u)K∗((xk − xl)/h+ u)
f(xk)f(xl)




h (xk − xl)
nf(xl)
[1 + oP (1)],





h (xk − xl)
nf(xl)
[1 + oP (1)].





h (xk − xl)
nf(xl)
[1 + oP (1)].
It follows that













































K∗(2l)(0)[1 + oP (1)],
as desired. Direct computation gives the asymptotic expression for d and M . Note
that ∆ = maxni=1 αi and
∑n
i=1 αi = 1 where αi, i = 1, 2, . . . , n are the normalized
coefficients as defined in (3.7). It follows that ∆ = oP (1) as n→∞. This completes
the proof of Theorem 3.
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%% T=sum_{i=1}^n coef(i)*A_i, A_i ~ Chi^2(df(i),ncpara(i))
%% coef----Coefficients of the mixed Chisq variates
%% mixpara=[coef; df; ncpara];
%% df----Degrees of freedom of the Chi-square variates
%% ncpara---noncentral parameters
%% indfig----indicator of plots 0 (default) no plots
%% Nsim--Number of Simulations
%% Output
%% parameter=[K1,K2,K3,K4]; %% first 4 cumulants
%% skewn, kurtosis,df1,M;
%% alpha,df,beta,0; %% Central chi-2 approximation coefs
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%% alpha,df,beta,c]; %% Noncentral chi-2 approximation coefs
%% xpdf=[xx,dd1,dd2,dd3,dd4];
%% dd1 simulated density
%% dd2 central chi2 approximated density
%% dd3 noncentral chi2 approx































%%Compute the sknewness and the kurtosis
SK=K3/K2^(3/2); KU=K4/K2^2;
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EDF=8*K2^3/s3^2; %% Effective DF--d*=df1
M=K4/(12*K2^2); parameter=[parameter;[SK,KU,EDF,M]];




%% Computing the coefs for Non-central chi-square approximation
Omega=K3^2-2*K2*K4/3;
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dd2=abs(alpha)^(-1)*chi2pdf((xx-beta)/alpha,df);
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%% ASE: Average square error































%%Compute the sknewness and the kurtosis
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SK=K3/K2^(3/2); KU=K4/K2^2;
EDF=8*K2^3/s3^2; %% Effective DF--d*=df1
M=K4/(12*K2^2);







%% Computing the coefs for Non-central chi-square approximation
Omega=K3^2-2*K2*K4/3;
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%% Performance Comparison
ASE1(j)=(1/Q)*sum((dd4-dd1).^2); %% ASE for normal
ASE2(j)=(1/Q)*sum((dd2-dd1).^2); %% ASE for central chi-square
ASE3(j)=(1/Q)*sum((dd3-dd1).^2); %% ASE for noncentral chi-square
ASE1=[ASE1;ASE1(j)]; %% ASE for normal
ASE2=[ASE2;ASE2(j)]; %% ASE for central chi-square
ASE3=[ASE3;ASE3(j)]; %% ASE for noncentral chi-square
end %% for j=1:1000
ASE=[ASE1 ASE2 ASE3]
subplot(2,1,1) boxplot(ASE) subplot(2,1,2) boxplot(ASE(:,2:3))
Mean=mean(ASE) std=std(ASE)
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