Abstract
Introduction
Structure from motion consists in recovering a threedimensional model of the shape and motion of a scene from a number of (monocular) images obtained during motion. This problem is typically broken down into two: first establish point-to-point correspondence among different images using assumptions on the photometry of the scene (e.g. Lambertian reflection), then use image correspondence to infer three-dimensional geometry'. In particular, we are interested in on-line estimation of shape and motion for the purpose of control (e.g. driving a vehicle in an unknown environment). In this scenario, we assume that images are taken at adjacent instants in time while the viewer and/or the scene move smoothly, and impose the causal constraint that only images up to the current time t can be used to infer the estimate of shape and motion at time t.
When vision is to be used as a sensor in a closed control loop, delays in the estimates can have catastrophic consequences, which render the most popular schemes based on processing batches of views infeasible. This is not just a matter of computational speed: the process of collecting a number of views (say 3 or more), applying interest operators, establishing correspondence using statistical consensus algorithms, computing epipolar geometry and finally refining and densifying the estimates using multi-frame bundle adjustment would result in delays that cannot be reduced below a certain threshold that is too high for any practical control purpose such as driving or manipulation.
It can be argued that the problem of visual reconstruction is ill-posed unless a specific purpose for the estimates is specified, for instance in the form of a control task'. In our view, the causal aspect of structure from motion (SFM), while fundamental, has received comparatively little attention in the Computer Vision community. Therefore, despite the wealth of efforts and results in the field of SFM, we believe that there remains the need for robust algorithms for estimating structure and motion under the causal constraint.
21mages depend upon the unknown geometry, photometry and dynamics of the scene as well as on the distribution of the light source; images alone are not sufficient to uniquely estimate all unknowns, thus resulting in an intrinsically ill-posed problem. While priors can be imposed (e.g. on photometry) to render the problem well-posed, they can never be validated from image data nor detected with statistical techniques: if one assumes that a specular object is Lambertian, her reconstruction algorithms will return a consistent estimate of the wrong shape. The situation changes if the scope of the inference is to specify a control task. For instance, in specifying a visual servo command the control signal can be specified directly from measurements on the image plane, even if the resulting model of the scene is not correct in the Euclidean sense, the task can be performed correctly (i.e. with asymptotically stable error).
Integration in space and time
In past research, we have found that the most delicate step in reconstructing structure and motion in real time is establishing point correspondences. Point matching relies on the photometric models that are local in space and time, and is therefore prone to mismatches, outliers, drift and other inconveniences that significantly impact the robustness of the overall system. Therefore, we advocate the necessity to integrate visual information not only in time (i.e. across different views), but also in space, by matching regionsrather than points -using explicit photometric deformation models.
Unfortunately, the deformation undergone by image irradiance functions as a consequence of rigid motion cannot be captured by a finite-dimensional model (see section 2). Therefore, we will not seek to model global deformations. Instead, we will choose a finite-dimensional parameterization of photometric deformations, and segment the image into regions that satisfy the model (as verified in a statistical hypothesis test). Visual information will then be integrated locally in space (within a region), and globally in time (within a rigid object), while occluding boundaries and specular reflections are detected explicitly as violating the hypothesis. Of course the size of the region will depend upon the maximum discrepancy from the model that we are willing to tolerate, and in general there will be a tradeoff between robustness (calling for larger regions) and accuracy (calling for smaller ones). Such a tradeoff can be addressed using information-theoretic tools [ 131. In practice it is not necessary to cover the whole image with regions, since regions with small irradiance gradient do not impose shape constraints, and therefore significant speedups can be achieved.
One can view our effort as a step towards a dense representation of shape, moving from points to surfaces, with an explicit model of illumination. Indeed, we seek to integrate into a unified scheme photometry (feature tracking), dynamics (motion estimation) and geometry (point-wise reconstruction and surface interpolation). In particular, in our experimental assessment, we represent a piecewise smooth surface with a collection of rigidly connected planes supporting a radiance function that undergoes projective deformations. Spatial grouping allows a significant reduction of complexity, since points need not be detected and tracked individually.
Relation to previous work
The present work falls within the category of structure from motion (SFM), a field that encompasses a vast variety of research efforts, such as' [2, 4, 5, 1 1 , 14, 15, 16, 21, 221 . Of all the work in SFM, we consider in particular causal estimation algorithms. A batch approach would obviously perform better, but at the expense of making the estimates useless when it comes to performing control actions such as manipulation, navigation or, more in general, real-time interaction where delays cannot be tolerated [ 121.
Since we integrate tracking and motion estimation, our work also relates to the large literature on image (2D) motion. However, most tracking schemes rely on point features and do not exploit feedback from higher levels. If the scene is a rigid collection of features that undergo the same rigid motion, this global constraint can be enforced by a feature tracker for robustness and precision. A small body of literature on so-called direct methods addresses this issue, for example [7, 191. The basic idea is to use the same brightness constancy constraint equation that is used to estimate optical flow or feature displacement as an implicit measurement of an extended Kalman filter (EKF) that estimates motion parameters. Image motion is then integrated globally, as long as the brightness constraint is satisfied. The exact constraint, however, depends upon the shape of the scene, which is unknown. Most work in direct SFM ends up representing shape as a collection of points whose projections are subject to brightness constancy and undergo the same rigid motion. Integrating motion information over the whole image, however, is computationally expensive. This suggests representing the scene as a collection of simple shapes. Of all possible shape models, planes occupy a special place in that the projection of a plane undergoing rigid motion evolves according to a projective transformation. It is therefore natural to represent a scene as a collection of planes, which has been done often in the past, as for instance in [ l , 17, 18, 201. We seek to build on the strengths of direct methods, in order to avoid common problems with feature tracking by embedding the process in higher-level motion estimation, while keeping computational complexity at bay representing shape using a collection of simple templates.
Main contributions
We present an algorithm that integrates 2D region tracking and 3D motion estimation into a closed loop, therefore avoiding the local nature of point feature tracking. The input to the algorithm is a sequence of brightness images, and the output is the collective rigid motion of the scene.
Our algorithm integrates visual information in space as well as in time, building on the benefits of direct methods for SFM. Unlike most work in direct SFM, however, it relies on an explicit geometric and photometric model, providing a principled framework for detecting and rejecting outliers.
The computational model is causal and the algorithm recursive; its complexity makes it suitable for real-time implementation. The algorithm enjoys a number of analytical properties, such as observability, which we prove in [ 81.
As a side benefit, our algorithm returns an estimate of the appearance of the scene as seen from an arbitrary pose, and could therefore be used for on-line constructions of 3D image mosaics. It can also be used for global alignment in long sequences, since the appearance of features once seen can be matched to current features in similar position and orientation. The template deformation models can be extended to take into explicit account changes in illumination or non-Lambertian reflection models [ 6 ] .
From local photometry to global dynamics
Let S be a rigid, piecewise smooth surface in space, and X E S the coordinates of a generic point on it. When seen from a moving frame, the coordinates change in time. If we let X Q = X, then we have X t = RtXo + Tt, where Rt E S0(3)3 and Tt E R3 describe the rigid change of coordinates between the inertial (at time 0) and the moving frame (at time t). We assume to be able to measure, at each instant t, the irradiance I ( x , t ) at the point xt = T ( X~)~.
We do not make distinction between the image coordinates and the homogeneous coordinates (with 1 appended). As a consequence of motion, the image undergoes a deformation that can be described by a nonlinear time-varying function of the surface S , g F ( . ) , such that
when the surface is Lambertian. In general g is nonlinear and depends on an infinite number of parameters (a representation of the surface S):
However, one can restrict the class of functions g to depend upon a finite number of parameters (corresponding to a finite-dimensional parameterization of S ) , and therefore represent image deformations as a parametric class.
A generative model
There is a very simple instance when image deformations are captured by a finite-dimensional deformation model, that is when we restrict the class of surfaces to planes with unknown normal vector fi E S2 and intercept I(v((. In fact, it is well known that a plane not passing through the origin (the optical center) can be described as II = {X I v T X = l}, and therefore Of course, planes are quite a restrictive class of surfaces. However, we can use the above residual to test the hypothesis that a region of the image corresponds to (is well approximate by) a plane in space. Away from discontinuities, the larger the curvature, the smaller the region that will pass the test. By running the test all over the image (or on the portion of it that corresponds to high gradient of the irradiance, so as to eliminate at the outset regions with little or no texture), we can segment the image into a number of patches that correspond to planar approximations of the surface S . Obviously discontinuities and occluding boundaries will fail the test and therefore be rejected as outliers.
As a result of the procedure thus described, we are left with describing a surface with a certain number K of planar patches with normals v 1 , . . . v K , all undergoing the same rigid motion Tt, Rt. Photometric information is integrated within each patch, while geometric and dynamic information is integrated across patches. In this sense, this model describes the scene using local photometry and global dynamics. A modcl of the time evolution of all the unknown quantities is therefore where nv ( t ) denotes the unknown linear acceleration, nu(t) the rotational acceleration, and D i is the region of the image that corresponds to the approximation of the surface S by the i-th planar patch with normal VI. The noise term wt is modeled as an independent sequence identically distributed in such a way as to guarantee that the measured image I is positive. Having agreed to represent a surface as a rigid collection of planar patches supporting a radiance function that can deform according to a projective model, we can describe the unknown parameters (plane normals, rigid motion and velocity) as the state and input of a nonlinear dynamical
Outlier rejection
system (5). Causally inferring a model of the scene then corresponds to estimating the state of the model (5) from its output (measured images). In order to arrive at a computationally simple solution to this problem, we will make a number of assumptions on the initial conditions and driving noises of the model (5).
Nonlinear filter and implementation
The first step towards implementation is to choose a local coordinate for model (5). To this end, we represent SO(3) locally in canonical exponential coordinates: let 0 be %vector in R3, then a rotation mztrix can be represented by R E so(3) such that R = e~p ( R )~. It is clear from the measurement equation in (5) that a scale factor between v and T has to be fixed as they appear only as a product. Since we know that for a plane to be visible, the z component of its normal vector has to be strictly positive, we choose to fix the z component of one normal with a constant, say 1.
Once the model (5) is written in local coordinates it is immediate to use an extended Kalman filter to estimate the state. We follow the procedure described in [3] . For the filter to work in practice, one has to take into consideration of occlusions. During the camera motion, objects in the scene may occlude each others and hence cause some image patches to become not available. On the other hand, some new image patches can become visible. When a patch disappears (or is rejected by the hypothesis test described in section 3.3), we simply remove the corresponding normal vector from the state. When there a new patch appears, we first estimate its normal with a reduced filter and once its estimation is stable we insert it into the state.
Uniqueness of reconstruction
We are interested in reconstructing the state of the model (5), i.e. structure and motion of the scene, from the measurements on the image plane of a planar patch. It is natural to ask whether this reconstruction yields a unique solution or not. In system theory a necessary notion of uniqueness is captured by the concept of observability. In [8], we prove the following result:
'Rodrigues' formula is a convenient way to compute the exponential [161.
Since we are modeling local surfaces with planes, we have to detect regions where planes are not a good approximation for the surfaces in the scene. Since the measurements are obtained directly from the image plane, one has to consider outliers coming, for instance, from occluding boundaries and changes in illumination. The quality of a patch can be computed as the norm of the difference between the brightness of two image patches taken at two time instants, for instance the SSD (sum of squared difference [9] ). We model the detection procedure as a hypothesis test. Let df be the sum of the squared intensity difference of patch i at time t , and a2 be the variance of patch i at time 0.
Test Ho says that a patch i is valid and HI says that it is not. The reason to use ai in a hypothesis test is that a patch with big variance in its initial appearance tends to have big difference. Therefore, there does not exist a single threshold for all di. However, if we take into account ai, we can find a single p for all the patches. Figure 1 shows the setting for the test on synthetic data. The scene consists in two planes in front of the viewer. They rotate along the axis parallel to both planes and passing through their centroid. The rotation is repeated six times and the corresponding camera motion (translation and rotation components) is shown in dashed lines in Figure 2 . We assume no prior knowledge on the normals and initialize them with vectors aiming towards the viewer (v = (0 0 1IT). The patches we choose are windows of 11 x 11 pixels. Since we have the ground truth, we can verify that the normals converge to the true value after about 500 frames. Figure 3 shows the estimated normals versus the ground truth. Figure 2 shows the estimated translation and rotation. Also in Figure 1 we visualize the estimated normals and their tangent planes for ease of visualization. ' We say that points in the image plane are in general Configuration if there exist four points and such that none of any three among these four are collinear. 
Experiments

Simulations with ground truth
Real images
Figure 5 is one image from a 700-frame long sequence. A handful of objects are on a chair that is rotated back and forth to the initial position. In Figure 5 we show four enlarged patches. They are the reconstruction of the corresponding patches at time 0, using the estimated camera motion and scene structure. Figure 6 shows the estimated camera motion. 
