In today's computer systems, the disk I/O subsystem is often identi ed as the major bottleneck to system performance. One proposed solution is the so-called redundant array of inexpensive disks (RAID). In this paper, we examine the performance of two of the most promising RAID architectures, the mirrored array and the rotated parity array. First, we propose several scheduling policies for the mirrored array and a new data layout, group-rotate declustering, and compare their performance with each other and in combination with other data layout schemes. We observe that a policy that routes reads to the disk with the smallest number of requests provides the best performance, especially when the load on the I/O system is high. Second, through a combination of simulation and analysis, we compare the performance of this mirrored array architecture to the rotated parity array architecture. This latter study shows that, i) given the same storage capacity (approximately double the number of disks), the mirrored array considerably outperforms the rotated parity array and, ii) given the same number of disks, the mirrored array still outperforms the rotated parity array in most cases, even for applications where I/O requests are for large amounts of data. The only exception occurs when the I/O size is very large; most of the requests are writes, and most of these writes perform full stripe write operations.
Introduction
In many computing systems, the disk I/O subsystem is often identi ed as the major bottleneck to system performance. During the past several years, CPU speeds have increased at a rate of 40% to 100% per year 1, 13] , whereas disk seek times have only improved by 7% per year 11, 32] . This has led to a big gap between the speed of the CPU/main memory and that of the disk I/O subsystem 30] which is expected to increase further in the near future. Based on these observations, we predict that further increases in the processor speed will bring little gain to the overall system performance. This presents the following fundamental problem: based on the current foreseeable future disk technology, how does one reduce the speed gap between the CPU main memory and the disk I/O subsystem.
One attractive idea is the so-called disk array, where the disk I/O subsystem consists of multiple disks with data spread over these disks. The ideas of disk interleaving and disk striping were rst introduced by Kim 16] and Salem et al 41] , respectively. Since then, a great deal of work has focused on various design issues related to the performance of disk arrays 30, 29, 17, 20, 36, 4, 45] and to their reliability 43, 8, 27] . Disk array architectures fall into one of ve di erent classes proposed in 35, 34, 14] referred to as Redundant Arrays of Inexpensive Disks (RAID). Among the ve, the two most promising candidates for high performance computing systems appear to be the mirrored disk array (RAID 1) and the rotated parity array (RAID 5) .
In this paper we propose several scheduling policies suitable for RAID 1 and its variants. We compare the performance of these policies in the case that all disks are operational (normal mode). We also propose a scheduling policy for RAID 5 that solves the write synchronization problem inherent in that architecture. Last, the performances of RAID 1 and RAID 5 are compared to each other. All of these performance evaluations are conducted for two types of applications: i) applications in which I/O requests are for small amounts of data (e.g., transaction processing, workstation), and ii) applications in which I/O requests are for large amounts of data (e.g., supercomputing, image processing). The main results of this study are:
in the normal mode of operation, a policy that assigns a read request to the disk with the smallest queue length, coupled with any reasonable data layout, provides the lowest mean response time of all of the RAID 1 variants in environments where applications request small amounts of data. In environments where applications request large amounts of data, the shortest queue policy should be coupled with a layout such as mirrored declustering or a newly-proposed group-rotate declustering which allow independent reads to execute independently. the above mentioned RAID 1 architectures signi cantly outperform RAID 5 when applications generate I/O requests for small amounts of data. This is true for the case that both architectures have the same number of disks as well as that they have the same storage capacity. In the case of applications that generate I/O requests for large amounts of data, the results are not as clear. RAID 5 performs better when most requests are very large, most requests are writes, and most writes perform full stripe writes.
The above studies are performed through a combination of simulation and analysis. For example, the RAID 5 architecture is approximately but accurately analyzed via decomposition where each disk is modeled as a priority queuing system. This and other analyses are of independent interest.
Other related works on performance evaluation of disk arrays can be found in 8, 22, 37, 31] . A recent paper, Lee and Katz 21 ] presents an analytic model for disk arrays. However, in these works, reads and writes are treated in the same way when the performance of RAID 5 is examined. Therefore, the high cost su ered by partial stripe writes under RAID 5 is ignored. A measurement study of RAID 3 can be found in 40] .
I/O performance can also be improved by introducing a disk cache 42, 28] . The e ectiveness of a disk cache depends on the I/O access pattern as well as the cache size. For applications where disk accesses show a high locality, disk caching may satisfy most of the read requests and therefore reduce the I/O tra c to the disk. For transaction processing, however, disk caching may be less e ective, because I/O requests randomly access the disks and it is impractical to cache the entire database. In any case, disk caches can be combined with disk arrays and the results of our study remain valid for such systems as well.
The remainder of this paper is organized as follows. Section 2 describes di erent RAID architectures and the basic disk model. Section 3 proposes several scheduling policies suitable for di erent disk array architectures. Section 4 includes the discussions of disk arrays supporting transaction processing and workstation environments. The performance of disk arrays for scienti c computing and image processing systems is addressed in Section 5. The model validations are discussed in Section 6. Last, Section 7 summarizes this paper.
Disk Array Architectures
In this section, we brie y describe several disk array architectures of most interest to us, RAID 1 and its variants, and RAID 5.
We consider disk arrays consisting of N identical disks. We assume that the disk rotations are synchronized but that the arms are not synchronized. In the architectures of interest to us, data is block interleaved across W disks, where W is the stripe width, W N. For example, a le f is logically divided into blocks f 1 ; f 2 ; :::; f n , which are stored on contiguous disks in the stripe (n might be larger than the stripe width W). If a request accesses exactly an integer multiple of W blocks of data in a stripe (i.e., aligned with the stripe boundaries), it is called a full stripe I/O request. Otherwise, it is called a partial stripe I/O request. The main advantage of block interleaving is that it supports the concurrent execution of multiple small I/O requests. Other alternatives are bit or byte interleaving, as exempli ed by RAID 2 and RAID 3, respectively. However, both of these require that all disks in the array be involved in servicing each I/O request; and, therefore, at most, one I/O request can be executed at a time. The most signi cant bene t achievable from these architectures is the fast transfer rate. While these architectures may be suitable for applications in which each request transfers a large amount of data, they are not appropriate for applications such as transaction processing and workstation environments. In this case, since each request typically transfers a small amount of data, the advantage of a fast transfer rate diminishes. On the other hand, since all disks are needed to serve a request, the disk array cannot support multiple small I/O's concurrently. A common advantage of interleaving data across stripes in an array is the load sharing of heavily used les among multiple disks, given that the unit of interleaving (or striping unit) is not too coarse.
RAID 1 and Its Variants
In this subsection, we describe the RAID 1 architecture, also known as the mirrored array. We consider several variations that di er from each other according to how the data is placed on the disks. These include mirrored declustering 34, 8] , chained declustering 12], and a new variant, group-rotate declustering, which combines advantages of both mirrored and chained declustering.
Mirrored Declustering: In mirrored declustering, the N disks are con gured as N=2 pairs of mirrored disks, with the i-th pair termed mirror i. Two copies of data are striped over these N=2 pairs. Each pair contains the same data, which is not necessarily stored at the same location on the two disks. For ease of discussion, we assume the two copies are stored on the mirrored pairs with an o set of m cylinders. When this o set is zero, the pairs are \physically" mirrored. Contiguous logical blocks of both copies are allocated sequentially on the two N=2{striped disk pairs. Figure 1 shows a scenario where le f, consisting of 6 blocks, is allocated on an array of 8 disks. In the gure, we use F i to denote the rst copy and f i to denote the second copy of the i-th le block, i = 1; 2; . A read request can be satis ed by either copy, but a write request requires both copies to be updated. One of the drawbacks of this architecture is that when a disk fails and the disk array operates in a failure or rebuild mode, all of the tra c originally directed to the failed disk is now redirected to its mirror, which may become a bottleneck. Disk7   F1  F2  F3  F4  F5  F6  F7  F8   F9  F10  F11  F12  F13  F14  F15  F16   .  .  .   f8  f1  f2  f3  f4  f5  f6  f7   f16  f12  f13  f14  f15  f9  f10 Chained Declustering: To overcome the above drawback during recovery, Hsiao and
DeWitt 12] proposed the chained declustering architecture, where two physical copies of data, termed the primary copy and the backup copy, are maintained. As shown in Figure 2 , if a primary data block is allocated on disk i, its duplicate backup block is allocated on disk f(i + 1) mod Ng. As is the case with mirrored declustering, a read can be satis ed by either copy whereas an update accesses both copies. There are several variants on this architecture according to how the two data copies are placed on the disks. We study two of these data placements in this paper, as shown in Figure 3 . Typically, a disk spindle consists of a collection of platters. Each platter contains a number of tracks. A cylinder consists of tracks at the same position on each platter. For workstation disks, usually read/write heads are attached to an actuator which positions the heads to an appropriate track, and only one head transfers data at a time. The two approaches are described as follows. In both cases blocks belonging to the same copy of a le residing on the same disk are stored contiguously.
Horizontal Layout (HL): Half of the platters on each spindle is used to store the rst copy, and the remaining platters are used to store the second copy. The two copies occupy the same cylinders.
Vertical Layout (VL): The cylinders are partitioned into two contiguous, equal size groups. The two copies are stored in di erent partitions on cylinders at the same relative positions in the partitions.
For example, consider a disk spindle consisting of 4 platters labeled 0 to 3 and 1000 cylinders. The horizontal approach allocates copy 1 on platters 0 and 1, occupying all tracks on these two platters, and copy 2 on platters 2 and 3. Blocks belonging to the same le are stored contiguously, e.g., in the case of Figure 2 , block F9 is adjacent to F1. Furthermore, the two copies are stored on the same cylinder, e.g., f8 is on the same cylinder as F1 (observe that f1, the duplicate copy of F1, is on a separate disk but at the same location as f8); On the other hand, the vertical approach allocates copy 1 on cylinders 0 to 499, including all of the tracks in each cylinder, and copy 2 on cylinders 500 to 999 (we assume that each track has the same capacity). In the above case, F1, F9, ..., start on cylinder 0, and f8, f16, ..., start on cylinder 500 (notice that this layout does not imply the disk space is fully utilized, since each group may have free cylinders for future use). As we will observe later in Section 5.1, the HL approach favors writes, whereas the VL approach favors reads in large I/O environments.
Observe that mirrored declustering and chained declustering di er in their treatment of read requests for large amounts of data; mirrored declustering can support two such \large" reads concurrently, whereas chained declustering can only support one at a time (assuming one arm per disk). However, when a disk fails, chained declustering can evenly distribute the Group-Rotate Declustering: By taking advantage of both mirrored and chained declustering, we propose a third architecture, called group-rotate declustering, as shown in Figure 4 . In this architecture, the rst copy is stored in the same way as mirrored declustering, but the second copy is rotated among the remaining N=2 disks. Clearly, group-rotate declustering can still support two \large" reads concurrently as mirrored declustering above, but during failure it distributes the burden of the failed disk evenly among N=2 disks. The drawback with group-rotate declustering is that the failure of two disks is more likely to make data unavailable than either mirrored or chained declustering. Another architecture, interleaved declustering, has been proposed in the literature. Since this architecture is not appropriate for applications in which I/O requests need to update a large amount of data, we exclude it from our discussions.
The RAID 5 Architecture
Unlike RAID 1 and its variants which duplicate each data item, the RAID 5 architecture provides parity information to achieve reliable service. This is attractive because only one block of redundant information is required for every N ? 1 data blocks. This is in contrast to RAID 1 and its variants which double the number of disks. The RAID 5 architecture is shown in Figure 5 . For reliability purposes, each stripe contains a parity block, which is the XOR of all of the other data blocks in the same stripe. If any one disk fails, the array is still operational, since the failed data can be restored by XORing data from all of the other disks. The price paid for this reliability is that each write operation is required to update the parity block(s) as well as the data block(s). This creates additional workload on the array. If a write request desires to update a partial stripe of data, which we refer to as a \partial stripe write", the new parity block for that stripe is calculated by new parity = new data old data old parity (1) where X Y corresponds to the XOR of X and Y . Thus, prior to updating the new data and parity, the old data and parity have to be read out rst in order to calculate the new parity. This is referred to as the read-update procedure required by a write request. On the other hand, if a request updates a complete stripe of data (full stripe write), the new parity block for that stripe can be calculated by XORing all of the new data blocks. Thus it is not necessary in this case to read the old data and old parity blocks. In order to prevent the parity update operation from becoming a bottleneck, parity blocks are rotated among the N disks in RAID 5. Numerous parity placement strategies have been studied in 20] .
Notice that for a partial stripe write, the parity update operation cannot proceed before the corresponding data block(s) has (have) been read out, since the calculation of a new parity block is based on the old data information (see Equation (1)). We call this the write synchronization problem, which will be addressed further in Section 3.2 1 . Another way to calculate the new parity is to read out those blocks not being updated in a stripe and XOR them with the new data blocks. This approach is bene cial only when most of the requests access more than half of the disks in a stripe, since it creates extra workloads to those disks not being updated. Simulation results (not reported here) show that when the request size (in term of number of blocks) is uniformly distributed within a stripe, this approach performs worse than reading from the disks to be updated.
A Disk Model
We present the disk model which will be used in subsequent discussions. We focus on the I/O response time which is the time elapsed between the arrival of a request to the subsystem and the departure of this request from the subsystem. Typically, the I/O response time to a disk subsystem consists of four components: queuing delay at the controller, seek time, rotational latency, and data transfer time. We assume that each device has its own independent data path. Thus, we only focus on the queuing delay, which is a function of the I/O load, and the disk access time, which consists of seek, rotation, and transfer times. First, consider the disk seek pattern. Since it is observed that in reality, most of the time the disk arm doesn't move 23, 17], we introduce a sequential access probability, p s , which is de ned to be the probability that the seek distance is equal to zero. We identify two kinds of access patterns, the sequential access pattern and non-sequential access pattern. Under the sequential access pattern, the disk arm does not move; whereas under the non-sequential access pattern, the arm has to move to serve a request. In the case of a non-sequential access, the arm is assumed to move to any other cylinder with equal probability.
According to the de nition of V , we have the following conditional distributions for the seek distance, PfD = ijV = 0g = 
The rotation time is assumed to be uniformly distributed in 0; R max ] with pdf
Let X = S + R be the sum of seek and rotation time, then the pdf of X is 
The disk service time for a typical request is Y = X + T (7) with mean
where T is the transfer time, T = B.
Last, the disk parameters used in our study are summarized as follows: number of cylinders C = 1200; transfer rate= 3MB/sec; full rotation time R max = 16:7 ms; block size = 4096 bytes; number of blocks per track N b = 12; acceleration time a = 3 ms; seek factor b = 0: 5 31] . Thus, the time required to transfer a single block is = 1:3 ms.
Scheduling Policies
Scheduling policies suitable for di erent disk array architectures are described in this section.
Policies for RAID 1 and its Variants
Since there are two data copies stored in the array, a read request can be satis ed by either copy, whereas a write request must be performed on both copies. In the following, we will focus on three policies. Discussions of other policies can be found in 6]. For all three policies to be described below, two queues are maintained by the system, one for each copy ( Figure 6 ). Each queue is served in a rst-come-rst-serve manner. At the time of arrival, a write request generates two tasks that enter each of the two queues. The various policies di er from each other according to the way that they decide upon the disk to which a read request will be assigned.
The Random Join (RJ) Policy
Under this policy, a read request is randomly assigned to the queue associated with disk i with probability i , i = 1; 2 ( 1 + 2 = 1), at the time of its arrival.
The Shortest Queue (SQ) Policy
Under the SQ policy, a read request selects the disk with the shortest queue at the time of its arrival. Ties are broken in an arbitrary manner. When a read request arrives to an empty system, i.e., both disks are idle, it is assigned to the disk whose arm is closest to the cylinder containing the desired block. 
The Minimum Seek (MS) Policy
At the time of arrival of a read request, the MS policy checks the cylinder address of the last request in each queue and directs the read to the queue with the minimum seek distance. When each queue is served in a FCFS manner, this policy reduces seek times for read requests.
Remark: Of these policies, the RJ policy is best suited for systems in which the two disks containing the two target data copies are physically located at two distant sites, since it requires no information interchange between the two disks. The other policies, however, are more suitable for systems in which all disks in the array are located close to each other because those policies have to know the status of each queue in order to schedule read requests.
A Synchronized Policy for RAID 5
In this subsection, we propose a synchronized I/O scheduling policy, the after read-out (AR) policy, for RAID 5 that is suitable for applications in which requests are made for small amounts of data. This policy accounts for the write synchronization problem described in Section 2.2. In all cases, a write request completes only when both the data and the parity have been updated.
We rst describe the AR policy for the case that a write request desires to update a single block. Under ths policy, two queues are maintained for each disk in the array, one for arriving read and write data requests (D queue) and the other for parity update requests (P queue), as illustrated in Figure 7 . When a read or write request arrives at the disk subsystem, the dispatcher sends it to the D queue of the target disk.
To serve a write request, both the data and parity update requests will experience the following 5 service stages: seek, rotation, read (for the calculation of the new parity), full rotation, and write. Figure 8 shows a scenario for serving a write request. When it reaches the head of the queue and is scheduled for service, it generates a parity update request to the P queue of the corresponding disk containing its parity block(s) after the old data has been read out. Thus, we call it the after read-out policy. The requests in the P queue are given higher priority than requests in the D queue to ensure that an outstanding parity request begins service as soon as possible, since its corresponding data update operation has already started. The disk operation is assumed to be non-preemptive; therefore, a new parity request cannot commence service until the current I/O nishes. If a write request desires to modify more than one block on a stripe, then the parity request is generated when the last old data block has been read out.
Remark: Another policy, called the BS policy, was proposed in 7]. This policy generates a parity update request as soon as a write begins its service. We have observed little di erence in the performances of theses two policies (the BS policy performs slightly better at low loads). However, the AR policy is simpler to implement, particularly in a distributed system where the disks containing the data and parity blocks may be located at di erent sites. In such an environment, the AR policy needs to send a single message to a remote parity disk that includes the command and the old data, whereas the BS policy needs to send two separate messages at di erent times, one containing the command and the other containing the old data.
Disk Arrays for Transaction Processing and Workstation Environments
In this section, we study disk arrays for applications such as transaction processing and workstation environments. We present analytic and simulation results for disk array architectures coupled with di erent scheduling policies. Since it has been observed in the literature that for applications such as transaction processing systems and workstation/engineering environments, I/O requests typically access a small amount of data 25, 10, 26, 33], we assume that each request accesses a single block of data (4096 bytes 31]) and that each distinct block is equally likely to be accessed. In this case, although the rotations of the disks are synchronized, the arms are not and, consequently, the disks can service requests independently of each other. Last, we assume that requests arrive according to a Poisson arrival process.
Variations of the RAID 1 Architecture
In this subsection, we study and compare RAID 1 and its variants, mirrored declustering, chained declustering, and group-rotate declustering, coupled with the RJ, SQ, and MS policies. The performance results are obtained from simulation experiments on a disk array of 16 disks. In 17], Kim reported several real disk reference traces, which show the percentage of sequential accesses ranging from 25% to 50%. For disk arrays, however, since data is spread over multiple disks, the sequential access probability on each disk is expected to be smaller than that of conventional disk systems. Hence, we selected p s = 0:2 in our studies. We also considered the case of p s = 0:5, and observed similar behavior. We begin with a brief overview of how the disk array is simulated. At the time of an arrival of a request, the simulator chooses a queue to join according to the scheduling policy used and the declustering strategy. For example, under the SQ policy coupled with mirrored declustering, the simulator rst randomly selects a disk among N=2 disks, say disk i; 0 i N=2, and then selects the peer disk to be i + N=2. If the request is a read, then it is routed to the shortest of the two queues associated with i and i+N=2. Under group-rotate declustering, however, the peer disk is randomly generated among the other N=2 disks. In the case of chained declustering the rst disk, i, is randomly selected among all N disks, and the peer disk is (i + 1)mod N.
Since the two duplicate data block copies to be accessed could be stored in di erent locations on the two peer disks, instead of keeping track of data block location, for each request, the simulator randomly generates a cylinder address for one disk (assuming any block is equally likely to be accessed) and then obtains its peer's cylinder address by adding an o set to it. In the case of chained declustering with vertical layout, the rst cylinder address is selected with equal probability from cylinders 1 through C=2, and the o set is C=2. For the other declusterings, the rst cylinder address is chosen with equal probability from among all cylinders. For the sake of consistency, an o set of C=2 is also used for mirrored and group-rotate declustering. We also tried an o set of 0 and found little di erence in performance.
The results from the simulations are averaged over 40 runs where each run consists of 51,000 requests executed, of which the rst 1000 requests are discarded. considered to belong to the transient period, and therefore excluded from our statistics. Ninety-ve percent con dence intervals are shown in the gures, and the widths of these con dence intervals are less than 3% of the estimated values. 
Disk Arrays Coupled with the RJ Policy
The performance of RAID 1 and its variants, coupled with the RJ policy, is illustrated in Figure 9 for the case of read probabilities p r = 0:75 and p r = 0:25. As shown in the gure, when most of the requests are reads, the three declustering strategies exhibit similar performance. In the case that most requests are writes, mirrored declustering provides slightly better performance than the other two layouts. This is because all of the data on one disk is copied on a single disk. Thus the seek times associated with a write request at the two disks are identical when that request follows another write request.
Under group-rotate declustering, however, the seek times on the two disks are unlikely to be the same as a preceding write will most likely have executed on one but not both disks. Because a write is considered complete only after both disks nish, the response time for writes is worse under group-rotate declustering than mirrored declustering. The behavior of chained declustering lies in between. 
Disk Arrays Coupled with the SQ Policy
When the shortest queue policy SQ is used, however, the three variants exhibit very di erent behavior. (Figure 10 ). When most requests are reads, we observe that group-rotate declustering performs the best, and mirrored declustering the worst. The reason for this is that, under SQ, mirrored declustering only provides load balancing among reads between two queues, since each mirrored pair is independent of the other pairs. Group-rotate declustering replicates the data on each disk over N=2 disks. Therefore, the shortest queue policy has the ability to balance the load among N=2 queues. Consider chained declustering. Although the data is striped across all N disks, the contents of each disk is duplicated only on its two neighbors. Consequently, if an imbalance occurs at one disk, it can only be relieved by its immediate neighbors.
Although read requests still bene t from load balancing under group-rotate declustering when most requests are writes, the response times of write requests are longer than under mirrored and chained declustering, for the reasons given in the previous subsection. Therefore there is little di erence in the overall performance of the three variations. 
Disk Arrays Coupled with the MS Policy
Under the MS policy, a similar behavior for the three declustering variations is observed as under the SQ policy (Figure 11 ), i.e., the group-rotate declustering performs the best when most of the requests are reads, and mirrored declustering is the best when most of the requests are writes.
Di erent policies under Group-Rotate Declustering
We end this subsection by comparing di erent policies under the group-rotate declustering architecture. For the results shown in Figure 12 , the disk utilization varies roughly from 0.02 to 0.93. From the gure, we observe that RJ is signi cantly worse than the other two. When most of the requests are reads, there is little di erence between the MS and SQ policies. When most of the requests are writes, SQ outperforms MS. However, since the disk service times for read requests under MS are lower than under SQ, the throughput will be higher under the MS policy. 
Comparison of RAID 1 and RAID 5
The most signi cant advantage of RAID 5 over RAID 1 is its lower cost, since RAID 1 requires nearly double the number of disks in order to achieve the same capacity, or by using the same number of disks, RAID 1 only achieves half capacity as that of RAID 5. Given the high cost paid by RAID 1, we are interested in the performance gain achievable by RAID 1 over RAID 5.
In this subsection, we rst present an accurate priority queuing model for RAID 5 coupled with the AR policy. Then, using this model, we compare the performance of RAID 5 to that of the group-rotate declustering variant of RAID 1 coupled with the SQ policy. Henceforth, whenever there is no confusion, we will use RAID 1 to refer to group-rotate declustering coupled with SQ in the remainder of this section. The validation of the analytic model will be addressed later in Section 6.
An Analysis of RAID 5 coupled with the AR Policy
We consider a disk array of N disks. The disk model has been described in Section 2.3. Based on that model, the disk service time for a read request is (Equation (7)) Y r = X + T (9) and for a write request is Y w = X + T + R max (10) where X is the sum of seek and rotational latency, T is the transfer time (since we assumed a single block access, T = ), and R max is the full rotation time. (Note that after the read transfer time T, the disk needs to rotate to the beginning of the data block(s) and then writes it (them) back. The sum of this rotation and write transfer time is the same as the full rotation time R max .) For ease of reference, we introduce the following additional notation in our analysis:
: the arrival rate to the disk I/O subsystem; In our model, I/O requests are assumed to arrive to the disk array according to a Poisson process with rate . As shown in Figure 7 , two queues are maintained in front of each disk, one for read and write data requests (D queue), and the other for parity requests (P queue). When a request arrives at the subsystem, it is directed to disk i with probability p i , i = 1; 2; ; N. Therefore, the arrivals to the D queue of disk i are described by a Poisson process with parameter d (i) = p i , where a request is a read with probability p r and a write with probability p w = 1 ? p r . Arrivals to the P queue of disk i are described by a superposition of N ? 1 parity request generating processes which direct requests to disk i with probability 1=(N ? 1) . When N is large, it can be approximated by a Poisson process 15] with parameter p (i) = (1 ? p i )p w =(N ? 1). Strictly speaking, the N ? 1 parity generating processes are not independent of each other. However, when N is large, the correlations between these processes become small, and therefore we conjecture that they become independent in the limit as N ! 1. In fact, when N = 16, our simulation results yield a close match to those of our analysis. Last, the FCFS discipline is used within both the D and P queues.
Thus, disk i (i = 1; ; N) can be modeled as a two-priority class non-preemptive priority queue, where the service time for low priority customers (read and write requests in the D queue) is obtained by Equations (9) ; (11) and the rst two moments for S and R are derived from (3) and (5). Based on results for non-preemptive priority queues, the mean queuing delays at the P and D queues on disk i, i = 1; ; N, are ( 19] 
; (12) 
The mean read response time on disk i is Z r (i) = Q d (i) + X + ; (14) and the mean write response time is
Q p (j) + 2X + 2 + R max : (15) In (15) the rst two terms correspond to the mean delays while waiting to read the old block and read the old parity block (given by (13) and (12)), respectively; the third term corresponds to the mean seek and rotational latencies for both read operations; the fourth corresponds to the transfer times associated with the two read operations; the fth term corresponds to the rotation and subsequent parity block write required after reading the parity block.
Finally, the mean response times are averaged over all disks 
Performance Results
The results reported here for RAID 5 are obtained by setting p i = 1=N, i = 1; 2; ; N. Since in this study RAID 5 uses a small striping unit (4K bytes) and spreads data across multiple disks, it is reasonable to assume that requests go to each disk with equal probability.
The performance comparisons are conducted in two di erent ways. First, we let both RAID 1 and RAID 5 have the same capacity, i.e., the number of disks in RAID 1 is 2n, and in RAID 5 is n + 1, where n is selected to be 8 in our experiment. Second, we compare the two architectures with the same number of disks, where RAID 1 loses half of its useful capacity. The results are shown in Figure 13 , from which we observe that when both RAID 1 and RAID 5 have the same capacity, RAID 1 can support more than three times the arrival rate of I/O requests as RAID 5. When both arrays contain the same number of disks, RAID 1 can still support more than twice the number of I/O requests per second as compared to RAID 5. Therefore, we conclude that RAID 1 performs signi cantly better than RAID 5 in small I/O environments at the cost of doubling the number of disks or losing half of the capacity.
Disk Arrays for Supercomputing and Image Processing Systems
Applications such as supercomputing and image processing usually carry lower multiprogramming levels and, consequently, fewer I/O requests are issued per unit time. However, each I/O request typically accesses a large amount of data. Generally, computation parameters are moved in bulk from disks to memory resident data structures, and results are periodically written back to disks 14]. In this case, multiple disks work together as a single logical device providing a faster transfer rate 16] . As stated at the beginning of Section 2, the rotations of all disks in an array are assumed to be synchronized. Data is assumed to be striped across the disks in the same cylinder. Hence, since each I/O request accesses one or more stripes, the seek times are assumed to be the same for the disks storing a stripe.
Occasionally there may be a one-track di erence among the disks, but this is negligible. In the case of the mirrored declustering and group-rotate declustering architectures, disks are divided into two groups, one for each data copy. Thus seeks are considered to be synchronized within a group, but the two groups can service requests independently and can be modeled as servers with two separate request queues. Since all disks in the array may be involved in serving a request under chained declustering and RAID 5, they are assumed to be all synchronized and are modeled as a single server with a single request queue.
Variations of the RAID 1 Architecture
In this subsection, we rst present accurate analytic models for the chained declustering architecture, and then conduct a study of the performance of variations of RAID 1.
An Analysis of Chained Declustering
As described in Section 2, there are two ways to layout data under chained declustering, horizontal layout (HL) and vertical layout (VL).
Horizontal Layout: The horizontal layout favors write operations since the corresponding data belonging to the same stripe in the two copies (e.g., F 1 and f 8 in Figure 2 and 3) are located in the same cylinder. Therefore, a large write can update the two copies by moving the arm to the destination cylinder, updating the rst copy, followed by a rotational delay and then updating the second copy (recall that blocks belonging to the two copies residing on one disk are not the same). Hence, only one seek is needed. The disk service times for reads and writes are where Z r and Z w are the mean response times for read and write requests, respectively.
Vertical Layout: The vertical layout favors read requests, since the two copies of data are located on di erent cylinders with a space of C=2 tracks between copies, where C is the total number of cylinders on each device (see Section 2.1). Thus, a read can go to the copy closest to the current arm position. In any case, a read never seeks more than C=2 tracks. While the VL strategy reduces the read service time, it increases the overhead for write operations. When a write operation starts, the arm moves to the copy closest to the current arm position, updates the copy, and then moves C=2 tracks to update the other copy. Thus, the read and write service times are Y r = X + T; Y w = X + T + S c + R + T;
where X = S + R is the sum of seek time and rotational latency and S c is the seek time of C=2 tracks.
In a similar way, we can model the system by a M=G=1 queue and calculate the moments The moments X and X 2 are obtained from Equation (11) , where the calculations for the rst two moments of the shortest seek time S are given in Appendix A.
Performance Results
The performance of the three variations of RAID 1 is reported here by using the accurate models for chained declustering above and simulations for mirrored and group-rotate declustering. The number of disks in the array is assumed to be N = 64. If a disk has a capacity of 1G to 3G bytes, a disk array consisting of 64 such disks can yield 64G to 192G bytes of raw capacity, which provides ample capacity to replace mainframe disks.
Each request is assumed to access N s stripes plus a partial stripe tail, i.e., the request size is B = N s W + T s blocks, where W is the stripe width. In this study, we assume that N s has a geometric distribution with parameter q, and T s has the following distribution, 
where p f is the probability that a request is to perform a full stripe I/O. In other words, given a request contains a partial stripe tail, the size of the tail is uniformly distributed in a stripe. The mean request size B is assumed to be 256 blocks (1M bytes). 
We have studied the e ect that p f has on performance and have observed that the mean response time is insensitive to changes in p f in the case of RAID 1 (results not shown here) but that this is not true for RAID 5 (results shown in the next subsection). The results shown in Figure 14 are obtained for p f = 0:5. Figure 14 plots the mean I/O response time as a function of workload for read probabilities p r = 0:75 and p r = 0:25. The mirrored and group-rotate declustering behave the same in this case, and they perform better than chained declustering. Between the two data layout strategies of chained declustering, HL is observed to perform better than VL because of the high cost for writes under VL. However, as the read probability, p r , increases, the performance of VL approaches that of HL, and we have observed that when p r > 0:85, VL outperforms HL.
In Figure 15 and 16, we illustrate the maximum throughput supported by the three architectures as a function of the mean request size and the number of disks in the array, respectively. Clearly, mirrored and group-rotate provide a higher throughput than chained declustering.
Remark: The main reason that mirrored and group-rotate declustering outperform chained declustering above is that, by striping data across N disks, chained declustering typically supports one read at a time, while mirrored and group-rotate declusterings can do two reads simultaneously. Chained declustering, however, can be modi ed to support two simultaneous reads. Consider the chained architecture in Figure 2 . If we divide disk 0, 2, 4, and 6 to one group, and disk 1, 3, 5, 7 to another group, then each of the two groups contains all of the data blocks needed for a \large I/O". Therefore, the two groups can support two such large reads concurrently. This approach, however, increases the complexity of software and le systems, since data blocks read from each individual disk are not in the right order and must be reordered in a main memory bu er. There may be other approaches to improve the performance of chained declustering, but we leave their exploration as topics for future research.
RAID 1 vs. RAID 5 in Large I/O Environments
In the following, we brie y present an analytic model for synchronized RAID 5 and then compare it with RAID 1 for the cases of the two arrays having (1) identical capacity; and (2) the same number of disks, as we did in the small I/O context.
A RAID 5 Model for Large I/O Environments
Since we have assumed that all of the disks in the array are synchronized, the service time for a read request is Y r = X +T . For write requests, since a large I/O operation may involve several stripes of data, we distinguish between two cases. In the case of a full stripe write, where the data blocks to be updated start and end at stripe boundaries, the write service time is the same as that of a read because the parity block of each stripe can be calculated from the new data blocks. In this case, no extra read operation is needed. However, if either the starting block or the end block is not aligned with the stripe boundary, a partial stripe write occurs and a read-update procedure has to be followed. For simplicity, we assume that a partial stripe write is only required for the last stripe of each I/O, i.e., the starting block is always aligned with the stripe boundary 5]. This may yield an optimistic estimate of the performance of RAID 5.
Let p f be the probability that a write request is a full stripe write. For a partial stripe write, since it accesses multiple blocks from each disk, after reading out a block from the last stripe (for the purpose of a new parity block calculation) the disk will have rotated part way to the beginning of the N s data blocks. Therefore, instead of a full rotation, it only needs to rotate the remaining distance prior to writing back the new data. where the moments of transfer time T are obtained from Equation (18) . RAID 5 can now be modeled as a M=G=1 queue.
Comparison of RAID 1 and RAID 5
Response In this subsection, we compare the performances of RAID 1 and RAID 5 in a large I/O environment, in which the I/O request size is assumed to have the same distribution as described in Section 5.1.2, with a mean of 1M bytes.
First we compare RAID 1 and RAID 5 with the same capacity, i.e., the RAID 1 system contains 2n disks, whereas the RAID 5 system contains n + 1 disks (with n = 32). The results are shown in Figure 17 for di erent values of the p f , and RAID 1 is observed to be much better than RAID 5 in all cases. Figure 18 illustrates the situation in which both RAID 1 and RAID 5 contain the same number of disks. We observe from Figure 18 advantage of being able to perform concurrent reads. Hence, RAID 5 may exhibit better performance because of its shorter transfer time. However, as shown in Figure 18 (b), the performance of RAID 5 degrades rapidly as the full stripe probability p f decreases because of the additional disk service time required for the read-update procedure of partial stripe writes. When 30% of writes are to a partial stripe, RAID 1 is essentially equivalent to RAID 5 at high loads; and when half of the writes are to a partial stripe, RAID 1 is observed to outperform RAID 5. In Figure 19 and 20, we plot the maximum throughput supported by RAID 1 and RAID 5 as a function of transfer size or the number of disks. In general, RAID 1 provides higher throughput than RAID 5. The exception occurs when the same number of disks are used, most of requests are writes, and the transfer size per request is large (greater than 2MB). In this case, the throughput of RAID 5 is higher than RAID 1.
In the above discussions, we assumed that most of the I/O requests to RAID 5 perform full stripe I/O operations (p f > 0:5). This requires the le system or cache manager to be aware of the stripe width of the underling disk arrays. Whenever the number of disks in the array increases or decreases, the le systems or cache manager has to adapt to the change in order to maintain high performance. 
Simulation Validations
In the previous sections, we have developed a priority queuing model for RAID 5 supporting transaction and workstation environments, M=G=1 models for chained declustering and RAID 5 supporting scienti c and image processing systems. In order to validate the performance predicted by these models, we developed simulators for these disk array architectures. The distributions of seek times and rotational latencies are taken from Section 2.3. The simulations are conducted in the same way as those reported in Section 4.1. We observe that the analytical results match the simulation results very well. The estimate of the mean response times given by these queuing models lies within 3% of those given by simulation. In the case of low and moderate loads (device utilizations less than 80%), the di erences between the analysis and simulation results are less than 1.5%. Therefore, our analytic models provide accurate predictions on the performance of these disk array architectures.
Summary
The main contributions of this paper are the study of the design issues, development of mathematical models, and examination of the performance of di erent disk array architectures, both in small I/O and large I/O environments.
In particular, we studied existing disk array architectures and proposed a new architecture, called group-rotate declustering, which is a variation of RAID 1. We also presented scheduling policies suitable for di erent disk array architectures. As a result, group-rotate declustering provides the best performance in most cases, both in small and large I/O environments. Among the three scheduling policies for RAID 1 and its variants studied in this paper, both the shortest queue policy SQ and the minimum seek policy MS are good choices. While the rst-come-rst-serve discipline was assumed above, one can easily adopt other algorithms, such as SCAN or SSTF (shortest seek time rst) within each queue under the SQ and RJ policies. Preliminary tests using the SCAN algorithm show that the performance ordering of the SQ, RJ, and MS policies as observed under FCFS still holds. However, the RJ policy bene ts the most from SCAN, whereas the MS policy bene ts the least, due to the fact that the mean queue length under RJ is longer than under the other policies, and the MS policy already takes advantage of reducing seek times.
Last, from the above studies, we observe that the main impact on the performance of RAID 5 is the high cost of the partial stripe write. Researchers have looked at di erent ways to reduce this cost. The most attractive way is the Log-Structured File System 32, 9, 38, 39], in which many small writes are accumulated in cache and converted into a large full stripe write. Another way is called oating parity 24], where parity blocks are clustered into cylinders each containing a spare track. A new parity block, instead of being written in place, is written on the nearest unallocated block following the old parity block. The cost paid is that the controller has to keep a map of the locations of all parity blocks.
A Seek Time for the Vertical Data Layout in Chained Declustering
In this Appendix, we obtain the seek distance distribution and the rst two moments of seek times for the vertical data layout (VL) strategy in chained declustering (see Section 2.1 and 5.1.1).
Under the VL strategy, one copy of data is allocated to cylinders 0 to C=2 ? 1, and the other copy to cylinders C=2 to C ? 1. Thus if a stripe is located on cylinder j, then its duplicate is on cylinder (j + C=2) mod C. The arm always moves to the copy closest to the current arm position, and the seek distance never exceeds C=2. Let A be a r:v: denoting the current arm position, and I be a r:v: denoting the target cylinder for a request (which corresponds to two physical cylinders), I = 0; 1; ; C=2?1. We rst obtain the distribution of A, PfA = ig = a i . The status of the arm position can be modeled by a Markov chain n(t), n(t) = 0; 1; ; C ? 1. Following the assumptions made in Section 2.3 that the arm needs to move to serve a request with probability 1 ? p s , and the arm moves to any other C=2 ? 1 cylinders with equal probability, we have the following equations describing the stationary distribution of the Markov chain, Solving these linear equations yields the distribution of A.
We now obtain the distribution of the seek distance. For ease of discussion, we will assume that C is a multiple of 4. Again, following the notation introduced in Section 2. 
Finally, in a similar way as in equation (4) 
