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Abstract
In this paper, we address the verification problem of ordered multi-pushdown systems: A multi-
stack extension of pushdown systems that comes with a constraint on stack operations such
that a pop can only be performed on the first non-empty stack. First, we show that for an
ordered multi-pushdown system the set of all predecessors of a regular set of configurations is
an effectively constructible regular set. Then, we exploit this result to solve the global model
checking which consists in computing the set of all configurations of an ordered multi-pushdown
system that satisfy a given w-regular property (expressible in linear-time temporal logics or the
linear-time µ-calculus). As an immediate consequence of this result, we obtain an 2ETIME
upper bound for the model checking problem of w-regular properties for ordered multi-pushdown
systems (matching its lower-bound).
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1 Introduction
Automated verification of multi-threaded programs is an important and a highly challenging
problem. In fact, even when such programs manipulate data ranging over finite domains,
their control structure can be complex due to the handling of (recursive) procedure calls in
the presence of concurrency and synchronization between threads.
In the last few years, a lot of effort has been devoted to the verification problem for models
of concurrent programs (see, e.g., [7, 24, 15, 2, 25, 3, 13, 16]) where each thread corresponds
to a sequential program with (recursive) procedure calls. In fact, it is well admitted that
pushdown systems are adequate models for such kind of threads [10, 21], and therefore, it is
natural to model recursive concurrent programs as multi-stack systems.
In general, multi-stack systems are Turing powerful and hence come along with unde-
cidability of basic decision problems [20]. A lot of efforts have been nevertheless devoted
recently to the development of precise analysis algorithms of specific formal models of some
classes of programs [17, 11, 8, 22, 14].
Context-bounding has been proposed in [19] as a suitable technique for the analysis of
multi-stack systems. The idea is to consider only runs of the system that can be divided into
a given number of contexts, where in each context pop and push operations are exclusive
to one stack. The state space which may be explored is still unbounded in presence of
recursive procedure calls, but the context-bounded reachability problem is NP-complete even
in this case. In fact, context-bounding provides a very useful tradeoff between computational
complexity and verification coverage.
In [24], La Torre et al. propose a more general definition of the notion of a context. For
that, they define the class of bounded-phase visibly multi-stack pushdown systems (BVMPS)
where only those runs are taken into consideration that can be split into a given number of
phases, where each phase admits pop operations of one particular stack only. In the above
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case, the emptiness problem is decidable in double exponential time by reducing it to the
emptiness problem for tree automata.
Another way to regain decidability is to impose some order on stack operations. In [9],
Breveglieri et al. define ordered multi-pushdown systems (OMPS), which impose a linear
ordering on stacks. Stack operations are constrained in such a way that a pop operation is
reserved to the first non-empty stack. In [1], we show that the emptiness problem for OMPS
is in 2ETIME-complete. (Recall that 2ETIME is the class of all decision problems solvable
by a deterministic Turing machine in time 22dn for some constant d.) The proof of this result
lies in a complex encoding of OMPS into some class of grammars for which the emptiness
problem is decidable. Moreover, we prove that the class of ordered multi-pushdown systems
with 2k stacks are strictly more expressive than bounded-phase visibly multi-stack pushdown
systems with k phases.
In this paper, we consider the problem of verifying ordered multi-pushdown systems with
respect to a given w-regular property (expressible in the linear-time temporal logics [18] or
the linear-time µ-calculus [26]). In particular, we are interested in solving the global model
checking for ordered multi-pushdown systems which consists in computing the set of all
configurations that satisfy a given w-regular property. The basic ingredient for achieving
this goal is to define a procedure for computing the set of backward reachable configurations
from a given set of configurations. Therefore, our first task is to find a finite symbolic
representation of the possibly infinite state-space of an ordered multi-pushdown system. For
that, we consider the class of recognizable sets of configurations defined using finite state
automata [19, 2, 23].
Then, we show that for an ordered multi-pushdown systemM the set of all predecessors
Pre∗(C) of a recognizable set of configurations C is an effectively constructible recognizable
set. The proof of this result is done by induction on the number of stacks ofM. Technically,
we use a result given in [4] establishing that the set of configurations Cn, where the first
(n− 1) stacks are empty, from whichM can reach a configuration in C is recognizable and
effectively constructible. Then, to compute the intermediary configurations in Pre∗(C) when
the first (n − 1) stacks are not empty, we construct an ordered multi-pushdown system
M′ with (n − 1) stacks that: (1) performs the same operations on its stacks as the ones
performed byM on its first (n− 1) stacks, and (2) simulates a push operation ofM over
its n-th stack by a transition of the finite-state automaton accepting the recognizable set
of configurations Cn. Now, we can apply the induction hypothesis toM′ and construct a
finite-state automaton accepting the set of all predecessors Pre∗(C).
As an application of this result, we show that the set of configurations of an ordered
multi-pushdown system satisfying a given w-regular property is recognizable and effectively
constructible. Our approach also allows to obtain an 2ETIME upper bound for the model
checking problem of w-regular properties for ordered multi-pushdown systems (matching its
lower-bound [1]).
Related works: In [23], A. Seth shows that the set of predecessors of a recognizable set of
configurations of a bounded-phase visibly multi-stack pushdown system is recognizable and
effectively constructible. In fact, our results generalize the obtained result in [23] since any
bounded-phase visibly multi-stack pushdown system with k phases can be simulated by an
ordered multi-pushdown system with 2k stacks [1].
To the best of our knowledge, this is the first work that addresses the global model
checking for ordered multi-pushdown systems.
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2 Preliminaries
In this section, we introduce some basic definitions and notations that will be used in the
rest of the paper.
Integers: Let N be the set of natural numbers. For every i, j ∈ N such that i ≤ j, we use
[i, j] (resp. [i, j[) to denote the set {k ∈ N | i ≤ k ≤ j} (resp. {k ∈ N | i ≤ k < j}).
Words and languages: Let Σ be a finite alphabet. We denote by Σ∗ (resp. Σ+) the set
of all words (resp. non empty words) over Σ, and by  the empty word. A language is a
(possibly infinite) set of words. We use Σ to denote the set Σ ∪ {}.
Let u be a word over Σ. The length of u is denoted by |u|. For every j ∈ [1, |u|], we use
u(j) to denote the jth letter of u. We denote by uR the mirror of u.
Transition systems: A transition system (TS for short) is a triplet T = (C,Σ,→) where:
(1) C is a (possibly infinite) set of configurations, (2) Σ is a finite set of labels (or actions)
such that C ∩ Σ = ∅, and (3) →⊆ C × Σ × C is a transition relation. We write c a−→T c′
whenever c and c′ are two configurations and a is an action such that (c, a, c′) ∈→.
Given two configurations c, c′ ∈ C, a finite run ρ of T from c to c′ is a finite sequence
c0a1c1 · · · ancn, for some n ≥ 1, such that: (1) c0 = c and cn = c′, and (2) ci ai+1−−−→T ci+1 for
all i ∈ [0, n[. In this case, we say that ρ has length n and is labelled by the word a1a2 · · · an.
Let c, c′ ∈ C and u ∈ Σ∗. We write c u=⇒
n
T c′ if one of the following two cases holds: (1)
n = 0, c = c′, and u = , and (2) there is a run ρ of length n from c to c′ labelled by u. We
also write c u=⇒∗T c′ (resp. c u=⇒+T c′) to denote that c
u=⇒
n
T c′ for some n ≥ 0 (resp. n > 0).
For every C1, C2 ⊆ C, let TracesT (C1, C2) = {u ∈ Σ∗ | ∃(c1, c2) ∈ C1 × C2 , c1 u=⇒∗T c2}
be the set of sequences of actions generated by the runs of T from a configuration in C1 to a
configuration in C2.
For every C ′ ⊆ C, let PreT (C ′) = {c ∈ C | ∃(c′, a) ∈ C ′ × Σ , c a−→T c′} be the set of
immediate predecessors of C ′. Let Pre∗T be the reflexive-transitive closure of PreT , and let
Pre+T = PreT ◦ Pre∗T .
Finite state automata: A finite state automaton (FSA) is a tuple A = (Q,Σ,∆, I, F )
where: (1) Q is the finite non-empty set of states, (2) Σ is the finite input alphabet, (3)
∆ ⊆ (Q × Σ × Q) is the transition relation, (4) I ⊆ Q is the set of initial states, and
(5) F ⊆ Q is the set of final states. We represent a transition (q, a, q′) in ∆ by q a−→A q′.
Moreover, if I ′ and F ′ are two subsets of Q, then we use A(I ′, F ′) to denote the finite state
automaton defined by the tuple (Q,Σ,∆, I ′, F ′).
The size of A is defined by |A| = (|Q|+ |Σ|). We use T (A) = (Q,Σ,∆) to denote the
transition system associated with A. The language accepted (or recognized) by A is given
by L(A) = TracesT (A)(I, F ).
3 Ordered Multi-Pushdown Systems
In this section, we first recall the definition of multi-pushdown systems. Then ordered
multi-pushdown systems [9, 1] appear as a special case of multi-pushdown systems.
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3.1 Multi-pushdown systems
Multi-pushdown systems have one read-only left to right input tape and n ≥ 1 read-write
memory tapes (stacks) with a last-in-first-out rewriting policy. A transition is of the
form t = 〈q, γ1, . . . , γn〉−→〈q′, α1, . . . , αn〉. Being in a configuration (p, w1, . . . , wn), which is
composed of a state p and a stack content wi for each stack i, t can be applied if both q = p
and the i-th stack is of the form γiw′i for some w′i. Taking the transition, the system moves
to the successor configuration (q′, α1w′1, . . . , αnw′n).
I Definition 1. A multi-pushdown system (MPS) is a tupleM = (n,Q,Γ,∆) where n ≥ 1
is the number of stacks, Q is the finite set of states, Γ is the stack alphabet containing the
special stack symbol ⊥, and ∆ ⊆ (Q× (Γ)n)× (Q× (Γ∗)n) is the transition relation such
that, for all ((q, γ1, . . . , γn), (q′, α1, . . . , αn)) ∈ ∆ and i ∈ [1, n], we have:
|αi| ≤ 2.
If γi 6= ⊥, then αi ∈ (Γ \ {⊥})∗.
If γi = ⊥, then αi = α′i⊥ for some α′i ∈ Γ.
In the rest of this paper, we use 〈q, γ1, . . . , γn〉−→M〈q′, α1, . . . , αn〉 to denote that the
transition ((q, γ1, . . . , γn), (q′, α1, . . . , αn)) is in ∆. The size ofM, denoted by |M|, is defined
by (n+ |Q|+ |Σ|+ |Γ|).
A stack content ofM is a sequence from Stack(M) = (Γ \ {⊥})∗{⊥}. A configuration
ofM is a (n+ 1)-tuple (q, w1, . . . , wn) with q ∈ Q and w1, . . . , wn ∈ Stack(M). The set of
all configurations ofM is denoted by Conf (M).
The behavior of the MPSM is described by its corresponding TS T (M) defined by the
tuple (Conf (M),Σ,→) where Σ = ∆ and → is the smallest transition relation such that if
t = 〈q, γ1, . . . , γn〉−→M〈q′, α1, . . . , αn〉 then (q, γ1w1, . . . , γnwn) t−→T (M)(q′, α1w1, . . . , αnwn)
for all w1, . . . , wn ∈ Γ∗ such that γ1w1, . . . , γnwn ∈ Stack(M). Observe that the symbol ⊥
marks the bottom of a stack. According to the transition relation, ⊥ can never be popped.
3.2 Symbolic representation of MPS configurations
We show in this section how we can symbolically represent infinite sets of MPS configurations
using special kind of finite automata which were introduced in [23]. LetM = (n,Q,Γ,∆)
be a MPS. AM-automaton for accepting configurations ofM is a finite state automaton
A = (QM,Γ,∆M, IM, FM) such that IM = Q. We say that a configuration (q, w1, . . . , wn)
of M is accepted (or recognized) by A if and only if the word w = w1w2 · · ·wn is in
L(A({q}, FM)). (Notice that for every word w ∈ L(A({q}, FM)) there are unique words
w1, . . . , wn ∈ Stack(M) such that w = w1 · · ·wn.) The set of all configurations recognized
by A is denoted by LM(A). A set of configurations ofM is said to be recognizable if and
only if it is accepted by someM-automaton.
Finally, it is easy to see that the class ofM-automaton is closed under boolean operations
and that the emptiness and membership problems are decidable in polynomial time.
3.3 Ordered multi-pushdown systems
An ordered multi-pushdown system is a multi-pushdown system in which one can pop only
from the first non-empty stack (i.e., all preceding stacks are equal to ⊥).
I Definition 2. An ordered multi-pushdown system (OMPS for short) is a multi-pushdown
system (n,Q,Γ,∆) such that ∆ contains only the following types of transitions:
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〈q, γ, , . . . , 〉−→M〈q′, γ′′γ′, , . . . , 〉 for some q, q′ ∈ Q and γ, γ′, γ′′ ∈ (Γ \ {⊥}).
〈q, γ, , . . . , 〉−→M〈q′, , . . . , , γ′, , . . . , 〉 for some q, q′ ∈ Q and γ, γ′ ∈ (Γ \ {⊥}) (γ′ is
pushed on one of stacks 2 to n).
〈q,⊥, . . . ,⊥, γ, , . . . , 〉−→M〈q′, γ′⊥,⊥, . . . ,⊥, , . . . , 〉 for some q, q′ ∈ Q and γ, γ′ ∈
(Γ \ {⊥}) (γ is popped from one of the stacks 2 to n).
〈q, γ, , . . . , 〉−→M〈q′, , . . . , 〉 for some q, q′ ∈ Q and γ ∈ (Γ \ {⊥}).
For n ≥ 1, we call a MPS (resp. OMPS) a n-MPS (resp. n-OMPS) if its number of stacks
is equal to n.
4 Computing the set of predecessors for an OMPS
In this section, we show that the set of predecessors of a recognizable set C of configurations
of an OMPS is recognizable and effectively constructible (see Corollary 8). To simplify
the presentation, we can assune without loss of generality that the set C contains only
one configuration of the form (qf ,⊥, . . . ,⊥) where all the stacks are empty. This result is
established by Lemma 3.
I Lemma 3. Let M = (n,Q,Γ,∆) be an OMPS and A be a M-automaton. Then, it
is possible to construct, in time and space polynomial in (|M| + |A|), an OMPS M′ =
(n,Q′ ∪ {qf},Γ,∆′) where Q ⊆ Q′, qf /∈ Q′, and |M′| = O(|M|+ |A|) such that for every
c ∈ Conf (M), c ∈ Pre∗T (M)(LM(A)) if and only if c ∈ Pre∗T (M′)({(qf ,⊥, . . . ,⊥)}).
Proof. The proof is similar to the case of standard pushdown systems. Technically, this can
be done by adding to the OMPSM pop rules that check, in nondeterministic way, if the
current configurations belongs to LM(A) by simulating the finite state automaton A. J
In the following, we recall a result given in [4] establishing that the set of configurations
C ′ with empty first (n − 1) stacks (i.e., C ′ ⊆ Q × ({⊥})n−1 × Stack(M)) from which the
OMPSM can reach a configuration of the form (q,⊥, . . . ,⊥) where all the stacks are empty
is recognizable and effectively constructible.
I Lemma 4. LetM = (n,Q,Γ,∆) be an OMPS and q ∈ Q be a state. Then, it is possible to
construct, in time O(|M|2dn) with d is a constant, aM-automaton A such that |A| = O(|M|)
and c ∈ LM(A) if and only if c ∈ Pre∗T (M)({(q,⊥, . . . ,⊥)}) and c = (q′,⊥, . . . ,⊥, w) for
some q′ ∈ Q and w ∈ Stack(M).
Proof. To prove Lemma 4 in [4], we have defined the class of effective generalized pushdown
systems (EGPS) where operations on stacks are (1) pop the top symbol of the stack, and (2)
push a word in some (effectively) given set of words L over the stack alphabet, assuming that
L is in some class of languages for which checking whether L intersects regular languages is
decidable. We have shown in [4] that the automata-based saturation procedure for computing
the set of predecessors in standard pushdown systems [5] can be extended to prove that for
EGPS too the set of all predecessors of a recognizable set of configurations is an effectively
constructible recognizable set.
Then, we have shown that, given an OMPSM with n stacks, it is possible to construct
an EGPS P, whose pushed languages are defined by OMPSs with (n− 1) stacks, such that
the following invariant is preserved: The state and the stack’s content of P are the same
as the state and the content of the n-th stack ofM when its first (n− 1) stacks are empty.
Thus, the saturation procedure for EGPS can be used to show that Lemma 4 holds. J
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Next, we state our main theorem which is a generalization of the result obtained in [23].
I Theorem 5. Let M = (n,Q,Γ,∆) be an OMPS and q ∈ Q be a state. Then, it is
possible to construct, in time O(|M|2dn) where d is a constant, aM-automaton A such that
|A| = O(|M|2dn) and LM(A) = Pre∗T (M)({(q,⊥, . . . ,⊥)}).
Proof. We proceed by induction on the number of stacks of the OMPSM.
Basis. n = 1. Then, M is a pushdown system. From [5], we know that the emptiness
problem forM can be solved in time polynomial in |M|.
Step. n > 1. Then, we can use Lemma 4 to construct, in timeO(|M|2d′n) with d′ is a constant
(we assume w.l.o.g that d′ < d), aM-automaton A′ = (QA′ ,Γ,∆A′ , Q, FA′) such that |A′| =
O(|M|) and (q′′,⊥, . . . ,⊥, w) ∈ LM(A) if and only if (q′′,⊥, . . . ,⊥, w) τ
′
=⇒
∗
T (M) (q,⊥, . . . ,⊥)
for some τ ′ ∈ ∆∗. Afterwards, we assume w.l.o.g that theM-automaton has no -transitions.
LetM[1,n[ = (n,Q,Γ,∆[1,n[) be the OMPS built fromM by discarding the set of pop
operations of M over the nth stack. Formally, we have ∆[1,n[ = ∆ ∩
(
(Q × (Γ)n−1 ×
{})× (Q× (Γ∗)n)). Then, it is easy to see that for every configuration (q′, w1, . . . , wn) in
Pre∗T (M′)({(q,⊥, . . . ,⊥)}), there are q′′ ∈ Q, w ∈ Stack(M), τ ′ ∈ ∆∗, and τ ∈ ∆∗[1,n[ such
that:
(q′, w1, . . . , wn)
τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, w)
τ ′=⇒∗T (M) (q,⊥, . . . ,⊥)
Since the OMPS M[1,n[ can only have push operations over its n-th stack, we have
(q′, w1, . . . , wn)
τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, w) if and only if there is v ∈ (Γ \ {⊥})∗ such that
w = vwn and (q′, w1, . . . , wn−1,⊥) τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, v).
On the other hand, letM′ = (n−1, Q×QA′ ,Γ,∆′) be an (n−1)-OMPS built up from the
OMPSM[1,n[ and the FSA A′ such that 〈(q1, p1), γ1, . . . , γn−1〉−→M′〈(q2, p2), α1, . . . , αn−1〉
if and only if 〈q1, γ1, . . . , γn−1, 〉−→M[1,n[〈q2, α1, . . . , αn−1, αn〉 and p2
αn=⇒∗T (A′) p1 for some
αn ∈
(
(Γ\{⊥})∪{}). In fact, the OMPSM′ defines a kind of synchronous product between
the pushed word over the n-th stack of OMPSM[1,n[ and the reverse of the input word of
the FSA A′. Observe that the size of the constructed (n− 1)- OMPSM′ is O(|M|2)).
Then, the relation between M′, M[1,n[, and A′ is given by Lemma 6 which follows
immediately from the definition ofM′.
I Lemma 6. ((q1, p1), w1, . . . , wn−1) ς=⇒∗T (M′) ((q2, p2),⊥, . . . ,⊥) if and only if there is a v ∈
(Γ \ {⊥})∗ such that (q1, w1, . . . , wn−1,⊥) τ=⇒∗T (M[1,n[) (q2,⊥, . . . ,⊥, v⊥) and p2
v=⇒∗T (A′) p1.
Now, we can apply the induction hypothesis to M′ to show that for every (q′′, p′′) ∈
Q×QA′ , it possible to construct , in time O(|M|2d(n−1)+2), aM′-automaton A(q′′,p′′) such
that |A(q′′,p′′)| = O(|M|2d(n−1)+2) and LM′(A(q′′,p′′)) = Pre∗T (M′)({((q′′, p′′),⊥, . . . ,⊥)}).
From the M′-automaton A(q′′,p′′) and the M-automaton A′, we can construct a M-
automaton A such that (q′, w1, . . . , wn) ∈ LM(A) if and only if there are q′′ ∈ Q and
p′, p′′ ∈ QA such that: (1) q′′ ⊥
n−1
====⇒∗T (A′)p′′, (2) ((q′, p′), w1, . . . , wn−1) ∈ LM′(A(q′′,p′′)), and
(3) p′ wn==⇒∗T (A′)p for some p ∈ FA′ . Observe that such an automaton A of the size O(|M|2
dn)
(by taking d as big as needed) is effectively constructible from A(q′′,p′′) and A′ using standard
automata operations. Moreover, we have:
I Lemma 7. LM(A) = Pre∗T (M)({(q,⊥, . . . ,⊥)}).
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Proof. (⊆) Let (q′, w1, . . . , wn) ∈ LM(A). Then, there are q′′ ∈ Q and p′, p′′ ∈ QA such
that: (1) q′′ ⊥
n−1
====⇒∗T (A′)p′′, (2) ((q′, p′), w1, . . . , wn−1) ∈ LM′(A(q′′,p′′)), and (3) p′
wn==⇒∗T (A′)p
for some p ∈ FA′ .
So, we can apply Lemma 6 to the run ((q′, p′), w1, . . . , wn−1)
ς=⇒∗T (M′) ((q′′, p′′),⊥, . . . ,⊥)
to show that there is v ∈ Γ∗ such that (q′, w1, . . . , wn−1,⊥) τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, v) and
p′′ v=⇒∗T (A′) p′. Thus, we have (q′, w1, . . . , wn−1, wn)
τ=⇒∗T (M) (q′′,⊥, . . . ,⊥, vwn).
Now, we can use the runs q′′ ⊥
n−1
====⇒∗T (A′)p′′, p′′
v=⇒∗T (A′) p′, and p′
wn==⇒∗T (A′)p to show that
(q′′,⊥, . . . ,⊥, vwn) ∈ LM(A′). This implies that (q′′,⊥, . . . ,⊥, vwn) τ
′
=⇒∗T (M) (q,⊥, . . . ,⊥).
Hence, we have (q′, w1, . . . , wn) ∈ Pre∗T (M)({(q,⊥, . . . ,⊥)}) and therefore LM(A) ⊆
Pre∗T (M)({(q,⊥, . . . ,⊥)}).
(⊇) Let (q′, w1, . . . , wn) ∈ Pre∗T (M)({(q,⊥, . . . ,⊥)}). Then, there are q′′ ∈ Q, v ∈ Γ∗,
τ ′ ∈ ∆∗, and τ ∈ ∆∗[1,n[ such that:
(q′, w1, . . . , wn)
τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, vwn)
τ ′=⇒∗T (M) (q,⊥, . . . ,⊥)
Since (q′′,⊥, . . . ,⊥, vwn) τ
′
=⇒∗T (M)(q,⊥, . . . ,⊥), we have (q′′,⊥, . . . ,⊥, vwn) ∈ LM(A′).
This implies that there are p′, p′′ ∈ QA′ and p ∈ FA′ such that q′′ ⊥
n−1
====⇒∗T (A′)p′′, p′′
v=⇒∗T (A′) p′,
and p′ wn==⇒∗T (A′)p.
On the other hand, we can show (q′, w1, . . . , wn−1,⊥) τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, v) since
we have (q′, w1, . . . , wn)
τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, vwn).
Then, we can apply Lemma 6 to (q′, w1, . . . , wn−1,⊥) τ=⇒∗T (M[1,n[) (q′′,⊥, . . . ,⊥, v) and
p′′ v=⇒∗T (A′) p′ to show that ((q′, p′), w1, . . . , wn−1)
ς=⇒∗T (M′) ((q′′, p′′),⊥, . . . ,⊥). This im-
plies that ((q′, p′), w1, . . . , wn−1) ∈ LM′(A(q′′,p′′)). Now, we can use the definition of the
M-automaton A to show that (q′, w1, . . . , wn) ∈ LM(A) since we have q′′ ⊥
n−1
====⇒∗T (A′)p′′,
((q′, p′), w1, . . . , wn−1) ∈ LM′(A(q′′,p′′)), and p′ wn==⇒∗T (A′)p with p ∈ FA′ . Hence, we have
LM(A) ⊇ Pre∗T (M)({(q,⊥, . . . ,⊥)}).
This terminates the proof of Lemma 7. J
This terminates the proof of Theorem 5. J
As an immediate consequence of Theorem 5 and Lemma 3, we obtain:
I Theorem 8. LetM = (n,Q,Γ,∆) be an OMPS and A′ be aM-automaton. Then, it is
possible to construct, in time O((|M|+ |A′|)2dn) where d is a constant, aM-automaton A
such that |A| = O((|M|+ |A′|)2dn) and LM(A) = Pre∗T (M)(LM(A′)).
We can extend the previous result to show that the operator Pre+ preservers also
recognizability.
I Theorem 9. LetM = (n,Q,Γ,∆) be an OMPS and A′ be aM-automaton. Then, it is
possible to construct, in time O((|M|+ |A′|)2dn) where d is a constant, aM-automaton A
such that |A| = O((|M|+ |A′|)2dn) and LM(A) = Pre+T (M)(LM(A′)).
Proof. For Pre+, it is sufficient to construct a M-automaton that recognizes the set
PreT (M)(LM(A)) which is an easy extension of the construction given in [6] for standard
pushdown systems. J
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5 Applications to Linear-Time Global Model Checking
5.1 The repeated state global reachability problem
Let M = (n,Q,Γ,∆) be an ordered multi-pushdown system. In the this section, we are
interested in solving the repeated state global reachability problem which consists in computing,
for a given state qf ∈ Q, the set of all configurations c ofM such that there is an infinite
run of T (M) starting from c that visits infinitely often the state qf .
To this aim, let us introduce the following notation: For every i ∈ [1, n], we denote by
M[1,i] = (n,Q,Γ,∆[1,i]) the OMPS built fromM by discarding pop operations ofM over
the last (n− i) stacks. Formally, we have ∆[1,i] = ∆∩
((
Q× (Γ)i× ({})n−i
)× (Q× (Γ∗)n)).
For every i ∈ [1, n], and every (q, γ) ∈ Q × (Γ \ {⊥}), let C(q,γ)i denote the set of all
configurations (q, w1, . . . , wn) ∈ Conf (M) such that w1 = · · · = wi−1 = ⊥ and wi = γu for
some u ∈ Stack(M). Moreover, let c(q,γ)i be the configuration (q, w1, . . . , wn) ofM such that
wi = γ⊥ and wj = ⊥ for all j 6= i. Then, the solution of the repeated state global reachability
problem is based on the following fact:
I Theorem 10. Let c be a configuration ofM and qf be a state ofM. There is an infinite
run starting from c that visits infinitely often the state qf if and only if there is i ∈ [1, n],
q ∈ Q, and γ ∈ Γ such that:
1. c ∈ Pre∗T (M)(C(q,γ)i ), and
2. c(q,γ)i ∈ Pre+T (M[1,i])
(
Pre∗T (M[1,i])(C
(q,γ)
i ) ∩ ({qf} × (Stack(M))n)
)
.
Proof. (⇒) : Let ρ = c0t0c1t1c2t2 · · · be an infinite run of T (M) starting from c0 = c.
Recall that for every j ∈ N, cj is a configuration of M and tj is a transition of M
such that cj
tj−−→ T (M) cj+1. Let i ∈ [1, n] be the maximal index such that for every j ∈
N, there is kj ≥ j such that tkj is a pop transition over the i-th stack of M. Hence,
from the definition of i, there is r ∈ N such that for every h ≥ r, there is dh ∈ [1, i]
such that the transition th is a pop transition over the dh-th stack of M. This implies
that for every h ≥ r, we have ch th−−→ T (M[1,i]) ch+1. Moreover, we must have ckj is in
Q× ({⊥})i−1 × ((Γ \ {⊥})∗ · Stack(M))× (Stack(M))n−i since tkj is a pop operations over
the i-th stack ofM.
Construct a sequence pi = cj0cj1cj2 · · · of configurations of M as follows: cj0 is the
first configuration of ρ such that j0 ≥ r and tj0 is a pop transition over the i-stack ofM,
for every ` > 0, cj` is the first configuration of ρ such that j` > j`−1 and tj` is a pop
transition over the i-stack ofM. Recall that, by definition, we have for every l ∈ N, cjl is in
Q× ({⊥})i−1 × ((Γ \ {⊥})∗ · Stack(M))× (Stack(M))n−i.
Now, for every l ≥ 0, let pi(l) be the suffix of pi starting at cjl , and let m(l) be the minimal
length of the configurations of pi(l), where the length of a configuration is defined as the
length of its i-th stack.
Construct a subsequence pi′ = cz0cz1cz2 · · · of pi as follows: cz0 is the first configuration of
pi of length m(0); for every l > 0, czl is the first configuration of pi(zl−1+1) of length m(zl−1+1).
Since the number of states and stack symbols is finite, there exists a subsequence
pi′′ = cx0cx1cx2 · · · of pi′ whose elements have all the same state q, and the same symbol γ
on the top of the i-th stack. Observe that cx0 , cx1 , cx2 , . . . are in C
(q,γ)
i .
Since ρ is an accepting run, there is an index b ≥ 1 and a configuration cqf with state qf
such that:
c0
τ=⇒∗T (M) cx0 τ
′
=⇒+T (M) cqf
τ ′′=⇒∗T (M) cxb
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Since c0 = c and cx0 ∈ C(q,γ)i , we have c ∈ Pre∗T (M)(C(q,γ)i ), and so (1) holds.
Due to the definition of pi (and so, pi′ and pi′′), we have
cx0
τ ′=⇒+T (M[1.i])cqf
τ ′′=⇒∗T (M[1,i]) cxb
Since cx0 ∈ Q × ({⊥})i−1 × ((Γ \ {⊥})∗ · Stack(M)) × (Stack(M))n−i, then there are
wi, wi+1, . . . , wn ∈ Stack(M) such that cx0 = (q,⊥, . . . ,⊥, γwi, wi+1, . . . , wn). Due to the
definition of the subsequence pi′ and pi′′ all the configurations of ρ between cx0 and cxb have
a content of the l-th stack (with i ≤ l ≤ k) of the form w′lwl. In particular, the configuration
cqf is of the form (qf , u1, . . . , ui−1, uiwi, ui+1wi+1, . . . , unwn) and the configuration cxb is of
the form (q,⊥, . . . ,⊥, γviwi, vi+1wi+1, . . . , vnwn). This implies:
c
(q,γ)
i = (q,⊥, . . . ,⊥, γ,⊥, . . . ,⊥) τ
′
=⇒+T (M[1,i])(qf , u1, . . . , ui−1, ui, ui+1, . . . , un)
and
(qf , u1, . . . , ui−1, ui, ui+1, . . . , un)
τ ′′=⇒∗T (M[1,i]) (q,⊥, . . . ,⊥, γvi, vi+1, . . . , vn)
Consequently, (2) holds, which concludes the proof.
(⇐) : It is easy to see that we can use (1) and (2) to construct a run starting from c that
visits infinitely often the state qf .
J
Since the sets of configurations C(q,γ)i and ({qf} × (Stack(M))n) are recognizable, we
can use Theorem 8 and Theorem 9 to constructM-automata recognizing Pre∗T (M)(C(q,γ)i )
and Pre+T (M[1,i])
(
Pre∗T (M[1,i])(C
(q,γ)
i ) ∩ ({q} × (Stack(M))n)
)
. Hence, we can construct a
M-automaton that recognizes the set of all configurations c of M such that there is an
infinite run of T (M) starting from c that visits infinitely often the state qf .
I Theorem 11. Let M = (n,Q,Γ,∆) be an OMPS and q ∈ Q be a state. Then, it is
possible to construct, in time O((|M|)2dn) where d is a constant, a M-automaton A such
that |A| = O((|M|)2dn) and for every configuration c ∈ Conf (M), c ∈ LM(A) if and only if
there is an infinite run of T (M) starting from c that visits infinitely often the state q.
5.2 w-regular properties
In this section, we assume that the reader is familiar with w-regular properties expressed in
the linear-time temporal logics [18] or the linear time µ-calculus [26]. For more details, the
reader is referred to [18, 28, 26, 27].
Let ϕ be an w-regular formula built from a set of atomic propositions Prop, and let
M = (n,Q,Γ,∆) be an OMPS with a labeling function Λ : Q→ 2Prop associating to each
state q ∈ Q the set of atomic propositions that are true in it. In the following, we are
interested in solving the global model checking problem which consists in computing the set of
all configurations c ofM such that every infinite run starting from c satisfies the formula ϕ.
To solve this problem, we adopt an approach similar to [6, 5] and we construct a Buchi
automaton B¬ϕ over the alphabet 2Prop accepting the negation of ϕ [28, 27]. Then, we
compute the product of the OMPSM and of the Bu¨chi automaton B¬ϕ to obtain an n-OMPS
M¬ϕ with a set of repeating states G. Now, it is easy to see that the original problem
can be reduced to the repeated state global reachability problem which compute the set of
all configurations c such that there is an infinite run of T (M) starting from c that visits
infinitely often a state in G. Hence, as an immediate consequence of Theorem 11, we obtain:
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I Theorem 12. Let M = (n,Q,Γ,∆) be an OMPS with a labeling function Λ, and let ϕ
be a linear time µ-calculus formula or linear time temporal formula. Then, it is possible to
construct, in time O((2|ϕ| · |M|)2dn) where d is a constant, a M-automaton A such that
|A| = O((2|ϕ| · |M|)2dn) and for every configuration c ∈ Conf (M), c ∈ LM(A) if and only if
there is an infinite run of T (M) starting from c that does not satisfy ϕ.
Proof. It is well known that it is possible to construct, in time exponential in |ϕ|, a Bu¨chi
automaton B¬ϕ for the negation of ¬ϕ having exponential size in |ϕ| [28, 26]. Therefore, the
product ofM and B¬ϕ has polynomial size in |M| and exponential size in |ϕ|. Applying
Theorem 11 to the n-OMPS M¬ϕ (the product of M and B¬ϕ) of size O(2|ϕ| · |M|) we
obtain our complexity result. J
Observe that we can also construct aM-automaton A′ such that for every configuration
c ∈ Conf (M), c ∈ LM(A) if and only if every infinite run of T (M) starting from c that
satisfies ϕ since the class ofM-automata is closed under boolean operations.
We are now ready to establish our result about the model checking problem for w-regular
properties which consists in checking whether, for a given configuration c of the OMPS, every
infinite run starting from c satisfies the formula ϕ.
I Theorem 13. The model checking problem for the linear-time temporal logics or the
linear-time µ-calculus and OMPSs is 2ETIME-complete.
Proof. The 2ETIME upper bound is established by Theorem 12. To prove hardness, we
use the fact that the emptiness problem for ordered multi-pushdown automata is 2ETIME-
complete [1]. J
6 Conclusion
We have shown that the set of all predecessors of a recognizable set of configurations of an
ordered multi-pushdown system is an effectively constructible recognizable set. We have also
proved that the set of all configurations of an ordered multi-pushdown system that satisfy a
given w-regular property is effectively recognizable. From these results we have derived an
2ETIME upper bound for the model checking problem of w-regular properties.
It may be interesting to see if our approach can be extended to solve the global model-
checking problem for branching time properties expressed in CTL or CTL∗ by adapting the
constructions given in [5, 12] for standard pushdown systems.
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