Semiconducting transition metal dichalcogenides (STMDC) are two-dimensional (2D) crystals characterized by electron volt size band gaps, spin-orbit coupling (SOC), and d-orbital character of its valence and conduction bands. We show that these materials carry unique exciton quasiparticles (electron-hole bound states) with energy within the gap but which can "collapse" in the strong coupling regime by merging into the band structure continuum. The exciton collapse seems to be a generic effect in these 2D crystals.
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Isolation of graphene in 2004
1 opened up a new field in condensed matter physics: 2D crystals 2 . Having found a stable 2D crystal, the scientific community began searching for other 2D systems with different properties 3 . A particularly interesting family of materials is the transition metal dichalcogenides (TMDC) with chemical formula MC 2 , where M is a transition metal and C a chalcogen (C = S, Se,Te) 4 . At their thinnest, these systems are composed of three atomic layers: one layer of M atoms is sandwiched by two C atom layers. In each layer, atoms form a triangular lattice so that the material resembles graphene where instead of A and B sublattices one has different types of atoms found in different planes. These materials show a large class of ground states that vary from metallic or semiconducting to superconducting or charge density wave (CDW) depending on the M atom. The variety of many-body ground states arise due to the d-orbital nature of the electrons which naturally lead to strong electron correlations 5 . Within this family, there are several elements that are semiconducting (MoS 2 , MoSe 2 , WS 2 , WSe 2 , etc) with a band gap with energy in the visible frequency range, between 1 eV to 3 eV, and with striking electronic 6 and optical 7 properties. Hence, because of their ultimate thickness and softness these materials can play an important technological role in flexible electronics, flexible photovoltaics, among others. Moreover, due to the dnature of the orbitals, the valence and conduction bands are characterized by large density of states. Aditionally, with the presence of heavy M atoms, the SOC can be enhanced allowing for unique physical phenomena in a truly 2D crystal.
A fascinating aspect of the band structure of several STMDC's is that the low-energy behavior, close to the band edges, can be described by a "massive" Dirac Hamiltonian where the band gap is proportional to the mass of the electrons 8 . In this paper, we study the dielectric screening of these unique systems and the binding of electrons and holes into exciton quasiparticles (EQ). The energy of EQ resides within the gap of the STMDC but in the strong coupling regime (to be defined below) we find that EQs can actually merge with the valence (conduction) continuum leading to something akin to the "atomic collapse" or "fall to the center" effect. This phenomenon, predicted for heavily charged impurities in graphene in 2007 9 , was only observed recently 10 . We show that the same situation can occur in STMDC without the need of impurities but as a result of the internal electron-hole interaction in these materials.
The starting point of our discussion is the low-energy Hamiltonian used to model the band structure close to K and K points in the Brillouin zone 8 :
where τ is the valley index, a is the lattice constant, t is the hopping energy, ∆ is the "mass" term, and λ is the SOC parameter. In this model, the masses of electrons and holes are set to be equal and trigonal warping is neglected 11 . These effects can be added to (1) but they do not affect qualitatively the results here. The values for the constants in Eq. (1) are given in Ref. [8] . The Hamiltonian (1) is block-diagonal and the spins are uncoupled. This allows us to treat the spin sub-Hamiltonians separately, leading to a simplified 2 × 2 matrix:
where µ is the chemical potential (which can be tuned by an applied electric field), m ± = (∆ ∓ λτ )/(2τ ), and µ * ± = µ ∓ τ λ/2. Equation (2) spin-up and spin-down Green's functions are given by:
In order to understand the electron-electron interactions in these materials it is important to study the behavior of the dielectric function. In the random phase approximation (RPA), the polarization function is given by the density-density correlation:
In the low temperature regime, T → 0, and long wavelenght limit, q → 0, we find:
For a vanishing gap, 2|m l | → 0, the result approaches the graphene polarization function 12 . One important difference is the fact that the imaginary part of the productω l P (q,ω l ), proportional to the low-q conductivity, is not constant forω l > E l . Instead, it has a maximum at E l =ω l which is the consequence of a diverging density of states at the extremal points of the bands. For undoped or ungated crystals, the chemical potential is located in the gap region, the conduction band is empty, and the conductivity becomes finite only for ω l = 2|m l |. As the system becomes n-doped,ω l P (q,ω l ) is nonzero at ω l > 2µ * l since interband transitions with smallerω l are forbidden. We plot the polarization function for several values of E l in Fig. 1 . If the Fermi level is in the gap, the real part of polarization is always negative. This means that the dielectric function
, where 0 is the external dielectric constant, never changes sign and there are no collective charge excitations such as plasmons. Conversely, allowing electrons to populate the conduction band allows RPA to pass through zero, giving rise to plasmonic behavior.
The screened Coulomb interaction between charge particles is given by the static polarization function. Since we are interested in excitons, we treat the case where the Fermi level is in the middle of the gap. Straightforward manipulations of Eq. (5) at T = 0 yield:
The asymptotic behavior of F (Q) is given by:
The full system polarization is obtained by doubling Eq. (7) to account for the valley degeneracy and summing over l = ±1 to take care of both spins. Dividing the Coulomb term 2πe 2 /q by the static RPA gives the screened interaction potential. Taking the inverse Fourier transform of V RPA (q) results in:
where v = ta. For very small r, we can use the large-Q approximation for F (Q) in Eq. (10) . This removes all x-dependence from the denominator in (10) and results in a simple renormalization of the coupling constant α → α/(1 + απ/2) which is identical to the static screening in single layer graphene 12 . In the opposite limit of large r, there is no such renormalization and the Coulomb interaction remains unscreened. We are considering excitons where the distance r between an electron and a hole is much larger than the lattice constant a as the mass gap m l is much smaller than the electron mass, and hence the exciton radius much larger than the Bohr radius.
Having established the nature of the Coulomb interaction in the system, we now turn our attention to the EQ. In order to keep the notation as simple as possible, we will dispense with the details of the SOC and simply denote the size of the gap by 2m l , keeping in mind that this quantity depends on the spin and the valley. It is convenient to perform a particle-hole transformation so that the electron and hole free Hamiltonians become: 
Diagonalizing the Hamiltonian gives two branches with
Positive energies correspond to the states in the electron and hole bands while the negative ones represent the states in the electron and hole "seas". The total Hamiltonian for two particles without interactions is given by the tensor product H 2 = H e ⊗ I + I ⊗ H h 13 :
(13) When dealing with excitons, one works in the center-ofmass frame of reference. Since in the model the masses of electrons and holes are the same, the momenta must be opposite. Setting p = −k results in four eigenvalues: ±2 m 2 l + 2 v 2 k 2 and a doubly degenerate 0. The zero energy eigenstates arise from the cases when the system has a single electron or a hole and its complementary particle is in its sea. This way, since they have the same momentum, they give equal and opposite contributions to the total energy. The negative eigenvalue corresponds to the situation where both the electron and the hole are in their respective seas. Finally, the positive eigenvalue is what we are interested in. There, an electron is found in the electron band and the hole is the hole band. This can be regarded as an excitonic state with a vanishingly weak interaction. Therefore, the states of interest constitute a subspace of a full Hilbert space describing a two-particle system.
If we go back to the laboratory frame and investigate the kinetic energy of the exciton, k → K/2 − q and p → K/2 + q. Here, q is the motion in the center of mass frame and K is the momentum of the center of mass. Diagonalizing Eq. (13), one cannot separate the two momenta. However, assuming that q K, it is possible to estimate the kinetic energy as E K ≈ 2 m 2 l + 2 v 2 K 2 /4. It is possible to keep the masses of electrons and holes different. One particular case of interest is when one of these masses goes to infinity. In this case, the problem reduced to a particle moving in the field of a charged impurity. Careful expansion of the two-particle eigenvalues gives m 2 l + 2 v 2 k 2 for the excitonic energy, where m l is finite. The collapsing states of this system were treated in Ref. 14. In the case of equal masses, the minimum energy of exciting an electron to the conduction band from the valence band is 2m l . We set up the bands in such a way that zero energy is located half-way between their extrema. This results in a reduced excitonic Hamiltonian:
where we have included the interaction term. Note that compared to the impurity problem 14 , the momentum is doubled since the electron and hole are moving with the same momentum. We can perform a variable transformation 2q → p, r → 2x to preserve the commutation relation, yielding:
withᾱ = α/2. Notice that for the exciton problem the effective fine structure constantᾱ is half of the impurity case because of the doubling in the momentum. Equation (15) describes a massive Dirac particle in an attractive Coulomb potential of a single charge with coupling that is 2c/(vκ) times stronger than the vacuum fine structure constant. The energies of the bound states are given by 14 :
where n is the principal quantum number and j = ±1/2, ±3/2 . . . is the angular momentum quantum number. These determine the binding energies for the EQ and can be measured, say, by optical means. The optical absorption energies are given by the sum of m l and Eq. (16) since as n → ∞, this sum approaches the size of the gap. Notice that forᾱ > 1/2, some energies become imaginary. This is caused by the breakdown of the point-charge treatment of the center of the Coulomb well and is usually remedied by a regularization procedure, as we discuss below. For now, we avoid this problem by choosingᾱ < 1/2 to illustrate a particular case. As an example, we pick MoS 2 (gap of 1.66 eV) on a SiC substrate ( 0 ≈ 5.5 andᾱ ≈ 0.42) 8 . Fig. 2 shows the exciton energies in this case.
For a regular Coulomb potential, the energies in Eq. (16) for the states are always positive. At sufficiently largeᾱ, however, the energy "dives" to negative value until it eventually merges with the valence band at E = −m. To analyze this phenomenon, we need to introduce a regularization procedure to deal with the singularity of the Coulomb interaction. This entails imposing a potential cutoff at x = a/2 above which the interaction retains its usual 1/x form and for x < a/2 it becomes −2 vᾱ/a.
The form of the solution to Eq. (15) that we impose is:
Setting E → −m and solving Eq. (15) for x > a/2 yields 14 :
where ν = 2 ᾱ 2 − j 2 , K n is a modified Bessel function, and N is the normalization constant. Similarly, for x < a/2, the result becomes 14 :
with k = 2 ᾱ 2 − S 2 lᾱ /a. The solutions need to be matched at the boundary so that: resulting in:
The lowest energy levels, corresponding to j = 1/2, are the first to merge with the continuum. We determine the smallest values of α that satisfy Eq. (23) for a given S l at j = 1/2 and plot the result in Fig. 3 . We also show where four STMDC's are located in the phase diagram depending on the dielectric screening. Suspended samples with 0 = 1 are all located in the supercritical regime. On the other hand, samples placed on BN with 0 ≈ 2.63 are located in the subcritical regime. Therefore, in order to possibly observe the excitonic collapse, for S l ≈ 1 one needs to work substrates with 1 < 0 ≤ 1.25.
In conclusion, we have analyzed a long wavelength model for STMDC's and obtained both the long-range and static polarization functions. We used the latter to determine the screening of Coulomb interactions in the system. This allowed us to solve for the energy levels of exciton quasiparticles. In addition, we obtained an equation which gives the critical coupling α in a system that leads to a so-called excitonic collapse. Our results indicate that this phenomenon should be omnipresent in this class of materials.
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