We propose a non-monotone line search combination rule for unconstrained optimization problems, the corresponding non-monotone search algorithm is established and its global convergence can be proved. Finally, we use some numerical experiments to illustrate the new combination of non-monotone search algorithm's effectiveness.
INTRODUCTION

Unconstrained optimization problems
Has wide application background. Many authors have devoted a lot of time and effort to the algorithm research of unconstrained optimization problems [1] . The algorithm is generally solved by iterative method. At the current iteration point k x , ( ) 0
, then step length k is determined along the search direction k d , the next iteration point obtained by (1.1).
In (1.1), there are many algorithms for k d , Since the BFGS is currently the best quasi-newton method, and gives a convenient algorithm program. In this paper we use BFGS algorithm :
Where, ( ) 0
, k H are generated by the BFGS correction formula.
In (1.1), k can be produced by the Arimijo rule, Goldstein rule and Wolfe rule [1] that are all classic monotone line search rules. Recent research [2] [3] [4] indicates that the monotone line search method may considerably reduce the rate of convergence when the iteration point x k is trapped near a narrow curved valley, so the non-monotone line search method was proposed by Grippo et al. [4] . As a result, it is helpful to overcome this drawback. Some numerical experiments also show that the non-monotone line search method is effective. From non-monotone line search rule [2] [3] [4] [5] [6] [7] [8] [9] [10] , the inequality
may hold for any k, which play the non-monotone search role. However, the above non-monotone line search rules required conditions are [2, 3, 11] . With the help of numerical experiments it is shown that the proposed method is very effective.
NONMONOTONE COMBINATION RULE FOR LINE SEARCHES
In this section we establish a non-monotone combination rules. First of all, we give the assumption and definition as follows. Now we give the non-monotone combination rule for line searches as follows. Let 0 k be bounded and satisfy
( c is a limited constant), (0,1) , ct k is a forcing function [2] , with 0
In (2.2), when
Which was the search rule proposed by Grippo et al. [4] . It is visible that combination rule is more universal and meanwhile it has the global convergence.
THE GLOBAL CONVERGENCE
In this section, we investigate the global convergence of the non-monotone combination search BFGS algorithm.
is a monotonically non-decreasing function about n, and ( ) s n c .
, then
Proof. We will use mathematical induction to prove this theorem. In fact, for the case of
2), we have
Which combined with
That is (3.1) holds for 1 k = . Let us now assume
It follows that
This means that (3.1) holds for any ,
k Z k
The proof is completed.
Next, we will prove the global convergence of the nonmonotone combination search algorithm. , and lim 0
Proof. From Theorem 1 we have
According to the definition of , we know that { } k x .
From (3.1) we have
That is
From Assumption 1 we know that From Definition 1, we have lim lim ( ) 0
This completes the proof of Theorem 2.
Theorem 2 illustrates the global convergence of the nonmonotone combination search algorithm. To test the effectiveness of the non-monotone combination rule, we give some numerical experiments.
NUMERICAL EXPERIMENTS
In this section we use the non-monotone combination line search rule and BFGS algorithm to test a few standard test problems, where line search steps meet non-monotone search combination rule, the following are the basic steps of algorithms:
Step 1: A given initial value 0
Step 2: Testing the termination condition, we calculate ( )
Step 3: Calculating the search direction, k
Step 4: Determine the line search step length k . Order
If eligible
Then k = , otherwise, using two points two times interpolation shorten ;
Step 5: Calculating new points. Order k
Step 6: Calculating
We choose the following tests. 
T x =
In the above two questions, the parameters involved are taken as From the results of above three questions, we can see that it is effective for the non-monotone combination line search algorithm.
For question 1, see Table 1 , the iterations of nonmonotone line search algorithm are less than monotone line search algorithm, while the iterations of combination line search algorithm are much less and the accuracy is higher. From Table 2 , we can see that non-monotone line search 
