Abstract
Introduction
Convection-diffusion problems occur in many domains such as hydraulics and finance. The discretization of such problems leads to the solution of very large scale systems of algebraic equations. In this context, the introduction of parallel algorithms via decomposition techniques can be very attractive. Domain decomposition methods and particularly the Schwarz alternating method are now well known. The purpose of this paper is the parallelization of subdomain methods with overlapping for the solution of linear and particular nonlinear convection-diffusion problems. More precisely, we study parallel asynchronous iterative schemes with flexible communication in connection with the Schwarz alternating method. The combination of such an asynchronous scheme with such a subdomain method tends to the behavior of a multiplicative Schwarz alternating method. The choice of the Schwarz alternating method comes from the observation that among subdomain methods, overlapping methods such as the Schwarz alternating methods are the most efficient for solving this kind of problems (see [7] ). We recall that standard asynchronous algorithms are iterative methods whereby the components of the iteration vector are updated in parallel by several processors without any order nor synchronization (see [1] to [3] , [8] and [9] ). The restrictions imposed on asynchronous iterative algorithms are weak: no component of the iterate vector must be abandoned forever and more and more recent values of the components of the iterate vector have to be used as the computations are in progress.
The new class of asynchronous algorithms introduced in [10] is a general class of parallel iterative algorithms whereby very flexible communications are allowed. Contrarily to standard asynchronous iterative algorithms, whereby data exchange occur only at the end of each updating phase, asynchronous iterations with flexible communication permit one to consider the use of partial updates, i.e. the current value of the components of the iterate vector which is not labelled by an iteration number. Thus, there is a better coupling between communication and computation. We can expect a faster convergence and a reduction of computation time. The monotone convergence of asynchronous iterations with flexible communication can be proved in the theoretical context of partial ordering and discrete maxi-mum principle (see [10] 
where is the increased system obtained from problem (1.1) (see [10] ). We can easily verify that is also an Å -function. Thus, the theoretical results obtained in the context of problem (1.1) can be applied to problem (1.2).
Asynchronous iterations with flexible communication have been applied to the solution of several classes of nonlinear boundary value problems in [13] , where numerical experiments have been presented for a shared memory machine. Asynchronous iterations with flexible communication have also been applied to a particular class of convex optimization problems, i.e. network flow problems in [4] . The reader may refer to [5] for studies on nonlinear boundary value problems in the context of standard asynchronous iterations analyzed by using contraction techniques, see also [6] . If we discretize the diffusion operator by using a five points scheme and the convection operator by an appropriate one side backward or forward scheme, then we are in the framework of our study. It is one of the main goals of this paper to show that the operator which occurs in the discretized problem is an Å -function and that monotone convergence can be shown. In this context, it is recommended to use decentered discretization schemes for the solution of the convection-diffusion equation in order to reduce numerical instability phenomena in the case of dominating convection. Indeed, computational experiments have shown that parallel iterative methods converge in a small number of iterations when a proper way of scanning the grid is used. In this case, it results from the discretization techniques and the difference of order of magnitude of the entries of the discretization matrix that this matrix is almost triangular. In this context we can solve the system on each subdomain by using a relaxation method which corresponds to a quasidirect method.
Section 2 deals with convection-diffusion problems. Asynchronous iterations with flexible communication are presented in section 3. The implementation and communication management of asynchronous algorithms with flexible communication on an IBM-SP2 is described in section 4 where computational results are also presented and analyzed.
Convection-diffusion problems
In this section, we consider linear and nonlinear convection-diffusion problems and we exhibit a general framework that will permit us in the sequel to show the convergence of parallel asynchronous algorithms with flexible communication. Consider the following linear convectiondiffusion probleḿ
¼, ¼ ª is the unit square and is a given function of Ä ¾´ª µ. In the sequel ª will denote the boundary of ª. Consider now the discretization of the domain ª. In order to simplify the presentation we assume that the mesh is uniform. We denote by the stepsize. First, assume that the columns of the mesh are numbered according to the natural way. The discretization of the operators arising in problem (2.1) is made according to the following rules : the second derivative is discretized by the classical five points scheme, the first derivatives are discretized as follows according to the sign of and . For example, we have
Proposition 1 Let be strictly positive and be the discretization matrix of problem (2.1). Then is an Å -matrix.
Proof According to the discretization schemes defined by (2.2), we can verify by a simple calculus that the offdiagonal entries of matrix are nonpositive and the diagonal entries of are positive whatever the sign of and Thus, is a -matrix. Furthermore, is strictly diagonally dominant.
In the case where ¼ we can verify by the same technique that is an irreducibly diagonally dominantmatrix whatever the sign of and . Thus, is an Å -matrix.
Consider now a red-black ordering of the columns and denote by the corresponding discretization matrix.
Proposition 2 Let be strictly positive. Then is an Å -matrix.
Proof For the discretization considered, is clearly amatrix; moreover is also strictly or irreducibly diagonally dominant. Thus, is an Å -matrix.
We present now various nonlinear convection-diffusion problems. The first application concerns a boundary temperature control problem modeled by the following equatioń
where ª IR
and ³ IR IR is a continuous nondecreasing function. In the sequel, we will consider for ³ the graphs displayed in figure 2.1. for all discretization points in . We have to solve the discretized system (1.1) where ´Íµ Í · ´Íµ (2.5) and is the discretization matrix associated with the natural block ordering relative to the linear part, is a diagonal
According to (2.4) , note that the components of are null for the interior points of ª and equal to ³´Ù µ if corresponds to the index of a point which belongs to .
Proposition 3 is an Å -matrix.
Proof If ¼, then it follows from (2.4), Proposition 1 and the Dirichlet condition defined on ª that is a strictly diagonally dominant -matrix. Thus, is an Å -matrix. If c=0, then the matrix is clearly diagonally dominant. Furthermore, by using the characterization of irreducible matrices (see [11] ), we can verify that is irreducible diagonally dominant.
In order to deal with the nonlinearity, we introduce now the following standard terminology (see [11] and [12] ). The mapping is an Å -function if is off-diagonally antitone and inverse isotone.
Proposition 4 The mapping defined by (2.5) is an Å -function.
Proof We recall that is an Å -matrix and is a continuous nondecreasing diagonal mapping. Then, it follows from Theorem 13.5.6 of [11] that is an Å -function. The above results can be extended to the case where a red black ordering is considered.
Rather than considering a boundary value problem with mixed conditions, we can study a problem with Neumann conditions defined everywhere on ª. Then, the previous analysis still holds if the condition ¼ is satisfied. We turn now to the study of problems with different kinds of nonlinearities which are defined on ª rather than ª. The general model can be given as followś
IR is a continuous nondecreasing function and B.C. represents the classical boundary conditions (i.e. Dirichlet, Neumann, Fourier and mixed). By using the discretization techniques quoted above, we obtain an operator similar to (2.5) and we are in the general framework of Å-functions. Among the many nonlinear functions that we can consider, we quote for example : ³´Ùµ «Ù , with « ¼, ³´Ùµ ÄÓ ´¬ · AEÙµ, with AE ¼ and a convenient sign for ¬. Another very interesting application concerns the obstacle problem.
where K is the convex closed set defined as follows K Ú ¾ H ½ ¼´ª µ Ú everywhere in ª ´ µ is the classical continuous nonsymmetric bilinear form associated with an elliptic operator and ¾ Ä ¾´ª µ. Problem (2.7) can be formulated equivalently as followś
where K´Ù µ is the sub-differential of the indicator function K of the convex set K whose graph is given by figure 2.2. Clearly K is monotone nondecreasing. 
The mapping is univoquely defined and it can be proved that is monotone nondecreasing on (see [12] ).
The following concept permits one to define a set of starting points for the parallel asynchronous iterative algorithms.
Definition 1 Every Î ¾ IR Ò · is an -super-solution if

´Î µ ¼
Throughout the paper, asynchronous sequences are studied by using the concept of order intervals which is defined as follows: let´Î Î ¼ µ ¾ ¾ such that Î Î ¼ , the or- Proposition 5 (see [10] (3.3) to (3.5) are well defined and converge monotonically to Î £ the unique solution of problem (1.1) .
We concentrate in the sequel on the Schwarz alternating method which is commonly used for the solution of boundary value problems. This method is also well suited to parallel computation. In order to illustrate the coupling between the Schwarz alternating method and asynchronous iterations with flexible communication, we consider the linear problem (2.1). This problem can be decomposed into « composition (3.8) corresponds to a subdomain decomposition with overlapping whereby Ù is computed by using the restriction of Ù ½ and Ù ·½ on ½ and ¾ respectively. In the sequential case, the scheme of computation corresponds exactly to the multiplicative Schwarz method. In order to be as close as possible to the multiplicative scheme, the parallel version considered here combines the Schwarz method with an asynchronous iterative scheme with flexible communication. According to (3.3) to (3.5), if ¾ ×´Ôµ then the value of the iterate vector Ù Ô is computed as follows
where Û ½ ½ and Û ·½ ¾ respectively, denote the available value of Ù ½ and Ù ·½ on ½ and ¾ respectively. Note that any constant Ù ¼ satisfying Ù ¼ is an initial -super-solution guess. We consider an Å-function obtained by a diagonal monotone perturbation ³ of an Å-matrix . Thus, we have a problem similar to problem (2.5). We study the solution of the following nonlinear simultaneous equations: ´Íµ ¼ via an asynchronous subdomain method derived from the Schwarz alternating method. The augmentation process of the Schwarz alternating method transforms the matrix into a matrix which is also an Å-matrix and the nonlinear mapping ³ into the monotone increasing mapping ³ (see [13] ). Thus, the resulting nonlinear mapping is a surjective Å-function and the above study can be applied. The problem can be solved on each subdomain by using any direct or iterative method. In the case where ¼ the discretization matrix is triangular. Thus, a relaxation method converges in only one iteration when the scanning order of the grid matches the triangular discretization matrix. In the case where is small, the discretization matrix is nearly triangular, as a matter of fact it results from the decentered discretization scheme that the entries relative to a triangular part of the matrix are an order of magnitude greater than the entries of the other part which are equal to The use of the relaxation method on each subdomain then corresponds to a quasi direct method with low computation cost.
Numerical Experiments
Asynchronous iterative algorithms with flexible communication were carried out on an I.B.M-SP2 distributed memory multiprocessor of CINES. Each processor is a Power2 and has a peak performance of 266 M-Flops and 520 Megabytes of RAM. The processors are connected via a multi-level Omega network. Processors are dedicated to the execution of a given task, the switch is shared by the different users of the parallel machine. The communications are performed by using PVM Asynchronous algorithms were carried out according to the following "hostcustomer" model. In the sequel, the sequential method is denoted by Ë Parallel synchronous and asynchronous algorithms are denoted by Sx and Ax, respectively, where x represents the number of processors. The total number of Gauss-Seidel relaxation steps is denoted by Ö The elapsed time is denoted by Ø × and respectively, denote the speedup and efficiency, respectively. Tables 4.1 
