We discuss an initial-boundary value problem for a fractional diffusion equation with Caputo time-fractional derivative where the coefficients are dependent on spatial and time variables and the zero Dirichlet boundary condition is attached. We prove the unique existence of weak and regular solutions.
Introduction
In this paper we study a parabolic type equation with time fractional Caputo derivative and general elliptic operator. This problem were considered in many papers (see [1] , [2] , [9] , [15] , [16] , [17] ), however, in our opinion, it is not completely understand yet. The main issue which should be explored more deeply is the meaning of initial condition u |t=0 and the correctness of weak formulation of the Caputo derivative given for example in [17] . In this paper we solved this problem only partially and we will address to it in another paper. Our results suggest that equations with the Caputo derivative of order α ∈ (0, 1) requires more regularity of data if α is equal to or less than Finally, our approach follows standard procedure for classical parabolic problems: first we construct approximate solution, next we obtain a priori estimate and further we obtain solution by the weak compactness argument. Now we recall the definitions of the fractional integration I α and the fractional Riemann-Liouville derivative
−α f (τ )dτ for α ∈ (0, 1).
The formula for I α f is meaningful for f ∈ L 1 . However the formula for the RiemannLiouville derivative requires more regularity of f and is well defined at least for absolutely continuous f (see proposition 3 in the appendix) and then ∂ α f is in L 1 .
The problem which we shall consider, involves the fractional Caputo derivative
and this formula is again meaningful for absolutely continuous function f . The aim of this paper is to analyze partial differential equations of parabolic type which contain the fractional Caputo derivatives. If we deal with weak solutions, then the Caputo fractional derivative should be understood in a suitable way. To be more precise we have to formulate the problem which we analyze in this paper.
Assume that T < ∞ and Ω ⊂ R N is a bounded domain with smooth boundary, where N ≥ 2. We set Ω T = Ω × (0, T ).
We shall consider the following problem
where Lu(x, t) = N i,j=1
∂ i (a i,j (x, t)∂ j u(x, t)) + N j=1 b j (x, t)∂ j u(x, t) + c(x, t)u(x, t),
for i = 1, . . . , N , and by D α we denote the Caputo fractional time derivative, i.e.
In the whole paper, the fractional integration and the fractional differentiation are related only with time variable, and
The definition of the Caputo derivative requires some explanations. It can be written shortly as D α u(x, t) = d dt I 1−α [u(x, ·) − u(x, 0)](t), and u(x, 0) is involved. Therefore we have to guarantee the existence of u |t=0 in some sense and initial condition (4) 3 should be fulfilled. If these two demands are satisfied, then for problem (4) we could set
The above formula is a starting point in formulating a weak form of the Caputo derivative related with the problem (4) (we follow [17] ). We shall show that our construction of the solution of (4) will fulfil these two demands, at least in the case of L = ∆ (see theorem 3). This issue for the general elliptic operator will be examined in another paper. We assume that the operator L is uniform elliptic, i.e., there exist positive constants λ, µ such that
a i,j (x, t)ξ i ξ j ≤ µ|ξ|
with measurable coefficients a i,j and a i,j = a j,i . We recall the result by Zacher [17] concerning weak solutions of (4). We introduce notation [10] ). The following theorem is a special case of theorem 3.1 [17] (see also corollary 4.1 in [17] ).
Theorem 1 ([17]).
Assume that Ω ⊆ R N is a smooth bounded domain, u 0 ∈ L 2 (Ω), f ∈ L 2 (0, T ; H −1 (Ω)), b j , c ∈ L ∞ (Ω T ) and (8) holds. Then there exists a unique weak solution u ∈ W α (u 0 , H 1 0 (Ω), L 2 (Ω)) of (4), i.e.,
holds for all ϕ ∈ H 1 0 (Ω) and a.a. t ∈ (0, T ). Furthermore, the following estimate
) holds. Remark 1. By theorem 1, for given u 0 ∈ L 2 (Ω) u satisfying (9) exists uniquely. However this result does not guarantee that u |t=0 can be defined adequately. In particular, it is not clear that u |t=0 = u 0 . In other words, the first term on left-hand side of (9) may not represent the Caputo derivative. However, in the paper [17] , it is remarked (see p.8) that if
) and u(0) = u 0 . In this paper we develop this idea in order to overcome the difficulties related to the definition of the initial value of solution (see proposition 7 in appendix).
In the present paper, we first obtain a result similar to theorem 1, but its proof is based on special approximating sequence, which further enables us to improve the regularity of the solutions.
Assume that (8) holds and for some
(Ω)). Then there exists a unique weak solution u ∈ W α (u 0 , H 1 0 (Ω), L 2 (Ω)) of (4), i.e., (9) holds and u satisfies the following estimate
where C depends only on α, µ, λ, T b
, c
Here and henceforth we set
In the case of L = ∆ we are able to define u |t=0 for α ≤ 1 2 . To formulate the result we need the following notation.
and (H k ) * denotes the dual space toH k .
) and u is a solution of (4) for L = ∆ given by theorem 2. Then
If α ∈ (0, 1 2 ) and k ∈ N is the smallest number such that
The above assumption concerning f seems to be essential in any problems with the Caputo fractional derivative. To illustrate this, we focus on the case of α ∈ (
2 ) (k = 1 in theorem 3). We shall consider simple equation
We shall show that the assumption ∂ α f ∈ L 2 (0, T ) is crucial in the problem (13) . For this purpose, we shall find f ∈ L 2 (0, T ) such that ∂ α f ∈ L 2 (0, T ), for which the problem (13) can not have a continuous solution. We recall that the Caputo fractional derivative D α w makes sense only if w(0) is well defined: the alternative definition D α w(t) = I 1−α w ′ (t) requires w ′ ∈ L 1 (0, T ), and w should be absolutely
Suppose the contrary, i.e., there exists a continuous function w such that
holds. Then applying I 1+α to both sides of the equality,
and we see that w − w(0) = c α,β t α+β . The right-hand side is unbounded if t → 0 + , and so w can not be continuous. Therefore, the problem (13) with the Caputo derivative has not a continuous solution with arbitrary f ∈ L 2 (0, T ). Now we formulate the result concerning more regular solution.
) and (4) holds almost everywhere in the sense of (9) , where the Caputo derivative D α u is interpreted as weak time derivative of I 1−α [u − u 0 ] and the following estimates
hold, where
, the Poincaré constant and the C 2 -regularity of ∂Ω and the norms b
) and u |t=0 = u 0 .
Notations
First we introduce the space
with the norm
By assumption (8) we have a i,j ∈ L ∞ (Ω T ) (proposition 8). We denote by η ε = η ε (t) the standard smoothing kernel, i.e. η ε ∈ C ∞ 0 (−ε/T, ε/T ), η ε is nonnegative, R η ε (t)dt = 1 and in addition η ε (t) = η ε (−t). Then we set
where we extend a i,j (x, t) by even reflection for t ∈ (0, T ). Then
and by definition (17) and (8) we obtain
As a result we have
(20) If we extend function b j , c by zero for t ∈ (0, T ), then the functions b n j (x, t) and c n (x, t) are defined analogously, i.e.
and we have
Approximate solutions
In this section we shall define a special approximate solution for which we will be able to obtain appropriate uniform estimates. We shall assume that
and a i,j are measurable and satisfy (8) . Let {ϕ n (x)} n∈N be an orthonormal basis of L 2 (Ω) such that −∆ϕ n = λ n ϕ n in Ω and ϕ n|∂Ω = 0. We will find approximate solution in the form
Therefore we have to determine the coefficients c n,k . For this purpose we extend function f by odd reflection to the interval (−T, T ) and we set zero elsewhere. Then we denote f ε = η ε * f , where η ε = η ε (t) is a standard smoothing kernel as earlier and we set
We denote
where a n i,j are defined in (17) and b n j , c n in (21). In order to determine the coefficients c n,k , we shall consider the following system
where
We define the coefficients c n,k by a projection of the problem (27) onto a finite dimensional space span by {ϕ 1 , . . . , ϕ n }. More precisely, we multiply (27) 1 by ϕ m and integrate over Ω. Then after integrating by parts we have
where m = 1, . . . , n.. By (19), (23), (24) and proposition 8 we deduce that the integrals on the right-hand side are finite. We introduce the following notations:
Then system (28) can be written in the following form
We shall show that the above system has an absolutely continuous solution and then under the assumption c n ∈ AC[0, T ]. By proposition 1 the problem (29) is equivalent to the following integral equation
where by assumption (23), the function F n is smooth. By (20) and (22) we have
Furthermore we define the space
Then, for c 1 , c 2 ∈ X(T ), defining the distance ̺(c 1 , c 2 ) = c 1 − c 2 Yα(T ) , this is a distance yielding a complete metric on X(T ). We note that
Lemma 1. For any n ∈ N and T > 0 the system (30) has a unique solution in X(T ).
Proof. We shall use the Banach fixed point theorem in order to prove the solvability of (30) in the space (32). At the first step we shall obtain the solution on some interval [0, T 1 ] and further we shall extend the solution. Hence at the beginning we define the operator P on X(T 1 ) by formula
Under some smallness assumption on T 1 , we shall obtain the fixed point of P . Hence we first have to show that P c ∈ X(T 1 ), provided c ∈ X(T 1 ). Clearly we have P c(0) = c n,0 and A n c is continuous and by proposition 2 we obtain the continuity of P c on [0, T ]. From (31) we have A n c ∈ Y α (T 1 ) and by propositions 3 and 4, we
, that is, P c ∈ X(T 1 ) for arbitrary T 1 . Now we shall show that P is a contraction on X(T 1 ), provided T 1 is small enough. Indeed, we first we note that the operator I α is bounded on Y α (T 1 ), and more precisely from proposition 4 we have
Secondly, we see that
Therefore, if c 1 , c 2 ∈ X(T 1 ), then form (34) and (35) we have
and finally, we obtained a solution of (30) in X(T 1 ).
In order to extend the solution, assume that we have already defined a solutionĉ of (30) on [0, T k ], where T k > 0. We shall define the solution for t ∈ [T k , T k+1 ] with T k+1 > T k . Therefore we define the set
Then X k (T k+1 ) becomes a complete metric space with the metric
and by the same reasoning as the previous for X(T 1 ), we deduce that P c ∈ X k (T k+1 ).
Now we shall show that P is a contraction on
where I α T k denotes the fractional integration operator with beginning point T k . Using the analog of proposition 3 for I α T k and the equality c 1 (T k ) = c 2 (T k ), we obtain
Using the inequality
By (31) the quantities
and by iteration we obtain the solution of (30) which belongs to the space X(T ). The uniqueness follows from the uniqueness of the fixed point given by the Banach theorem.
Corollary 1.
If n ∈ N and T > 0, then u n given by (25) and (30) satisfies
, provided ∂Ω is sufficiently smooth (e.g. ∂Ω ∈ C |β|+1 ).
Weak solutions
We shall apply the standard energy method. Briefly speaking, we multiply the approximate problem (38) by its solution. In order to deal with the Caputo derivative we need the following lemma.
and
Then the following equality
holds.
Proof. By the definition, we have
We denote the last integral by I 3 . Then using assumption (40) we obtain
Again using (40) we have the estimate for I 2
Therefore we obtain (41) Now we can prove the first energy estimate for approximate solutions.
satisfy (8) , and for some
(Ω)). Then for each t ∈ [0, T ] and n ∈ N the approximate solution u n satisfies the following estimate
where C 0 depends only on b
, λ, α and T and δ n → 0 uniformly with respect to t, if n → ∞.
Proof. We multiply (38) by c n,m (t) and sum over m = 1, . . . , n. Then we have
. By corollary 1 the function u n satisfies the assumption of lemma 2, so that (41) and ellipticity condition (19) yield
First we obtain the estimate for the lower-order terms. In particular, if we denote
If we take ε 1 , ε 2 small enough, then
where the function h n (t) depends continuously on some powers of b n (·, t)
and λ. If we apply I α to the sides of (44), then
where the function g n (t) depends continuously on some powers of b n
and λ. We apply a generalized Gronwall lemma (proposition 6 in appendix) to obtain
The convergence of the series follows from the d'Alembert criterion and lim x→∞ Γ(x+α)
Γ(x)x α = 1. We once again use the inequality (43). We apply the operator I to both sides of (43). Then using the identity I = I 1−α I α (see theorem 2.5 in [10] ) and u n (x, ·) ∈ AC[0, T ] for each x ∈ Ω and applying proposition 1, we obtain
If we estimate the last two integrals similarly to the previous, then
Using (46) we have
Using the Mittag-Leffler function E α,β (z) = ∞ k=0 z k Γ(αk+β) , we can write
, λ, α, T , and the convergence of the series follows by lim x→∞
The second sum is estimated as follows
Next we denote
, λ, α and T . We
Thus, setting
and using the assumption concerning f , we see that δ n → 0 uniformly with respect to t as n → ∞. Therefore
for each t ∈ [0, T ]. This estimate together with (47) give (42).
Proof of theorem 2. Denote byc 0 the right-hand side of (11). Lemma 3 yields a bound for u n ∇u
|τ − s| 1+α dsdτ 
. Hence, using proposition 8 and the Hölder inequality, we have
The function u n is absolutely continuous, and so we have
Thus, from the above inequality together with (51), the Sobolev embedding and the Poincaré inequality yield
Therefore, the sequence I 1−α [u n − u n 0 ] is uniformly bounded in 0 H 1 (0, T ; H −1 (Ω)). By estimates (51), (52) and the weak compactness argument we obtain u ∈ L 2 (0, T ;
where the last weak limit is a consequence of the interpolation inequality
, which holds by
First we would like to show that
Indeed, we take φ ∈ C ∞ 0 (0, T ) and ϕ ∈ H 1 0 (Ω) and by the weak convergence we have
where the last equality is a consequence of the weak continuity of I 1−α on the L 2 -spaces (theorem 2.6, [10] ) and in the previous one we were allowed to integrate by parts, because u n k (x, ·) ∈ AC[0, T ] and so I 1−α u n k (x, ·) ∈ AC[0, T ] by proposition 3 in appendix. Thus we obtain
and so
in the weak sense and estimate (11) holds. Now we shall show the identity (9) . By the density argument it is enough to prove it for w(x) = K m=1 d m ϕ m (x), where d m are arbitrary numbers. We multiply (38) by d m and sum from m = 1 to K. Then, for fixed t 0 ∈ (0, T ), we multiply the sides by η ε (t + t 0 ), where η ε is a standard mollifier function and finally we integrate with respect to t ∈ (0, T ).
We first take the limits with as k → ∞ and next as ε → 0. For ε < T − t 0 , integrating by parts and using (53) and continuity of I 1−α on L 2 (theorem 2.6 in [10]), we obtain
For the next term we proceed similarly. The function ∂ i w(x)η ε (t + t 0 ) is smooth in Ω T , and (18) and (53) yield
The first term on the right-hand side also converges, because from the assumption we have b
. We have to consider the two cases to deal with the next term on the right-hand side. If
In the case of p 2 > 4 we can write
The first term converges to zero, because c n,
(Ω)) by (55). In terms of (55), we can deal with the second term.
Finally we obtain
and (9) is proved for ϕ = K m=1 d m ϕ m and a.a. t ∈ (0, T ). By density argument we deduce (9) for all ϕ ∈ H 1 0 (Ω) and a.a. t ∈ (0, T ). In the case of α ∈ ( 1 2 , 1), the continuity of u and the equality u |t=0 = u 0 immediately follow from proposition 7.
It remains to prove the uniqueness of solutions in theorem 2. Assume that u ∈ W α (0, H 1 0 (Ω), H −1 (Ω)) satisfies (9) with f ≡ 0 and u 0 ≡ 0. Then we set (9) and multiplying by d k (t) and summing from k = 1 to n, we have
The convergence u n −→ u in L 2 (0, t; H 1 0 (Ω)) yields
We have
Indeed,
Then we can write
, where we applied corollary 2. Using ellipticity condition (8), we obtain
where C 0 is a constant which depends only on the norms of b in
(Ω)). Therefore we deduce that u ≡ 0 on Ω × (0, t), provided t is small enough. Repeating this argument, we deduce that u ≡ 0 on Ω × (0, T ).
Proof of theorem 3. In the case of L = ∆, the equality (38) has the following form
For α > 1 2 the result is contained in theorem 2. Now assume that α ∈ ( ]. Then we can apply the Riemann-Liouville derivative ∂ α to both sides of (57) and by proposition 5, we obtain
Multiplying (58) by d m and summing over m, we have
Then, because ∆w |∂Ω = 0, we can write
We have to consider two cases. If α ∈ (
2 ), then squaring and integrating both sides of (60), we obtain
where we applied the inequality
given in proposition 13 in the appendix. By the assumption concerning f and (52) we have a uniform bound for the right-hand side and proceeding as in the proof of theorem 2, we obtain that a weak solution u of (4) satisfies
Hence, by proposition 7 we see that u ∈ C([0, T ]; (H 3 ) * ) and
, then we take the p-th power of both sides of (60), where p ∈ (1, 2). Then
], we proceed similarly. We apply the Riemann-Liouville derivative ∂ 2α to both sides of (57) and taking theH 5 -norm by duality we obtain
where we used the equality ∆ k w |∂Ω = 0 for k = 1, 2. Next, applying (61) and proceeding as in the previous case, we prove the claim.
In general, if α ∈ (0, 1 2 ) and k is the smallest number such that 1 2 < α(k + 1) < 1, then applying the Riemann-Liouville derivative ∂ m to both sides of (57), we obtain
where w ∈H 2m+1 and m = 1, . . . , k. Then we have
Using these inequalities for m = 1, . . . , k, we have
We recall that (H 1 ) * = (H 1 0 (Ω)) * = H −1 (Ω). Hence using the assumption, the estimate (52), the condition kα < 1 2 and proposition 13, we obtain a uniform bound for
, and applying proposition 7 we finish the proof in this case.
Finally, if 1 2 = (k + 1)α and w ∈H 2k+3 , then applying the Riemann-Liouville derivative ∂ (k+1)α to both sides of (57), we obtain
Then using (64) and taking the p-th power of both sides, we obtain a uniform bound for D 2) . In order to apply proposition 7 we choose p such that 
Regular solutions
Now we shall prove the existence of regular solution of problem (4). We start with the proof of the second energy estimate for approximating solutions.
where δ n → 0 uniformly with respect to t as n → ∞ and C 0 depends only on max i,j ∇a i,j L ∞ (Ω T ) , the regularity of ∂Ω, p 1 , p 2 , λ and norms b
Proof. We multiply (38) by c n,m (t)λ m and sum over m = 1, . . . , n. Then
Using the boundary condition, we have D α u n |∂Ω = 0, ∆u n |∂Ω = 0 and integrating by parts, we obtain
Applying proposition 9 from the appendix and the Young inequality, we obtain
where C 0,n depends only on the regularity of ∂Ω and κ n (t) ≡ max i,j ∇a n i,j (·, t) L ∞ (Ω) . For any n ∈ N and t ∈ (0, T ) we have κ n (t) ≤ max i,j ∇a i,j L ∞ (Ω T ) and C 0,n are uniformly estimated by some C 0 , which depends only on max i,j ∇a i,j L ∞ (Ω T ) and the regularity of ∂Ω.
Similarly as in the proof of lemma 3, using the Sobolev embedding, we obtain
where C depends only on ε, p 1 and p 2 . Taking ε small enough, we have
where C 0 depends only on max i,j ∇a i,j L ∞ (Ω T ) , the regularity of ∂Ω, p 1 , p 2 , λ and norms b
.
By corollary 1, the function ∇u n satisfies the assumption of lemma 2 and from (41) we obtain
We integrate both sides of (66) with respect to t ∈ (0, T ) and use the identity I = I 1−α I α and ∇u n (x, ·) ∈ AC[0, T ] for each x ∈ Ω. We estimate the second term on the right-hand side as in the proof of lemma 3 and after applying propositions 1 and 11 we have (65).
Proof of theorem 4. Under the assumptions of theorem the existence of a weak solution u is guaranteed by theorem 2. Therefore we have to obtain the additional estimates. By (42), (65) and the weak compactness argument, we obtain the bound (14) . Reasoning similarly as in the proof of (52), we obtain
Hence there exist w ∈ L 2 (Ω T ) and a subsequence, denoted again by u n , such that
As in the proof of theorem 2, we see that
where the time derivative is understood in the weak sense.
Finally, from proposition 7 we obtain the the continuity of u with the values in L 2 (Ω), provided α > 
Appendix
In this section we collect useful propositions for the proofs. The basic equality for the fractional integral is I a I b f = I a+b f and holds for f ∈ L 1 (0, T ), where a, b are positive numbers (see theorem 2.5 in [10] ). We also have (see equalities (2.4.33) and (2.4.44) in [10] )
By direct calculation we have 
where C 0 depends only on α. In particular,
In the formulation of lemma A.4 in [5] it should be
Then, for the Caputo derivative D β and the Riemann-Liouville derivative ∂ β , defined by (3) and (2) respectively, the equality
Proof. We can write
Applying proposition 3, we have
Proposition 6 (theorem 1 in [12] ). Assume that α > 0, T ∈ (0, ∞], a, w ∈ L 1 loc [0, T ), a, g, w are nonnegative and g is nondecreasing and bounded. If w satisfies inequality
For convenience of readers, we recall a simple proof from [12] .
Proof. If we apply the operator (g(t)I α ) n to both sides of (69) and using the properties of g we deduce that
The last term uniformly tends to 0, when n → ∞.
In the reference to the remark on p. 8 of [17] , we obtain the following result.
Proposition 9. Assume that Ω ⊂ R N is a bounded domain with the boundary of C 2 class and there exist λ, µ > 0 such that
holds, where a i,j = a j,i and κ(t) = max i,j ∇a i,j (·, t) L ∞ (Ω) . If u ∈ H 3 (Ω) and u and ∆u vanish on ∂Ω, then
where C depends continuously on κ(t) and the C 2 -norm of ∂Ω and
Proof. We shall follow [6] . Integrating twice by parts, we have
Here we used the boundary condition ∆u |∂Ω = 0. Using ellipticity condition (73), we obtain
The term A 2 is estimated as follows.
To finish the proof it is sufficient to obtain the inequality for the term A 3
where C depends only on κ(t) and the C 2 -norm of ∂Ω. For this purpose we first write the function under the integral on the left-hand side of (74) in coordinates related with boundary point x 0 ∈ ∂Ω. More precisely, for fixed t and x 0 ∈ ∂Ω, we define an orthogonal transformation P = {p m,l } N m,l=1 such that for y = P (x − x 0 ) we have (0, . . . , 1) = P (n(x 0 ) − x 0 ), where n(x 0 ) is the outer normal vector at x 0 . By the assumption concerning the boundary we have 
If we denote u(y, t) = u(x 0 + P T y, t), then using u |∂Ω = 0 we obtain
in some neighborhood of 0 ∈ R N −1 . If we take i, j ∈ {1, . . . , N − 1} and differentiate the above equality with respect to y i and next y j , then we have
in some neighborhood of 0 ∈ R N −1 . Hence (75) yields
On the other hand, using the equality ∂u ∂n (x 0 , t) = ∂ u ∂y N (0, t) and (77), we see a i,j (x 0 , t)p N,j p k,i ∂ u ∂y N (0, t) ∂ 2 u ∂y N ∂y k (0, t).
We shall show that the first sum vanishes. Indeed, the Laplace operator is invariant under orthogonal change of variables, so that ∆ y u(0, t) = ∆ x u(x 0 , t). On the other side, by the boundary condition we have ∆ x u(x 0 , t) = 0 and then by (77) we obtain The key observation is that the differentiation with respect to y k for k ∈ {1, . . . , N − 1} is in fact the differentiation in the tangential direction on ∂Ω and we can integrate by parts. Therefore, where Ω ∋ x → K(x, t) is a continuous function and K(·, t) C(∂Ω) depends only on κ(t) and the C 2 -regularity of ∂Ω. Hence using inequality (21) in [7] , we have
, where C(ε) depends only on ε, κ(t) and the C 2 regularity of ∂Ω. If we take ε = λ 4 , then we get (74) and the proof is finished.
The following proposition can be obtained formally by integration of the equality (17) in lemma 2.1 [17] with k(t) = 1 Γ(1−α) t −α . However, the function k(t) does not belong to W 1,1 (0, T ) and we can not apply this lemma directly. holds, where ∂ α denotes the Riemann-Liouville derivative. In particular, for t ∈ (0, T ) the inequality
Proof. We first note that the left-hand side of (78) is finite, because by proposition 3 I 1−α w is absolutely continuous and ∂ α w = Proof. According to [4] , there exists a sequence {w n } ⊂ C 1 [0, T ] such that w n (0) = 0 and w n → w, Proposition 11. For each β ∈ (0, 1) and n ∈ N the following inequality holds
Proof. By direct calculations we have Π n f 0 H 1 (0,T ) ≤ 2 f 0 H 1 (0,T ) for f ∈ 0 H 1 (0, T ),
Thus by interpolation argument (see theorem 5.1 and remark 11.5 in [8] ) we have
Applying (80) we obtain (82).
Proposition 12.
Assume that β ∈ [0, 1) and f ∈ L 2 (0, T ) satisfies I 1−β f ∈ 0 H 1 (0, T ).
Furthermore, this convergence is uniform with respect β ∈ [0, δ] for any δ ∈ (0, 1).
Proof. According to [4] , the set 0 C 1 ([0, T ]) = {u ∈ C 1 ([0, T ]) : u(0) = 0} is dense in 0 H β (0, T ). We fix ε > 0 and then from (80) we deduce that there existŝ f ∈ 0 C 1 ([0, T ]) such that
Then, using (82) we have
To estimate the last term we write where in the last inequality we applied the continuity of Hardy-Litlewood maximal operator in L 2 . The last expression is estimated by ε/13, provided n is large enough and the estimate is uniform with respect to β ∈ [0, δ] for any δ ∈ (0, 1).
The above results can be extended to the case of vector value functions (see remark 11.5 in [8] ) and we have
