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ABSTRACT 
The rapidly increasing percentage of indirect work, 
compared to other types of work in the to·tal employment in 
this country, has indicated the great opportunity for pro-
ductivity improvement in this area. Control or improvement 
' can hardly be done unless we have some means to measure the 
standard of the existing system. 
It is usually very difficult to measure jobs that appear 
to possess no cycle or repetitive pattern. Examples of this 
so called indirect work are supervisory tasks, many clerical, 
service and maintenance jobs. Application of conventional 
time study to measure this type of work, although possible, 
would be costly and time consuming. Multiple regression 
analysis is one of the useful tools for setting of standards 
economically and in a short time interval. It is especially 
very useful in the early stage of the attempt to set the 
standards. 
The purpose of this thesis is to develop mathematical 
models to be used for the setting of standards of non-
repetitive-type work. To il~ustrate the use of multiple ; 
linear regression in work measurement of indirect work, four 
examples involving the setting of-standards for casting 
cleaning meat cutting • ho_urs and process, process, nursing 
business machine room problems are presented. 
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The discussion in this study inclqdes the situation 
where work sampling study had indicated the need for standard 
' 
improvement and multiple regression was used to serve this 
purpose (the casting cleaning problem), the comparison of 
models obtained from work sampling and multiple regression 
(the ~eat cutting problem), the validation of stop-watch 
standard ·by the use of multiple regression technique ( the 
hospital problem) and the situation where multiple regression 
analysis was used in the starting phase of the attempt to set 
the standard (the machine room problem). 
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INTRODUCTION 
Time study has steadily improved since the introduction 
of "Modern Scientific Managementtt by Frederick W. Taylor in 
the 1910's, In his book "The Principles of Scientific Man-
agement .. , Taylor states that " ••• the most important object 
of both the workmen and management should be the training and 
development of each individual in the ,establishment, so that 
he can do (at his fastest pace and with the maximum of 
efficiency) -the highest class of work for which his natural 
abilities fit him ••• " 
Of cours~, development or improvement would never be done 
unless there are some.means to understand the insight of the 
process, that is to say that we have to know the situation or 
standard of the existing system first, before we can proceed_ 
to improve or to get the system under proper control. 
Following the idea of Taylor, the attempt to get the 
standards of direct labor has been done traditionally, and 
fairly successfully, by I,E.'s in the measurement through stop 
watch time.study. We have done a great deal with direct labor. 
An approach to indirect work by thi~ technique has not been as 
effective because the effectiveness of the technique depends 
on the job's being repetitive. 
Now we have statistical techniques which can handle work 
measurement on non-repetitive jobs, and we are diverting our 
attention. 
3 
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There are large areas of activity which have not been 
brought under real managerial control. The development of 
proper work measurement techniques in those areas should be 
brought to the consideI;'ation of management. With a proper work 
measurement, it makes possible for management to determine 
' labor and equipment requirements, to develop effective methods, 
to set labor standards and to set schedules. Hence, it is 
possible to control or improve the process in such activity. 
The importance of productivity measurement is best 
described by Burham .( 21) who points out in the first step of 
his 'Three Steps to Productivity Improvement' that "First, 
there must be massive and continuous research and development 
-to get facts we do not yet have, and uncover answers to 
dilemmas we have been content to ignore ••••• 11 • He explains 
in detail in this point that "Research is needed in a number 
of areas. One is methods of productivity measurements. One 
of the basic reasons why productivity has lagged in the 
service sector is that it is extremely difficylt to measure ••• " 
Jobs which appear to possess no cycle or repetitive 
pattern may be classified ass 
1. Indirect Labor, Groups usually classified as 
indirect labor include shipping and receiving, 
trucking, stores, inspection, material handling, 
toolroom,. j ani tori al and maintenance. 
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2. Offi·ce Workers Office personnel include employees 
in positions of office clerical, secretarial, 
draftmen, and so on. 
/ 
/ 
/ 
./ 
/ / .. 
./ ·3 /" .:··· Supervisory Staffs Supervisory staff include all 
such professional people in the business as ac-
countants, engineers, management personnel, and 
so forth. 
4. Service Personnel, Service people are those 
professionals who are involved in activities such 
as education, research, health care, government, 
sales and communications. 
Since 1900, the percentage incr~ase of jobs ~ith no 
cycle or repetitive pattern has more than doubled that of 
direct workers (7), (21). This rapid growth in the number 
of office workers, maintenance, service and professional 
employees is due to several reasons (7). First, the increased 
' mechanization of industry and complete automation of many 
.. processes has decreased. the need for production craftmen 
and even for operators. This trend toward mechanization has 
resulted in a greater demand for electricians, technicians 
and other servicemen. Also, the design of complicated 
machines and controls has resulted in greater demand for 
engineers, designers and draftmen. 
Until recently, management considered that clerical, 
5 
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service, and other tasks of this type involved only a small 
portion of the cost of a product; they feli that the stop 
'J • 
watch time study was not applicable. As a result, I.E.'s 
did not go in, and very little research or practical applica-
tion went on in this area. Today, some clearly emerging 
trends have chan.ged this attitude and serve to ill.ustrate the 
importance of a method that can relate those processes to 
time.and standard. 
The combined white-collar and service sector today makes 
up about sixty percent of the employed population. It is 
estimated that these workers will be approximately seventy 
percent of the labor force by 1980. Only five percent of 
these people are subject to some work measurement system, 
this is in sharp contrast to eighty to eighty-five percent of 
production workers. Analysis of these unmeasured, non-pro-
duction workers has shown that they rarely exceed sixty percent 
efficiency; the norm being closer to fifty percent (22). 
More and more management,is recognizing its responsibility 
to determine accurately the ap~ropriate office forces for a 
given volume of work. To control office payrolls, management 
must develop time standards, since they are the only reliable 
"yardstick,. for evaluating the size of any task, By establish-
ing manning tables standards for supervisory work, it is. 
possible to determine equitable supervisory loads and maintain 
a proper balance between supervision, facilities, clerical 
.6 
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employees and direct labor. 
In the service area, for example, in an emergency room of 
a hospital, many factors such as available staff, equipment, 
physical facilities and ancilliary services (radiology, 
laboratory, etc.) can affect the level of care available at 
an emergency room and how long it will take to dispense that 
' 
-
care (2J). Since the hospital administration is concerned 
with such things as the level of care o£fered, legal require-
ments, costs and overall public impression of the receiving 
areas, in-processing procedures and patient waiting t.ime • 
formulation of some models that will help administration and 
I 
medical staffs to improve planning for facilities and staffing 
is therefore needed. 
Mundel (J) defines.work measurement or time study in two 
compatible ways as being: 
·-=--···· 
1. A set of procedures for determining the amount of 
time required, under certain standard conditions of 
measurement, for tasks involving some human activity. 
:2:. A· set of procedures for developing num.erical co-
.efficients for converting a quantitative statement 
of the work load to a quantitative statement of the 
required manpower resources • 
. Knowing -the time normally required to perform a task 
7 
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( standard time) has several advantage·s: ·( 6), 
l. Work load can be more equitably determined and assigned. 
2. Production scheduling and planning are more effective 
when time required can be determined. 
J. Employee earnings can be brought in line with their 
relative productive worth. 
· .. 
4.-. Better employee morale and worker satisfaction result 
because of better working conditions and more· ,equi t-
able work loads. 
5. Employees can be more rationally evaluated. 
6.. ·Costs can be determined easier. 
'7, The efficiency of work groups can be more easily 
calculated. 
8. Alternative methods of performing a task can be 
evaluated by time comparisons. 
9. Wage incentive plans can be- established'where. 
desirable. 
-Mundel also defines a 'work-unit' as "any amount of work 
or the results of such work which is convenient to use as an 
integer when quantifying work... We may have large and small 
work-units, large ones divisible into smaller ones and small 
ones aggregative into larger ones. 
In industrial organizations, where the ouptut is sub-
stantive, such as home appliances, shoes, clothing, and so 
forth, the problem of quantifying the workload with respec~ 
to direct labor has been looked upon, quite properly, as one 
about which we know and in which have appeared some success. 
Little difficulty has been encountered. However, with the 
8 
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indirect work of such organizations and with service type 
-
organizations or with government agencies, poor methods of 
quantifying the workload have frequently frustrated work 
measurement efforts, leading many to conclude that real work 
measurement and consequently, real managerial control is not 
possible. 
Almost any non-repetitive job or service type output 
·· has an important difference as compared with subs tan ti ve 
outputs. Substantive outputs reflect repetitive work in 
which the work unit can be specified in advance in a fairly 
exact manner; service type outputs cannot be so represented. 
Because of this, substantive outputs are more easily converted 
to a quantitive statement of workload but service type outputs 
present a more difficult problem. 
With many direct labor activities, such as in a product 
assembly line, there is no difficulty encountered with respect 
'\ . 
to what to count. The time standard to make each unit can 
be easily determined, for example, by a process chart analysis. 
The total manpower resource required can be obtained by 
multiplying the time standard to make each unit by the number 
of products required to produce per week, month or year. 
There is a fixed. relationship (for a given method and process) 
between the number of units of final produc~ and the tasks 
on the parts. 
t" : ... 
However, with many indirect activities, there is no 
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substantive output. Prior knowledge of the relationship 
between the total number of final product and the tasks on 
the parts is not easily obtained, al though the manpower 
resources are usually a larger portion of the required re-
sources than with substantive outputs and, hence, an even 
more important problem for managerial control. Further, 
there is seldom a direct relationship between what appears 
to be the final outputs and the manpower or tasks required. 
All too often heterogeneous outputs are added to give 
meaningless measure of outputs, a measure whose relationship 
to manpower required cannot be determined in other than a 
delusive, empirical fashion. Some additional analytical 
aids are needed to assist in deciding what to count and how 
to summarize • j 
The work of an industrial engineer is usually partly 
concerned with analysis and interpretation of relationships 
' ' 
in multiple variable systems. One common problem is productivity 
measurement, as described in the preceding pages. The goal 
may be to explain historical phenomena or to predict or control. 
The difficulty in obtaining good models to represent such 
systems often arises. The difficulty exists in most cases 
because the data are obtained from the existing system as it 
l! 
normally operates rather than being genera~ed during a designed 
' . 
experiment. Also, further, the data were usually obtained 
for accounting, not for operating purposes. Multiple re-
gression analysis is one ~t the tools for an engineer 
to minimize that difficulty and obtained a good and reliable 
model. 
The first step to improve productivity is to find the 
standard of the existing system. In the usual office or plant 
there are some jobs that appear to possess no cycle or 
repetitive pattern. It has been stated that supervisory tasks, 
many cleric,al, service and maintenance jobs often fall into 
this category, depending on the nature of the organizatiQn _in 
• which they occur. It should be obvious that a possibility 
guide for a task of this type is difficult to construct with-
out some means of obtaining additional insight into the task. 
There is no clear-cut "present method'' as with a repetitive 
or cy·cle job. l' 
A time standard can be established on any operation or 
group of operations that can be quantified and measured. If 
the elements of work performed by the indirect labor, office 
worker, supervisory staff and service personnel are broken 
down and studied, it is possible to evolve an equitable 
standard by summarizing the direct, transportation, and in-
direct elements. Conventional time study, predetermined 
' 
motion time standards, standard data, time formulas, and work 
sampling can be used as the tools for establishing such 
standards. Because of the high degree of variability char-
acteristic of these tasks, it will be necessary to conduct a 
sufficient number of independent time studies .of each opera-
11 
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tion to assure completely that average conditions have been 
determined and that the resulting standard is ~fpresentative 
of the time needed for the normal worker to do the job under 
these average conditions. The separation of the job into 
its different elements and the measuring of these elements 
is·· thus a cumbersome and costly procedure • 
Not only are the above procedures -generally costly, but 
most work measurement studies are influenced in some way by 
the time available to conduct them. Not only must the 
standard-setter be concerned with important statistical con-
siderations, but with equally important, practical, time-
constraining influences. 
The multiple regression method allows.for the setting of 
interim standards -- standards which may be used with statistical 
confidence to bridge the gap created by the immediate need 
but unavailabi-li ty of permanent time standards. This method 
combines five features which make it highly useful as"a working 
tool ( 19) • 
l, It allows for rapid establishment of a needed 
standard, where consistent variables exist. 
2. · It has as its foundation easily gathered historical data. 
J. Its· reference base allows for the use of all 
pertinent, past in:formation for analysis. 
:4. Its sound statistical basis of multiple regression 
may be drawn upon for an analysis of known precision. 
12 
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. '·_.,. It may make use of computer library programs and 
is therefore relatively inexpensive. 
ln the situation of ·the world today where digital 
computers are widely available, the use of such technique 
as regression analysis is practical, and can be done in a 
very short time. Almost all the computers have the statistical 
package including multiple regression technique in their 
library programs. The attempt to use the technique whenever 
applicable is thus, ·economical. 
The confusion in interpreting the results and evalu-
ating the model of the regression analysis usually includes 
the intercorrelatio·ns of the data, the precision and con-
fidence intervals of the coefficients, the adequacy of the 
model, the adequacy of the·sample, the value of the constant, 
etc. It is because of this confusion that sophisticated 
technique such as multiple regression analysis tends to be 
avoided. 
There are a few basic texts which cover extensively 
the method of .least-squares, the simple linear mode·1 and the 
associated statistical properties of stich models (1), (4). 
Daniel and Wood ( 2) deal extensively with 8[1alysis of . 
multifactor data in the form of examples. 
A direct approach to the application of multiple·regres-
sion is needed, Crocker (13) presents examples involving 
intercorrelation which illustrate how important predictor 
13 
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variables may be missed and how redundant predictors may 
destroy a good model. He also compares (18) regression 
analysis by least-squares with the use Of linear programming 
t~chniques as a substitute method. He concludes that 
" ••••• Linear programming provides a valuable and powerful mechanism for extending men's cognitive abilities in problems of indecision. It is dangerous deception to use this power to restrain the flow of 
~statistical ·information in problems of uncertain~y. If answers are to be found, the right questions must be asked. Regression analysis provides the means for asking the right questionso Intercorrelated data sets present many difficulties and are some-times quite worthless. But this is no reason to forsake perfectly good analytical procedures. Analysis is a diagnostic process, not a remedy for poor data ••.••••• " 
Salem (10) presents the use of multiple linear regres-
sion in work measurement of indirect labor. He points out ' 
that " •••• the true effect of a predictor might be deemphasized 
because of high intercorrelation between it and some other 
predictor placed ahead of it in the model ••••• " 
'i 
Richardson (14) discusses the use of multiple regres-
sion in measuring indirect work. He emphasizes the need for 
~ definition of work unit of output and gives the examples of 
use of the technique. He·concludes that " ••••• the technique 
has demonstrated its potential, and deserves serious considera-
tion, particularly in the first attempts to get under control 
the increasingly important areas of indirect work •••• ". 
< 
Gilster (28) proposes a statistical analysis of aircraft 
maintenance costs. JHis discussion is directed at showing how 
14 
the recursive model can provide statistic.ally significant 
cost parameters, and how these parameters can be utilized 
• 
to aid the decision maker in the difficult task of evaluating 
his maintenance operation. 
Thrun (16) reports that the industrial engineers of the 
Mueller Company's Pacific Coast plant had set standards for 
31,000 operations in only 18 months, using linear regression 
analysis. As a result the projects can be completed with 
approximately 600 to 800 fewer time studies than would be 
necessary with the use of graphs or scatter diagrams. 
Klein and Tait (20) uses stepwise multiple regression 
-,·~ 
to develop a mathematical model to be used for estimating 
' 
the design and fabrication times that are required to establish 
tooling budgets. He presents an example of box-type drill 
4 . jigs as the type of tooling to be ·used for the study. As the 
results, the desi-gn and fabrication models by regression 
have been tested by twenty-five additional drill jigs·atld 
compared with the present method of estimating. He concludes 
that "~he improved accuracy of the·models has illustrated 
' 
that a standard linear stepwise multiple regression technique 
is a practical tool for developing models that may be used 
to. estimate the times.required to design and fabricate new 
tooling". 
Martin (19) shows, by means of an example in the setting 
o·f time standards in the plant of a manufacturer of recrea-
15 
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tional campers and trailers, that multiple regre$sion 
~~alysis is a very useful method of developing gross time 
standards when work measurement is needed quickly. He 
also emphasizes the advantages of this technique in terms 
of statistical validity and relatively small cost • 
. Cravens, Woodruff and Stamper (15)- propose stepwise 
multiple regression analysis as a tool to evaluate and 
control performance in sales territories. The output of his 
analysis provides management with territory performance 
standards to supplement judgement when assessing the results 
in sales territories. 
Many more authors have stressed the role of multiple 
'regression analysis in the measurement of indirect work, 
among them are Thelwell ( 24), Shell ( 25) and. Doney and 
Gelb ( 26). Others have pointed out t·-he need and importance 
of setting the standards of this type of work (17), (21), 
-
(22), (23), (27). It is therefore evident that there is 
i 
room for much improvement in the application of some effective 
techniques, or even the introduction of these techniques, 
in the measurement of non-repetitive work type. 
Multiple regression analysis has been widely used sue-, 
cessfully in many branches of science, especially in the 
designed· ·exper.iment and psychological field. It stiould de-
serve a place for one of the candidates for the advanced 
mathematical techniques in the extension of the industrial 
engineering practice. 
. ~ 
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The problem of measuring the indirect work type has 
been stated and discussed earlier in the introduction. The 
application of multiple linear regression to the measure-
ment of this type of work is evident from the literatures 
that it should be useful. 
The aim toward which this thesis is directed is to 
,. . 
analyze the use of regression in a number of applications, 
compare outputs and utility of regression to results of 
analysis by more conventional methods, validate results 
when we kno) the actual. The purpose is to analyze the 
outputs of regression and interpret them so that the tech-
nique will be more widely applicable. The examples of using 
the linear multiple regression analysis in such areas as 
indirect labor, office worker and service activity will be 
given with the hope that they will give people who are 
knowledgeable in the theory of multiple regression analysis 
some ideas to attack the problems in the setting of standards 
of the work of this type. 
17· 
. EXPERIMENTAL PROCEDUR.E 
The starting point in any experimental procedure is the 
collection of the data, or sampling. The success of the 
entire problem depends on the reliability of the data col-
lected, and it is imperative that the data be collected with 
conscientiousness and consistency. 
· Unfortunately, there is often the need for standard 
settings when the standard data, at time, are not available • 
., ..•. Under the time constraint and financial limit, multiple 
linear regression could be very well applied to historical 
data or some data drawn from accounting which are considered 
to be reasonably reliable. 
This study will lean mostly on the above assumption. 
The purpose is to show the power and effectiveness of the 
multiple regression technique at the starting phase of the 
attempt to set the standards in indirect work. The hypo-
thesis is, thus, that the technique will lead to a good 
analysis and perhaps eventually to the solution of the 
problem. 
The potentially applicable independent variables are 
determined empirically by experience, the data obtained and 
' ' then related to the dependent variable, usually time. The 
number of sample points needed in each study is assumed to 
18 
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depend on the availability of the data in a certain process 
and the number of independent variables. 
Several examples have been selected and run through 
the BMD 02R package of st-epwise regression established by 
the 'Health Science Computing Facility, UCLA'. The general 
description of the package will be stated in-the following 
section. 
The next step is to analyze the outputs from the 
computer by testing the assumptions implicit in the least-
squares method used to fit the data, and selecting the most 
informative combinations of variables. The general dis-
cussion and conclusion will be drawn after the examples 
' 
have been shown. 
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.l. •. BACKGROUND 
,. 
Defini ti-on- of Terms a 
When there are possible influences that seem to affect 
the system under study, the identification of candidates 
variables to be included in the analysis may be guided by 
the conceptual model ass 
Y = f ( X1 , X2, X 3, • • • • •. • • • • , Xn) 
1. Dependent Variables Y is the dependent var-
iable, the values of which are to be predicted under 
the varying degrees of the known influences of x1 , 
X 2 , X 3 ' • • • • • • • , Xn • 
2.·. Independent Variables Xi, x2 , x3 , .••••• Xn 
are N independent variables, the variables used to 
predict the dependent variable, 
L} • 
3. Regression Model I Th·e equation that relates 
the independent variable to the dependent variables. 
When it is a linear relationship, the model may be 
written ass 
4. Regr~ssion Coefficient, b1, b2, •••• , bn 
are regression coefficients, the estimations of the 
relationships of independent variables and the 
20 
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dependent variables. These, in effect, are multipliers. 
5. Constanta The canstant, bo, represents 
that part of the dependent variable not accounted 
for by the independent variables in the model. 
6. Residual Standard Deviations Is the measure 
. ' 
of the amount of variability left about.the mean value 
of the dependent variable after removing the varia-
bility associated with the indepen·dent variables in 
the model. The drop in the residual standard deviation 
caused by the addition of an independent variable to 
the model shows to what extent that independent variable 
adds new information in predicting the.dependent 
variable. 
7. Correlation, Is the measure of associations 
between variables. It is a pure number varying be-
tween -1 and'+lt a value of O indicates no correlation. 
The limiting value of -1 and +1 indicates perfect 
negative and positive correlation. 
Correlations may be me·asured 1 
a. Between the individual independent variables 
and the dependent variable • 
b. Between the individual independent variables taken two at a time. 
c. Between all independent variables taken 
collectively and the dependent variable. (Multiple correlations). 
21 
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Basic Theory in R_egression Technique 1 
The important features of the regression technique 1 
can be illustrated using two dimensions, as shown in Figure 
l, In this case, only one b can be shown in addition to 
the b0 term. The regression model assumes that Y is normal-
ly distributed with a mean, bo + b1x1 , and a standard de-
viation, s. 
The technique provides the estimates of b derived from 
observations of resources used and work completed which 
minimize the sum of square of the differences between the 
estimates and the actual observed values. In Figure 1, 
the estimate would be the ieast square line through the 
actual observations. The regression technique guarantees 
that no other line can be found which would have a smaller 
sum of the square of the differences, d • 
. y 
( bo 
• 
x1 
Figure 1. Basic Least Square Line 
22 
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Because multiple regression technique was developed 
in the statistical area, therefore, in addition to the 
estimators, it offers a great deal of information about the 
variability o:f the estimators and estimate. For example, 
the estimate (Y,).derived for a specific work mix using 
the calculated values of b combined with the residual 
standard deviation (standard error of estimate) can be 
interpreted in term of tolerance, i.e.; its values cal-
culated as an estimate plus or minus, sayt two standard 
deviations, a coefficient of multiple determination (mul-
tiple correlation squared) is provided measuring the portion 
of the dependent variable explained by the independent 
variables in the analysis; and various other statistical 
values. 
Linear regression is not limi,ted to one independent 
variable and a constant. Multiple linear regression allows 
one to view the effect of many predictor variables in a 
single equation, and, although this involves more dimensions, 
the principles are the same. 
Having a prior knowledge of the basic theory, some 
basic assumptions of regression analysis should be stated. 
These assumptions ares 
-
1. There are no interactions between variables. 
23 
--------------------~~·· 
2 ..• There • linear relationship of the de-
... 
l.S a 
0 pendent variables to each independent • vari-
able • the considered. 1n range 
--- # 
-:3. There are normal, independent errors with 
uniform • variance. 
--· 
>. 
Use o·f Library Programs 1 
Almost all of the computer runs in this study .have 
made use of the BMD02R (UCLA, etc.) - stepwise regression 
program, some have been run using LEAPS package. 
The general descr.iption of the BMD02R should be well 
cited here: 
BMD02R program computes a sequence of multiple 
linear regression equations in a stepwise manner. At 
each step one variable is added to the regression 
equation. The variable added is the one which makes 
' the greatest reduction _in the error sum of squares. 
' . 
Equivalently, it is the variable which has highest 
partial correlation with the dependent variable partialed 
on the variables which have already been added; and 
equivalently it is the variable which, if it were 
added, would have the highest F value. In addition, 
variables are automatically removed when their F values 
~ 
.become too low. Regression equations with or without 
· the regression intercept may be selected.* 
*Cited from BMD02R manual, established by the 'Heal th Science Computing Facility, UCLA'. 
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CASTII~G CLEANII'lG PROBLEM 
The results of the work sampling study in the Finishing 
Department of a foundry plant estimated that only 57.9% 
of the total labor ·hours were spent in metal removal, and 
22.5% were spent in work other than metal removal. Analysis 
I of the work sampling observation sheets showed that much of 
this 22.5% non-metal removal time was spent on activities 
classified as non-skilled labor, such as, hauling scrap, 
cleaning up dirt, moving lumber, and shifting (shifting in-
volves a temporary transferral of a man to the pouring floor 
~ 
to fill in where needed)., It was pointed out that skilled 
men were being paid skilled wages for the ·performance of 
' 
non-skilled labor at the cost of the Finishing Department. 
Because the work had been, at times, piling up in the 
department; it was proposed that a scheduling of work through 
the department should be maintained. The following problems 
had been faceds 
a. A definite prediction of man hours available 
shou·ld be made because of the practice of shift-
• ing. 
b. An accurate estimate of the time required 
to process a casting was not possible, be-
cause of the variations in the size and work 
content of each job order were so great. 
c. Many times orde~s were partially compl~·ted 
and then set aside to be completed for ship-
ment at a later date. This tended to increase 
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the stacks of in-process casting already blocking and hindering the flow of materials through the department and presenting a definite safety.hazard to those involved in 
work on the castings in the department. 
In order to~do the scheduling, some standards were 
needed, and so multiple·linear regression was used to 
develop them. Data were obt'ained on some 60 assorted 
castings. These data were both numerical and verbal. 
' 
For example, numerical data consisted of weights, number 
of cores, gates and risers, and the cleaning time for each 
.casting. The verbal data consisted of a list of items such 
as the necessary types of cleaning operations for the 
casting in question. These data were arranged in the form 
of yes or no questions and assigned values of zero or one 
in order to put it in· a quantitative form. 
The data are sh.own in Table 1-a, and the variables are 
identified as followss 
Y = cleaning time, the dependent variable. 
X1 - weight, in pounds. 
,X2 = sand blast,.yes or no. 
x3 = cut-off, yes or no. 
X4 = chipping (floor), yes or no. 
x5 = chipping (bench), yes or no. 
X6 = grinding ( hand - bench) , yes or no. 
X7 = grinding (Machine), yes or no. 
27 
.X& = Inside Work, yes or no. 
::{ X9 - Outside Work, yes or no. 
·x10 - Number of Cores 
X11 - Number of Risers -
X12 - Can extra metal be knocked off? Yes or no. 
X13 - Shot Blast, yes or no. -\. 
-~ 
t 
\" . ·' 
·,. 
TABLE 1-a. Data of 60 Assorted Castings. 
X1 X2 X3 X4 X· 
·5· x· 6 X7 Xg X9 X10 X11· X12 x.i:_3: y· 
16 .oo 0 ·1 Q. 0 
.1 :O 0 0 1 0 1 .5 .... o,o 
.. 0 . . y,:,·. 
3 .30 0 :o 0 0 0 1 1 0 2 0 0 .1 .5. oo. ' .. 
_;.. .  
. . 
3'?. 00 207 .oo 0 1 .1 " ·O 0 0 1· 1 0 0 :o- 1 . 21 • 2 0 0 .Q ·o· 1 1 1 0 .1 ·.Q.· o: :1 7 • 50 12.75 0 0: :0 O' :_ : 1 1 0 .Q: :1 ·-O· 0 1 7·. 00 14.00 0 o· .() 0 .o 1 0 .0 ·1 :O ·o. 1 5.00 10 
• 00 0 Q: 'Q.: ,o· 0 1 0 0 . 1 1 .. ,Q 
. ~ ... 1 5. 50 9 .oo 0 0 0 o· 0 1 0 0 ·o ·o· ·o ·1 5. 50 .. . . . . 9. 00 0 ·o 0 01 ·o 1 0 .Q :0 0: 0 ·:1: 5. 50 30 .oo 0 0. :O· 0 l 1 0 Q 1 0 .... 0 :1. 10.00 2.00 1 -o· 0 0 0 1 0 0 1 0 0 :o 2. 00 . . . . 23,80 0 0 0 0 1. 1 0 0 .. 1 ·O· 0. 1 17 .oo 13 50 0 O· 0 ·o 0 1 0 (J ,o· 0 o. .r 7 .oo • ... 2 .10 0 o. ·O· . )".·: 0 -1 ... 1 0 Q: 0, ·o. 0 1 4. 00 1 ,40 0 0 o· 0 0 1. 0: o: :_Q ·.O 0 1 3, 50 15. 00 0 0 0 o· .. 0 .1 :0 0 •Q: :o:. 0 1 5.00 . 
.1 0 ;o· Q :o 
.0: 1 6.50 21 .oo 0 Q 0: 0 o· . · .. . 
.34 0 0. :Q· ·o o: 1 0 0 :o (j· :0 1 J 50 ' .. • 12. 00 0 o· 0 .0 0 1 0 0 l 2· 0 1 6. 50 . .. .. 17 • 00 0 o. 0 0 0 1 0 -0'. '2 0 0 1 7 .oo 10 • 50 0 0 0 0 0 1 0 0 1: 1 0 ,1 5, 50 12.00 0 :O· ·0 ;_Q 0 1 0 :Q 2 0 0 1 6.oo -11 50 0 ·o. ·O O• 1 1 ·O 0 :-1 0 ·o 1 8 .oo . ' .. • 114. 00 0 1 1 0 ·O b .1 l 
.. 
O' 2 0 l 26.00 10 00 0 ·O .Q 0 :o. 1 () :o :o: 2 :0. 1 5. 25 .. • 256. 00 0 1 .1 .o o·= 0 ·1. 1 ;1 2· 0 1 69.00 
. . 
. ·. 
.. 101 • 00 0 :Q. .1: :1 0 0 1 l 1 :Q: 0 1 24. 00 18 • 00 0 1 '•, . 0 0: 0 1 1 0 t l o: 1 9.00 10 00 0 1 .0 0. 0 1 0 0 t .. ~ 1 2-. () 1 8 00 ..... . . • _·. • 38 .oo 0 0 0 0 1 1 0 0 
.. 
:2 0 0- 1 16.00 44. 00 0 0 .o· 
·O. 1 0 0 0 o· •: 0 0 0 10. 00 205. 00 0 0 ·.1 '0' 0 0 1 0 0 ·O. ·o 1. 29. 00 . ' ·.···· 42. 00 0 0 0 1 1 0 1 0 ·o 0 1 17 00 
. ·: ()' ·:': •· 
' 
• ' 125. 00 0 1 ·1 ·o· 0 0 0 0 1 ·2 0 1 17 • 00 . • 11 • 00 .. ' 0 ··o · . . .: .Q.' 0' 0 1 0 0 0 0 0 1 6. 50 2. 50 0 () ·o- o. 0 1 1 0 2 1 0 1 4. 50 52. 00 0 .1 O· O· Q: 1 1 0 2 1 0 l 8 
• 00 0 8 12. 00 0 1 0 ·o 
.. 1. 1 0 1 1 0 '1 50 • 1 60 0 o· 0 .o ·'().' ·1 0 0 0 1 0 1 4.00 • . ,• : .. 29. 00 0 1. .o .o: 0 1 0 0 1 2 0 1 8 00 .. • 1 .. 16. 00 0 1 .. o ;O: 1 0 1 0 0 ·o 0 1 37.00 ' . 41 ' Cl 00 0 Q: ·o: 1 1 0 0 1 2 0 1 g.50 • . . .. 488 00 0 1 l 0 0 0 1 0 O· '4 0 1 66 00 • .. • 1 • 43 0 1-. 0 0 0 1 0 0 Q: Jo ·o 1 4. 25 ... ,' 33,00 0 0 p:. .··., 1 0 0 1 0 0 o, 'O 1 5, 50 1J4.00 0 1 t 0 0 0 1 1 6 2 Q:: 1 39.00 . . 22. 00 0 Q: 0 0 1 1 . 
... 0 .Q 2 :_:· · . 0 :o 1 5, 50 ,· 
2.9 
_J 
TABLE 1-a (Continued) 
X1 X2 X-:J X4 X 5 :x .. 6 X·7 
4 • 90 0 o· ·O 0 :o· 1 
0 • 40 0 0 .o. ·o· .o 1 
1 .oo 0 ·:Q. o· 0 :Q 1 
1 00 0 ()· o· 
.o·· :0 1 .. • . 281 .oo 0 1 ·l .o 0 0 
23 • 00 0 0 o: .o o: 1 55. 00 0 :1 o·: a 1 1 6 00 0 :o o·, 0 0 1 .. • . . 
20 • 00 0 l 0 :Q .1 1 
3 • 90 0 0 :o :Q ,0 . . 1 
5.00 0 1, Q . o 0 • 1 
138 1 1 00 0 . ·O 0 :·o • '• 80. 00 0 :·O. .1. '(J :O: 0 
. •. 
Xg 
1 
0 
0 
0 
1 
0 
0 
0 
0 
0 
o· 
. 1 
1 
"l :o· .· 
.;,·· . ~ 
X9 
0 
0 
0 
0 
·1 
.0: 
o· .. 
Q: 
·o 
0 
0 
1, 
·1 
-· .. .:.r, . 
X10 X11 
0 o· 
0 .o. 
.o: Q. 
o: :o. 
·o ·2 
:o· 2 . . 
1 1 
o. ,Q 
1 
• 
l 
3· ·O 
2 . J. 
0 2 
2 0 
-·· "· 
:• r . . 
X12 X13 ·y 
0 1 'i.f .• 5,0 
0 1 3 • ·50 
.Q· 
·· .. 1 3 • 50 
0 1 4 .oo 
.'O 0 25.00 
.. 
.1 1 5. 25 
0 1 14.00 
1 1 4 .75 
0 1 9 • 00 
0 1 4. 00 
0 1 5 • 00 
.o· 1 39 .oo 
.o· 1 39 • 00 
. 
• 
.l 
) 
. The data.were analyzed using stepwise multiple re-
gression analysis, and the results -in the summary form of 
steps are shown in Table 1-b. The F-level for inclusion 
of an independent variable at each step was set at 2.00 
(F1,60 = 2,79 at 90% confidence level), Independent 
variables x3 , X6, x8 , x11 , ·x12 were not shown in Table 1-b 
because their F values were not high enough to enter the 
multiple regression model. (These variables are cut-off, 
Grinding (Hand-Bench), Inside Work, Number of Risers, Extra 
Metal Knocked Off). · The multiple correlation coefficient 
squared (R2) was 0.935. Six of the eight variables in 
Table 1-b (Weight, Outside Work, Shot Blast, Grinding 
(Machine), Chipping (Floor) and Sand Blast), x1 , X9, X13, 
X7, X4, X2, ,accounted for a major portion of the explained 
variat·ion in· the performance measure, cleaning time, Y. 
The other two variables could be eliminated and the R2 'ff: 
value would be only slightly reduced. 
The standard error of estimates had been decreased 
from 6.877 in step 1, to 4.187 in step 6. In th,e seventh 
' 
and eighth step the standard error of estimateds are 4,038 
and 3,934 respectively, only slightly decreased compared 
to the first six steps. This supports the elimination of 
independent variables X10 and X 5 from the model. 
The statistical values of the six selected variable 
31 
._ , mod:el is shown in Table 1-c. The F value of 107. 56 for this 
six predictor variable regression analysis is highly sig- . 
nificant. In other words, we can say that the six predictors ,_ 
contribute significantly·to the reduction in residual sum 
of squares, because, obviously, if the residual sum of 
' 
.squares is reduced, the predicti~n is O better" in tnis 
sense. 
_, 
The constant, .347, is attributed to set-up time, 
.or some type of activity which is not directly related to 
-the unit time (14). The value of the constant, when compared: 
' to the average value of cleaning time, 12.858 shown in 
table 1-d, may be interpreted that we have quite a sensitive 
equation in terms of explaining or accounting for the in-
fluence of workload on time to accomplish the work. In 
general, the amount of constant value may represent the time 
spent by the variables that are not included in the equation; 
for example, in our case, they are the number of cores (X10), 
Chi'pping (Bench) (x5), Cut-off (x3), Grinding (Hand-Bench) 
(X6)~ Inside Work (Xg), Number of Risers (x11 ), Extra-Metal 
Knocked Off (x12 ). In some cases, where we have full 
knowled_ge of every variable affecting the process and those 
variable-s were all included in the model, the constant 
, __ ~ ' 
value may indicate tne .l amount of delay time as well. 
The coefficient of each predictor may be thought of 
.... 
.! 
... 
-
-,:a.s, an. 1.n.dication of the a.mount of time spent to accomplish 
. ·on~ unit of work, for example, . , 133 of the weight may be in-
terpreted that , 133 minute is required to do one pound of 
'·, 
casting cleaning on the average.· At least without intercorre-
lation of. the independent variables in the data and with 
perfect relationship, the coefficients will in fact be the 
time per unit. However, the prediction equation may include 
t•,, 
negative coefficient and we should use the equation under-
standing that we cannot use the terms separately. 
Th.e reliability or significancy of the coeffici~nts 
can be determined by the t-values for each coefficient. 
T-value is equal to the square root of the partial F value 
(t2 = partial F value). In the present case, the t-value 
. 
for each of the coefficients was as followsa 
V{ e·i gh t ( X 1 ) = 11 • 1 
Sand Blast (x2 )= 4.1 -
Chipping (Flo~r) (x4 ) = -4.7 
Grinding (M~chine) (X7) = 
Outside1Work (x9 ) = 5.5 
Shot Blast (X13) = 7,1 
The critical value of t is 1 
-6.1 
Degree o:f freedom Ct) = number in sample - number 
of terms in··· equation 
'_\ .. 
.;· 
ci) = 60 - 7 = 53 degrees of freedom 
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.... , 
= probability of rejecting 
the hypothesis when it is 
true 
= • O 5 ( 2 tail) 
t .. :o 5 , 5·3 = 2 .• o.o 
The significance of the t-values indicates that there 
is-no sigllificant variability to our predictions of the 
' 
"· 
contribution of each of the predictors (independent variables) 
to the value of the dependent variable. 
Our model for the estimation of casting cleaning time 
is thus, 
Y ~ .J47 + .129X1 + 22.9JBX2 - 21.5JJX4 - 21.542X7 
+ 1J,981X9 + 25.699X13 
.,/ 
.J 
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Step 
Number 
1 
2 
.3 
4 
5 
6= . 
7· . 
J3 
TAB.LE 1-b.· Summary o:f Stepwise Mul tipae Regres·sion Analysis 
(Sample of 60 Casting l..eax1ing) .· 
·variable Multiple Increase Std. . : ' 
-Value Error F Entered R RSQ • RSQ of Est. to enter in 
X1 .8809 .7759 .7759 6.8768 200.8459 
X-:9 .9149 .8J71 .0612 
-5.914J 2'1 · 41-5lf 
.• '· . . 
X·1 . .3: .9292 .8633 .0262 5.4658 l0- •. 7)6,8 
X 7 .9385 .8808 .0174 5 .1513 8 .• 047:9 
X4 .9487 .8999 .0192 4.7624 ·10.3479 
X2 .9613 .9241 .0242 4.1866 16.8753 
X10- .9647 .9307 . OO.k_ 4.0382 4.9690 
X5. ·' 
-, ___ 
.9672 .9355 .0048 :3:. 934..1 3. 78 58 
. r 
.. -~5. :.:,/. '._· -:~-, 
-~: 
II 
II 
Ill 
" II 
m 
,: 
TABLE 1-c. Step Number 6 
Mul:·t-iple R 
-s: td • Error of E_s,.t·.'.:. 
. " 
Analysis of Variance 
.9613 
4.1866 
DF Sum of Squares Mean Square F Ratio 
Regression ·6 11312.069 
Residual r:::3· • 
. .J. .. 
1885.345 
17.528 
107.563 
Variables in Equation 
Variable Coefficient Std. Error F ·to Remove 
( Constant • 34661) 
x._i_ .12880 .01156 124.0919 
X:2. 22.93779 5. 58374 16.8753 
:x4 
-'21. 53287 4..55206 22.3763 
X;7 -21. 54199 3.53922 37.0473 
.X9, .. 13.98102 2.51306 30.9507 -!·"'" ~;, 
4 ,-, ~... • 
-~-
" 
X.i.3 25.69945 J.60391 50 .8 509 
.!'. 
·' 
. .. 
•. 
_ ·rr.·A..BLE 1-d. Mean and Standard Deviation of Each Variable 
Variable 
X1 
i. 
- ···: ·. 
.'X.:2 
'X:3 
X.4, 
X_.5; 
.x·6: 
X.-7· 
:YCg. 
x:9. 
'X10-
X-... 1.:1: 
X12 
X13 
y 
., 
'. 
.I 
Mean 
50.00200 
.01667 
.31667 
.18 333 
.01667 
.23333 
.78333· 
.30000 
.15000 
• 78 333. 
.,6:8,33..3. 
.o 50,00· 
.9:.5000 
12 .8 5833 
37. 
'i, .-
,•(.' 
:S,tanda.rd Deviation . . • .. 
85.81235 
.. 12· ,:9·10.· ·.  . . . 
.• 46910 
.39020 
.12910 
.42652 
.41545 
.46212 
.J6008 
1. 04300 
.96536 
• 21978 
.121978 
14.40400 
" 
.i 
·-r 
.. ·-::..,. 
t:r~ 
·4.·. 
.~ -.. "' 
\.; 
.ME:AT CtfTTIN:G PROBLEM 
This problem cdrnpares the models obtained from work 
sampling and stepwise multiple regression. The problem area 
is a Meat Department in a Super Market where number of 
man-hours per day to cut various kinds of meat is required 
to be predicted. 
Surnma~y of the results from work sampling study is· 
shown in Table 2-a, 2-b and 2-c. The model from the work 
sampling is thus, 
or 
where 
y = 984 f 1877 .l9 + 0.0105x1 + 0.008JX2 + O.OX91X,3 
+ o.0139x4 + o.0067x5 + o.oo46x6 
Y __ :r=·: :9.71 + 0.0105X1 + 0.008JX 2 + o.191x3 + 
o.0139x4 + o.0067x5 + o.oo46x6 
:y· = number of man-hours per day, depen_dent variable. 
X - lbs. of Beef -1 
·Xz - lbs. of Misc. & Pork 
-X3 - lbs. of Veal - , 
I X4 
_, 
lbs. of Lamb -
X.5 lbs. of Poultry --
x6 - lbs. of Frozen -
The only data required for multiple regre~sion analysis 
are ,pr9duct movement summary and man-hours used. These· data 
., 
I 
,, 
.j5j, 
~ 
TABLE 2-a. PRODUCT 
WORK SAMPLING STUDY Date 5-17-71 to 5-29-71 
DATE BEE}, PORK** VEAL LAMB 
Mon. 5-17 4038 1081 181 442 
Tues. 5-18 158·2 657 .91 177 · .," . 
Wed. 5-19 3883 667 159 187 
Thur. 5-20 5057 718 292 383 
Fri. 5-21 4578 1800 2.32 280 
Sat. 5-22 4508 443 -. 216 379 
Mon. -5~24 3168 656 218 299 
Wed. 5-26 4285 808 132 352 
Thur. 5-27 6064 121.5 Z-36 .3:0:7 
Fri • 5-28 _ J827 1241 ::1.97 :~JQ.7· 
Sat. 5-29 5248 2283. 260 178 
TOTALS 46238 11569 2214 -3:.291. 
* Pickled, Smoked & Chef Rite 
** Includes Sausage (Italian) 
*** Pounds Processed During Observations 
39 
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MOVEMENT s·uMMARY 
Pounds Produced by Day, By Product*** 
POULTRY MISC. * FROZEN TOTALS-
2252 69 268 8331 
860 11 112 3490 
.;, 
' 1429 115 214 6654_ 
2701 439 319 9909 
20,,77 218 
.30 5 9490 
2630 165 277· 8618 
1784 134 5-22 6:78.1 
2202 157 6:6:2 859:8 ·. 
J4J5 450 9·11 1.2684. 
1203 246, 586 7607 
3810 ·33,0 1010 13119 
24383 2.:.334 5242 95271 
. ' 
ELEMENT 
Cutting 
Trimming 
Dusting 
Traying 
Wrapping 
Weighing 
.,.,_ 
. 
*Stocking (Store Proc.) 
Stocking (Per Pkg.) 
*Reconditioning 
Grinding 
*Receiving 
Setup+ Prod. Prep.) 
. ) 
*Setup+ Tear Down ) 
') 
( 
., ~·· r 
~ 
J. 
TABLE 2-b. MAN HOURS PE"R .c·w.,w:: @ 100% OF STANDARD 
BEEF. 
66.42 
62.24 
14.84 
49.11 
45.64 
20.75 
39.26 
0 
:1,:4 ... 20 
. . . .. 
.35.33 
9.69 
26.67 
56.05 
MISC. 
PORK 
14.53 
2.07 
1.04 
24.55 
23.52 
8.JO 
11.81 
0 
0 
2.91 
0 
8 .:6:.5 
VEAL 
16.61 
2~07 
Q: 
. .,:~. 88 
5.54 
2.42 
1.88 
0 
• 6}3" 
,o: 
•. :4·6 
o· 
4.50 
40 
Based on 984 Mai; Hours 
LAMB 
14.87 
6.91 
1.04 
8.65 
J.80 
2.08 
2.80 
0 
.i ~.o.i. 
0: 
.69 
0 
POULTRY 
9.68 
0 
0 
·2.5. 94 
43.2.3 
:19'. (l.3. 
:zo .71 
.0: 
r.'J· i,9· .. 
.( .• 9". '· . 
0 
·O: ...
0: 
lJ.84 
.\ 
FROZEN 
0 
0 
. ·O. 
2.77 
2.42 
6.57 
0 
.5.90 
0 
0 
1.10 
0 
I 
• 
I 
• 
T.AB!.E 2·-·b .• (Con~inued) 
y, 
I MISC. ~ 
li
11 ELEMENT BEEF PORK VEAL LAMB POULTRY FROZEN f 
J 
~ *Cleaning .14. 20 4.27 .68 7.49 J 1.01 0 i~ 
*Customer Service 15.46 4.65 •:74 1.10 8.15 0 
*Supervision 7,89 2.37 ,38 .56 4.16 .89 
* Admini strati-on 8.07 2.42 
.39 • 57 4.26 ,91 
Total Hours 48 .5 .8 2 115.36 42.23 45. 78 16J.98 24.02 - 877.19 --,, 
i. ' 
• 
' J 
,. 
TABLE 2-c. MAN.HOURS PER CWT. From Work Sampling Study 
PRODUCT 
Misc. 
.. PO·RK 
\'EAL 
L.AMB. 
p·ol1LT.RY 
.. ~ . -.... • ... -~ .. 
'F·RoZEN 
. .. 
WEIGHT ··· 
WEIGHT M~·-···-HRS. M. H ./ 
IN lOO's PER PROD. 100 WT. 
46238 div. by 100 = 462.38 
1::3:9:03. div.,. b.y· :100 =_ 139.03 
2214 div. by 100 = 22.14 
.z:tkJ8J div. by i.oo = 243.83 
. 
. •' 
485.82 = 1.051 
- .830: 
42. 23 -= 1. 907 
-4:5': •. '78,. = 1 • 391 
163. 98 - ,673 
l L 
-.. 
are shown in Table 2-d, and the results from stepwise multiple 
regression are shown in Table 2-e, 2-f, 2-g. 
Following the same procedure as in the casting cleaning 
problem, by looking at the summary table 2-f., we eliminate 
independent variables X4 and x6 from the model. The reasons 
for the elimination of X4 and X6, lbs. of Lamb and lbs. of 
Frozen, are because they did not contribute much in the 
increase of R2 , they caused the standard error of estimate 
to increase which is the undesired characteristic, and their · 
F value to enter is very low. x2 was not shown in Table 
2-f because its partial F value is lower than 0.01, the 
standard default for the BMD02R program. 
The coefficients of the significant variables and the 
constant calculated by the use of stepwise multiple regres-
sion computer program, BMD02R, together with other statistical 
values are shown in Table 2-g. The model obtained from the· 
multiple regression technique is thus, -J, . 
Y = 17.733s + o.0154x1 + 0.1296~3 - o.ooa7x5 
After the models were developed, the data were fed into 
the two models to obtain the estimated values. These estimated 
values from multiple regression model and work sampling 
model were compared against the actual man-hours from the 
data. The residuals were then calculated for both methods, 
and the results are shown in Table 2-h. The characteristics 
43 
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TAJ~LE 2-d. Data for Multiple Regression in the Meat Cutting 
Problem. 
.x: X2 X.3:_ -X4 ·x x6 y, . :1 .. : .. 5 .. :~ ";: . 
1.;,0~J8. 1 1.50 18·1 442: .. 2252 248 8·9· 
:15·8~ :6··6·8. 91 1·7·7 
- .. '': ' 860 1 1 2 45 
J·:8:83 7-s:2 
' l 59 1'8··7 l4-29 214 79 
,.50.57 .1 1:5.:"7: 292 .Jfr3 2?01 319 1 04 
4,57"8 .2,()1.tf ". 232 :28'0.' ~-0'7·7 305 1 1 5 
4508 668 216.· 379: ·2·630 27·? 91 
3·t68 790 2·1·:8: 299 1784 5.i2. :~:9·0 
4::2-8'5 965 1·=3·:2 352 2202 ::662 82 
606"4 1665· ·;f36 307 3430 977 119 
J827 1787 197 .3.07 1.203 586 79 
5248 2613 260 1 8 ., .. . 7· .· '•J .· . . . . ! . 
. . . ' . 381 0 1010 -8.?· 
-..:.._ · ...... 
. . J\{i):l ·:· n··. 
.I 
, . 
·1 
I . • . 
'> \:. 
TABLE 2-e. Mean and Standard Deviation of. Each Variable 
in the Meat Cutting Problem 
1!ariable 
X -1 
:.X._z: 
X3_ 
:44 
X_5 
X6.: 
y 
Mean 
)+203.45455 
1296.63636 
201.27273 
299.18182 
2216 .18182:, 
475.63636 
8.9:,i 09091 
4-5 
i·' 
Standard Deviation 
J 
1172.04525 
639.70372 
.. 57 .88107 
..t39. OJ462 
900.71991 
305.21873 
19.98727 
.I 
~. 
T··AJ3LE 2_-f ., Summary of Stepwise Multiple Regression in -the -Meat Cutting Prob'.le:nt 
Step Variable Multiple Increase Std. Error F value 
11:, Number Entered R RSQ • RSQ of Est. to enter in ' 1
11 
.. j, -
J 
"' 1 
. X1 .8434 · .7114 .7114 11.J184 22 •. 1844 l 
2 x· 
.8710 • 7 587 .0473 10.9782 1 • .5665 11 .· 3· 
1\ 
1, 
I J X .8937 .7987 .0401 10.7178 1.3934 I · .. 5· l 
I~ 
'-·4 X4 
.9036 .8166 .0179 11.0510 \ • _5842 .. 
·.s· :X6 .9046 .8183 .0017 12. 0502· .0462 .•' . .., 
-;-·:;:· 
'i.:, 
1· 
,.k 
-~ 
TABLE 2-g. Step Number 3 of Stepwise Multiple Regression 
. 
in the Meat Cutting Problem 
, Multiple R 
-, .8937 
Std. Error of Est. 10.7178 
Analysis of Variance 
DF Sum of Squares Mean Square F Ratio 
,. 
Regression 
Residual 
Variables in Equation 
Variable 
3 
7 
3190.807 
804.102 
Coef_ficient 
( Constant 17·. 73383) 
X1 
x.~J 
x:·- .. 
· .. 5 
.01537 
.12962 
-.00872 
1063.602 
114.872 
:s:td. Error 
.00611 
• 088 7 2 
.00739 
9.259 
F to Remove 
6.3273 
2 .134 3 
1. 3934 
.. -,r 
I 
:. ·..::..· ;:.: 
·: 1.. . 
TABLE 2-h. Comparison of Residuals Obtained from Multiple 
Regression and Work Sampling. 
MULTIPLE REGRESSION WORK SAMPLING 
ACTUAL ESTIMATES RESIDUALS ESTIMATES RESIDUALS 
89.00 83. 784 I 5.216 87 .484 1. 516 
45.00 46.408 
·-
1.408 42. 341 2.659 
79.00 85,706. 
-
6.706 73.167 5.833 
104.00 109.956 
- 5.956 102.877 1.123 
11:.5. :0.0 100.232 14.768 98,170 16.830 
:9:1. 00 92.270 
·-
1.270 90.877 .123 
:.9:() '00 
. . ... •• ... 79,253 10,747 72.205 17.795 
_s·.z. o.o· 81.673 
.J27 8?.925 
-
5,925 
1.19.00 111.864 7 .136 123.452 
-
4.452 
79.00 91.735 
-12.735 8 J. 511 
-
4.511 \ 
87.00 99.102 
-12.102 124 .115 
-37.115 
··l 
,;,J 
.,~·. 
. . ~ .... ,,.., . ~ 
'.t. .: 
r ''. 
of the residuals are shown in Table 2-i ,. 
The standard deviations· from Table 2-i were used to 
p_erform. the. variance F-test as followss 
. ..! 
.• 
. F = (14.466) 2 
· ( 8. 967 )-t-9 = 2.603 
.. The F-test revealed that the man-hours estimated by 
the use of multiple regression technique are significantly 
more accurate than the man-hours estimated by the use _o:f 
work sampling technique at the 90 per cent level {F10, 10,90%= 
2.32). Although it may not be reasonable enough to conclude 
that multiple regression technique as applied to the pre-
diction of man-hours in indirect work is better than work 
s~~pling technique, at least the improved accuracy of the 
regression model in this problem has illustrated that a 
standard linear stepwise multiple regression technique is 
a practical tool for developing model that may be used to 
estimate time. Another advantage that is obvious from this 
problem is that much less time was needed for developing 
the model by the use of multiple regression technique. 
On the other hand, the disadvarltage of multiple re-
gression that should be pointed out here is the lack of the 
ability to get, separately, the accurate man hours per unit 
weight of each product. The independent variables x2 , X4 
and X6 had been dropped out from the model, the main reason 
.~ \~}Jt\ 
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TA.BLE 2-i. Statistical Characteristics of the Residuals for 
Models from Multiple Regression and Work Sampling 
Multiple Regression Models 
, Mean 
Standard deviation 
Maximum 
Minimum 
Range 
Work Sampling J\1.odel.f 
l\1ean 
Standard devi,ation 
Maximum 
Minimum 
Range 
-.180 
8.967 
14.768 
-12.735 
27.503 
- • 589 
14.466 
17.795 
-37.115 
54.910 
-'·a: 
, i:s· that the inclusion of these variables tended to increase 
'the standard _error of estimate of the model. Moreover, 
the negative sign in the coefficient of_ X 5, lbs. of Poul try, 
make it unreasonable to interpret this coefficient as the 
man-hours required to process one pound of Poultry. The 
reason is because of the present of the intercorrelation 
among the variables in the sample. This will be discussed 
more later in the general discussion and conclusion section. 
The constant term in the regression model is not 
directly comparable to "non-productive time" in the work 
sampling model due to the facts that the non-significant 
X's were not included, and the negative coefficient of X5 
caused by intercorrelation. These are the reasons that make 
the constant term in regression larger tha.ri the constant 
term in work sampling, and we cannot reall_y translate· 
regression predictions to unit labor costs in the conventional 
sense. 
If we don't care much about the. interpretation of the 
coefficients and constant term, and it is only the number 
of total man-hours required alone that we want to predict; 
then, this problem has proved that multiple regression is 
a more efficient and convenient·tool to be used. 
The regression in thi1s problem was run on a work situation 
51 
...... 
.... .:r 
( . 
'i 
which was in good shape and being oper·ated under standard, 
with experience. Therefore, the prediction from the re-
gression model should serve very well for managerial data. 
'I 
:,_ 
; 
. ., 
··-=· .. 
- H-OSPITAL PROBLEM 
Floor considered was acknowledged to be under control 
' 
·artq in fact was considered "tightu. Standards had been 
" 
:"S-et by stop-watch developed standard data. 
Y = number of nurse hours per day 
-X1; number of patients (census) 
x2 = number of surgical patients 
X3 = number of medical patients 
X4 = number of first-day surgical 
X5 = number of patients over 65 
' 
These data are kept in every day, but some controlled 
type experiment where relative productivity is known in-
dicates that it is necessary to develop and validate the 
model. 
Eight data points were fed in the computer and the 
multiple regression was run. The data are shown in Table 
3-a. With all the independent variables in the equation, 
as shown in Table 3-b, the constant from the regression 
equation agreed very closely with the constant in the 
' 
stop-watch developed standard. The nature of the X's was 
all included, so that a comparable figure is to be expected. 
The result from the stepwise multiple regression 
analysis is shown in Table 3-c, J-d and 3-e. From the 
. ' 
53 
. ·'· ...... ,.. ~~) 
I. 
· TABLE .3-a. 
,X1 
3.9: 
36, 
J:5 
'J4 
J.::,1 
-28 
3 ~·· 
2.-'? 
,. 
·'" 
• 
Data for the Hospital Problem 
X2· .. :>·-< Jf3· X4 
10 ·13· ... -, .. 2 
:1 ·o 1 0 •. 3 
:l 2 l -.· 5 Q: 
• • .• !, 
:13.. 1.5 2 
1 3 1 .. 5: 3 
.1-2. 1 ·:l 2 : ·. ..' . ' ..
·15· 1 ()" O'· 
1-2: •· 
.9= 1 
:f.·· 
·X:5 ' y 
2·:0: 1 44 
.20· 1 40 
·i6: 1 48 /; 
1_.3:: 1 44 
1, 3 1 40 
1-.1· 1 36 
1.-5: 1 44 
._$.3'. 1 J 2 
·_,: 
,;-. 
·,. 
,1· • 
i: - - __ , 
j 
TABLE J-b. Regression Model of the Hospital Problem With 
All the X's Included 
. :t 
• I 
· Multiple R • 9868 
Std. Error of Est. 1.5554 
Analysis of Variance 
,.. 
;. _ .. -..· 
,: 
:J)p· Sum of· Squares Mean Square F Ratio 
Regression 
Residual 
5 
2. 
179.162 
4.838 
Variables in Equation 
Variable Coefficient 
(Constant 82.50355) 
X1 .·7-1028 
Xz 1 .. 37154 
x_.3. • 99069 
X4 ·-1.23921 
x5 .54446 
(j 
._.;_" 
0 '., 
__ .... _ , 1-~ .. 
) 
35.832 
2.419 
Std. Error 
.,:6.607·9 
.61017 
.57192 
.59616 
.:as 1. 58 
14.812 
F to Remove 
1. 1554 
5. O 526 
3. 0006 
4. 3208 
• 3814 
. ~' . 
TABLE 3-c. Me-an :an.ct Standard ·D.e_,,.i.~.t't:o_n. of Each Variable 
Variable 
X1 
X2 
x;3 
X:4 
4.5 
y· 
Mean 
32.75000 
1.·a •. ·1·_2500 
1'2 •. 50·000 
1.62500 
15.12500 
141.00000 
I. 
56· .'. 
)· 
·, 
•,t 
Standard Deviation 
4'. 06202 
l.64208 
2.50713 
1.18773 
3.35676 
5.12696 
•.. ".--·· ·.:·--a:oat .• 
,J. 
... 
summary table, Table J-d, we can see that the independent 
variable, x5 , number of patients over sixty-five, contributes 
relatively little for the increase in R2 • At the same 
time, it causes the standard error of estimate to increase 
which is an undesirable character. Moreover, .the F value 
to enter is very low for x5• The variable x5, then, could 
be eliminated from the model •. The result from step number 
4, before x5 was included is shown in Table 3-e. 
The value of R2 in the four independent variable model 
is (,9842) 2 , or .9687, is very high and indicates the highly 
closeness of -our prediction. 
The standard error of estimate, from Table 3-e, is 
, 1. 38 58. Because of the small range of the valu·es of the 
dependent variable Y, the nurse hours, we could make the 
attempt to 'approximate' the confidence interval. At the 
mean value of Y, the 95 per cent estimated confidence 
interval would be 
141 ! J.182(l~J858 ) or 141 ~ 1.56 
. 8 
' {tabulated t.05,3 = J.182) 
We can expect the prediction error of about 1.11 per 
cent of the value of Y at 95 per cent confidence. Generally, 
for the regression analysis, the confidence interval varies 
according to the values of the X's. For example, in the one 
independent variable ease, the standard deviation of the 
57 
f·· 
T.A·B·LE 3-d. Summary of :s:"te-_p·wise Multiple Regression Analysis for the Jfos··pi tal Problem 
Step 
Number 
1 
2 
3: 
:1~ 
·5 
Variable 
Entered 
X1 
X2 
x.J· 
X4. 
X~5. 
Multiple 
R RSQ 
.:7 546 
.9229 
.9537 
.9842 
.9868 
• 5694 
.8518 
.9095 
.9687 
.9737 
.. 
' .-, 
Increase 
in RSQ 
.5694 
.2824 
.0577 
.0592 
.• 0050 
Std. Error 
of Est. 
J.6341 
2.3353 
2.0403 
1. 38 58 
1.5554 
.F Value 
to Enter 
7.9327 
9, , . .5· · 2 9•· ·7. ...  ,' . 
: . . 
2·: •. _5507 
.5· ··: '6.:7 0:8· 
•. 3·8.-1·4 
I 
I[ 
,1 
6 TABLE J-e. Step Number 4 of the Hospital Problem.. 
M:ul tiple R • 9842 
$:td. Error of Est·. 1. 38 58 
Analysis of Variance 
DF Sum of Squares 
Regtession 
Residual 
4 
:3: 
Variables in Equation 
Variable 
178. 239 
5. 761 
(Constant 84.57885) 
. I. 
X1 
X2 
.X:·, 
.3 
.X4 
1.10337 
1.14551 
• 67 582 
-1. 26234 
5:.9 
· ... 
Mean Square F R-atio 
44.560 
1.920 
23.204 
.S·-:td. Error F to Remove 
.• 158:17 
.43499 
• 23088 
,5:3010· 
·"] 
-:-=r~--· 
48.6599 
6.5391 
8.5677 
.. 5.·6·7.08 
, . 
... 
J. 
. r . 
average value· of Y for a given X, say Xk• can be calculated 
from the following formulas 
S- Sy.x 1 (Xk - x)2 - + - -
x)2 Yx n 
.i (Xi -~.... a-r·- -
,. 0 
Where 
sy.x = standard error of estimate froill regression 
... 
n = number of observation 
The confidence interval, is thus, narrowe$t ·at the 
.mean value of X where X = x . 
The F ratio from the analysis of variance, 23. 204, 
is significant at 95% confidence level (F4,3,95% = 9.12), 
The constant term, 84.57885, is relatively large 
compared to the mean value of the nurse hours, Y, of 141 • 
• 
This indicates that the equation is not very sensitive in 
terms of accounting for the influence of different categories 
of the patients on the nurse hours. 
The reliability of the coefficients, from the partial 
F values, or F to remove, is significant at 90% confidence 
level (F 1 , 3, 9o% = 5.54). 
' From the above discussion of statistical values, it 
would seem tha.~ we-- should remove the independent variable 
X5, number of patients over sixty-five, from the original 
60 
.:. : i·· •:! ·,·.;: 
rno:del, and us·e the fallowing model 1 
Y = 84.579 + 1.10JX1 + 1.146X2 + .6?6X3 - 1 .•.. 2$:2.X4 
However, it may be considered advisable from the_ ad-
~inistrative point of view to retain x5, simply to show that 
patients over 65 are included in the consideration of the 
hospital administration. The value of the latter model 
would, thus, be statistically a little less than that of 
the four independent variable model. 
\ . 
. ·/ 
l 
,· 
r.: 
:..:-_-• ,. -· 
MACHINE ROOM PROBLEM 
The machine room· of-a sales order office consists of 
Flexowriters which produce punched paper tape· and hard 
copies of sales orders. The offic~ had been experiencing 
some proble~s in maintaining a satisfactory work throughput, 
and it was necessary to have some sort of time standards for 
scheduling. The only historical data which were available 
were records of the total hours per day and the total output. 
These were not 'working' hours, and there was no indication 
of how much time had been devoted to each type of work unit. 
-
Therefore, it was expected that the predictive equation might 
be inaccurate -- particularly so since the machine room was 
a problem area. However, some standards were needed, and 
so multiple linear regression was used to develop i;hem. 
The data are shown in Table 4-a, and the variables are 
identified as followsa 
Y = time, the dependent variable 
X'1 = number of regular orders processed 
x.2 = number of immediate orders processed 
X3 = number of priority orders processed 
X4 = number of registries ~f orders done 
x5 = number of back orders ,processed 
X6 = number of chan·ge order.s processed 
.. 
r- ·-· 
..... 
,, 'iii. 
- :.\;- ~ 
:---1•,-..,. ,• 
TABLE 4-a. Data for -the Machine Room Problem* . 
-X1 
1'97 
187 
394 
187 
121 
136 
187 
,13-3-: 
·1:7:2 
. '. . ·.· f 
:2·1!.1,-
383 
325 
321 
216 
96 
221 
218 
170 
247· 
26·6: . . . . 
.27··9 
. 16·0, 
_.3:1_5 
-.. 24-5· 
:3.3·0-
.... 
0 , • 
. 
X-2· 
155 
113 
125 
61 
25 
67 
24 
122 
97 
55 
100 
115 
100 
30 
32 
·2.:5 
:5:0· 
94 
'8:3 
52 
75 
17 
49 
91 
116 
-X; 
211 
194 
204 
191 
193 
140 
169 
216 
273 
2.3i 
17:8· 
2·12 
1.52 
203 
282 
204 
221 
151 
282 
199 
192 
160 
219 
199 
184 
·X4 X5 x.6 
J.."6iO- 171 1-'7 
_23:6- 196 71_ 
113 128 53: 
4:9-7 181 70 . 
J·l? 210 8.-6 
329 210 :18 
402 174 69: 
259 104 84-
329 -100 o· . 
406 .:114 {5:9: 
39·.6 67 6t; 
381 162 J6'· 
82 195 7-4· 
335 299 67 
514 130 34, 
96 133 :68_ 
404 225 47 
621 188 58-
175 1 24 7.:6_ 
396 203 7'4 
419 76 4.7: ' .. 
263 218 $-.5 
122 324 4t,: 
546 89 24. . . ' . 
:-8:-6: 19.2 l 28 
y 
8:0' 
8() 
80 
8.0 
8_:Q 
7.2 
64. 
s·o. 
·8::Q: 
?:£: 
:~/8· 
' .. 
-s:·o ' . ' 
'8i0-
8iO·· 
-s.o: 
•g,o.: --
B_,_o· 
•' .. 
8.0 
80 
80 
80. 
?-4 
8:0 •.< '·. ' 
:e·o: 
.-94 
* the data were dr,awn from Richardson's 'Measurement of 
Indirect Work ~sing Multiple Regression' (14) 
:.' \ 
·' 
~· 
.• TABLE. 4-'b. Mean and Standard Deviation of Each Variable 
·variable Mean Standard Deviation 
X1 -2-~8- .80000 80.69232 
X2 .. 74.92000 J8. 50208 ,. 
X_·3 202.40000 36.96620 
·x·: J+: 
.. 
,319.76000 146.31680 
X5: 168. 5200.0 63.73063 
X'-
-6 5.8 .• 5·6000 27. 557·6·4 
y-·: . ?8,96000 4.97058 
... 
. ·~· ,r 
"'.'· ;' 
.,,-·. 
,' 
I • 
i 
From the stepwise multiple regression summary, Table 
4-c, the low values of multiple correlation coefficient R 
and R2, indicate that this is a rather tight problem. But, 
as mentioned before, the nature of the available data is 
rather haphazar_d in the sense that the - figures obtained 
for the time, the dependent variable, were not 'working' 
hours; the predictive value should be _expected to be poor. 
From Table 4-c, the low in.crease in R 2 , the increase 
·1n standard error of estimate and the very low values of 
the F to enter make it clear that the independent variable 
x1 and X4, namely number of regular orders processed-_·and 
number of registries of orders done, do not add enough new 
information in predicting the dependent variable, and should 
therefore be eliminated from the model. 
The statistical values and the values of the coefficients 
in step number 4 of this problem are shown in Table 4-d. 
The values of R ( .6556) and R2 ( .4298.) are low but acceptable 
for the situation discussed above. The standard error of 
estimate of 4.1117 is relatively good compared to the mean 
value of Y, 77,96, 
The constant value of 55.16501 is very high compared 
to th·e average value of 77. 96 of the dependent variable.· 
The F ratio, 3.768, is significant at 95% confidence 
65 
. TA·'.e!JE 4-c. SummaI .. y of: :Stepwise Multiple Regr:ession Analysis fc;ir·· ·tn·e: lVlachine Room -Problem 
.. 
Step Variable Multiple Increase Std. Error F value 
-Number Entered R RSQ • RSQ of Est. to Enter in 
1 X2 .4158 .17:2.9:. .1729 4.6177 4). 8084 
2 x6 .5318 -~·2.a:2s .1099 4.3966 J .• :)7:10 -~~ 
j, X3 .6059 .·3671 .0843 4.2273 2i. __ 7·.9·77 
4 x, ,6556 .4298 \ .• 06.26 4 .1-117 .. 2._ .• 1969 
. .5: X1. .6657 .4432 .0134 4.1687~1 .• _,4575 
6 ... • • 6:6:·7.·(J • 4449 4. 2764 . I X4 .0017 -0.55(1 .. •. . . . 
,. 
--- -
• 
- TABLE 4-d. Step Number 4 of the Machine Room Probl:em 
'M·ul tiple R • (,_556, 
Std. Error of Est. 4- •. 1.1.17 
Analysis of Variance 
·~··· •·'·IIQ.. ... 
DF S·um, ·of.- Squares Mean Square F Ratio 
Regression 
Residual ·2··_··0·· _- ... · _ ... 
Variables in Equation 
Variable 
r-
( Constant 
X 2 
X:3: 
.;;(;: . 
X ; -:6., 
25.4.831 
.338.129 
Coefficient 
· 55.16501) 
.07428 
.05032 
.02180 
,, • 07464 
63.708 
16.906 
3.768 
Std. Error · .F: to Remove 
.02368 
• 024 51 
.01471 
.03206 
9 .8414 
4. 2168 
2 .1969 
5.4198 
------- - ~ - - --- - . - -- ~---
r"'' ... 
' ' 
level (tabulated F4, 20 , 95% = 2.87). The partial F values 
for the·coefficients are significant at 90% confidence 
level (F1 , 20,90% = 2,97), except for x5• 
Consider the model as a whole, the value of the model 
is relatively low in terms of statistical values compared 
with the previous problems. But under the situation where 
some standards were needed to establish the short interval 
. scheduling, the fast result from multiple regression analysis, 
with the data available, may be the only reasonable applica-
tion. The model then could be validated and developed while 
the short-interval scheduling is being done. The better 
control of the process during that time should give the more 
reasonable data, which in turn would increase the value of 
the model. 
..\ 
·6·· ··.g:: 
. . 
: :., .:. 
·RES.ULT,S·: AND CON·CLUSION 
. . . . . . . . . . ~ 
The scope of this thesis has been confined to the 
application of multiple linear regression analysis in the 
measurement of several kinds of indirect work. It has been 
proved that this technique can be applied quite usefully 
in the situations where conventional time study seems to 
be very costly or even impossible to be used, such as we 
may feel in the setting of standards of those systems con-· 
cerning indirect work. 
The use of multiple regression as a tool to get the 
standards in relatively short time interval and inexpensive-
ly has been illustrated by means of the examples. The 
summary of the study is shovm in Table 5. 
As an indication of the success and accuracy of each 
model, the values of R2 and F-ratio are presented in Table 
5. R2 indicates the percentage of the variation in Y that 
can be accounted for by linear regression on the independent 
variables, X • s. F"or example, in the casting cleaning problem, 
the value of R2, .9241, may be translated that 92.41 per ·cent 
of the variation in Y, cleaning time, can be accounted for 
by linear regression on the variables X1, x2 , X4, X7, X9 
and X13. 
1 
The test of the hypothesis that the population co-
efficient of multiple correlation <e) equals O is provided 
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~ork Si tuati·on 
Cle_aning of sand 
~asting in a 
~oundry. 
t!utting of' meat 
in a supermarket. 
~ursing care on 
a hospital floor. 
Vlachin~ room · 
' ( .. 
Objective 
To predict re-
quired manhours 
to improve the 
work situation 
To compare, . ., work 
Validation 
Measure 
Work Sampling 
Overall 
Acc~racy (R) 
.0241 
sampling model Work Sampling .7987 
and multiple re-
gression model. 
To develop a 
model to replace Stop-watch . 9687 
stop-watch de- standard 
veloped model. 
To find some 
standards for No formal .4298 
establishing a 
short scheduling. 
F ratio 
(see p.71) 
107.563 
9. 259 
23.204 
J.768 
TABLE 5. Summary of the Study. 
Confidence 
level of 
F ratio 
. --
a 
.... 
. - . ,. . 
95% 
95% 
(_.( 
. . qf': 
by the.F-testa 
F = Variance explained by regression equation 
Residual Variance 
The four examples presented contain four different 
situations of work. In the casting cleaning problem, the 
work sampling study had indicated the need for standard 
improvement and multiple regression was used to set up the 
· required model. The comparison of work sampling model and 
multiple regression model is shown in the meat cutting 
problem. The validation of the stop-watch standard by the 
use of multiple regression is presented in the hospital 
problem. Finally, the machine room problem presents the 
situation where multiple regression technique was used 
in the starting phase of the attempt to gain control of 
labor costs by short-interval scheduling. The regression 
provided times for the scheduling procedure. 
Probably the greatest advantage of the regression 
technique is in the establishment of initial control, where 
we have no standard in the existing system. This has been 
shown in the machine room problem. The real advantage is 
that we can hardly find a technique so efficient, under time 
and cost constraints, as in the multiple regression analysis. 
The d~ger that is hidden behind the multiple regres-
sion technique which makes many of the analysts fear to 
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use it is. perhaps the multiple correlation among the vari-
ables. This has been pointed out in the casting cleaning 
and me·at cutting problem. 
Multiple correlation or multicollinearity is defined 
( 8) as the situation "which arises when some or all of the 
' explanatory variables are so highly correlated one with 
another that it becomes very difficult, if not impossible, 
to disentangle their influences and obtain a reasonably 
precise estimate of their (separate) effects." Correlation 
among the independent variables in the sample can hinder ( 
regression analysis by reducing the precision of individual 
regression coefficients. At the extreme when there is some 
perfect auxiliary correlation, it is quite impossible to 
estimate the individual regression coefficientsi 
Crocker (13)r (18) proposed the method in determining 
the change in b1 which will be experienced when a second 
independent variable, x2 , is added to the model for the tw.o 
independent variable model. Apart from that, there is no 
evidence, from literature and texts, of an application 
to detect multicollinearity. 
The present of multicollinearity will not be harmful 
· ·-to the analyst if he realizes the fact that the model may 
not provide him with .reliable estimates of the individual 
effects of the independent variables. He may then succeed 
, in the fac-e-- of, multicollinearity if he asks less of the 
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sample; that is, lower his aspiration level from seekin·g 
the individual regression coefficients to seeking only 
cer·tain functions of them. For further discussion about 
multicollinearity the reader is referred to bibliography 
(13), (18), (8). 
Providing that the method yielded acceptable levels 
of explanation of' the variation in the empirical data, it 
was felt that the availability of computer packages made 
.::regression analysis an appropriate tool fur use by 
practitioners. Additionally, the method could be used 
for analyzing past results as well as developing standards 
for future performance. 
The use of multiple regression technique, so far dis-
.' 
cussed in this study, should clearly be viewed as only a 
preliminary basis for evaluating a system. The real 
validation of this method can only reJ;ult through use ancl. 
eval11ation of the approach over time. Moreover, the 
process performance generated by the method should be com-
bined with management judgement and experience in order 
to achieve the full effectiveness of the result. 
A word of caution should be used when dealing with the 
data base. Mul~tiple regression technique is an analytical 
methodology, not a magic tool. Unreasonable results in a -
model are often traced to unreliable data. The use of 
e 
multiple regression from historical information, when time 
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and 'financial are available, combined ·with time studies or 
work sampling whenever possible could improve the situation 
ih this sense. 
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SUGGEST·I{)NS FOR- F:IJRTHER STUDY 
This study contains mainly the discussion of the 
application of multiple linear regression in the measure-
ment of indirect work by means of the examples. The ex-
tension to determine the success of this technique as 
applied to the forecasting of future demand should be 
encouraged. 
The comparison of the technique to other modern tech-
.rrtq·ues that could be used in the same situation, such as 
linear programming, could be another interesting area of 
research. For theoretical approach of the comparison of 
I linear programming and multiple regression technique,the 
readers are encouraged to look at the article by Crocker (18). 
The attempt to detect multicollinearity either directly 
or indirectly should be another point in which analysts 
would be interested. 
Finally, the direct approach to validate and develop 
the regression model over time on a certain process should, 
give an interesting story of this technique • 
.. 
.. 
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