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The initial condition problems of damped quantum harmonic oscillator
Yang Gao,∗ Qing Bin Tang, and Ru Min Wang
Department of Physics, Xinyang Normal University, Xinyang, Henan 464000, China
We investigate the exact dynamics of the damped quantum harmonic oscillator under the
(un)correlated initial conditions. The master equation is generalized to the cases of the arbitrary
factorized state and/or Gaussian state. We show that the variances of the factorized Gaussian state
do not sensitively depend on the initial oscillator-bath correlation, which however can remarkably
affect the mean values even at high temperature. We also illustrate that the correlations among the
factorized states still give rise to the initial dips during the purity evolutions, which can be smoothed
out by increasing the amount of correlation to some extent. We finally study the effects of repeated
measurements on the time evolution of the damped oscillator analytically, which are compared with
the weak coupling results to indicate that they give rather different transient behaviors even for an
intermediate coupling.
I. INTRODUCTION
The recent experimental developments in the field
of ultrafast and ultrasmall devices at low temperature
are strongly demanding for the fully treatments of the
non-Markovian dynamics of open quantum systems [1],
which go beyond the traditional Markovian approxima-
tion omitting the memory effects of surrounding bath
in the weak coupling limit. The rigorous analysis has
been explored extensively in the literature. For example,
the exact master equation of quantum Brownian motion
was derived by the path integral [2–4], which has been
extended to other open systems [5], such as quantum
dots, the nano-cavities, and quantum transportation in
photonic crystals. On the other hand, in most of these
studies, the initial system-bath correlations are often ne-
glected for mathematical simplicity, the roles of which
in realistic could become significant for the strongly cou-
pled system-bath interactions. It is shown that the initial
qubit-bath correlations can break the completely posi-
tive property of the evolution maps–leading to nontrivial
differences in quantum tomography process [6], and can
be witnessed by the increase of the distance of two sys-
tem states over its initial value [7]. Besides, it is found
that the effects of the initial correlations on the photon
squeezing in a cavity, the coherence of a qubit, the entan-
glement of two-qubit, and etc, can induce the oscillating
dynamics in the strong non-Markovian regime [8].
In this paper, we continue to investigate the exact dy-
namics in the presence of the initial correlations with the
dissipative quantum harmonic oscillator as an example.
The initial oscillator-bath correlations are incorporated
in two different ways: (i) prepare an initial state by im-
plementing some measurements on an prior state, such as
a projective measurement acting only on the oscillator,
which does not change its equation of motion [9]; (ii) alter
the equation of motion of the oscillator by adjusting its
parameters–mass or frequency at an initial time, whereas
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the initial state is untouched [10]. From the general so-
lutions to quantum Langevin equation (QLE), the time
evolutions of oscillator are simply derived by using the
Wigner representations of operators and the Gaussian
properties of the total system, which allow us to exam-
ine the existence of the master equation for the oscillator
and specify the conditions resulting in some certain mas-
ter equations straightforwardly. We also get a time-local
QLE by introducing an effective fluctuation force, and
apply the modified canonical method used by Unruh and
Zurek in [11] to derive the exact master equations for the
factorized initial conditions, which can in further include
the cases of initial correlated Gaussian states.
We show that for the factorized Gaussian state, the
initial oscillator-bath correlation plays unimportant roles
for the variances over a wide range (except the regime of
under-damping) of coupling strength. However, the ef-
fect of initial correlation becomes remarkable for the ex-
pectation values even at high temperature. We illustrate
that the initial correlations in the factorized states are
not enough to smooth out the initial dips displayed dur-
ing the purity evolutions. By increasing the amount of
initial correlations to some extent, these dips just disap-
pear. We also study the effects of repeated measurements
on the time evolution of the damped oscillator analyti-
cally. The comparison with the weak coupling results is
made to indicate that even for an intermediate coupling,
they have rather different transient behaviors.
The rest of this paper is as follows. In Sec. II, we
briefly review the basics of QLE for subsequent discus-
sions. The exact dynamics with the initial correlations is
obtained through the Wigner representation in Sec. III.
Next, in Sec. IV we use the canonical method to derive
the master equations for the factorized initial conditions.
Then in Sec. V we give some examples to show the impli-
cations of the previous results. Finally, a short summary
is given in Sec. VI.
2II. THE EQUATIONS OF MOTION
The interacting oscillator-bath Hamiltonian to model
the damped harmonic oscillator is usually taken as [12],
H =
p2
2m
+
1
2
kx2 +
∑
j
[
p2j
2mj
+
1
2
mjω
2
j (qj − x)2
]
. (1)
In the Heisenberg picture with the natural units ~ =
kB = m = 1, the equations of motion of the oscillator
take the form of an initial value problem,
x¨(t) +
∫ t
0
dt′µ(t− t′)x˙(t′) + kx(t) = −µ(t)x(0) + F (t),
x˙(t) = p(t), (2)
which are known as the QLE for dissipative harmonic
oscillator. Here the memory kernel and fluctuating force
are
µ(t) =
∑
j
mjω
2
j cos(ωjt), t > 0, (3)
F (t) =
∑
j
mjω
2
j
[
qj(0) cos(ωjt) + pj(0)
sin(ωjt)
mjωj
]
. (4)
The two quantities are connected through the com-
mutator, [F (t), F (0)] = iµ˙(t), which is necessary for
the conservation of the elementary commute relation
[x(t), p(t)] = i for t ≥ 0. It can be seen that [x(0), F (t)] =
0 and [x˙(0), F (t)] = 0 because F (t) only depends on the
bath variables at t = 0. The general solution of (2) yields
to be
x(t) = G˙(t)x(0) +G(t)p(0) +X(t), (5)
p(t) = G¨(t)x(0) + G˙(t)p(0) + X˙(t), (6)
where
X(t) =
∫ t
0
dt′G(t− t′)F (t′), (7)
and the retarded Green function G(t) for t > 0 satisfies
the equation
G¨(t) +
∫ t
0
dt′µ(t− t′)G˙(t′) + kG(t) = 0. (8)
and G(t) = 0 when t < 0. At t = 0, the conditions
G(0) = 0 and G˙(0) = 1 are imposed. In the following
we set t ≥ 0 for convenience. Explicitly, G(t) can be
expressed by the Fourier integral,
G(t) =
1
2π
∫ ∞
−∞
dωα(ω)e−iωt
=
2
π
∫ ∞
0
dωα′′(ω) sin(ωt), (9)
where the susceptibility α(ω) = α′(ω) + iα′′(ω) is
α(ω) =
1
−ω2 − iωη(ω) + k . (10)
Here
η(ω) = η′(ω) + iη′′(ω) =
∫ ∞
0
dtµ(t)eiωt (11)
is the Fourier transform of the memory kernel µ(t), of
which the general properties are summarized in [12].
On the other hand, eliminating the dependence on the
initial value x(0) and p(0) of (5) and (6) yields the local
form equation,
x¨(t) + Γ(t)x˙(t) +K(t)x(t) = F(t), (12)
where the respective coefficients and effective force are
given by
Γ(t) =
GG(3) − G˙G¨
G˙2 −GG¨ , K(t) =
G¨2 − G˙G(3)
G˙2 −GG¨ ,
F(t) = X¨(t) + Γ(t)X˙(t) +K(t)X(t). (13)
It would serve as an elementary equation to obtain the
master equations in section IV.
Usually, the initial state is taken as the uncorrelated
form [3, 13],
ρ(0) = ρS(0)⊗ ρTB, ρTB =
e−HB/T
TrB[e−HB/T ]
. (14)
However, this assumption becomes problematic when the
system-bath coupling gets strong [5]. A more physical al-
ternative is that we prepare an initial state by perform-
ing measurements on a certain starting state [9], which
is usually take as the time invariant Gibbs state of the
total system,
ρT =
e−H/T
Tr[e−H/T ]
. (15)
In such a case x(t) is a Gaussian variable which is fully
characterized by the first and second moments. It is ob-
vious that 〈x(t)〉 = 0, and the second moment can be
obtained through the commute relation
[x(t), x(0)] = −iG(t), (16)
and the fluctuation-dissipation relation [14],
S(t) =
1
2
〈x(t)x(0) + x(0)x(t)〉
=
1
π
∫ ∞
0
dωα′′(ω) coth
ω
2T
cos(ωt), (17)
where S(t) is the symmetrized correlation function, and
the angular brackets denote the expectation over the
Gibbs state ρT without further specification. In particu-
lar, we have 〈x2〉 = S(0) and 〈p2〉 = −S¨(0).
3Instead of preparing an initial state by some mea-
surements on the system, where its equation of motion
remains, alternatively suppose a situation without any
measurement performed while the equation of motion is
changed by adjusting some parameters of oscillator, e.g.
mass or oscillating frequency. We can get a new evolve
state from such an arrangement, which was discussed ear-
lier by the path integrals [10]. However, it becomes much
neater with the QLE, and the final results can be ob-
tained by fewer steps, because all the dynamical influ-
ences from the bath on the system are characterized by
a single memory kernel in the equation of motion.
If the changes of spring constant k → k and mass m→
m are made at t = 0, the new QLE then becomes
mx¨t +
∫ t
0
dt′µ(t− t′)x˙t′ + kxt = −µ(t)x0 + F (t), (18)
and the initial conditions are x0 = x0, p0 = p0. Here the
convention Ot ≡ O(t) for any operator O is introduced.
Performing the integration by parts with the identity (8),
the general solution of (18) in terms of the new Green
function G(t) is
xt = mG˙(t)x0 +mG(t)p0 +
∫ t
0
dt′G(t− t′)F (t′)
= mG˙(t)x0 +mG(t)p0 +
∫ t
0
dt′G(t− t′)
×[mx¨t′ + ∫ t′
0
dt′′µ(t′ − t′′)x˙t′′ + kxt′ + µ(t′)x0
]
=
m
m
xt − ǫm[G˙(t)x0 +G(t)p0]
+
∫ t
0
dt′[ǫmG¨(t− t′) + ǫkG(t− t′)]xt′ , (19)
where ǫm ≡ (m − m) and ǫk ≡ k − k. For m = m and
k = k, we have the trivial result xt = xt. In the following
we restrict to the case of m = m = 1 for simplicity, so
(19) becomes
xt = xt + ǫk
∫ t
0
dt′G(t− t′)xt′ . (20)
In the following discussions, the ultraviolet finite model
of ohmic dissipation we choose is the exponential cut-
off, namely η′(ω) = ηe−ω
2/Λ2 , where η characterizes the
strength of oscillator-bath coupling. Because η(ω) is an
analytic function in the upper half ω-plane as required
by the causality µ(t) = 0 as t < 0, its imaginary part is
connected to the real part by the Hilbert transform. In
terms of the principal value integral and the imaginary
error function, we have
η′′(ω) =
1
π
P
∫ ∞
−∞
dz
η′(z)
ω − z = ηe
−ω2/Λ2erfi(
ω
Λ
), (21)
which allows us to obtain the expressions of G(t) and
S(t) by substituting η(ω) into (9) and (17) respectively.
III. EXACT TIME EVOLUTIONS FOR THE
INITIAL CORRELATED STATES
Now let us first study the time evolution of a class
of initial correlated states prepared by a measurement
f0 = f(x0, p0) on the Gibbs state ρT at time t = 0,
which results in
ρT → ρ0 = 1
Z
f0ρT f
†
0 , Z = 〈f †0f0〉 = Tr[f †0f0ρT ]. (22)
It is found that the final state at time t > 0 can be
represented by the Wigner characteristic function with
much convenience, which is defined as
W˜ (P,Q, t) = Tr[eAρ0] =
1
Z
〈f †0eAf0〉 (23)
with the operator A = −i[x(t)P + p(t)Q]. Next, we ex-
press the arbitrary operator f by its Wigner representa-
tion
f(x, p) =
1
2π
∫
dΣ′f˜w(P
′, Q′)ei(P
′x+Q′p),
f˜w(P
′, Q′) =
1
2π
∫
dσ′fw(x
′, p′)e−i(P
′x′+Q′p′)
= Tr[f(x, p)e−i(P
′x+Q′p)], (24)
where dΣ = dPdQ and dσ = dxdp. For the case of the
density matrix ρ, ρw/(2π) and ρ˜w are the usual Wigner
distribution function W (x′, p′) and characteristic func-
tion W˜ (P ′, Q′). Hence the Wigner characteristic func-
tion can be obtained by
〈f †0eAf0〉 =
1
(2π)2
∫
dΣ′dΣ′′f˜∗w(P
′, Q′)f˜w(P
′′, Q′′)
×〈e−i(P ′x0+Q′p0)eAei(P ′′x0+Q′′p0)〉, (25)
where the quantity in the angular bracket is found to be
e−Γ with the help of the identity
〈eO〉 = exp
(
1
2
〈δO2〉+ 〈O〉
)
, δO = O − 〈O〉 (26)
for arbitrary Gaussian state and Gaussian variable O,
Γ = [i(GPc − G˙Qc) + SPr − S˙Qr] + 1
2
[
i(QrPc − PrQc)
+〈x2〉P 2r + 〈p2〉Q2r + 〈x2〉P 2 + 〈p2〉Q2
]
. (27)
The introduced symbols are G = GP+G˙Q, S = SP+S˙Q,
Pc = (P
′ + P ′′)/2, Qc = (Q
′ +Q′′)/2, Pr = P
′ − P ′′,
and Qr = Q
′ −Q′′. The final expression (27) gives a
quite simpler form of the exact time evolution for the
dissipative oscillator compared to Eq.(13) in [4], which
would facilitate the discussions on the possible existence
of the master equation associated with W˜ (P,Q, t).
Transform f˜w back to fw, we have the equivalent ex-
pression
〈f †0eAf0〉 =
1
π2
∫
dσ′dσ′′f∗w(x
′, p′)fw(x
′′, p′′)e−Γ (28)
4in terms of the transformed coordinates xc = (x
′+x′′)/2,
pc = (p
′ + p′′)/2, xr = x
′ − x′′, and pr = p′ − p′′,
Γ = 2
[
i(Gpc + G˙xc)− (S − 2〈x2〉G˙)pr − (S˙ + 2〈p2〉G)xr
−i(xrpc − prxc) + 〈x2〉p2r + 〈p2〉x2r + GS˙ − G˙S
+〈x2〉G˙2 + 〈p2〉G2]+ 1
2
(〈x2〉P 2 + 〈p2〉Q2). (29)
If the preparation functions only depend on the position,
the above equation gives the result [8],
〈f †0eAf0〉 =
1√
2π〈x2〉
∫
dx′f∗(x′ +
G
2
)f(x′ − G
2
)e−Γ,
Γ =
x′2 + 2ix′S − S2
2〈x2〉 +
〈x2〉P 2 + 〈p2〉Q2
2
. (30)
The method used here can be directly generalized to
more complicated cases, such as interrupting the sys-
tem by multiple measurements fj at different times tj ,
j = 0, 1, . . . , n, which gives the joint probability of find-
ing the system at the states represented by fj at tj ,
Pr(n, . . . , 1, 0) = 〈f †0f †1 . . . f †nfn . . . f1f0〉. The evaluation
of this quantity is the same as above but with many sim-
ple and lengthy expressions, so we will confine to the case
of n = 2 in section V to consider the effects of multiple
measurements and dissipation on the system evolution.
Next, we consider the time evolution of oscillator under
a sudden change of spring constant at t = 0 without any
measurement performed. In such a case, we find the new
Wigner characteristic function using the solution given
by (20),
W˜ (P,Q, t) = 〈e−i[xtP+ptQ]〉 = e−(σxP 2+σ˙xPQ+σpQ2)/2,
σx = 〈x2t 〉 = 〈x2〉+ 2ǫk
∫ t
0
dt′G(t′)S(t′)
+ǫ2k
∫ t
0
∫ t
0
dt′dt′′G(t′)G(t′′)S(t′ − t′′),
σp = 〈p2t 〉 = 〈p2〉+ 2ǫk
∫ t
0
dt′G˙(t′)S˙(t′)
+ǫ2k
∫ t
0
∫ t
0
dt′dt′′G˙(t′)G˙(t′′)S(t′ − t′′). (31)
For t = 0, it in deed reduces to the expected initial state
W˜ (P,Q, 0) = exp
(
−〈x
2〉P 2 + 〈p2〉Q2
2
)
. (32)
At last, we consider the possible reduced master equa-
tion [4, 15] for the oscillator under the time evolution de-
scribed by (25) and (27) with an arbitrarily chosen prepa-
ration measurement f(x, p). That is to find an equation
for W˜ connecting its time and P,Q derivatives. Because
the quadratic structure of the exponent Γ, and its de-
pendence on the four coordinates Pc, Qc, Pr, Qr, we only
need to compute the first order derivatives over t, P and
Q to check if the following equation exists,
∂W˜
∂t
=
(
X1(t)
∂
∂Q
+X2(t)
∂
∂P
+X3(t)
)
W˜ , (33)
where the post-determined coefficientsXj(t) only depend
on P,Q. Simple considerations reveal that there is usu-
ally no solution to (33), since the time derivative gives
four independent terms inside the integrals, which lin-
early depend on Pc, Qc, Pr, Qr, and can not be written
as the linear superposition of two independent terms from
the P,Q derivatives in general. However, there are some
exceptions: (a) Several coordinates can be integrated
out explicitly for the particular form of f(x, p), such as
f = f(x) in (30), where we can integrate out the two mo-
mentum coordinates and find the master equation takes
the form of (33) with the following coefficients [4],
X1 = P − γ1Q, X2 = −γ2Q, X3 = −D1PQ−D2Q2,
and
γ1 =
GS¨ − G¨S
G˙S −GS˙ , γ2 =
G˙S¨ − G¨S˙
G˙S −GS˙ ,
D1 = γ2〈x2〉 − 〈p2〉, D2 = γ1〈p2〉. (34)
(b) Instead of obtaining a master equation independent
of the preparation measurements, it is possible to find one
depending on the preparation in some circumstances. (c)
For the factorized initial states, we can always find the
corresponding master equations as shown below.
IV. MASTER EQUATIONS FOR THE
FACTORIZED INITIAL STATES
As the mostly adopted initial state, we consider the
time evolution of the uncorrelated initial system-bath
state, ρ0 = ρS⊗ρTB with the independent system state ρS
and the Gibbs state of bath ρTB to compare with the pre-
vious results. The Wigner characteristic function then
follows as [13, 16],
W˜ (t) = 〈eA〉 = Tr [eAρS ⊗ ρB] (35)
= TrS
[
e−i[(G˙x0+Gp0)P+(G¨x0+G˙p0)Q]ρS
]
×TrB
[
e−i(XP+X˙Q)ρB
]
= W˜ (G˙,G, 0) exp
[
−1
2
(
bxP
2 + b˙xPQ+ bpQ
2
)]
,
where we have used (5)-(6) and the facts that x0, p0 and
X(t) for t ≥ 0 are commutable, and that X, X˙ are Gaus-
sian variables. Specifically, the angular brackets in this
section denote the average over the initial state ρ0. The
moments appearing in the above equation can be written
as
bx ≡ 〈X2〉 =
∫ ∞
0
dωET (ω)
∣∣∣∣∫ t
0
dt′G(t′)eiωt
′
∣∣∣∣2 ,
bp ≡ 〈X˙2〉 =
∫ ∞
0
dωET (ω)
∣∣∣∣∫ t
0
dt′G˙(t′)eiωt
′
∣∣∣∣2 ,
ET (ω) = η
′(ω)
ω
π
coth
ω
2T
. (36)
5The master equation can be easily derived by the
method of the last section, since we have only two free
coordinates here. However, we will use the canonical
method introduced by Unruh and Zurek in [11] with a
slight modification to re-derive the master equation for
the possible generalization later on. According to [11],
the time derivative of the Wigner characteristic function
can be evaluated by the identity
deA
dt
=
∫ 1
0
dλe(1−λ)AA˙eλA, (37)
which becomes obvious from another identity
eA+B = eA
[
1 +
∫ 1
0
dλe−λABeλ(A+B)
]
. (38)
Hence we get
∂W˜
∂t
=
∫ 1
0
dλ〈e(1−λ)A [−i(x˙P + x¨Q)] eλA〉
=
∫ 1
0
dλ〈e(1−λ)A {−i [x˙P + (F − Γx˙−Kx)Q]} eλA〉
= (P − ΓQ)∂W˜
∂Q
−KQ∂W˜
∂P
+
∫ 1
0
dλ〈e(1−λ)A (−iQF) eλA〉, (39)
where the local equation (12) has been used to reduce
the second order derivative and the last integral can be
evaluated through
∂
∂α
〈eA−iQFα〉
∣∣
α=0
= −(DxPQ+DpQ2)W˜ (40)
with Dx = 〈FX +XF〉/2 and Dp = 〈FX˙ + X˙F〉/2. It
thus yields the final result
∂W˜
∂t
=
(
P
∂
∂Q
− ΓQ ∂
∂Q
−KQ ∂
∂P
−DxPQ−DpQ2
)
W˜ .
The explicit expressions for Dx and Dp by definitions are
Dx =
1
2
b¨x +
Γ
2
b˙x +Kbx − bp
Dp =
1
2
b˙p +
K
2
b˙x + Γbp. (41)
These two coefficients are the same as Eq. (89) in [4],
but different from Eq. (3.8) in [13], where the postu-
lation F(t) = F (t) was implicitly assumed. In fact, It
is not legetimate for the cases with the non-local mem-
ory kernels [16], i.e. µ(t) 6= ηδ(t). However, they can
still be viewed as the weak coupling approximations for
the exact results, and provide a simpler expression of the
master equation in the weak coupling limit. Particularly,
we have the approximated coefficients up to O(η),
Γ = −
∫ t
0
dt′G0(t
′)µ˙(t′), K = k +
∫ t
0
dt′G˙0(t
′)µ˙(t′),
Dx =
∫ t
0
dt′G0(t
′)ν(t′), Dp =
∫ t
0
dt′G˙0(t
′)ν(t′), (42)
where G0(t) = sin(ω0t)/ω0 with ω0 =
√
k is the Green
function without dissipation and the correlation function
ν(t) = 〈F (t)F (0) + F (0)F (t)〉/2 = ∫∞0 dωET (ω) cos(ωt).
It also needs to point out that the conclusions drawed
from equation (A9) in [3]–especially the exact master
equations with the uncorrelated initial states still have
serious divergence problems due to the zero point en-
ergy even in the ultraviolet cut-off models–are mislead-
ing, where the authors unconsciously omit a term pro-
portional to F (0) from (A7) to (A8)–because G˙(0) = 1
and x¨s(t) = F (t) +
∫ t
−∞
dt′G¨(t − t′)F (t′), which would
cancel the divergence displayed in (A9).
The master equation for the Wigner function can be
obtained by the replacements
P ↔ −i ∂
∂x
,
∂
∂P
↔ −ix, Q↔ −i ∂
∂p
,
∂
∂Q
↔ −ip,
and thus
∂W
∂t
=
(
− ∂
∂x
p+ Γ
∂
∂p
p+K
∂
∂p
x
+Dx
∂2
∂x∂p
+Dp
∂2
∂p2
)
W. (43)
Furthermore, we can get the master equation for the den-
sity matrix ρS by the replacements
[x, ·]↔ i ∂
∂p
, {x, ·}↔2x, [p, ·]↔ −i ∂
∂x
, {p, ·} ↔ 2p,
which leads to [3]
∂ρS
∂t
= −i[HR, ρS ]− i
2
Γ[x, {p, ρS}]
+Dx[x, [p, ρS ]]−Dp[x, [x, ρS ]]. (44)
Here HR = p
2/2 +K(t)x2/2 is the renormalized Hamil-
tonian of the system alone.
On the other hand, for the factorized states where
the bath takes an oscillator-dependent state ρB(ρS),
instead of the independent Gibbs state, we still
have W˜ (P,Q, t) = W˜ (G˙,G, 0)B(P,Q, t) with B =
Tr[e−i(PX+QX˙)ρB]. Using the explicit expression of the
effective force, the last integral in (39) becomes∫ 1
0
dλ〈e(1−λ)A
[
−iQ(X¨ + ΓX˙ +KX)
]
eλA〉
= W˜ (G˙,G, 0)
[
∂
∂t
+ (−P + ΓQ) ∂
∂Q
+KQ
∂
∂P
]
B
≡ W˜ (G˙,G, 0)D[B]. (45)
It yields the master equation of the form
D[ln W˜ ] = D[lnB], (46)
which can be obtained more straightforwardly by remind-
ing the identity D[ln W˜ (G˙,G, 0)] = 0. Hence (56) be-
comes evident where lnB = −(bxP 2 + b˙xPQ+ bpQ2)/2.
6Moreover, for an arbitrary initial correlated Gaussian
state ρ0 being the quadratic function of dynamical vari-
ables, we have
W˜ (P,Q, t) = exp
[
− 1
2
(σxP
2 + σ˙xPQ+ σpQ
2)
−i(〈xt〉P + 〈pt〉Q)
]
, (47)
where σx = 〈δx2t 〉, δxt = xt−〈xt〉, and etc. It also allows
for a master equation. Repeat the steps to (39), where
the last integral is evaluated to be (−iQ〈F〉 −DxPQ −
DpQ
2)W˜ with two different coefficients
Dx =
1
2
〈Fx + xF〉 − 〈F〉〈x〉, (48)
Dp =
1
2
〈Fp+ pF〉 − 〈F〉〈p〉. (49)
The master equation thus takes the form as
∂W
∂t
=
(
− ∂
∂x
p+ Γ
∂
∂p
p+K
∂
∂p
x− 〈F〉 ∂
∂p
+Dx
∂2
∂x∂p
+Dp
∂2
∂p2
)
W. (50)
where an extra term describing the drift due to a non-zero
expectation of the effective force appears. Unlike (43),
there are three initial state-dependent coefficients in (50),
which incorporate the initial oscillator-bath correlations.
On the other hand, the time derivative of (52) can be
represented by
∂W˜
∂t
=
[
− 1
2
(
σ˙xP
2 + σ¨xPQ+ σ˙pQ
2
)
−i(〈x˙〉P + 〈p˙〉Q)
]
W˜ , (51)
which is another equivalent form of the above master
equation. The reason is that the density matrix is over
determined in this situation. Transforming to the Wigner
function, we have
∂W
∂t
=
[
1
2
(
σ˙x
∂2
∂x2
+ σ¨x
∂2
∂x∂p
+ σ˙p
∂2
∂p2
)
−〈x˙〉 ∂
∂x
− 〈p˙〉 ∂
∂p
]
W, (52)
which is similar to the classical diffusion equation with
time varying coefficients. However, the simplicity of (52)
is sacrificed by introducing more initial state-dependent
coefficients.
V. EXAMPLES
In this section, we select some examples to show the
utility of our exact results. At first, suppose the projec-
tive operator
f(x, p) = |ψ〉〈ψ|, |ψ〉 = e−ix¯0peir(xp+px)/2|0〉 (53)
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FIG. 1: (a) The time evolutions of the (thick) position and
(thin) momentum variances σx, σp for the correlated-(solid)
and uncorrelated-(dashed) initial conditions with the finite
Ohmic bath spectral density. (b) The x¯tp¯t-trajectories with
the correlated-(solid) and uncorrelated-(dashed) initial condi-
tions in the phase space. The parameters here are η = 0.5,
k = 1, λ = 10, and x0 = 1.
as the displaced squeezed state and |0〉 being the vac-
uum for free oscillator, is applied on the oscillator. The
resulting initial state takes the factorized form,
ρ0 = |ψ〉〈ψ| ⊗ 〈ψ|ρT |ψ〉
Z
, Z = TrB[〈ψ|ρT |ψ〉]. (54)
This factorized state still captures the system-bath cor-
relation by the classical dependence of the bath state on
the system. Putting
f˜w(P,Q) = exp
[
−1
2
(
δxP
2 + δpQ
2
)− ix¯0P] , (55)
associated with δp = λ/2, δx = 1/(2λ), and λ = e
2r into
(25) and calculating the four-fold integrals, we obtain
W˜ (P,Q, t) = exp
[
− 1
2
(
σxP
2 + σ˙xPQ+ σpQ
2
)
−i (x¯tP + p¯tQ)
]
, (56)
where
σx = 〈x2〉+ λ
2G2 + G˙2
λ
− (G˙+ 2λS)
2
2λwx
− (λG − 2S˙)
2
2λwp
,
σp = 〈p2〉+ λ
2G˙2 + G¨2
λ
− (G¨+ 2λS˙)
2
2λwx
− (λG˙ − 2S¨)
2
2λwp
,
x¯t =
G˙+ 2λS
wx
x¯0, p¯t = ˙¯xt, (57)
with wx = 1 + 4δp〈x2〉, wp = 1 + 4δx〈p2〉, and Z =√
wxwp/2. For the uncorrelated initial state
ρ0 = |ψ〉〈ψ| ⊗ ρTB, (58)
the Wigner characteristic function is also given by
Eq.(56) except with the different coefficients
σx = G
2δp + G˙
2δx + bx,
σp = G˙
2δp + G¨
2δx + bp.
x¯t = G˙x¯0, p¯t = ˙¯xt. (59)
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FIG. 2: This plot shows the time evolutions of the purity
Tr[ρ2S] with different squeezing parameters, λ = 10 (solid), 1
(dot-dashed), 0.1 (dashed). The other parameters are chosen
as in Fig. 1.
To see the implication of the above results, we re-
sort to the numerical results pictorially. The parame-
ters chosen for numerical computations are Λ = 10 and
T = 0. In Fig. 1(a), we note for the factorized Gaus-
sian states, the differences between the correlated and
uncorrelated initial conditions are nearly unnoticeable
for the evolutions of the position and momentum vari-
ances (54) and (58). However, the x¯tp¯t-trajectories in
the phase space follow quite different pathes as displayed
in Fig. 1(b). Such phenomena have also been observed
in [17] before. More importantly, from Eqs. (57) and
(59), this difference is still remarkable at high temper-
ature because the correlation function S(t) depends on
temperature and for T ≫ Λ ≫ ω0, we have 〈x2〉 ≈ T/k,
S(t) ≈ T/k − T ∫ t
0
dt′G(t′), and
x¯t ≈
[
1− k
∫ t
0
dt′G(t′)
]
x¯0 6= G˙x¯0. (60)
Next, we consider the time evolution of the purity de-
fined as σpurity = Tr[ρ
2
S ], or
σpurity =
1
2π
∫
dΣ|W˜ (P,Q, t)|2 = 1√
4σxσp − σ˙2x
. (61)
In Fig. 2, we see the appearance of the initial dips at
short times due to the initial jolts [3, 11] of the coeffi-
cients in the master equation. Therefore, the correlations
among the factorized states are not enough to smooth out
these dips. Because the purity does not sensitively de-
pend on the initial conditions as shown above. We can
use Eq. (59) to expand the purity at short times to find
σpurity ≈ 1− Λ
2t2
2πλ
, (62)
which sharply decreases for times t ≪ λ 12 /Λ as shown
in Fig. 2. For long times, it approaches to the equilib-
rium value σpurity = 0.8658. If we use the second way
discussed in Sec. II to obtain an evolved state described
by Eq. (31), the comparison of which with Eq. (59) and
ρS(0) characterized by Eq. (32) is shown in Fig. 3. It can
be seen that they give different evolutions for the vari-
ance and purity. Particularly, we note that the initial dip
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FIG. 3: (a) The solid lines show the (thick) position and (thin)
momentum variances σx, σp for the evolved state after the
sudden change of the oscillating frequency k = 0.01 → k = 1
at t = 0. The dashed lines represent the relevant results under
the uncorrelated initial condition. (b) The purity evolutions
under the above two different conditions. Here σpurity(0) =
0.4870 and η = 0.5.
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FIG. 4: The plot of the survival probability ratio, R =
Pr(2, 1, 0)/Pr(2, 0) versus the time interval τ , for the exact-
(solid) and approximated-(dashed) results with the (thick)
intermediate coupling constant η = 0.5 and (thin) weak cou-
pling constant η = 0.1. The spring constant is k = 1.
associated with the factorized state does not show up for
the new state, which dues to the correlation in the initial
Gibbs state of the whole system is stronger than in the
factorized initial state to smooth out the dip.
Finally, we study the effects of two measurements
fj = |0〉j〈0| applied at times tj = jτ , j = 1, 2, during the
evolution of the initial state prepared by f0 = |0〉〈0| for
simplicity. The quantities of interest are the joint con-
ditional probabilities Pr(2, 1|0) = Pr(2, 1, 0)/Pr(0) and
Pr(2|0) = Pr(2, 0)/Pr(0), which can be used to define
the survival ratio
R =
Pr(2, 1|0)
Pr(2|0) =
〈f †0f †1f †2f2f1f0〉
〈f †0f †2f2f0〉
. (63)
The meaning of R > 1 (R < 1) is that the intermedi-
ate measurement at τ enhances (suppresses) the survival
probability of the initial state at 2τ , while R = 1 indi-
cates the crossover point. The explicit expression for R
involves the determination of a 10 × 10 matrix, so it is
too lengthy to put here and we only plot the numerical
results in Fig. 4. A similar problem has been previ-
ously studied in [18] with the weak coupling and secular
approximations to neglect the initial and subsequential
oscillator-bath correlations and the fast oscillating terms
in the master equation, respectively, and obtain a sim-
plified equation for Pr(n, . . . , 1|0) ≈ exp[−nγ(τ)] with
8γ(t) =
∫ t
0 dt
′Dp(t
′) − ω0/2
∫ t
0 dt
′Γ(t′). From Fig. 4, we
see that for the weak coupling η = 0.1, the two results
are almost the same. However, for a modest coupling
η = 0.5, they could become significantly different. Con-
trary to the conclusion in the weak coupling limit, the
crossover points predicted by the exact results vary with
the coupling constant sensitively, and are always less than
the approximated ones.
VI. SUMMARY
In conclusion, we took the damped quantum harmonic
oscillator as an example and applied the QLE andWigner
representation for operator to investigate the exact dy-
namics in the presence of the initial oscillator-bath cor-
relation incorporated in two different ways: (i) prepare
an initial state by a projective measurement on the oscil-
lator; (ii) change the equation of motion of the oscillator
by adjusting its parameters–mass or frequency initially.
The simpler results thus obtained facilitate us to defy
the possibility of the master equation independent of the
initial state and specify several sufficient conditions re-
sulting in some certain master equations. We also got a
time-local QLE to derive the exact master equations un-
der the factorized initial conditions, including the cases
of initial correlated Gaussian states. It was shown that
the variances of the factorized Gaussian states do not
sensitively depend on the initial oscillator-bath correla-
tions, which can however significantly influence the mean
values even at high temperature. We demonstrated that
the correlations among the factorized states still give rise
to the initial dips during the purity evolutions, which can
be smoothed out by increasing the amount of initial cor-
relation to some extent. We finally studied the effects of
repeated measurements on the evolution of the damped
oscillator, which were compared with the weak coupling
results to indicate that they give rather different tran-
sient behaviors even for an intermediate coupling.
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APPENDIX
To introduce the Wigner representation of an arbitrary
operator A(x, p), let us first review the normal order of
A, where x is always put in front of p in any product,
denoting by A =: An(x, p) :, such as px =: xp − i :.
In particular, we can take x, p as c-numbers inside the
symbol : :, i.e. : xp :=: px :. Inserting the unity decom-
position, we have
A(x, p) =
∫
dσ′|x′〉〈x′| : An(x, p) : |p′〉〈p′|
=
∫
dσ′|x′〉〈x′|An(x′, p′)|p′〉〈p′|
=
1√
2π
∫
dσ′|x′〉〈p′|eip′x′An(x′, p′), (64)
and thus An(x
′, p′) =
√
2π〈x′|A(x, p)|p′〉e−ip′x′ . The
composition rule C(x, p) = A(x, p)B(x, p) can be trans-
formed into
C(x, p) =
∫
dσ′dσ′′|x′〉〈x′|An(x′, p′)|p′〉〈p′|
×|x′′〉〈x′′|Bn(x′′, p′′)|p′′〉〈p′′|
=
1√
2π
∫
dx′dp′′|x′〉〈p′′|eip′′x′Cn(x′, p′′),
where
Cn(x
′, p′′) =
1
2π
∫
dp′dx′′An(x
′, p′)Bn(x
′′, p′′)
×ei(p′−p′′)(x′−x′′). (65)
On the other hand, we have
A(x, p) =
∫
dσ′An(x
′, p′)δ(x′ − x)δ(p′ − p)
=
1
(2π)2
∫
dσ′dΣ′An(x
′, p′)eiP
′(x−x′)eiQ
′(p−p′)
=
1
2π
∫
dΣ′A˜n(P
′, Q′)ei(P
′x+Q′p)−iP ′Q′/2, (66)
where we defined the normal order characteristic function
A˜n(P
′, Q′) =
1
2π
∫
dσ′An(x
′, p′)e−i(P
′x′+Q′p′)
= Tr[Ae−i(P
′x+Q′p)+iP ′Q′/2]. (67)
The appearances of −iP ′Q′/2 in the last exponentials
of (66) and (67) dues to the non-commutability of x, p.
If we insist on omitting this term, the above equation
should be re-interpreted as the Wigner representation or
symmetrized order of the corresponding operator rather
than the normal order, namely An(x
′, p′) → Aw(x′, p′).
In fact, they can be further generalized to
A(x, p) =
1
2π
∫
dΣ′A˜g(P
′, Q′)ei(P
′x+Q′p)−igP ′Q′/2,
A˜g(P
′, Q′) =
1
2π
∫
dσ′Ag(x
′, p′)e−i(P
′x′+Q′p′)
= Tr[Ae−i(P
′x+Q′p)+igP ′Q′/2], (68)
which includes the usual cases of g = 0 or ±1 as the
Wigner or (anti)-normal order representations.
9As an example, take A(x, p) = |0〉〈0|, then 〈x′|0〉 =
e−x
′2/2/π
1
4 , 〈0|p′〉 = e−p′2/2/π 14 , and
An =
√
2π〈x′|0〉〈0|p′〉e−ip′x′ =
√
2e−(x
′2+2ix′p′+p′2)/2,
A˜n = e
−(P ′2+2iP ′Q′+Q′2)/4, A˜w = e
−(P ′2+Q′2)/4. (69)
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