poultry. The incubation period distribution is of interest to epidemiologists and public health officials, but estimation of the distribution is complicated by interval censoring of exposures. Imputation of the midpoint of intervals was used in some early studies, resulting in estimates of mean incubation approximately 5 days. In this study, we estimated the incubation period distribution of human infections with influenza A(H7N9) using exposure data available for 229 laboratory-confirmed patients from mainland China. A nonparametric model (Turnbull) and several parametric models (Weibull, gamma, lognormal, log-logistic, exponential) were fitted to the data accounting for the interval censoring in some exposures. The Akaike Information Criterion was used to compare parametric models. The mean incubation period was 3.4 days (95% confidence interval: 3.0-3.7 days) and the variance was 2.9 days for the best-fitting parametric model (Weibull) and very similar for the non-parametric Turnbull estimate. Under the Weibull model the 95th percentile was 6.4 days (95% confidence interval: 5.9-7.0 days). The midpoint approximation for interval-censored exposures led to overestimation of the mean incubation period. Public health observation of potentially exposed persons for 7 days after exposure would be appropriate.
Introduction
The incubation period of a viral infectious disease is defined as the delay from viral infection to the onset of illness (1) . In early 2013 a novel avian influenza A(H7N9) (H7N9 thereafter) virus emerged in China and caused human infections, some of which were associated with severe disease and death (2) . The majority of laboratory-confirmed human cases of H7N9 virus infection reported recent exposure to live poultry, typically in the setting of live poultry markets in urban area (3) . These defined occasions for exposure have permitted estimation of the incubation period distribution. The incubation period is particularly important for defining the period of public health observation of exposed contacts of confirmed H7N9 cases, with the upper 95 th percentile of the estimated incubation period distribution considered a reasonable threshold for the duration of such observation, while even higher percentiles of the distribution might be chosen in some circumstances. Various estimates of the incubation period distribution for human infections with H7N9 virus have been published (4) (5) (6) (7) (8) (9) . The objective of our study was to describe alternative approaches for estimation of the incubation period, and to identify reasons for discrepancies between different published estimates.
Materials and Methods

Sources of data
All laboratory-confirmed human cases of H7N9 virus infection were notified to the Chinese Center for Disease Control and Prevention and relevant clinical and epidemiological data was recorded in a electronic database (4) . Data extracted for this study included age, sex, geographical location, and dates of exposure, illness onset and hospital admission. In the majority of cases the information on exposure was recorded as intervals of 2 or more days during which infection was thought to have occurred rather than exact dates of presumed infection.
Statistical analyses
For each case i, if infection occurred at time Xi and symptom onset occurred at time Zi, the incubation period is defined as Ti= Zi-Xi. However, estimation of the incubation period is often complicated because infection events cannot be directly observed. If patient i, reported that infection most likely occurred in a period of exposure between times Li and Ui, where Li≤Xi≤Ui, the incubation time therefore is bounded by the interval (Z-Ui, Z-Li).
These data are a special type of survival data, and a natural approach would be to "reverse" the time axis setting Z as the origin and X as the outcome time. "Reversing" the time axis is valid only when the density function for infection is uniform in chronologic time (10) (11) (12) . This condition should be reasonable here in the setting of H7N9, with each exposure interval being relatively short. Moreover, in order to allow for the coarseness of exposure data reported on a daily basis, we added 0.5 to each upper bound and subtracted 0.5 from each lower bound (13) .
A subset of cases reported single dates of exposure of 7, 8, 9 or 10 days. On further investigation of the original case notification forms or the medical records, it was found that an exact date of exposure at 7 days actually indicated exposure at some uncertain time in the previous week, i.e. an incubation period between 0 and 7 days. To account for the possibility that these longer single exposure times were inaccurate, we explored the sensitivity of incubation period distribution estimates by extending the potential period of infection from 0 to 3 days after the single-exposure date.
The most basic approach to deal with interval-exposure data is to impute the infection dates as the midpoint of any exposure intervals, which then permits empirical estimation (13) . However this approach may lead to overestimation of the incubation period distribution, which tends to be right-skewed (14) . The "gold standard" approach for nonparametric estimation of a distribution based on interval-censored data is the generalized non-parametric maximum likelihood estimator extension of the Kaplan-Meier estimator developed by Turnbull (15) , which simplifies to the empirical distribution function if all exposure times are exactly observed. The incubation period can often be appropriately characterized by a parametric model, which can easily accommodate interval-censored data. The gamma (16) , Weibull (4), lognormal (10), exponential (17) , and log-logistic (18) distributions have previously been used to describe incubation period distributions.
Comparison between models may be made qualitatively through visual comparison with a non-parametric estimate, and quantitatively by a metric such as Akaike's Information Criterion (AIC) (19) . In this study, the incubation period distribution was estimated using first the interval-censored data and compared between the different parametric models suggested above and the Turnbull model (16) . For the parametric models, 95% confidence intervals for mean incubation times and 95 th percentiles of the incubation distribution were estimated using a parametric bootstrap with 10,000 resamples (20) . Secondly, the incubation period was also estimated based on the empirical distribution of incubation times with the midpoint approximation used for interval-censored exposures. We also explored the precision of estimates of the mean and 95 th percentile of the incubation period distribution based on cumulative data available at various calendar times. All analyses presented here were conducted using R version 3.1.1 (R Foundation for Statistical Computing, Vienna, Austria) and the packages "Interval" and "survival".
Results
As of 5 August 2014, a total of 438 laboratory-confirmed cases of H7N9 were reported in mainland China, of whom 229 had available data on exposure dates. The median age of the 229 cases was 58 years old, 68% were male, and 57% lived in urban areas, which was similar to all 438 confirmed cases. The data on exposure intervals are shown in Web Figure   1 , and 104/229 (45%) had single exposure data while the remainder reported exposure intervals of 2 days or longer. Among the 104 cases with single exposure dates, 31 had single exposures at 7, 8, 9 or 10 days.
First, we estimated the incubation period distribution for the crude original data without accounting for problems of exact exposure dates ( Table 1) . Using the gamma parametric model (best AIC value), the estimated mean was 4.5 days, the variance 11.1 days and the 95th percentile 11.0 days. Under the midpoint approximation for interval-censored exposures using the original data the mean was 5.5 days and the 95th percentile was 8 days.
Then, we estimated the incubation period distribution using the modified data. Figure 1A compares the various fitted parametric models for the incubation period distribution with the non-parametric maximum likelihood estimator. Visual inspection of the parametric curves against the Turnbull estimate in Figure 1A confirms that all of the two-parameter distributions provided reasonable fits, while the exponential distribution was slightly inferior. According to the value of AIC (Table 1) , the best-fitting parametric distribution was the Weibull (AIC=327), while the gamma had a very similar fit (AIC=328) followed by the lognormal (AIC=337) and log-logistic distributions (AIC= 347). For the non-parametric Turnbull estimate, the mean was 3.4 days (95% confidence interval: 1.5-6.7 days), the variance was 2.9 days and the 95th percentile was 6.2 days. For the fitted Weibull distribution (Figure 1C) , the mean and variance were 3.4 days (95% confidence interval:
3.0-3.7 days) and 2.9 days respectively, and the 95th percentile was 6.5 days.
In Figure 1B , the midpoint approximation clearly led to overestimation of the incubation period distribution compared to the non-parametric Turnbull estimate and the Weibull model, and the mean of the empirical distribution under the midpoint approximation was 5.5 days with a 95th percentile of 6.0 days.
We reviewed published estimates of the incubation period distribution, and found generally higher estimates from studies that used the midpoint approximation ( Table 2) . Early estimates based on restricted sample size data and median method estimation provided the longest incubation times (5,6), compared to other studies based also on restricted sample size but with single exposure data (7, 8) . Our results estimated with interval-censored data are consistent with estimates from larger sample size studies, with a shorter incubation time (3, 4, 21) , while Gao et al. estimated a higher median incubation time based on cases with single exposures (9) .
We estimated the mean and the 95 th percentile of the incubation period distribution at various times since the beginning of the epidemic using the Weibull distribution (Figure 2) . Both estimates were steady over time, with similar point estimates after late April 2013, and increasing precision as sample size increased. This analysis did not account for delays from illness onset to notification which were approximately 1-3 weeks.
To examine the sensitivity of our results to inclusion of adjustments for patients with single-exposure data, we fitted the different distributions to the data using a different correction for exact exposure dates by extending the potential period of infection from 0 to 3 days after and before the single-exposure date, and we observed similar results (Web Table 1 ).
Discussion
Using all available data on exposures from 229 patients with laboratory-confirmed H7N9 virus infection, we estimated that the mean incubation period was around 3.4 days, and 95% of infections led to symptoms within 6.5 days. This latest estimate of the incubation period distribution is consistent with some previous estimates (mean: 3.1 days (4), median:
2.0 days (7) and median: 2.5 days (rural)/4.0 days (urban) (8)) based on exposure data but somewhat shorter than some other estimates (median: 6.0 days (5), median: 7.5 days (6) and median: 5.0 days (9)) ( Table 2 ). These studies with longer incubation periods led the public health authorities to extend the period of medical surveillance or quarantine for close contacts of confirmed cases from 7 days initially to 10 days (22,23). These discrepancies in estimates could be due to differences in estimation methods and handling of raw data. The midpoint method used in some studies was shown to overestimate the incubation period distribution (Figure 1B) , while cleaning the raw data on longer exposures (Web Figure 1 ) also led to shorter estimates. Our estimates are concordant with smaller sample size studies based first on parametric methods with interval exposure data (4), and also on inference from ecological data, based on the impact of live poultry market closures in reducing incidence of human infections (3, 21) . Moreover, we showed that our estimates were steady over time, and reasonable estimates were available based on data from 50 cases (Figure 2) . Our results suggest that incubation periods of 8-10 days are unlikely, while medical surveillance for exposed persons would be appropriate for no more days) for a cohort of 24 patients using midpoint imputation whereas Cowling et al. (4) reported more recently a mean incubation period of 3.3 days (95% confidence interval: 2.7-3.9 days) for a cohort of 41 patients accounting for interval censoring. Although midpoint imputation can provide practical estimates during the early stages of an emerging epidemic with potentially scarce data, this similar difference shows the advantage of assessing the incubation period distribution with appropriate techniques.
Our study presents some limitations, as only a subset of the patients registered in the Chinese Center for Disease Control and Prevention database had available data on potential exposures (229/438; 52%). Moreover, a substantial number of patients reported wide exposure intervals (Web Figure 1) . With very small sample size it would be difficult to use parametric or non-parametric methods to estimate the incubation period distribution with accuracy and precision, and one of the priorities in an emerging infection is comprehensive investigation of the early cases to define the epidemiologic parameters.
In conclusion, for emerging infectious diseases, accurate and precise estimates of the distribution of incubation times are necessary to advise public health policy and to specify case definitions. Robust inference accounting for interval censoring of exposures is recommended when estimating the incubation period distribution (10) . 
