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We study the evolution equation u’(t) = Au(t) + J@(t)), t > 0, where et” is a 
Co semi-group on a Banach space E, and J is a “singular” non-linear mapping 
defined on a subset of E. In Sections 1 and 2 of the paper we suppress the map J 
and instead consider maps Kt: E + E, t > 0, which heuristically are just eLAJ. 
Under certain integrability conditions on the Kt we prove existence and uni- 
queness of local solutions to the integral equation u(t) = etAb + s: K&s(s)) ds 
for all 4 in E, and investigate the regularity of the solutions. Conditions which 
insure existence of global solutions are given. In Section 3 we recover the map / 
from the maps Kt , and show that the generator of the semi-flow on E induced 
by the integral equation has dense domain. Finally, we apply these results to a 
large class of examples which includes polynomial perturbations to elliptic 
operators on a domain in I?. 
In this paper we study the initial value problem 
u’(t) = Au(t) + J(u(t)), u(O) = 9, t>O (O-1) 
where u(t) is a curve in a Banach space E, A is the infinitesimal generator of a C,, 
semi-group on E, and / is a non-linear function on E or a subset of E. If u(t) is a 
solution to (0. l), then by differentiating e(*+%(S) it follows that 
u(t) = et”+ + jot ect-s)AJ(u(s)) ds. (O-2) 
On the other hand, a solution to (0.2) does not necessarily satisfy (0.1). 
We are concerned with the situation where J is “singular” in E, but etA J is 
locally Lipschitz (i.e. Lipschitz on bounded sets) on E for each t > 0. For 
example if J$ = 4s and the semi-group is et4 on D’(P) with p 2 2, then 
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et”(+2) is locally Lipschitz on LP(Rn). Before describing our results, we establish 
some notation and terminology that will be used throughout this paper. 
E is a Banach space with norm 1111; and unless specified to the contrary, all 
topological notions on E are with respect to the norm topology. The norm of a 
bounded operator on E is also denoted with 11 I/. For 01 > 0, lJ, denotes the closed 
ball in E of radius a: centered at the origin. etA is a C,, semi-group with 1) etA 11 < 
MeYt. 
If f is a function defined on a subset of E and if N is contained in the domain 
off, then the Lipschitz constant off on N is 
f is Lipschitz on N if Lip(f I N) < CO; and f is locally Lipschitz if f is Lipschitz 
on each U, . The Frechet derivative off at 4 (if it exists) is denoted df(+), and 
df(+) applied to a vector # is denoted df(+; z,b). 
The solutions to the integral equation (0.2) typically fit together to form a 
semi-flow on E, by which we mean a collection of transformations W, , t > 0, 
in E with domains D( W,), satisfying: 
(a) W& = + for all + E E. 
(b) If either Wt+& or W,W,$ is defined, then the other is and they are 
equal. 
(c) For all q5 E E, the map t H Wd is continuous into E. 
(d) Every 4 in E is in D( W,) for some t > 0. 
The curve u(t) = W,$ is called the trajectory of + and is defined on a half-open 
interval [0, I&). The endpoint 
Tb = sup{t: + E D( W,)}, 
which may be infinite, is the existence time of the trajectory. W, is a global semi- 
flow if D(Wt) = E for all t 3 0, or equivalently if Tm = co for all I# E E. The 
generator of W, is defined by 
with domain D(B), the set of all + for which the limit exists. 
If we replace J in (0.1) and (0.2) by a time dependent perturbation, we get 
u’(t) = Au(t) + JM)), 4’) = 6, t z 7, (O-3) 
u(t) = e(f-T)A+ + St e(t-s)“Js(u(s)) ds; 
7 
(0.4) 
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and the curve u(t) depends not only on the initial data q5 but also on the initial 
time 7. If we write V(t, T)# = u(t), where u(t) is a solution to (0.4), then the 
transformations V(t, T) typically form a propagator. More precisely, apropagator 
on E over the interval [0, t*) is a collection of transformations V(t, T), 0 < 7 < 
t < t*, with domains D(V(t, T)), sa rs m conditions analogous to (a) through t’ fy’ g 
(d) for a semi-flow. (e.g. V(T, r)+ = + and V(t, T) V(T, u)# = V(t, u)+.) V(t, T) 
is aglobal propagator if D(V(t, T)) = E for all t E [T, t*). 
Our approach to proving existence theorems for (0.1) and (0.2) is to suppress 
the singular perturbation J and replace et”] by maps Kt which are assumed to 
be locally Lipschitz. In Section 1 below we prove the following theorem: 
THEOREM 1. For each t > 0 let K,: E + E be locally Lipschitx with c,(t) = 
Lip(K, ] U,). Assume further that: 
(a) eJAKt = K,,, for s, t > 0. 
(b) For each (Y > 0, c,(a) is in L1(O, 6) for some E > 0. 
(c) t H 11 Kt(0)]] is in L1(O, l ) for some E > 0. 
Then there exists a (necessarily unique) semi-flow W, on E such that: 
(i) If u(t) = Wt$ then 
u(t) = et9 + J’d L&(4) h (0.5) 
throughout the entire trajectory of 4. 
(ii) If v: [0, T] -+ E is strongly measurable, essentially bounded, and also 
satisfies (0.5), then v(t) = Wt+ for all t E [0, T]. 
(iii) Given positive (Y and /3 with cuM < fi, there is a T > 0 such that 
U, C D( Wr) and the maps W,: U, -+ Ue , t E [0, T], are uniformly Lipschitz. 
(iv) If the existence time TQ isfinite, then I] Wd ]I + co as t -+ T, . 
(v) D( W,) is open in E for all t > 0. Moreover, af + E D( Wr), there is a 
neighborhood N of 4 such that NC D( Wr) and the W, , t E [0, T], are unaformly 
Lipschitz on N. 
(vi) If each Kt is globally Lipschitz (and so cJt) is independent of a), then the 
W, form a global semi-flow. In particular, if each Kt is linear, W, is a C, semi-group. 
In Section 2 we state a time dependent version of Theorem 1. Also we show 
that in Theorem 1 if each Kt is continuously Frechet differentiable, then so is 
each W, . It follows that if + is in the domain of the generator B of W, , then 
u(t) = W,$ is continuously differentiable and u’(t) = Bu(t). 
In Section 3 we reconstruct the map J from the maps Kt in Theorem 1. We 
then show that the generator B in some appropriate sense is A + J, and that the 
weak and strong generators of W, coincide. Also, we show that the domain of B 
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is always dense in E. With the exception of Corollary 3.2, Sections 2 and 3 are 
independent. Corollary 3.2 combines the results of the two sections and states 
conditions which guarantee the existence of solutions to the differential equation 
(0.1). 
In Section 4 we discuss a class of examples which includes polynomial pertur- 
bations to elliptic operators on Lp(sZ), Q C R”. For these examples we show in 
particular that the differential equation (0.1) is satisfied for t > 0 with any 
initial data in La(Q). 
The equations (0.1) and (0.2) have certainly been the objects of considerable 
study. In particular we are indebted to Segal [8], which treats the case where 
J: E--f E is locally Lipschitz, and to Kato and Fujita [5]. More recently, Henry 
[3], Pecher [7], and Webb [9] have studied (0.1) and (0.2); and polynomial 
perturbations to elliptic operators are discussed explicitly in [3] and [7]. In these 
works the perturbation Jis considered as a map between the domains of fractional 
powers of the operator A in a single Banach space, e.g. Lp; while we consider J 
as a map between LP spaces. We remark that the hypotheses of Theorem 1 are 
similar to those of a linear perturbation theorm in Dunford and Schwartz [l, 
Theorem VIII.1.19, p. 6311. However, Theorem 1 does not reduce in the linear 
case to that result. For more detailed motivation for the hypotheses of Theorem 1, 
see [IO]. 
I would like to thank P. Chernoff for suggesting this line of inquiry to me and 
for many helpful remarks concerning this research. Also, I would like to thank 
the referee for simplifying some of the proofs. 
1. EXISTENCE OF THE SEMI-FLOW 
In this section we prove Theorem 1 and two subsidiary results (Propositions 
1.1 and 1.2). The proof of Theorem 1 depends on a contraction mapping argu- 
ment which has been used before in similar contexts, (see [3], [7], [8], and [9]). 
Consequently, we shall only sketch the proof. 
Proof of Theorem 1. Fix4 E U, and let X = (u: [0, T] + U,: IL is continuous 
and u(0) = $1. If for u E X we let 
VW(t) = et”+ I &-&(s)) & 
then 
For any 6 > aM, the hypotheses imply that one can choose T > 0 so that the 
right hand side of (1.1) is bounded by 8. With this choice of T, 9: X - X is a 
SEMILINEAR EVOLUTION EQUATIONS 281 
strict contraction, and so has a unique fixed point, i.e. a solution to the integral 
equation (0.5). (That any strongly measurable essentially bounded solution of 
(0.5) is continuous follows from Lemma 2.1 in the next section.) 
For any + E E, let Wtrj be the maximal continuous curve u(t) satisfying (OS). 
Then the W, , t > 0, form a semi-flow on E. Statement (iii) of Theorem 1 
follows from the above arguments along with estimates similar to those used in 
the proof of Corollary 1.5 in [8]. 
Statement (iv) is true since there is a lower bound on the existence time of the 
curve U(S) = W,(Wt+) = W,+,4 depending only on 11 Wd I(. 
As for statement (v), let 4 E D(W,) and choose OL so that 11 Wd 11 Q 42 for 
all t E [0, T]. Statement (iii) enables us to choose 6 > 0 and C > 1 so that 
U, C D( W,) and Lip( W, I U,) < C for all t E [0,6]. Let T < nS for an integer n 
and define 
N = (a,h E E: Cn III/I - + 11 < 42). 
It is straightforward to check that NC D( W,) and Lip(Wt 1 N) < C” for all 
t E [0, T]. 
Finally, if each Kt is globally Lipschitz, the contraction mapping argument is 
done on the space of continuous curves 1~: [0, T] + E with u(0) = $. T can now 
be chosen independent of the norm of 6; and so D( W,) = E for all t E [0, T], 
hence for all t > 0. 
This completes the proof of Theorem 1. For the rest of this section we continue 
to operate under the hypotheses of Theorem 1, and W, denotes the semi-flow 
constructed in Theorem 1. The next result gives conditions which guarantee 
that T* = co for ]I$jI sufficiently small. 
PROPOSITION 1.1. Suppose etA is of negative type (i.e. y < 0), K,(O) = 0 for 
all t > 0, and that for suficiently small 01 and t, c,(t) <f(z))(t) where f (a) --t 0 
as a! + 0 and g(t) is locally integrable near t = 0. Then fur any fixed su#kientZy 
small ,k? there exists OL > 0 such that U, C D( W,) for all t > 0 and th.e maps 
w,: u,+ u,, t > 0, are uniformly Lipschitz. If in addition M = 1, then 
Lip(uI,I U,)-+O as t-+03; andinpa&-uZar II Wt+Il+O as t+co for all 
+EU,. 
Proof. We claim that under the above hypotheses, 
s 
m 
cB(s) ds < 1 
0 
u4 
for sufficiently small j3. Indeed, for sufficiently small j3 and 7 
Lrn ~4s) ds < f (8 Lr g(s) ds + MC,&) lrn eY(s-r) a3 
Gf (B) [j,-,‘g(s) ds + I Y 1-l Mgb$ 
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where we have used the fact that es(s) < Me~(s-r)cg(~) for s > 7. The claim 
follows sincef(/?) -+ 0 as /3 -+ 0. 
Fix some /I so that (1.2) holds. Since K,(O) = 0 and y < 0, it follows that for 
some fixed small 01 > 0, the right hand side of (1.1) is bounded by /3 for all T > 0. 
The first part of the proposition now follows as in the proof of statement (iii) 
in Theorem 1. 
Suppose now M = 1. For the same p as above we can find a E (0, 1) such that 
(1 - a)-’ srr ca(s) ds < 1. 
0 
For OL as above, if 4, # E U, then W,q$ W,# E U, for all t > 0; and so 
II t=wt+ - wttu 
~t~e~tlId-$Il+t~Ifca(t-s)s-~dr~~~ll~(W.d- W.&l. (1.3) 
0 
Moreover, since es(s) < e~@-r)cs(s) for s > 7, cB(*) is nonincreasing (recall 
y < 0). Consequently 
s t ta ce(t - s) s-= ds < tat-l 0 j.otcB(s)dsJ-bs-‘ds 
< (1 - u)-’ Irn co(s) ds < 1. 
0 
If we now take the supremum in (1.3) over all t in [0, T], keeping in mind the 
fact that toe?: is bounded on [0, co), we see that there exists a C independent of T 
such that 
sg,pll t”(Wtd - Wt~)ll d c II 9 - #J II. 
Thus 11 Wt+ - W,# II < Ct-” 11 $J - # II for all t > 0. 
This completes the proof of the proposition. 
We will have occasion to use the following proposition. Its proof is based on an 
argument due to Kato and Fujita [5, p. 2521. 
PROPOSITION 1.2. Suppose et* is an anulytic semi-group. Suppose also thut fbr 
a > 0 and t neur 0, ox,(t) + 11 &(O)l] < Ff (a) for some j3 E (0, 1). Let 4 E E and 
[E, T] C (0, T*). Then u(t) = W,rj is Hiilder continuous on [E, T] with some exponent 
Y E (0, 1). 
Proof. Since etA is an analytic semi-group, et*+ is continuously differentiable 
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on [E, T], hence H6lder continuous with any exponent Y E (0,l). It therefore 
suffices to show that 
w = 1’ K*-MS)) ds
0 
is HBlder continuous. 
Forh>yandv>O,(A-AA)- ” is a bounded operator on E. Given Y E (0, l), 
it follows from Theorems 11.3 and 12.1 in Komatsu [6] that there exists a 
constant C such that 
[/(A - A)’ etA 11 < fTv, tE(o, q; 
[I etA(h - A)+ - (A - A)-” 11 < w, t E [O, T]. 
Now let 0 < t < t + 7 < T. Then for v sufficiently small 
o(t + T) - o(t) = (erA - I ) Jot JG-SW) ds + it+’ Kt+,-SW) h 
= (erA - I)(h - A)+ ( (A - A)Y ea/2AKs,2(u(t - s)) a!9 
+ I’ K,(u(t + 7 - 4) ds. 
0 
If now 11 Wt+ 11 < (x for all t E [0, T], then 
II et + 4 - w(t)11 < CT” J’b C(s/2)-“(s/2)-Bf(a) ds + s,’ srBf(o-) ds 
< T”Qm) & (s/W (‘+‘) ds f T1-‘f(a)(l - p)-‘. 
Therefore, if v < 1 - 8, w(t) is Holder continuous on [0, T] with exponent v. 
2. DIFFERENTIAFHLITY OF THE SJN-FLOW 
In this section we show that under the hypotheses of Theorem 1, if in addition 
each Kt is continuously Frechet differentiable, then so is each W, . As motivation, 
let us formally compute dWt(+; #) from the integral equation 
Wd = et”4 + l G-,(W.d) ds. 
This gives 
5W343-2 
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or, if we let H(t - s, s) = dK,-,(W,+) and u(t) = dU’t(+; $1, 
u(t) = et*+ + jot H(r - s, s) u(s) ds. (2.1) 
Therefore, our plan of attack will be first to show that a curve u(t) satisfying 
(2.1) exists, and then to show that in fact u(t) must equal dW,(+; #). 
In other words, we first need to formulate a “time dependent” version of 
Theorem 1, i.e. an existence theorem for (2.1) where heuristically H(t - S, S) = 
e+s)AJS for a family of “singular” mappings J, in E. The maps H(t - s, S) 
must satisfy conditions which generalize the hypotheses of Theorem 1. The 
following lemma specifies those conditions. 
LEMMA 2.1. Let t* > 0 (possibly injinite). For each s and t with 0 < s < t < t* 
let H(t - s, s): E - E be 1ocaZlyLipschitz with h,(t - s, s) = Lip(H(t - s, S) / U,). 
Assume furth.m that: 
(4 eft-T)*H(7 - s, s) = H(t - s, s) for s < 7 < t. 
(b) For all + E E, s H H(t - s, s)qS is strongly measurable. (If E is not 
separable, we also explicit& require that s t+ h,(t - s, s) be measurable on (0, t).) 
(c) Ji (h,(t - s, s) $- // H(t - s, s)O II) ds < oo for allol > 0 and t E (0, t*). 
(d) lim(,-,)J, j-4 (hJt - s, s) + // H(t - s, s)O 11) ds = 0 uniformZy for 
0 < 7 < t ,< Tforjxed T < t*. 
Then ifv: [T, T] -+ E is strongly measurable and essentially bounded, with [r, T] C 
[O, t*), it follows that 
w(t) = j’ H(t - s, s) w(s) ds 
r 
exists for all t E [T, T] and w: [T, T] -+ E is continuous. 
Remark. If Kt , t > 0, are as in Theorem 1, it is easy to see that the maps 
H(t - s, s) = K,-, satisfy the above conditions. 
Proof. For notational simplicity we assume 7 = 0. The proof for arbitrary T 
is essentially the same. The first task is to show that the integral exists. Note that 
s H H(t - s, s)v(s) is strongly measurable. Indeed, let v,(s) be simple functions 
converging to w(s) a.e. Then the H(t - s, S) e’,( s are strongly measurable funct- ) 
tions converging almost everywhere to H(t - s, s) v(s), which is therefore 
strongly measurable. Also, if E is separable, then h,(t - s, s) is the supremum of 
countably many measurable functions, hence measurable. Therefore, if (1 a(s)// ,( LY 
a.e., 
jot II H(t - s, s) v(s)11 ds d jot (ah& - s, s) + II H(t - s, s)O II) ds < 00; 
and so w(t) exists. 
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As for continuity, fix u E [0, T] and- let t -+‘u ,in [0, T]. Fix r E (0, 1) and 
suppose t > ru. Then 
( lt H(t - s, s) v(s) ds - f H(u - s, s) v(s) ds 1 
< j-’ 11 H(t - s, s) v(s)11 ds + j-” II Htu - s, 4 WI ds 
?x VW 
+ Jp e(t-ruj-4 - e(l-r)uA) H(YU - S, S) v(s)11 ds. 
Condition (c) and the dominated convergence theorem imply that the third 
integral on the right hand side above converges to 0 as t --f u. Condition (d) 
guarantees that for t sufficiently close to U, and Y sufficiently close to 1, the first 
two integrals are arbitrarily small. This shows the desired continuity. 
We now state the time dependent version of Theorem 1. The proof is the same 
as for Theorem 1 with obvious modifications, and can safely be omitted. 
THEOREM 2.1. Under the hypotheses of Lemma 2.1, there exists a (necessarily 
unique) propagator V(t, T) on E over the interval [0, t*) such that 
(i) If u(t) = V(t, T)$ for some $ E E and 7 E [0, t*), then 
u(t) = eft-%$ + J’H(t - s, s) U(S) ds 
7 
(2.2) 
throughout he entire trajectory. 
(ii) If v: [T, T] -+ E is strongly meaxurable and essentially bounded, with 
[T, T] C [0, t*), and also sati@es (2.2), then v(t) = V(t, T)+ for all t E [T, T]. 
(iii) Let OL and /3 be positive with orM < j3; and let T E [0, t*). Then there is 
a 6 > 0 such that the maps v(t, T), with T E [0, T] and t E [T, T + 81, are uniformly 
Lipschitz from U, into U, . 
(iv) If sup{t: 4 E D(v(t, T))} = T < t*, then 11 r7(t, T)$ 11 ---f co as t --+ T. 
(v) D(v(t, T)) is open in E. Moreover, if I$ E D(v(T, T)), there is a nezgh- 
borhood N of 4 such that NC D( V(T, T)) and the V(t, T), for t E [T, T],’ are 
uniformly Lipschitz on N. 
(vi) If each H(t - s, s) is globally Lipschitz (and so h,(t - s, s) is inde- 
pendent of (Y), then the V(t, T) form aglobalpropagator. If each H(t - s, s) is linear, 
then so is each v(t, T). 
At this point we state the main result of this section. Its proof occupies the rest 
of this section. 
THEOREM 2.2. Let Kt be as in Theo&n 1, anB let Wt be the resulting semi-flow. 
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Suppose each Kt is continuously Frechet d#kztatiable. Then each W, is continuously 
Frechet d@krentiable on its domain. If 4 E D( W,), then 
dWt(#) = v&, 0)s (2.3) 
where V*(t, T) is the linear propagator on E over the interval [0, TJ described in 
Theorem 2.1 with H,(t - s, s) = dK,-,( W8+). (Tm is the existence time of the 
trajectory W,C$.) 
Moreover, if B is the generator of W, , then W, leaves D(B) invariant. In fact, 
if I$ E D(B) and u(t) = W,+, then u: [0, T,) -+ E is continuously da#ktztiable 
with 
u’(t) = B&(t)) = dW,(+; B+). (2.4) 
Proof. It is straightforward to verify that the I&(t - s, s) do indeed satisfy 
the hypotheses of Theorem 2.1. Let V&t, r) be the resulting global linear 
propagator on [0, TJ as described in Theorem 2.1. 
The crux of the proof is contained in the following two propositions. As with 
Theorem 1, we present only an outline of their proofs. 
PROPOSITION 2.1. Let 4 E E. Suppose T and CY are such that 11 W,+ /I < (Y fat 
t E [0, T] and s% cm(s) ds < 1. Then for all t E [0, T], Vd(t, 0) is the Gateaux 
(directional) derivative of W, at 4. 
PROPOSITION 2.2. Let +,, E E. Suppose T and 01 are such that 11 W&, 11 < oL for 
t E [0, T] and si czar(s) ds < 1. Then there is a neighborhood N of A such that: 
(i) II W,+ II < 2oLfor t E [0, T] aud# E N. 
(ii) +t-+ VJt, 0) is norm continuous on N into A?‘(E) for t E [0, T], in fact 
pointwise equicontinuous as t varies in [0, T]. 
Proof of Proposition 2.1. Choose C > 0 and a neighborhood N of 4 such that 
NC D( W,) and Lip( W, 1 N) < C for all t E [0, T]. Fix I/ E E arbitrary and for 
t E [0, T] let 
4(t) = wFt(+ + A+) - Wdl - V&P QWI 
for A > 0 small enough so that $ + k,G E N. We must show that Ah(t) + 0 as 
h+O. 
From the integral equations which define W,+, W,(+ + AI/), and Vd(t, O)#, it 
follows that 
where 
4(t) = JtPn(t - s, 9 ds + j-’ dK,-,(Ws#; 4(s)) ds, (2.5) 
0 0 
&(t - s, s) = K,-,W@ + A#) - K,-,Ws+ -dK,-,(WA W@ + A#) - M’s+). 
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Since It dK,-,( W,dr)H < Lip(K,-, I U,) = c&t - s), (2S) +Jies that 
where J-i c,(s) ds = 1 - 6. That the right hand side of (2.6) converges to 0 as 
h + 0 follows from the dominated convergence theorem after substituting 
pn(t - 5, s) = h-1 I ’ [dK& + ~(y - x); y - x) - dK,-,(x; y - x)] dr, 0 
where y = W,(rj + AI/J) and x = W& 
Proof of Proposihm 2.2. That a ndighborhood N of +. satisfying (i) exists 
follows easily from part (v) of Theorem 1. Now let I$,, + 4 in N. Adopting the 
notation V6(t, T) = V(t, T; +), we have that 
= I ot (IK,-,(Wa+, ; W 0; +nW - Vb, 0; +)+‘J) ds 
+ Jot d&-X WA ;V(s, 0;$I$) - dK,,(Wd; V(s, 0;W) A. 
The desired result now follows by arguments similar to those used in the proof 
of the previous proposition. 
COROLLARY 2.1. Let #o E E. Suppose T and a are such that 11 Wt+o 11 < a fd 
t E [0, T] and si c%(s) ds < 1. Then fo* t E [O, T], W, is conGmus~ Frechet 
differentiable in a neighborhood N of #o )\ with dW,(#) = V*(t, 0) for all 4 E N. 
Proof. Let N be as in Proposition 2.2. Then Propositions 2.1 and 2.2 imply 
that W, is continuously Gateaux differentiable in N, hence continuously Frechet 
differentiable. 
Proof of Theorem 2.2 (conclusion). Let # E E and T < T,+, . Choose positive 
aandrsuchthatII W,+II < afortE[Q, Z’Jand$,c,,(s)ds < l.Ifnissuchthat 
n7 > T, Corollary 2.1 above guarantees that for t E [0, T], Wtln is continuously 
Frechet differentiable not only in a neighborhood of 4, but also in a neighborhood 
of any Ws+ so long as s + (t/n) < T. Moreover 
dWt,,(Ws+) = W(tJn, 0; Wd) = V(s + (W, s; 41, 
where again we use the notation V+(t, T) = V(t, T; +). Therefore, by the chain 
rule Wt = (W,,,)n is continuously Frechet differentiable near 4 and dW,(+) = 
V(t, 0; 4). This proves (2.3). 
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To prove (2.4), let I$ E D(B) and fix TV [0, Q. We wish to show that 
W,# E D(B), i.e. that the curve w(s) = W,W,+ is right differentiable at s = 0. 
But W,W,+ = WtWS+; and so by the chain rule w(s) is right differentiable at 
s = 0 with 
Furthermore, dW,(+; B+) = V6(t, O)B$ is continuous in t; and so u(t) = W,$, 
being continuously right differentiable, is continuously differentiable. This 
completes the proof of Theorem 2.2. 
3. CHAEKTERIZATION OF THE GENERATOR 
In this section we characterize the generator of the semi-flow constructed in 
Theorem 1 and show that it is densely defked. In preparation, we need to 
construct an auxiliary Banach space. Recall that 11 etA 11 < Me+; and so if h > y, 
then (A - A)-l is a bounded operator on E. 
PROPOSITION 3.1. Fix h > y and let F be the completion of E with respect o 
the norm 
III + Ill = IlO - 4-‘$ II. 
Then: 
6) etA extends to a Cd semi-group on F, denoted eta; and II/ etu 111 < Mevt. 
(ii) The domain of 67 in F is precisely E, and the graph norm on E induced by 
@is equivalent o II II. Thus 07~ E -+ F is a bounded linear, operator. 
(iii) Ill 4 Ill = IlO - a)-‘$ II for all + EF. 
(iv) Graph(A) = Graph(a) I E x E. 
Proof. The proof is a straightforward exercise and can safely be omitted. 
For the rest of this sectionFand eta are as in Proposition 3.1. D(A) still denotes 
the domain of A as the generator of etA in E. 
PROPOSITION 3.2. Let K,: E -+ E, t > 0, be as in Theorem 1. Then there 
exists a (unique) lwzlly Lips&z map J: E + F such that Kt+ = eta]+ for all 
t$EE. 
Proof. Define J: E + F by 
J+ = (A - a) Lrn e-AtKt+ dt. 
The integral converges in E since (I Kt$ II is integrable near 0 and grows only as 
efi as t -+ co. Thus J indeed maps E into F. 
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Next we compute etaJ. 
Finally, we show that J is locally Lipschitz. Let 114 \I,11 # 11 < 01. Then 
This proves the proposition. 
We remark that not every locally Lipschitz map J: E +F is obtained in this 
manner. Only those J for which the Kt = etaJ, t > 0, map E into E and 
satisfy the hypotheses of Theorem 1 are allowed. AIso, it may happen that 
{+: J4 E E) is empty, and so in general J cannot be regarded as a map from a 
subset of E into E. 
THEOREM~.~. LetK,:E+E,t>O,beasinTheorem1andJ:E+Fasin 
Proposition 3.2. Let W, be the semi-flow on E constructed in Theorem 1 and B its 
generator. For any 4 in E the following are equivalent: 
(0 +EW) 
(ii) 6%$ + J$ E E 
(iii) There is a sequence t, 4 0 such that t,‘( Wt3 - 4) has a weak &nit in E 
asn-too. 
(iv) et-44 E D(A) for all t > 0, and AetA+ + Kt+ converges trongly in E as 
t jo. 
(v) et*+ E D(A)for all t > 0; andfor some sequence t, j 0, A exp(t,,A)+ + 
K,~hasaweakIinsitinEasn-+ co. 
if any one of these conditions is satisfiedfor a given 4, then B$ = C.Z# + J+ and 
all the limits mentioned above coincide and equal B+. 
Proof. The heart of the matter is to show that (i) and (ii) are equivalent, which 
we do first. Throughout this proof 4 is always in E. 
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Observe that 
(3.1) 
= it @V% + J4 h + J: @-TJWd) - J+> ~5. 
Consequently, t-r( Wd - +) always converges in F to 05j + J+ as t 4 0. Thus 
if t-1( W*+ - 4) converges in E as t 4 0, the limit must be Q.$ + J$, which is 
therefore in E. 
On the other hand suppose &S + Jg5 E E. Let OL = 2 II+ 11, and choose T and 
6 positive so that 11 W8+ 11 < (Y for all s E [0, T] and Ji C.(S) ds < 1 - 6. Then, 
rewriting (3.1) as 
we get that for t E [0, T], 
Therefore, t”(l W,# - + II remains bounded as t j 0. Now 
for t E [0, T] is bounded by 
I t c& - 4 ds sup{+ II W84 - 4 II: s E [O, q>, 0 
and so sonverges to 0 as t J 0. It readily follows from (3.2) that t-l( W,+ - q5) 
converges to @$ + J+ in E as t 4 0. Thus (i) and (ii) are equivalent, and B+ = 
W + J+ 
Turning to the other conditions, we note that (i) implies (iii) trivially. The 
converse is also easy. The weak limit in E of t;‘( W, 4 - 4) must be the same as 
its strong limit in F, i.e. Qkj + J+. Thus 6!!$ + J+h i in E. 
We finish the proof by showing (iv) =r (Y) 5 (ii) 3 (iv). Now (iv) =z- (v) is 
trivial. Furthermore, assuming (v) holds, 
A exp(wM + Kt,,+ = expWXW -I- J+l, 
which converges to L@ + J+ in F. Hence its weak limit in E must equal 0+ + J+, 
which consequently must be in E. 
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Finaliy, suppose 6I’+ + J# E E. Then etA( 6?+ + J+) converges in E to @$ + J#. 
Moreover, etA(O# + J+) = L?!ktA+  Ktq%; and so WA+ E E, i.e. et4# E D(A). 
Clearly Ae8+ + Kd converges to 0$ + Jq4 in E as t 4 0. 
This completes the proof of Theorem 3.1. 
What we have shown is that B is the largest possible restriction of t2 + J to E 
whose range is a subset of E; and in retrospect this seems quite natural. Note 
also that (iii) above shows the somewhat surprising fact that the “weak generator” 
of W, coincides with its strong generator, i.e., B, (Letting J be identically 0, we 
recover this same result for linear semi-groups.) Finally observe that conditions 
(iv) and (v) give characterizations of B which make no reference to the auxiliary 
space F. 
COROLLARY 3.1. The non-linear operator B is closed in E. In fact, ;f+,, E D(B) 
with & + I# in E and B+, - y5 (weak cmmrgence) in E, then + E D(B) and 
a,h = B$. 
Proof. Since 6Z and J are continuous maps of E into F, it follows that 
B+,, = 6!!i+$, + J$,, -+ 6&j + J$ in F. But by hypothesis B$, - I$ in E, and so 
#=@5+ J+. Thus 0$+ Jq6eE and B+=@$+ J#=#. 
If J maps D(A) into E, Theorem 3.1 implies that D(A) CD(B), and in par& 
titular that D(B) is dense in E. The next theorem shows that in any case D(B) is 
always dense in E. First we need an elementary lemma. 
LEMMA 3.1. Let H: E + E satisfy H(0) = 0. Suppose for some a > 0 
Lip(H 1 U,) < 4. Then: 
(i) I - H is injective on U, . 
(ii) (I - H)-1 isLipschitz on (I - H)U, with constant less than or equal to 2. 
(iii) U./a C (I - H)U, . 
(iv) U,,, C (I - H)-W,,, . 
Proof. For +, # E U, 
II@ - W - (# - Wll b II d - # II - II W - W II > ill+ - 1/1 II, 
which implies (i) and (ii). As for (iii), fix y5 E U,,, and define T: U, + U, by 
T+ = # + H+. Then Lip(T I U,) < +; and so there is a + E U, such that 
$ =u”p ==z + HA i.e. 1,4 = (I - H)#. Finally, to prove (iv) note that if 
E d3 y en 
II d - W II G II 4 II + II H4 II d 4. 
Thus # = 4 - H$ is in U,,, and + = (I - H)-%,k 
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TI-IEOREM 3.2. Let B be the generator of the semi-flow W, constructed in 
.Theorem 1. Then D(B) is dense in E. 
Proof. Let J: E + F be as in Proposition 3.2 and define j,,(+) = J(4) - J(0). 
For p > 0 sufficiently large, Theorem 3.1 implies that 
D(B) ={~EE:(~- 6@$-J$~E} 
= {$ E E: 4 - (p - ol)-lJ$ E D(A)} 
= id E E: 4 - (P - W/o(+) E WI + (P - WJ(‘W 
In other words, if we let x = (II - @-l/(O), then D(B) is the pre-image of 
D(A) + x under the map (I - (p - UZ)-I],,): E -+ E. 
Now fix 01 > 0. We claim that for sufficiently large II, Lip((p - a)-lja 1 U,) < 4. 
Td see this, note that for large p > 0 
(P - W Jo(+) - (P - W-l JoW = lrn e++TJ4 - J#) dt 
Thus 
= I m e-ut(Ktd - K&) dt. 0 
Lip((p - W-l Jo I U,) < Lrn e-%(t) dt, 
and this integral converges to 0 as p -+ co. This proves the claim. 
Now let H = (p - aC)-lJO , where p is chosen so that Lip(H 1 U,) < 4. 
Since (D(A) + X) n U,,, is dense in U,,, , it follows by Lemma 3.1 that 
V - W-WV) + X) n &I 
is dense in (I - H)-lU,,, , which contains U,,, . Thus 
(I- HHW) + XI n U,,, 
is dense in U,,, . In other words, D(B) n U,,, is dense in U,,, . Since this is 
true for all OL > 0, D(B) is dense in E. 
Combining the results of this section with Theorem 2.2 leads to the following 
existence theorem for the differential equation (0.1): 
COROLLARY 3.2. Suppose, under the hypotheses of Theorem 1, that each Kt is 
continuously Frechet dt&ferentiable. (This happens in particular if J: E + F is 
continuously Frechet ds@wt&zble.) Then f OY every $ in the dense subset D(B) of E, 
u(t) = Wt+ is continuously differentiable into E throughout he entire trajectory and 
u’(t) = @u(t) + /(u(t)). 
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4. A CLASS OF EXAMPLES 
Let s2 be a bounded domain in Rn. In what follows we suppose that etA is a C, 
semi-group simultaneously on all D’(Q) spaces for 1 < p < co. D,,(A) denotes 
the domain of its generator in Li = LP(!&. 
Also, we denote by Wm.*(Q) the Sobolev space of all functions on 52 whose 
distributional derivatives up through order m are in LP; its norm is given by 
Ilbllm.p = (,g WII”q)liP. 
If the boundary of J2 is of class C m, then the following Sobolev inequality holds: 
(4.1) 
,where 1 < p < q < co, a = n/mp - nlmq < 1, and C is independent of the 
choice of + in Wm~*(s2). (See Friedman [2, pp. 24-271.) 
LEMMA 4.1. Suppose etA is ‘an analytic semi-group on each LP space. Also, 
suppose there exikts a positive integer m such that for each p, D,(A) w&h its graph 
norm is continuously embed$ed in Wm*p(Q). Assume Sz is suflkiently regular SO that 
(4.1) holds with this m. Then etA: Lp + L* is a bounded map whenever 1 < p < 
q < a3 and t > 0. Furthermore, for any T > 0 there is a constant C (depending 
on p and q) such that 
II et”+ llq < Ct-*‘mr II + /I9 (4.2) 
for a21 t E (0, T], where l/t = l/p - l/q. 
Proof. Let a = n/mr and assume a - 1. (The general case follows by 
iteration.) Then for t > 0 less than any fixed T, 
II et4 llq < C II et4 ll~.p IIefA# II’,-” 
< C(ll AetA Ilp + II et’4 IIJ II etA4 II’,-” 
< w-’ II + IIP + II d II,)” II 4 II’,-” 
< ct- II d IIP ; 
where C is a constant whose value may change from line to line. 
The hypotheses of Lemma 4.1 are satisfied by a large class of elliptic operators. 
See Friedman [2, p. 1011 for the details. 
THEOREM 4. Let etA and Sz satisfy the hypotheses of Lemma 4.1, and let J map 
simple functions into measurable functions. Fix v > 1 and suppose for some jinite 
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p > max[v, n(v - 1)/m] / extends to u rOcal& Lipschitx map J: Lp ---f LPIy. Then: 
(i) There exists a semi-jlow W, on Lg(,Q) satisfjing 
(4.3) 
and ha&g all the properties described in Theorem 1 with Kt = etA J. 
(ii) rf etA is of negative type, J(0) = 0, and Lip(] 1 Uap) + 0 as OL --f 0 
(u,P denotes U, in LP), then T6 = co for all + in Lp with II+ IIp suficiently small. 
(iii) Thegenerator of W, in LP is B+ = A$ + J+ with domain 
%W = 14 E Q,,(A): 4 + J+ eLp). (4.4) 
Furthermore, ;f J: LP -+ LPfV is continuously Frechet da~erentiable, then W, 
preserves D,(B); and for + E D,(B), the curve u(t) = W,+ is coutinuously d#kn- 
tiable [0, T*) + LP with 
u’(t) = Au(t) + J(q)), u(O) = 4. (4.5) 
Suppose in addition that for all fkite p > max[v, n(v - 1)/m] J extends to a 
localb Lipschitz (but not necessarily dz~erentiuble) map Lp -+ L91y. Then: 
(iv) Let max[v, n(v - 1)/m] < p < q < co. If 4 E L9, then Wt+ E Lq for all 
t > 0. If 4 E Lp n Lq, the existence time of the trajectory of + is the same in both Lp 
and Lg. 
(v) Let max[v, n(v - 1)/m] -c p < co, and let 4 E L9. Then Wt+ E D,(A) 
fw t > 0, and u(t) = wt+ is continuously differentiable in L9 and satisfies (4.5) for 
t > 0. 
Proof. Statements (i) and (ii) follow immediately from Theorem I and 
Proposition 1.1. We need only observe that by Lemma 4.1 Kt = etAJ maps L9 
into LP with 
Lip(K, 1 u,P) Q Ct-n(v-l)lmp Lip( J 1 U,9) (4.6) 
and 
II Kt(O)ll, < Ct--n+l)‘mp II JQN,,, 9 (4.7) 
with C independent of t sufficienctly small. 
Turning to statement (iii), we remark that the conditionp > max[v, n(v - 1)/m] 
and the Sobolev inequality (4.1) together imply that Wm9Q), and therefore 
D,,,(A), are continuously embedded in LP. Therefore, if + E D,,“(A), then 
A+ and J+ are both in LPJy. To prove (iii), since if E = L*(Q) the Banach space 
F constructed in Section 3 is not another Lebesgue space, it is convenient to use 
statement (iv) of Theorem 3.1. 
On the one hand, let 4 E Lp and suppose AetA+ + Kt$ + # in L9 as t $0. 
(Since etA is analytic, et”4 is always in D,(A) for t > 0.) Now Kt+ = etA J+ + J+ 
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in Lplv as t J 0; and so AetA4 + # - J+ in Lpfy. Thus+ E D,,,(A) and AetA + 
Kd -+ A$ + J+ in LPI*; hence # = A+ + J$. 
On the other hand, let Q E D,,,,(A) with A+ + J+ = 9 ELP. Then AetA+ + 
Kt+ = et+ + # in Lp as t J 0. This proves B+ = A+ + J+ with D,(B) given by 
(4.4). The last part of (iii) follows from Theorem 2.2. 
For statements (iv) and (v) W, is defined on all Lp(f2) with max[v, n(~ - 1)/m] < 
p < co. We first prove (iv). If + ELP, then throughout the entire LP trajectory 
of d, 
II Wd Ilq < II etA$ llq + [ II e(t-8)AJWs9h h 
< Ct-‘-+ I/ 4 lip + Cl s-~(“‘~P--~‘- ds ;o”g II JW,+ 11p,v . 
(4.8) 
It follows that if 
v/p - m/n -c l/q < l/P, 
then Wt+ is in LQ throughout its entire LP trajectory. The result for general 
q > p follows by iteration. 
Now let 4 E LP n LQ and let T,q and T,P denote the existence times of the 
trajectories of + in Lq and Lp. Then Tb P > T,q since Lq is continuously embedded , 
in LP. On the other hand, (4.8) and an iteration argument imply that TmP < T,a. 
Finally we turn to (v). It suffices to prove the result with 4 replaced by 
* = WE+ for every E > 0. Since W,,& EL pV, it follows from Proposition 1.2 and 
formulas (4.6) and (4.7) with p replaced by pv that u(t) = W,# is Holder con- 
tinuous on [0, T] C [0, T,) into Lpv with some exponent less than 1. Conse- 
quently, J(u(s)) is Holder continuous [0, T] -+ LP with some exponent less than 1. 
Theorem 1.27 in Kato [4, p. 4911 now implies that 
u(t) = etAa) + St e(t--8)AJ(u(s)) ds 
0 
is continuously differentiable on (0, T) intolp and satisfies (4.5) with u(t) E D,(A). 
This concludes the proof of Theorem 4. 
Observe that if J is a polynomial of degree v then J satisfies the hypotheses of 
Theorem 4. 
It is interesting to compare the proofs of statements (iii) and (v) above. For 
statement (iii) the proof (i.e. the proof of Theorem 2.2) rests entirely on the 
differentiability of J and makes no use of the analyticity of etA other than 
Lemma 4.1. On the other hand, for statement (v) no differentiability of J is 
assumed (although slightly stronger LP mapping properties are required). Here 
the proof heavily utilizes smoothing properties of the semi-group etA. 
Finally, we remark that no assumption was made that J map some Sobolev 
space or fractional power space into another such space or some Lebesgue space. 
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