The response of 13 reinforced concrete shear walls submitted to successive seismic tests has been postprocessed to produce time histories of secant stiffness and displacement oscillation amplitude. For every wall an envelope curve of displacement amplitude versus stiffness is identified which is fairly modelled by a straight line in double logarithmic scale. This relatively simple model, when used as a capacity line in combination with the demand response spectrum, is able to predict in an approximate manner the maximum response to the applied earthquakes. Moreover, the graphic representation of the demand spectrum and a unique model capacity line for a group of equal walls with different assumed design frequencies on them gives a visual interpretation of the different safety margins observed in the experiments for the respective walls. The same method allows as well constructing vulnerability curves for any design frequency or spectrum. Finally, the comparison of the different identified line models for the different walls allows us to assess the qualitative effect on the behaviour of parameters such as the reinforcement density or the added normal load.
Introduction
The seismic tests performed on reinforced concrete (RC) shear walls within the SAFE program were aimed at observing the effect of several parameters in the response. Particularly, as discussed by Labbé et al. [1] , the study of the effect of the design frequency on the safety margin was one of the objectives. The current work takes advantage of those experimental results in order to derive a structural degradation model that potentially may be used for predicting in an approximate manner the maximum response of those walls to any given seismic excitation.
The description of the degradation in the structural behaviour as a function of the damage, and particularly by means of a reduction in the stiffness (or eigenfrequency) that is a function of the maximum performed displacement, is present in many studies and we will refer here just to a few of them that have especial common points with the current work.
In the study of Benedetti and Limongelli [2] , shakingtable tests results on masonry buildings were used to plot "effective modal stiffness" values as a function of the displacement regarding single cycles in the response to successive earthquakes on the same specimen. They observed how for those structures the stiffness was dependent only on the maximum previously reached displacement at every cycle. By keeping in this representation only the envelope points of growing displacement, they constructed a model ( ) that reproduced the experimental envelope curve. The model was based on the combination of brittle-elastic elements and elastoplastic elements and was defined by four parameters that were identified from the experimental results.
In the work of Brun et al. [3] , results from the seismic tests on the RC shear walls of the SAFE program were reproduced by a finite element model based on the fixed smeared crack concept. The dynamic results of such finite element model to a series of excitations were used for representing the fundamental frequency associated with every level of 2 Advances in Materials Science and Engineering maximum displacement reached. There, the fundamental frequency was derived from the secant stiffness of single cycles. After doing similar observations to the ones of Benedetti and Limongelli [2] , this envelope curve ( ) from the numerical simulations was substituted by a formula based on a combination of continuous functions and defined by eight parameters that were identified. Then, a simplified dynamic model was used to produce the time response of a wall by just step-by-step integration of the linear 1-DoF equation of motion, but with variable natural frequency at every step, decided from the recorded maximum displacement according to the previously obtained curve ( ). The damping ratio for this simplified dynamic model was chosen fixed at 7% and considered as an average of the experimental values.
On the other hand, in the more recent work of Brun et al. [4] , the finite element model based on fixed smeared crack that had been used to produce dynamic response was now used to produce static pushover curves from which to extract the secant stiffness and derive the fundamental frequency at every level of displacement. Moreover, the derived ( ) curve for every wall was successfully compared with the equivalent envelope curve derived from the experimental results of the SAFE program. This time the simplified dynamic model was implemented by using directly the ( ) function, either observed from the numerical pushover simulations (first case) or from the PsD tests for every wall (second case), without additional simplification by a formula and with the use of damping values derived from the experimental ones. The computed responses of the simplified model were similar between the two cases and also with the experimental ones for most of the studied walls.
In the current work, as in the mentioned studies, the variation of the stiffness with respect to the displacement level is observed from the experimental results. The special methods used for deriving an instant secant stiffness and displacement amplitude, as well as the rule for defining the envelope curve ( ) or ( ), are introduced and applied for all the tested walls of the SAFE program. Then, as a step forward with respect to other works, such curve is used as a capacity line that can be directly checked with the demand spectrum [5] in order to predict the maximum response to a given earthquake. Moreover, for every single tested wall, or for groups of them in some cases, the envelope curve is adjusted to a very simple straight line in double logarithmic scale, which is also used as the capacity line instead of the experimental curves. Interestingly, this simple model (characterised by only two parameters) is able to reproduce the order of magnitude of the maximum response to the tested inputs in most of the cases. It is also effective for producing vulnerability lines that give justification to the observations made by Labbé et al. [1] regarding the influence of the design frequency in the safety margin, for example. Moreover, this study gives one more graphical illustration of the influence of two main factors on the safety margin, which are, according to Labbé [6] , the type of structural stiffness degradation and the shape of the demand spectrum at the performed frequencies.
SAFE Program Data Processing
2.1. Testing Campaign. As described in other publications [1, 3, 4, 7] , the wall specimens of the SAFE program were 13 with names T01⋅ ⋅ ⋅ T13 and they were all seismically tested in pure shear at the ELSA laboratory by means of the pseudodynamic (PsD) method, which is a hybrid testing technique by which the inertial forces are modelled numerically [8] .
For all the walls, the length was
and the height was
The main parameters with different value among the walls are displayed in Tables 1 and 2 . The thickness of the walls was
for the first four specimens T01⋅ ⋅ ⋅ T04 and
for the remaining ones T05⋅ ⋅ ⋅ T13. Consequently, the section of every wall was
Even though the concrete used was of two types with different actual capacities, the design of the walls assumed a conventional capacity value of 28 = 30 MPa (6) corresponding to a design shear modulus of = 1.424 ⋅ 10 10 Pa (7) for a Poisson's ratio 0.2 (according to Labbé et al. [1] ), and the design stiffness
In the SAFE program, the design frequency T was made a key parameter that was imposed with several values among the different walls in order to observe the effect of it in the response. As shown in Table 1 , its value was
whereas the design damping ratio was adopted constant = 7% (10) for all the walls. Table 1 also contains the reinforcement density in horizontal ℎT and vertical VT directions. These are understood as nominal ratio of the steel section divided by the concrete section transversal to the bars. The conventional design Advances in Materials Science and Engineering 3 criterion applied to the SAFE walls [1] was based on the design shear stress defined as
where the nominal capacity of the steel was = 500 MPa (12) and the nominal normal stress was
depending on the wall as shown in Table 2 . Note that the actual value of normal stress implemented in the tests was between 0.32 and 0.37 ("low") and 1.01 MPa ("high") but the design was based on the nominal values 0 or 1. Similarly, for the reinforcement densities, the value entered in (11) was the nominal one, independently of its difference with the actual value also shown in Table 1 in brackets for completeness. The associated design drift or shear deformation was
and the design displacement at the top of the wall was
The reference input motion 0 ( ) was an artificial accelerogram normalised to have Peak Ground Acceleration (PGA) of 1 m/s 2 ( Figure 1 ). The sampling period of this specified accelerogram was 0 ( , ) of the reference input and Figure 3 shows the associated pseudoacceleration spectrum
for damping ratio values of
The applied design criterion in the SAFE program was to match the design shear stress (11) , and consequently associated drift (14) and displacement (15) , at the design spectrum, for the design frequency and damping by introducing a scaling factor T ; that is,
Thus, the scaling factor for every wall is defined as
with values shown in Table 2 . Correspondingly, the design input motion of wall T is defined as
which nominally should induce the design stress in the wall. Within the SAFE testing campaign, every wall was submitted to several successive earthquake runs with increasing intensity:
where T was the scaling factor of wall T for experiment run as displayed in Table 3 . The chosen design frequency for every wall was achieved by adopting a theoretical mass to oscillate with the displacement of the wall in the equation of motion integrated within the PsD testing method ( Table 1 ).
Note that in Table 3 , apart from the test name in the format "T − ," a test reference code "f NN" is also shown for data traceability in the laboratory database. The last six columns in this table contain identified parameters that will be discussed in the following sections.
Signals Used for the Current Study.
The current study is based on the identification of instantaneous values of secant stiffness, displacement amplitude, and other variables from the quasistatic pseudo-dynamic response at every experiment in order to characterise the behaviour of every wall specimen.
Within the applied PsD testing method, the step-bystep time-integrated displacement is sent to the controller of the actuators as a reference displacement that has to be reproduced at the feedback displacement transducer. This is Advances in Materials Science and Engineering 5 
Test
Test reference normally achieved with a small discrepancy which is called control error. In cases of inadequate testing conditions and, particularly for fast movement of the actuators, the amount of error may be large enough to affect significantly the apparent behaviour of the experimental model and its response to the specified input. This is due to the fact that the PsD equation of motion is based on measured forces that do not correspond to the integrated reference displacement [9, 10] . This problem was present in the SAFE program for the tests on the first wall T01 and in a discrete manner on the second wall T02. However, even for those tests with an erroneous response to the earthquake, the synchronous measures of force and displacement always give reliable information about the real behaviour of the specimen as from any cyclic test, without considering the discrepant reference displacement at the controller. In addition, the tests performed on walls T01 and T02 did not follow the same method as the rest of the walls for the definition of the theoretical mass and the input acceleration. Thus, in this study, they will be considered only as cyclic tests and their results will be used only for the identification of the deformation-stiffness correlation.
As an example for a test response in one of the walls (wall T09, 2nd earthquake), in Figure 4 , the time histories of reference and measured displacements (a), restoring force (b), and ground acceleration (c) are plotted. For most of the tests the input accelerogram was set to zero for a final period of time before the end of the test in order to observe the free response of the system. Note that for this experiment the accelerogram was set to zero from 17.25 s on. For the same wall T09, the measured force-displacement cycle for the four earthquakes applied to it is shown in Figure 5 .
Spatial Model for Frequency and Damping Identification.
In contrast with other studies, such as the ones mentioned in the Introduction, the identification of stiffness (or eigenfrequency) and damping is not based here on a cycle-bycycle analysis. It is instead based on a moving observation window of constant duration. Nevertheless, the authors think that this choice would not affect much the proposed models and conclusions.
The Spatial Model method [9, [11] [12] [13] identifies the linearequivalent stiffness and damping coefficients that best fit the displacement and measured (quasistatic) restoring force. The identification is performed based, firstly, on the reference displacement and its derived velocity and, secondly, on the measured displacement and its derived velocity. In both cases the derivatives of the displacement are computed by central differences based on the recorded time increment that coincides with the sampling period of the accelerogram (16). In order to avoid the influence of the control errors in this study, the identification based on the measured displacement is used by default for further computation of parameters.
Since the linear identified model assumes a timeinvariant system (without degradation), the identification is repeated at every recording time increment of 0.01 s and is based on a window of data of limited duration that has constant length for all the earthquakes on the same specimen T . That window is chosen to cover one "expected maximum" period of oscillation
or at least 40 time samplings (0.4 s), where it was assumed
Note that in general the adopted time window has to be narrow enough so that the system does not change strongly inside of it (due to degradation or change of oscillation amplitude), but, at the same time, it has to contain enough data to allow the compensation of different existing data noises. Owing to the width of the symmetric window around time , this identification cannot be done centred at the beginning or the end of the record. From the computed histories of identified stiffness T ( ) and damping T ( ), the eigenfrequency
and damping ratio
are derived based on the theoretical mass (23). The computed values, either from the reference displacement or from the measured displacement, are shown as an example for one of the tests in Figure 6 . The comparison between both identified values allows us to know the magnitude of the effect of the control error on the identified parameters and presumably on the response. Such effect is negligible in the graphs within this figure.
The tendency of the frequency is to decrease with the time as a consequence of the larger amplitudes and the accumulated damage. On the other hand, the evolution of the damping is much more erratic and difficult to interpret.
Displacement Oscillation Amplitude.
In this study, the instant value of identified stiffness or damping will be correlated with the amplitude of oscillation of the displacement rather than with the instant value of the displacement itself. To do so, the displacement amplitude is computed here by using the Hilbert Transform as computed through the Fast Fourier Transform (FFT) [14] . This technique has the advantage of being easy to automate. However, in the same way as for the identification of the stiffness and damping, a cycle-bycycle analysis approach could have been adopted instead.
For the identification of the displacement oscillation amplitude T ( ), in order to have results that do not depend on the control errors, the measured displacement is used, unless stated otherwise. See the example of identified displacement amplitude in Figure 7 (a).
Because the automatic identification of the displacement amplitude is based on the FFT, in cases in which the final amplitude was large in comparison to the initial one, it may give aberrant large amplitude values at the beginning of the record. This was avoided by adding a fictitious period of zeros (5 s) at the end of the signals before applying the FFT. Then, back in the time domain, the computed amplitude was cut out the final 5 s. This technique was used in a uniform manner for all the tests and was successful for avoiding the mentioned aberration, except for experiment T02-1. In fact this experiment was special because it showed very few oscillations before an extreme deformation was introduced collapsing the wall. In order to have a consistent amplitude curve, only for this experiment, a special exponential weighting window, starting just before the collapse of the specimen, was applied for the FFT.
Purely as a check, it is interesting to compare, on the one hand, the force amplitude derived from the identified stiffness multiplied by the displacement amplitude and, on the other hand, the real measured force history during the test. Such derived force amplitude (called projected amplitude in Figure 7 (b)) appears to be a good approximation on the effective force amplitude, demonstrating the consistency of the identified stiffness as a secant stiffness.
Envelope of Drift Amplitude with respect to Shear Modulus.
Before exploring the correlation between stiffness and displacement amplitude, another set of variables will be introduced for this study. In order to be able to compare walls of different length, thickness, and height or associated mass, for every earthquake, an identified equivalent shear modulus history is derived from the stiffness (or squared frequency by mass) history, as identified by the Spatial Model, by dividing it by the section of the wall and multiplying by its height:
Similarly, the identified amplitude of drift strain is simply computed as the amplitude of displacement divided by the height of the wall:
For all the earthquakes on a single wall, the synchronous values of T ( ) and T ( ) can be represented in the ( , )
axes. For example, this is done in double logarithmic scale in Figure 8 (a) with a different colour for the response trajectory ( T ( ), T ( )) for every earthquake applied on wall T09 (tests T09-1⋅ ⋅ ⋅ 4 in Table 3 ). For the progressively growing intensity input, there is a tendency to irreversibly decrease the identified equivalent shear modulus whenever the drift amplitude in the response reaches new higher values. The meaning of this is interpreted by assuming that new damage is introduced only when a new largest displacement amplitude is recorded. Then, a monotonic envelope line can be constructed by processing point by point chronologically from the successive trajectories but retaining only some selected points. More precisely, the first envelope point it is represented with a black line joining the selected points
) marked by crosses ×. Note that there exist also cases of reversible decrease of the secant modulus associated with a decrease of the cycles amplitude. This is visible in Figure 8 and, by looking at Figure 5 , it can be interpreted as a pinching behaviour associated with a gap at the central part of the cycles that is created by the previous existing cracks that close and reopen. Such decrease of the secant modulus is temporary: it does not seem to introduce new damage and does not contribute new points to the defined envelope.
In a similar manner, Figure 8 (b) shows in the ( , ) axes the synchronous identified values of T ( ) and T ( ) for the same earthquakes in semilogarithmic scale. Then, considering only the time instants × of the points that have been selected for the T ( T ) envelope in Figure 8 (a), the value of the viscous-equivalent damping ratio T ( × ) allows creating a curve T ( T ) of damping as a function of the modulus T ( × ) based on the contemporary points of the
The maximum response absolute drift measured for every earthquake run on wall T *
happens at a time instant called * T and can be represented in the same axes by associating with it a shear modulus *
and a damping ratio *
both taken to happen at the same time instant * T as the maximum drift. These defined "star" values are represented in the same axes in Figure 8 with a green " * " mark for every earthquake run on wall T09. In general, these star points are close to the envelopes T ( T ) and T ( T ) but do not fall exactly on them, because, firstly, they derive from the instantaneous absolute drift | T ( )| and not from the drift amplitude T ( ) (see, e.g., the difference for the displacement in Figure 7 ) and, secondly, the values of shear modulus and damping correspond to different time instants from the ones selected for the envelope curves.
Shear Wall Behaviour Modelling

Interpretation of the Monotonic Envelope as a Capacity
Curve. The value of the equivalent shear modulus at every moment can be assumed a function of the damage state in a wall, which is hypothetically considered a function of exclusively the maximum experienced drift amplitude in the specimen. With these assumptions, the previously derived monotonic envelope T ( T ) can be interpreted in general in Figure 9 as a capacity curve. For a given current value of equivalent shear modulus 1 in a specimen, assuming Figure 9 : Interpretation of the monotonic envelope as a capacity curve.
constant stiffness behaviour for simplification, such capacity curve allows knowing the maximum value of drift deformation 1 = T ( 1 ) that can be reached by that wall before introducing new damage in it. When that level of deformation 1 is exceeded up to a larger value 2 , new damage is introduced allowing us to pass to higher values of strain corresponding to lower values of modulus in the capacity curve following from 1 = T ( 1 ) up to 2 = T ( 2 ). After the introduction of this new damage, the current value of the modulus is 2 and it will not change until a deformation larger than 2 is reached.
It must be noticed that the pinching effect is ignored by this modelling. The pinching effect was observed in the studied experiments and, as described in the previous section, is characterised by a temporary (mostly reversible) variation of the modulus associated with a reduction of the displacement oscillation amplitude. Because of such effects that make the secant stiffness change without introduction of new damage, the current concept of a capacity curve cannot be reliably used for predictions regarding deformation amplitudes smaller than the maximum one previously reached.
A further interpretation of such capacity curve model would be to use it for predicting the maximum response deformation to a given input accelerogram by means of the linear RS for a chosen value of damping ratio. According to this procedure, the estimated maximum response to that earthquake would be at the intersection point of the capacity curve T ( T ) with the RS represented in the axes ( , ). The concept of capacity curve is, in fact, the base for some existing design methods, even though the representation used here is different from the typical acceleration-displacement diagram [5] . Taking as a source the spectral displacement T ( , ), in order to transform it to the current axes, these formulas are applied for every value of the frequency and displacement T :
Note that, using (23) and (8) , expression (33) can also be written as
The way to select the damping ratio for the computation of the RS is not established and, for research purposes in this section, we have used several values that result in several curves of the demand spectrum for a given earthquake to be checked against the capacity curve. In Figure 10 the RS for every earthquake is represented for three different values of damping ratio as follows:
(1) A design fixed value defined as = 7% according to the design parameter (10). This means that the spectrum is forced to pass exactly by the "star" point (green " * " in Figure 10 ) of the experimental maximum response for that test. Point ( * T , op ) is represented as a red triangle in Figure 8 (b) so that its value can be compared with the other values of damping as well.
Finally, the square symbol in Figure 10 corresponds to the design point (design stress and design stiffness) from which the beta parameter (20) (fixing the intensity of the design earthquake) has been chosen so that the corresponding spectrum ( = 1) passes through it at . This point nominally corresponds to the response to the design earthquake, but typically it is not on the capacity curve because the effective initial stiffness of the wall is lower (in average by 0.7 according to Labbé et al. [1] ) than the design one and because the design deformation (14) is typically reached for a certain level of damage with a degraded shear modulus. Note also that in some cases the design point might not be exactly on the response spectrum of any implemented test accelerogram, due to the difference regarding the applied duration of the signal (see the remarks done in Section 2.2).
Modelling the Monotonic Envelope by a Polygonal Curve.
A generic experimental monotonic envelope of a wall linking drift deformation and shear modulus T ( T ), as introduced in the previous sections, is represented in double logarithmic scale in Figure 11 by using a black line. We propose here to model such envelope by means of a piecewise line curve. (ii) Regular Degradation Line (RDL), where the stiffness diminishes in a regular manner for a wide range of deformation amplitude (roughly for drift between 2 ⋅ 10 −4 and 10 −2 rad).
(iii) Massive Degradation Line, where the stiffness accelerates its fall near the collapse of the wall.
The maximum response for most of the executed experiments in the SAFE program falls within the RDL segment, which is considered to extend between points and in Figure 11 . The axis of the RDL is defined by the formula
which is a straight line in the double logarithmic scale that is defined by its slope and by passing by the reference point : ( , ).
In the following sections this model will be identified for single walls or groups of walls and then it will be used as a simpler substitute of the envelope capacity line for predicting the maximum response to given earthquakes.
Polygonal Curve Model for Every Wall Specimen and Prediction of Maximum Response to Every
Earthquake. In this section, from the monotonic envelope based on the experimental results on every wall, a polygonal curve model will be identified. For all the walls, the identification of the RDL segment, as represented in Figure 11 and (36), will be based on the envelope points for which two conditions apply:
in order to make sure that the initial low degradation and final massive degradation phases are excluded. Since the abscissa of the reference point for the RDL axis is in principle arbitrary, here it has been chosen fixed as
so that for simplification it coincides with the design shear modulus (7). The coefficients in (36) have been identified after writing such formula in logarithmic form log ( ) = log ( ) − log ( ) + log ( )
and applying linear regression, using log( ) as independent variable and log( ) as ordinate, taking the input values from the points of the experimental monotonic envelope T ( T ). The identified parameters and for every wall are collected in Table 4 .
In order to simplify the model as much as possible in the current application, we will assume that the abscissa of point (Figure 11 ), determining the start of the regular degradation in the model, equals the design shear modulus = = 1.424 ⋅ 10 10 Pa (40) and, thus, points and are coincident in this case. Note that a more accurate position of the abscissa of point could in practice be dependent on the casting method and manipulation of the specimen that always introduces an amount of initial damage. At the same time, the response to significant earthquakes typically falls rather in the regular degradation behaviour after the point . Consequently, for practical reasons, the model does not pretend at this stage to be reliable regarding the position of the transition point between low and regular degradation and a fixed simple criterion has been chosen instead. The Low Degradation Line is chosen to be vertical with constant shear modulus. Regarding point in (Figure 11 ) and the Massive Degradation Line, also a simple position is adopted by setting its abscissa at = 0
since there is no high reproducibility in the observed behaviour in that phase and, anyway, it is hardly expected to be able to provide accurate predictions near the collapse. This means that the Regular Degradation Line (36) is assumed as the only model after point is overpassed (this simplifies the implementation of the model). Therefore, the current model cannot be reliable in the phases of low and massive degradation. For example, in Figure 12 for Wall T09, the experimental monotonic envelope is represented by the thick yellow line and the obtained model is represented by the thick black line. The response spectra corresponding to the seismic experiments performed on that specimen are represented by different thin lines using damping ratio of 5% in (a) and 7% in (b). The figure shows the predicted maximum model response to every earthquake as the intersection of the spectrum with the model line (black rings). The same figure also shows the "star" points of maximum experimental response to the earthquake as introduced by (30).
In order to assess the reliability of the model predictions, its error has been quantified. The error of the model is defined here as the difference between the predicted maximum drift and the experimental one for the same earthquake. Such error has been computed in a special manner in Table 4 for every wall (walls T01 and T02 are not included in the computation of the error for the reasons explained in Section 2.2). The "maximum error" for every wall is obtained by computing the maximum, for the applied earthquakes, of the absolute difference between the logarithms of predicted and experimental drift. Alternatively, the "standard error" is obtained by computing the square root of the average, for the applied earthquakes, of the square of the difference between the logarithms of predicted and experimental drift. The derived maximum (or alternatively standard deviation) logarithm difference is then converted to error percentage by applying the antilogarithm, subtracting the unit and multiplying by 100. The obtained error values in percentage are shown in the table for every wall and for four different cases of damping ratio used for the spectrum in the prediction ( = 4, 5, 6 or 7%). In the last row of the table, among all the walls, the average value of every column is computed. The minimum value of such average is 41% for the maximum error (with = 5%) or 24% for the standard error (also with = 5%) as shown in bold. This means that = 5% is in general the most recommendable common value of damping ratio to introduce in the response spectrum in order to minimize, in the average, the prediction error regarding these experimental data and the applied model.
It should be mentioned that for the cases in which the experimental response of the wall was around 1% of drift, the behaviour entered in the massive degradation area of the envelope (Figure 11 ) and the model predictions for successive earthquakes were potentially unreliable. Due to this reason, in Table 4 , the results from tests T04-3 and T05-5 (see Table 3 error (even though they have been used for the identification of the model).
Example of Model Identification from a Group of Walls and
Derivation of Respective Vulnerability Curves. In this section, the same definition of polygonal curve model of the previous section will be applied with (37) to (41), but using for the identification the experimental data from several walls at the same time, instead of from a single wall.
According to Tables 1 and 2, walls T03, T04 , and T05 were constructed with (nominally) equal vertical and horizontal reinforcement parameters and were all tested with low vertical load. However, the first two of them had a thickness of 16 cm and the third one had a thickness of 20 cm. Another difference in their tests was the specified design frequency T which, respectively, was 4, 12, and 8 Hz as displayed in Table 1 . The experimental envelope in the ( , ) axes for the three walls is represented in Figure 13 . In the same figure, the piecewise line model identified from the data of the three envelopes together is represented by a thicker black line with identified parameters:
Indeed, the degradation characteristics of the three walls are very similar in this representation, independently of the different thickness and specified design frequency for the tests. This suggests applying a unique model line for all of them. Moreover, their experimentally observed different behaviour in terms of safety margin can still be well explained by a unique model by considering their different implemented design frequencies. To do so, in Figure 14 the ( , ) axes can be used instead of the ones used for the identification of the model in Figure 13 . The conversion of the points of the model is done taking into account equations (34) and (35). Thus, the RDL definition by (36) transforms into
or equivalently log ( ) = 2 log ( ) − 2 log ( ) + log ( ) which is based on (38) and (42). Thus, in Figure 14 one unique model based on parameters (42) appears as three response lines with corner point = T at the design frequency for each one of the three walls, that is, 4 Hz (T03, blue line), 8 Hz (T05, red line), and 12 Hz (T04, green line). With the same respective colour for each wall, the response spectrum of the specified accelerogram at the respective design PGA is represented (for the design damping ratio of 7%). More precisely, three lines are used for the input spectrum for every wall, the central one corresponding to the design level (PGA = T ), as indicated in Table 2 , and the higher and lower ones corresponding to an increment and decrement of 20%. This is done in order to emphasize graphically what the effect of a fixed percent variation of PGA can be on the predicted response. The design displacement for each wall was = 3.37 ⋅ 10 −4 m according to Table 2 , which corresponds to the value of the design spectrum at the design frequency for a damping ratio of 7%. It is marked in the figure by a square symbol with the respective colours. However, the predicted displacement by using the piecewise line model is given by the intersection of the design spectrum with the RDL line of every wall and this is indicated by the solid circle in the figure. The predicted response for the incremented and decremented spectra is indicated by the ring symbols. In this manner, the representation done in Figure 14 allows us to interpret how several walls with the same mechanical characteristics may exhibit a clearly different behaviour depending on their design frequencies. In particular, two effects are explained here.
Firstly, since the design displacement parameter falls at a higher level than the model for the design frequency, the response to the design earthquake is predicted for a certain level of damage corresponding to a degraded frequency and thus at a higher displacement. This effect of increased response is inversely related to the difference in the global slopes of the RDL line and of the spectrum in the interval limited by the design frequency and the predicted degraded frequency. Thus, in the SAFE program, because the shape of the spectrum has steeper slope at higher frequencies, the higher the design frequency is, the higher the response displacement to the design earthquake becomes.
Secondly, for the represented fixed increment (+20% and −20%) of the intensity of the spectra, the amount of variation in the predicted response is different for every wall depending on its design frequency, being stronger for the case of higher design frequency in this study. This effect is again inversely related to the difference in the slopes between the RDL line and the spectrum, but now regarding only the local area around the predicted degraded frequency.
For different values of PGA, the predicted maximum response displacement is always obtained at the intersection of the spectrum with the piecewise line model. Thus, by applying this model, it is possible to derive the vulnerability curve of every wall for the specified accelerogram. The representation of the predicted displacement as a function of the imposed PGA is done in Figure 15 in log-log scale for every one of the three walls T03, T04, and T05. It must be observed that, for displacement values under ∼10 −4 m, the prediction falls in the low degradation constant-frequency branch of the model that corresponds to a range with low reliability due to the large variability of results between the specimens. These vulnerability curves are derived in this occasion from the spectra for a damping ratio of 5% in order to minimize the prediction error. The " * " symbols represented with the respective colour of every wall correspond to the experimental maximum response ("star" point as introduced by (30)) for every applied earthquake on the concerned wall.
Finally in Figure 16 , the same vulnerability relationships (based on the response spectrum for 5% damping ratio) and experimental data are represented but using the drift deformation and the design margin (22) as variables in the axes. This representation shows again the two important effects of the change of the design frequency in this study that have been mentioned also for Figure 14 : for higher design frequency, first, the larger response to the design earthquake (for = 1) and, second, the successive larger relative increase of the response for every increase of .
It should be mentioned that, in Figures 15 and 16 , the experimental "star" points for tests T04-3 and T05-5 are not represented since they took the walls to the total collapse and beyond the intended reliable range of applicability of the model.
Just for the purpose of completeness, even though T01 and T02 were not tested following the same criteria about the definition of the mass and the input, Figure 17 shows the experimental envelopes of these walls together with the ones already shown of T03, T04, and T05. All the walls in this figure had the same nominal reinforcement densities and low additional normal load. In this case, the piecewise line model identified from all the data of the five envelopes together is represented by the thick black line with identified parameters:
Model Identification for Different Groups of Walls.
In the previous section, two models have been identified from two groups of walls. The current section is dedicated to perform similar identifications for a whole list of groups as shown in Table 5 . In fact, the first two groups listed in this table are the ones described in the previous section with their respective identified parameters (42) and (46). As for Table 4 , the current table also includes (for = 4, 5, 6, and 7%) the values of the defined maximum and standard errors, which in this case are computed having into account all the experimental earthquakes applied to the respective group of walls (excluding T01 and T02). For the same reasons explained in the previous section, the results of tests T04-3 and T05-5 have not been used for the computation of the errors shown in Table 5 . As for Table 4 , the columns referring to = 5% have been shown in bold as well in Table 5 since it seems that this choice of damping, as a common parameter value, offers the best compromise for avoiding large errors.
The graphical representation of the models listed in Table 5 is done in Figures 13 and 17 (already discussed) and from Figures 18 to 23. These figures include the experimental envelopes of the affected walls and the single model line for the group identified by using the data of those envelopes. Finally, Figure 24 includes together just the identified models for the most representative groups from Table 5 .
Effect of Reinforcement and Normal Load on Characteristic Drift Values.
In this section, the positions of the identified RDL line model (Figure 11 ) for all the walls will be compared in order to analyse the qualitative effects of the existing variability in reinforcement and normal load among the walls. To do so, instead of defining the RDL in terms of and (with values displayed in Table 4 ), two alternative parameters with an easier physical interpretation will be introduced. The new parameters of the model will be the ordinates of the characteristic points and that are shown in Figure 11 , that is, respectively, as given by (36),
which is the drift capacity at a reference "initial" modulus and which is the drift capacity at a reference "near-collapse" modulus . By looking at Figure 23 , we have adopted the following fixed values of the reference modulus: modulus) there is a higher capacity of deformation and, consequently according to the model, a higher PGA earthquake can be resisted without new damage by that wall.
For every single wall, by using (47), (48), and (49) and the model parameters from Table 4 , the corresponding values of the characteristic capacity drifts have been computed and displayed in Table 6 . Table 6 also contains for completeness the average between horizontal and vertical actually implemented value of reinforcement density as well as the vertical normal stress taken out of Tables 1 and 2 .
In Figure 25 the model characteristic drifts and that define each one of those models listed in Table 6 are used as ordinates (in logarithmic scale), whereas the reinforcement density of every wall is used as abscissa (in linear scale). The walls tested with lower normal load (between 0.32 and 0.37 MPa) are represented by blue circles and the ones tested with higher normal load (1.01 MPa) are represented by red circles. The wall with added CFRP reinforcement envelope is almost vertical, corresponding to elastic response of the noncracked wall, should be closely related to the first cracking (degradation) phenomenon. As expected, this phenomenon is delayed (higher ) by either a higher vertical stress (red circles) or an artificially increased tensile capacity (CFRP effect represented by the green circle). Otherwise, it should be kept in mind that, in reinforced concrete, the reinforcement should not play an actual role before the concrete is cracked. Therefore, as expected, is not sensitive to the reinforcement ratio as confirmed by the graph. The observed dispersion could be due to the existing variability in the tension capacity among the specimens. (ii) Point , Figure 25 (b): on the other hand, the ultimate shear capacity of a wall should be highly dependent on the reinforcement ratio. Effectively, (b) reveals that the associated drift value is an increasing function of the reinforcement. A light positive effect can be also attributed to the normal load and very marginally to the external reinforcement with CFRP. Regarding the effect of the vertical load, we want to point out here that, in the spirit of the design rules presented by Labbé et al. [1] , a lower vertical reinforcement ratio in walls T06 and T07 could be compensated by a larger vertical stress, making them comparable to T10 in terms of shear capacity. Then, as a confirmation, it is interesting to observe in Table 6 and in Figure 25 (b) that these three specimens actually exhibit comparable values.
Effect of the Reinforcement and the Normal Load on Crack
Width. In order to assess in this section the effects on the crack width, the identified characteristic values of drift for the tested walls (previous section) will be converted into correlated crack width. This will be done by using the formula
where is the magnitude of the crack width in mm, is the drift in rad, and
is the term that considers the effect of the average reinforcement density in %. These empirical relations (50) and (51) were identified by Labbé et al. [1] from the crack width measurements recorded during the tests of SAFE. Thus, by applying these expressions (50) and (51) to each one of the tested walls (excluding Wall T13 which is not validated for these formulas), the associated crack width capacities at the reference initial modulus and
at the reference near-collapse modulus can be computed, where and are taken from Table 6 . The computed values of these characteristic crack widths are displayed in Table 7 together with the actual values of average reinforcement density and normal load for the walls. and crack width are sensitive to the reinforcement (the product of these two values being controlled by the drift). As expected, the larger the reinforcement is, the smaller the crack width develops (either for red and blue dots). Additional analyses would be necessary to discuss crack widths observed in the SAFE walls in comparison with formulas of the building codes and with the state of the art [15] .
(ii) Point , Figure 26 (b): it is hard to recognise an effect of the reinforcement or the vertical stress on , meaning basically that, for all the walls, Point corresponds to a certain common level of crack width, which can be associated just with the degraded shear modulus selected for this point.
Additional Remarks.
The first remark concerns a more general application of the model described here. Independently of the practical reasons explained in Section 3.3, the choice, according to (40), of the corner of the polygonal line model at such a high stiffness as the one given by the design modulus would not be appropriate for the prediction of the response to nonsevere earthquakes on a virgin wall. This can be seen in all the figures comparing the actual envelopes with the corresponding model. For such purpose, alternatively, a value such as = 1.0 ⋅ 10 10 Pa (54)
can be recommended having into account the observations reported by Labbé et al. [1] regarding the average initial modulus found to be around 0.67 times the design modulus. Even though the reproducibility of the experimental envelope at this corner point was not high and the model predictions cannot be very reliable in that range of deformation, the latter choice of this corner modulus (54) does change the earthquake response predictions for the experiments regarding specimens T12 and T13. This effect is strong and it is Tables 4 and 5 . Indeed the prediction error diminishes for these two walls by using the reduced initial modulus (54) in the model. The reason for which relatively lower intensity earthquakes were applied to these walls, and not for the other ones, could apparently be that their adopted design was too conservative. Particularly, for the case of T12 with a relatively low steel density, Labbé et al. [1] already mention that, by disregarding the tensile strength of the concrete in the formula of the design strength (11), the wall capacity might be underestimated. On the other hand, for the case of T13, the presence of the CFRP, which was not considered in its design strength parameter, could also justify this phenomenon. The second remark concerns the onset of damage. In principle, the first crack appears when the tensile capacity of the concrete is exceeded. The Eurocode 2 rule to derive the tensile capacity from the compression capacity is 28 = 0.3 ( 28 ) 2/3 (in MPa) .
The individual 28 of walls T03 to T12 as presented by Labbé et al. [1] , showing a noticeable variability, when converted to tension capacity through this formula (55), lead to an average value 28 = 3.6 MPa.
Now, with the average initial shear modulus value (54) and assuming a nil vertical stress, it leads to a drift strain of 3.6 ⋅ 10 −4 . In the case of pure elastic behaviour in shear without any cracking, disregarding the reinforcement, this value should deliver an average approximation of the lower corner drift . However, it is normally reached by the envelopes shown in Figure 23 only after some degradation is already present. In average the vertical part of the envelope terminates rather at around 2 ⋅ 10 −4 . This fact could be regarded as an indication that some degradation may develop in the walls before the first crack reaches it limit stress and presumably becomes visible.
Conclusions
The SAFE program consisted on seismic PsD tests on 13 RC shear wall specimens submitted to the same accelerogram for several increasing intensities. The parameters that changed among the walls were the thickness, the reinforcement, the normal load, and the design frequency, which was controlled by the theoretical mass introduced in the equation of motion for running the PsD tests. In fact, the design frequency was observed to have a strong influence on the damage at the respective design intensity of the wall and on the safety margin for higher intensities [1] . Some of the aspects that interact to produce this effect are made clearer by the current study.
The proposed model is based on identification methods applied to the observed experimental response. The most important identified parameters at every time instant are the secant stiffness, coming from the Spatial Model, and the displacement oscillation amplitude, coming from the Hilbert Transform. The trajectory of these two variables, or equivalently of the shear modulus and the drift amplitude, shows a clear envelope during the successive earthquakes on the same wall. This envelope can be associated with the idea that the stiffness remains roughly constant until new damage is introduced by reaching a displacement amplitude that is larger than any amplitude experienced before. Based on this idea that was already present in some models available in the literature, the envelope line computed from the identified variables for a tested wall can be interpreted as a capacity line that is able to predict response frequency values associated with displacement oscillation amplitudes or vice versa.
Moreover, the intersection of such capacity line with the demand response spectrum of an applied earthquake predicts the response maximum displacement and associated frequency. Further on, in the double logarithmic representation for the chosen variables of stiffness and deformation, we propose to substitute the experimentally derived envelope by a piecewise line curve, with a main straight branch called Regular Degradation Line (RDL). Another two branches with different slope could be required for the very small or very large deformations, but the reproducibility of the experimental data was not so high in these areas.
It is shown that the RDL identified for every wall is able to predict the maximum response to the applied earthquakes with standard error of 25%, average among the different walls, when using the response spectrum based on 5% damping ratio. If the RDL of the specific wall is replaced by a common RDL for all the walls (disregarding the different reinforcement and normal load of each one), the standard error is 40%. Other values of damping ratio from 4% to 7% have been found to give worse global results. Alternatively, identified values of instantaneous damping identified by the Spatial Model have been considered in this study but for the moment they do not lead to better general interpretations.
For walls of the SAFE program with the same reinforcement and normal load, very similar experimental envelope was derived and a unique RDL can be used to model the whole group, even if the different walls inside the group had been tested with different assigned design frequency. Then it is realized that the different positioning of the design Advances in Materials Science and Engineering 21 frequency with respect to the spectrum, changes, not only the computed design intensity (that was based on a constant response frequency method), but also very drastically the design margins predicted according to the current model. The effect is directly related to the closeness of the local slope of the spectrum to the slope of the RDL. For the adopted spectrum within the SAFE program, the slope is always decreasing with the frequency and becoming closer to the slope of the capacity line. This is translated in shorter safety margins for the cases with larger assigned design frequency as it had been observed from the experiments and is now explained by the model.
By analysing the changes on the identified RDL model with respect to the different parameters of the walls, some effects can be recognised. Particularly, for the tested walls in the SAFE program, the characteristic drift at the initial shear modulus state is mostly dominated by the added normal load and the presence of the external CFRP, whereas the characteristic drift at the near-collapse state is mostly determined by the different amounts of steel reinforcement.
By using the empirical correlation between drift and crack width that was proposed in a previous study, the effects can also be assessed on the crack width. It is observed that at the initial shear modulus state, the crack width is smaller for the walls with higher reinforcement, whereas at the near-collapse state the crack width does not show a clear correlation with the amount of reinforcement.
