Abstract -Continuous-time additive white Gaussian noise channels with strictly time-limited and root-mean-square (RMS) bandlimited inputs are studied. RMS bandwidth is equal to the normalized second moment of the spectrum, which has proved to be a useful and analytically tractable measure of the bandwidth of strictly time-limited waveforms. The capacity of the single-user and two-user RMS-bandlimited channels are found in easy-to-compute parametric forms, and are compared to the classical formulas for the capacity of strictly bandlimited channels. In addition, channels are considered where the inputs are further constrained to be pulse amplitude modulated (PAM) waveforms. The capacity of the single-user RMS-bandlimited PAM channel is shown to coincide with Shannon's capacity formula for the strictly bandlimited channel. This shows that the laxer bandwidth constraint precisely offsets the PAM structural constraint, and illustrates a tradeoff between the time domain and frequency domain constraints. In the synchronous two-user channel, we find the pair of pulses that achieves the boundary of the capacity region, and show that the shapes of the optimal pulses depend not only on the bandwidth but also on the respective signal-to-noise ratios.
I. INTRODUCTION T HE capacity of the continuous-time strictly bandlimited white Gaussian channel is given by the celebrated Shannon formula [l] , [2] c, =tB log W l-t-I N,B '
where N,, /2 is the noise spectral level, and W and B are the transmitter's maximum allowable power and bandwidth, respectively. (2) These formulas are achieved by approximately timelimited input waveforms which have no frequency content beyond B and can be put as linear combinations of shifted sine functions.
In this paper, we investigate the capacity achievable by strictly time-limited input waveforms which satisfy the root-mean-square (RMS) bandwidth constraint. A number of bandwidth measures for time-limited waveforms have been proposed in the literature [4] . Perhaps the most popular measures are the root-mean-square (RMS) and the fractional out-of-band-energy (FOBE) bandwidth measures. In this paper, we concentrate on the RMS bandwidth (we have obtained similar results for FOBE bandwidth [5] ) introduced by Gabor [6] and used subsequently in (e.g., [71-[141X A finite-energy signal s(t) has RMS bandwidth B if its Fourier transform S(f) satisfies (3)
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Thus, the RMS bandwidth of a signal is equal to the standard deviation of its spectrum, which is indeed a legitimate measure of its width. Also, via Parseval's theorem, the RMS bandwidth is equal to the square root of the energy of the derivative of the normalized signal. The RMS bandwidth has many desirable properties. The specOOlS-9448/91/0500-0453$01.00 01991 IEEE trum of a signal with finite RMS bandwidth falls off at rate faster than l/f3. The fixed duration signal with minimum RMS bandwidth is the truncated sinusoid [61 which is easy to generate. Also, the signal with minimum RMS bandwidth compares favorably [ll] , in terms of energy concentration, with the time-truncated prolate spheroidal wave functions. Notice that the RMS bandwidth of a waveform which is strictly bandlimited to B is less than B, and it approaches B when it concentrates all its energy in frequencies close to B. A number of technical difficulties encountered in the derivation of the capacity of strictly bandlimited channels are sidestepped by working with the RMS bandwidth measure that is ideally suited for dealing with strictly time-limited waveforms, and is a more faithful model for the physical bandwidth constraint present in many real channels. Especially in wideband communication channels, such as spread spectrum and optical channels, where bandwidth is neither free nor strictly limited, RMS bandwidth is an appropriate useful alternative [141-[171. Also, it allows us to determine the sensitivity of the white Gaussian channel capacity to the bandwidth measure by comparison with the classical results for strictly bandlimited channels. For example, the single-user RMS-bandlimited channel capacity has the same behavior as (1) at low signal-to-noise ratios, whereas it grows asymptotically as the cubic root of the signal-to-noise ratio, rather than its logarithm. In the two-user case, the capacity region of the RMS-bandlimited channel is, as in the strictly bandlimited channel (2), a pentagon delimited by single-user capacities. However, unlike the strictly bandlimited channel, no input distribution achieves all rate pairs simultaneously.
But one of the main motivations for considering the RMS bandwidth constraints is the following. In digital communication systems such as Spread Spectrum it is customary to send codewords of symbols by letting each symbol modulate a fixed nonoverlapping time-limited pulse of duration T, which is equal to the inverse of the symbol rate. It is of interest to find the capacity achievable by specific modulation formats when the pulses are designed under bandwidth constraints. Hence, the need for bandwidth measures for strictly time-limited waveforms arises. In the second part of this paper, we carry out this analysis for the specific modulation format of pulse amplitude modulation (PAM). In this case, the input signals can be put as linear combinations of the shifts of a pulse of finite duration which is selected to maximize capacity under the RMS bandwidth constraint (instead of the overlapping sines used in the strictly bandlimited channel). This formulation includes the synchronous code division multiple access channel and the pulses we obtain are the optimal signature waveforms in the sense of maximizing the capacity region.
We find that the capacity of the single-user RMS-bandlimited PAM channel coincides with the Shannon formula (1). Hence, relaxing from strictly bandlimited to RMSbandlimited inputs, we can introduce the PAM structure in the time domain and still attain the same capacity. However, in the case of the synchronous multiple-access channel, we find that the effect of the laxer bandwidth constraint more than offsets the effect of the PAM structure and the capacity regions of the RMS-bandlimited PAM multiple-access channel is larger than that of the classical strictly bandlimited channel (2) . Comparing those results to their counterparts without imposing the PAM structure, we conclude that the decease in capacity caused by this structural constraint is substantial at high signalto-noise ratios.
II. RMS-BANDLIMITED CHANNEL
In this section, we find the capacities of continuous-time white Gaussian channels where the input waveforms are power constrained and RMS-bandlimited.
The RMS-bandlimited two-user channel can be expressed as y(t) = x,(t) + x2(t) + n(t), (4) where x,(t) and x,(t) are the codewords sent by user 1 and 2 respectively and n(t) is white Gaussian noise with spectral density No/2. The power and the RMS bandwidth constraints require each codeword of the k th user to satisfy 1
and
where XJf) is the Fourier transform of the strictly time-limited codeword x,(t). Since the sum of RMSbandlimited signals is not, in general, RMS-bandlimited, the following constraint is needed to guarantee the transmitted signal to be RMS-bandlimited.
However, as we will see, the additional constraint in (7) does not reduce the capacity region.
Theorem I: The capacity region of the two-user RMSbandlimited white Gaussian channel with noise power spectral density equal to No /2, and signal powers and RMS bandwidth less than or equal to W,, W,, and B Gaussian channel under other bandwidth constraints should not be taken on faith to have a similar expression as in (9) . This is because under a strictly time-limited constraint, we can only consider approximately bandlimited channels which interfere with each other and their capacities cannot be simply added up. 
Remark: Corollary 1 admits the following heuristic interpretation. Suppose that the frequency axis is partitioned into small intervals of length 6 and each of the frequency bands is used to transmit information independently. If the frequency band [Si, 6i + 61 is allocated signal power equal to 6Ei, such that and c6EisW
(10)
i then the capacity of the (strictly bandlimited) ith channel can be computed using the Shannon formula: 6 log[l + Ei /No]. In the limit as 6 + 0, the overall capacity becomes (cf. (9))
However, it is important to note that this heuristic interpretation is not a proof and the capacity of a white Since the sum of the user's signals is also RMS-bandlimited, to show (14) , it is sufficient to show that the capacity of a single-user RMS-bandlimited channel with bandwidth B and signal-to-noise ratio A, denoted by CJB, A), is upper bounded by g(B, A>.
To that end, let us consider the single-user version of (4),
Since {4&t, T))T=a=,, defined as (18) forms a complete orthonormal basis [ll] of all RMS-bandlimited signals that are time-limited to (0, T), every codeword x(t) of every (T, M, E) code of the single-user chan-nel (17) can be expressed as
antes of the Xi's and, given the variance, each term &Xi;~>, in the summation is maximized when Xj is (19) Gaussian distributed. Therefore, we have (17) in (22), we have (26) yj=xj+nj, (23) Finally, we obtain the upper bound (14) from (26) statistics for the transmitted messages. Therefore, the error probability does not increase if the decoder uses the observables { y,}y= i in lieu of y( t ).
Since every codeword {xi};', satisfying (20) and (21) also satisfies (24) constraints (20) and (24) are laxer than constraints (20) and (21), and we have, from the general converse theorem of the single-user channel [18] I-1 (25) where the last inequality follows from the memorylessness of the channel. The constraints are in terms of the vari-
Now, we show the lower bound (16) using a sequence of discrete-time two-user vector channels. For each real number To > 1 and positive integer J, we define the discrete-time vector channel as Yi=Xli+X2i+ni,
where yi, xii, x2i, ni E RJ, and Ini} is white vector Gaussian noise with covariance matrix, (No/2)ZJ. Each codeword of the kth user, xk = (xki,' * ., xkN), is constrained to satisfy Since X, and X2 are independent, the third constraint is redundant, and the capacities, with and without the RMS bandwidth constraint on the sum of the codewords (7), are the same. Moreover, all three mutual informations can be simultaneously maximized by independent Gaussian input distributions. Therefore, we have, after applying Hadamard's inequality, C,(J, To) = U (AkpAkz,*'*,Ak~):
,c log[1+h,j+h2j
which is closed and convex. Now, we proceed to show that for each J and To, (R,, R,) E C,(J, To) implies that (R, /To, R, /To) E C,(B, A,, A,).
Let us fix J, E, 6 >,O, T,, > 1 and (R,, R,) E C&, T,,). From the definition of capacity, there exists an N,, such that for each Nz N,, there exists an (N,M,,M,,e) code (i.e., a code with blocklength N, Mi codewords for user i and average probability of error less than E) satisfying R, -6 I (log M,)/N for k = 1,2.
Let us define T'= max{R, /6, R,/6,N,,TJ. Then, for each T 2 T', T E [NTTo,(NT + l)T,) for some NT 2 N, and there is a corresponding (NT, M,, M2, E) satisfying log Mk R,-65-y' k = 1,2.
T For each codeword (xkr, * * *, xk&), of the kth user in the (NT, M,, M2, E) code, we define
where @(t, To) = [41(t, To) * . . 4J(t, TJlT and ~ji(t, TJ is defined by (18) . Since {&j(t, TJ} forms an orthonormal set, it is easy to check, using (29)-(31) and (35), that x,(t) satisfies the power of RMS bandwidth constraints (5)-(7). Therefore, x,(t) is a codeword of the kth user in the RMS-bandlimited channel. We decode the output y(t) by forming yi from
and apply the decoder of the (Nr, M,, M,, E) code on yi. Therefore, (R,/T,,R,/T,) ECJB,A,,A,).
Since (36) can be written, using (4) and (35), as yi=x,i+x2i+n. I)
where
which can be shown to be white Gaussian with covariante, (No/2)ZJ, the error probability is the same as the error probability of the discrete-time channel. Hence, for each T 2 T', using the (NT, M,, M,, E) code, we have constructed a (T,M1,M2,~) code for the RMSbandlimited channel. Following from (34), the rate of the (T, M,, M2, E) code satisfies log Mk ,->(R,-8):
Since J and To are arbitrarily chosen and C,(J, To) is monotonically increasing in J, we have, Then, (16) follows immediately by applying Lemma 1. Now, we finish the proof of the theorem by showing the set inclusion of (15) . Since (15) Since signal-to-noise ratios A, and A, are arbitrary positive numbers, in order to complete the proof of the After taking the derivatives and some tedious calculations, one can show that the derivatives, dA/du and d I'/ da, are both negative, and the proof is completed. 0
In the previous proof, it appears that it would be problematic to apply the Karhunen-Loeve expansion, the usual tool in dealing with waveform channels (e.g., [19, Ch. 8] ), since the role of the integral operator therein would be taken by the inverse Fourier transform of the function f2, -ot, < f <w, which does not exist.
Notice that although the capacity region is a pentagon, no (S,(w), S,(w)) maximizes the three constraints simultaneously in contrast to the strictly bandlimited case.
The following result solves parametrically the optimization problem in (9) and gives a convenient, easy-to-compute expression for CJB, A). Although no operational significance had been shown before for (9), a slightly different parametric solution to the functional optimization therein was obtained in [20] [21] [22] . In contrast to Theorem 2, that solution involves two simultaneous nonlinear equations in two unknowns whose existence and uniqueness are not elucidated in [20] [21] [22] . In Figs. 1 and 2 , we plot the capacity regions of the RMS-bandlimited channels along with the capacity region of the strictly bandlimited channel for different signal-tonoise ratios. In the high signal-to-noise ratio region, there is a significant gap between the total capacities of the strictly bandlimited channel and the RMS-bandlimited channel. In the low signal-to-noise ratio case, the capacity regions are very close to each other in ratio and resemble rectangles. This is because the underlying noise is the major channel impairment at low signal-to-noise ratios, and the difference in bandwidth constraints has virtually no effect on the capacity unless the signal-to-noise ratio is moderately high.
From Theorem 2 or the results in [20] , [22] , it follows immediately that 
0 which show that the low SNR behavior and the wideband behavior of C, and Cc coincide, whereas C, grows with the cubic root of the SNR asymptotically.
III. RMS-BANDLIMITED PAM CHANNEL In this section, we consider the RMS-bandlimited PAM channel in which the input is constrained to be a pulse amplitude modulated signal using an RMS-bandlimited finite duration pulse. We find the capacity region for the two-user RMS-bandlimited PAM channel and the pulses (or signature waveforms) which achieve the region boundary. Since linear combinations of nonoverlapping shifts of a pulse have the same RMS bandwidth as the pulse itself, the transmitted signal is also RMS-bandlimited and the single-user RMS-bandlimited PAM channel is a special case of the single-user RMS-bandlimited channels dis-cussed in the last section. In the two-user channel, the sum of the users' codewords is not necessary RMS-bandlimited. Therefore, the two-user RMS-bandlimited PAM channel is not a special case of the two-user RMS-bandlimited channel. However, since the users are independent, it can be justified by noting that the power spectral density of the transmitted signal can be shown to equal to a weighted sum of the power spectral densities of the users' puises.
The RMS-bandlimited PAM Gaussian channel differs from the classical strictly bandlimited Gaussian channel in that the allowable input signals 1) are more structured (PAM) and 2) are not strictly bandlimited. The fact that the allowable input signals are linear combinations of nonoverlapping pulses makes them easier to generate than the approximations to the strictly bandlimited signals. It turns out that, in the single-user case, the effect of the laxer bandwidth measure cancels the effect of the additional structure imposed on the signals in the time domain, and the capacity of the channel coincides with the celebrated Shannon formula.
In the RMS-bandlimited PAM multiple-access channel, the kth user is assigned a fiied deterministic pulse (or signature waveform), am, which is time-limited to [O, T] and is modulated by the information stream. The transmitted signals are superimposed and corrupted by an additive white Gaussian noise. Assuming that the transand the RMS bandwidth constraints become k = 1,2, (55) where S,(f) is the spectrum of s,(t).
We first consider the situation when the symbol period and the signature waveforms are fixed, and then we will optimize the capacity regions with respect to those degrees of freedom. It is easy to see that if s,(t) = s,(t), the capacity region is equal to the Cover-Wyner pentagon D31, WI: mitters are symbol-synchronous, the two-user RMS-bandlimited PAM channel can be expressed as
where n(t) is white Gaussian noise with spectral density No/2 and (b&)) is the symbol stream transmitted by the kth user. The input waveform of the kth user is powerconstrained by W, while all the signature waveforms are RMS-bandlimited by B. Assuming that, without loss of generality, the signature waveforms have unit energy, the power constraints become
I-1 in information units per second, where p = /oTs,(t)s2(t) dt is the cross-correlation between the signature waveforms. Notice that, for fixed T, the capacity region, C,, is monotonically decreasing in the absolute cross-correlation IpI and is maximized when p = 0 (i.e., orthogonal signature waveforms.) However, under the bandwidth constraints, orthogonality between the signature waveforms cannot always be achieved for the given value of T. Hence, we will find the capacity region for the two-user RMS-bandlimited PAM channel in two stages.
1) Fix T, and find p*(TB), the minimum absolute cross-correlation IpI achievable under the timebandwidth constraint. Then, the capacity region for fixed T is given by C, in (57) evaluated at p = p*(TB). This is because C, depends on the signature waveforms only through the rate-sum constraint which is monotonically decreasing in IpI. 2) Take the union of the capacity regions found in the first stage over all T. Note that there is a minimum value of T below which the time-bandwidth product is so small that no waveform can be found to satisfy the bandwidth constraint. Also, there is a maximum value of T above which the allowed time-bandwidth product is so large that orthogonal signals can be assigned to both users, and therefore the capacity region decreases with T beyond that maximum value of T.
Theorem 3: If TB 2 0.5, then the minimum absolute cross-correlation p*(TB) between any two unit-energy signals of duration T and RMS bandwidth less than or equal to B is
and is achieved by the signature waveforms
If TB < 0.5, then there exists no signal of duration T and RMS bandwidth less than or equal to B.
Proof: It is known [6] that the unique signal of duration T with minimum RMS bandwidth 1/(2T) is 41(t, T) defined in (18) . Therefore, the theorem follows immediately when TB < 0.5 and TB = 0.5.
If TB > 0.5, let or, s,(t) be any two distinct unitenergy signals with duration T and RMS bandwidth B. Using the same complete orthonormal set (~i(t,T)}~z,, we denote the vector @,(t, T) = [~#+(t, T)4,(t, T) . . * I', and express s,(t) and s,(t) as s/s(t) = +V, T), k = 1,2.
(61) From the unit energy assumption, we can write the crosscorrelation matrix H as
where p denotes the crosscorrelation between s,(t) and s&X We find the minimum value of Ipl by first giving a lower bound on the cross-correlation and then showing that the lower bound is achievable. Let B, be the minimum of the average RMS bandwidth of M equal energy signals of duration T and correlation matrix, H. B, was found by Nuttall We now show a signal pair that achieves this lower bound. Using the representation in (61), we can express the RMS bandwidth constraint, via (55), as k = 1,2. (67) where II is a diagonal matrix with the jth diagonal entry II, = j2. Prompted by the fact that the functions f(t) and f(T -t) have the same magnitude spectrum, we consider signature waveforms which are mirror images of each other about T/2.' Also, we note that sin(r t / T) is even about T/2 while sin(2rt/T) is odd about T/2. Therefore, we select sJt> and s,(t) such that the matrix A has the form A= (y [ VGF 0 -** a -c2 0 *** 1 (68) for some 0 I (Y I 1 to be specified next. Accordingly to (621, we have p = 2a2 -1 and (67) constrains the choice of (Y to 4-4(TB)2 3 I ff2.
The value of a2 that minimizes ]2a2 -11 and is consistent with (69) is equal to
which, upon substitution on (68), results in a choice of signals which satisfies (66) with equality. Finally, particularizing the matrix A to the value of ,a2 in (70), we obtain the optimal signature waveforms in the theorem. Remark: The capacity of the single-user RMSbandlimited PAM channel coincides with the strictly bandlimited channel capacity. However, they are two very different channels: the classical channel has a stricter frequency domain constraint while the PAM channel has a stricter time domain constraint.
Proofi Recall that the capacity region C,(B,A,,A,) is the union of C, evaluated at p*(TB) over T. We proceed to find the range of T of interest. From the last theorem, if TB < 0.5, no signature waveforms can be found to satisfy the constraints and the capacity region is an empty set. Also, if TB 2 m,p*(TB) = 0, and the capacity region for fixed T is a pentagon that is monotonically decreasing in T. Therefore, the range of T in interest is the interval [1/(2B), 1/(2B)m]. Denoting 2TB by y, and substituting y into C,, we have, after taking the union, C,(B, A,, A2) in the theorem. q Fig. 3 compares the capacities of the RMS-bandlimited channels with and without the PAM structure. It indicates that the PAM structural (with nonoverlapping pulses) constraint has little effect on the capacity at low signalto-noise ratios, but decreases the capacity severely at high signal-to-noise ratios. Fig. 4 shows the capacity regions on the RMS-bandlimited PAM channel, C,(B, A,, A,), and the strictly bandlimited channel, C,(B, A,, A,), in (2) . In contrast to the single-user case where they coincide, Cc(B,A,,A,> is a subset of C,(B, A,, A2). It can also be seen from (71) and (2) that C,(B, A,, A,) is the pentagon inside the union in (71) when y = 1. However, by increasing y, we tradeoff the decrease in the single-user rate by the increase in the rate sum, such that the union gives a larger capacity region, C,(B,A,,A,>. This indicates that, in the two-user case, the laxer bandwidth constraint more than offsets the additional structure (PAM) in the time domain.
At first glance, it seems that there is a conflict between Theorem 4 and Corollary 2 since the total capacity of C,(B, A,, A2) is larger than the capacity of the single-user \ )y (71) I, RMS-bandlimited PAM channel with signal-to-noise ratio equal to A, + A2. However, the combined signal transmitted over the channel in the two-user case is a sum of two PAM signals and, in general, it cannot be viewed as a PAM signal since the signals in different time slots need not have the same shape.
The set of values of y that achieves boundary points of C,(B, A,, A2) is a subset of [l, ml, which depends on the signal-to-noise ratios, A, and A2. According to Fig. 4 , the boundary points in the segments AB and EF are achieved by y = 1, while those in the segment CD are achieved by some "/max in [l, \/5/2] depending on the signal-to-noise ratio. The boundary points in BC and DE are achieved by 1 I y I 'y,,,.
Figs. 1 and 2 show the strictly bandlimited channel and the RMS bandlimited channels with and without the PAM structure under different signal-to-noise ratios. The observation that the PAM constraint reduces substantially the capacity at moderately high signal-to-noise ratios suggests the following conclusion. Considering that the PAM signal is formed by sending a signal from a one dimensional space every T seconds, the total capacities of the RMS-bandlimited channels with and without the PAM structure can be viewed as the single-user capacities of channels with a signal space of two and infinite dimensions, respectively. Hence, the gap in Fig. 1 suggests that increasing the number of degrees of freedom (or dimensions) of the signal set raises the capacity quite significantly. Hence, under the RMS bandwidth constraint, it is advantageous to design signal sets with many dimensions.
Finally, Figs. 5 and 6 show the signature waveforms which achieve the boundary points of the capacity region for two different time-bandwidth products. The signature waveforms are mirror images of each other and as y increases, they become more asymmetric so as to decrease the cross-correlation while maintaining the same RMS bandwidth.
IV. CONCLUSION In this paper, we have found the capacities (capacity regions) of the single-user (two-user) RMS-bandlimited Gaussian channels with and without the PAM structure. The single-user capacity of the RMS-bandlimited PAM channel coincides with the Shannon formula. This illustrates a tradeoff between the time domain and the frequency domain constraints. However, in the two-user case, the laxer RMS bandwidth constraint more than offsets the PAM structure in the time domain, and the capacity region of the RMS-bandlimited PAM channel is larger than the strictly bandlimited channel capacity region.
We also consider the RMS-bandlimited channel without the PAM constraint. This channel can be viewed as the classical channel with the strictly bandlimited constraint replaced by the RMS-bandlimited constraint. The two-user capacity region is found to be a pentagon and its evaluation boils down to the computation of single-user capacity; unlike the strictly bandlimited case, no input distribution achieves all rate pairs simultaneously. At high signal-to-noise ratios, the PAM structure decreases the capacity significantly. On the other hand, comparing to the strictly bandlimited channel, the capacity of the bandlimited channel is very sensitive to the bandwidth definitions. In particular, the RMS-bandlimited channel capacity admits an asymptotic growth rate proportional to the cubic root of the signal-to-noise ratio, as compared to the logarithmic growth rate in the strictly bandlimited case.
At small signal-to-noise ratios, the capacities of all these channels are almost the same. This is because the effect of the noise dominates and it emerges as the main factor in determining the capacities. From the definition of S,$w), it is easy to check that, for To large enough, S,$w) E A(T,). Since S(w) is arbitrarily chosen, we have 1965.
