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Abstract
Geophysical waves are waves that are found naturally in the Earth’s atmosphere
and oceans. Internal waves, that is waves that act as an interface between fluids
of different density, are examples of geophysical waves. A fluid system with a flat
bottom, flat surface and internal wave is initially considered. The system has a
depth-dependent current which mimics a typical ocean set-up and, as it is based on
the surface of the rotating Earth, incorporates Coriolis forces. Using well established
fluid dynamic techniques, the total energy is calculated and used to determine the
dynamics of the system using a procedure called the Hamiltonian approach. By
tuning a variable several special cases, such as a current-free system, are easily
recovered. The system is then considered with a non-flat bottom. Approximate
models, including the small amplitude, long-wave, Boussinesq, Kaup-Boussinesq,
Korteweg-de Vries (KdV) and Johnson models, are then generated using perturba-
tion expansion techniques, that is using small arbitrary parameters. Solutions are
obtained that model waves that move without change of form called solitary waves.
These waves can be referred to as solitons when their particle-like behaviour is con-
sidered. The Johnson model is used to model the ‘birth’ of new solitons when a
single soliton hits an underwater ramp. The presented models have applications for
climatologists, meteorologists, oceanographers, marine engineers, marine biologists
and applied mathematicians.
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Chapter 1
Background to the topic
1.1 Geophysical waves
The term geophysical waves refers to waves that are found naturally in the Earth’s
atmosphere and oceans. They may also be observed in lakes and fjords.
Surface waves, as shown in Figure 1.1, are examples of geophysical waves found
ubiquitously in the oceans. They are driven by wind. Typically surface wave heights
are 1-2 metres but extreme wave heights approaching nearly 20 metres (excluding
rogue waves) have been observed. A World Meteorological Organization committee
regards a 19-metre surface wave, measured between Ireland and Iceland in February
2013, as being the official highest ever recorded by a buoy.
Internal waves, also shown in Figure 1.1, are disturbances which act as an interface
between fluid bodies which have different densities. This stratification of the ocean
is most prevalent in a band of about 2◦ latitude from the Equator [49]. As they
are waves that exist beneath the surface, they are not readily observable or mea-
surable. In 1893 Norwegian Arctic explorer Fridtjof Nansen coined the term ’dead
water’ [80] to describe the mystery of why, sometimes, ships do not make expected
progress. This was at a time when the scientific community was still unaware of the
mechanisms responsible beneath the surface. It is now known that this phenomenon
1
surface waves
internal waves
seabed
Figure 1.1: Profile of the ocean showing surface and internal waves
is attributable to internal waves. Quite recently, in the 1960s, scientists first began
to make some progress in identifying internal waves. More recently again, towards
the end of the 1970s, the availability of satellite technology for use in scientific pro-
grammes has enabled a deeper understanding to emerge. Typical internal waves
have heights of 10-20 metres, which is approximately ten times greater than those
for surface waves, and so this (heuristically at least) suggests that extreme internal
waves as high as 200 metres may occur. Indeed Alford et al. in [1] have reported
wave heights in excess of 170 metres measured in the Luzon Strait in the South
China Sea and, curiously, the surface wave heights measured at the same time were
not of particular significance. There is, however, always coupling between internal
and surface waves.
Models of atmospheric waves, such as Rossby waves (giant atmospheric waves with
wavelengths of the order of hundreds of kilometres), will not be presented in this
thesis. The term ‘water waves’ will be used as a generalisation of surface and internal
waves as these type of waves are not restricted to the oceans and may be studied
2
outside of the context of geophysical applications.
The seabed is represented in Figure 1.1 as a flat surface. However, in reality, the
seabed can be a complex undulating structure with trenches, underwater mountains
and sediment, not to mention the multitude of marine flora and fauna. In some
parts of the ocean, due to volcanic activity, the seabed is not even a stationary
structure. Modelling of the physical ocean requires topological analysis involving
large amounts of data. However, topography can be considered flat in large sections
of the oceans or can be described by some function enabling analytic techniques,
such as algebra and calculus, to be used rather than a numerical approach to the
modelling.
Complexity is added to the study of the oceans by the consideration of vorticity
and currents. Vorticity effectively means that particles in the fluid tend to rotate as
they move and therefore systems where vorticity is considered are called ‘rotational’.
Often vorticity is neglected, in which cases the system is said to be considered as
being ‘irrotational’. Currents exist due to many factors but primarily due to wind
and tides. One of the most significant currents is the Equatorial Undercurrent
(EUC) (cf. [28, 53]) which can be observed at approximately 20 degrees south of
the Equator. The EUC flows eastwards, at a speed of around one metre per second,
one hundred metres below the ocean surface and is approximately 300 kilometres
wide. Above it the South Equatorial Undercurrent (SEC) flows westward at the
surface.
Two oceanic systems are presented in this thesis: one consisting of two layers with a
flat surface and flat bottom separated by an internal wave and the other consisting
of one layer with a surface wave and non-flat bottom. As the systems are present
on the Earth’s surface Coriolis forces will be considered. These forces exist as the
Earth is, in essence, a rotating solid spherical body.
One of the goals in any study of geophysical waves is to calculate the associated dy-
namics. One approach to achieve this goal is known as the Hamiltonian formulation.
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This is achieved by, firstly, calculating the total energy of the system (the ‘Hamilto-
nian’) in terms of two variables (the ‘conjugate’ variables) and then determining how
the Hamiltonian varies as they vary. This requires using fundamental concepts from
fluid dynamics such as mass and momentum conservation, determination of pressure
and the analysis of boundary conditions. Another approach that can be taken is to
approximate the systems rather than use exact representations. The technique here,
called perturbation, is to scale the variables allowing the grouping of different orders
(meaning constant, linear and nonlinear terms) which can be truncated at differ-
ent desired orders. Approximations are desirable by many groups outside of applied
mathematics, such as oceanography and marine engineering, and are readily suitable
for computational modelling. The first step is nondimensionalisation meaning that
the variables are transformed from physical variables which have dimensions, such
as metres and seconds, to dimensionless variables. This is achieved by scaling the
variables against constants which have significance to the system, such as the system
depth, the wave amplitude and the (assumed constant) acceleration due to gravity.
Using these techniques numerous models can be developed in the form of nonlinear
PDEs (partial differential equations). Solutions to these PDEs can be obtained by
solving them analytically or numerically. For instance the KdV (Korteweg-de Vries)
equation is an equation with nonlinear and dispersive (variation of wave speed with
wavelength) components which, by balancing these terms, can be used to model
‘solitary waves’ which are waves that retain their shape as they propagate. Despite
the name, solitary waves do not necessarily exist in isolation and may interact with
other solitary waves. The particle-like manner in which they behave is reflected in
the use of the term ‘soliton’ to describe them.
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1.2 Historical context
The provenance of studying geophysical waves, in the context of the presented the-
sis, begins with the pioneering innovations of Archimedes of Syracuse c. 250 b.c.
Archimedes’ most important contribution, known as ‘Archimedes’ principle’, was
that a body submerged in water would displace an amount of water equal to its own
volume.
Towards the end of the 17th century, in what has become an enduring source of
contention (often referred to as the Priorita¨tsstreit), two prominent mathematicians
laid claim to the discovery of calculus: Isaac Newton and Gottfried Leibniz. Calculus
will be used throughout the thesis as the presented systems will be considered to be
continua.
By the middle of the 18th century Daniel Bernoulli had published his book Hy-
drodynamica, which discussed the concept of conservation of energy known as the
‘Bernoulli principle’ and Leonhard Euler had published Principes ge´ne´raux de l’e´tat
d’e´quilibre d’un fluide which described energy conservation for systems where vis-
cosity (resistance to deformation) can be neglected using a set of equations called
‘Euler’s equations’. These discoveries form a critical starting point for the genera-
tion of governing equations in this thesis and most studies of geophysical waves. By
the end of the century Joseph-Louis Lagrange had published Me´canique analytique
introducing the concept of analytical mechanics which leads to the calculation of
dynamics by looking at the energy of the system as opposed to the motion.
At the start of the 19th century Frantiˇsek Josef Gerstner obtained a solution for
periodic water waves and had started to study vorticity, Claude-Louis Navier derived
equations for describing viscous fluids (fluids with viscosity) and Irish mathematician
William Rowan Hamilton formulated what is now called ‘Hamiltonian Mechanics’
which offered a powerful framework for describing the time evolution for, originally,
solid body motion such as pendulums and springs. In 1834 Scottish engineer John
Scott Russell famously observed a large single wave propagating along the Union
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Canal after the sudden stopping of horses pulling a barge which he described in [83]
as “the form of a large solitary elevation, a rounded, smooth and well-defined heap
of water, which continued its course along the channel apparently without change of
form or diminution of speed”. Although he coined the phrase ‘wave of translation’
these waves are now called solitary waves. By the mid-19th century Sime´on Denis
Poisson had developed Poisson brackets, which serve as an important operation
in Hamiltonian mechanics, George Biddell Airy published Tides and Waves which
provided a huge breakthrough in wave theory and George Gabriel Stokes published
key findings about compressibility and viscosity. Towards the end of the century
approximate models of fluid systems began to emerge. The most famous is perhaps
the KdV equation, first developed by Boussinesq in 1877 [9] and then later by
Korteweg and de Vries, after whom the equation is named, in 1895 [66].
During the 20th century much mathematical progress was of a generalised nature
but is relevant to the technical aspect of this thesis, such as the development of
perturbation theory by Paul Dirac. The significance of the work of Hamilton in
developing Hamiltonian mechanics in the early 19th century, with regard to the
topic presented in this thesis, became apparent following the publication of [93] by
Vladimir Zakharov in 1968, with additional significant constructions by Milder in
[76] and Miles in [77] in 1977. In this study Zakharov demonstrated the Hamiltonian
structure of an infinitely deep vorticity-free single fluid system. Some significant
studies which followed on from this include [4, 7, 44, 75]. Craig and Sulem published
a numerical representation of the system in [38].
One important aspect to modelling physical systems, which was proposed by Jacques
Hadamard in the 1920s, is ‘well-posedness’. This involves determining adherence to
a set of requirements, namely: existence, uniqueness and continuity.
Studies of irrotational single media systems, which are systems with zero vorticity,
were then extended to include stratified systems. For instance systems with two
discrete fluid layers separated by an internal wave were published in [5, 6, 32, 34]. In
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[22, 23, 29, 30, 54, 65, 84, 90] the authors considered rotational water wave systems,
that is systems with non-zero vorticity. In [27] a rotational single fluid system, of
finite-depth, was shown by Constantin et al. to exhibit nearly canonical Hamiltonian
structure and Wahle´n [88] showed that fully canonical structure could indeed be
demonstrated via a variable transformation. Understanding the interaction between
waves and currents is useful for the prediction of rogue waves and tsunami and has
been studied in [21, 62, 82, 85]. In [25, 26] Constantin, Ivanov and Martin have
considered wave-current interactions in a two-layer system.
Further complexity is added to the systems by considering the impermeable layer at
the bottom to have a non-flat profile. This is a largely underdeveloped area although
some key developments have been published recently in [35, 36, 37]. This thesis aims
to extend knowledge of this type of system.
The initial publication in 1965 of [92] by Zabusky and Kruskal and, significantly,
of [51] by Gardner, Greene, Kruskal and Miura in 1967, established soliton theory.
Constantin, Escher and Hsu have studied solitary waves in [24]. Craig et al. in [33]
consider the nonlinear interaction of solitary waves. Recent relevant studies of the
KdV equation and other long-wave models include [31, 34, 89]. Approximate models
for systems with non-flat bottoms have been published in [35, 42, 40, 60, 61].
Whilst many studies of geophysical waves have ignored vorticity and currents, or
have been restricted to a single layer, the author aims to consider a rather general
rotational stratified system with a depth-dependent current which also allows the
easy recovery of many simpler systems. This can be achieved by exploiting the rich
foundation of fluid dynamics as briefly described earlier in this section.
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Chapter 2
Models of geophysical waves
Chapter 2 describes the geophysical wave models. Its aim is to examine both exact
and approximate models of two water wave systems. The first system, that will
be referred to as the general ‘flat-bottomed’ system, is comprised of two discrete
rotational fluid domains with a depth-dependent current separated by an internal
wave. It is bounded below by a flat bottom and on top by a lid. The other system,
that will be referred to as a system with a ‘non-flat’ bottom, is a single medium
system bounded below by a bottom of varying depth and with a free surface. The
orthogonal coordinate system (x1, x2, x3) is used in Section 2.1 to describe the co-
ordinate convention in three-dimensions, for an inertial frame of reference, where
x1-x2 refers to the horizontal plane and x3 to the vertical direction. The objectives
of the sections in this chapter are described below.
Section 2.1 describes the fundamentals required to undertake the study. Key aspects
of fluid-dynamics are described. Some general assumptions, which are applicable to
all the systems under study, are also presented bearing in mind that further assump-
tions relevant to specific systems are discussed in the relevant sections. Section 2.2
describes the Hamiltonian formulation for a general two-domain system separated
by an internal wave with a flat surface and a flat bottom with distinct current
attributes in five layers including linear, arbitrary and stagnant layers. The sys-
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tem is derived in general terms so that special cases can easily be produced rather
than examining the idealised model and adding various levels of complexity. The
sequence presented does not therefore correspond to the chronological sequence in
which the author’s articles were published (which can be seen in the list of relevant
publications on p.180). Section 2.3 demonstrates the recovery of several systems as
special cases of the general flat-bottomed system. The first of these cases, Section
2.3.1, considers an inertial frame of reference rather than the (non-inertial) spinning
Earth frame of reference. The second case, Section 2.3.2, considers the idealised
wave-only system, that is the case when there is no vorticity or current. The third
case, Section 2.3.3, considers a current-free (but rotational) system. The fourth
case, Section 2.3.4, considers the general flat-bottomed system but with the same
current and with no vorticity in the layers adjacent to the internal wave. The fifth
case, Section 2.3.5, considers the general flat-bottomed system but with the same
current and the same vorticity in the layers adjacent to the internal wave. The sixth
case, Section 2.3.6, recasts the Hamiltonian having eliminated a discontinuity in
the current profile. Finally, in Section 2.3.7, a comparison with a two-layer system
separated by an internal wave with a flat bottom but with a surface wave is made.
Section 2.4 describes a Hamiltonian formulation for an irrotational system with a
surface wave and a non-flat bottom. Section 2.5 covers approximations of the general
flat-bottomed system. The Hamiltonians are nondimensionalised in Section 2.5.1.
In Section 2.5.2 a perturbation parameter is introduced and a so called ‘small am-
plitude’ regime is considered with a view to producing equations with linear terms
only. In Section 2.5.3 the dispersion relation is calculated. In Section 2.5.4 a second
perturbation parameter is introduced allowing for a so called ‘long-wave’ approxi-
mation to be made. In Section 2.5.5 a KdV (Korteweg-de Vries) type of equation is
derived which is solved in Section 2.5.6 to obtain a solitary wave solution. Section
2.6 covers approximations of the system with a non-flat bottom. A Boussinesq-type
approximation is made and then, by making the depth constant, a Kaup-Boussinesq
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approximation is recovered. A second KdV approximation is obtained (in this case
the coefficients are variable) called the Johnson equation which is used to model the
birth of solitons as the single-soliton solution approaches a ‘ramp’.
2.1 Introduction
The approach to the modelling of geophysical waves will use two main techniques:
Hamiltonian formulation and perturbation theory. However, well established math-
ematical techniques from fluid-dynamics will underpin the presented work through-
out. Considering this, a brief overview of fluid-dynamics is provided in the following
section. This section will also discuss some of the general assumptions that will
apply to all the systems under study.
It is noted that the following were some of the books used extensively by the au-
thor whilst studying the underlying fundamentals of the topic presented in this
thesis: [3, 39, 59, 68, 70, 71]. These books provided an essential foundation for a
study of fluid dynamics through concepts like mass and momentum conservation,
the derivation of Euler’s equation and nondimensionalisation. Falkovich gives a good
description of the merits of the Hamiltonian formalism in [48]. Additionally, [56, 81]
proved invaluable for concepts more applicable to geophysical studies (which, for
the interested reader, also includes atmospheric waves such as Rossby waves) as was
[55] for perturbation theory and [67, 70] were for calculus.
2.1.1 Key concepts in fluid-dynamics
When describing travelling waves some important spatial attributes such as wave-
length (the distance between repeating forms), given the symbol λ, and amplitude
(the maximum deviation of the quantity, for instance height), given the symbol a,
are demonstrated in Figure 2.1. The wave propagates so that every period T it com-
pletes one cycle. In the figure the black line represents the line at some initial time
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at=0 t=T/2
Figure 2.1: Wave properties
t = 0, the grey line represents the situation at a later time t = T/2 and, clearly, after
time T the wave form will correspond again to the initial situation. The frequency
ν (or often f) is the inverse of the period and therefore ν = 1/T . The wave speed c
is given by displacement divided by time, that is
c =
λ
T
.
Alternatively by introducing the wave number k and the angular frequency ω as
k =
2pi
λ
and ω = 2piν
the wave speed can be written as
c =
ω
k
.
The propagation of waves in the x-direction can be described sinusoidally by
η(x, t) = a sin (kx− ωt)
where η is the height of the wave which is often called the ‘wave elevation function’.
In the case of solitary waves a hyperbolic secant representation will be used in the
format
η(x, t) = a sech2 (x− ct).
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Figure 2.2 shows a solitary wave of amplitude a at time t = 0. As can be seen in
t=0 t=2,c=1 t=2,c=5

x
a
Figure 2.2: Solitary wave propagation
the figure the wave height decreases sharply away from the maximum. At a later
time t = 2 the cases where c = 1 and c = 5 are demonstrated.
Two important principles need to be considered in any study of a fluid system:
conservation of mass and conservation of momentum. Conservation of mass means
that the system is considered to not lose or gain any mass. This requires an as-
sumption that there are no breaking-waves (when waves become turbulent) or other
processes that release energy from the system. By examining the changes in mass
for some arbitrary fixed volume the so-called continuity equation can be established
as [59, 71]
ρt +∇.(ρu) = 0
where ρ(x, t) is the density, t means the partial derivative with respect to time (not-
ing that the use of subscript notation for partial derivatives will be used throughout
the thesis),
∇ = (∂x1 , ∂x2 , ∂x3)
(called ‘nabla’ or the ‘del’ operator) is a differential operator, the operation ∇. is
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called the ‘divergence’ which is defined for some vector a = (a1, a2, a3) as
∇.a := (∂x1 , ∂x2 , ∂x3).(a1, a2, a3) = a1,x1 + a2,x2 + a3,x3
and
u = (u, v, w)
is the velocity, with respective x1, x2 and x3 components equal to u, v and w. The
continuity equation can be expanded as
ρt + ρ(∇.u) + (u.∇)ρ = 0.
Next, the ‘material derivative’ is introduced. This differs from the (more usual)
Eulerian derivative in that it considers the flow of particular particles in the fluid
as opposed to considering the changing matter that passes through a fixed region.
The two concepts are related via
D
Dt
= ∂t + u.∇
where D/Dt is the material (or Lagrangian) derivative. The continuity equation
can therefore be written as
Dρ
Dt
+ ρ(∇.u) = 0.
‘Incompressibility’ refers to the local resistance of a fluid to changes in density for
particles travelling with the flow, that is for material volumes. For an incompressible
medium this therefore means that the material derivative of ρ is zero and so it can
be established that for incompressible media constant density is equivalent to the
velocity being divergence-free, that is
∇.u = 0.
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One of the fundamental laws of classical mechanics, Newton’s second law, is an
expression of the conservation of momentum. It states that the forces acting on an
inertial body (a body with mass) are proportional to the acceleration departed to
the body. Analogously, for a continuum, the material derivative of the velocity is
related to the sum of all the forces (internal and external) acting on the continuum
by
Du
Dt
= −1
ρ
∇P + ν∇2u
where P is the total pressure and ν is the kinematic viscosity. Viscosity is a quantity
related to the frictional forces between fluid molecules. This equation is called the
Navier-Stokes equation. For inviscid systems, that is systems with zero viscosity,
ν = 0 and the equation is written as
Du
Dt
= −1
ρ
∇P
and is called Euler’s equation.
The fluids having vorticity, that is they are rotational, means that there is local
rotation of particles in the fluid. This can be present in a spinning fluid. It can also
be present for shear flows where there is some linear dependency between depth and
flow speed which can result in particles rotating. This is demonstrated in Figure 2.3
for a beach ball where the solid arrows represent the speed of the flow. The vorticity
γ is defined by
γ := ∇× u
where the operation ∇× is called the ‘curl’ which is defined for some vector a =
(a1, a2, a3) as
∇× a :=
∣∣∣∣∣∣∣∣∣∣
e(1) e(2) e(3)
∂x1 ∂x2 ∂x3
a1 a2 a3
∣∣∣∣∣∣∣∣∣∣
=

a3,x2 − a2,x3
a1,x3 − a3,x1
a2,x1 − a1,x2

where e(1), e(2) and e(3) are the orthogonal unit vectors for the x1, x2 and x3 axes
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irrotational
rotational
Figure 2.3: Rotational versus irrotational flow
respectively.
For two-dimensional flows with
u = (u, 0, w)
the vorticity is therefore
∇× u = (0, ux3 − wx1 , 0)
and so only has a component in the x2-direction which can be thought of the axis
about which the rotation occurs. For two-dimensional flows vorticity is therefore
defined as
γ := ux3 − wx1 .
2.1.2 General assumptions
The following section outlines some of the general assumptions made for the systems
under study.
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The fluids under study are composed of brine (salt water). The density of brine
varies with salinity, temperature and depth [21]. It has been determined that the
density of brine varies by less than 0.2% for the full range of salinities in the oceans
and less than 0.5% for the full range of almost 30 degrees Celsius in ocean tem-
peratures. Also, a one kilometre descent into the oceans will increase the density
by less than 0.5%. The brine will therefore be assumed to be isothermic, that is
the temperature is constant in any given domain, and incompressible and therefore,
equivalently, densities are considered to be constant and the velocity is considered
to be divergence-free.
Many factors may be involved in the generation of waves: winds, Coriolis forces,
heating of the upper ocean by the sun, tides, underwater earthquakes and topo-
graphical factors. The waves are therefore considered to be prescribed and described
by arbitrary functions.
The fluids, considering the large oceanic scales over which the systems are studied
compared to the distances between molecules, are assumed to follow the continuum
approach (cf. [39]) as opposed to considering that the fluids are made up of physical
molecules. This will allow the use of integration to represent quantities in the fluid
domains.
Consideration of the inclusion of the effects of surface tension in the models is a
matter of determining the domination of either gravitational effects or capillary
waves (waves due to surface tension, often referred to as ‘ripples’ for distinction).
For wavelengths with a critical wavelength λc given by [73]
λc = 2pi
√
T
ρg
,
where T is surface tension, effectively the two processes are equal.
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For water T ≈ 0.074N m−1, ρ ≈ 1000 kg m−3 and (for Earth) g ≈ 9.8ms−2 and so
λc ≈ 2pi
√
0.074
1000× 9.8 = 1.74 cm
and therefore, as wavelengths for oceanic waves are generally substantially greater
then 1.74 centimetres surface tension will be neglected (cf. [22, 27, 74]) and as such
gravity waves, not capillary waves, will be considered.
As the system is present on the surface of a rotating solid body (the Earth) Coriolis
forces will be considered. These forces manifest themselves as a tendency for bodies
accelerating eastward along a latitude in the northern hemisphere to tend to the
right.
The fluids under study will be considered to be inviscid by the assumption [59] that
all time scales and length scales attributable to viscous movement are long compared
to the period of the wave and the wavelength.
All flow is considered to be two-dimensional in the x1−x3 plane as shown in Figure
1.1 (p.2), meaning there is no lateral (x2-direction) movement, and so the velocity
is described by u = (u, 0, w). This is representative of many observed flows. The
waves propagate in the x1-direction which is considered to extend to infinity in the
far-field for the domains. It is noted that an alternative approach can be considered
using one period of the wave with extension by induction to infinity. The waves are
considered to be attenuating in the far-field and are therefore described by functions
which belong to the Schwartz class S(R) (functions which rapidly decrease).
In the case of the stratified flat-bottomed system the discrete domains are assumed to
not mix under the large length-scales and relatively short time-scales over which the
systems are studied (cf. Prandtl’s mixing length hypothesis [56]). This assumption
of non-mixing is referred to as ‘immiscibility’.
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2.2 The general flat-bottomed system
In this section a two-media system separated by an internal wave, bounded above
by a flat surface and below by a flat bottom and with a depth-dependent current,
is considered. This system will be referred to as the general flat-bottomed system.
The findings of this section have been published in [16, 18]. The reader is advised
that from Section 2.2 on, as two-dimensional waves only will be studied, for clarity
x1 will be changed to x (representing the horizontal coordinate), x3 will be changed
to y (representing the vertical coordinate) and x2 will not be used. The plane of
propagation of the waves will be therefore considered to be the x-y plane rather
than the usual x-z plane used in oceanography.
2.2.1 Set-up for the general flat-bottomed system
Consider a fluid system consisting of two domains as shown in Figure 2.4. The
-h
0
1
h2
2
1
(x,t)
surface
flatbed
internal wave
Figure 2.4: Set-up for the general flat-bottomed system
lower medium is bounded underneath by a solid, stationary, impermeable layer of
constant depth called the ‘flatbed’ at a depth h1 and the upper medium is bounded
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by a flat surface called the ‘lid’ at a height h2. Typically h2 may be of the order of
hundreds of metres and h1 may be of the order of kilometres.
The system comprises of two discrete fluids which have different densities due to
different salinity levels or temperatures. Some prescribed flow has been generated by,
perhaps, surface winds permeating downwards or due to tidal influences. However,
as described in Section 2.1.2, at the interface the fluids do not mix and form a free
common interface in the form of an internal wave. The wave is two-dimensional (in
the x-y plane), propagating in the positive x-direction, due to the assumption that
there is no lateral movement. This is a reasonable assumption for oceanic waves
of constant depth. The wave extends to infinity in both the positive and negative
directions. The wave amplitude is described by a and the wave is characterised by
the elevation function η(x, t). In other words fluid particles at the interface (or on
the wave) have a y-component described by
y = η(x, t). (2.2.1)
The mean value of η is at the shear surface y = 0. The system is assumed to be on
the surface of the Earth, that is on a rotating solid body. The wave is acted upon
by the restorative action of gravity. The Earth’s centre of gravity is considered to
be in the negative y-direction.
The domains Ω1 and Ω2 are defined as
Ω1 := {(x, y) ∈ R2 : −h1 < y < η(x, t)}
Ω2 := {(x, y) ∈ R2 : η(x, t) < y < h2}.and
The subscript notation 1 will be used to refer to values in Ω1, 2 for values in Ω2 and
i = {1, 2} for values which are applicable to both domains. For example vi refers
to both the vertical velocity component in the lower domain v1 and in the upper
domain v2.
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Due to an assumption of incompressibility the constant densities are given by ρi and
stability is ensured by the assumption of immiscibility and that ρ1 > ρ2.
Stream functions, ψi, are defined as
ui = ψi,y and vi = −ψi,x (2.2.2)
and velocity potentials, ϕi, are defined as
ui = ϕi,x + γiy and vi = ϕi,y (2.2.3)
where ui = (ui, vi, 0) are the velocity vectors and γi are the constant vorticities.
The usefulness of these functions will become clear when establishing the Bernoulli
condition.
An undercurrent is assumed, such as the Equatorial Undercurrent described in Sec-
tion 1.1, and (2.2.3) can be written as [25]
ui = ϕ˜i,x + U(y) and vi = ϕ˜i,y (2.2.4)
where U(y) is the current profile and wave-only components have been separated
out by introducing a tilde notation.
The system under study will be divided into different layers giving a realistic repre-
sentation of the stratification and various oceanic processes that exist in the oceans
[28]. A constant prescribed current exists with κi being the time-independent cur-
rents at y = 0. The fact that κ1 6= κ2 means that U(y) is discontinuous and so
there is a vortex sheet. Vortex sheets manifest themselves in physical situations as
slippage between the layers and can often lead to instabilities. The vortex sheet is
included as the set-up is intended to be quite general in nature and, as will be seen,
the vortex sheet can easily be eliminated. As the system is rotational, with non-zero
constant vorticities γi, the current can therefore be described via γiy+κi and there-
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fore setting y = 0 demonstrates the fact that the current equals both κ1 and κ2 at
the shear surface. Examining increasing depth below the internal wave eventually,
at a depth m1, the water becomes essentially stagnant. This is sometimes called the
‘abyssal layer’ and is generally associated with depths of greater than 240 metres.
However, the linear relationship between the current and depth may become non-
linear before the abyssal layer is reached. Assuming that the linearity ceases when
the current drops below σ1 a layer with an arbitrary current U1 is considered above
the start of the abyssal layer at a depth of m1 and below the depth at which the
current becomes σ1, which will be regarded as being l1. Examining increasing height
above the internal wave eventually, at a height l2, at which stage the current is σ2,
this region becomes highly influenced by surface waves and heating of the upper
ocean by the sun. For instance a westward (assumed to be the negative x-direction)
surface wind may be responsible for a westward drift experienced by observers on
the surface but this drift might reduce in strength and ultimately become an east-
ward drift for an observer descending in the presence of the considered current. The
linear relationship between the current and depth in this top layer is nonlinear and
complex and is described by an arbitrary current U2. The air above the surface is
assumed to be at constant atmospheric pressure by an assumption that any pressure
changes in the air at the surface are negligible. The significance of the arbitrariness
of Ui is to be established. Based on this analysis a depth-dependent current will
therefore be considered, as shown in Figure 2.5, divided into five vertical layers, with
a view to establishing the current profile, as follows:

Layer I := {(x, y) ∈ R2 : l2 < y < h2}
Layer II := {(x, y) ∈ R2 : η(x, t) < y < l2}
Layer III := {(x, y) ∈ R2 : −l1 < y < η(x, t)}
Layer IV := {(x, y) ∈ R2 : −m1 < y < −l1}
Layer V := {(x, y) ∈ R2 : −h1 < y < −m1}
(2.2.5)
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with the combination of layers II and III to be referred to as ‘the strip’, that is the
layers adjacent to the internal wave. The vortex sheet is highlighted in the figure.
U(y)
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Figure 2.5: Current profile for the general flat-bottomed system
The current U(y) is formally defined by
U(y) =

−σ3 for y = h2 (surface)
U2(y) for h2 ≥ y ≥ l2 (layer I)
σ2 for y = l2
κi for y = 0
γ2y + κ2 for l2 ≥ y ≥ 0 (layer II)
γ1y + κ1 for 0 ≥ y ≥ −l1 (layer III)
σ1 for y = −l1
U1(y) for − l1 ≥ y ≥ −m1 (layer IV)
0 for −m1 ≥ y ≥ −h1 (layer V)
(2.2.6)
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where σ1, σ2, σ3, li, m1, hi and κi are positive constants. Non-zero vorticities in
the strip implies that σ1 6= κ1 and σ2 6= κ2. Continuity of U(y) (apart from at the
vortex sheet) implies that σ1 = −γl1 + κ1 and σ2 = γl2 + κ2.
The functions η(x, t) and ϕ˜i(x, y, t) belong to the Schwartz class S(R) (cf. [57]) with
respect to x (for any y and t). This means that they are smooth, rapidly decreasing
functions. The assumption of course implies that for large absolute values of x
the internal wave attenuates, and is therefore at rest at infinity, and therefore the
following assumptions are made
lim
|x|→∞
η(x, t) = 0, (2.2.7)
lim
|x|→∞
ϕi(x, y, t) = 0 (2.2.8)
lim
|x|→∞
ϕ˜i(x, y, t) = 0, (2.2.9)and
noting that an implication of these assumptions is that
lim
|x|→∞
ψ(x, η, t) = 0. (2.2.10)
The following normal vectors will be used: (ni)c, (n1)b and (n2)t, which are the
outward normal vectors as shown in Figure 2.6 where the subscript notation c, b
and t refer to values at the (common) interface, bottom and top respectively. The
outward normal vectors are given by
(n1)c = (−ηx, 1) and (n1)b = (0,−1) (2.2.11)
for Ω1 and
(n2)c = (ηx,−1) and (n2)t = (0, 1) (2.2.12)
for Ω2.
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Figure 2.6: System normal vectors for the general flat-bottomed system
2.2.2 Governing equations for the general flat-bottomed sys-
tem
The governing equations consist of both dynamic and kinematic conditions.
The dynamic condition is an interface condition and so it is noted that the stream
functions and velocity potentials (via (2.2.6)) in the strip are defined as
ui = ψi,y and vi = −ψi,x (2.2.13)
ui = ϕ˜i,x + γiy + κi and vi = ϕ˜i,y (2.2.14)and
respectively. There is a conjugate relationship between ψi and ϕ˜i (cf. [45, 59]) given
by the complex potential
f(z) = ϕ˜i + i
(
ψi − 1
2
γiy
2 − κiy
)
,
where z = x + iy, noting the symbol i used on the baseline is the imaginary unit
and the subscript i identifies the medium. By writing this in the form f(z) = a+ ib,
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where
a = ϕ˜i and b = ψi − 1
2
γiy
2 − κiy,
it is noted that the Cauchy-Riemann equations are satisfied:
ax = ϕ˜i,x = ψi,y − γiy − κi = by
bx = ψi,x = −ϕ˜i,y = −ay.and
The function f(z) is therefore an analytic function. The Laplacian of ϕ˜i is given by
∆ϕ˜i = ∇.(∇ϕ˜i) = ui,x + vi,y.
Due to the assumption of incompressibility∇.ui = 0 (see Section 2.1.2) and therefore
∆ϕ˜i = 0, (2.2.15)
which is an expression of Laplace’s equation and so ϕ˜i is harmonic. The Laplacian
of ψi is given by
∆ψi = ∇.(∇ψi) = −vi,x + ui,y (2.2.16)
meaning that in order for the Laplacian of ψi to be equivalent to the vorticity γi the
vorticity needs to be defined as
γi = −vi,x + ui,y (2.2.17)
rather than the perhaps more usual vi,x − ui,y (as described in Section 2.1.1) due
to the chosen stream function convention in (2.2.13). The important point is that
ψi is not harmonic for non-zero vorticity but is for the irrotational case, that is by
setting γi = 0.
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Using (2.2.13), (2.2.16) and (2.2.17) the following useful relation can be established
γi = ψi,xx + ψi,yy. (2.2.18)
Analogous to Newton’s second law for rigid solid bodies, the acceleration of a fluid
element can be related to the net forces per unit mass acting on it for an observer in
an inertial frame of reference. It can therefore be shown that, for the fluid domains
Ωi, the velocity vectors ui are related to the net forces per unit mass as [59]
ui,t + (ui.∇)ui = − 1
ρi
∇Pi (2.2.19)
where
Pi = ρigy + pi + patm (2.2.20)
is the total pressure given as respective static, dynamic and constant atmospheric
pressure terms, ρi (due to the assumption of incompressibility) is the constant den-
sity and g is the acceleration due to gravity. The static term is due to external
‘body’ forces, that is gravity, and the dynamic term is due to internal ‘local’ forces,
that is due to the fluid motion. However, as the system is situated on the surface
of Earth, that is in a rotational frame of reference, using the procedure in [50, 81]
(which is reproduced in Appendix A) the following Euler equation will be used to
establish the Bernoulli condition:
ui,t + (ui.∇)ui + 2Ω× ui + Ω× (Ω× r) = − 1
ρi
∇Pi (2.2.21)
where Ω is the Earth’s angular velocity, r is a position vector, 2Ω × ui is the
Coriolis acceleration and Ω× (Ω× r) is the centripetal acceleration. Using (2.2.14)
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the following substitution can immediately be made
ui,t =
ϕ˜i,x + γiy + κi
ϕ˜i,y

t
= ∇(ϕ˜i,t). (2.2.22)
Also from (2.2.13)
(ui.∇)ui =
 ψi,yψi,yx − ψi,xψi,yy
−ψi,yψi,xx + ψi,xψi,xy

and, using (2.2.18), ψi,xx = γi − ψi,yy and ψi,yy = γi − ψi,xx meaning that
(ui.∇)ui = (∇ψi.∇)∇ψi − γi∇ψi.
Next, using the identity (cf. [11])
(∇ψi.∇)∇ψi = ∇
(1
2
|∇ψi|2
)
means
(ui.∇)ui = ∇
(1
2
|∇ψi|2
)
− γi∇ψi. (2.2.23)
Recalling the definition of total pressure from (2.2.20) gives, for the lower medium
Ω1,
P1 = ρ2gh2 − ρ1gy + p1 + patm,
that is the static pressure due to the column of fluid in the upper medium plus the
column of fluid above the position in the lower medium plus the dynamic pressure
plus the atmospheric pressure. For the upper medium Ω2 the total pressure is
P2 = ρ2g(h2 − y) + p2 + patm,
that is the pressure due to the column of fluid above the position in the upper
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medium plus the dynamic pressure plus the atmospheric pressure. This means that
− 1
ρi
∇Pi = −∇gy − 1
ρi
∇pi. (2.2.24)
The Coriolis acceleration term can be written for the two-dimensional flows under
consideration as [81]
2Ω× ui = 2ω
 vi
−ui
 = −2ω∇ψi (2.2.25)
where ω is the Earth’s rotational speed. The centripetal acceleration term Ω×(Ω×r)
is directed towards the Earth’s axis of rotation (see discussion in [81]) therefore it
is conservative and can be incorporated into the potential ∇(gy) in (2.2.24). Using
(2.2.22), (2.2.23), (2.2.24) and (2.2.25) Euler’s equation can be represented in terms
of gradients as
∇(ϕ˜i,t) +∇
(1
2
|∇ψi|2
)
−∇(γiψi)− 2ω∇ψi = −∇(gy)− 1
ρi
∇pi
and so the gradient of the dynamic pressure is given as
∇pi = −ρi∇
(
ϕ˜i,t +
1
2
|∇ψi|2 − (γi + 2ω)ψi + gy
)
. (2.2.26)
This means that
ϕ˜1,t +
1
2
|∇ψ1|2 − (γ1 + 2ω)ψ1 + gy + p1
ρ1
= f1(t) (2.2.27)
ϕ˜2,t +
1
2
|∇ψ2|2 − (γ2 + 2ω)ψ2 + gy + p2
ρ2
= f2(t) (2.2.28)and
for some arbitrary functions of time f1(t) and f2(t). At the interface, where y = η,
the dynamic pressure equals the dynamic pressure p1 from the perspective of Ω1 and
p2 from the perspective of Ω2 (cf. [12]) and therefore using (2.2.27) and (2.2.28) this
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gives
ρ1f1(t)− ρ1
(
(ϕ˜1,t)c +
1
2
|∇ψ1|2c − (γ1 + 2ω)χ1 + gη
)
= ρ2f2(t)− ρ2
(
(ϕ˜2,t)c +
1
2
|∇ψ2|2c − (γ2 + 2ω)χ2 + gη
)
(2.2.29)
noting the use of the subscript c to signify evaluation at the common interface and
introducing
χi := ψ(x, η, t) (2.2.30)
as the interface stream function. From the assumptions in Section 2.2.1, as the
absolute value of x goes to infinity then the terms in the large brackets in (2.2.29)
go to zero giving
ρ1f1(t) = ρ2f2(t), (2.2.31)
therefore giving the Bernoulli condition
ρ1
(
(ϕ˜1,t)c +
1
2
|∇ψ1|2c − (γ1 + 2ω)χ1 + gη
)
= ρ2
(
(ϕ˜2,t)c +
1
2
|∇ψ2|2c − (γ2 + 2ω)χ2 + gη
)
. (2.2.32)
The interface is defined as the region having a vertical displacement equal to the
surface function, that is y − η = 0. The kinematic boundary condition on the
interface is equivalent to saying that a particle on the interface will stay on the
interface [39]. In other words the Lagrangian derivative of the interface function
gives
(y − η)t + ui.∇(y − η) = 0.
Noting the independence of x, y and t under the Eulerian framework, and the inde-
pendence of η(x, t) and y, this therefore gives the kinematic boundary condition at
the interface as
ηt = vi − uiηx. (2.2.33)
29
This can be expressed in terms of the stream functions, using (2.2.13), as
ηt = −(ψi,x)c − (ψi,y)cηx, (2.2.34)
and in terms of the velocity potentials, using (2.2.14), as
ηt = (ϕ˜i,y)c −
(
(ϕ˜i,x)c + γiη + κi
)
ηx. (2.2.35)
The kinematic boundary condition at the bottom, requiring that there is no velocity
component in the y-direction on the flatbed, is given by
(
ϕ˜1(x,−h1, t)
)
y
= 0 and
(
ψ1(x,−h1, t)
)
x
= 0 (2.2.36)
and, additionally, there is a kinematic boundary condition at the top, requiring that
there is no velocity component in the y-direction on the surface, given by
(
ϕ˜2(x, h2, t)
)
y
= 0 and
(
ψ2(x, h2, t)
)
x
= 0. (2.2.37)
2.2.3 Hamiltonian of the general flat-bottomed system
The Hamiltonian for the general flat-bottomed system is given as the sum of the
kinetic and potential energies by the functional H as
H(η,ui) =
1
2
ρ1
∫
R
η∫
−h1
(u21 + v
2
1)dydx+
1
2
ρ2
∫
R
h2∫
η
(u22 + v
2
2)dydx
+ ρ1g
∫
R
η∫
−h1
ydx+ ρ2g
∫
R
h2∫
η
ydx+
∫
R
h0dx (2.2.38)
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where h0 is a constant Hamiltonian density. Recalling the relationship between u
and ϕ˜i given by (2.2.4), where U(y) is defined via (2.2.6), gives
u2i + v
2
i = |∇ϕ˜i|2 + 2Uϕ˜i,x + U2
and the Hamiltonian can be written in terms of the dependent variables η(x, t) and
ϕ˜i(x, t) as
H(η, ϕ˜i) =
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx
+ ρ1
∫
R
η∫
−h1
Uϕ˜1,xdydx+ ρ2
∫
R
h2∫
η
Uϕ˜2,xdydx+
1
2
ρ1
∫
R
η∫
−h1
U2dydx
+
1
2
ρ2
∫
R
h2∫
η
U2dydx+ ρ1g
∫
R
η∫
−h1
y dydx+ ρ2g
∫
R
h2∫
η
y dydx+
∫
R
h0dx. (2.2.39)
Splitting the current into the 5 layers described by (2.2.5) gives
H(η, ϕ˜i) =
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx+ ρ1
∫
R
−l1∫
−m1
U1ϕ˜1,xdydx
+ ρ2
∫
R
h2∫
l2
U2ϕ˜2,xdydx+ ρ1γ1
∫
R
η∫
−l1
yϕ˜1,xdydx+ ρ2γ2
∫
R
l2∫
η
yϕ˜2,xdydx
+ρ1κ1
∫
R
η∫
−l1
ϕ˜1,xdydx+ρ2κ2
∫
R
l2∫
η
ϕ˜2,xdydx+
1
2
ρ1
∫
R
−l1∫
−m1
U21dydx+
1
2
ρ2
∫
R
h2∫
l2
U22dydx
+
1
2
ρ1
∫
R
η∫
−l1
(γ1y + κ1)
2dydx+
1
2
ρ2
∫
R
l2∫
η
(γ2y + κ2)
2dydx+ ρ1g
∫
R
η∫
−h1
y dydx
+ ρ2g
∫
R
h2∫
η
y dydx+
∫
R
h0dx. (2.2.40)
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2.2.4 The Hamiltonian using Dirichlet-Neumann operators
The Dirichlet-Neumann operator is introduced to enable the Hamiltonian to be
recast in terms of wave quantities only. It is essentially an operation combining
a boundary type condition called the ‘Dirichlet condition’ and a derivative type
condition called a ‘Neumann condition’ for a PDE. For a fluid domain bounded
below by a flatbed, and with a free surface, the Dirichlet-Neumann operator, denoted
by G(η), is the normal derivative of the velocity potential at the surface. Adapting
this to the two-media system under study, the Dirichlet-Neumann operator Gi(η) is
defined as [38]
Gi(η)φi = (ϕ˜ini )c
√
1 + η2x (2.2.41)
where ni is the unit exterior normal,
√
1 + (ηx)2 is a normalisation factor and
φi := (ϕ˜i)c (2.2.42)
has been introduced as the interface velocity potential. Alternatively, the Dirichlet-
Neumann operator can be defined as [34]
Gi(η)φi = (∇ϕi)c.(ni)c
√
1 + η2x. (2.2.43)
Recalling (n1)c from (2.2.11) means that, for Ω1,
G1(η)φ1 = (∇ϕ1)c.(−ηx, 1),
and similar for Ω2, and so
G1(η)φ1 = −ηx(ϕ˜1,x)c + (ϕ˜1,y)c (2.2.44)
G2(η)φ2 = ηx(ϕ˜2,x)c − (ϕ˜2,y)c. (2.2.45)and
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First, looking at the following terms in the Hamiltonian given by (2.2.40)
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx, (2.2.46)
the following identity [2] for some vector field A and some scalar field Φ
∇.(ΦA) = A.∇Φ + Φ∇.A
is used to write
∇.((∇ϕi)ϕi) = |∇ϕi|2 + (∆ϕi)ϕi.
However, ∆ϕi is zero (see (2.2.15)) and so
|∇ϕi|2 = ∇.
(
(∇ϕi)ϕi
)
. (2.2.47)
Using the divergence theorem the following Ω1 integral can expressed using outward
normals as shown in Figure 2.6 (p.24), following the procedure in [27], as
∫
R
η∫
−h1
∇.((∇ϕ˜1)ϕ˜1)dydx
=
∫
R
(
(∇ϕ˜1)cφ1
)
.(n1)c
√
1 + (ηx)2dx+
∫
R
(
(∇ϕ˜1)b(ϕ˜1)b
)
.(n1)b
√
1 + (ηx)2dx
(2.2.48)
recalling from (2.2.11) that
(n1)c = (−ηx, 1) and (n1)b = (0,−1).
From (2.2.36) (ϕ˜1,y)b = 0 and therefore
(∇ϕ˜1)b.(n1)b = (ϕ˜1,x, 0).(0,−1) = 0
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giving
η∫
−h1
∇.((∇ϕ˜1)ϕ˜1)dy = ((∇ϕ˜1)cφ1).(n1)c√1 + (ηx)2.
By comparison to the expression given for the Dirichlet-Neumann operator in (2.2.43)
G1(η)φ1 = ∇ϕ˜1.(n1)c
√
1 + (ηx)2
and so the first term of the Hamiltonian can be represented in terms of η and φ1 as
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx = 1
2
ρ1
∫
R
φ1G1(η)φ1dx. (2.2.49)
Similarly
1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx = 1
2
ρ2
∫
R
φ2G2(η)φ2dx (2.2.50)
and therefore the first 2 terms of (2.2.40) can be expressed in terms of Dirichlet-
Neumann operators as
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx
=
1
2
ρ1
∫
R
φ1G1(η)φ1dx+
1
2
ρ2
∫
R
φ2G2(η)φ2dx. (2.2.51)
Using the kinematic boundary conditions from (2.2.35)
G1(η)φ1 = −ηx(ϕ˜1,x)c + (ϕ˜1,y)c = ηt + (γ1η + κ1)ηx
G2(η)φ2 = ηx(ϕ˜2,x)c − (ϕ˜2,y)c = −ηt − (γ2η + κ2)ηxand
giving
G1(η)φ1 +G2(η)φ2 = µ (2.2.52)
34
where the function µ has been introduced as
µ(x) :=
(
(γ1 − γ2)η + (κ1 − κ2)
)
ηx. (2.2.53)
The term ρ1φ1 − ρ2φ2 is defined as per [5, 6] as
ξ := ρ1φ1 − ρ2φ2 (2.2.54)
and so it can be written that
(
ρ1G2(η) + ρ2G1(η)
)
φ1 = G2(η)ξ + ρ2µ(
ρ1G2(η) + ρ2G1(η)
)
φ2 = −G1(η)ξ + ρ1µ.and
Introducing the operator B [34] as
B := ρ1G2(η) + ρ2G1(η) (2.2.55)
the potentials φ1 and φ2 can be written as
φ1 = B
−1(G2(η)ξ + ρ2µ) (2.2.56)
φ2 = B
−1(−G1(η)ξ + ρ1µ). (2.2.57)and
Recalling (2.2.51) G2(η)φ2 is replaced using (2.2.52) and also using (2.2.54) means
1
2
ρ1
∫
R
φ1G1(η)φ1dx+
1
2
ρ2
∫
R
φ2G2(η)φ2dx =
1
2
∫
R
ξG1(η)φ1dx+
1
2
ρ2
∫
R
φ2µ dx.
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Inserting the expression for φ1 from (2.2.56) gives
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ2|2dydx
=
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx+
1
2
ρ2
∫
R
ξG1(η)B
−1µ dx
− 1
2
ρ2
∫
R
B−1G1(η)ξµ dx+
1
2
ρ1ρ2
∫
R
µB−1µ dx. (2.2.58)
The second and third terms cancel because the operators G1 and B are self-adjoint
(cf. [34], [36]) therefore the first two terms of (2.2.40) can be written as
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ2|2dydx
=
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx+
1
2
ρ1ρ2
∫
R
µB−1µ dx. (2.2.59)
Next, the third and fourth terms of (2.2.40) resolve to
C1
∫
R
ϕ˜1,xdx+ C2
∫
R
ϕ˜2,xdx
where C1 and C2 are constants. Due to the fact that
∫
R ϕ˜i,xdx = 0 (see Section
2.2.1) these terms are zero.
For a continuous function F (x, y) [27, 91]
( b(x)∫
a(x)
Fdy
)
x
=
b(x)∫
a(x)
Fxdy − F [x, a]ax + F [x, b]bx. (2.2.60)
The following corollary of (2.2.60) is introduced.
Corollary 1. Considering (2.2.60), and letting F = yϕ˜1, a = −l1 and b(x) = η(x),
the left-hand side is zero due to assumption (2.2.8) and therefore it can be written
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that
η(x)∫
−l1
yϕ˜1,xdy = −φ1ηηx.
Similarly letting F = yϕ˜2, a(x) = η(x) and b = l2
l2∫
η(x)
yϕ˜2,xdy = φ2ηηx.
Terms five and six of (2.2.40) are rewritten using Corollary 1 as
ρ1γ1
∫
R
η∫
−l1
yϕ˜1,xdydx+ ρ2γ2
∫
R
l2∫
η
yϕ˜2,xdydx = −
∫
R
(ρ1γ1φ1ηηx − ρ2γ2φ2ηηx)dx.
Now, inserting the expressions for φ1 and φ2 from (2.2.56) and (2.2.57), and expand-
ing this out, gives
ρ1γ1
∫
R
η∫
−h1
yϕ˜1,xdydx+ ρ2γ2
∫
R
h2∫
η
yϕ˜2,xdydx
=
∫
R
(−ρ1γ1B−1G2(η)ξ − ρ1ρ2γ1B−1µ− ρ2γ2B−1G1(η)ξ + ρ1ρ2γ2B−1µ)ηηxdx.
(2.2.61)
Similarly terms seven and eight of (2.2.40) are rewritten using Corollary 1 as
ρ1κ1
∫
R
η∫
−l1
ϕ˜1,xdydx+ ρ2κ2
∫
R
l2∫
η
ϕ˜2,xdydx = −
∫
R
(ρ1κ1φ1ηx − ρ2κ2φ2ηx)dx.
Again, inserting the expressions for φ1 and φ2 from (2.2.56) and (2.2.57) and ex-
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panding this out gives
ρ1κ1
∫
R
η∫
−l1
ϕ˜1,xdydx+ ρ2κ2
∫
R
l2∫
η
ϕ˜2,xdydx
=
∫
R
(− ρ1κ1B−1G2(η)ξ − ρ1ρ2κ1B−1µ− ρ2κ2B−1G1(η)ξ + ρ1ρ2κ2B−1µ)ηxdx.
(2.2.62)
Combining terms (2.2.61) and (2.2.62), and adding
(
(ρ2γ1 − ρ2γ1)η + ρ2κ1 − ρ2κ1
)
B−1G1(η)ξηx = 0,
allows the terms to be written as, recalling the definitions of µ (from (2.2.53)) and
B (from (2.2.55)),
∫
R
(− ρ1ρ2µB−1µ+ ρ2µB−1G1(η)ξ − (γ1η + κ1)ξηx)dx. (2.2.63)
Next, the ninth and tenth terms of (2.2.40) resolve to constants which are added to
the constant Hamiltonian density h0.
The remaining terms of (2.2.40) are rewritten as
1
2
ρ1
∫
R
η∫
−l1
(γ1y + κ1)
2dydx+
1
2
ρ2
∫
R
l2∫
η
(γ2y + κ2)
2dydx
+ ρ1g
∫
R
η∫
−h1
y dydx+ ρ2g
∫
R
h2∫
η
y dydx
=
ρ1
6γ1
∫
R
(γ1η + κ1)
3dx− ρ2
6γ2
∫
R
(γ2η + κ2)
3dx+
1
2
g(ρ1 − ρ2)
∫
R
η2dx. (2.2.64)
Substituting (2.2.59), (2.2.63) and (2.2.64) into the expression for the Hamiltonian
given in (2.2.40) gives the Hamiltonian of the system in terms of the conjugate vari-
ables η and ξ (noting the combination of the second terms in (2.2.59) and (2.2.63))
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as
H(η, ξ) =
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx− 1
2
ρ1ρ2
∫
R
µB−1µ dx−
∫
R
(γ1η + κ1)ξηxdx
+ρ2
∫
R
µB−1G1(η)ξ dx+
ρ1
6γ1
∫
R
(γ1η+κ1)
3dx− ρ2
6γ2
∫
R
(γ2η+κ2)
3dx+
1
2
g(ρ1−ρ2)
∫
R
η2dx
+
∫
R
h0dx. (2.2.65)
2.2.5 Dynamics of the general flat-bottomed system
The dynamics of the system will be calculated using functional calculus. The term
‘dynamics’, in this context, refers to the calculation of the time-derivatives of the
two conjugate variables in terms of functional derivatives of the functional H. These
will be referred to as the ‘equations of motion’.
Recalling the Hamiltonian from (2.2.40) the variation in the first two terms is
δ
[
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx
]
= ρ1
∫
R
η∫
−h1
(∇ϕ˜1).∇δϕ˜1dydx
+ ρ2
∫
R
h2∫
η
(∇ϕ˜2).∇δϕ˜2dydx+ 1
2
ρ1
∫
R
|∇ϕ˜1|2cδη dx−
1
2
ρ2
∫
R
|∇ϕ˜2|2cδη dx. (2.2.66)
Using the product rule
∇.((∇ϕ˜i)δϕ˜i) = ∇.(∇ϕ˜i)δϕ˜i + (∇ϕ˜i).∇(δϕ˜i)
but, due to the assumption of incompressibility (see (2.2.15)), ∆ϕi = 0 and so
(∇ϕ˜i).∇δϕ˜i = ∇.
(
(∇ϕ˜i)δϕ˜i
)
.
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Using the divergence theorem
∫∫
Ωi
∇.((∇ϕ˜i)δϕ˜i)dydx = ∫
R
(
(∇ϕ˜i)δϕ˜i
)
.nidS (2.2.67)
where ni is the outward normal vector and dS is an infinitesimal surface area.
Recalling (n1)c and (n1)b from (2.2.11) means that
∫
R
η∫
−h1
∇.((∇ϕ˜1)δϕ˜1)dydx
=
∫
R

(ϕ˜1,x)c
(ϕ˜1,y)c
 (δϕ˜1)c
 .
−ηx
1
 dx+ ∫
R

(ϕ˜1,x)b
(ϕ˜1,y)b
 (δϕ˜1)b
 .
 0
−1
 dx
and, recalling (n2)c and (n2)t from (2.2.12), means that
∫
R
h2∫
η
∇.((∇ϕ˜2)δϕ˜2)dydx
=
∫
R

(ϕ˜2,x)c
(ϕ˜2,y)c
 (δϕ˜2)c
 .
 ηx
−1
 dx+ ∫
R

(ϕ˜2,x)t
(ϕ˜2,y)t
 (δϕ˜2)t
 .
0
1
 dx.
Noting that the variations in the velocity potential at the flatbed and at the surface
are zero, the variation in the first two terms of (2.2.40) can be written as
δ
[
1
2
ρ1
∫
R
η∫
−h1
|∇ϕ˜1|2dydx+ 1
2
ρ2
∫
R
h2∫
η
|∇ϕ˜2|2dydx
]
= ρ1
∫
R
(
(ϕ˜1,y)c − (ϕ˜1,x)cηx
)
(δϕ˜1)cdx− ρ2
∫
R
(
(ϕ˜2,y)c − (ϕ˜2,x)cηx
)
(δϕ˜2)cdx
+
1
2
ρ1
∫
R
|∇ϕ˜1|2cδη dx−
1
2
ρ2
∫
R
|∇ϕ˜2|2cδη dx. (2.2.68)
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The variation in the third and fourth terms of (2.2.40) is
δ
[
ρ1
∫
R
−l1∫
−m1
U1ϕ˜1,xdydx+ ρ2
∫
R
h2∫
l2
U2ϕ˜2,xdydx
]
= δ
[
ρ1
−l1∫
−m1
U1(y)
∫
R
ϕ˜1,xdxdy + ρ2
h2∫
l2
U2(y)
∫
R
ϕ˜2,xdxdy
]
but, due to the assumption in (2.2.9), the variation is zero and so
δ
[
ρ1
∫
R
−l1∫
−m1
U1ϕ˜1,xdydx+ ρ2
∫
R
h2∫
l2
U2ϕ˜2,xdydx
]
= 0. (2.2.69)
The variation in the fifth and sixth terms of (2.2.40) is
δ
[
ρ1γ1
∫
R
η∫
−l1
yϕ˜1,xdydx+ ρ2γ2
∫
R
l2∫
η
yϕ˜2,xdydx
]
= ρ1γ1
∫
R
η(ϕ˜1,x)cδηdx
− ρ2γ2
∫
R
η(ϕ˜2,x)cδηdx+ ρ1γ1
∫
R
η∫
−l1
yδ(ϕ˜1,x)dydx+ ρ2γ2
∫
R
l2∫
η
yδ(ϕ˜2,x)dydx.
Now, using Corollary 1 (p.36)
ρ1γ1
∫
R
η∫
−l1
yδ(ϕ˜1,x)dydx+ ρ2γ2
∫
R
l2∫
η
yδ(ϕ˜2,x)dydx
= −ρ1γ1
∫
R
ηηx(δϕ˜1)cdx+ ρ2γ2
∫
R
ηηx(δϕ˜2)cdx,
and so
δ
[
ρ1γ1
∫
R
η∫
−l1
yϕ˜1,xdydx+ ρ2γ2
∫
R
l2∫
η
yϕ˜2,xdydx
]
= ρ1γ1
∫
R
η(ϕ˜1,x)cδηdx
− ρ2γ2
∫
R
η(ϕ˜2,x)cδηdx− ρ1γ1
∫
R
ηηx(δϕ˜1)cdx+ ρ2γ2
∫
R
ηηx(δϕ˜2)cdx. (2.2.70)
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The variation in the seventh and eight terms of (2.2.40) is
δ
[
ρ1κ1
∫
R
η∫
−l1
ϕ˜1,xdydx+ ρ2κ2
∫
R
l2∫
η
ϕ˜2,xdydx
]
= ρ1κ1
∫
R
(ϕ˜1,x)cδηdx
− ρ2κ2
∫
R
(ϕ˜2,x)cδηdx+ ρ1κ1
∫
R
η∫
−l1
δ(ϕ˜1,x)dydx+ ρ2κ2
∫
R
l2∫
η
δ(ϕ˜2,x)dydx.
Using Corollary 1 (p.36)
ρ1κ1
∫
R
η∫
−l1
δ(ϕ˜1,x)dydx+ ρ2κ2
∫
R
l2∫
η
δ(ϕ˜2,x)dydx
= −ρ1κ1
∫
R
ηx(δϕ˜1)cdx+ ρ2κ2
∫
R
ηx(δϕ˜2)cdx,
and so
δ
[
ρ1κ1
∫
R
η∫
−l1
ϕ˜1,xdydx+ ρ2κ2
∫
R
l2∫
η
ϕ˜2,xdydx
]
= ρ1κ1
∫
R
(ϕ˜1,x)cδηdx
− ρ2κ2
∫
R
(ϕ˜2,x)cδηdx− ρ1κ1
∫
R
ηx(δϕ˜1)cdx+ ρ2κ2
∫
R
ηx(δϕ˜2)cdx. (2.2.71)
The variation in the ninth and tenth terms of (2.2.40) is
δ
[
1
2
ρ1
∫
R
−l1∫
−m1
U21dydx+
1
2
ρ2
∫
R
h2∫
l2
U22dydx
]
= C, (2.2.72)
where C is a constant, and therefore this variation will not contribute to the dy-
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namics. The variations in the remaining terms of (2.2.40) are
δ
[
1
2
ρ1γ
2
1
∫
R
η∫
−l1
y2dydx+
1
2
ρ2γ
2
2
∫
R
l2∫
η
y2dydx
]
=
1
2
ρ1γ
2
1
∫
R
η2δη dx− 1
2
ρ2γ
2
2
∫
R
η2δηdx,
δ
[
1
2
ρ1κ
2
1
∫
R
η∫
−l1
dydx+
1
2
ρ2κ
2
2
∫
R
l2∫
η
dydx
]
=
1
2
ρ1κ
2
1
∫
R
δηdx− 1
2
ρ2κ
2
2
∫
R
δηdx and
δ
[
ρ1γ1κ1
∫
R
η∫
−h1
ydx+ ρ2γ2κ2
∫
R
h2∫
η
ydx+ ρ1g
∫
R
η∫
−h1
ydx+ ρ2g
∫
R
h2∫
η
ydx
]
= ρ1(g + γ1κ1)
∫
R
ηδηdx− ρ2(g + γ2κ2)
∫
R
ηδηdx (2.2.73)
plus some constants which will not contribute to the dynamics.
Using (2.2.68), (2.2.69), (2.2.70), (2.2.71), (2.2.72) and (2.2.73) the variation is
δH =
∫
R
(
ρ1
(
(ϕ˜1,y)c − (ϕ˜1,x)cηx
)
(δϕ˜1)c − ρ2
(
(ϕ˜2,y)c − (ϕ˜2,x)cηx
)
(δϕ˜2)c
+
1
2
ρ1|∇ϕ˜1|2cδη −
1
2
ρ2|∇ϕ˜2|2cδη + ρ1γ1η(ϕ˜1,x)cδη − ρ2γ2η(ϕ˜2,x)cδη − ρ1γ1ηηx(δϕ˜1)c
+ ρ2γ2ηηx(δϕ˜2)c + ρ1κ1(ϕ˜1,x)cδη − ρ2κ2(ϕ˜2,x)cδη − ρ1κ1ηx(δϕ˜1)c + ρ2κ2ηx(δϕ˜2)c
+
1
2
ρ1γ
2
1η
2δη−1
2
ρ2γ
2
2η
2δη+
1
2
ρ1κ
2
1δη−
1
2
ρ2κ
2
2δη+ρ1(g+γ1κ1)ηδη−ρ2(g+γ2κ2)ηδη
)
dx.
From the kinematic boundary condition (2.2.35)
ρi
(
(ϕ˜i,y)c − (ϕ˜i,x)cηx
)− ρiγiηηx − ρiκiηx = ρiηt
and so
δH =
∫
R
(
ρ1ηt(δϕ˜1)c − ρ2ηt(δϕ˜2)c + 1
2
ρ1|∇ϕ˜1|2cδη −
1
2
ρ2|∇ϕ˜2|2cδη
+ ρ1γ1η(ϕ˜1,x)cδη − ρ2γ2η(ϕ˜2,x)cδη + ρ1κ1(ϕ˜1,x)cδη − ρ2κ2(ϕ˜2,x)cδη + 1
2
ρ1γ
2
1η
2δη
− 1
2
ρ2γ
2
2η
2δη +
1
2
ρ1κ
2
1δη −
1
2
ρ2κ
2
2δη + ρ1(g + γ1κ1)ηδη − ρ2(g + γ2κ2)ηδη
)
dx.
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Noting that the variation of the velocity potential on the wave is given as [27]
(δϕ˜i)c = δφi − (ϕ˜i,y)cδη (2.2.74)
it can be written that
δH =
∫
R
(
− ρ1ηt(ϕ˜1,y)c + ρ2ηt(ϕ˜2,y)c + 1
2
ρ1|∇ϕ˜1|2c −
1
2
ρ2|∇ϕ˜2|2c
+ ρ1γ1η(ϕ˜1,x)c − ρ2γ2η(ϕ˜2,x)c + ρ1κ1(ϕ˜1,x)c − ρ2κ2(ϕ˜2,x)c + 1
2
ρ1γ
2
1η
2
− 1
2
ρ2γ
2
2η
2 +
1
2
ρ1κ
2
1 −
1
2
ρ2κ
2
2 + ρ1(g + γ1κ1)η − ρ2(g + γ2κ2)η
)
δηdx
+ ρ1
∫
R
ηtδφ1dx− ρ2
∫
R
ηtδφ2dx. (2.2.75)
Fixing φi therefore gives the variation with respect to η as
δH
δη
= −ρ1ηt(ϕ˜1,y)c + ρ2ηt(ϕ˜2,y)c + 1
2
ρ1|∇ϕ˜1|2c −
1
2
ρ2|∇ϕ˜2|2c
+ ρ1γ1η(ϕ˜1,x)c − ρ2γ2η(ϕ˜2,x)c + ρ1κ1(ϕ˜1,x)c − ρ2κ2(ϕ˜2,x)c + 1
2
ρ1γ
2
1η
2
− 1
2
ρ2γ
2
2η
2 +
1
2
ρ1κ
2
1 −
1
2
ρ2κ
2
2 + ρ1(g + γ1κ1)η − ρ2(g + γ2κ2)η. (2.2.76)
Recalling the definitions of ψi and ϕ˜i from (2.2.13) and (2.2.14) means that
|∇ψi|2c = |∇ϕ˜i|2c + γ2i η2 + κ2i + 2γiκiη + 2γiη(ϕ˜i,x)c + 2κi(ϕ˜i,x)c
and so
1
2
|∇ϕ˜i|2c +
1
2
γ2i η
2 + γiη(ϕ˜i,x)c =
1
2
|∇ψi|2c −
1
2
κ2i − γiκiη − κi(ϕ˜i,x)c.
The variation with respect to η is therefore
δH
δη
= −ρ1ηt(ϕ˜1,y)c + ρ2ηt(ϕ˜2,y)c + 1
2
ρ1|∇ψ1|2c −
1
2
ρ2|∇ψ2|2c + (ρ1− ρ2)gη. (2.2.77)
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From the Bernoulli condition (2.2.32)
1
2
ρ1|∇ψ1|2c −
1
2
ρ2|∇ψ2|2c + (ρ1 − ρ2)gη
= −ρ1(ϕ˜1,t)c + ρ2(ϕ˜2,t)c + ρ1(γ1 + 2ω)χ1 − ρ2(γ2 + 2ω)χ2 (2.2.78)
and the variation with respect to η is
δH
δη
= −ρ1ηt(ϕ˜1,y)c+ρ2ηt(ϕ˜2,y)c−ρ1(ϕ˜1,t)c+ρ2(ϕ˜2,t)c+ρ1(γ1+2ω)χ1−ρ2(γ2+2ω)χ2.
Using (2.2.74) this means that
φi,t = (ϕ˜i,t)c + (ϕ˜i,y)cηt
and the variation with respect to η is
δH
δη
= −ξt + ρ1(γ1 + 2ω)χ1 − ρ2(γ2 + 2ω)χ2. (2.2.79)
At the interface, using (2.2.13), the velocity components can respectively be defined
in terms of the stream functions for Ω1 and Ω2 as
(u1)c = (ψ1,y)c and (v1)c = −(ψ1,x)c
(u2)c = (ψ2,y)c and (v2)c = −(ψ2,x)c.and
However, at any moment in time any arbitrary point (x, η) at the interface will be
moving at a distinct velocity which can be measured independent of knowing the
vorticities or velocity potentials, that is (u1)c = (u2)c and (v1)c = (v2)c, therefore
(ψ1,y)c = (ψ2,y)c and (ψ1,x)c = (ψ2,x)c.
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This means that
(∇ψ1)c = (∇ψ2)c
and so (ψ1)c and (ψ2)c differ only by a constant. As potentials are modulo an additive
constant, using assumption (2.2.10), as the absolute value of x goes to infinity then
χi goes to zero. Therefore (ψ1)c and (ψ2)c are equal, that is
χ1 = χ2,
and so it is a natural physical fact that there is no flow through the common interface.
The function
χ := χ1 = χ2 (2.2.80)
is therefore defined. The constant terms ρ1(γ1 + 2ω) − ρ2(γ2 + 2ω) are rearranged
and defined via a new constant Γ where
Γ := ρ1γ1 − ρ2γ2 + 2ω(ρ1 − ρ2), (2.2.81)
which will be referred to as the ‘system constant’. The variation with respect to η,
given by (2.2.79), is therefore
δH
δη
= −ξt + Γχ. (2.2.82)
Recalling (2.2.75), but fixing η,
δH|δη=0 = ρ1
∫
R
ηtδφ1dx− ρ2
∫
R
ηtδφ2dx.
Recalling the definition of ξ from (2.2.54), and noting that δ is additive,
δξ = ρ1δφ1 − ρ2δφ2
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which means that
δH
δξ
= ηt. (2.2.83)
Equations (2.2.82) and (2.2.83) therefore give the non-canonical system
ηt =
δH
δξ
and ξt = −δH
δη
+ Γχ (2.2.84)
referred to as a nearly-canonical system, due to the linearity of the χ term, in [27].
The χ term may be written in terms of the conjugate variables via the following
lemma and corollary.
Lemma 1. The evaluation of the stream function at the interface, χ, may be written
in terms of the wave elevation function, η, as:
χ(x, t) = −
x∫
−∞
ηt(x
′, t)dx′.
Proof. On one hand, from (2.2.34),
ηt = −(ψi,x)c − (ψi,y)cηx (2.2.85)
but, on the other hand, if t is considered as being a parameter,
d
dx
χ(x, t) =
d
dx
ψi(x, η(x, t), t)
= (ψi,x)c + (ψi,y)cηx. (2.2.86)
By comparing (2.2.85) and (2.2.86), and using the fundamental theorem of calculus
for x ∈ [−∞,+∞], means that
d
dx
χ(x, t) = −ηt (2.2.87)
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and so
χ(x, t) = −
x∫
−∞
ηt(x
′, t)dx′ (2.2.88)
therefore proving the lemma.
Corollary 2. Using Lemma 1 and the equation for ηt in (2.2.83) the evaluation of
the stream function at the interface, χ, may be written in terms of the functional
derivative of the Hamiltonian, H, with respect to the evaluation of the velocity po-
tential at the interface, ξ, as:
χ(x, t) = −
x∫
−∞
δH
δξ(x′)
dx′.
The equations of motion in (2.2.84) may therefore be written, using Lemma 1, in
terms of η and ξ only (as opposed to η, ξ and χ) as the non-canonical system
ηt =
δH
δξ
and ξt = −δH
δη
− Γ
x∫
−∞
ηt(x
′, t)dx′, (2.2.89)
or, using Corollary 2, as the non-canonical system
ηt =
δH
δξ
and ξt = −δH
δη
− Γ
x∫
−∞
δH
δξ(x′)
dx′. (2.2.90)
The following related lemma and corollary are also given.
Lemma 2. ∫
R
ηt(x, t)dx = 0.
Proof. From the assumption in (2.2.10)
lim
|x|→∞
χ(x, t) = 0.
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Using Lemma 1 this means that
∫
R
ηt(x, t)dx = 0 (2.2.91)
therefore proving Lemma 2.
Corollary 3. Using Lemma 2
∫
R
ηt(x, t)dx = 0 ⇒
∫
R
η(x, t)dx is constant.
Remark. As
∫
R η dx is a conserved quantity it can be taken, for convenience, to
be zero.
Canonical equations of motion can be achieved using a variable transformation as
follows. The velocity potential at the interface, ξ, is transformed to a new variable,
ζ, via the transformation (cf. [88])
ξ → ζ = ξ + Γ
2
x∫
−∞
η(x′, t)dx′. (2.2.92)
Canonical Hamiltonian structure is proved by the following theorem.
Theorem 1. The system under study is a canonical Hamiltonian system described
by the phase space variables η and ζ.
Proof. Equation (2.2.84) can be written via (2.2.82) and (2.2.83) as
δH =
∫
R
(−ξt + Γχ)δη dx+
∫
R
ηtδξ dx.
Applying the variable transformation given by (2.2.92) the variation can be written
as
δH =
∫
R
(
− ζt + Γ
2
x∫
−∞
ηt(x
′)dx′ + Γχ
)
δη(x)dx+
∫
R
(
ηtδζ − Γ
2
ηt
x∫
−∞
δη(x′)dx′
)
dx.
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Using Lemma 1 (p.47) the second and third terms can be combined giving
δH =
∫
R
(
− ζt + Γ
2
χ
)
δη(x)dx+
∫
R
(
ηtδζ − Γ
2
ηt
x∫
−∞
δη(x′)dx′
)
dx. (2.2.93)
Next, using integration by parts,
∫
R
ηt
( x∫
−∞
δη(x′)dx′
)
dx
=
[ x∫
−∞
δη(x′)dx′
x∫
−∞
ηt(x
′′)dx′′
]+∞
−∞
−
∫
R
( x∫
−∞
ηt(x
′′)dx′′
)
δη(x)dx. (2.2.94)
The first term on the right-hand side is zero due to Lemma 2 and applying Lemma
1 to the other term means (2.2.93) can be rewritten as
δH =
∫
R
(
− ζt + Γ
2
χ
)
δη(x)dx+
∫
R
(
ηtδζ − Γ
2
χδη(x)
)
dx.
Noting the cancellation of the χ terms this gives the canonical Hamiltonian system
ζt = −δH
δη
and ηt =
δH
δζ
. (2.2.95)
The Hamiltonian (2.2.65) can be expressed in terms of canonical variables η and ζ
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as
H(η, ζ) =
1
2
∫
R
(
ζ +
Γ
2
x∫
−∞
η(x′, t)dx′
)
G1(η)B
−1G2(η)
(
ζ +
Γ
2
x∫
−∞
η(x′, t)dx′
)
dx
− 1
2
ρ1ρ2
∫
R
µB−1µ dx−
∫
R
(γ1η + κ1)
(
ζ +
Γ
2
x∫
−∞
η(x′, t)dx′
)
ηxdx
+ ρ2
∫
R
µB−1G1(η)
(
ζ +
Γ
2
x∫
−∞
η(x′, t)dx′
)
dx+
ρ1
6γ1
∫
R
(γ1η + κ1)
3dx
− ρ2
6γ2
∫
R
(γ2η + κ2)
3dx+
1
2
g(ρ1 − ρ2)
∫
R
η2dx+
∫
R
h0dx. (2.2.96)
2.2.6 Hamiltonian structure using Poisson brackets
A Poisson bracket is a binary operation represented using {, }. For a given system the
Poisson bracket can be defined for two functionals, A = A(pi, qi) and B = B(pi, qi),
as [65]
{A,B} :=
n∑
i=1
(
∂A
∂qi
∂B
∂pi
− ∂A
∂pi
∂B
∂qi
)
,
where n is the number of degrees of freedom and p and q are the variables
p = (p1, p2, ..., pn) and q = (q1, q2, ..., qn).
However, for an irrotational Hamiltonian fluid system in which the variables are the
canonical variables η and ξ, which themselves depend on x, that is A(p, q) is replaced
by A(η(x), ξ(x)) and B(p, q) is replaced by B(η(x), ξ(x)), functional derivatives must
be used. Also, as a continuum is being considered, the summation is replaced with
an integral with respect to x. So the definition is rewritten as the canonical Poisson
bracket
{A,B}can =
∫
R
(
δA
δη(x)
δB
δξ(x)
− δA
δξ(x)
δB
δη(x)
)
dx. (2.2.97)
However, the system under study is rotational and so the non-canonical Poisson
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bracket is defined as [88]
{A,B}noncan =
∫
R
(
δA
δη(x)
δB
δξ(x)
− δA
δξ(x)
δB
δη(x)
)
dx− Γ
∫
R
(
δA
δξ(x)
x∫
−∞
δB
δξ(x′)
dx′
)
dx
(2.2.98)
where the system constant Γ, as defined in (2.2.81), is vorticity related.
The axiomatic properties of the Poisson brackets are [79]
1. {A,B} = −{B,A} (Skew-symmetry)
2. {αA+ βB,C} = α{A,C}+ β{B,C} (Bilinearity)
3. {A, {B,C}}+ {B, {C,A}}+ {C, {A,B}} = 0 (The Jacobi identity)
4. {A,BC} = {A,B}C +B{A,C} (Leibniz’ rule)
where A, B and C are functionals of η and ξ, and α and β are scalars (that is they
are independent of η and ξ).
Looking at the non-canonical equations of motion in (2.2.90)
ηt =
δH
δξ
and ξt = −δH
δη
− Γ
x∫
−∞
δH
δξ(x′)
dx′ (2.2.99)
the transformations (cf. [26])
η → q (2.2.100)
ξ → p− Γ
2
x∫
+∞
η(x′)dx′ (2.2.101)and
are introduced. The variation in A is given by
δA(η(x), ξ(x)) =
∫
R
δA
δη
δηdx+
∫
R
δA
δξ
δξdx. (2.2.102)
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However, under the transformation
A(η(x), ξ(x)) → A(q(x), p(x)), (2.2.103)
and using the chain rule,
δA(η(x), ξ(x)) =
∫
R
δA
δp(x′)
δp(x′)
δη(x)
δη(x)dx′ +
∫
R
δA
δq(x′)
δq(x′)
δη(x)
δη(x)dx′
+
∫
R
δA
δp(x′)
δp(x′)
δξ(x)
δξ(x)dx′ +
∫
R
δA
δq(x′)
δq(x′)
δξ(x)
δξ(x)dx′. (2.2.104)
It is noted, by introducing the Dirac delta function [43, 67], that
δf(x)
δf(y)
= δ(y − x). (2.2.105)
Considering the variation in η to be zero means
δA
δξ
=
∫
R
δA
δp(x′)
δp(x′)
δξ(x)
dx′ +
∫
R
δA
δq(x′)
δq(x′)
δξ(x)
dx′.
Using (2.2.105), and noting the independence of q and ξ, means that
δA
δξ
=
δA
δp
. (2.2.106)
Considering the variation in ξ to be zero means
δA
δη
=
∫
R
δA
δp(x′)
δp(x′)
δη(x)
dx′ +
∫
R
δA
δq(x′)
δq(x′)
δη(x)
dx′.
Noting the independence of ξ and η
δp
δη
=
Γ
2
x′∫
+∞
δη(x′′)
δη(x)
dx′′
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and so, using (2.2.105), this gives
δp
δη
=
Γ
2
x′∫
+∞
δ(x′′ − x)dx′′.
This means that
δA
δη
=
Γ
2
∫
R
δA
δp(x′)
( x′∫
+∞
δ(x′′ − x)dx′′
)
dx′ +
∫
R
δA
δq(x′)
δ(x− x′)dx′ (2.2.107)
and so
δA
δη
=
Γ
2
∫
R
δA
δp(x′)
( x′∫
+∞
δ(x′′ − x)dx′′
)
dx′ +
δA
δq
. (2.2.108)
The Heaviside function, θ, is introduced defined by
θ(x) =
 0 if x < 01 if x > 0 (2.2.109)
which has the property that
θ(x) =
x∫
−∞
δ(x′)dx′.
This means that
x′∫
+∞
δ(x′′ − x)dx′′ = θ(x′ − x)− θ(∞)
and therefore
δA
δη
=
Γ
2
∫
R
δA
δp(x′)
(
θ(x′ − x)− θ(∞)
)
dx′ +
δA
δq
.
Noting from the definition of the Heaviside function that θ(∞) = 1 therefore
θ(x′ − x) =
 0 if x
′ − x < 0
1 if x′ − x > 0
⇒ θ(x′ − x)− θ(∞) =
 −1 if x
′ − x < 0
0 if x′ − x > 0
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which means that
∫
R
(
θ(x′ − x)− θ(∞))dx′ = −θ(x− x′)
and so
δA
δη
= −Γ
2
∫
R
δA
δp(x′)
θ(x− x′)dx′ + δA
δq
.
Recalling the definition of the Heaviside function in (2.2.109) clearly
δA
δη
= −Γ
2
x∫
−∞
δA
δp(x′)
dx′ +
δA
δq
.
Equation (2.2.98) is therefore written in terms of p and q as
{A,B}noncan = −Γ
2
∫
R
(
δB
δp(x)
x∫
−∞
δA
δp(x′)
dx′
)
dx+
∫
R
δA
δq(x)
δB
δp(x)
dx
− Γ
2
∫
R
(
δA
δp(x)
x∫
−∞
δB
δp(x′)
dx′
)
dx−
∫
R
δA
δp(x)
δB
δq(x)
dx. (2.2.110)
Examining this, in the case that there is anti-symmetry with regard to A and B
such that
∫
R
(
δB
δp(x)
x∫
−∞
δA
δp(x′)
dx′
)
dx = −
∫
R
(
δA
δp(x)
x∫
−∞
δB
δp(x′)
dx′
)
dx, (2.2.111)
the Γ/2 terms cancel and so the Poisson brackets can be represented canonically as
{A,B}can =
∫
R
(
δA
δq
δB
δp
− δA
δp
δB
δq
)
dx. (2.2.112)
The condition in (2.2.111) can be written with respect to ξ, noting the equivalence
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of differentiation with respect to p and ξ given in (2.2.106), as
∫
R
(
δB
δξ(x)
x∫
−∞
δA
δξ(x′)
dx′
)
dx = −
∫
R
(
δA
δξ(x)
x∫
−∞
δB
δξ(x′)
dx′
)
dx (2.2.113)
which is true if, and only if, the functional A (or equivalently B) satisfies the con-
dition ∫
R
δA
δξ
dx = 0. (2.2.114)
This is indeed true in the case that A is the Hamiltonian H due to, using Corollary
2 (p.48) and the assumption given in (2.2.10),
∫
R
δH
δξ
dx = lim
|x|→∞
χ(x, t) = 0. (2.2.115)
In the case of canonical Poisson brackets adherence to the axioms is automatic. An-
other equivalent proof is demonstrated in Appendix B without the variable trans-
formation. The equivalence of the Poisson bracket to the equations of motion is
proved by the following theorem.
Theorem 2. The non-canonical Poisson brackets of the conjugate variables and the
Hamiltonian are equivalent to the time derivatives of the conjugate variables.
Proof. Recalling the non-canonical brackets from (2.2.98), where A is chosen to
be the conjugate variables η and ξ represented by the function f(x) and B is the
functional H,
{f,H} =
∫
R
(
δf
δη(x)
δH
δξ(x)
− δf
δξ(x)
δH
δη(x)
)
dx− Γ
∫
R
(
δf
δξ(x)
x∫
−∞
δH
δξ(x′)
dx′
)
dx.
The Poisson brackets {ξ,H} and {η,H} need to be calculated. {ξ,H} is calculated
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first as
{ξ,H} =
∫
R
(
δξ(x′)
δη(x)
δH
δξ(x)
− δξ(x
′)
δξ(x)
δH
δη(x)
)
dx− Γ
∫
R
(
δξ(x′)
δξ(x)
x∫
−∞
δH
δξ(x′)
dx′
)
dx.
Using (2.2.105), and noting the independence of η and ξ, means that
{ξ,H} = −
∫
R
δ(x− x′) δH
δη(x)
dx− Γ
∫
R
(
δ(x− x′)
x∫
−∞
δH
δξ(x′)
dx′
)
dx
and therefore
{ξ,H} = −δH
δη
− Γ
x∫
−∞
δH
δξ(x′)
dx′. (2.2.116)
Similarly, {η,H} can be calculated as
{η,H} =
∫
R
(
δη(x′)
δη(x)
δH
δξ(x)
− δη(x
′)
δξ(x)
δH
δη(x)
)
dx− Γ
∫
R
δη(x)
δξ(x)
( x∫
−∞
δH
δξ(x′)
dx′
)
dx.
Using (2.2.105), and noting the independence of η and ξ, means that
{η,H} =
∫
R
δ(x− x′) δH
δξ(x)
dx
and therefore
{η,H} = δH
δξ
. (2.2.117)
By comparing (2.2.116) and (2.2.117) with the non-canonical system in (2.2.90)
ηt =
δH
δξ
and ξt = −δH
δη
− Γ
x∫
−∞
δH
δξ(x′)
dx′, (2.2.118)
and so
ft = {f,H} (2.2.119)
therefore proving the equivalence of the Poisson bracket procedure to the calculation
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of the dynamics.
2.2.7 Discussion and conclusions
A two-media fluid system separated by a two-dimensional internal wave, bounded
above by a flat surface and below by a flat bottom, was considered. The system
was considered to be inviscid and incompressible. A realistic representation of a
depth-dependent current was presented which considered shear vorticity in the lay-
ers adjacent to the internal wave, arbitrary layers and an abyssal layer. The system
included a vortex sheet. As the system was considered to be present on the surface
of the Earth, Coriolis forces were included. The fact that the system was stratified,
rotational, with a depth-dependent current and in a non-inertial frame of reference
means that the system is quite general and it is noted that many studies of fluid
systems do not include all these factors. The Hamiltonian approach was taken.
By introducing an overall interface velocity potential, interface stream function,
Dirichlet-Neumann operators and an operator which effectively acted as an overall
Dirichlet-Neumann operator this meant that the Hamiltonian could be determined
by interface quantities only. The Hamiltonian was then recast in terms of conjugate
variables and the equations of motion were found to be non-canonical. Canonical
equations were established by a transformation of the overall interface velocity po-
tential. The results of the Hamiltonian formulation were published in [18]. The
importance of the introduction of the interface quantities means that it is not neces-
sary to know what is happening at all points in the system at all times but only what
is happening at the interface. The introduction of the complex potential allows an
analytic continuation of these quantities to the body of the fluid. Another important
result is that although layers with arbitrary currents were introduced they did not
affect the dynamics; the dynamics depend on the strip only. One useful addition to
the system was the introduction of a variable which depends on the difference in the
two vorticities and the two currents. This allows for the recovery of various already
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known results and eliminates the necessity to present all studied systems using first
principles.
2.3 Special cases of the general flat-bottomed sys-
tem
In this section the general flat-bottomed system, studied in Section 2.2, is recalled,
noting that the Hamiltonian contains a variable which can be used as a ‘tuning’
variable to recover various systems. It is noted again that some of these systems
have been generated from first principles by the author but the usefulness of this
variable means the inclusion of this technical detail is not necessary (but is available
in the appropriate articles if required).
2.3.1 The general flat-bottomed system in an inertial frame
of reference
The general flat-bottomed system is reconsidered in the case that the system is in
an inertial (based on an infinite plane) rather than a non-inertial (rotating Earth)
frame of reference. This is equivalent to setting ω, the Earth’s rotational speed, to
zero.
When calculating the dynamics equation (2.2.78) for the general flat-bottomed sys-
tem
1
2
ρ1|∇ψ1|2c −
1
2
ρ2|∇ψ2|2c + (ρ1 − ρ2)gη
= −ρ1(ϕ˜1,t)c + ρ2(ϕ˜2,t)c + ρ1(γ1 + 2ω)χ1 − ρ2(γ2 + 2ω)χ2
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reduces to
1
2
ρ1|∇ψ1|2c −
1
2
ρ2|∇ψ2|2c + (ρ1 − ρ2)gη = −ρ1(ϕ˜1,t)c + ρ2(ϕ˜2,t)c + ρ1γ1χ1 − ρ2γ2χ2
and so the variation with respect to η is
δH
δη
= −ρ1ηt(ϕ˜1,y)c + ρ2ηt(ϕ˜2,y)c − ρ1(ϕ˜1,t)c + ρ2(ϕ˜2,t)c + ρ1γ1χ1 − ρ2γ2χ2.
Noting the terms that are related to the interface stream functions χi, the effect of
considering the system to be in a non-inertial reference frames is therefore simply
that it transforms the system constant
Γ = ρ1γ1 − ρ2γ2
to
Γ = ρ1γ1 − ρ2γ2 + 2ω(ρ1 − ρ2)
but otherwise does not affect the dynamics of the system. This means that the
rotational frame of reference can always be considered when modelling geophysical
waves as it has trivial implications on the complexity of calculations. This result
was one of the key findings published in [13].
2.3.2 The wave-only system
The general flat-bottomed system is reconsidered in the case that it is irrotational,
there is no current and the system is in an inertial frame of reference, that is the
system is considered to be wave-only. This is sometimes called the ‘naked’ system.
The Hamiltonian, given the label H0, and associated equations of motion can easily
be recovered from the general flat-bottomed system by tuning the variable µ (defined
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in (2.2.53)). In the wave-only system
γ1 = γ2 = κ1 = κ2 = 0
and so replacing these values, noting that µ = 0, in the Hamiltonian given by (2.2.65)
means that
H0(η, ξ) =
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx+
1
2
g(ρ1 − ρ2)
∫
R
η2dx+
∫
R
h0dx. (2.3.1)
Looking at the equations of motion for the general flat-bottomed system in (2.2.84),
and considering that the system constant Γ, defined in (2.2.81), for the wave-only
system is zero, then clearly the equations of motion are the following canonical
equations
ηt =
δH0
δξ
and ξt = −δH0
δη
(2.3.2)
recovering Zakharov’s result in [93].
2.3.3 The current-free system
The general flat-bottomed system is reconsidered in the case that there is no current.
This current-free system was constructed from first principles in [12]. However, the
Hamiltonian and associated equations of motion can easily be recovered from the
general flat-bottomed system by tuning the variable µ (defined in (2.2.53)). In the
current-free system κ1 and κ2 are both zero and so replacing these values, noting
that
µ = (γ1 − γ2)ηηx,
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in the Hamiltonian given by (2.2.65) means that
H(η, ξ) =
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx− 1
2
ρ1ρ2(γ1 − γ2)2
∫
R
ηηxB
−1ηηxdx
− γ1
∫
R
ξηηxdx+ ρ2(γ1 − γ2)
∫
R
ηηxB
−1G1(η)ξ dx+
1
6
(
ρ1γ
2
1 − ρ2γ22
) ∫
R
η3dx
+
1
2
g(ρ1 − ρ2)
∫
R
η2dx+
∫
R
h0dx. (2.3.3)
Values for φ1 and φ2 from (2.2.56) and (2.2.57) can be inserted into the definition
of ξ in (2.2.54) giving
ξ = ρ1
(
B−1
(
G2(η)ξ + ρ2µ
))− ρ2(B−1(−G1(η)ξ + ρ1µ)).
Inserting this into the third term in (2.3.3) gives
H(η, ξ) =
1
2
∫
R
ξ
(
G1(η)B
−1G2(η)
)
ξ dx− 1
2
ρ1ρ2(γ1 − γ2)2
∫
R
ηηxB
−1ηηxdx
−
∫
R
ηηxB
−1(ρ1γ1G2(η)ξ + ρ2γ2G1(η)ξ)dx+ 1
6
(ρ1γ
2
1 − ρ2γ22)
∫
R
η3dx
+
1
2
(ρ1 − ρ2)g
∫
R
η2dx+
∫
R
h0dx. (2.3.4)
Remark. The sign of the third term, which is linearly related to vorticity, in the
Hamiltonians published in [12, 13] is positive as the opposite convention was used
for the definition of vorticity (vx − uy) in these articles. Additionally, the symbol ω
rather than γ was used to represent vorticity in [12] but γ is used in this thesis to
avoid duplication with the Earth’s rotational speed.
2.3.4 Linear irrotational profile in the strip
Consider the fluid system as shown in Figure 2.7. The current profile is such that
there is a current, κ, which is constant throughout the strip but the strip is irrota-
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tional.
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Figure 2.7: Current profile for a linear irrotational profile in the strip
The current profile is defined by
U(y) =

−σ3 for y = h2 (surface)
U2(y) for h2 ≥ y ≥ l2 (layer I)
σ2 for y = l2
κ for l2 ≥ y ≥ −l1 (the strip: layers II and III)
σ1 for y = −l1
U1(y) for − l1 ≥ y ≥ −m1 (layer IV)
0 for −m1 ≥ y ≥ −h1 (layer V)
(2.3.5)
where σ1, σ2, σ3, li, m1, hi and κ are positive constants. Irrotationality in the strip
requires that σ1 = σ2. Again, the Hamiltonian and associated equations of motion
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can easily be recovered from the general flat-bottomed system by tuning the variable
µ (defined in (2.2.53)). In this system
γ1 = γ2 = 0 and κ1 = κ2 = κ 6= 0
and so replacing these values, noting that µ = 0, in the Hamiltonian given by (2.2.65)
means that
H(η, ξ) =
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx−κ
∫
R
ξηx dx+
1
2
g(ρ1−ρ2)
∫
R
η2dx+
∫
R
h0dx
(2.3.6)
plus some constants which have been added to the Hamiltonian density. The Hamil-
tonian in the format published in [17] is therefore recovered. By comparison with
the wave-only Hamiltonian H0 in (2.3.1)
H(η, ξ) = H0 − κ
∫
R
ξηx dx. (2.3.7)
Before the equations of motion are calculated a theorem is introduced.
Theorem 3. Functional differentiation of the Hamiltonian with respect to one of
the conjugate variables, η or ξ, is equivalent to minus the x-derivative of the partial
derivative with respect to the x-derivative of the variable.
Proof. For f(x) = {η(x), ξ(x)} integration by parts is used as follows [70]:
∫
R
∂H
∂f ′
δf ′dx =
[
∂H
∂f ′
δf
]+∞
−∞
−
∫
R
∂x
(
∂H
∂f ′
)
δfdx
and, as the right hand side is zero due to the assumptions in (2.2.7)-(2.2.9), therefore
∫
R
∂H
∂f ′
δf ′dx = −
∫
R
∂x
(
∂H
∂f ′
)
δfdx
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and so
δH
δf
≡ −
(
∂H
∂f ′
)
x
. (2.3.8)
The functional derivatives are therefore
δH
δξ
=
δH0
δξ
− κηx
and, using Theorem 3,
δH
δη
=
δH0
δη
+ κξx.
As this system is irrotational the equations of motion are (as per (2.3.2))
ηt =
δH
δξ
and ξt = −δH
δη
(2.3.9)
and so this gives the equations of motion as
ηt =
δH0
δξ
− κηx and ξt = −δH0
δη
− κξx. (2.3.10)
The variables are transformed to ‘shifted’ variables using the Galilean shift
X = x− κt, T = t, ∂X = ∂x and ∂T = ∂t + κ∂x
giving equations of motion
ηT =
δH0
δξ
and ξT = −δH0
δη
. (2.3.11)
The system therefore has canonical equations of motion equivalent to that in the
wave-only system for an observer considered to be travelling at a speed κ in the
x-direction. It is important to note that the dynamics of the strip were established
without knowing the current profiles in layers I or IV meaning that the dynamics
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are dependent on the strip only.
2.3.5 Linear rotational profile in the strip
Consider the fluid system as shown in Figure 2.8. The current profile is such that
there is a current κ, which is constant throughout the strip, and the strip is rota-
tional, with vorticity γ.
U(y)
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U (y)1
U (y)2
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 1
2
wind
y+κ
Figure 2.8: Current profile for a linear rotational profile in the strip
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The current profile is defined by
U(y) =

−σ3 for y = h2 (surface)
U2(y) for h2 ≥ y ≥ l2 (layer I)
σ2 for y = l2
κ for y = 0
γy + κ for l2 ≥ y ≥ −l1 (the strip: layers II and III)
σ1 for y = −l1
U1(y) for − l1 ≥ y ≥ −m1 (layer IV)
0 for −m1 ≥ y ≥ −h1 (layer V)
(2.3.12)
where σ1, σ2, σ3, li, m1, hi and κ are positive constants noting γ is the non-zero
constant vorticity in the strip. Rotationality in the strip requires that σ1 6= σ2, σ1 6=
κ and σ2 6= κ and, so as to ensure continuity of U(y), σ1 = −γl1 +κ and σ2 = γl2 +κ.
Again, the Hamiltonian and associated equations of motion can easily be recovered
from the general flat-bottomed system by tuning the variable µ (defined in (2.2.53)).
In this system
γ1 = γ2 = γ and κ1 = κ2 = κ 6= 0
and so replacing these values, noting that µ = 0, in the Hamiltonian given by (2.2.65)
means that
H(η, ξ) =
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx−
∫
R
(γη + κ)ξηx dx
+
(ρ1 − ρ2)
6γ
∫
R
(γη + κ)3dx+
1
2
g(ρ1 − ρ2)
∫
R
η2dx+
∫
R
h0dx (2.3.13)
plus some constants which have been added to the Hamiltonian density. The Hamil-
tonian in the format published in [15] is therefore recovered. The non-canonical
equations of motion for the general flat-bottomed system are recalled from (2.2.84)
67
as
ηt =
δH
δξ
and ξt = −δH
δη
+ Γχ (2.3.14)
noting that, for this system,
Γ = (2ω + γ)(ρ1 − ρ2). (2.3.15)
Again using the variable transformation described by (2.2.92) as
ξ → ζ = ξ − Γ
2
x∫
−∞
η(x′, t)dx′
the canonical equations of motion
ηt =
δH
δζ
and ζt = −δH
δη
(2.3.16)
can be established. By comparison with the wave-only Hamiltonian H0 in (2.3.1)
H(η, ξ) = H0 −
∫
R
(γη + κ)ξηx dx+
(ρ1 − ρ2)
6γ
∫
R
(γη + κ)3dx. (2.3.17)
The functional derivatives of the Hamiltonian are
δH
δξ
=
δH0
δξ
− (γη + κ)ηx
and, using Theorem 3 (p.64) to calculate
δ
δη
(− (γη + κ)ξηx) = −( δ
δηx
(− (γη + κ)ξηx))
x
= (γη + κ)ξx,
also
δH
δη
=
δH0
δη
+ (γη + κ)ξx +
1
2
(ρ1 − ρ2)(γη + κ)2.
68
This gives the non-canonical equations of motion
ηt =
δH0
δξ
− (κ+ γη)ηx (2.3.18)
ξt = −δH0
δη
− (γη + κ)ξx − 1
2
(ρ1 − ρ2)(γη + κ)2 + Γχ. (2.3.19)and
Again the important point is that the dynamics of the strip were established without
knowing the current profiles in layers I or IV. The findings of this section have been
published in [15].
2.3.6 The general system without the vortex sheet
The general flat-bottomed system has a vortex sheet, which is a discontinuity in
the current profile at the interface. This discontinuity, as highlighted in Figure 2.5
(p.22), can be eliminated by setting both κ1 and κ2 equal to κ and so replacing these
values, noting that
µ = (γ1 − γ2)ηηx,
in the Hamiltonian given by (2.2.65) means that
H(η, ξ) =
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx− 1
2
ρ1ρ2(γ1 − γ2)2
∫
R
ηηxB
−1ηηxdx
−
∫
R
(γ1η + κ)ξηxdx+ ρ2(γ1 − γ2)
∫
R
ηηxB
−1G1(η)ξ dx+
1
6
(ρ1γ
2
1 − ρ2γ22)
∫
R
η3dx
+
1
2
(
(ρ1γ1 − ρ2γ2)κ+ g(ρ1 − ρ2)
) ∫
R
η2dx+
∫
R
h0dx (2.3.20)
where, using (2.2.7),
1
2
(ρ1 − ρ2)κ2
∫
R
ηdx = 0
and the constant term
1
6γ1
(ρ1 − ρ2)κ3
∫
R
dx
69
has been added to the constant Hamiltonian density h0. This Hamiltonian will be
used for the approximate models.
2.3.7 The system with internal and surface waves
Consider a fluid system consisting of two media as shown in Figure 2.9. As per the
-h
0
1
h2
2
1
(x,t)
flatbed
internal wave
 
 (x,t)+h surface wave1 2
Figure 2.9: Set-up for the system with internal and surface waves
general flat-bottomed system, the lower medium is bounded underneath by a flatbed
at a depth h1 but the upper medium has a free surface with an average height at
h2. There is an internal wave which acts as a free common interface separating
both media. As before, the internal wave is characterised by the elevation function
η(x, t). The surface wave is characterised by the elevation function η1(x, t) and so
particles on the surface are described by
y = η1(x, t) + h2. (2.3.21)
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The domains Ω1 and Ω2 are defined as
Ω1 := {(x, y) ∈ R2 : −h1 < y < η(x, t)}
Ω2 := {(x, y) ∈ R2 : η(x, t) < y < η1(x, t) + h2}.and
The dynamics of this system have been established using a Hamiltonian formulation
in [25, 26]. Although it may seem intuitive that the presented systems, which have
a flat surface, can easily be recovered from this system by letting η1 become very
small it is important to note that some coupling between the internal and surface
waves is always present and so the technicalities of the two systems are different.
2.3.8 Discussion and conclusions
A variable was introduced which depends on the difference in the two vorticities
and the two currents in the general two-layer system. Use of this variable provides
significant simplifications in the recovery of various models already known or derived
from first principles by the author. The first case considered examined the compar-
ison between the inclusion and exclusion of Coriolis forces, and it was shown that
this did not have a significant effect on the dynamics. In fact this merely required
the appropriate redefinition of the system constant. This means that the rotational
frame of reference can always be considered when modelling geophysical waves as
it has trivial implications on the complexity of calculations. This recovered the
result published in [13]. The second case recovered the idealised wave-only Hamil-
tonian. This recovered Zakharov’s result published in [93]. The third case recovered
the current-free (but rotational) system. This system was originally derived by the
author from first principles and was part of the first publication [12] based on the
studied material, but, the ease at which this system can be recovered is testament to
the usefulness of the tuning variable in the Hamiltonian of the general flat-bottomed
system. The fourth case recovered the general flat-bottomed system but with the
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same current and with no vorticity in the layers adjacent to the internal wave. It
was found that this system was equivalent to the idealised system via a Galilean
transformation. This recovered the results published in [17]. The fifth case recovered
the general flat-bottomed system but with the same current and the same vortic-
ity in the layers adjacent to the internal wave recovering the non-canonical system
published in [15]. As per the general flat-bottomed system, canonical equations can
be obtained using a variable transformation. In both the fourth and fifth cases it
was again shown that although layers with an arbitrary current were introduced
the dynamics depend on the strip only. In the sixth case the two constant currents
were equated which meant the elimination of the vortex sheet. The elimination of
the vortex sheet means that the depth-dependent current becomes continuous. The
model without the vortex sheet will be used later in the thesis for the approximate
models. Finally a two-layer system separated by an internal wave with a flat bottom
but with a surface wave was discussed to highlight that, due to coupling between
the internal and surface waves, the technicalities of this system are different from
studies of systems with flat surfaces.
2.4 The system with a non-flat bottom
In this section a single-medium system, bounded above by a free surface and below
by a stationary bottom of variable depth is considered. This system will be referred
to as the system with a non-flat bottom. The findings of this section have been
published in [19].
2.4.1 Set-up for the system with a non-flat bottom
Consider a fluid system consisting of a single medium as shown in Figure 2.10. The
medium is bounded underneath by a solid, stationary, impermeable layer with a
depth that varies with x, which has a mean depth at h, and above by a surface
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-h+β(x)
Figure 2.10: Set-up for the system with a non-flat bottom
wave, with a mean depth at y = 0. As per the general flat-bottomed system the
wave is two-dimensional (in the x-y plane), propagating in the positive x-direction
due to the assumption that there is no-lateral movement, and the fluid is considered
to be inviscid and incompressible. The wave amplitude is described by a, the wave
is characterised by the elevation function η(x, t) and the bottom is characterised
by the elevation function β(x) noting that this function is time-independent as the
bottom is stationary. The ‘local depth’ B(x) is introduced as
B(x) := −h+ β(x) (2.4.1)
and, as per the general flat-bottomed system, fluid particles on the wave have a
y-component described by
y = η(x, t) (2.4.2)
and so the domain Ω is defined as
Ω := {(x, y) ∈ R2 : B(x) < y < η(x, t)}.
The wave is acted upon by the restorative action of gravity. The Earth’s centre of
gravity is considered to be in the negative y-direction. The system is irrotational and
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Coriolis forces will be ignored. The subscript notation i is not necessary, and will
not be used for this system, as the system consists of a single domain. However, for
consistency, the tilde notation will be retained. The stream function, ψ, is defined
as
u = ψy and v = −ψx (2.4.3)
and the velocity potential, ϕ˜, is defined as
u = ϕ˜x and v = ϕ˜y (2.4.4)
where u = (u, v, 0) is the velocity vector and there are no vorticity terms. There
is a conjugate relationship between ψi and ϕ˜i (cf. [45, 59]) given by the complex
potential
f(z) = ϕ˜+ iψi,
where z = x+ iy, noting the symbol i is the imaginary unit. The Cauchy-Riemann
equations are satisfied:
ϕ˜x = ψy
ψx = −ϕ˜y.and
The function f(z) is therefore an analytic function.
The following normal vectors will be used: (n)s and (n)b, which are the outward
normal vectors as shown in Figure 2.11. The outward normal vectors are given by
(n)s = (−ηx, 1) and (n)b = (βx,−1). (2.4.5)
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Ωn(  )s
n(  )b
Figure 2.11: System normal vectors for the system with a non-flat bottom
2.4.2 Governing equations for the system with a non-flat
bottom
Recalling the Bernoulli condition, at the fluid-fluid interface, in the general flat-
bottomed two-media system in (2.2.32) the following Bernoulli condition can be
established, at the fluid-air interface, in the system with a non-flat bottom
ρ
(
(ϕ˜t)s +
1
2
|∇ψ|2s + gη
)
= 0 (2.4.6)
where the subscript notation s refers to values at the surface.
The boundary conditions are established in a manner equivalent to that for the
general flat-bottomed system, in Section 2.2.2, starting with the kinematic boundary
condition on the surface, which is given as
ηt = v − uηx. (2.4.7)
This can be expressed in terms of the stream function, using (2.4.3), as
ηt = −(ψx)s − (ψy)sηx (2.4.8)
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and in terms of the velocity potential, using (2.4.4), as
ηt = (ϕ˜y)s − (ϕ˜x)sηx. (2.4.9)
Significantly, there is a new kinematic boundary condition on the bottom, compared
to the general flat-bottomed system. The bottom is defined as the region having a
vertical displacement equal to the local depth, that is y+h− β = 0. The kinematic
boundary condition on the bottom is equivalent to saying that a particle on the
bottom will stay on the bottom. In other words the Lagrangian derivative of the
bottom elevation function gives
(y + h− β)t + ui.∇(y + h− β) = 0.
Noting the independence of x, y and t under the Eulerian framework, and the in-
dependence of β(x) on both y and t, this therefore gives the kinematic boundary
condition at the bottom as
v = uβx. (2.4.10)
This can be expressed in terms of the stream functions, using (2.4.3), as
(ψx)b = −(ψy)bβx (2.4.11)
and in terms of the velocity potentials, using (2.4.4), as
(ϕ˜y)b = (ϕ˜x)bβx (2.4.12)
where the subscript notation b refers to values at the bottom. Additionally, the
boundary condition at the bottom, requiring that there is no vertical velocity com-
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ponent on the bottom, is given by
(
ϕ˜(x,B, t)
)
y
= 0 and
(
ψ(x,B, t)
)
x
= 0 (2.4.13)
and at the top, requiring that there is no vertical velocity component on the surface,
given by (
ϕ˜(x, η, t)
)
y
= 0 and
(
ψ(x, η, t)
)
x
= 0. (2.4.14)
2.4.3 Hamiltonian of the system with a non-flat bottom
The Hamiltonian for the system with a non-flat bottom is given as the sum of the
kinetic and potential energies by the functional H as
H(η,u) =
1
2
ρ
∫
R
η∫
B
(u2 + v2)dydx+ ρg
∫
R
η∫
B
ydx+
∫
R
h0dx (2.4.15)
where h0 is a constant Hamiltonian density. Recalling the relationship between u
and ϕ˜ given by (2.4.4) gives
u2 + v2 = |∇ϕ˜|2
and the Hamiltonian can be written in terms of the dependent variables η(x, t), B(x)
and ϕ˜(x, t) as
H(η,B, ϕ˜) =
1
2
ρ
∫
R
η∫
B
|∇ϕ˜|2dydx+ ρg
∫
R
η∫
B
y dydx+
∫
R
h0dx. (2.4.16)
2.4.4 The Hamiltonian using Dirichlet-Neumann operators
The Dirichlet-Neumann operator in (2.2.41) is redefined for the system with a non-
flat bottom as
G(β, η)φ = (ϕ˜n)s
√
1 + η2x (2.4.17)
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where
φ := (ϕ)s (2.4.18)
is the surface velocity potential and n is the unit exterior normal, or, similar to
(2.2.43), as
G(β, η)φ = (∇ϕ)s.(n)s
√
1 + η2x, (2.4.19)
noting that for the system with a non-flat bottom the Dirichlet-Neumann operator
is still an operation on the surface but the domain over which the operator is defined
has changed to include β. In other words
G(η) → G(β, η).
Recalling (n)s from (2.4.5) means that
G(β, η)φ = −ηx(ϕ˜x)s + (ϕ˜y)s. (2.4.20)
Recalling (2.2.49) it can therefore be written that
1
2
ρ
∫
R
η∫
B
|∇ϕ˜|2dydx = 1
2
ρ
∫
R
φG(β, η)φdx
and the potential energy term in the Hamiltonian resolves to
ρg
∫
R
η∫
B
y dydx =
1
2
ρg
∫
R
(η2 −B2)dx
giving the Hamiltonian in terms of Dirichlet-Neumann operators as
H(η,B, φ) =
1
2
ρ
∫
R
φG(β, η)φdx+
1
2
ρg
∫
R
(η2 −B2)dx+
∫
R
h0dx. (2.4.21)
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Introducing
ξ := ρφ, (2.4.22)
noting the redefinition for this system compared to (2.2.54) for the general flat-
bottomed system rather than introducing new notation,
H(η,B, ξ) =
1
2ρ
∫
R
ξG(β, η)ξdx+
1
2
ρg
∫
R
(η2 −B2)dx+
∫
R
h0dx. (2.4.23)
2.4.5 Dynamics of the system with a non-flat bottom
Recalling the Hamiltonian from (2.4.16) the variation in the first term is
δ
[
1
2
ρ
∫
R
η∫
B
|∇ϕ˜|2dydx
]
= ρ
∫
R
η∫
B
(∇ϕ˜).∇δϕ˜ dydx
+
1
2
ρ
∫
R
|∇ϕ˜|2sδη dx−
1
2
ρ
∫
R
|∇ϕ˜|2bδB dx.
Using the divergence theorem
∫
R
η∫
B
∇.((∇ϕ˜)δϕ˜)dydx = ∫
R
(
(∇ϕ˜)δϕ˜).n dS,
where n is the outward normal vector and dS is an infinitesimal surface patch, and
so recalling (n)s and (n)b from (2.4.5) this means that
∫
R
η∫
B
∇.((∇ϕ˜)δϕ˜)dydx
=
∫
R

(ϕ˜x)s
(ϕ˜y)s
 (δϕ˜)s
 .
−ηx
1
 dx+ ∫
R

(ϕ˜x)b
(ϕ˜y)b
 (δϕ˜)b
 .
βx
−1
 dx.
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The variation in the first term of (2.4.16) can therefore be written as
δ
[
1
2
ρ
∫
R
η∫
B
|∇ϕ˜|2dydx
]
= ρ
∫
R
(
(ϕ˜y)s − (ϕ˜x)sηx
)
(δϕ˜)sdx
− ρ
∫
R
(
(ϕ˜y)b − (ϕ˜x)bβx
)
(δϕ˜)bdx+
1
2
ρ
∫
R
|∇ϕ˜|2sδη dx−
1
2
ρ
∫
R
|∇ϕ˜|2bδB dx. (2.4.24)
The variation in the potential energy term is
δ
[
ρg
∫
R
η∫
B
ydx
]
= δ
[
1
2
ρg
∫
R
(η2 −B2)dx
]
but the term
∫
R
B2dx is a non-dynamic term and so
δ
[
ρg
∫
R
η∫
B
ydx
]
= ρg
∫
R
ηδηdx. (2.4.25)
Using (2.4.24) and (2.4.25) the variation in the Hamiltonian is
δH =
∫
R
(
ρ
(
(ϕ˜y)s − (ϕ˜x)sηx
)
(δϕ˜)s − ρ
(
(ϕ˜y)b − (ϕ˜x)bβx
)
(δϕ˜)b
+
1
2
ρ|∇ϕ˜|2sδη −
1
2
ρ|∇ϕ˜|2bδB + ρgηδη
)
dx.
From the kinematic boundary conditions (2.4.9) and (2.4.12)
ρ
(
(ϕ˜y)s − (ϕ˜x)sηx
)
= ρηt
ρ
(
(ϕ˜y)b − (ϕ˜x)bβx
)
= 0.and
Also,
(∇ϕ)b.(n)b
√
1 + β2x =
(
(ϕ˜x)bβx − (ϕ˜y)b
)√
1 + β2x
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and so, again using (2.4.12), this means that
(∇ϕ)b.(n)b = 0. (2.4.26)
The variation of the Hamiltonian is therefore
δH =
∫
R
(
ρηt(δϕ˜)s(δϕ˜)b +
1
2
ρ|∇ϕ˜|2sδη + ρgηδη
)
dx.
The variation of the velocity potential on the wave is, similar to (2.2.74) for the
general flat-bottomed system,
(δϕ˜)s = δφ− (ϕ˜y)sδη, (2.4.27)
and so the variation of the Hamiltonian can be written as
δH =
∫
R
(
− ρηt(ϕ˜y)s + 1
2
ρ|∇ϕ˜|2s + ρgη
)
δηdx+ ρ
∫
R
ηtδφdx. (2.4.28)
Fixing φ therefore gives the variation with respect to η as
δH
δη
= −ρηt(ϕ˜y)s + 1
2
ρ|∇ϕ˜|2s + ρgη. (2.4.29)
Recalling the definitions of ψ and ϕ˜ from (2.4.3) and (2.4.4) means
1
2
|∇ϕ˜|2s =
1
2
|∇ψ|2s
and the variation with respect to η is
δH
δη
= −ρηt(ϕ˜y)s + 1
2
ρ|∇ψ|2s + ρgη.
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From the Bernoulli condition (2.4.6)
1
2
ρ|∇ψ|2s + ρgη = −ρ(ϕ˜t)s
and so the variation with respect to η is
δH
δη
= −ρηt(ϕ˜y)s − ρ(ϕ˜t)s.
From (2.4.22) and (2.4.27)
ρ(δϕ˜)s = δξ − ρ(ϕ˜y)sδη (2.4.30)
which means
ξt = ρ(ϕ˜t)s + ρ(ϕ˜y)sηt
and the variation with respect to η is
δH
δη
= −ξt. (2.4.31)
Recalling (2.4.28) but fixing η
δH|δη=0 = ρ
∫
R
ηtδφdx.
Recalling that ξ = ρφ, and noting that δ is additive,
δξ = ρδφ
which means that
δH
δξ
= ηt. (2.4.32)
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Equations (2.4.31) and (2.4.32) therefore give the canonical system
ηt =
δH
δξ
and ξt = −δH
δη
. (2.4.33)
2.4.6 Discussion and conclusions
An inviscid and incompressible irrotational fluid system was considered comprising
of a single medium with a non-flat bottom and a surface wave. Governing equations
were established similar to those for the general flat-bottomed system. However,
the non-flat nature of the bottom required the introduction of a bottom kinematic
boundary condition. The Hamiltonian approach was again taken. Initially the
Hamiltonian was derived in terms of three dependent variables: the wave elevation
function, the bottom elevation function and the velocity potential. By introducing
a wave velocity potential and a Dirichlet-Neumann operator the Hamiltonian was
then recast in terms of boundary-only variables. It was found that the Dirichlet-
Neumann operator, compared to the system with a non-flat bottom, simply required
a modification of the definition to incorporate the non-trivial bottom boundary.
This meant that the Hamiltonian was determined by boundary quantities only. By
calculating the variational derivatives of the Hamiltonian functional with respect to
the two conjugate variables, noting that the bottom is non-dynamic, equations of
motion were found to be canonical. The results of the Hamiltonian formulation were
published in [19]. The importance of the introduction of the wave quantities means
that it is not necessary to know what is happening at all points in the system at
all times but only what is happening on the wave, noting that the stationary non-
flat bottom produces no dynamic terms. The introduction of the complex potential
allows an analytic continuation of these quantities to the body of the fluid.
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2.5 Approximations of the general flat-bottomed
system
This section considers the Hamiltonian framework already established for the general
flat-bottomed system and adopts a perturbative approach whereby small arbitrary
parameters are used to separate terms of different orders to be collected together.
This allows the truncation at different orders and the production of linear approxi-
mations.
The findings of this section have been published in [18].
2.5.1 Nondimensionalisation
The systems under study in the previous sections have been considered in terms of
physical quantities, such as metres and seconds. For the approximate models the
physical quantities are transformed to nondimensional quantities using constants
that have some meaning in the context of the systems, specifically the domain
depths, the wave amplitude and the Earth’s acceleration due to gravity. It is noted
that, for clarity, the introduction of new notation to identify a transformed variable
(such as using a bar notation for physical variables or an asterisks notation for
scaled variables) has been avoided, for reasons of notational clarity, and transformed
variables are implied.
In the case of long-waves the phase velocity vp is given by [59]
vp ≈
√
g
k
tanh (kh2)
where k is the wave number and g is the acceleration due to gravity. For shallow
water models the wave number is small and therefore tanh (kh2) is approximately
kh2 meaning
vp ≈
√
gh2
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is a velocity that is intrinsic to the system and therefore the velocity components
are nondimensionalised by the transformation
(ui, vi) →
√
gh2(ui, vi).
By scaling the spatial coordinates using h2 they are nondimensionalised by the
transformation
(x, y) → h2(x, y)
and then, clearly, also
t → h2√
gh2
t.
As the κi terms are velocities
κi →
√
gh2κi
and as the γi terms are spatial-derivatives of velocities
γi →
√
g
h2
γi.
Finally, the wave elevation function is nondimensionalised using the wave amplitude
by the transformation
η → aη.
2.5.2 Linearisation using the small amplitude regime
Linearised approximations are generally the preferred format in oceanography and
lend themselves to computational modelling. The small amplitude regime will be
examined. The Hamiltonians (with physical variables) under study can be expanded
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in terms of orders of the dependent variables η and ξ as [89]
H(η, ξ) =
∞∑
j=0
H(j)(η, ξ) (2.5.1)
where j is the order and therefore H(0) is a constant term, H(1)(η, ξ) is a linear
term, H(2)(η, ξ) is a quadratic term, and so on and so forth. The operators in the
Hamiltonian will also need to be expanded. The Dirichlet-Neumann operators can
be expanded in terms of orders of η as
Gi(η) =
∞∑
j=0
G
(j)
i (η)
with the constant, linear and quadratic terms given as [38] (the derivation is given
in Appendix C)
G
(0)
i = DTi(D), (2.5.2)
G
(1)
1 (η) = DηD −G(0)1 ηG(0)1 , (2.5.3)
G
(1)
2 (η) = −DηD +G(0)2 ηG(0)2 (2.5.4)
G
(2)
i (η) = −
1
2
(
D2η2G
(0)
i − 2G(0)i ηG(0)i ηG(0)i +G(0)i η2D2
)
(2.5.5)and
where the differential operator
D := −i∂x (2.5.6)
has been introduced and
Ti(D) := tanh(hiD) (2.5.7)
has been introduced in order to simplify later expressions. The Dirichlet-Neumann
operators, as defined by (2.5.2)-(2.5.5), can therefore be represented in terms of
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orders of η as
G1(η) = DT1(D) +DηD −DT1(D)ηDT1(D) +O(η2) (2.5.8)
G2(η) = DT2(D)−DηD +DT2(D)ηDT2(D) +O(η2). (2.5.9)and
The operator B, as defined in (2.2.55), which is a function of Dirichlet-Neumann
operators, can therefore be expressed as
B = ρ1
∞∑
j=0
G
(j)
2 (η) + ρ2
∞∑
j=0
G
(j)
1 (η).
The zeroth order (constant) term in the expansion of B−1, represented by [B−1](0),
is therefore
[B−1](0) =
1
ρ1G
(0)
2 + ρ2G
(0)
1
.
By inserting values of G
(0)
1 and G
(0)
2 from (2.5.2) this can be written as
[B−1](0) =
1
ρ1DT2(D) + ρ2DT1(D)
. (2.5.10)
In the small amplitude regime the wave amplitude a is considered to be much smaller
than the depth of the upper domain h2, and so a small arbitrary constant parameter
ε ∈ R can be defined as
ε =
a
h2
. (2.5.11)
The physical wave elevation function η can therefore be nondimensionalised and
scaled using
η → εh2η. (2.5.12)
Now, the transformation to nondimensional variables described in Section 2.5.1 is
considered. The reader is reminded that no new notation will be introduced to
identify nondimensional variables. Looking at (2.5.8) and (2.5.9) and using, from
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the expansion for tanh(x) in Appendix F,
tanh(hiD) ≈ hiD
clearly the expanded Dirichlet-Neumann operators are structured like
Gi ∼ ∂x + η1∂2x + η2∂3x + ...
and so
G
(n)
i = η
n∂n+1x .
Under the small amplitude regime the constant terms in the expanded Dirichlet-
Neumann operators therefore are transformed as
G
(0)
i →
1
h2
G
(0)
i , (2.5.13)
and the zeroth order term in the expansion of B−1 is transformed as
[B−1](0) → h2
ρ
[B−1](0). (2.5.14)
As
ηt + uiηx → ε
√
g
h2
ηt + ε
√
g
h2
uiηx
clearly, from the kinematic boundary condition (2.2.33),
vi → ε(ηt + uiηx).
In this expression if ηt = O(1) then vi = O(ε). Recalling that
vi →
√
gh2vi
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clearly the dimensional vi (O(1)) is transformed to the nondimensional vi (O(ε)) via
vi → ε
√
gh2vi.
As it is a velocity potential, proportional to density, the variable ξ is therefore scaled
as
ξ → ερ1h2
√
gh2ξ (2.5.15)
where it is noted that both ρ1 and ρ2 are O(1). The Hamiltonians can therefore be
nondimensionalised, scaled and separated into orders of the perturbation parameter
by the transformation
H(η, ξ) → H(η, ξ; ε) =
∞∑
j=2
εjH(j)(η, ξ). (2.5.16)
Using the scaling
(η, ξ) → ε(η, ξ) (2.5.17)
a quadratic Hamiltonian H(2) (that is a Hamiltonian conisting only of terms of
O(ε2)) is obtained from the physical Hamiltonian in (2.2.65) from the following
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transformations
1
2
∫
R
ξG1(η)B
−1G2(η)ξ dx → 1
2
ε2
∫
R
ξG
(0)
1 [B
−1](0)G(0)2 ξ dx
−1
2
ρ1ρ2
∫
R
µB−1µ dx → −1
2
ε2ρ1ρ2(κ1 − κ2)2
∫
R
ηx[B
−1](0)ηxdx
−
∫
R
(γ1η + κ1)ξηxdx → −ε2κ1
∫
R
ξηxdx
ρ2
∫
R
µB−1G1(η)ξ dx → ε2ρ2(κ1 − κ2)
∫
R
ηx[B
−1](0)G(0)1 ξ dx
ρ1
6γ1
∫
R
(γ1η + κ1)
3dx → 1
2
ε2ρ1γ1κ1
∫
R
η2dx
− ρ2
6γ2
∫
R
(γ2η + κ2)
3dx → −1
2
ε2ρ2γ2κ2
∫
R
η2dx
1
2
g(ρ1 − ρ2)
∫
R
η2dx → 1
2
ε2g(ρ1 − ρ2)
∫
R
η2dx.
The overall scaling factor of ε2 can be absorbed giving the quadratic Hamiltonian
H(2)(η, ξ) =
1
2
∫
R
ξG
(0)
1
[
B−1
](0)
G
(0)
2 ξdx−
1
2
ρ1ρ2(κ1 − κ2)2
∫
R
ηx
[
B−1
](0)
ηxdx
− κ1
∫
R
ξηxdx+ ρ2(κ1 − κ2)
∫
R
ηx
[
B−1
](0)
G
(0)
1 ξ dx
+
1
2
(
ρ1γ1κ1 − ρ2γ2κ2 + g(ρ1 − ρ2)
) ∫
R
η2dx. (2.5.18)
Using (2.5.10), the term ηx[B
−1](0)ηx may be rewritten by multiplying it by 1 = −i2
(that is using the fact that x = −i(x)i), recalling that D = −i∂x, as
ηx[B
−1](0)ηx = −η D
ρ1T2(D) + ρ2T1(D)
η.
So, using this result, inserting values of G
(0)
1 and G
(0)
2 from (2.5.2) and using (2.5.10),
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the following is the quadratic Hamiltonian
H(2)(η, ξ)
=
1
2
∫
R
ξ
DT1(D)T2(D)
ρ1T2(D) + ρ2T1(D)
ξdx+
1
2
ρ1ρ2(κ1 − κ2)2
∫
R
η
D
ρ1T2(D) + ρ2T1(D)
ηdx
− κ1
∫
R
ξηxdx+ ρ2(κ1 − κ2)
∫
R
ηx
T1(D)
ρ1T2(D) + ρ2T1(D)
ξdx+
1
2
A1
∫
R
η2dx, (2.5.19)
where the variable A1 has been introduced defined as
A1 := ρ1γ1κ1 − ρ2γ2κ2 + g(ρ1 − ρ2). (2.5.20)
The functional derivatives are therefore given by, making use of Theorem 3 (p.64),
δ
δη
H(2) =
ρ1ρ2(κ1 − κ2)2D
ρ1T2(D) + ρ2T1(D)
η + κ1ξx − ρ2(κ1 − κ2)T1(D)
ρ1T2(D) + ρ2T1(D)
ξx + A1η
δ
δξ
H(2) =
DT1(D)T2(D)
ρ1T2(D) + ρ2T1(D)
ξ − κ1ηx + ρ2(κ1 − κ2)T1(D)
ρ1T2(D) + ρ2T1(D)
ηx.and
In view of the equations of motion in (2.2.89) this gives the linear equations of
motion
ηt + κ1ηx =
DT1(D)T2(D)
ρ1T2(D) + ρ2T1(D)
ξ +
ρ2(κ1 − κ2)T1(D)
ρ1T2(D) + ρ2T1(D)
ηx (2.5.21)
ξt + κ1ξx =
ρ2(κ1 − κ2)T1(D)
ρ1T2(D) + ρ2T1(D)
ξx − ρ1ρ2(κ1 − κ2)
2D
ρ1T2(D) + ρ2T1(D)
η − A1η − Γ
x∫
−∞
ηtdx
′.
(2.5.22)
and
Considering an observer moving at a speed κ1 in the x-direction, that is using the
Galilean shift
X = x− κ1t, T = t, ∂X = ∂x and ∂T = ∂t + κ1∂x,
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the linearised equations of motion can be written as
ηT =
DT1(D)T2(D)
ρ1T2(D) + ρ2T1(D)
ξ +
ρ2(κ1 − κ2)T1(D)
ρ1T2(D) + ρ2T1(D)
ηx
ξT =
ρ2(κ1 − κ2)T1(D)
ρ1T2(D) + ρ2T1(D)
ξx − ρ1ρ2(κ1 − κ2)
2D
ρ1T2(D) + ρ2T1(D)
η − A1η − Γ
x∫
−∞
ηtdx
′.and
2.5.3 The dispersion relation
The water wave systems under study are considered to be dispersive media. The
aim of this section is to calculate wave speeds as functions of wave numbers.
It is noted that the differential operator D has an eigenvalue equivalent to the
wave number k (see the remark in Appendix C (p.166)) and so, by introducing the
function τ , where
τ := ρ1T2(k) + ρ2T1(k), (2.5.23)
the equations of motion (2.5.21) and (2.5.22) can be written as
ηt + κ1ηx =
DT1T2
τ
ξ +
ρ2(κ1 − κ2)T1
τ
ηx
ξt + κ1ξx =
ρ2(κ1 − κ2)T1
τ
ξx − ρ1ρ2(κ1 − κ2)
2D
τ
η − A1η − Γ
x∫
−∞
ηtdx
′.and
As η and ξ can be considered as being x-periodic functions they can be represented
as
η(x, t) = η0e
i(kx−Ωt) and ξ(x, t) = ξ0ei(kx−Ωt)
where k is the wave number and Ω(k) is the angular frequency. The following partial
derivatives can be represented in terms of k and Ω
ηt = −iΩη, ξt = −iΩξ, ηx = ikη and ξx = ikξ.
Also, it is noted that the following integral, which appears in the equations of motion,
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can be represented in terms of k and Ω as
x∫
−∞
ηtdx
′ = −Ω
k
η,
and so the linear equations of motion are written
− iΩη + iκ1kη = kT1T2
τ
ξ +
ρ2(κ1 − κ2)T1
τ
ikη (2.5.24)
− iΩξ + iκ1kξ = iρ2k(κ1 − κ2)T1
τ
ξ − ρ1ρ2k(κ1 − κ2)
2
τ
η − A1η + ΓΩ
k
η. (2.5.25)and
Solving for ξ in (2.5.24) gives
ξ =
(
− Ωτ
kT1T2
+
κ1τ
T1T2
− ρ2(κ1 − κ2)
T2
)
iη.
Inserting this expression for ξ into (2.5.25) and expanding the terms gives
− Ω
2τ
kT1T2
+
Ωκ1τ
T1T2
− Ωρ2(κ1 − κ2)
T2
+
Ωκ1kτ
kT1T2
− κ
2
1kτ
T1T2
+
ρ2κ1k(κ1 − κ2)
T2
=
Ωρ2(κ1 − κ2)
T2
− ρ2κ1k(κ1 − κ2)
T2
+
ρ22k(κ1 − κ2)2T1
T2τ
− ρ1ρ2k(κ1 − κ2)
2
τ
−A1+ΓΩ
k
.
The wave number and the angular frequency are both related to the wave speed c
via
c(k) =
Ω(k)
k
(2.5.26)
meaning that
− c
2kτ
T1T2
+
ckκ1τ
T1T2
− ckρ2(κ1 − κ2)
T2
+
cκ1kτ
T1T2
− κ
2
1kτ
T1T2
+
ρ2κ1k(κ1 − κ2)
T2
=
ckρ2(κ1 − κ2)
T2
− ρ2κ1k(κ1 − κ2)
T2
+
ρ22k(κ1 − κ2)2T1
T2τ
− ρ1ρ2k(κ1 − κ2)
2
τ
−A1 +Γc.
Finally, multiplying across by −T1T2/kτ , and adding and subtracting ΓT1T2κ1/kτ ,
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gives the following quadratic expression for the wave speed
(c− κ1)2 + 2(κ1 − κ2)ρ2kT1 + ΓT1T2
kτ
(c− κ1)
− (A1 − κ1Γ)T1T2
kτ
+
ρ2T1
(
ρ2T1 − ρ1T2
)
(κ1 − κ2)2
τ 2
= 0. (2.5.27)
Remark. For an observer moving at a speed κ1 in the x-direction it is noted that
there is only one term that is related to the currents but not to the relative difference
κ1 − κ2, and that is the term 2ωκ1(ρ1 − ρ2) which arises in
A1 − κ1Γ = ρ2γ2(κ1 − κ2) + (g − 2ωκ1)(ρ1 − ρ2).
This term is due to the consideration of Coriolis forces.
For the general system without the vortex sheet described in Section 2.3.6
κ = κ1 = κ2
meaning that
(c− κ)2 + ΓT1T2
kτ
(c− κ)− (A1 − κΓ)T1T2
kτ
= 0.
Letting
f1(k) =
ΓT1T2
kτ
f2(k) =
(A1 − κΓ)T1T2
kτ
and
the solutions are
c− κ = 1
2
(
− f1 ±
√
f 21 + 4f2
)
.
This corresponds to right-moving waves when c > κ
c =
1
2
(
− f1 +
√
f 21 + 4f2
)
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and left-moving waves when c < κ
c =
1
2
(
− f1 −
√
f 21 + 4f2
)
from the perspective of an observer moving at a speed κ in the x-direction.
Remark. It is noted that the term A1 − κΓ in the definition of f2(k), for the
general system without the vortex sheet, equals
(g − 2ωκ)(ρ1 − ρ2).
Taking g ≈ 9.8ms−2, ω ≈ 7.3 × 10−5s−1[81] and κ ≈ 1ms−1[25] this means that
2ωκ ≈ 1.5× 10−4ms−2 and so clearly A1 − κΓ is a positive quantity.
2.5.4 The long-wave approximation
The long-wave approximation is a two-parameter perturbation model of the system.
One of the parameters, ε, has already been introduced and effectively means the
scaled system can be considered as being shallow. An additional small arbitrary
constant parameter, δ, is introduced as
δ =
h2
λ
(2.5.28)
where λ is the wavelength of the internal wave, meaning the scaled system will
be considered as having long waves. The physical wavelength is scaled using the
transformation
λ → h2λ
and so λ is inversely related to δ. As δ is small the quantity δ−1 is large and therefore
the wavelength is long. This gives the long-wave regime its name. The wave number
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k is therefore scaled as 2pih2/λ, that is
k = 2piδ = O(δ),
and therefore for the Fourier multiplier D (which has an eigenvalue equal to the
wavenumber) clearly
D = O(δ). (2.5.29)
The following transformation is recalled from (2.5.17) in Section 2.5.2 for the small
amplitude regime
η → εη. (2.5.30)
However, for the long-wave model the x-derivative of the velocity potentials do not
get an extra factor of δ since vi, of order ε, remains unchanged. In other words the
wave component of ui is ϕ˜i,x and is of order ε ∼ δ2. Hence ϕ˜i,x is of order δ and ξ,
which is proportional to ϕ˜i, is transformed as
ξ → δξ. (2.5.31)
Now, the transformation to nondimensional variables described in Section 2.5.1 is
considered. The Dirichlet-Neumann operators, given in (2.5.8) and (2.5.9), can be
scaled as
G1(η) → δ
(
D tanh(δh1D)
)
+ εδ2
(
DηD −D tanh(δh1D)ηD tanh(δhD)
)
+O(ε2δ4)
G2(η) → δ
(
D tanh(δh2D)
)− εδ2(DηD −D tanh(δh2D)ηD tanh(δh2D))+O(ε2δ4)
where, again, it is noted that, for clarity, the introduction of new notation to identify
transformed variables has been avoided and transformed variables are implied.
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Using the expansion for the hyperbolic tangent in Appendix F it can be written that
tanh(δh1D) = δh1D − 1
3
(δh1D)
3 +
2
15
(δh1D)
5 +O(δ7)
tanh(δh2D) = δh2D − 1
3
(δh2D)
3 +
2
15
(δh2D)
5 +O(δ7),and
and therefore the Dirichlet-Neumann operators can be represented as
G1(η) = δ
2
(
h1D
2 + εDηD
)
− δ4
(1
3
h31D
4 + εh21D
2ηD2
)
+ δ6
( 2
15
h51D
6
)
+O(δ8, εδ6, ε2δ4) (2.5.32)
and
G2(η) = δ
2
(
h2D
2 − εDηD
)
+ δ4
(
− 1
3
h32D
4 + εh22D
2ηD2
)
+ δ6
( 2
15
h52D
6
)
+O(δ8, εδ6, ε2δ4). (2.5.33)
The operator B is transformed as
B → δ2
(
(ρ2h1 + ρ1h2)D
2 + ε(ρ2 − ρ1)DηD
)
− δ4
(1
3
(ρ2h
3
1 + ρ1h
3
2)D
4 + ε(ρ2h
2
1 − ρ1h22)D2ηD2
)
+ δ6
( 2
15
(ρ2h
5
1 + ρ1h
5
2)D
6
)
+O(δ8, εδ6, ε2δ4). (2.5.34)
Noting that, with reference to the Hamiltonian in (2.3.20), it is the expansion of the
inverse of the operator B that is required, the factor δ2(ρ2h1 + ρ1h2)D is separated
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out allowing B to be written as
B = δ2(ρ2h1 + ρ1h2)D
{
1 + ε
ρ2 − ρ1
ρ2h1 + ρ1h2
η
− δ2
(
1
3
ρ2h
3
1 + ρ1h
3
2
ρ2h1 + ρ1h2
D2 + ε
ρ2h
2
1 − ρ1h22
ρ2h1 + ρ1h2
DηD
)
+ δ4
(
2
15
ρ2h
5
1 + ρ1h
5
2
ρ2h1 + ρ1h2
D4
)
+O(δ6, εδ4, ε2δ2)
}
D
and so the inverse of the operator B is given by
B−1 =
1
δ2(ρ2h1 + ρ1h2)
D−1
{
1 + ε
ρ2 − ρ1
ρ2h1 + ρ1h2
η
− δ2
(
1
3
ρ2h
3
1 + ρ1h
3
2
ρ2h1 + ρ1h2
D2 + ε
ρ2h
2
1 − ρ1h22
ρ2h1 + ρ1h2
DηD
)
+ δ4
(
2
15
ρ2h
5
1 + ρ1h
5
2
ρ2h1 + ρ1h2
D4
)
+O(δ6, εδ4, ε2δ2)
}−1
D−1.
Using the expansion
(1 + x)−1 = 1− x+ x2 − x3 +O(x4)
this means that
B−1 =
1
δ2(ρ2h1 + ρ1h2)
D−1
{
1− ε ρ2 − ρ1
ρ2h1 + ρ1h2
η + ε2
(ρ2 − ρ1)2
(ρ2h1 + ρ1h2)2
η2
+ δ2
(
1
3
ρ2h
3
1 + ρ1h
3
2
ρ2h1 + ρ1h2
D2 − 1
3
ε
(ρ2 − ρ1)(ρ2h31 + ρ1h32)
(ρ2h1 + ρ1h2)2
ηD2
− 1
3
ε
(ρ2 − ρ1)(ρ2h31 + ρ1h32)
(ρ2h1 + ρ1h2)2
D2η + ε
ρ2h
2
1 − ρ1h22
ρ2h1 + ρ1h2
DηD
)
− δ4
(
2
15
ρ2h
5
1 + ρ1h
5
2
ρ2h1 + ρ1h2
D4 − 1
9
(ρ2h
3
1 + ρ1h
3
2)
2
(ρ2h1 + ρ1h2)2
D4
)
+O(δ6, εδ4, ε2δ2, ε3)
}
D−1.
(2.5.35)
98
Recalling the (dimensional) Hamiltonian in (2.3.20) this can be scaled, using (2.5.29),
(2.5.30), (2.5.31), (2.5.32), (2.5.33) and (2.5.35), as (noting the Hamiltonian density
will be disregarded)
H(η, ξ)
=
1
2
∫
R
δ2ξ
(
δ2
(
h1D
2 + εDηD
)
− δ4
(1
3
h31D
4 + εh21D
2ηD2
)
+ δ6
( 2
15
h51D
6
)
+O(δ8, εδ6, ε2δ4)
)
×
(
1
δ2(ρ2h1 + ρ1h2)
D−1
{
1− ε ρ2 − ρ1
ρ2h1 + ρ1h2
η + ε2
(ρ2 − ρ1)2
(ρ2h1 + ρ1h2)2
η2
+ δ2
(
1
3
ρ2h
3
1 + ρ1h
3
2
ρ2h1 + ρ1h2
D2 − 1
3
ε
(ρ2 − ρ1)(ρ1h31 + ρh32)
(ρ2h1 + ρ1h2)2
ηD2
− 1
3
ε
(ρ2 − ρ1)(ρ1h31 + ρh32)
(ρ2h1 + ρ1h2)2
D2η + ε
ρ1h
2
1 − ρh22
ρ2h1 + ρ1h2
DηD
)
− δ4
(
2
15
ρ1h
5
1 + ρh
5
2
ρ2h1 + ρ1h2
D4 − 1
9
(ρ1h
3
1 + ρh
3
2)
2
(ρ2h1 + ρ1h2)2
D4
)
+O(δ6, εδ4, ε2δ2, ε3)
}
D−1
)
×
(
δ2
(
h2D
2 − εDηD
)
+ δ4
(
− 1
3
h32D
4 + εh22D
2ηD2
)
+ δ6
( 2
15
h52D
6
)
+O(δ8, εδ6, ε2δ4)
)
ξdx
− ε4δ2 1
2
ρ1ρ2(γ1 − γ2)2
∫
R
ηηx
(
1
δ2(ρ2h1 + ρ1h2)
D−1
{
1 +O(ε, δ2)
}
D−1
)
ηηxdx
− ε2δ2γ1
∫
R
ξηηxdx− εδ2κ
∫
R
ξηxdx+ ε
2δρ2(γ1 − γ2)
∫
R
ηηx
×
(
1
δ2(ρ2h1 + ρ1h2)
D−1
{
1− ε ρ2 − ρ1
ρ2h1 + ρ1h2
η + δ2
1
3
ρ2h
3
1 + ρ1h
3
2
ρ2h1 + ρ1h2
D2
+O(δ4, εδ2, ε2)
}
D−1
)
× δ2
(
h1D
2 + εDηD − δ2 1
3
h31D
4 +O(δ6, εδ4)
)
δξ dx
+ ε3
1
6
(ρ1γ
2
1 − ρ2γ22)
∫
R
η3dx+ ε2
1
2
(
(ρ1γ1 − ρ2γ2)κ+ g(ρ1 − ρ2)
) ∫
R
η2dx. (2.5.36)
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Expanding this out gives
H(η, ξ) =
1
2
∫
R
ξ
(
δ4
h1h2
ρ2h1 + ρ1h2
D2 − εδ4 h1
ρ2h1 + ρ1h2
DηD − δ
6
3
h1h
3
2
ρ2h1 + ρ1h2
D4
+ εδ6
h1h
2
2
ρ2h1 + ρ1h2
D2ηD2 +
2δ8
15
h1h
5
2
ρ2h1 + ρ1h2
D6 − εδ4 h1h2(ρ2 − ρ1)
(ρ2h1 + ρ1h2)2
DηD
+ ε2δ4
h1(ρ2 − ρ1)
(ρ2h1 + ρ1h2)2
Dη2D +
εδ6
3
h1h
3
2(ρ2 − ρ1)
(ρ2h1 + ρ1h2)2
DηD3 + ε2δ4
h1h2(ρ2 − ρ1)2
(ρ2h1 + ρ1h2)3
Dη2D
+
δ6
3
h1h2(ρ2h
3
1 + ρ1h
3
2)
(ρ2h1 + ρ1h2)2
D4 − εδ
6
3
h1(ρ2h
3
1 + ρ1h
3
2)
(ρ2h1 + ρ1h2)2
D3ηD − δ
8
9
h1h
3
2(ρ2h
3
1 + ρ1h
3
2)
(ρ2h1 + ρ1h2)2
D6
− εδ
6
3
h1h2(ρ2 − ρ1)(ρ2h31 + ρ1h32)
(ρ2h1 + ρ1h2)3
DηD3 − εδ
6
3
h1h2(ρ2 − ρ1)(ρ2h31 + ρ1h32)
(ρ2h1 + ρ1h2)3
D3ηD
+ εδ6
h1h2(ρ2h
2
1 − ρ1h22)
(ρ2h1 + ρ1h2)2
D2ηD2 − δ8 2
15
h1h2(ρ2h
5
1 + ρ1h
5
2)
(ρ2h1 + ρ1h2)2
D6
+
δ8
9
h1h2(ρ2h
3
1 + ρ1h
3
2)
2
(ρ2h1 + ρ1h2)3
D6 + εδ4
h2
ρ2h1 + ρ1h2
DηD − ε2δ4 1
ρ2h1 + ρ1h2
Dη2D
− εδ
6
3
h32
ρ2h1 + ρ1h2
DηD3 − ε2δ4 h2(ρ2 − ρ1)
(ρ2h1 + ρ1h2)2
Dη2D +
εδ6
3
h2(ρ2h
3
1 + ρ1h
3
2)
(ρ2h1 + ρ1h2)2
DηD3
− δ
6
3
h31h2
ρ2h1 + ρ1h2
D4 +
εδ6
3
h31
ρ2h1 + ρ1h2
D3ηD +
δ8
9
h31h
3
2
ρ2h1 + ρ1h2
D6
+
εδ6
3
h31h2(ρ2 − ρ1)
(ρ2h1 + ρ1h2)2
D3ηD − δ
8
9
h31h2(ρ2h
3
1 + ρ1h
3
2)
(ρ2h1 + ρ1h2)2
D6 − εδ6 h
2
1h2
ρ2h1 + ρ1h2
D2ηD2
+ δ8
2
15
h51h2
ρ2h1 + ρ1h2
D6
)
ξdx− 1
2
ε4
ρ1ρ2(γ1 − γ2)2
ρ2h1 + ρ1h2
∫
R
ηηxD
−2ηηxdx
− ε2δ2γ1
∫
R
ξηηxdx− εδ2κ
∫
R
ξηxdx+ ε
2δ2
ρ2h1(γ1 − γ2)
ρ2h1 + ρ1h2
∫
R
ξηηxdx
− ε
2δ4
3
ρ2h
3
1(γ1 − γ2)
ρ2h1 + ρ1h2
∫
R
ηηxD
2ξ dx+ ε3δ2
ρ2(γ1 − γ2)
ρ2h1 + ρ1h2
∫
R
ηηxD
−1ηDξ dx
− ε3δ2ρ2h1(γ1 − γ2)(ρ2 − ρ1)
(ρ2h1 + ρ1h2)2
∫
R
ηηxD
−1ηDξ dx
+
ε2δ4
3
ρ2h1(γ1 − γ2)(ρ2h31 + ρ1h32)
(ρ2h1 + ρ1h2)2
∫
R
ηηxD
2ξ dx+
ε3
6
(ρ1γ
2
1 − ρ2γ22)
∫
R
η3dx
+
ε2
2
(
(ρ1γ1 − ρ2γ2)κ+ g(ρ1 − ρ2)
) ∫
R
η2dx+O(δ10, εδ8, ε2δ6, ε3δ4, ε4δ2, ε5).
The terms in the first integral of type εδ4DηD can be combined using (ρ2h1 +ρ1h2)
2
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as a common denominator as
εδ4
[
ρ1h
2
2 − ρ2h21
(ρ2h1 + ρ1h2)2
]
DηD.
Similarly, the terms of type δ6D4 and δ8D6 combine as
−1
3
δ6
[
h21h
2
2(ρ2h2 + ρ1h1)
(ρ2h1 + ρ1h2)2
]
D4
and
δ8
1
45
[
h21h
2
1
(
ρ1ρ2(h
2
1 − h22)2 + 6h1h2(ρ1h1 + ρ2h2)2
)
(ρ2h1 + ρ1h2)3
]
D6,
respectively, the terms of type ε2δ4Dη2D and εδ6D2ηD2 combine as
−ε2δ4
[
ρ1ρ2(h1 + h2)
2
(ρ2h1 + ρ1h2)3
]
Dη2D and − εδ6
[
h21h
2
2(ρ1 − ρ2)
(ρ2h1 + ρ1h2)2
]
D2ηD2
respectively, and the terms of type εδ6DηD3 and εδ6D3ηD combine as
1
3
εδ6
[
ρ1ρ2h1h2(h
2
1h2 − h1h22 + h31 − h32)
(ρ2h1 + ρ1h2)3
]
(DηD3 +D3ηD).
In the other integrals, terms of type ε2δ2ξηηx combine as
−ε2δ2
[
γ1ρ1h2 + ρ2γ2h1
ρ2h1 + ρ1h2
] ∫
R
ξηηxdx,
terms of type ε3δ2ηηxD
−1ηDξ combine as
ε3δ2
[
ρ1ρ2(γ1 − γ2)(h1 + h2)
(ρ2h1 + ρ1h2)2
] ∫
R
ηηxD
−1ηDξ dx
and terms of type ε2δ4ηηxD
2ξ combine as
−ε2δ4 1
3
(
ρ1ρ2h1h2(γ1 − γ2)(h21 − h22)
(ρ2h1 + ρ1h2)2
)∫
R
ηηxD
2ξ dx.
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Using integration by parts, the following are noted
− 1
2
∫
R
ηηxD
−2ηηxdx = −1
8
∫
R
η4dx,
−
∫
R
ηηxD
2ξ dx = −1
2
∫
R
η2ξxxxdx∫
R
ηηxD
−1ηDξ dx = −1
2
∫
R
η3ξxdx.and
Applying these changes and retaining only O(δ8, εδ6, ε2δ4, ε3δ2, ε4) terms the long-
wave Hamiltonian is approximated as
H(η, ξ)
=
∫
R
{
δ4
2
ξ
(
h1h2
ρ2h1 + ρ1h2
D2+ε
ρ1h
2
2 − ρ2h21
(ρ2h1 + ρ1h2)2
DηD−ε2ρ1ρ2(h1 + h2)
2
(ρ2h1 + ρ1h2)3
Dη2D
)
ξ
}
dx
+
∫
R
{
δ6
2
ξ
(
− 1
3
h21h
2
2(ρ2h2 + ρ1h1)
(ρ2h1 + ρ1h2)2
D4 − ε h
2
1h
2
2(ρ1 − ρ2)
(ρ2h1 + ρ1h2)2
D2ηD2
1
3
ε
ρ1ρ2h1h2(h
2
1h2 − h1h22 + h31 − h32)
(ρ2h1 + ρ1h2)3
(DηD3 +D3ηD)
)
ξ
}
dx
+
∫
R
{
δ8
2
ξ
1
45
h21h
2
1
(
ρ1ρ2(h
2
1 − h22)2 + 6h1h2(ρ1h1 + ρ2h2)2
)
(ρ2h1 + ρ1h2)3
D6ξ
}
dx
− 1
8
ε4
ρ1ρ2(γ1 − γ2)2
ρ2h1 + ρ1h2
∫
R
η4dx− εδ2κ
∫
R
ξηxdx− ε2δ2γ1ρ1h2 + ρ2γ2h1
ρ2h1 + ρ1h2
∫
R
ξηηxdx
− 1
6
ε2δ4
ρ1ρ2h1h2(γ1 − γ2)(h21 − h22)
(ρ2h1 + ρ1h2)2
∫
R
η2ξxxxdx
+
1
2
ε3δ2
ρ1ρ2(γ1 − γ2)(h1 + h2)
(ρ2h1 + ρ1h2)2
∫
R
η3ξxdx+
1
6
ε3(ρ1γ
2
1 − ρ2γ22)
∫
R
η3dx
+
1
2
ε2
(
(ρ1γ1 − ρ2γ2)κ+ g(ρ1 − ρ2)
) ∫
R
η2dx. (2.5.37)
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2.5.5 The KdV approximation
In this section a KdV (Korteweg-de Vries) type of equation is derived. This family of
equations are characterised as having weakly nonlinear and dispersive components.
The nonlinear component leads to steepening of the wave, which in turn can lead to
wave-breaking (when the wave becomes turbulent), and the dispersive component
effectively counteracts this. See [46] for a discussion on wave-breaking. In order
to model solitary waves it is therefore necessary to have a balancing between these
processes. This is achieved by assuming that ε and δ2 are of the same order in the
long-wave approximation (2.5.37), and so the Hamiltonian to O(δ6) is
H(η, ξ) =
1
2
δ4
h1h2
ρ2h1 + ρ1h2
∫
R
ξD2ξdx+
1
2
δ6
ρ1h
2
2 − ρ2h21
(ρ2h1 + ρ1h2)2
∫
R
ξDηDξdx
− 1
2
δ6
1
3
h21h
2
2(ρ2h2 + ρ1h1)
(ρ2h1 + ρ1h2)2
∫
R
ξD4ξdx− δ4κ
∫
R
ξηxdx− δ6γ1ρ1h2 + ρ2γ2h1
ρ2h1 + ρ1h2
∫
R
ξηηxdx
+
1
6
δ6(ρ1γ
2
1 − ρ2γ22)
∫
R
η3dx+
1
2
δ4
(
(ρ1γ1 − ρ2γ2)κ+ g(ρ1 − ρ2)
) ∫
R
η2dx. (2.5.38)
The following constants are introduced
α1 =
h1h2
ρ2h1 + ρ1h2
, (2.5.39)
α2 =
1
3
h21h
2
2(ρ2h2 + ρ1h1)
(ρ2h1 + ρ1h2)2
, (2.5.40)
α3 =
ρ1h
2
2 − ρ2h21
(ρ2h1 + ρ1h2)2
, (2.5.41)
α4 =
γ1ρ1h2 + γ2ρ2h1
ρ2h1 + ρ1h2
, (2.5.42)
α5 = (ρ1γ1 − ρ2γ2)κ+ g(ρ1 − ρ2) (2.5.43)
α6 = ρ1γ
2
1 − ρ2γ22 . (2.5.44)and
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Using integration by parts,
∫
R
ξDηDξdx =
∫
R
ηξ2xdx
and noting that
D2ξ = (−i)2ξxx = −ξxx
D4ξ = (−i)4ξxxxx = ξxxxxand
the Hamiltonian is written without D operators as
H(η, ξ) = −δ
4
2
α1
∫
R
ξξxxdx+
δ6
2
α3
∫
R
ηξ2xdx−
δ6
2
α2
∫
R
ξξxxxxdx
− δ4κ
∫
R
ξηxdx− 1
2
δ6α4
∫
R
ξηηxdx+
1
6
δ6α6
∫
R
η3dx+
1
2
δ4α5
∫
R
η2dx. (2.5.45)
Next, again using integration by parts,
∫
R
ξξxxdx = −
∫
R
ξ2xdx
and, by substituting
1
2
(η2)x = ηηx,
it is found that ∫
R
ξηηxdx = −1
2
∫
R
ξxη
2dx.
Also, using integration by parts twice,
∫
R
ξξxxxxdx =
∫
R
ξ2xxdx.
Using these results, and also making use of Theorem 3 (p.64), this therefore gives
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the following functional derivatives
δH
δξ
= −δ4α1ξxx − δ6α3(ξxη)x − δ6α2ξxxxx − δ4κηx − δ6α4ηηx
δH
δη
=
δ6
2
α3ξ
2
x + δ
4κξx + δ
6α4ηξx +
1
2
δ6α6η
2 + δ4α5η.and
Noting that there is an overall scaling factor of δ4 which can be absorbed the equa-
tions may be written as
δH
δξ
= −α1ξxx − δ2α3(ξxη)x − δ2α2ξxxxx − κηx − δ2α4ηηx
δH
δη
=
δ2
2
α3ξ
2
x + κξx + δ
2α4ηξx +
1
2
δ2α6η
2 + α5η.and
Using (2.2.84) the non-canonical equations of motion are therefore given by
ηt + κηx + α1ξxx + δ
2α3(ξxη)x + δ
2α2ξxxxx + δ
2α4ηηx = 0 (2.5.46)
ξt + κξx +
δ2
2
α3ξ
2
x + δ
2α4ξxη +
1
2
δ2α6η
2 + α5η − Γχ = 0. (2.5.47)and
Next, the variable
u = ξx
is introduced. In the Hamiltonian approach there are two conjugate variables: a
generalised coordinate and generalised momentum. The wave elevation function is
used in the role of the generalised coordinate and so the new variable u is used in the
role of momentum, recalling that ξ is a velocity potential incorporating densities.
The equations of motion are now written in terms of η and u as
ηt + κηx + α1ux + δ
2α3(uη)x + δ
2α2uxxx + δ
2α4ηηx = 0 (2.5.48)
ξt + κu +
δ2
2
α3u
2 + δ2α4uη +
1
2
δ2α6η
2 + α5η − Γχ = 0. (2.5.49)and
Noting that (2.5.49) still contains a ξ term the partial derivative with respect to x
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is calculated as
ut + κux + δ
2α3uux + δ
2α4(uη)x + δ
2α6ηηx + α5ηx − Γχx = 0. (2.5.50)
Recalling the definition of α5 from (2.5.43) the α5 term can be written as
α5ηx = (ρ1γ1 − ρ2γ2)κηx + g(ρ1 − ρ2)ηx.
Adding and subtracting 2ω(ρ1 − ρ2)κηx gives
α5ηx =
(
(ρ1γ1 − ρ2γ2) + 2ω(ρ1 − ρ2)
)
κηx +
(
(g − 2ωκ)(ρ1 − ρ2)
)
ηx.
Examining the term g−2ωκ, as discussed already in Section 2.5.3, clearly g >> 2ωκ
and the 2ωκ term can be neglected. Recalling Γ from (2.2.81) and noting that, using
Lemma 1 (p.47),
χx = −ηt
then
α5ηx − Γχx = Γκηx + Γηt + g(ρ1 − ρ2)ηx (2.5.51)
and (2.5.50) can be written as
ut + κux + Γηt + Γκηx + g(ρ1 − ρ2)ηx + δ2
(
α3uux + α4(uη)x + α6ηηx
)
= 0. (2.5.52)
Considering an observer moving at a speed κ in the x-direction, that is using the
Galilean shift
X = x− κt, T = t, ∂X = ∂x and ∂T = ∂t + κ∂x
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the equations of motion can be written as
ηT + α1uX + δ
2
(
α3(uη)X + α2uXXX + α4ηηX
)
= 0 (2.5.53)
uT + ΓηT + δ
2
(
α3uuX + α4(uη)X + α6ηηX
)
+ g(ρ1 − ρ2)ηX = 0. (2.5.54)and
Inserting the value for ηT from (2.5.53) into (2.5.54) gives the equations of motion
ηT + α1uX + δ
2
(
α2uXXX + α3(uη)X + α4ηηX
)
= 0 (2.5.55)
uT − Γα1uX + g(ρ1 − ρ2)ηXand
+ δ2
(− Γα2uXXX + α3uuX + α4(uη)X − Γα3(uη)X + α6ηηX − Γα4ηηX) = 0.
(2.5.56)
The linearised equations, by setting δ = 0, are therefore
ηT + α1uX = 0 (2.5.57)
uT − Γα1uX + g(ρ1 − ρ2)ηX = 0. (2.5.58)and
Using the same dispersion procedure described in Section 2.5.3, η and u can be
represented as
η(X,T ) = η0e
i(kX−Ω(k)T )
u(X,T ) = u0e
i(kX−Ω(k)T ).and
The following partial derivatives can be represented in terms of k and Ω
ηT = −iΩη, ξT = −iΩξ, ηX = ikη and ξX = ikξ.
Noting again that the wave number, angular frequency and wave speed are related
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via c(k) = Ω(k)/k means it can be written that
− ickη + iα1ku = 0 (2.5.59)
− icku + ig(ρ1 − ρ2)kη − iΓα1ku = 0. (2.5.60)and
From (2.5.59)
u =
c
α1
η (2.5.61)
and so inserting this into (2.5.60) gives the following quadratic expression for the
wave speed c
c2 + Γα1c− α1g(ρ1 − ρ2) = 0. (2.5.62)
This has solutions for observers moving with the flow as
c =
1
2
(
− Γα1 ±
√
α21Γ
2 + 4α1g(ρ1 − ρ2)
)
corresponding to right-moving waves c+
c+ =
1
2
(
− Γα1 +
√
α21Γ
2 + 4α1g(ρ1 − ρ2)
)
and left-moving waves c−
c− =
1
2
(
− Γα1 −
√
α21Γ
2 + 4α1g(ρ1 − ρ2)
)
and for stationary observers as
c− κ = 1
2
(
− Γα1 ±
√
α21Γ
2 + 4α1g(ρ1 − ρ2)
)
.
Starting with the leading approximation, via (2.5.61), the aim is to find a next order
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approximation of the form
u =
c
α1
η + δ2(C1ηXX + C2η
2)
so as to give a KdV-type equation of the form
ηT + cηX + δ
2(C3ηXXX + C4ηηX) = 0 (2.5.63)
for some constants C1−C4, that is an equation that has a dispersive and a nonlinear
component. Considering
u =
c
α1
η + δ2
(
σηXX + µη
2
)
(2.5.64)
means that for some, as yet, undetermined constants σ and µ
uT =
c
α1
ηT + δ
2
(
σηTXX + 2µηηT
)
uX =
c
α1
ηX + δ
2
(
σηXXX + 2µηηX
)
. (2.5.65)and
From (2.5.63)
ηT = −cηX +O(δ2)
and so
uT =
c
α1
ηT − δ2
(
c
(
σηXXX + 2µηηX
))
+O(δ4). (2.5.66)
The variable u can be eliminated from the equations of motion (2.5.55) and (2.5.56)
using (2.5.64)–(2.5.66) and the equations of motion are written (retaining only terms
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to O(δ2)) as
ηT + cηX + δ
2
(
α1σ +
α2
α1
c
)
ηXXX + δ
2
(
2α1µ+ 2
α3
α1
c+ α4
)
ηηX = 0
c
α1
ηT +
(
− Γc+ g(ρ1 − ρ2)
)
ηX + δ
2
(
− cσ − Γα1σ − Γα2
α1
c
)
ηXXXand
+ δ2
(
− 2cµ− 2Γα1µ+ α3
α21
c2 + 2
α4
α1
c− 2Γα3
α1
c+ α6 − Γα4
)
ηηX = 0.
Now, from the linearised expression for the wave speed given by (2.5.62)
−Γc+ g(ρ1 − ρ2) = c
2
α1
and so replacing the coefficient of the ηX term and multiplying across by α1/c in
the second equation gives the equations
ηT + cηX + δ
2
(
α1σ +
α2
α1
c
)
ηXXX + δ
2
(
2α1µ+ 2
α3
α1
c+ α4
)
ηηX = 0 (2.5.67)
ηT + cηX + δ
2
(
− α1σ − α
2
1
c
Γσ − Γα2
)
ηXXXand
+ δ2
(
− 2α1µ− 2Γα
2
1
c
µ+
α3
α1
c+ 2α4 − 2Γα3 + α1α6
c
− Γα1α4
c
)
ηηX = 0.
Comparing the ηXXX terms gives
α1σ +
α2
α1
c = −α1σ − α
2
1
c
Γσ − Γα2
meaning that
σ = − cα2(c+ Γα1)
α21(2c+ Γα1)
. (2.5.68)
Comparing the ηηX terms gives
2α1µ+ 2
α3
α1
c+ α4 = −2α1µ− 2Γα
2
1
c
µ+
α3
α1
c+ 2α4 − 2Γα3 + α1α6
c
− Γα1α4
c
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meaning that
µ =
α1α4(c− Γα1)− α3c(c+ 2Γα1) + α21α6
2α21(2c+ Γα1)
. (2.5.69)
Inserting values for σ and µ into (2.5.67) therefore gives the KdV equation
ηT + cηX + δ
2
(
− cα2(c+ Γα1)
α1(2c+ Γα1)
+ α2
c
α1
)
ηXXX
+ δ2
(
α1α4(c− Γα1)− α3c(c+ 2Γα1) + α21α6
α1(2c+ Γα1)
+ α3
2c
α1
+ α4
)
ηηX = 0.
Noting that
− cα2(c+ Γα1)
α1(2c+ Γα1)
+ α2
c
α1
=
c2α2
α1(2c+ Γα1)
and
α1α4(c− Γα1)− α3c(c+ 2Γα1) + α21α6
α1(2c+ Γα1)
+ α3
2c
α1
+ α4 =
α21α6 + 3α3c
2 + 3α1α4c
α1(2c+ Γα1)
the KdV equation can be rewritten as
ηT + cηX + δ
2
(
c2α2
α1(2c+ Γα1)
)
ηXXX + δ
2
(
α21α6 + 3α3c
2 + 3α1α4c
α1(2c+ Γα1)
)
ηηX = 0.
(2.5.70)
Remark. In the case where the system is irrotational it is noted that α4 = 0 and
α6 = 0 and so the equation becomes
ηT + cηX + δ
2
(
cα2
2α1
)
ηXXX + δ
2
(
3α3c
2α1
)
ηηX = 0. (2.5.71)
Recalling the constants (2.5.39)–(2.5.44) this is written as
ηT + cηX +
1
6
δ2ch1h2ηXXX +
3
2
δ2c
ρ1h
2
2 − ρ2h21
h1h2(ρ2h1 + ρ1h2)
ηηX = 0. (2.5.72)
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2.5.6 The solitary wave solution
A KdV-type approximation was derived in Section 2.5.5. Now, a solitary wave
solution will be obtained. The KdV equation is a weakly nonlinear PDE with a
dispersive component for which η, in the case studied, is implicitly defined. Solving
the equation for η can be done analytically using standard PDE techniques, such
as using a trial solution, or can be solved numerically. However, the solution to the
canonical type of KdV equation, that is the solution to
ηT + ηXXX + 6ηηX = 0, (2.5.73)
is already known and is relatively straightforward to calculate. So, using the tech-
nique described in [59], solving the KdV in (2.5.70) can be accomplished using two
steps: solve the canonical type of KdV equation in (2.5.73) and obtain a transfor-
mation that allows a mapping between the KdV equation in (2.5.73) and that in
(2.5.70). The approach of Vvedensky in [87], using the notation of Johnson in [59],
as detailed in Appendix D, gives the solution for η as
η(X,T ) = 2k2 sech2
{
k(X − 4k2T )
}
, (2.5.74)
meaning a sech2 type wave with an amplitude 2k2, travelling at speed 4k2. The
second step is to find a mapping between (2.5.70) and (2.5.73). Recall the KdV
equation in (2.5.70)
ηT + cηX + δ
2AηXXX + δ
2BηηX = 0 (2.5.75)
where
A =
c2α2
α1(2c+ Γα1)
and B =
α21α6 + 3α3c
2 + 3α1α4c
α1(2c+ Γα1)
(2.5.76)
have been introduced.
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The following transformations are used
X¯ = X − cT, T¯ = T, ∂X¯ = ∂X and ∂T¯ = ∂T + c∂X , (2.5.77)
allowing (2.5.75) to be written as
ηT¯ + δ
2AηX¯X¯X¯ + δ
2BηηX¯ = 0. (2.5.78)
Using the scaling procedure described in [59]
η = αη˜, X¯ = βX˜ and T¯ = γT˜ , (2.5.79)
for some, as yet, undefined constants α, β and γ, (2.5.78) is written as
η˜T˜ + δ
2 γ
β3
Aη˜X˜X˜X˜ + δ
2αγ
β
Bη˜η˜X˜ = 0. (2.5.80)
Choosing
γ =
1
δ2
,
and comparing (2.5.73) and (2.5.78),
α =
6A
1
3
B
and β = A
1
3 ,
and so (2.5.78) can be written as
η˜T˜ + η˜X˜X˜X˜ + η˜η˜X˜ = 0. (2.5.81)
With reference to the canonical equation in (2.5.73), the solution is therefore, as per
(2.5.74),
η(X˜, T˜ ) = 2k2 sech2
{
k(X˜ − 4k2T˜ )
}
. (2.5.82)
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Using the transformation in (2.5.79), to transform back to ‘bar’-notation, means
that
η(X¯, T¯ ) = 2αk2 sech2
{
k
( 1
β
X¯ − 4k
2
γ
T¯
)}
.
Using the transformation in (2.5.77), to transform back to (X,T )-notation, means
that
η(X,T ) = 2αk2 sech2
{
k
( 1
β
(X − cT )− 4k
2
γ
T
)}
giving the solitary wave solution of (2.5.70) as
η(X,T ) =
12k2A1/3
B
sech2
{
k
A1/3
(
X − (c+ 4δ2k2A1/3)T
)}
. (2.5.83)
This describes a solitary crest of amplitude
12k2A1/3
B
moving with speed
c+ 4δ2k2A1/3.
The correction to the speed c is
4δ2k2A1/3
which is related to the amplitude through k. The findings of this section have been
published in [14].
2.5.7 Discussion and conclusions
The general flat-bottomed system which has already been examined in exact terms
was reconsidered using approximation techniques. First, the physical quantities
were nondimensionalised using meaningful values. Using scaling based on the phase
velocity and domain depth a scaling regime was established. The Hamiltonian and
Dirichlet-Neumann operators were represented as a series of terms with different
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orders. The introduction of a perturbation parameter provided a vertical type of
scaling and therefore an approximation, called the small amplitude approximation,
was established. The vortex sheet was eliminated allowing the wave speed to be
calculated as the solution to a quadratic equation and so establishing the disper-
sion relation. The introduction of a second perturbation parameter provided a
horizontal type of scaling and therefore an approximation, called the long-wave ap-
proximation, was established. A long-wave model was presented. It was assumed
that the perturbation parameters were of the same order to allow for a balancing
between nonlinearity and dispersion when establishing the solitary wave solution.
The equations of motion were calculated. There was some simplification of terms
by consideration of values of some of the constants for Earth-based oceanic systems.
A Galilean shift was introduced and the equations of motions were combined to
give a nonlinear PDE. The dispersion relation was calculated. Using a trial solution
based on the linearised equations a KdV approximation, containing a dispersive and
a nonlinear term, was derived. Finally, a solitary wave solution was obtained by
scaling the solution of the canonical KdV equation using the model parameters.
2.6 Approximations of the system with a non-flat
bottom
As per the general flat-bottomed system, this section considers the Hamiltonian
framework already established and adopts a perturbative approach whereby small
arbitrary parameters are used to separate terms of different orders to be collected
together. This allows truncation at different orders and the production of linear
approximations.
The findings of this section have been published in [19].
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2.6.1 Taylor expansion of the Dirichlet-Neumann operator
For the general flat-bottomed system the velocity potential can be represented as
(see (C1) p.166)
ϕk(x, y) =
(
ek(y+h) + e−k(y+h)
ekh + e−kh
)
eikx
which, using the identities in Appendix F, means that the velocity potential can be
written as
ϕk(x, y) =
cosh(k(y + h))
cosh(kh)
eikx.
Using the approach in [35] η is assumed to be small and so the surface is considered
to be the ‘shear’ surface y = 0 and therefore
φs := ϕ(x, 0) = e
ikx.
The velocity potential is therefore written in terms of the operator D as
ϕ(x, y) =
cosh((y + h)D)
cosh(hD)
φs.
For the system with a non-flat bottom this is written as
ϕ(x, y) =
cosh((y + h)D)
cosh(hD)
φs + sinh (yD)L(β)φs (2.6.1)
where the operator L(β) has been introduced in [36] to satisfy the non-trivial bottom
boundary condition given by (2.4.12). At the bottom y = B = −h+ β and so
φb := ϕ(x,B) =
cosh(βD)
cosh(hD)
φs + sinh
(
(−h+ β)D)L(β)φs (2.6.2)
is defined. Recall that the Dirichlet-Neumann operator for the system with a non-
flat bottom in (2.4.19) is an operation on the surface. The operator will be redefined
now as an operation on both the surface and bottom as both the surface and bottom
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velocity potentials contribute to both normal derivatives, as per [25], that is
G(φb, φs) :=
 (−ϕ˜nb)b√1 + β2x
(ϕ˜ns)s
√
1 + η2x
 ,
and so G can be represented as the matrix operator Gkl via
Gkl =
 G11 G12
G21 G22

where k, l = {1, 2} and so
 G11 G12
G21 G22

 φb
φs
 =
 (−ϕ˜nb)b√1 + β2x
(ϕ˜ns)s
√
1 + η2x
 .
This gives the conditions
G11φb +G12φs = (−ϕ˜nb)b
√
1 + β2x = G(η, β)φb
G21φb +G22φs = (ϕ˜ns)s
√
1 + η2x = G(η, β)φs.and
However,
G11φb +G12φs = 0 (2.6.3)
due to the fact that, from (2.2.44),
G(η)φb = −βx(ϕ˜x)b + (ϕ˜y)b
is zero due to the bottom boundary condition (2.4.12). Using (2.6.2) and (2.6.3)
G11 sinh
(
(−h+ β)D)L(β) = −G11 cosh (βD)
cosh(hD)
−G12. (2.6.4)
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The elements of the matrix operation Gkl can be expanded in orders of β and η as
Gkl(β, η) =
∞∑
m1,m2=0
G
(m1,m2)
kl (β, η)
where the notation m1 refers to the order of β and m2 refers to the order of η. Using
the recursive formulae in [35], see Appendix E (p.176), the relevant terms in (2.6.4)
are
G11(β, 0) = D coth(hD) +D coth(hD)βD coth(hD)−DβD +O(β2) (2.6.5)
G12(β, 0) = −D csch(hD)−D coth(hD)βD csch(hD) +O(β2). (2.6.6)and
The operator L(β) can be expanded in terms of orders of β as
L(β) =
∞∑
j=0
Lj(β)
and so, considering terms in (2.6.4) that are order of β0, noting that
sinh(−x) = − sinh(x) and cosh(0) = 1,
means
−D coth(hD) sinh (hD)L0 = −Dcoth(hD)
cosh(hD)
+D csch(hD).
Noting use of the trigonometric identities in Appendix F
−D cosh(hD)L0 = −D csch(hD) +D csch(hD) = 0
meaning that
L0 = 0. (2.6.7)
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Considering terms that are order of β1 in (2.6.4)
−D coth(hD) sinh (hD)L1(β)
= −D coth(hD)βDcoth(hD)
cosh(hD)
+DβD sech(hD) +D coth(hD)βD csch(hD)
and, again noting the trigonometric identities in Appendix F,
−D cosh(hD)L1(β) = DβD sech(hD),
meaning that
L1(β) = − sech(hD)βD sech(hD). (2.6.8)
Higher terms may be calculated in this fashion but Craig has introduced recursive
formulae in [35] and so the first four terms are calculated, noting the results in
(2.6.7) and (2.6.8), as
L0 = 0,
L1 = − sech (hD)βD sech (hD),
L2 = − sech (hD)βD sinh (hD) sech (hD)βD sech (hD)
L3 = − sech (hD)
(β3
3!
sech (hD)D3 +
β2
2!
D2 cosh (hD)L1 − β
1!
D sinh (hD)L2
)
.and
Assuming that the waves are long λ−1 << 1 and so, as the wave number k is an
eigenvalue of D,
hD =
2pih
λ
<< 1
and so the hyperbolic secant, hyperbolic sine and hyperbolic cosine of hD may be
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formally expanded, using the expansions in Appendix F, as
sech(hD) = 1− 1
2
h2D2 +
5
24
h4D4 +O(h6D6),
sinh(hD) = hD +
1
6
h3D3 +O(h5D5)
cosh (hD) = 1 +
1
2
h2D2 +
1
24
h4D4 +O(h6D6).and
The first three terms in the expansion of L(β) are therefore given by
L1 = −
(
1− 1
2
h2D2 +O(h4D4)
)
βD
(
1− 1
2
h2D2 +O(h4D4)
)
= −βD + 1
2
h2βD3 +
1
2
h2D2βD +O(h4D4)
L2 = −
(
1 +O(h2D2)
)
βD
(
hD +O(h3D3)
)(
1 +O(h2D2)
)
βD
(
1 +O(h2D2)
)
= −hβD2βD +O(h4D4)
L3 = −
(
1 +O(h2D2)
)(β3
3!
(
1 +O(h2D2)
)
D3
+
β2
2!
D2
(
1 +O(h2D2)
)(
− βD +O(h2D2)
)
− βD
(
hD +O(h3D3)
)(
− βD(hD) +O(h4D4)
))
= −1
6
β3D3 +
1
2
β2D2βD +O(h4D4)
and so the expansion of L(β) is
L(β) = −βD+ 1
2
h2βD3 +
1
2
h2D2βD− hβD2βD− 1
6
β3D3 +
1
2
β2D2βD+O(h4D4).
(2.6.9)
For the system with a non-flat bottom the Dirichlet-Neumann operator can be ex-
panded as
G(β, η) =
∞∑
j=0
G(j)(β, η) (2.6.10)
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with the constant, linear and quadratic terms given as [35]
G(0) = D tanh(hD) +DL(β), (2.6.11)
G(1)(η) = DηD −G(0)ηG(0) (2.6.12)
G(2)(η) = −1
2
(
D2η2G(0) − 2G(0)ηG(0)ηG(0) +G(0)η2D2) (2.6.13)and
and it is noticed by comparison to (2.5.2)–(2.5.5) that the presence of the non-flat-
bottom, from the perspective of expanding the Dirichlet-Neumann operator, only
requires a change to the constant term G(0). As higher order terms depend on
G(0) this of course means that all terms are altered to include L(β). Noting that
the hyperbolic tangent of hD may be formally expanded, using the expansion in
Appendix F, as
tanh(hD) = hD − 1
3
h3D3 +O(h5D5),
and using (2.6.9), the constant term in the expansion of the Dirichlet-Neumann
operator (2.6.11) is expanded as
G(0) = D
(
hD − 1
3
h3D3
)
+D
(
− βD+ 1
2
h2βD3 +
1
2
h2D2βD− hβD2βD− 1
6
β3D3 +
1
2
β2D2βD
)
+O(D5).
Truncating at O(D5) this can be written as
G(0) = D
(
h− β − 1
3
h3D2 +
1
2
h2βD2 +
1
2
h2D2β − hβD2β − 1
6
β3D2 +
1
2
β2D2β
)
D.
The linear term is
G(1)(η) = DηD +O(h4D4)
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and the quadratic term is
G(2)(η) = O(h4D4)
and so the expanded Dirichlet-Neumann operator is
G = D
(
h−β− 1
3
h3D2 +
1
2
h2βD2 +
1
2
h2D2β−hβD2β− 1
6
β3D2 +
1
2
β2D2β+ η
)
D
+O(h4D4). (2.6.14)
2.6.2 The Boussinesq approximation
The scaling parameters ε and δ are recalled from (2.5.11) and (2.5.28) respectively
as
ε =
a
h
and δ =
h
λ
, (2.6.15)
noting that the medium depth is now h. The assumption is made that the bottom
varies slowly with x and so the bottom elevation function can be considered to be
β = β(X) where
X = εx.
Looking again at the expansion of the Dirichlet-Neumann operator clearly the term
DβD produces, using the product rule, a term which is a derivative of β(X) which
acquires an ε, that is
DβD = βD2 +O(ε). (2.6.16)
This is similar for the other ‘mixed’ D and β type terms. As these ε terms will
ultimately be truncated it can be considered that β and D effectively commute.
The Dirichlet-Neumann operator can now be written as
G = D
(
h− β − 1
3
D(h− β)3D + η
)
D +O(h4D4).
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This may be written using the local depth b(X), defined in (2.4.1), as
G = D
(
b(X)− 1
3
Db3(X)D + η
)
D +O(h4D4).
Recalling the Hamiltonian from (2.4.23) this can be written, using the expanded
Dirichlet-Neumann operator, as
H(η,B, ξ) =
1
2ρ
∫
R
ξ
(
D
(
b(X)− 1
3
Db3(X)D
)
D +DηD +O(η2D4)
)
ξdx
+
1
2
ρg
∫
R
(η2 −B2)dx+
∫
R
h0dx. (2.6.17)
As in Section 2.5.5, the variable u = ξx is introduced and the Hamiltonian is written
as
H(η,B, u) =
1
2ρ
∫
R
u
(
b(X)− 1
3
Db3(X)D + η
)
udx
+
1
2
ρg
∫
R
(η2 −B2)dx+
∫
R
h0dx+O(h4D4). (2.6.18)
The surface elevation function η is scaled by the shallow water transformation, using
ε, as
η → εη.
Also, as per the argument in Section 2.5.2, by consideration of the kinematic bound-
ary condition, velocities are scaled using ε and as u has the magnitude of a velocity
term (multiplied by density) it is scaled by the transformation
u → εu.
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As per the argument in Section 2.5.4, the operator D is scaled by the transformation
D → δD.
The scaled Hamiltonian is therefore (again disregarding the Hamiltonian density)
H(η,B, u) =
ε2
2ρ
∫
R
u
(
b(X)− δ
2
3
Db3(X)D + εη
)
udx+
1
2
ε2ρg
∫
R
η2dx+O(ε4).
(2.6.19)
The functional derivatives are
δH
δη
=
ε3
2ρ
u2 + ε2ρgη
δH
δu
=
ε2
ρ
(
b(X)− δ
2
3
Db3(X)D + εη
)
u.and
Recalling the equations of motion for the system with a non-flat bottom in (2.4.33)
it is noted that
(ξt)x = ut
and, using Theorem 3 (p.64),
δH
δξ
= −
(
δH
δu
)
x
and so the equations of motion are
ηt = −ε
2
ρ
(b(X)u)x − δ
2
3
ε2
ρ
b3(X)uxxx − ε
3
ρ
(ηu)x
ut = −ε
3
ρ
uux − ε2ρgηx.and
The overall scaling factor of ε2 can be absorbed giving the Boussinesq-type equations
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of motion
ηt = −1
ρ
(b(X)u)x − δ2 1
3ρ
b3(X)uxxx − ε1
ρ
(uη)x (2.6.20)
ut = −ρgηx − ε1
ρ
uux. (2.6.21)and
2.6.3 The Kaup-Boussinesq approximation
In this section an integrable flat-bottomed Boussinesq-type model called the Kaup-
Boussinesq approximation is recovered. The Boussinesq-type equations of motion
(2.6.20) and (2.6.21) in the case of constant depth, that is b(X) is equivalent to h,
become
ηt = −1
ρ
hux − δ2 1
3ρ
h3uxxx − ε1
ρ
(uη)x
ut = −ρgηx − ε1
ρ
uux.and
By scaling out the constants ρ, g, ε and δ this gives the Kaup-Boussinesq approxi-
mation
ηt = −hux − 1
3
h3uxxx − (uη)x
ut = −ηx − uux.and
The transformation
η → η − h
eliminates the hux term giving
ηt = −1
3
h3uxxx − (uη)x
ut = −ηx − uux.and
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A further transformation
(∂x, ∂t) →
√
3
4h3
(∂x, ∂t)
gives the Kaup-Boussinesq approximation
ηt = −1
4
uxxx − (uη)x (2.6.22)
ut = −ηx − uux. (2.6.23)and
One method to solve nonlinear PDEs is to use a Lax pair representation. A Lax
pair is a pair of operators that use an auxiliary function Ψ to effectively linearise
the PDE. The equations have a scalar Lax pair representation (cf. [58, 63])
Ψxx =
((
ζ − u
2
)2
− η
)
Ψ
Ψt = −
(
ζ +
u
2
)
Ψx +
1
4
uxΨand
where ζ is a spectral parameter.
2.6.4 The KdV approximation with variable coefficients
Recalling the Boussinesq-type equations of motion from (2.6.20) and (2.6.21) the
linearised equations, by setting ε and δ to zero, are given by
ρηt = −b(X)ux (2.6.24)
ut = −ρgηx. (2.6.25)and
Calculating the t-derivative of (2.6.24) and the x-derivative of (2.6.25) gives a wave
equation
ηtt − gb(X)ηxx = 0
126
and so the wave speed is
c(X) ≈
√
gb(X) (2.6.26)
in so far as the bottom is considered to be slowly varying. If the initial disturbance
is η0, that is η(x, 0), the leading-order wave is described by
η(x, t) = η0(x− c(X)t). (2.6.27)
The characteristic x − c(X)t is considered as being a ‘slow’ variable due to the
dependence on X. An appropriate ‘far-field’ variable θ is considered (cf. [59]) of the
form
θ = x− t (2.6.28)
and so, for the slowly varying bottom,
θ =
1
ε
R(X)− t, (2.6.29)
is introduced, where R(X) is some function to be determined. The (x, t) coordinate
partial derivatives are
∂x ≡ R′(X)∂θ + ε∂X
∂t ≡ −∂θ.and
Equations (2.6.24) and (2.6.25) are transformed from (x, t) variables to the slow
variables (θ,X) as
ρηt = −b(X)ux → −ρηθ = −R′(X)b(X)uθ +O(ε)
ut = −ρgηx → −uθ = −ρgR′(X)ηθ +O(ε),and
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respectively, and so the linearised equations are transformed to
ρηθ = R
′(X)b(X)uθ (2.6.30)
uθ = ρgR
′(X)ηθ. (2.6.31)and
By combining these equations R′(X) can be related to b(X) via
R′(X) =
1√
gb(X)
(2.6.32)
and so, recalling (2.6.26), the previously undetermined function R′(X) is equivalent
to the inverse of the wave speed, that is
R′(X) =
1
c(X)
. (2.6.33)
The Boussinesq-type equations of motion are therefore rewritten in terms of θ and
X as
ρηθ =
b
c
uθ + εbuX + ε
1
c
uηθ + ε
1
c
ηuθ + δ
2 b
3
3c3
uθθθ +O(εδ2, ε2)
uθ =
ρg
c
ηθ + ερgηX + ε
1
ρc
uuθ +O(ε2).and
Combining these expressions to eliminate uθ gives
ρηθ =
b
c
(ρg
c
ηθ + ερgηX + ε
1
ρc
uuθ
)
+ εbuX + ε
1
c
uηθ
+ ε
ρg
c2
ηηθ + δ
2ρgb
3
3c4
ηθθθ +O(εδ2, ε2). (2.6.34)
In the leading-order, (2.6.24) can therefore be written, using (2.6.27), as
−ρcη = −bu
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and so
u = ρ
c
b
η. (2.6.35)
Inserting this leading-order approximation for u, and dividing across by ρ, gives
ηθ =
b
c
(g
c
ηθ + εgηX + ε
c
b2
ηηθ
)
+ ε
(
cXη + cηX
)
+ ε
1
b
ηηθ + ε
g
c2
ηηθ + δ
2 gb
3
3c4
ηθθθ +O(εδ2, ε2). (2.6.36)
Recalling from (2.6.26) that c(X) =
√
gb(X) means that
2εcηX + εcXη + 3ε
g
c2
ηηθ + δ
2 c
2
3g2
ηθθθ = 0 (2.6.37)
noting that this equation contains nonlinear and dispersive components. The vari-
able
E(θ,X) :=
√
c(X)η(θ,X) (2.6.38)
is introduced and so
η =
E
c1/2
(2.6.39)
giving
2εc
(
E
c1/2
)
X
+ εcX
(
E
c1/2
)
+ 3ε
g
c3
EEθ + δ
2 c
3/2
3g2
Eθθθ = 0 (2.6.40)
which can be written as
2εc1/2EX + 3ε
g
c3
EEθ + δ
2 c
3/2
3g2
Eθθθ = 0. (2.6.41)
It is noted that all terms contain ε or δ terms and appropriate scaling can be used
to absorb the perturbation parameters giving the equation
2c1/2EX + 3
g
c3
EEθ +
c3/2
3g2
Eθθθ = 0. (2.6.42)
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Finally, multiplying across by c−1/2 gives the KdV equation with variable coefficients
2EX + 3
g
c7/2
EEθ +
c
3g2
Eθθθ = 0. (2.6.43)
This model will be referred to as the ‘Johnson equation’ after R.S. Johnson [59].
2.6.5 The Johnson equation and soliton propagation
The Johnson equation is a KdV model for a slowly varying non-flat-bottomed topog-
raphy. Due to the particle-like nature for which solitary waves may be considered
they can be referred to as ‘solitons’. The equation will be used in this section to look
at the situation when a soliton hits a ramp, that is a sudden but smooth transition to
a region of diminished or increased depth. The equation was first studied by Johnson
in 1973 in [60] and subsequently by Knickerbocker in [64] amongst others. Recalling
the Johnson equation from (2.6.43), g is set to 1 to simplify the calculations, and
the equation is divided across by 2 giving
EX +
3
2
c−7/2(X)EEθ +
1
6
c(X)Eθθθ = 0. (2.6.44)
Recalling that c =
√
b from (2.6.26), with g = 1, then the equation can be written
in terms of b(X) as
EX +
3
2
b−7/4(X)EEθ +
1
6
b1/2(X)Eθθθ = 0. (2.6.45)
Compared to the usual KdV equation the variable θ counter-intuitively plays the
role of the space-like variable and X plays the role of the time-like variable. This can
be explained by the fact that both x and t can be considered to be of the order of
ε−1 and so have equivalent roles. However, the variable τ , which is equivalent to X,
is introduced to mitigate confusion and therefore the variable θ may be considered
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to be the space-like variable and the equation is written
Eτ +
3
2
b−7/4(τ)EEθ +
1
6
b1/2(τ)Eθθθ = 0. (2.6.46)
At this point a transformation to a canonical KdV form would be advantageous but
considering the eligibility criteria Vaneeva proposes in [86] this does not appear to
be possible. It is therefore necessary to proceed without such a transformation. The
behaviour of the depth with τ is described by
b(τ) = h0(1− α tanh (βτ)) (2.6.47)
which represents a ramp at τ = 0 as shown in Figure 2.12, where α and β are
constants. The constant α characterises the height of the ramp and the constant β
characterises the steepness of the ramp as shown in the figure for different values
of α and β. A positive value for the constant α corresponds to the arrival of the
soliton into a region of decreased depth and a negative value arrival into a region of
increased depth.
For τ < 0 the depth is fixed, that is b is a constant b0, tanh (βτ) ≈ −1 and therefore
b0 ≈ h0(1 + α). (2.6.48)
The one-soliton solution is the sech2 equation [59]
E−(θ, τ0) = A sech
2
{√
3A
2b
9/8
0
(
θ − A
2b
7/4
0
τ0
)}
, (2.6.49)
where A is the amplitude and the ‘minus’ underscore means negative but increasing
τ , and so
E(θ, 0) = A sech2
{√
3A
2b
9/8
0
θ
}
. (2.6.50)
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Figure 2.12: Variation in ramp shape as a function of the parameters α and β
By introducing F as
F := −3
2
b−9/4E (2.6.51)
equation (2.6.46) is written as
Fτ − b1/2(τ)FFθ + 1
6
b
1
2 (τ)Fθθθ = 0 (2.6.52)
and so, by appropriate rescaling of τ to τ ′, the equation can be written in the
canonical form (noting that the solution to the KdV in this form is readily available;
the derivation is given in Appendix D)
Fτ ′ − 6FFθ + Fθθθ = 0 (2.6.53)
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which means the initial condition (τ = τ ′ = 0) is
F (θ, 0) = −3
2
b−9/4A sech2
{√
3A
2b
9/8
0
θ
}
. (2.6.54)
The constant K is introduced
K :=
√
3A
2b
9/8
0
(2.6.55)
which means the amplitude may be written as
A =
4K2b
9/4
0
3
. (2.6.56)
The initial condition is therefore
F (θ, 0) = −2
(
b
b0
)−9/4
K2 sech2{Kθ}. (2.6.57)
For b = b0 this recovers the one-soliton solution
F (θ, 0) = −2K2 sech2{Kθ}. (2.6.58)
For τ > 0 b 6= b0, and tanh (βτ) ≈ 1, therefore
b ≈ h0(1− α) (2.6.59)
and
E(θ, τ) = A sech2
{√
3A
2b9/8
(
θ − A
2b7/4
τ
)}
. (2.6.60)
The constant B is introduced as
B :=
(
b
b0
)−9/4
(2.6.61)
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and so using (2.6.48) and (2.6.59)
B =
(
1 + α
1− α
)9/4
. (2.6.62)
Obviously for a one-soliton solution b = b0 means that B = 1 and hence α must
be zero. For multi-soliton solutions the number of solitons, N , will be a function
of non-zero α. To determine the number of solitons created consider (2.6.57) as the
initial condition. The associated spectral problem, as studied in [69, 78], (where ζ
is the spectral parameter)
−ψθθ + (F (θ, τ ′)− ζ)ψ = 0
will be used to find the ‘eigendepths’, corresponding to a depth associated with
an eigenfunction with N discrete eigenvalues. As ζ is a constant, and as such is
independent of θ and (more significantly) τ , it can be considered that τ ′ = 0 giving
−ψθθ + (F (θ, 0)− ζ)) = 0,
where, from (2.6.57),
F (θ, 0) = −2BK2 sech2{Kθ}. (2.6.63)
An associated Legendre equation is introduced for ψ so that B can be related to N .
Using the variable transformation
z = tanh (Kθ), (2.6.64)
where z ∈ [−1, 1], this gives the associated Legendre equation for ψ
d
dz
(
(1− z2)dψ
dz
)
+
(
2B +
1
K2
ζ
(1− z2)
)
ψ = 0. (2.6.65)
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Table 2.1: The dependence of N on α.
N 1 2 3 4 5 6
α 0 0.24 0.38 0.47 0.54 0.59
This gives L2 (square integrable) solutions on the interval [−1, 1] if
2B = N(N + 1)
and
ζ = −m2K2,
where m and N are integers. The value of m corresponds to the number of dis-
crete negative eigenvalues (noting that |m| ≤ N). As N is the number of discrete
eigenvalues of the spectral problem it corresponds to the number of solitons and so,
recalling (2.6.62), N can be related to α via
α =
(
1
2
(N2 +N)
)4/9
− 1
1 +
(
1
2
(N2 +N)
)4/9 . (2.6.66)
Table 2.1 shows the values for α which produce N solitons.
Several scenarios are considered for a soliton approaching the ramp. Equation
(2.6.46) is solved, for the ramp description given in (2.6.47) using (2.6.49) as the
initial condition. The following plots are taken from [19] and were created using
Fortran and Gnuplot. Figure 2.13 shows the case where α = 0.3, β = 20 and A = 1.
As the parameter α is between 0.24 and 0.38 (see Table 2.1) two solitons are present
although the second soliton is of much smaller amplitude.
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Figure 2.13: Solitary wave propagation: α = 0.3, β = 20, A = 1
Clearly from (2.6.62) b/b0 is proportional to α and so by increasing α to 0.5 the
second soliton is much bigger than than case when α = 0.3 as demonstrated in
Figure 2.14.
50403020100-10
θ
τ
Figure 2.14: Solitary wave propagation: α = 0.5, β = 20, A = 1
In the next scenario the amplitude is increased from 1 to 3. As shown in Figure 2.15
the two solitons appear to be the same as those in Figure 2.14 where the amplitude
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was 1. However, additional waves can be seen to the left. These are reflected waves
and are waves of radiation. They are highly unstable and as τ increases they quickly
disappear. It is noted from the linearised version of (2.6.46)
Eτ +
1
6
b
1
2 (τ)Eθθθ = 0
that the sign of the dispersive term means that its phase velocity is negative and
proportional to k2. However, in physical terms, the model is for long waves (small
k) and so this term is considered to be non-physical.
50403020100-10
θ
τ
Figure 2.15: Solitary wave propagation: α = 0.5, β = 20, A = 3
Next, a negative value for α is considered. This is equivalent to the incoming soliton
entering a region of deeper water. As α is negative new solitons will not appear,
as demonstrated in Figure 2.16. The energy of the soliton is reduced therefore by
waves of radiation which rapidly decay with τ .
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Figure 2.16: Solitary wave propagation: α = −0.5, A = 3
Finally, a higher value, 0.8, is considered for α. This should produce many solitons.
However, examining Figure 2.17 this does not appear to be the case. This can be
attributed to the assumption of a slowly varying bottom for which the profile of the
ramp does not adhere to.
6050403020100-10
θ
τ
Figure 2.17: Solitary wave propagation: α = 0.8, A = 1
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2.6.6 Discussion and conclusions
As was the case for the general flat-bottomed system approximate models were
established for the system with a non-flat bottom. Using an exponential function
representation of the velocity potential it was noted that an additional operation,
which acts on the bottom, needed to be included to account for the non-trivial
bottom condition. The Dirichlet-Neumann operator also needed reconsideration
and a matrix representation was introduced to reflect the non-flat-bottomed set-up.
The components of the matrix and the bottom operator were expanded in terms
of orders of the bottom elevation function. The perturbative scaling parameters
were again introduced, but an additional consideration was made that the bottom
varies slowly compared to the wave. The expanded Dirichlet-Neumann operator
was given in terms of the slowly varying bottom. The Hamiltonian was scaled
and equations of motion were calculated giving a Boussinesq-type approximation
for the system with a non-flat-bottom. The Boussinesq approximation was then
reconsidered, in the case of a flat-bottom, producing a Kaup-Boussinesq model. The
Boussinesq approximation was linearised, the wave speed was related to the slowly-
varying bottom and appropriate far-field variables were introduced. The equations of
motion were transformed using the far-field variables. By considering leading-orders
and introducing a further transformation the equations of motion were combined
to produce a KdV-type approximation with variable coefficients referred to as the
Johnson equation. The Johnson equation was recast as a function of the local depth
and the roles of the variables were discussed. Looking at the leading-orders the
wave speed was calculated as a function of the bottom elevation. The variable depth
was then adapted to represent a ramp with parameters that tune the ramp height
and steepness. A soliton approaching the ramp was considered. By considering
the initial condition, a variable transformation, making use of known solutions to
the canonical KdV equation, was used. The associated spectral problem was then
introduced which, via an associated Legendre equation, allowed the determination
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of the number of solitons created as a function of the ramp height. Several scenarios
were considered, numerically, with various values for the wave height, steepness and
amplitude. It was found that the birth of new solitons was related to the ramp height
parameter. Increasing the amplitude did not result in additional solitons but did
lead to the generation of reflected waves that are waves of radiation. These reflected
waves disappear quickly. For negative values of the parameter, corresponding to a
soliton entering a region of deeper water, no additional solitons were created but
waves of radiation were present and short-lived. It was found that the number of
solitons produced numerically did not match the analytical prediction. This can be
attributed to the assumption of a slowly varying bottom for which the profile of the
ramp does not adhere to.
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Chapter 3
Conclusions and open questions
The presented content describes various geophysical wave models using fluid-dynamic
methods. Two main incompressible and inviscid water wave systems were consid-
ered. The first system was comprised of two discrete rotational fluid domains with
a depth-dependent current separated by an internal wave bounded below by a flat
bottom and on top by a lid. The other system was a single medium system bounded
below by a bottom of varying depth and with a free surface. Both exact and ap-
proximate models were considered.
First, the general flat-bottomed system was considered. A realistic oceanic repre-
sentation was considered using a depth-dependent current with distinct attributes in
five layers including linear, arbitrary and stagnant layers. Coriolis forces were also
taken into account. Using the Hamiltonian approach, and introducing Dirichlet-
Neumann operators and interface quantities, the Hamiltonian was derived in terms
of interface quantities only. Equations of motion were found to be non-canonical.
Canonical equations of motion were established by a variable transformation. The
importance of the introduction of the interface quantities means that the dynamics
in the bulk can be obtained analytically from the dynamics of the wave. Another
important result that was demonstrated was that the dynamics depend on the lay-
ers adjacent to the wave only. A variable was introduced which depends on the
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difference in the two vorticities and the two currents in a two-layer system. Tuning
this variable allowed the recovery of various already known results. These systems
showed that the inclusion of Coriolis forces merely requires a redefinition of the
system constant. This means that the rotational frame of reference can always be
considered when modelling geophysical waves as it has trivial implications on the
complexity of calculations. A two-layer system separated by an internal wave with
a flat bottom, but with a surface wave, was also discussed. Next, a fluid system was
considered comprising of a single medium with a non-flat bottom. The Hamiltonian
approach was again taken. The Hamiltonian, by introducing a Dirichlet-Neumann
operator and wave quantities, was derived in terms of wave quantities only. It
was found that the Dirichlet-Neumann operator, compared to the system with a
non-flat bottom, simply required a modification to the definition to incorporate the
non-trivial bottom boundary. Equations of motion were found to be canonical. The
importance of the introduction of the wave quantities means that the dynamics in
the bulk can be obtained analytically from the dynamics of the wave noting that
the stationary non-flat bottom produces no dynamic terms. Approximate models of
the general flat-bottomed system were generated. The system quantities were nondi-
mensionalised and the introduction of a first small arbitrary perturbation parameter
established a small amplitude approximation with linear equations of motion. The
introduction of a second perturbation parameter established a long-wave model. By
considering the two perturbation parameters to be of the same order a KdV ap-
proximation, with balanced dispersive and nonlinear components, was produced. A
solitary wave solution was then obtained which depends on the model parameters.
Approximate models of the system with a non-flat bottom were then considered.
The non-triviality of the bottom required changes to the governing equations, sig-
nificantly to the kinematic boundary condition at the bottom, and the Dirichlet-
Neumann operator which required a matrix representation. The two perturbative
scaling parameters were again introduced but an additional consideration was made
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that the bottom varies slowly compared to the wave. The Hamiltonian was scaled
and equations of motion were calculated giving a Boussinesq-type approximation.
Considering this approximation, but in the case of a flat-bottom, a Kaup-Boussinesq
model was recovered. The equations of motion were transformed using far-field vari-
ables so producing a KdV-type approximation with variable coefficients referred to
as the Johnson equation. The variable depth was adapted to represent a ramp with
parameters that tune the ramp height and steepness. It was found that the birth
of new solitons was related to the ramp height parameter and increasing the ampli-
tude did not result in additional solitons but did lead to the generation of reflected
waves. These reflected waves disappear quickly. For solitons entering a region of
deeper water no additional solitons were created but waves of radiation were present
and short-lived. It was found that the number of solitons produced numerically did
not match the analytical prediction. Further analysis is required.
Despite the long time period over which the knowledge of, and the application of,
fluid-dynamics has been evolving it is really only since the 1960s, following Za-
kharov’s Hamiltonian formulation and Zabusky and Kruskal’s models of soliton be-
haviour, that analytic models with geophysical applications have begun to emerge.
Substantially more development is required in order to better understand the be-
haviour of geophysical waves. With regard to the presented material the modelling
of non-flat bottoms is particularly underdeveloped. The author has begun consider-
ation of the flat-bottom with regard to vorticity and wave-current interactions and
the effect of stratification. Already some issues have been identified in the use of
Craig’s ‘bottom operator’ in respect of rotational systems and so a different approach
must be considered. Studies of rotational deep water systems are incomplete (cf.
[22]). Well-posedness of the presented systems has not been investigated as part of
this thesis but is an area that requires much analysis. The well-posedness of internal
wave models is discussed in [8] and Lannes gives a broad analysis of well-posedness
in [72]. Well-posedness is shown for a shallow water model in [47]. More generally,
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the existence and smoothness of the Navier-Stokes equation is considered to be one
of the greatest unsolved problems in science and the Clay Mathematics Institute
offers one-million dollars for solutions to an open problem concerning the smooth-
ness of solutions. In fact, as recently as October 2017, Buckmaster and Vicol have
published an article [10] exposing potential failures of the Navier-Stokes equations
via nonunique solutions.
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Appendix A
Euler’s equation in a non-inertial frame of
reference
Consider an inviscid fluid, with two-dimensional flow in the x–y plane and with a
free surface at y = 0, situated on the surface of Earth. For the non-inertial ‘spinning-
Earth’ frame of reference, as shown in Figure A.1 (cf. [20]), it is noted that x1 is
considered eastward, x2 is considered northward and x3 is considered upward.
Ω
r
N
O
S
1
2
3
x
x
x
Figure A.1: The rotational frame of reference
For an observer in an inertial frame of reference the measurements determined by
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the observer in the rotational frame of reference must be adjusted as follows [50, 81]
(where the subscript rot means in the rotational frame of reference)
(
Du
Dt
)
in
=
(
Du
Dt
)
rot
+ 2Ω× u + Ω× (Ω× r) +
(
dΩ
dt
× r
)
(A1)
where Ω is the Earth’s angular velocity and r is a position vector, as shown in Figure
A.1. The term 2Ω × u is the Coriolis acceleration, Ω × (Ω × u) is the centripetal
acceleration and the final term, which is related to the rate of change of Ω, can be
ignored due to the assumption that time-scales involved are short compared to the
time-scale over which Ω changes. By dropping the rot subscript notation (A1) can
therefore be written as
Du
Dt
+ 2Ω× r + Ω× (Ω× r) = −1
ρ
∇P.
Alternatively, by using the Eulerian derivative, the equation can be written as
ut + (u.∇)u + 2Ω× u + Ω× (Ω× r) = −1
ρ
∇P.
This is Euler’s Equation for an incompressible fluid (that is the inviscid form of
the Navier-Stokes equation for an incompressible fluid). For the two-media system
under study the i subscript notation is used and so the following Euler equation will
be used to establish the Bernoulli condition:
ui,t + (ui.∇)ui + 2Ω× ui + Ω× (Ω× r) = − 1
ρi
∇Pi. (A2)
157
Appendix B
Hamiltonian structure using Poisson brackets
Adherence to the axiomatic properties of the Poisson brackets described in Section
2.2.6, following the procedure in [11], are reproduced here. The interface functions η
and ξ can be expressed as a series of complex exponentials as follows. Let f(x) equal
both of the interface variables, η(x) and ξ(x), where f is, for simplicity, 2pi-periodic.
The function f(x) can therefore be represented as a complex Fourier series as follows
[67]
f(x) =
∑
nZ
fne
inx. (B1)
The fact that, from the assumptions,
2pi∫
0
η dx = 0 (B2)
means
η0 = 0 (B3)
and as ξ is determined modulo an additive constant it is always possible to choose
a constant such that
ξ0 = 0. (B4)
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Next, the Dirac delta function can formally be expressed as [41]
δ(x) =
1
2pi
∑
nZ
einx
therefore
δf(x)
δf(x′)
= δ(x′ − x) = 1
2pi
∑
nZ
einxe−inx
′
.
On the other hand using (B1)
δ(x′ − x) = δf(x)
δf(x′)
=
∑
nZ
δfne
inx
δf(x′)
therefore
δfn
δf(x′)
=
1
2pi
e−inx
′
. (B5)
The following integral representation for the Kronecker delta function is noted [52]
δa,b =
1
2pi
2pi∫
0
ei(a−b)xdx. (B6)
Proof of the skew-symmetry axiom. Adherence to the skew-symmetry axiom
will be demonstrated by calculating the following for the system under study:
1. {ηk, ξl}
2. {ηk, ηl}
3. {ξk, ξl}
where k and l are integers.
First, {ηk, ξl} is calculated via (2.2.98) and (B5) as
{ηk, ξl} =
2pi∫
0
(
δηk
δη(x)
δξl
δξ(x)
− δηk
δξ(x)
δξl
δη(x)
)
dx− Γ
2pi∫
0
(
δηk
δξ(x)
x∫
0
δξl
δξ(x′)
dx′
)
dx.
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Independence of η and ξ means
δηk
δξ(x)
=
δξl
δη(x)
= 0
and so
{ηk, ξl} =
2pi∫
0
(
δηk
δη(x)
δξl
δξ(x)
)
dx. (B7)
However, using (B5)
{ηk, ξl} = 1
(2pi)2
2pi∫
0
(
e−i(k+l)x
)
dx. (B8)
Using (B6) and letting a = −k − l and b = 0 means
δ(−k−l),0 =
1
2pi
2pi∫
0
e−i(k+l)xdx. (B9)
However, as k and l are arbitrary they can be recast as k = −k and l = −l meaning
that
{ηk, ξl} = 1
2pi
δk+l,0. (B10)
Secondly, {ηk, ηl} is calculated. Again using (2.2.98)
{ηk, ηl} =
2pi∫
0
(
δηk
δη(x)
δηl
δξ(x)
− δηk
δξ(x)
δηl
δη(x)
)
dx− Γ
2pi∫
0
(
δηk
δξ(x)
dx
x∫
0
δηl
δξ(x′)
dx′
)
dx.
Independence of η and ξ means
δηl
δξ(x)
=
δηk
δξ(x)
=
δηl
δξ(x′)
= 0,
therefore
{ηk, ηl} = 0. (B11)
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Thirdly, {ξk, ξl} is calculated. Again using (2.2.98)
{ξk, ξl} =
2pi∫
0
(
δξk
δη(x)
δξl
δξ(x)
− δξk
δξ(x)
δξl
δη(x)
)
dx− Γ
2pi∫
0
(
δξk
δξ(x)
x∫
0
δξl
δξ(x′)
dx′
)
dx.
Independence of η and ξ means
δξk
δη(x)
=
δξl
δη(x)
= 0,
therefore
{ξk, ξl} = −Γ
2pi∫
0
(
δξk
δξ(x)
x∫
0
δξl
δξ(x′)
dx′
)
dx.
Using (B5)
{ξk, ξl} = − Γ
(2pi)2
2pi∫
0
(
e−ikx
x∫
0
e−ilx
′
dx′
)
dx.
Expanding out the second integral therefore means that
{ξk, ξl} = − Γ
(2pi)2
( 2pi∫
0
e−i(k+l)x
−il dx−
2pi∫
0
e−ikx
−il dx
)
.
From (B9)
2pi∫
0
ei(−k−l)xdx = 2piδ(−k−l),0
and
∫ 2pi
0
e−ikx
−il dx =
[
e−ikx
(−il)(−ik)
]2pi
0
=
(e−ipi)2k − 1
lk
.
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However, e−ipi = −1 and therefore
∫ 2pi
0
e−ikx
−il dx =
(−1)2k − 1
lk
=
1− 1
lk
= 0.
Now, as k and l are arbitrary they can be recast as k = −k and l = −l, meaning
2pi∫
0
ei(−k−l)xdx → 2piδ(k+l),0.
The bracket is therefore
{ξk, ξl} = Γ
2piil
(δk+l,0). (B12)
This is obviously not true for l equal to zero. When l is zero ξ0 = 0 (from (B4))
and from the definition of a Poisson bracket (2.2.98) clearly the Poisson bracket of
a functional and a constant is zero and so
{ξ0, ξl} = 0. (B13)
Clearly, also {η0, ξk} = 0 and {ηk, ξ0} = 0.
Results (B10) and (B12) give
{ηk, ξl} = 1
2pi
δk+l,0,
{ξk, ξl} = Γ
2piil
δk+l,0and
and anti-symmetry is shown via
{ξk, ηl} = −{ηk, ξl} = − 1
2pi
δk+l,0
{ξl, ξk} = −{ξk, ξl} = − Γ
2piil
δk+l,0.and
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Proof of the bilinearity axiom. Adherence to the bilinearity axiom will be
demonstrated by calculating the following for the system under study:
{αA+ βB,C}
=
2pi∫
0
(
δ(αA+ βB)
δη(x)
δC
δξ(x)
− δ(αA+ βB)
δξ(x)
δC
δη(x)
)
dx
− Γ
2pi∫
0
(
δ(αA+ βB)
δξ(x)
x∫
0
δC
δξ(x′)
dx′
)
dx
=
2pi∫
0
(
α
δA
δη(x)
δC
δξ(x)
+ β
δB
δη(x)
δC
δξ(x)
− α δA
δξ(x)
δC
δη(x)
− β δB
δξ(x)
δC
δη(x)
)
dx
− Γ
2pi∫
0
(
α
δA
δξ(x)
x∫
0
δC
δξ(x′)
dx′ + β
δB
δξ(x)
x∫
0
δC
δξ(x′)
dx′
)
dx, (B14)
α{A,C} =
2pi∫
0
(
α
δA
δη(x)
δC
δξ(x)
− α δA
δξ(x)
δC
δη(x)
)
dx− Γ
2pi∫
0
(
α
δA
δξ(x)
x∫
0
δC
δξ(x′)
dx′
)
dx
(B15)
and
β{B,C} =
2pi∫
0
(
β
δB
δη(x)
δC
δξ(x)
− β δB
δξ(x)
δC
δη(x)
)
dx− Γ
2pi∫
0
(
β
δB
δξ(x)
x∫
0
δC
δξ(x′)
dx′
)
dx.
(B16)
Clearly (B14) equals (B15) plus (B16) so proving the axiom.
Proof of the Jacobi identity. Adherence to the Jacobi identity will be demon-
strated by calculating the following for the system under study:
1. {ηk, {ηl, ηp}}+ {ηl, {ηp, ηk}}+ {ηp, {ηk, ηl}} = 0
2. {ξk, {ξl, ξp}}+ {ξl, {ξp, ξk}}+ {ξp, {ξk, ξl}} = 0
3. {ηk, {ξl, ηp}}+ {ξl, {ηp, ηk}}+ {ηp, {ηk, ξl}} = 0
4. {ξk, {ηl, ξp}}+ {ηl, {ξp, ξk}}+ {ξp, {ξk, ηl}} = 0
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where k, l and p are integers. From (B10)
{ηk, ξl} = 1
2pi
δk+l,0 = Cηξ(kl) (B17)
where Cηξ(kl) is a constant (independent of ηk and ξl) and, similarly, {ηl, ξp} = Cηξ(lp).
Using the same approach it can be shown that
{ξk, ηl} = 1
2pi
δl+p,0 = Cξη(kl) (B18)
where Cξη(kl) is a constant and, similarly, {ξl, ηp} = Cξη(lp). From (B11)
{ηk, ηl} = 0
and therefore {ηp, ηk} = 0 and {ηl, ηp} = 0. From (B12)
{ξk, ξl} = − Γ
2piil
(δk+l,0 + δk,0) = Cξξ(kl)
where Cξξ(kl) is a constant and, similarly, {ξl, ξp} = Cξξ(lp) and {ξp, ξk} = Cξξ(pk).
It needs to be shown therefore that
1. {ηk, 0}+ {ηl, 0}+ {ηp, 0} = 0
2. {ξk, Cξξ(lp)}+ {ξl, Cξξ(pk)}+ {ξp, Cξξ(kl)} = 0
3. {ηk, Cξη(lp)}+ {ξl, 0}+ {ηp, Cηξ(kl)} = 0
4. {ξk, Cηξ(lp)}+ {ηl, Cξξ(pk)}+ {ξp, Cξη(kl)} = 0.
Noting again, from the definition of a Poisson bracket in (2.2.98), that
{A, (constant)} = 0
clearly the Jacobi identity is satisfied.
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Proof of the Leibniz’ rule. Recalling the Leibniz’ rule {A,BC} = {A,B}C +
B{A,C} it is noted that adherence to the Leibniz’ rule is automatic as the brackets
only involve first derivatives of A and B. This can easily be shown by the following
calculations
{A,BC} =
2pi∫
0
(
δA
δη(x)
δ(BC)
δξ(x)
− δA
δξ(x)
δ(BC)
δη(x)
)
dx− Γ
2pi∫
0
(
δA
δξ(x)
x∫
0
δ(BC)
δξ(x′)
dx′
)
dx
=
2pi∫
0
(
C
δA
δη(x)
δB
δξ(x)
+B
δA
δη(x)
δC
δξ(x)
−B δA
δξ(x)
δC
δη(x)
− C δA
δξ(x)
δB
δη(x)
)
dx
− ΓB
2pi∫
0
(
δA
δξ(x)
x∫
0
δC
δξ(x′)
dx′
)
dx− ΓC
2pi∫
0
(
δA
δξ(x)
x∫
0
δB
δξ(x′)
dx′
)
dx,
(B19)
{A,B}C =
2pi∫
0
(
C
δA
δη(x)
δB
δξ(x)
−C δA
δξ(x)
δB
δη(x)
)
dx−ΓC
2pi∫
0
(
δA
δξ(x)
x∫
0
δB
δξ(x′)
dx′
)
dx
(B20)
and
B{A,C} =
2pi∫
0
(
B
δA
δη(x)
δC
δξ(x)
−B δA
δξ(x)
δC
δη(x)
)
dx−ΓB
2pi∫
0
(
δA
δξ(x)
x∫
0
δC
δξ(x′)
dx′
)
dx.
(B21)
Clearly (B19) equals (B20) plus (B21) so proving the axiom. It has been shown
therefore that the system under study adheres to the axioms for Poisson brackets
and is, indeed, ‘Poissonian’.
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Appendix C
Expansion of the Dirichlet-Neumann operator
Using the approach in [34, 38] the velocity potential ϕ(x, y) for a single medium
system can be represented by
ϕk(x, y) = a(k)e
kyeikx + b(k)e−kyeikx (C1)
where
a(k) =
ekh
ekh + e−kh
and b(k) =
e−kh
ekh + e−kh
.
Using the definition of tanh in Appendix F it is noted that
a(k)− b(k) = tanh(hk) and a(k) + b(k) = 1. (C2)
Consider the following
−i(ϕk(x, y))x = −i(ika(k)ekyeikx + ikb(k)e−kyeikx) = k(ϕk(x, y)).
Remark. In view of the previous equation the operation D = −i∂x is equivalent
to multiplication by the wavenumber k, that is the differential operator D has an
eigenvalue equivalent to the wave number.
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At the surface y = η therefore the surface potential
φk(x) = ϕk(x, η(x)) = a(k)e
kηeikx + b(k)e−kηeikx. (C3)
At the shear surface y = 0 therefore
ϕk(x, 0) = e
ikx. (C4)
The surface potential φk given by (C3) is Taylor expanded about η = 0 giving
φk(x) = ϕk(x, 0) +
1
1!
ϕ′k(x, 0)η +
1
2!
ϕ′′k(x, 0)η
2 + ...
The following are calculated
ϕk(x, η) = k
0
(
a(k)ekη + b(k)e−kη
)
eikx,
ϕ′k(x, η) = k
1
(
a(k)ekη − b(k)e−kη
)
eikx
ϕ′′k(x, η) = k
2
(
a(k)ekη + b(k)e−kη
)
eikx,and
and so on and so forth, and therefore
ϕk(x, 0) = k
0
(
a(k) + b(k)
)
eikx,
ϕ′k(x, 0) = k
1
(
a(k)− b(k)
)
eikx
ϕ′′k(x, 0) = k
2
(
a(k) + b(k)
)
eikx,and
and so on and so forth. Noting that the sign of b(k) is positive for even order
derivatives and negative for odd order derivatives the expansion is given as
φk(x) =
∞∑
j=0
1
j!
ηjkj
(
a(k) + (−1)jb(k))eikx. (C5)
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The Dirichlet-Neumann operator (2.2.44) is written as
G(η)φk = −ηx(ϕk,x)s + (ϕk,y)s. (C6)
The following partial derivatives (ϕk)x and (ϕk)y are calculated
(ϕk)x = ikϕk(x, y)
(ϕk)y = k
(
a(k)ekyeikx + (−1)b(k)e−kyeikx
)
.and
Applying these to (C6) and using the expansion of ξk(x) from (C5) gives
G(η)ξk =
∑
j≥0
−ikηx 1
j!
ηjkj
(
a(k) + (−1)jb(k))eikx
+
∑
j≥0
k
1
j!
ηjkj
(
a(k) + (−1)1(−1)jb(k))eikx
which can be written as
G(η)ξk =
∑
j≥0
−iηx 1
j!
ηjkj+1
(
a(k) + (−1)jb(k))eikx
+
∑
j≥0
1
j!
ηjkj+1
(
a(k) + (−1)j+1b(k))eikx. (C7)
The left hand side of this equation can be expanded in terms of orders of η, that is
G(η) =
∞∑
j=0
G(j)(η) (C8)
which means
G(η)ξk =
[ ∞∑
j=0
G(j)(η)
][ ∞∑
j=0
1
j!
ηjkj
(
a(k) + (−1)jb(k))eikx]. (C9)
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Combining (C7) and (C9) therefore gives
[ ∞∑
j=0
G(j)(η)
][ ∞∑
j=0
1
j!
ηjkj
(
a(k) + (−1)jb(k))eikx]
=
∞∑
j=0
−iηx 1
j!
ηjkj+1
(
a(k) + (−1)jb(k))eikx
+
∞∑
j=0
1
j!
ηjkj+1
(
a(k) + (−1)j+1b(k))eikx. (C10)
By examining this equation it can be seen that the order of η is equal to j. Also, j
gives the term of the expansion of G, that is G(j). By choosing different values of j
the terms in the expansion of G(η), in terms of different orders of η, can therefore
be determined.
Letting j = 0 (C10) becomes
[
G(0)
][(
a(k) + b(k)
)
eikx
]
= −iηxk
(
a(k) + b(k)
)
eikx + k
(
a(k)− b(k))eikx
and using the identities in (C2) gives
G(0)eikx = −iηxkeikx + k tanh(hk)eikx.
Looking only at terms that are constant (noting that G(0) 6= G(0)(η), that is it is a
constant) gives
G(0)eikx = k tanh(hk)eikx.
In terms of the operator D therefore
G(0) = D tanh(hD). (C11)
169
Letting j = 1 (C10) becomes
[
G(0) +G(1)(η)
][(
a(k) + b(k)
)
eikx + ηk
(
a(k)− b(k))eikx]
=
[
− iηxk
(
a(k) + b(k)
)
+ k
(
a(k)− b(k))
− iηxηk2
(
a(k)− b(k))+ ηk2(a(k) + b(k))]eikx
and using the identities in (C2) gives
[
G(0) +G(1)(η) +G(0)ηk tanh(hk) +G(1)(η)ηk tanh(hk)
]
eikx
=
[
− iηxk + k tanh(hk)− iηxηk2 tanh(hk) + η(x)k2
]
eikx.
Looking only at terms that are linear in η
G(1)(η)eikx +G(0)ηk tanh(hk)eikx = −iηxkeikx + ηk2eikx.
Now
−i(ηkeikx)x = −iηxkeikx + ηk2eikx
therefore
G(1)(η)eikx +G(0)ηk tanh(hk)eikx = −i(ηkeikx)
x
.
In terms of the operator D therefore
G(1)(η) = DηD −G(0)ηG(0). (C12)
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Letting j = 2 (C10) becomes
[
G(0) +G(1)(η)+G(2)(η)
][(
a(k)+b(k)
)
+ηk
(
a(k)−b(k))+ 1
2
η2k2
(
a(k)+b(k)
)]
eikx
=
[
− iηxk
(
a(k) + b(k)
)
+ k
(
a(k)− b(k))− iηxηk2(a(k)− b(k))
+ ηk2
(
a(k) + b(k)
)− iηx1
2
η2k3
(
a(k) + b(k)
)
+
1
2
η2k3
(
a(k)− b(k))]eikx
and using the identities in (C2) gives
[
G(0) +G(0)ηk tanh(hk) +G(0)
1
2
η2k2 +G(1)(η) +G(1)(η)ηk tanh(hk)
+G(1)(η)
1
2
η2k2 +G(2)(η) +G(2)(η)ηk tanh(hk) +G(2)(η)
1
2
η2k2
]
eikx
=
[
− iηxk + k tanh(hk)− iηxηk2 tanh(hk) + ηk2
− iηx1
2
η2k3 +
1
2
η2k3 tanh(hk)
]
eikx.
Looking only at terms that are quadratic in η gives
1
2
k2η2G(0) +G(1)(η)ηk tanh(hk) +G(2)(η) = −iηxηk2 tanh(hk) + 1
2
η2k3 tanh(hk)
therefore
G(2)(η) = −1
2
k2η2G(0) −G(1)(η)ηk tanh(hk)− iηxηk2 tanh(hk) + 1
2
η2k3 tanh(hk).
In terms of the operator D, and by inserting the definition of the term G(1)(η) from
Equation (C12), this means that
G(2)(η) = −1
2
D2η2G(0) −DηDηG(0) +G(0)ηG(0)ηG(0) +DηDηG(0) − 1
2
G(0)η2D2.
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Cancelling terms appropriately gives
G(2)(η) = −1
2
(
D2η2G(0) − 2G(0)ηG(0)ηG(0) +G(0)η2D2).
For the system with two layers the operators are therefore
G
(0)
i = D tanh(hiD),
G
(1)
1 (η) = DηD −G(0)1 ηG(0)1 ,
G
(1)
2 (η) = −DηD +G(0)2 ηG(0)2
G
(2)
i (η) = −
1
2
(
D2η2G
(0)
i − 2G(0)i ηG(0)i ηG(0)i +G(0)i η2D2
)
and
noting that the two linear terms have different signs due to the fact that the wave
is at the bottom of the domain from the perspective of Ω2.
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Appendix D
Solution to the KdV equation
The approach of Vvedensky in [87], using the notation of Johnson in [59], is used to
solve the KdV equation. First, let
η(X,T ) = f(ν)
where
ν = X − cT
therefore the equation may be represented using f(ν) as
−c df
dν
+
d3f
dν3
+ 6f
df
dν
= 0.
Integrating gives
−cf + d
2f
dν2
+ 3f 2 = C1,
for some integration constant C1, and integrating a second time gives
− c
2
f 2 +
1
2
( df
dν
)2
+ f 3 = C1f + C2
for some integration constant C2. Recalling from (2.2.7) that
lim
|x|→∞
η(x, t) = 0
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then
lim
|X|→∞
f(ν) = 0
and clearly C1 and C2 must be zero which means that
df
dν
= f
√
c− 2f.
Separating the variables and integrating both sides gives
ν =
1√
2
∫
1
f
√
c
2
− f df. (D1)
The variable θ is introduced such that
f =
c
2
sech2(θ)
which means, by differentiation with respect to θ, that
df
dθ
= −c tanh(θ) sech2(θ)
and so replacing f and df in (D1) gives
ν =
−2√
c
∫
tanh(θ)√
1− sech2(θ)
dθ.
Noting that ∫
tanh(x)√
1− sech2(x)
dx = x+ C3
then
ν =
−2√
c
θ
again noting that, due to the limiting assumptions, the integration constant is C3 is
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zero. Rearranging θ can be given in terms of ν as
θ = −1
2
√
cν
and so f can be given in terms of ν as
f(ν) =
c
2
sech2
{√
c
2
ν
}
noting that sech2 is an even function and so the minus can be neglected. Recalling
that η = f(ν) therefore gives the solution for η as
η(X,T ) =
c
2
sech2
{√
c
2
(X − cT )
}
(D2)
meaning a sech2 type wave with an amplitude c/2 travelling at speed c.
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Appendix E
Expansion of the Dirichlet-Neumann matrix
operator
Craig’s recursive formulae in [36] are used to expand the components of Dirichlet-
Neumann matrix operator.
For G11 the relevant terms that will be used in the thesis are
G
(0)
11 = D coth(hD),
G
(1,0)
11 (β) = D coth(hD)βD coth(hD)−DβD,
G
(2,0)
11 (β) =
1
2
Dβ2D2 coth(hD) +D coth(hD)βD coth(hD)βD coth(hD)
−DβDβD coth(hD)− 1
2
D coth(hD)β2D2
G
(3,0)
11 (β) = −
1
6
Dβ3D3 +
1
2
Dβ2D2 coth(hD)βD coth(hD)and
+D coth(hD)βD coth(hD)βD coth(hD)βD coth(hD)
−DβDβD coth(hD)βD coth(hD)− 1
2
D coth(hD)β2D2βD coth(hD)
− 1
2
D coth(hD)βD coth(hD)β2D2 − 1
2
DβDβ2D2
+
1
6
D coth(hD)β3D3 coth(hD).
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For G12 the terms are
G
(0)
12 = −D csch(hD),
G
(1,0)
12 (β) = −D coth(hD)βD csch(hD),
G
(2,0)
12 (β) = −
1
2
Dβ2D2 csch(hD)−D coth(hD)βD coth(hD)βD csch(hD)
+DβDβD csch(hD)
G
(3,0)
12 (β) = −
1
2
Dβ2D2 coth(hD)βD csch(hD)and
−D coth(hD)βD coth(hD)βD coth(hD)βD csch(hD)
+DβDβD coth(hD)βD csch(hD) +
1
2
D coth(hD)β2D2βD csch(hD)
− 1
6
D coth(hD)β3D3 csch(hD).
For G21 the terms are
G
(0)
21 = −D csch(hD),
G
(1,0)
21 (β) = −D csch(hD)βD coth(hD),
G
(2,0)
21 (β) = −D csch(hD)βD coth(hD)βD coth(hD) +
1
2
D csch(hD)β2D2
G
(3,0)
21 (β) = −D csch(hD)βD coth(hD)βD coth(hD)βD coth(hD)and
+
1
2
D csch(hD)β2D2βD coth(hD) +
1
2
D csch(hD)βD coth(hD)β2D2
− 1
6
D csch(hD)β3D3 coth(hD).
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For G22 the terms are
G
(0)
22 = D coth(hD),
G
(1,0)
22 (β) = D csch(hD)βD csch(hD),
G
(2,0)
22 (β) = D csch(hD)βD coth(hD)βD csch(hD)
G
(3,0)
22 (β) = D csch(hD)βD coth(hD)βD coth(hD)βD csch(hD)and
− 1
2
D csch(hD)β2D2βD csch(hD) +
1
6
D csch(hD)β3D3 csch(hD).
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Appendix F
Useful trigonometric formulae
Exponential function representation of some trigonometric functions:
cosh(x) =
1
2
(
ex + e−x
)
,
sinh(x) =
1
2
(
ex + e−x
)
,
tanh(x) =
ex − e−x
ex + e−x
,
coth(x) =
cosh(x)
sinh(x)
=
ex + e−x
ex − e−x ,
csch(x) =
1
sinh(x)
=
2
ex − e−x
sech(x) =
1
cosh(x)
=
2
ex + e−x
.and
Taylor series expansions of some trigonometric functions:
sinh(x) = x+
1
3!
x3 +
1
5!
x5 +
1
7!
x7 +O(x9),
cosh(x) = 1 +
1
2!
x2 +
1
4!
x4 +
1
6!
x6 +O(x8),
tanh(x) = x− 1
3
x3 +
2
15
x5 − 17
315
x7 +O(x9),
sech(x) = 1− 1
2
x2 +
5
24
x4 − 61
720
x6 +O(x8),
csch(x) =
1
x
− 1
6
x+
7
360
x3 − 31
15120
x5 +O(x7)
coth(x) =
1
x
+
1
3
x− 1
45
x3 +
2
945
x5 +O(x7).and
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