High-dimensional American option pricing is computationally challenging in both theory and practice. We use stochastic mesh method combined with performance enhancement policy of bias reduction to solve this practical problem in classic Black-Scholes framework. We effectively parallelize this algorithm through splitting the generated mesh by row among processors, use MPI for efficient implementation, and perform large-scale numerical experiments on heterogeneous supercomputer DeepComp7000. Numerical results of parallel simulation demonstrate that parallel simulation has good scalability in different parallel environments of DeepComp7000; large-scale parallel simulation can obtain much better speedup. The convergent performance is also empirically demonstrated. The estimated option value converges with the increase of mesh size; when using smaller mesh size, the stochastic mesh method with bias reduction can underestimate the true American option value.
INTRODUCTION
In the inspiring field of computational finance, high-dimensional (also called multi-asset) American option pricing poses great challenges. The general methods for this intractable problem require large computational effort, which can't satisfy the low-latency demand of the practitioners [6, 7, 10] . Popular Monte Carlo simulation-based method, which is widely used in financial engineering, can easily dispose of high-dimensional problems. Large-scale Parallel Simulation of High-dimensional American Option Pricing method is quite flexible to different types of option payoff structure and can be easily implemented. Large-scale parallel Monte Carlo simulation can effectively overcome the computational challenges in high-dimensional American option pricing. Several methods for high-dimensional American option pricing have been proposed. Longstaff and Schwartz [9] demonstrated the regression-based method to estimate the option continuation values on the simulated paths and then to price the American option. This method estimates the current continuation values through the linear combinations of selected basis functions of current assets price, and uses regression technique to obtain the optimal weighted coefficients. It is broadly used and its accuracy mainly depends on the carefully chosen basis functions. Moreover, this approach can only compute the lower bound of American option value. Broadie and Glasserman [4] suggested random tree approach for American option pricing. The computational effort of this method exponentially increases with the number of exercise opportunities, which makes this approach computationally prohibitive for high-dimensional problems.
Broadie and Glasserman [5, 6] later proposed stochastic mesh method. This algorithm firstly constructs the mesh of assets dynamics and then recursively estimates current continuation value by linear combinations of option values at the next exercise date. The weights are computed using transition density function of assets price, unlike the regression-based approach in [9] . Then the optimal exercise policy can be obtained. The method's computational effort is linear in the number of exercise opportunities and quadratic in mesh size. This approach can estimate both lower and upper bounds of option value, and then the confidence interval and point estimate of the option value can be obtained. As for the convergence of this novel method, Avramidis and Matzinger [3] recently derived the asymptotic upper bound on the probability of the estimated error under mild assumptions. Both the estimated error and the probability bound vanish gradually as the mesh size increases. The convergence of this algorithm is only related to the mesh size, which suggests that stochastic mesh method should be of great interest of the practitioners. Moreover, some strategies for improving the performance of this method are proposed. Broadie and Glasserman [6] used control variate technique, while Avramidis and Hyden [1] suggested the performance enhancement policies using bias reduction or importance sampling. These general policies can obtain more accurate results and less estimated bias than the naïve stochastic mesh method.
Parallel computing has been applied in this computational challenging field. Avramidis et al. [2] used OpenMP to parallelize the algorithm proposed in [1, 6] and executed the numerical examples on a multi-core server with up to 32 processors. However, Cluster is the mainstream architecture in high performance computing market 1 , and parallel algorithms implemented with MPI (Message Passing Interface) have higher degree of portability than OpenMP. Wan et al. [11] utilized low-discrepancy sequences for mesh generation, and parallelize the naïve algorithm proposed in [6] with MPI. They executed numerical examples on a shared memory machine with only 8 processors. High performance computing environment is increasingly popular and accessible; using more processors to deal with complex computational problems can enable us to better understand related scientific theories and methods. In this paper, we will focus on parallelizing the stochastic mesh method combined with estimated bias reduction policy, pricing high-dimensional American option with largescale parallel simulation and performing numerical examples on heterogeneous supercomputer DeepComp7000.
The rest of the paper is organized as follows: section 2 describes the background of this problem in classic Black-Scholes framework and presents the serial stochastic mesh method combined with performance enhancement policy of bias reduction; in section 3, the parallelization strategy and efficient MPI implementation are discussed in details; numerical results of large-scale parallel simulation on DeepComp7000 is demonstrated and empirically analyzed in section 4, followed by the conclusion.
SERIAL STOCHASTIC MESH METHOD 2.1. Background of High-dimensional American Option Pricing
Consider the American option allowing the holders to exercise at a set (always discretely spaced) number of times (also called Bermudan option). Suppose that the American option underlies n assets, where n is the dimensionality of the problem; the strike price is K and the maturity T; price vector of n assets at time t S t = (S t 1 ,S t 2 ,…,S t n ,) is a Markov process on R n with fixed initial value S 0 ; 0 = t 0 < t 1 < ···< t m = T are exercise opportunities (also called exercise dates) of the American option and assume that t i+1 − t i = ∆t, i = 0,1, …,Μ − 1, we use t = 0,1,2,…,M for short of t i ; the interest rate r is constant; the ith asset has dividend rate δ i and volatility σ i , i = 1,2, …,n. Assume that the risk-neutral dynamics of n assets follow multi-dimensional correlated geometric Brown motion, i.e. 
where Z t = C ·RNum, RNum follows n-dimensional standard normal distribution N(0,I). Moreover, the transition density function of S t+1 given S t is
Let h(t,S t ) be the payoff function of high-dimensional American option at the exercise date t. For example, the payoff function of American max call option underlying n assets is and the payoff function of geometric average call option on n assets is High-dimensional American option pricing problem can be described in the following different forms:
(1) Optimal Stopping Problem (4) where are stopping times.
(2) Stochastic Dynamic Programming Problem (5) where is the continuation value of the American option at exercise date t.
We view the high-dimensional American option pricing problem in the later form and effectively estimate the option value P(0,S 0 ) using stochastic mesh method combined with performance enhancement policy of bias reduction.
SERIAL ALGORITHM WITH PERFORMANCE ENHANCEMENT POLICY
Based on the risk-neutral dynamics of n assets, we generate the mesh consisting of b independent paths of assets motion, with the ith path S t (i), t = 1,2, … ,M, i = 1,2,…,b. We follow the mesh generation method in [6] , "forgetting" the path to which each point in the mesh belongs. We call b the mesh size. The highbiased estimator of the option value at exercise date t on the ith path can be derived using the dynamic programming procedure (6) where , is the weight attached to the arc jointing S t (i) and S t+1 (j), t=M−1, …,0, i, j = 1,2,…,b. A better choice of the weights can be expressed in the form (7) where f(S t (i),S t+1 (j)) is the same as in Eq. (3).
To obtain the low-biased estimator
we forward simulate nbMC paths of assets dynamics respectively, and derive the option value by using the suboptimal exercise policy derived in the process of estimating , which determines whether to exercise or continue to hold the option at exercise time t. Replicate the mesh for N times, average the high-biased and low-biased estimators of option value respectively, and then we can construct a 1 − α (α = 5%, 10%, …) level confidence interval of the option value, at the same time the point estimator.
The above is the standard stochastic mesh method. Related detail proofs of the low-biased and high-biased estimators can be referred to [6] . Owning to the existence of the estimated bias, here we use the bias reduction policy suggested in [1] to improve the performance of this naïve algorithm. Let be the estimated value of the true option value, the high-biased average estimator and the low-biased average estimator, i = 1,2,…,b, t = 0,1,…,M.
The high-biased average estimator of the true option value is defined as
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Define the estimate of the continuation value only using the mesh points in I at the exercise date t,
, as
where w(t,S t (i),S t+1 (j) is the same as in Eq. (7) and | I | is the total number of elements in I. Then the low-biased estimator of the true option value only using the mesh points in I, , is defined as (10) where I c is the complementary set of I relative to universal set U, i.e. I c = U − I. Finally, the low-biased average estimator of the true option value is represented as (11) where i = 1,2,…,b, t = M − 1,…,1,0. Therefore, the estimator of the true option value is 12), we can obtain a more accurate point estimate of option value at each point in the mesh and hence more precise point estimate of P(0,S 0 ). Replicate the mesh for N times, average the estimated values, and then a better point estimate of the true option value can be given.
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PARALLELIZATION OF STOCHASTIC MESH METHOD
As described on the above, the stochastic mesh method can be split into three stages: mesh generation; dynamic programming; mesh replication. We mainly exploit the parallelism in the process of dynamic programming, which contributes most of the computational time [11] .
Parallel Strategy for Dynamic Programming Stage
Suppose np processors are utilized for parallel computing, where np = 2 x , x = 1,2,…; the generated mesh consists of b paths of assets dynamics, where the path is numbered 1 to b from top to bottom; the mesh is replicated for N times. Mesh generation. We do not generate the mesh on the master process and then broadcast the mesh to the others, but construct the whole mesh on each processor respectively, which is also unlike the parallel mesh generation approach proposed in [11] , so that each processor has the whole information of the mesh and no communication occurs in this process.
Mesh partition. By dividing the mesh by row, there is a sub-mesh consisting of pb = b/np paths on each processor, i.e. the pth processor actually only deal with the paths with serial number pb * p + 1, …, pb * (p + 1), p = 0,1, …, np − 1, as shown in Figure 1 .
Parallel calculation of the weights. To compute the weight w(t,S t (i),S t+1 (j) using Eq. (7), we need to know the transition density of state S t+1 (j) at exercise date t + 1 given S t (k), i.e. f(S t (k),S t+1 (j)), where i,j,k = 1,2,…,b, t = M−1,…,2,1. Firstly, compute the transition density f(S t (k),S t+1 (j)) on the pth process, where k = pb * p + 1, …, pb * (p + 1), p = 0,1,…,np − 1, j = 1,2,…,b, t = 1,2,…, M − 1. Then, use all the np processes to compute the denominator in Eq. (7) in parallelism, i.e. the pth process computes the partial sum , and then the result on each processor is gathered to obtain the total sum. Finally, we compute the local mesh weights w(t,S t (i),S t+1 (j) on the pth process, since all the information about transition density is known via finite communication among different processes, where p = 0,1,…, np − 1, j = 1,2,…,b, t = M − 1,…,2,1, i = pb * p + 1,…, pb * (p + 1). The data dependence relationship is demonstrated in Figure 1 pb * (p + 1)) is broadcasted among different processors once its value has been computed, where t = M, …,2,1. This is the main communication of the parallel algorithm. Each processor needs to broadcast N * M * pb estimated values during the whole dynamic programming process. Figure 1(b) shows the data dependence relationship in this calculation process: the point on the left depends on all the points on the right.
With the parallel computed results of weights and continuation values at each exercise date, the point estimate of each point in the mesh can be recursively computed. After replicating the mesh for N times, the better point estimator of the true option value can be obtained by averaging these estimated values.
Implementation
To construct the stochastic mesh, we need to use random number sequences to simulate large numbers of independent paths of assets dynamics. Since the convergent performance of Monte Carlo method using low discrepancy (also called deterministic) sequences, such as Sobol, Faure or Halton sequences, is better than using pseudorandom sequences, we generate the Sobol sequences with skipping the first 256 points of the sequences to ensure the good quality of the sequences [7] . This is the so-called Quasi-Monte Carlo method. Then we use inverse method to transform Sobol sequences into ones following ndimensional standard normal distribution [7, 8] . With the generated random sequences, the paths of assets price dynamics are simulated using Eq. (2) and then the stochastic mesh is generated.
We use MPI to effectively implement the parallel algorithm described on the above, since in different computing environments the performance of using MPI is more flexible than the one obtained by using OpenMP. In the computational process of dynamic programming, we construct a new MPI datatype, which consists of the estimated option values at current exercise date on each processor, as shown in Figure 1 Large-scale Parallel Simulation of High-dimensional American Option Pricing Figure 1(a) . Data dependence of weights calculation Figure 1(b) . Data dependence of the estimated continuation value calculation.
NUMERICAL STUDY 4.1. Experimental Environment
We implement our parallel algorithm and run large-scale simulation on supercomputer DeepComp7000, which ranked 19 th in the Top500 list released in Nov. 2008. The supercomputer consists of two heterogeneous parts: cluster part (we use "Cluster" for short) and SGI Altix4700 nodes (we use "SGI" for short). We show the system parameters of both environments in Table 1 . The C code of this algorithm runs in both parallel computing environments to measure the performance. The default code optimization option of the compiler is used.
Numerical Examples
We use the subset of test cases shown in [6] . Assume that the underlying assets of the American option follow multi-dimensional geometric Brownian motion.
To be simple, we let the private parameters of each asset be identical, i.e. We use the following test cases:
(1) 5-Dim Case: American max call option on five assets n=5, S=100.00, K=100.00, r=0.05, δ i =0.10, σ i =0.20, T=3, i=1,2, …,n The payoff function h(t,S t ) of each test case is described in Section 2. The parameters of the algorithm are as follows: b, the mesh size; N, the total number of mesh replication; np, the number of processors. We use speedup to measure the performance of parallel algorithm and estimated bias to study the performance of stochastic mesh method. The speedup is the ratio of the serial computational time to the parallel consumed time; while the estimated bias is calculated through "true" option value (cannot be obtained by analytic method) subtracting point estimated value.
Firstly, we show the numerical results in the standard settings: ρ=0.0 in both test cases; M = 3 in 5-Dim test case, and M = 10 in 7-Dim test case. In each test case, we set the mesh size b equal to 1024, 2048 and 4096 respectively and replicate the mesh for 50 times. We execute the codes in both computing environments for each level of the mesh size, using 1, 2, 4, 8, 16, 32 and 64 processors respectively. The results are illustrated in Table 2 . For each level of the mesh size, the above row in the column np of the table is the computing time in seconds on "SGI" while the below on "Cluster". The values in brackets below the point estimators are the corresponding estimated variances. We compute the "true" values of both options by setting b=32768, N=50 and running the codes on "Cluster" using 128 CPUs. The computations cost 1003.86 and 4957.28 seconds respectively. The "true" values of both options are 25.224569 and 3.325708, with variances 0.000203 and 0.000079 respectively. The corresponding European options are 23.051029 and 2.419403 respectively, based on 100,000,000 Monte Carlo simulations.
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Large-scale Parallel Simulation of High-dimensional American Option Pricing As demonstrated in Table 2 , the estimated bias decreases nonlinearly as the mesh size increases; the decrement in the 7-Dim case is about 82.2%, much larger than 38.3% in the 5-Dim case. However, as the mesh size increases, the variance of point estimator decreases 92.3% in the 5-Dim case while 62.9% in the 7-Dim case. The estimated bias in 7-Dim setting is much smaller than the bias in 5-Dim case when using the same mesh size. When the mesh size increases k times, the computational time on "SGI" increases about k 2 times, while on "Cluster" more than k 2 times. In 5-Dim setting, when we run the codes on "SGI" using 64 processors, the computational time of test cases with mesh size 2048 and 4096 is respectively 2.59 and 5.14 times of the consumed time of the test case with mesh size 1024. While on "Cluster", the corresponding values are 2.66 and 6.07 respectively.
Based on the results in Table 2 , we show the speedups of the above test cases on "SGI" in Figure 3 . The legend "Linearity" describes the ideal linear speedup. The legend "5-Dim1024" represents 5-Dim test case with mesh size 1024, and the others are likewise. The speedups of using much more processors don't increase along the "Linearity" line, just below that line. As for 5-Dim test case, some speedups don't increase when using more than 32 processors, while all the speedups in 7-Dim cases increase all the time. The main reason is that communications among so many processors can dominate the whole process. The speedups of both cases on "SGI" using fewer processors have little difference but vary greatly when using much more CPUs. We can also observe the above phenomenon based on the speedups on "Cluster".
We then compare the parallel performance between "SGI" and "Cluster". The speedups of 5-Dim cases on "SGI" and "Cluster" are demonstrated in Figure 4 . "5-Dim1024Cluster" in the figure represents the speedups of 5-Dim test case with mesh size 1024 when running on "Cluster". The speedups begin to vary greatly when using more than 8 processors. Better parallel performance on "Cluster" is obtained when the computational effort is quite large and the procedure runs using more processors. This observation is demonstrated by the "5-Dim 2048Cluster" using 16, 32 and 64 CPUs and "5-Dim4096Cluster" using 64 CPUs. The parallel speedups in both environments don't move toward the same direction simultaneously. The speedups of "5-Dim2048Cluster" and "5-Dim2048SGI" agree with this observation. As for the 7-Dim test case, the discrepancy between the speedups on "SGI" and "Cluster" is smaller than the one of 5-Dim test case.
The numerical results of the 7-Dim test case with different numbers of exercise dates are also presented. We set the number of exercise opportunities equal to 10, 20, 30, 40 and 50 respectively. In each test case, b=4096, N=50. Table 3 shows the results. For each row of exercise dates, the first row in the column np of the table shows the computational time on "SGI" and the second row on "Cluster". The "-" in the table represents that the consumed time exceeds 6 hours. As the number of exercise date increases, the estimated option value decreases and the computational time increases almost linearly. On "Cluster" using 64 CPUs, the computational time of the test cases with exercise dates 20, 30, 40 and 50 is respectively 2.15, 3.36, 4.35 and 5.98 times of the consumed time of the test case with exercise dates 10.
Furthermore, we observe the influence of the number of mesh replication N on estimated option values, i.e. the behaviors of estimated option value when replicating different numbers of meshes. We use test cases with mesh size 512, 1024, 2048, 4096, 8192 and 32768 in 5-Dim setting. We let N vary from 5 to 500 with step 5. The results are demonstrated in Figure 5 32 64 line, i.e. the estimated option values converge with the increase of mesh size, which is consistent with results in [3] . For reasonable level of N, the line of estimated values then becomes quite flat; when the mesh size is large enough, the line of estimated values behaves much smoother, almost parallel to the horizontal axis. However, there is a quite frustrating observation. When the mesh size isn't large enough, the estimated value appears to increase with the increasing of mesh size, i.e., the larger the mesh size, the higher the estimated option value. The stochastic mesh method combined with performance enhancement policy of bias reduction might underestimate the true option value when using smaller mesh size. In practice, constrained with the computational power and latency time, the practitioners often calculate the option value with lower level mesh size and may obtain lower-estimated result, which is not in favor of them to trade or hedge the American options.
CONCLUSION
In this paper, we studied the parallelism of stochastic mesh method for highdimensional American option pricing, effectively implemented the parallel algorithm using MPI, performed large-scale parallel simulation on DeepComp7000 and analyzed the performance based on numerical results. The parallel performance is much better for cases with large-scale parameters of simulation and has good scalability in different parallel environments. Moreover, the approach with bias reduction policy using smaller mesh size might underestimate the true option value. Our results can motivate the further research on performance enhancement of stochastic mesh method and then enable the practitioners to embrace this effective method. Since modern financial derivatives are more and more complicated and effectively pricing these popular instruments requires challenging computational effort, parallel derivatives pricing algorithms will be increasingly important. Future research involves development of efficient parallel algorithms to solve more complex financial practical problems, such as large-scale portfolio optimization and risk management.
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