We propose Chebyshev-Legendre spectral collocation method for solving second order linear and 
Introduction
Spectral methods namely spectral Galerkin, spectral collocation, spectral Tao methods etc. are extensively used in the field of applied sciences and engineering due to the better performance and exponentially rapid convergent rate in preference to algebraic convergence rates for finite difference and finite element methods. Many researchers contributed to their works to the study of spectral Chebyshev collocation method for computing eigenvalues of second order SturmLiouville problems. Not much works are found for the solution of SLP's applying spectral collocation method using Legendre derivative matrix in the recent years. In this paper, we present spectral collocation method that offers accurate solutions which are put up with in terms of truncated series of smooth polynomial functions.
For the solutions of SLP's some studies are carried out by various numerical schemes. Min and Gottlieb [4] applied domain decomposition techniques for spectral methods. To obtain the accuracy, the authors classified each subdomain by the finite degrees of Chebyshev and Legendre polynomials exploiting Legendre-Galerkin, Legendre-collocation, Legendre-collocation penalty,
In this article we prefer Chebyshev Gauss-Lobatto points to compensate for Legendre GaussLobatto points .Since Legendre Gauss-Lobatto points are not explicitly defined and their estimation suffer round off errors for large n. Furthermore, discretizations with Chebyshev grid points with fairly fewer nodes reduce CPU time with a minimum effort. Since Chebyshev polynomials are mutually orthogonal with respect to a singular weight function ) (x w = , ) 1 ( 2 / 1 2   x which leads to complexities in the study of the Chebyshev spectral method. On the other hand, Legendre polynomials are mutually orthogonal in the standard 2 L inner product, with respect weight function 1 ) (  x w , this criteria makes the Legendre spectral methods more attractive and much convenient for their analysis than that of the Chebyshev spectral method.
We organize this article as follows. In section 2, Chebyshev polynomials and Legendre polynomials together with their properties are introduced. In section 3 we discuss in brief about the spectral collocation methods. Section 4 is devoted for deriving the Spectral Legendre Operational Derivative matrix in precisely. Formulation of spectral collocation method and the techniques of imposing boundary conditions associated with SLP's are demonstrated in section 5. Convergence criteria are conferred in section 6. Section 7 includes some numerical results which verify of the accuracy of the current method. Finally conclusion is given.
Legendre and Chebyshev polynomials
The Legendre polynomials of degree n defined on [-1, 1] is given as [17] :
where,
The Rodrigues' Formula of degree n is defined as:
The n -th order Legendre differential equation is given by,
The Legendre polynomials are orthogonal with respect to the 2 L (-1,1) inner product. Also these polynomials are complete in the sense that for any
where, the sum converges to
Legendre polynomial which are orthogonal in the interval [-1,1] satisfy the following recurrence relation.
The collocation points 
Legendre-Chebyshev collocation method
The second order Sturm-Liouville eigenvalue problem is defined as: Consider again the following homogeneous Sturm-Liouville boundary value problem (6a) specified as 
Legendre Pseudospectral differentiation matrices :
The present method is known as nodal method based on interpolation formulas that utilize Lagrange polynomials. Here unknowns are the actual sampled values of the function and so no transformation is needed.
Lagrange polynomial for the nodes { n x x x x ,......, , ,
We can define
For any continuous function u , we define Legendre interpolate of u by u I L n , can be expressed as the unique polynomial in
From equ. (13) ) (
Equation (16) is obtained using equ. (9) and L' Hospital Rule.
Equation (17) is obtained using properties of Legendre polynomials illustrated in section 2. It can be shown that the
Legendre Pseudospectral derivative matrix D , which computes the derivative exactly at the Legendre Gauss-Lobatto nodes, gives the derivative of the interpolate of u . Using Equ. (15), (16) and (17) ,the Legendre Pseudospectral derivative can be written together as,
Formulation of second order SLP's
Equation (9a) are to be put in the form as follows:
General boundary conditions (mixed type) are written as:
Substituting equation (22) 
Using equation (24), equation (23) becomes
Also from equation (22) 
Let the constants 1  and 2  be nonzero.
Using (25b) and (26b) the equation (19) reduces to
The spectral collocation solution for the eigenvalues for the SLP (19) with the general boundary conditions (20a) and (20b) takes the matrix equation form as given by
Here, 
SLP's with Dirichlet boundary conditions:
The Dirichlet boundary conditions are:
The spectral differentiation matrix for the SLP (19) incorporating the boundary conditions (29) 
Solving equ. (31) required eigenvalues are obtained.
Convergence analysis
The 
be a set of orthogonal polynomials with respect to weight function   
Suppose, ) (x u be the eigenfunction of the Sturm-Liouville problem in the Hilbert space then the series expansion in the case of Legendre polynomials is
Approximate solution in terms of truncated Legendre series is
where the coefficients,
If n P be the orthogonal projection operator onto the Legendre polynomial space
Hence, following the above convergence result, if
, the produced error approaches to zero as   n and with exponential rate
for the m-th eigenvalue [18, 19] .
Numerical Experiments
In this section we present five numerical examples of second order Sturm-Liouville problems, using the method, outlined in the previous section. The convergence of the our existing method is measured by the absolute error The Differential eigenvalue problems, in matrix form, can be written together with boundary conditions as
Table1, lists first ten eigenvalues for n = 20. Smallest eigenvalue attains the accuracy upto 14 
10
 and error increases rapidly for higher eigenvalues than the lower values which is better than boundary method. As we increase the grid points or nodes from n=20 to n=30,the error decreases very fast for all the eigenvalues and accuracy is obtained upto 15 
 .We observe that increasing of nodes reveal the stable behaviour of all the eigenvalues for n=30.
From table 1, it is observed that our present approach attains more accurate results than the new boundary approach for one dimensional Helmholtz equation.
Example 2.
Consider the SLP studied by Celik [8] as below The Differential eigenvalue problems in matrix form can be written together with boundary conditions as
Absolute errors obtained by using PDQ, FDQ, Chebyshev collocation and our present method are depicted in Table 2 for n=40. Yucel [10] showed that FDQ approach gives better convergence than that of DQ. We achieve almost the same accuracy in our existing method is. Thus our present approach is in good agreement with the other three other methods and much accurate. Change the boundary points from 0 to 1 into -1 to 1, leads the SLP as follows: It is observed from Table 3 that the differences between successive eigenvalues converge to zero as the node number inceased and is given as follows: [2] computed absolute differences between the successive eigenvalues and found that these differences tend to zero as he increased the order of derivatives. We also calculate the absolute differences and relative errors of the first three eigenvalues for n=5, 6 and n=11, 12. It is clear that absolute differences diminish by zero as the node numbers are increased. The exact eigenvalues are computed solving the equation of the Bessel function given as. We compare nine approximate eigenvalues for n=20 nodes with those tabulated using Adomian Decomposition method [16] . From Table 4 , it is noticed that the first eight numerically attained eigenvalues by our present method are correct upto figures eight significant which is yields reasonable accuracy. From Table 5 , we observe that eigenvalues work out by our present approach agrees well with the Adomian Decomposition method.
Example 3. This SLP is taken from the article worked out by Chen and Ho
Example 6. Consider one dimensional Bratu nonlinear problem studied by some authors [3, 5, 11, 12, 13, 15, 21] The maximum absolute errors in solutions of Bratu nonlinear problem are compared with methods in [5, 11, 12, 13, 15] for n = 10 and tabulated in Tables 6 and 7 . Table 6 shows that the absolute errors of the solutions for λ=1 are quite accurate and are in good agreement with the other methods. It is also noticed that for the case of λ=2 in Table 7 , the absolute errors in present method are reduced and are fast convergent than all other methods. Therefore, as the value of λ increases the solutions are more accurate and reliable and our method is more efficient . The absolute errors of our method are depicted in Fig. 1 and 2 , and are compared to the other methods.
Conclusion
In this study, the Spectral Collocation method is applied for solving linear and nonlinear second order eigenvalue problems, respectively. Besides, the present method is computationally efficient and much competent with the other published works earlier. Furthermore, this method with the aid of MATLAB code is well suited for both regular as well as singular Sturm-Liouville problems. Finally, the computational stable convergence for some eigenvalue problems is achieved.
