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Abstract--This paper deals with the maximization of linearly constrained positive polynomials 
(posynomials). While posynomials are not necessarily convex, they can be transformed toconvex functions 
and thus the numerical maximization of such functions may result in the location of a local solution. We 
present a characterization of the global maximum for linearly constrained posynomiais in terms of an 
associated nonlinear convex program. Also, we develop a hybrid algorithm based on a cutting plane and a 
modified gradient projection algorithm which guarantees the global maximum solution to this class of 
problems. 
!. INTRODUCTION 
A typical problem of nonlinear optimization deals with the minimization ofa convex function (or 
equivalently maximize a concave function) over a convex set. While the characterization a d 
computation of the optimal solution to the above class of problems is well known[3, 6, 9, 12], the 
closely related problem of maximizing a convex function over a convex set presents an entirely 
different characterization [9, 12]. Recent developments have led to useful characterizations of the 
optimal solution and development of numerical procedures[l, I0, II, 14]. In a related work, 
Zwart [13] pointed out some of the inherent computational difficulties associated with this class of 
problems. 
The purpose of this paper is to provide an extension of these developments to the constrained 
maximization of positive polynomial (posynomial) functions [6, 8] and thereby extend the recent 
work of Cooper and Cooper [ 14.] as well as increase the potential range of applications [5, 8, 12]. 
The class of problems we are concerned with in this paper is: 
maximize go(t) 
subject to: At <- b 
t >0, 
(1) 
where 
no 
go(t)=,T., fi t, °', 
l - - I  ]--1 
c, are non-negative r al numbers 
a~ are arbitrary real numbers 
A is an n × m real matrix 
t = (tl, t2 . . . . .  tin). 
(2) 
This will be referred to as program A. 
The function (2) has been termed a posynomial and is, in general, non-convex. However, 
under the change of variables, t~ = e% the function given by (2) becomes convex in zj [6]. The 
theory associated with minimizing posynomials subject to posynomial constraints has been 
*This author's research was supported in part by the Center for the Study of Environmental Policy, The Pennsylvania 
State University, 401 Grange Building, University Park, Pennsylvania. 
CXMWX roe 2. No. 2--A 101 
102 JOHN J. DINKEL and GAI~.Y A. KOCHRNS~EI! 
termed geometric programming (GP)[6]. While the results of GP are applicable to (1) under 
restrictive circumstances--go(t) a single term posynomial (no = 1) and the elements of A non- 
negative--the r sults presented here extend the range of applicability of geometric programming 
as well. 
For the general class of problems: 
where 
maximize f (x ) 
subject to: x~C (3) 
and 
C C R" is a convex set 
f (x)  is a convex function over C 
The following well-known results as given by Rockafellar [9] serve to characterize the optimal 
solutions: 
TRF.O~ 32.1 [9]. Let f be a convex function, and let C be a convex set contained in the domain 
off. l f  f attains its supremum relative to C at some point of the relative interior of C, then f is 
constant hroughout C. 
While the above result is important, the following result is of more interest since it 
characterizes those problems which do not attain their global optimal solutions at interior points 
of the convex set. 
CoaoLl.~v 32.3.2[9]. Let /be a convex function, and let C be a closed convex set contained in 
the domain of f. Suppose that C contains no lines, then if the supremum of f relative to C is 
attained, it is a~ained at an extreme point of C. 
These characterizations serve to point out the fundamental differences between problems of 
minimizing and maximizing a convex function-that is, problems of the form (3) may have many 
local optima which need not be global solutions. The presence of these local optima present 
computational difficulties and algorithms have been of two main types. Restricting our attention 
to the class (3) where the feasible solution space C is defined as a convex polyhedron 
C = {x : Ax s b} (4) 
so that the extreme points of Corollary 32.3.2 become corner points these algorithms are: 
enumeration f extreme points by linear programming [2,7] and more recently augmented, with 
cutting plane, methods[10, 1 I, 14]; recent developments byBalas and Burdet[l] have led to new 
types of cutting planes for the quadratic problem. 
The recent method of Taha[10] will be modified to deal with problems of the form (1). Section 
2 of this paper will detail the transformation f problem (1) into the appropriate form and the 
construction of the computational procedure. Section 3 will present more numerical results and 
discuss the extension of the methods to the other classes of problem. 
2. MAXIMIZATION OF POSYNOMIALS 
As noted earlier functions of the form (2) are not, in general, convex; but under the change of 
variables ts --• z, are convex[6]. However, such a transformation destroys the linearity of the 
constraints; moreover, if the elements of the matrix A are not all non-negative the transformed 
program may not be convex. At any rate, the program A is more desirable to deal with numerically 
than the transformed program 
A~ : maximize go(z) 
subject o: A e z -< b 
z unrestricted in sign. 
(5) 
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However, A~ provides the important solution properties as given in the results of the previous 
section. In order to relate the solutions to A and As we develop the following results. 
Definition. ~ is an extreme point of a convex set C if and only if ~ cannot be expressed as a 
convex combination of any two distinct points in C. 
Clearly the extreme points of convex polyhedra correspond to the points of intersection of the 
hyperplanes (corner points). While for general (nonlinear) convex sets the extreme points also 
include the nonlinear boundary as well as the points of intersection. This distinction will become 
important in the development of the algorithm. 
In order to relate solutions to A and A~ we state the initial result: 
Ta~oREM 2.1. The optimal solution to A~ occurs at an extreme point of C' = {z : A e" < b, z 
unrestricted in sign}. 
Since the n x m matrix A is not in general non-negative the proof of the result depends on the 
following: 
TrlEoREu 32.2 [9]. Let f be a convex function, and let C = cony S for any set of points S. Then 
sup {f(x):x~.C} - sup {f(x) : x~S}, 
where the first supremum is attained only when the second supremum is attained. 
By the definition of the convex hull (conv) of a set[9] we have cony S = S, if and only if S is 
convex and thus we state the proof of Theorem 2.1 as: 
Proof. 
Since 
ao ~ anzl 
go(z) = ~ ci e J" 
I - - I  
is the sum of positive (c, > 0) exponential functions it is convex. Applying Theorem 32.2[9] to 
cony C' completes the proof in light of Corollary 32.3.2[9]. 
Our first characterization f the relationship between the extreme points (corner points) of A 
and the extreme points of A: is given by the following result. It is important to note that the result 
provides a partial characterization f the solutions to A. The extension to include a full 
characterization will be described following the description of the algorithm based on properties 
of program A. 
THEOREM 2.2 I f  [ is a corner point of program A, then ~ " In [ is an extreme point of As. 
Conversely, if e ~ is a corner point of A~, then [ E e ~ is an extreme point of A. 
Proof. Since [ is a corner point of A we have, for some collection of indices, 1, 2 . . . . .  i 
a, f  = b, ,  a : f  = b,  . . . . .  a, f  = b, 
defining e ~ = [ and substituting into the above equation yields 
a l e * = b~ . . . . .  a, e * = b, which is the desired result. Reversing the above argument completes 
the proof of the converse. 
We note that not every extreme point of Az corresponds to an extreme point of A; this of 
course refers to the nonlinear boundary of A, which maps into the linear boundary of A. 
However, we note that while Az provides the characterization f global solutions it is a more 
difficult problem computationally than A due to the linear boundaries of A. 
The algorithm we now describe will be an efficient generator of the extreme points of A and 
thus the corner points of As. Clearly, each of these points corresponds to a local solution to the 
problem. In order to determine whether or not the global solution has been determined we will 
develop a readily testable condition in Az based on certain properties of the algorithm. 
The algorithm that follows is based on the recent development of Taha[10] to which the 
reader is referred for further details. Consider the problem: 
maximize f (X) 
subject o: Az <- b, 
(6) 
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where f is a convex function over the convex polyhedron defined by the constraints. Define l(x) 
to be a linear overestimator f f(x), that is 
I(x) > f (x)  for all x satisfying (6). 
Let. /denote the lower bound on the optimal value of (6) 
and T denote the upper bound on the optimal value of (6) 
and x* denote the current best solution. 
Using the above notation we now describe a sequential linear programming (LP) method for 
the generation of the extreme points of (6). The algorithm is sequential in that at each iteration a
hyperplane is introduced which separates the current solution from the feasible solution space 
(hence the notion of a "cutting plane") and generates an adjacent extreme point as the new 
solution. The algorithm is one which generates the extreme points of (6) in an efficient manner. 
The initial step of the algorithm which generates a starting point is: 
Step O. Solve the LP 
maximize l(x ) 
subject o: Ax ~ b 
and denote the solution as x °. Set i = 0 and x* = x ° and continue. The general iteration steps of 
the algorithm can he described as follows where the current solution is x': 
Step 1. Set f=  l(x j) and[  =f(x*)  
The LP tableau can be represented by 
xa, =bm-~.d buxj i= 1,2 . . . . .  m, (7) 
~N 
where B, indexes the basic variables and N the nonbasic variables. Using the notation of (7) we 
define the hyperplane (cut) 
where 
x*= 
x, Ix* -> 1 (8) 
• blo minimum-t-- i = 1 . . . . .  m 
bf I>O Oi l  
+oo if all b~l < 0. 
Step 2. The hyperplane of (8) is adjoined to the current LP tableau and the resulting LP is 
solved yielding a solution x j÷' which is tested for optimality by: 
if I(x ''~) ~[, Stop with x* as the optimal solution 
if l(x'~")> f (x  *) then set x* = x TM 
if f (x '+' )~f(x*)  then do not update x* 
Return to Step 1 with i ffi i + 1. 
In order to implement the above algorithm one must develop an overestimator f f (x). The 
discussion here is restricted to functions of the form (2). The reader is referred to Taha[10] for a 
discussion of other types of estimators. 
Since go(z) is convex an overestimator is:
l(z) = htz~ + h2z~ +" • • + h .z .  + H, (9) 
where hj and H are constants. 
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The constants hi, j = 1, 2 . . . . .  m, and H can be determined as follows. We assume each 
variable is bounded above and below; for simplicity we assume each lower bound is I (a 
condition readily achieved by a change of variable). If the bounds are not part of the problem 
definition, we supply them artificially and make use of the linearity of the constraints (6) to make 
such bounds as realistic as possible. The constants are then determined by fitting an 
m-dimensional hyperplane through m + 1 points found by making m + 1 functional evaluations 
on the hyper-rectangle given by the bounds on the z~ variables. 
Now, note that l(z) is a log-linear overestimator f go(t). That is, l(z)> go(z) implies 
l(z)= h, lnt,+ h21nt:+... + h, lntm + H>-gdt). (lO) 
To determine a linear overestimator f go(t) from (10), let h~ In tk denote any term and let the 
upper bound on tk be U~. A linear overestimator is given by: 
(hk / Uk)t, + h, (In Uk - 1) if h~ ~ 0 
/k(tk)= (hk in U, lUh-,)t, -h ,  In U~lU~_,) if h, <0 
Thus, a linear overestimator for go(t) is 
l(t) = ~ l,(t,)+ H. (11) 
k- - I  
This linear overestimator can be used for the general problem. Of course, if go(t) happens to be 
convex, then go(z) need not be used and the procedure outlined for go(z) can be used directly on 
go(t). Further simplifications are possible if go(t) is separable as well as convex. For such cases, 
overestimators for each separate function can be readily obtained (by passing a line through the 
functional points at the lower and upper bound on the variable) and these can be added together 
to get a linear overestimator. 
The algorithm will locate the extreme points of A or equivalently the corner points of Az. In 
order to insure the global solution to A, we need to evaluate the remaining extreme points of 
Az--these correspond to the constraints A'" -< b for other than upper or lower bounds. To 
guarantee the solution is global we introduce a simplified gradient projection algorithm [3] based 
on the following observations: 
1. Any bounds by L~ -< tj -< Uj are transformed into simple bounds in Az In Lj <- z~ -< In U~. 
This remark is important in what follows for by Corollary 32.3.2 it will eliminate portions of 
the boundary from further consideration. 
2. The basic algorithm, as described by Taha[10], generates adjacent extreme points of the 
program (6). In terms of A: this means we are dealing with equality constraints and corner 
points which will simplify the gradient projection algorithm. That is, if the optimal solution 
is to lie on another extreme point at least one currently active constraint must be deleted. 
3. The basic algorithm will not, in general, enumerate all corner points. Rather, it generates 
and evaluates extreme points of program A as follows. At an optimal LP extreme point, t*, 
l(t*) becomes our new upper bound on the true objective function value. If l(t*) is less 
than or equal to the current lower bound on go(t), the extreme point identification portion 
of the algorithm terminates. Otherwise, t* is "cut-off" and the new LP optimum is found. 
This process continues until the upper and lower bounds on go(t) are equal or cross. The 
remaining corner points need never be considered since they yield objective function 
values less attractive than those already generated. 
The following gradient projection algorithm has been modified to take advantage of the 
properties mentioned previously. A more general discussion of gradient projection algorithms 
may be found in Canon et al. [3]. 
Let z k be a corner point with active constraints I. Since the constraints are nonlinear define 
the matrix of partial deviations of active constraints at z k as: 
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1. AI = (12) 
The projection operator, with respect to A~, which projects the gradient of the objective function 
onto the hypcrplanes of the active constraints at z k is[3]: 
ProjA, = [I - A T(ArA D-IA,]Vgo(z ~). (13) 
However, since we are at a corner point, if a move is to be made a currently active constraint 
must be deleted. In (13) the expression 
=(AtAD-IA, Vgo(z k) (14) 
can be shown[3, 12] to generate the Lagrange Multipliers and thus 
if/~j < 0 for some jd" then the deletion of the associated constraint from At defines a
hyperplane over which go(z) is increasing. If more than one ~j < 0 the most negative 
is chosen. (15) 
These results together with the convexity of the program Az are used to state the following which 
locates the global solution. 
THEOUM 2.3. Let z i, z 2 be adjacent corner points of Az with active constraint sets 11, 12 
respectively. I f z* is the global solution on the boundary, 13, between z I, z= then there exist jl~It 
and j=~./= such that l~J, < O, I~h < 0 and I, - {jl} = 13 = 12 - {j=}. Moreover we need not consider z',  
z" when both lie on the boundaries lnLj <z~ln  Us. 
The proof the theorem results directly from (13)-(15), the convexity of the program and 
Corollary 32.3.2[9]. We note that the above results are with respoct to program A, and as such if 
the gradient projection operations were to be carried out the resulting point will be infeasible and 
an additional step is added to move to a feasible point. In order to avoid this situation we note 
that: 
THEOREM 2.4. I f  £ is a point such that A e ~ = b then t m e ~ satisfies A[  = b and conversely. 
This result along with the monotonicity of the transformation t~ = e ~, enables us to implement 
the gradient projection algorithm for program A, which has linear constraints and thus guarantees 
feasibility of the resulting point. Theorem 2.4 will then insure the transformed point will be an 
extreme point of program A,. 
For adjacent extreme points satisfying Theorem 2.3, let I define the appropriate set of active 
constraints. The algorithm is: 
Step 3 ÷. 
Set d~ = [I - A T(ArA ~- '  A~]Vgo(t) (16) 
Step 4 +. Find Aj > 0 such that 
Aj = max {A :gdtj +Adj)>go(tt +/k/i) for all 0 </3 <A} (17) 
At denotes the maximum distance we can move in the direction (16) on the 
hyperplane given by the result of Theorem 2.2. 
The point t~ + Adj determined from (17) is then the global maximum of program (6). Clearly, if 
there is more than one pair of points satisfying the conditions of Theorem 2.3 then all must be 
evaluated by (16)-(17) and the maximum of the resulting set chosen as the global maximum. 
This algorithm will be demonstrated on several examples in the next section. 
3. NUMERICAL  RESULTS 
Several problems were tested on a FORTRAN implementation f the preceding algorithm. 
The purpose of these results is to demonstrate he efficiency of the algorithm in determining 
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numerical solutions. In the numerical results we present he execution time in seconds for an 
IBM 370/168. While these times will vary according to machine and particular algorithm 
implementation, they are presented as indicative of the magnitude of computational effort 
required. The results of the computational exercise are summarized in Table 1. Three examples 
are discussed in detail to illustrate various aspects of the algorithm. 
Example 1. 
maximize 
subject o: 
go(t) = 6t 2, + 3tz + 2t ~, + 2t~ 
g~(t) = 3t, + 4t: + 3h -< 20 
g,(t) = 2h + 3t2+ 3t3 <- 20 
1-< t~ -<20, j = 1,2,3. 
This example is a modified version of an example given by Cooper and Cooper[4]. In 
particular, the original ower bounds of 0 have been translated to 1 by appropriate adjustment of
the constraints. 
Note that go(t) is convex and thus the linear overestimator can be constructed directly from 
go(t). Moreover, go(t) is separable and thus the overestimator can be obtained by adding the 
separate overestimators. That is, since 
go(t) = go,(t,) + go-,(t ) + go,(t3) 
The l(t)>-go(t) can be constructed as 
l(t ) = l,(t,) + l:(h) + l,(h). 
For It(t,) we have 1 -< tt and tt -< 20/3 from g,(t). Thus, an overestimator of got(tO passes through 
the two points got(l) = 6 and got(20/3) = 266.66. Hence, I~(tt) = 46.06t , -  40.053. In a like manner 
we have 12(t2)= 65t2-60 and Is(t3) = 15.34h- 13.34. Combining these yields the result 
l(t) = 46.06h + 65t, + 15.34h - 113.386. 
The algorithm identified the corner points t' = (1, 3 1/2, 1), t* = t 2 = (4 1/3, 1, 1) and t 3 = (1, 1, 
4 1/3). Since the program is convex t* = t 2= (4 1/3, 1, 1) is the global optima with value 
go(t*) = 119 2/3. We also note that the above solution corresponds to a translation of the global 
solution reported in[4], t* = (3 1/3, 0, 0) with go(t*)= 66 2/3. 
Example 2. 
maximize 
subject o: 
go(t) = 6t~ + t~ + 4t s , + 5t ~ , 
g~(t) = 2t,  + t ,  <- 10 
g2(t) = tl - 3h<2 
g3( t )= - t, + t, <4  
l<_h<3 
1_<t2_<5. 
A linear overestimator is l ( t )=  57h + 125t,. The algorithm identified the comer points 
t 1= (2.5, 5) and t 2= (1, 5) at which we note the following 
1. The corner points t'  and t 2 lie on a linear portion of the boundary for At and further 
evaluations, the computation of/z according to (14), are not necessary. 
2. The global maximum solution occurs at t ' as a result of the above comment. This can also 
be seen by noting that go(t) is convex over the feasible set of points. Thus, t* = t' = (2.5, 
5), go(t*)= 725 is the solution. 
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Example 3. (A posynomial, non-separable example) 
maximize go(t) = 6t[2t~ '/e + 4t l~2t~ 
subject to: tl + te < 8 
I_<t1<8 
I_<t2_<6. 
From the general discussion on development of linear overestimators for go(t) from go(z) we 
know that a linear overestimator for this example is of the form 
l ( t )=~t l+ t2+ h~(ln Ut -  1)+ h2(ln U2- 1)+H, 
where U~ and U2 are the upper bounds on tl and tz respectively and hi, h2, and H are the 
constants describing the hyperplane overestimating go(z). To determine hi, he and H 
z' = (0, In 6) :=> go(z i) = 145.95 
z 2 = (In 6, 0) ==> go(z 2) = 9.956 
z 3 = (In 6, In 6) =:> go(z 3) = 351.24 
and fit the hyperplane 
h~zt + hez2 + H 
through the points go(z I), go(z'), and go(z3). 
The results are h, = 114.692, h2 = 190.66, H = - 195.344. Thus, the linear overestimator is 
l(t) = 19.12ti + 31.78t2 + 45.885. 
The comer points evaluated are: t I-- (2,6), t e =(1,6), and t 3= (6, 2). Since the boundary 
segment ~ is linear in program Az we need not evaluate i that portion of t~e boundary. For the 
nonlinear segment corresponding to ~ we have AI =l 2 2land As •[6 21 for z I and z 3 
respectively. At z I we compute/~ = (A,A~-IAIVgo(z ~) 
~- (50.3'~ 
\17.5/ 
and thus cannot move from z'. At z 3 we compute using A3 and Vgo(z3), ~'(39, -36)  which 
indicates a move toward z'. 
Since at z, we cannot move in such a way so as to improve the value of the objective function, 
we conclude by the convexity of go(z) that z I is the global solution. Hence, for the original 
problem we have t * - - t  I= (2, 6) and go(t*)--204.26. 
The additional examples presented in Table 1 were generated in following manner. We 
randomly generated 4 sets of constraints, Ax - b, x -> 1 where b was allowed to vary between 1
and 100, while the elements of A ranged from 0 to 10. These sets of constraints differed according 
to number of variables and constraints as given in Table 1. Two types of objective functions were 
then maximized over each of these constraint regions. First of all, following Cooper and 
Cooper[4] we constructed objective functions of the form 
Iml 
These are indicated in Table 1 as 4S, 5S, 6S and 7S with the purpose of testing the algorithm when 
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the objective function is separable. Secondly, we generated a set of 
non-convex objective functions of the form 
n-- |  -' ~gxjxl+| with 0<~g~10. 
I - I  
These problems are indicated by 4NS, 5NS, 6NS and 7NS in the results of Table 1. 
Table 1. Summary of computational experience 
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non-separable and 
EXAMPLE 
Number of Number of Number of Execution Time 
Corner Points Boundaries (Sec) 
Variables (n) Constraints* Generated Examined IBM 3701168) 
I 2 2 3 0 0.29 
2 2 3 2 0 0.19 
3 2 I 5 I 0.49 
4S 15 8 2 0 0.41 
4NS 15 8 15 10 4.36 
5S 10 6 5 0 0.87 
5NS 10 6 7 5 2.10 
6S 5 2 1 0 0.15 
6NS 5 2 6 3 1.17 
7S 5 3 i 0 0.16 
7NS 5 3 2 I 0.32 
*Excluding the 2n bounds 1~ tl < U~ 
4. CONCLUSIONS AND SUMMARY 
The preceding development presents the construction ofan algorithm for the determination f 
the maximum of a posynomial subject o linear constraints. The algorithm can be readily shown 
to generate the global solution to such problems by requiring the solution of an LP (to determine 
the linear overestimator), the generation ofthe extreme points of the constraint region (of A) and 
a simple projection test to determine the global solution. Such a procedure xtends both the 
theory and application of maximization of convex functions[S, 12] and geometric 
programming [6,8]. 
The computational results presented here use the Taha[10] algorithm to generate the adjacent 
extreme points; however, any of the other proposed methods[l, 7,14] could be used for this 
purpose. The algorithm presented inthis paper can then be used to extend each of these methods 
to the maximization ofposynomials (which are not necessarily convex). The relative fficiency of 
the various methods will need to be determined via a numerical study taking into account he 
counterexamples presented by Zwart[13] and the discussion of degenerate extreme points of 
Taha[10] and Zwart [14]. The implementation f the Taha[10] algorithm used in this study had no 
trouble with the examples of[13] and the degenerate extreme point issue. During the solution of 
examples, several degenerate extreme points were generated and while these affected the 
performance of the algorithm, they did not prevent he overall acceptable performance of the 
algorithm. The resolution of the degeneracy issue is currently under study by the authors. 
As can be seen in Table 1, the algorithm generated a relatively few of the potential feasible 
extreme points for the larger problems. The generation of such a small number of extreme points 
accounts in a large part for the computational efficiency of the algorithm. This important property 
is due to the proximity of the linear overestimator given by (11) to the original objective function 
go(t). 
The results of Table 1 indicate that this particular implementation f the algorithm does not 
require as inordinate amount of computational effort. Different computational results can be 
expected epending on the LP implementation but the basic steps remain unchanged. These 
extensions and solution procedures should do much to extend the range of applicability of such 
models particularly since posynomials arise naturally in many settings [6]. 
Finally, we note that the preceding development can be readily modified to generate integer 
solutions. For example, if we modify the model by requiring in (1) that t be an integer, the basic 
nature of the algorithm remains unchanged. In particular, the basic cutting plane (8) of the 
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algorithm can be modified to generate an integer solution. If the solution ~ is non-integer, the 
cutting plane zl[z*]< 1 where [z*] denotes the ~eatest integer function will "cut-off" the 
non-integer portion of the current solution and generate an integer solution. While such a 
procedure has the potentrial to generate a good deal of computational burden, it does provide an 
automatic means of generation of integer solutions to a computational difficult class of problems. 
The continuous olution generated by this algorithm will provide the best possible upper bound 
on the values of the objective function for an integer solution. 
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