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Abstract
Automatic and reliable classification of images of white blood cells is desirable for inexpensive, quick and accurate health di-
agnosis worldwide. In contrast to previous approaches which tend to rely on image segmentation and a careful choice of ad hoc
(geometric) features, we explore the possibilities of local image descriptors, since they are a simple approachthey require no explicit
segmentation, and yet they have been shown to be quite robust against background distraction in a number of visual tasks. Despite
its potential, this methodology remains unexplored for this problem. In this work, images are therefore characterized with the
well-known visual bag-of-words approach. Three keypoint detectors and five regular sampling strategies are studied and compared.
The results indicate that the approach is encouraging, and that both the sparse keypoint detectors and the dense regular sampling
strategies can perform reasonably well (mean accuracies of about 80% are obtained), and are competitive to segmentation-based
approaches. Two of the main findings are as follows. First, for sparse points, the detector which localizes keypoints on the cell
contour (oFAST) performs somehow better than the other two (SIFT and CenSurE). Second, interestingly, and partly contrary to our
expectations, the regular sampling strategies including hierarchical spatial information, multi-resolution encoding, or foveal-like
sampling, clearly outperform the two simpler uniform-sampling strategies considered.
From the broader perspective of expert and intelligent systems, the relevance of the proposed approach is that, since it is very
general and problem-agnostic, it makes unnecesary human expertise to be elicited in the form of explicit visual cues; only the labels
of the cell type are required from human domain experts.
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1. Introduction
In blood tests, the count of the different types of white
blood cells provides a good quantitative account of a per-
son’s health state, which is crucial for prevention or cure pur-
poses. Since huge number of blood tests are performed on
a daily basis world-wide, automatic, fast and accurate proce-
dures are really called for. Methods based on computer vision
and machine learning are still under investigation but repre-
sent promising inexpensive tools compared to manual and laser-
flow approaches (Kamentsky, 1973; Saphiro, 2003), which are
massive-counting procedures and are not very precise in dis-
criminating particular cell types.
There are two main types of white blood cells, Granulocytes
and Agranulocytes. In turn, Granulocytes include Neutrophil,
Eosinophil, and Basophil, whereas Agranulocytes can be of
types Lymphocyte and Monocyte. In addition, during the sam-
ple preparation process any cell of these types can be broken,
which greatly distorts its appearance and can therefore be re-
garded as a class itself. By looking at examples of these classes
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(Fig. 1), it is hard to think of any simple rule of thumb or heuris-
tics that can guide the design of discriminative image descrip-
tors, since there are few clear distinctive features and significant
overlap.
This situation seems to call for a feature learning scheme
such as deep learning (DL). Despite the advantages of auto-
matically learning features directly from data, DL is generally
known to pay off when a great deal of training instances are
available, often in the order of tens of thousands.
An alternative is segmenting the images so that the region(s)
of interest corresponding mainly to the cell type are isolated
from the background. After the segmentation, one can char-
acterize the region(s) by using a combination of shape, color
and texture features. The main drawback of this approach is
that segmentation itself is a non-trivial problem, and it is gen-
erally hard to produce robust and reliable segmentations, be-
ing a critical preliminary step for subsequent feature computa-
tions (Bikhet, Darwish, Tolba & Shaheen, 2000; Sarrafzadeh,
Dehnavi, Rabbani & Talebi, 2015).
Back in the 1970s, early efforts were performed to automate
the task of classifying 5 types of white blood cells using 74
instances and four very specific features (size and color of nu-
cleus and cytoplasm) (Young, 1972), and reported that granular-
ity, texture and shape do not provide additional discriminative
ability.
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Some authors (Go´mez-Gil, Ramı´rez-Corte´s, Gonza´lez-
Bernal, Pedrero, Prieto-Castro, Valencia, Lobato & Alonso,
2008) use specific shape and area descriptors to classify six
types of leukocytes, with encouraging results in a limited
dataset of 54 instances. However, this approach requires seg-
mentation, which is accomplished manually, and makes use
of ad hoc features; additionally, 7 out of 9 segmented images
per class are synthetically generated by a human artist. Sim-
ilarly, geometric features computed on segmented images by
simple global thresholding are considered in a simplified 3-
class Leukocytes discrimination problem (Hiremath, Bannigi-
dad & Geeta, 2010). There exist other works with similar
approaches (Piuri & Scotti, 2004; Gautam, Singh, Raman &
Bhadauria, 2016). One interesting idea is trying to increase
the classification rate by taking into account the class predicted
for co-occurring cells within a given specimen instead of clas-
sifying single cells individually (Song, Abu-Mostafa, Sill &
Kasdan, 1997). In (Rezatofighi & Soltanian-Zadeh, 2011), af-
ter nucleus-cytoplasm automatic segmentation, morphological,
color and texture features are extracted and selected, resulting
in a good-performing approach. A similar framework includ-
ing segmentation and texture features is described in a sys-
tem requiring user interaction for some tasks such as super-
vising the segmentation results (Sabino, da Fontoura Costa,
Rizzatti & Zago, 2004). Features derived from intensity his-
tograms, and their projection with Kernel Principal Component
Analysis (Habibzadeh, Krzyz˙ak & Fevens, 2013) are tested for
white blood cell discrimination in a small dataset of 140 low-
resolution instances. They compared these features and linear
Support Vector Machine (SVM) with a simple Convolutional
Neural Network (CNN) model (Le-Net5). Despite their small
dataset, the CNN is reported to perform on a par with or better
than the SVM.
An interesting alternative are local image descriptors com-
puted at interest points, and the use of a pooling strategy for
characterizing each individual image with a fixed-length repre-
sentation. This approach has proven to be very effective in a
number of computer vision tasks (Laptev & Lindeberg, 2003;
Mikolajczyk & Schmid, 2005; Laptev, 2005; Wang & Mori,
2009), because it tends to be robust against background clut-
ter and requires no explicit segmentation of the relevant regions
of the image. However, in spite of its potential, to the best of
our knowledge, this approach has not been tested before on this
problem. We therefore explored the possibility of characteriz-
ing white blood cells with local descriptors and the well-known
bag of visual words as a pooling mechanism.
More concretely, this work focuses on exploring and com-
paring several different interest point sampling strategies within
two big broad categories: interest point detection and regular
dense-like sampling. Although interest point detection is aimed
at selecting particularly good distinctive image locations and is
therefore a promising procedure, many studies have revealed
that dense-like sampling, i.e. ignoring the image contents for
point selection, can perform similarly or better than point de-
tectors. Since our main interest is in comparing these two main
“detection” approaches, a common local descriptor, the well-
known Scale Invariant Feature Transform (SIFT) (Lowe, 2004),
will be used in all cases.
From the broader scope of expert and intelligent systems, dif-
ferent methodologies can differ in their potential for addressing
practical, real-world issues. On the one hand, due to legal and
other reasons, there is a growing interest towards making ar-
tificial systems explainable (Gunning, 2016; Ribeiro, Singh &
Guestrin, 2016), which is understandably particularly impor-
tant in the medical domain (Holzinger, Biemann, Pattichis &
Kell, 2017). In this sense, and in the context of the problem
addressed in this paper, methods that use visual cues that are
easier to interpret by humans, such as segmentation-based and
geometric features, might be preferable. On the other hand,
problem-specific ad hoc image features may require some form
of expert knowledge to be elicited and implemented, a process
that can be vague and costly. In this respect, general, problem-
agnostic methodologies, such as the one proposed in this work,
based on general-purpose local descriptors, might be desirable.
This situation represents a challenging dichotomy between con-
flicting properties of alternative methodologies, which is revis-
ited later (Sect. 4.4).
In the rest of this manuscript, the sparse interest-point de-
tectors (Sect. 2.1), the regular sampling strategies (Sect. 2.2)
and the bag-of-words approach (Sect. 2.4) are described, and
a summary of the complete process is provided (Sect. 2.5).
Then, the experimental work, results and discussions are de-
tailed (Sect. 3). Finally, some discussion (Sect. 4) and the main
conclusions of the work are given (Sect. 5).
2. Methodology
2.1. Interest point detectors
Interest points, also called keypoints, are locally salient im-
age points. Mainly meant for image matching, interest point de-
tectors have been devised for robustness against view changes.
Although for classification purposes the requirements may not
be exactly the same as in matching, the properties of these de-
tectors turn out to be generally useful also for image charac-
terization. Among the many existing detectors (Tuytelaars &
Mikolajczyk, 2008; Krig, 2014), we select and explore these
three detectors: SIFT, oFAST, and CenSurE. They are repre-
sentative of three broad kinds of keypoint detectors, as follows:
• SIFT relies on the concept of scale-space, which can be
scale-invariant, but may lose some location precision due
to the involvement of coarser-resolution levels in the pyra-
mid;
• oFAST detects corners, which can be fast to compute and
are stable image locations, robust to changes of view, but
not to scale changes;
• CenSurE aims at achieving both the stability of scale-
space methods and accuracy of corners, by finding extrema
in the responses of centre-surround filters.
2
SIFT detector
The Scale-Invariant Feature Transform (SIFT) (Lowe, 2004)
includes both a detector and a descriptor. We focus now on its
detection step. Its descriptor (Section 2.3) is applied for every
detector considered in this work. Unlike previous detectors at
that time, the SIFT detector was designed to be scale and ro-
tation invariant which provides it with robustness against affine
image transformations and, hence, repeatability.
SIFT uses a multi-scale scheme so that interest points at dif-
ferent scales can be found. To that end, a Gaussian pyramid is
built, and then Differences of Gaussians (DoGs) are computed
between the consecutive levels of the pyramid. Next, local max-
ima in the DoGs are identified not only within the 8 neighbors
of a pixel in the DoG at a given scale but also within its 9 neigh-
bors of the subsequent-level DoG.
To remove the responses to edge-like structures which are
not precise locations of interest points, a second-derivative fil-
tering mechanism using the Hessian matrix is applied. An in-
tensity threshold of the responses is finally applied so that low-
response points are filtered out. This thresholding allows the
procedure to be more selective in the number of the result-
ing points. The adequate threshold to use is highly problem-
dependent. In our case, in order to have an acceptable number
of key points for adequately representing the images, a rela-
tively low-intensity threshold was used (Table 1).
oFAST (Oriented FAST)
The FAST (Features from Accelerated Segment Test) detec-
tor (Rosten & Drummond, 2006) is computationally very light,
and builds on the conceptually simple idea (Rosten & Drum-
mond, 2005) of comparing a pixel with its 16 neighbouring
pixels lying on a circle centred on the test pixel. A pixel is
decided to be a corner if a number n of contiguous pixels on
that circle are brighter or darker than the test pixel, for a given
threshold for the intensity difference. With n = 12, a high-speed
version of the test is possible by checking only 4 pixels on the
circle, and classifying the pixel as a corner if 3 out of these 4
pixels are all brighter or darker than the test pixel. However,
this quick test was found to have some drawbacks such as poor
generalization for n < 12. To address this and other shortcom-
ings, a decision tree is built that learns to classify corners from
a properly generated training set which uses a slow but accu-
rate corner detector. Then, the resulting tree is converted into
nested if-then-else rules, which can subsequently be used as the
fast and more accurate detector.
The oFAST (Rublee, Rabaud, Konolige & Bradski, 2011) in-
cludes the orientation component which is missing in FAST.
This orientation is estimated by using the angle of the vector
joining the centre of the detected corner and the centroid of the
image patch around the corner’s centre. Although the original
FAST itself does not detect features at different scales, it can be
applied at the different levels of a pyramid scale. This multi-
scale FAST and a circular neighbourhood of radius 9 (FAST-9)
are used in this work.
CenSurE
Like SIFT, the CENter SURround Extrema (CenSurE) de-
tector (Agrawal, Konolige & Blas, 2008) uses a Laplace scale-
space operator, but in contrast to SIFT, which uses a DoG
approximation, CenSurE uses a a centre-surround one. Un-
like SIFT, which subsamples images at larger scales, CenSurE
uses the full-resolution images at any scale, which is an im-
portant difference. Then, since CenSurE aims at computing all
features at all scales, fast computation is a must. Therefore,
simplified bi-level kernels (values in the kernels are only −1
and +1) are used as centre-surround filters. These kernels are
computed in constant time regardless of their size, which may
render this descriptor real-time-amenable. CenSurE considers
a suite of bi-level kernels with increasing symmetry degrees
(boxes, hexagons, octagons and circles), which also represent
approximations to the Laplacian operator with increasing com-
putational cost. The circular filter (STAR) is the slowest but
the best approximation to the Laplacian; the other approxima-
tions are computed efficiently by means of integral images (Vi-
ola & Jones, 2004). Since in our study accuracy is more im-
portant than efficiency, we use the circular filter. However, to
gain some insight into the computation-recognition trade-off,
the fastest and least accurate difference-of-boxes kernel (a ba-
sic Haar wavelet) is also briefly tested.
Additional configuration details of these three detectors are
provided in Table 1. Most of these parameters take their corre-
sponding default values in the libraries used. Some thresholds
have been modified to increase the number of detected points,
since it was too small in some images, particular in a few defo-
cused ones. In addition, in oFAST the sensibility Harris factor
was reduced to 0 to detect only pronounced corners.
Table 1: Configuration of the keypoint detectors. Default values given in paren-
theses if different to the values actually used
SIFT
Edge threshold 10
Intensity threshold 0.5 (5)
Window size (σ) 2
Num. of octaves 9
Num. of levels per octave 3
oFAST
Target number of features 200
Threshold 0.04
Sensibility Harris factor 0 (0.04)
Number of scales 8
Scale factor 1.2
CenSurE
Bi-level filter STAR
Non-maximum suppression threshold 0.01 (0.15)
Line threshold 50 (10)
Minimum and maximum scale 1 and 7
Examples of keypoints are given in Fig. 1, where it is no-
ticeable how oFAST detects corner-like points around contours
whereas SIFT and CenSurE detect mostly points inside the
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Figure 1: Keypoints detected with different detectors on example images of different white blood cell types
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Table 2: Number of keypoints. For the regular sampling strategies this number is constant; for the sparse keypoint detectors, the average and standard deviation for
a total of 1,315 images are given
Detector Sampling strategy
SIFT CenSurE oFAST GUS LUS FS mLUS hLUS
Average 427 161 192 2,601 961 436 3,423 961
Std. dev. 209 115 31 - - - - -
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Figure 2: Gray-level images corresponding to images in Fig. 1. Keypoints detectors are actually computed on the gray-level images.
cells. Since keypoints are actually computed on gray-level im-
ages, the gray-level versions of these images are given in Fig. 2
as a reference. The number of keypoints that each detector finds
are given in Table 2. On average, more than twice as many key-
points are detected with SIFT than with oFAST or CenSurE (Ta-
ble 2). In oFAST, the mean number of keypoints per image is
similar to the desired maximum number.
2.2. Regular sampling strategies
As an alternative to keypoint detectors, the location of in-
terest points can be defined with some kind of regular grid.
In this case, the points are not “interest” or “key” points any-
more, since their geometric distribution is independent of the
actual image contents. Although intuition may suggest that this
“dense” pattern is less discriminative than locally salient points,
previous works have shown that dense sampling can be effec-
tive in many visual tasks (Nowak, Jurie & Triggs, 2006; Wang,
Ullah, Klaser, Laptev & Schmid, 2009). Since this might also
be the case for this problem, we explore several sampling strate-
gies, as discussed below.
Global uniform sampling (GUS)
The whole image is sampled at the same density, selecting
one pixel every s pixels along both the horizontal and verti-
cal axes. This amount s is commonly referred to as the stride.
This sampling strategy makes sense when no clear insight is
available on the possibly different relevance of different image
regions. It is therefore implicitly assuming that all image parts
may contribute equally to characterize the entire image con-
tents.
Local uniform sampling (LUS)
As in GUS, a regular rectangular grid is defined, but instead
of sampling the entire image, only a local region of interest
(ROI) is covered. The ROI is expected to contain most of the
discriminative information. In our problem, since the blood cell
is generally roughly centred on the image and has a similar size
across images in the dataset, a centred rectangular ROI of size
312 × 312 is consequently defined, so as to roughly cover the
entire or most of the blood cell and not too much of the back-
ground. This ROI represents a 37% of the total area of the im-
age.
Foveal-like sampling (FS)
This is a space-variant sampling technique, and represents a
trade-off solution between GUS and LUS. Rather than sampling
the whole image evenly in one case, or just focusing on one re-
gion and completely ignoring the rest of the image in the other,
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Table 3: Strides and points per region at increasing distances to the centre for
the foveal-like sampling (FS)
# regions stride (s) # points/region # total points
4 8 49 196
8 16 16 128
20 32 4 80
32 64 1 32
we can sample more densely over the ROI, but still sample,
even though less densely, the rest of the image. In particular,
a foveal-like sampling is used with sampling density being in-
versely proportional to the distance to the centre. The rationale
for this strategy is two-fold:
• On the one hand, since the extent of the blood cell varies
across images, if we sample areas outside the ROI we may
still capture some parts of the relevant blood cell which lie
outside the ROI.
• On the other hand, contextual information is included in
the representation. In some problems the context has been
shown to play an important role in recognition. Therefore,
we can evaluate how important is the context in this prob-
lem.
The space-variant sampling is implemented as follows. Non-
overlapping square image regions, each of size 64×64, are con-
sidered, and they are sampled inversely to their distance to the
centre. The number of regions, their sampling stride s, and the
resulting number of points are given in Table 3, at increasing
distance to the centre.
Sampling points on an example image for these three sam-
pling strategies are given in Fig. 3.
Hierarchical uniform sampling (hLUS)
As in LUS, the image is sampled uniformly, but after the
vocabulary of visual words has been built (Section 2.4), sev-
eral histograms are computed, one at each cell in a quad-
tree, hence the name of this idea in the literature (Bosch, Zis-
serman & Mun˜oz, 2007), Pyramid of Histograms Of visual
Words (PHOW). The rationale for this representation is to cap-
ture some spatial information that is otherwise lost with a sin-
gle global histogram (Lazebnik, Schmid & Ponce, 2006). As
in LUS, only descriptors in a central ROI of size 312 × 312 are
considered. A 3-level pyramid is used, as in (Bosch, Zisserman
& Mun˜oz, 2007), resulting in 1+4+16 = 21 histograms per im-
age. Consequently, the feature vector describing each image
turns out to be relatively high (21 · k), with k being the vocabu-
lary size. For computational and comparison reasons, we opted
to reduce this dimensionality by applying Principal Component
Analysis (PCA) (Alpaydın, 2004) and choosing k as the target
dimensionality, to match that of the rest of the compared meth-
ods.
Multiresolution uniform sampling (mLUS)
This is also a dense sampling, but computed at several image
resolutions. Since it also uses a local ROI, it can be seen as a
multiresolution LUS (mLUS).2
For all the regular sampling but for FS, a common stride
s = 10 is used. For GUS, and mLUS this stride results in a
large number of descriptors per image (specifically, 3, 423 for
mLUS), which raises memory issues in the clustering procedure
(the overall requirement is of 1,800 MB). To circumvent this is-
sue, and obtain a feasible reduced number of points, we tried
two approaches, both seeking a fair comparison with the other
strategies: (1) doubling the sampling stride s (i.e. halving the
number of resulting points per image); and (2) selecting ran-
domly a subset of m points per image for the clustering, with
m = 961 corresponding to the number of points used in LUS.
We tried both approaches, but found empirically the second one
to be preferable andthus it is the one whose results are reported
here.
The number of keypoints for each of these sampling strate-
gies (Table 2), except for FS, is an order of magnitude larger
than the number of keypoints selected by the sparse detectors.
2.3. SIFT descriptor
As said before, every keypoint in all the considered strategies
is described locally using the SIFT descriptor (Lowe, 2004).
This descriptor consists of the concatenation of 16 8-bin gradi-
ent orientation histograms computed over a neighbourhood of
size 16 × 16 around the keypoint divided into 4 × 4 cells. For
the detectors that compute an orientation (SIFT and oFAST),
this is plugged into the SIFT descriptor, to endow the descriptor
with rotation invariance. The result is a L1-normalized vector of
length 128 (= 4 · 4 · 8). Although the dataset used in the experi-
ments consists of color images, in this work the SIFT descriptor
is applied to their gray-level versions.
2.4. Vocabulary and bag of words
The set of SIFT descriptors (or a subset of them in the case
of GUS and mLUS, as discussed above) of the images in the
training set are clustered using k-means (Jain, 2010), for a user-
provided value of k, and the centroids of each cluster represent
the visual words of our vocabulary. To compute these clus-
ters and their corresponding centroids {ci}k1, k-means starts by
some (random) initial centroids and then proceeds with these
two steps, which are repeated until convergence, with a maxi-
mum number of iterations:
1. Given the centroids, reassign each point p ∈ {pi}n1 to the
cluster corresponding to its closest centroid.
2. Given the clusters, recompute the centroid of each cluster.
Then, once this vocabulary is built, a given new local descrip-
tor is assigned to the word corresponding to its closest centroid.
Therefore, an image in both the training and test sets is coded
as a k-bin histogram (the bag of words) with the counts of the
words of all its descriptors. Formally, given m local (SIFT)
descriptors in an image, {q j}m1 , the k-bin histogram {hb}k1 corre-
sponding to this given image is computed as follows:
2The function which extracts the data for our mLUS within the VLfeat pack-
age is called, and refers to, the PHOW method, but in our understanding PHOW
actually refers to the hierarchical approach followed in our hLUS strategy.
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Figure 3: Sampling layouts for GUS, LUS, and FS. The other two approaches (mLUS and hLUS) are based on the same sampling as LUS
1. Find the closest centroid of each point q ∈ {q j}m1 ,
and assign it to the corresponding cluster. Let c j ∈
{1, 2, . . . , k}, j ∈ {1, . . .m} be these assignments of the
m points to the k clusters.
2. Count the number of points assigned to each cluster, i.e.
hb =
∑m
j=1 δ(c j, b), where δ(x, y) = 1 if x = y, and δ(x, y) =
0 if x , y.
Finally, each of these histograms is L1-normalized individu-
ally, per image.
2.5. Summarizing the complete procedure
To summarize (see the flowchart of the whole process in
Fig. 4), at both the training and the prediction stages, key-
points are detected on the input images (Sect. 2.1) or, alter-
natively, selected with a regular sampling strategy (Sect. 2.2).
In both cases, the points are described with the SIFT descrip-
tor (Sect. 2.3).
At training time, from a set of SIFT descriptors from the
training images, a vocabulary is built using vector quantization
with k-means (Sect. 2.4). Through the vocabulary, one bag-
of-words histogram (Sect. 2.4) is computed per image, both at
training and prediction stages. Then, only at training, a set of
histograms is used to train the SVM classifier (Sect. 3).
Only at the prediction stage, the trained classifier uses the
BoW histogram of a novel image to predict its type of WBC.
Therefore, the most costly procedures (BoW and SVM training)
are performed only once, at the training stage. The input to the
training stage is a set of training images with their correspond-
ing ground-truth labels, and its output is a trained SVM. The
ground-truth labels are only used during SVM training, since
the k-means is completely unsupervised. As for the prediction
stage, the input is a new, unlabelled image, and its output is the
predicted label for the input image. The prediction stage uses
the vocabulary and the trained SVM obtained at the training
stage.
3. Experimental work
3.1. Setup
Dataset. The dataset provided by the hematologists at Hospital
General, Castello´n, Spain, consists of 1,315 512×512 color im-
ages of 6 types of blood cells (Table 4). The samples were ran-
domly chosen from a set of alarms coming from the automatic
differential flow system. These blood samples were considered
as potentially abnormal so they had to be visually inspected by
expert haematologists.
The samples were stained with the common May-Grumwald-
Giemsa procedure. Hematologists labelled each individual im-
age as one of the 6 classes, through a graphical user interface
with the possibility of correcting their mistakes and navigating
back and forth along the images. These labels are used as the
ground-truth labels for training and testing purposes.
Table 4: Distribution of the classes of white blood cells in the dataset
Class # instances Ratio (%)
Lymphocyte 511 38.86
Neutrophil 476 36.20
Broken 185 14.07
Monocyte 99 7.53
Eosinophil 38 2.89
Basophil 6 0.46
Total 1,315 100
WBC localisation and counting. The images in this dataset
were previously extracted in a pre-processing stage by an au-
tomatic machine vision system consisting of a microscope, a
color camera, a robotic platform to move the blood smears un-
der the microscope objective, and a personal computer to con-
trol and perform the image processing tasks. This system is
able to scan the whole surface of a blood smear and it can eas-
ily differentiate at a given scale between white, red, and other
main types of cells, because of their colour and sizes. Once a
white cell is identified, the system zooms in and takes an image
7
(a) Training (b) Prediction
Figure 4: Flowchart of the process at the (a) training and (b) prediction stages. See text for details
at a larger scale of the detected white cell. It is thus the out-
put images of this system that are the input to our recognition
approach, and the whole system would therefore be capable of
counting the different types of WBC, as required for health re-
porting.
Vocabulary. To select the size of the vocabulary for the BoW
model, tests in an initial data exploration phase were performed,
and sizes k = 150 and k = 500 were found to give the overall
best performance among a large set of sizes ranging from 10
to 1,000. Subsequent tests with these two sizes revealed that
results with k = 500 were slightly better and thus used for the
rest of the experimentation.
Classifier. A support vector machine (SVM) is used, with ei-
ther linear or radial-basis function (RBF) kernels, selected by
cross-validation. Given the distribution of instances per class
(Table 4), there is a significant class imbalance, a situation
known to require particular strategies to avoid a bias towards
the majority classes. As a preliminary effort to deal with
this issue, the Synthetic Minority Over-sampling Technique
(SMOTE) was explored, both the SVM-SMOTE and the bor-
derline SMOTE (Nguyen, Cooper & Kamei, 2011; Han, Wang
& Mao, 2005). When using these approaches we appreciated a
slight improvement in the recognition for the minority classes,
but at the expense of a slight degradation of the recognition
of the majority classes. Besides the class imbalance, too few
instances of the minority classes are available, and therefore
this issue is left for addressing it in future work with a bigger
dataset.
Validation protocol and performance assessment. A hold-out
`-fold procedure is followed, which is adequate when datasets
are not large, which is the case. We used ` = 5 and, for ev-
ery split, the whole procedure (clustering + histogram coding
+ training + testing) is repeated. Additionally, as a requirement
of one statistical test (introduced below), a 2-fold hold-out was
performed 5 times.
The common accuracy performance is complemented with
precision and recall as well as with two more suitable measures
under class imbalance, the F1 measure and the Matthews Corre-
lation Coefficient (MCC) (Matthews, 1975; Boughorbel, Jarray
& El-Anbari, 2017). Although MCC was originally thought for
a binary case, its generalization for multi-class case has also
been derived (Gorodkin, 2004):
MCC =
∑
k
∑
l
∑
m(CkkClm −CklCmk)√√∑
k
(∑
l
Ckl
)  ∑l′
k′,k
Ck′l′

√√∑
k
(∑
l
Clk
)  ∑l′
k′,k
Cl′k′

,
where Ci j are the entries of the confusion matrix, i.e. the num-
ber of instances belonging to class i which are classified as
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the class j. The possible values for this coefficient are in the
range [−1, 1], the higher the better.
Box-and-whisker plots (Sahay, 2016) are provided for visu-
ally depicting the average performance and its variability across
the 5 folds.
Hyperparameter selection. For each fold, a grid search of the
SVM hyperparameters is performed to select those resulting in
the highest precision. The hyperparameters included the ker-
nel (linear or RBF), the regularization parameter (in the range
C ∈ {1, 2, . . . , 11}), and the scale parameter in the case of the
RBF (in the range γ ∈ {10 j : j ∈ {−6,−5, . . . , 3, 4}}). Note that
ranges covering other more extreme values for C and γ were
initially tested, but after observing the trend of the values be-
ing chosen, they were adjusted to the reported ones. The RBF
kernel was chosen almost always for all the methods.
Statistical tests. To find out the statistically significant differ-
ences in performance among the different methods, we applied
two significance tests: the corrected resampled t-test (Nadeau &
Bengio, 2003) (CTT), and the 5×2cv paired t-test (5×2cv) (Di-
etterich, 1998), which are known to be suitable for comparing
two methods on a single dataset. These test statistics follow
a Student-t distribution t f , with f degrees of freedom, and are
computed as follows (Bouckaert & Frank, 2004):
CTT ≡ µ√(
1
`
+ ntentr
)
· σ2
∼ t`−1,
5×2cv ≡ d11√
1
5
∑5
j=1 σ
2
j
∼ t5,
where
• for CTT, ` is the total number of runs of the method; ntr
and nte are, respectively, the number of training and test-
ing instances in each run; and µ ad σ are the estimates of
the mean and standard deviation of the ` differences of the
chosen performance measure for the two compared meth-
ods; and
• for 5×2cv, let ai j, bi j, i ∈ {1, . . . , `}, j ∈ {1, . . . , r} be the
performance measures of two compared methods (say A
and B) for the r-times `-fold cross-validation (here, ` =
2, r = 5), using exactly the same training and testing sets
for both methods in every run; then di j = ai j − bi j (the in-
dividual differences in performance), and σ j =
∑2
i=1(xi j −
d j)2, with d j =
x1 j+x2 j
2 (the mean difference for a single run
j).
For the sake of convenience, the outcome of these tests will
be presented graphically following the symbols in Table 5.
Software. As supporting software, we used the VLfeat li-
brary (Vedaldi & Fulkerson, 2008) for the SIFT detection,
OpenCV (Howse, Joshi & Beyeler, 2016) for the SIFT de-
scription, and Python packages for sparse detectors (scikit-
image (van der Walt, Scho¨nberger, Nunez-Iglesias, Boulogne,
Table 5: Visual representations of significance degree found by the statistical
test given a p-value. The lower the p-value, the higher the significance
p < 0.01 p ≤ 0.1
p ≤ 0.05 p > 0.1 (no significance)
Warner, Yager, Gouillart, Yu & the scikit-image contributors,
2014)), SVM, grid search and PCA (scikit-learn (Pedregosa,
Varoquaux, Gramfort, Michel, Thirion, Grisel, Blondel, Pret-
tenhofer, Weiss, Dubourg, Vanderplas, Passos, Cournapeau,
Brucher, Perrot & Duchesnay, 2011)), and clustering, vector
quantization, and t-test lookups (scipy (Jones, Oliphant, Peter-
son et al., 2001–)).
3.2. Results
Experimental results are discussed subsequently through the
analysis of the boxplots, the confusion matrices, the statistical
tests and the computation times. Performance comparison with
other approaches are also provided as a general reference.
Boxplots. By observing the boxplots (Fig. 5), it can be found
that purely uniform sampling strategies (GUS and LUS) per-
form the worst. Among them, it seems a better idea to focus
on a central ROI (LUS), otherwise there seems to be too much
noisy and irrelevant background included and this may end up
being harmful. Interestingly, the foveal-like strategy (FS), by
gradually decreasing the sampling density away from the image
centre, provides a nice and better solution: the fact of captur-
ing a bit of background with a coarser sampling seems to pro-
vide useful contextual information. There exists not much dif-
ference between the multi-resolution scheme (mLUS) and the
hierarchical one (hLUS), and both tend to outperform the uni-
form sampling strategies either global (GUS) or local (LUS). A
bit against our intuition, the multi-resolution (mLUS) and hier-
archical (hLUS) strategies performed very well compared with
the other regular sampling strategies and the keypoint detectors.
This might be explained by the fact that some form of discrim-
inative scale or texture-like information is better captured.
The three sparse detectors provide generally a good recogni-
tion rate, with oFAST possibly resulting in (slightly) better per-
formance. Compared to the regular sampling strategies, oFAST
has a comparable performance to mLUS or hLUS. The statisti-
cal significance analysis below provides some insight into the
actual relevance of the similar or different performances among
the methods.
Confusion matrices. Confusion matrices averaged over the
` folds (Fig. 6) provide insights into how the different types
of white blood cells are recognized by the different strate-
gies. Neutrophil and Lymphocyte are generally the classes with
higher recognition rates, which might be related to the fact that
these are the classes with the most instances. A further reason is
that Lymphocyte is a relatively distinct class with respect to any
other class. The strong visual similarity, even for a human ob-
server, between Neutrophil and Eosinophil, possibly explains
why all the methods tend to confuse them, and calls for very
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Figure 5: Recognition performance for the different detectors
specialized knowledge in terms of human expertise and/or auto-
matic feature learning. Basophils are often confused with a va-
riety of other blood types, with oFAST being the detector which
leads to better performance. No blood cell instance is classified
as Basophil, most likely due to the very few instances of this
under-represented class. In particular, the frequent confusion
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of Basophils with Lymphocytes has also been reported by other
authors (Habibzadeh, Krzyz˙ak & Fevens, 2013). Monocytes
are often confused with either Neutrophils or Lymphocytes. In-
terestingly, some strategies (LUS, GUS) misclassify Monocyte
more as Neutrophil, and others (CenSurE, oFAST, FS) more as
Lymphocyte, which indicates the different information captured
by sparse detectors and foveal-like sampling on the one hand,
and the uniform sampling on the other.
Significance analysis. The results of the significance tests
roughly correspond to the intuitive visual interpretation one
can get by comparing the box-plots. Furthermore, as it hap-
pens with these plots, the tests applied to different metrics are
very similar; therefore, only results for a single metric (accu-
racy) are shown. For easier visual comparison, the visual rep-
resentation of the significance level is given, instead of the the
p-values (Table 6). Although both tests reveal many common
differences among the methods, there are also some discrepan-
cies. Overall, both tests reveal that the dense method LUS per-
forms differently (worse) than most of the other methods (both
dense and sparse). Both tests also agree to find CenSurE and
oFAST different. And neither of the tests find any significant
difference between the top performing regular-sampling meth-
ods (FS, mLUS, hLUS).
Comparison with other works. Since no standard public
dataset of white blood cells is available for benchmarking, it
is not possible to compare directly the different approaches.
Furthermore, since the datasets used in these works are rela-
tively small (often fewer than 100 instances), and some of them
even use fewer classes (in one case, 3 instead of 6), the re-
sults are also less representative and/or the classification tasks
easier. However, and with these caveats in mind, it can still
be illustrative to compare ours with the performance reported
in other studies with a similar problem but different datasets.
Some segmentation-based approaches are reported to have ac-
curacies about 90% or higher. With a maximum mean accu-
racy of 79% and a peak accuracy of 85%, the proposed strategy
has comparable performance while being simpler and more ro-
bust. The particularly good performance of some works such
as (Rezatofighi & Soltanian-Zadeh, 2011), with an accuracy of
96% (on a dataset of 251 instances), may suggest that care-
fully crafted and complex and possibly costly segmentation
procedures such as snakes, the use of color and texture infor-
mation, and many ad hoc design decisions and pre-processing
steps (histogram equalization, color space transformation, im-
age smoothing, etc.) may lead to good performance. In con-
trast, the approaches tested in our work are much more general,
work on gray-level images, perform no image pre-processing
at all, and have no explicit segmentation (besides a rough ROI
central selection in some of the cases).
The promising results of the studied strategies and the ob-
servation of the reported results of the alternative approaches
suggest possibilities for recognition improvement within the
framework of local descriptors and BoW, thus getting closer
to what experts in this domain consider acceptable (e.g. accu-
racies around 90%).
Computation times. Given the similar performance of several
of the tested methods, it is important to compare them also in
computational terms. The times in our computer (Intel c©CoreTM
i5 650, 8-GB RAM, ATI Radeon HD4650 GPU) and (unop-
timized) Python implementation are given in Fig. 7. The de-
tection time has been computed on a subset of about 20% of
the total dataset, and scaled proportionally to represent the full
dataset.
It can be seen that detecting or extracting the points is gener-
ally the most costly procedure, and apart from the mLUS case,
it is naturally bigger when using actual detectors than in sam-
pling strategies. The time for CenSurE is particularly large due
to the bi-level filter chosen (STAR); other faster but less accu-
rate filters are possible (see below). In contrast, the time for
building the vocabulary, which is proportional to the number of
points used in the clustering, is generally bigger with the dense
methods. Similarly, computing the histograms depends on the
number of points per image, and generally represents the small-
est percentage of the total time. Finally, the training time of the
classifier is essentially the same for all methods because the
training data are the already-computed histograms of the same
number of bins in all cases.
Taken together, and excluding the most costly CenSurE and
mLUS, computation times for the sparse and dense methods are
comparable, although the sparse keypoint detectors might be
slightly advantageous. It is important to bear in mind that build-
ing the vocabulary and learning a classifier are off-line proce-
dures, which usually need to be computed only once. At predic-
tion time, the relevant costs include detecting and describing the
keypoints, computing the histograms from the pre-computed
vocabulary, and predicting the label from the already learned
classifier. These steps can be computed fairly quickly and may
be acceptable for real settings unless hard real-time constraints
are demanded (e.g. for a responsive user interface).
Accuracy-time. When assessing the methods by consider-
ing jointly their recognition and computational performances
(Fig. 8), the oFAST and the hLUS seem the most advantageous
methods. Depending on the required classification-time trade-
off, the SIFT and FS methods can also be competitive alterna-
tives. Although the mean accuracy is only a partial picture of
the recognition ability, this scatter plot provides an interesting
insight into the overall recognition and computational perfor-
mances. Another fact worth observing is how a faster kernel
(Difference of Box, DoB) in CenSurE results in lower discrim-
inative power than the more costly STAR filter.
4. Discussion
This section is aimed at clarifying some aspects regarding the
context, strengths and weaknesses of the proposed approach, as
well as the limitations of the study, possible future work and
the relevance of the contribution in the context of intelligent
systems.
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(a) SIFT (b) CenSurE
(c) oFAST (d) FS
(e) LUS (f) GUS
(g) mLUS (h) hLUS
Figure 6: Confusion matrices for the different detectors (a–c) and sampling strategies (d-h). True classes as rows, predicted ones as columns
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Table 6: Results of significance tests on the accuracy
CTT test
CenSurE oFAST GUS LUS FS mLUS hLUS
SIFT
CenSurE
oFAST
GUS
LUS
FS
mLUS
5×2cv test
CenSurE oFAST GUS LUS FS mLUS hLUS
SIFT
CenSurE
oFAST
GUS
LUS
FS
mLUS
Figure 7: Time breakdown for the different steps of the BoW for each method
4.1. Image segmentation
It is important to distinguish two types of image segmenta-
tions that may arise in the context of the real-world problem: on
the one hand, there are segmentation-for-localisation methods
to roughly localise the cells of interest within a larger image,
and whose solution in our work is taken for granted, since it is
given by the robotized system, as described in Sect. 3, and it
is out of the scope of this work. This segmentation is akin to
the nucleus segmentation step in works such as (Rezatofighi
& Soltanian-Zadeh, 2011). On the other hand, there are
segmentation-for-characterisation methods, whose purpose is
to extract features within the image region of the cell or within
the nucleus and cytoplasm regions, separately (Rezatofighi &
Soltanian-Zadeh, 2011).
Figure 8: Accuracy-time scatter plot of the different strategies. The size of the
circles is proportional to the variance in the accuracy
In this respect, the proposed approach relies on some kind
of segmentation-for-localisation procedure, and it is therefore
sensitive to the potential failures of this system. However, it
does not need any segmentation-for-characterisation method,
and this fact is a strength of the approach (as discussed below
in Sect. 4.3).
4.2. Computational and robustness issues
Regarding the computational cost, although a complete and
rigorous comparison with alternative approaches is out of the
scope of this paper, our estimated computational time and those
reported in papers of related work are provided (Table 7), just
as a rough guideline. Our reported times correspond to the most
and the least costly strategies, which differ in one order of mag-
nitude. The times for the remaining strategies lie in between
these two times. The caveat for the times in the table is obvi-
ously that they correspond to very different settings, in terms
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of image sizes, implementation choices, and computing facili-
ties, and are therefore not directly comparable, but they can be
somehow illustrative of the computational efficiency of local-
descriptor-based methods.
As for the robustness issue, general segmentation algo-
rithms are known to easily over-segment or under-segment im-
ages (Estrada & Jepson, 2009). Because of their nature (low
contrast, noise, etc.), medical images can be particularly chal-
lenging to segment and, despite the progress made, accurate
segmentations are elusive (Elnakib, Gimel’farb, Suri & El-
Baz, 2011), and robust segmentation remains an unsolved prob-
lem (Zhang & Metaxas, 2016). In contrast to segmentation-
based methods, local descriptors do not rely on particular im-
age regions being defined. The holistic and general purpose of
this methodology makes it inherently robust to image contents,
being tolerant to the presence of significant background clut-
ter (Zhang, Marszałek, Lazebnik & Schmid, 2007).
4.3. Strengths and weaknesses
When comparing the proposed approach to segmentation-
based approaches (Table 8), it can be observed that the same
characteristic can be seen as an asset or become a weak
point of the methodology. For instance, segmentation-for-
characterisation (either segmenting the cell from the back-
ground or even separating the nucleus from cytoplasm) is a
good asset since very specific features can be computed, but
since robust segmentations tends to be elusive, the reliability
of these features can be compromised. Likewise, the use of lo-
cal descriptors makes only mild assumptions of image contents,
and this is a great advantage. However, the approach might fail
under strong deviations from these assumptions, which might
happen if the cell is too small with respect to the background
area, or there are too many distractive background features, or
more than a single type of cell is present in the image. If the
relevant cell region was highly off-centred, regular-sampling
strategies may be affected significantly more than keypoint de-
tectors.
Both approaches share the limitation of being dependent on
the quality of the output of the segmentation-for-localisation
step.
4.4. Future work
Exploring the discriminative role of color. This work used the
SIFT descriptor on gray-level images since single-channel de-
scriptors are most known and explored. However, since color
information may provide discriminative information for WBC
recognition, the role of color is an interesting open topic to ex-
plore. Possibilities range from early fusion (e.g. concatenat-
ing SIFT descriptors in different color bands) and late fusion
(e.g. combining classifiers) to color extensions of the SIFT
descriptor and alternative descriptors (van de Sande, Gevers
& Snoek, 2010; Guo, Huang & Qiao, 2017). Depending on
the problem, the selection of the descriptors with the adequate
amount of invariance to illumination and color changes is rec-
ommended (van de Sande, Gevers & Snoek, 2010).
Combining segmentation-based and segmentation-free ap-
proaches. The former comparison (Sect. 4.3, Table 8), includ-
ing the dichotomy between explainability and problem agnosti-
cism discussed in the introduction, reveals that the strengths and
weaknesses of local descriptors (segmentation-free) approach
and segmentation-based approaches are essentially comple-
mentary. Consequently, the design of a system combining the
strengths of both worlds may be considered. More specifically,
an open issue would be how to endow approaches based on
local descriptors with the problem-domain insights that can ar-
guably be obtained more naturally with segmentation-based ap-
proaches.
Active learning. A common issue that the recognition prob-
lem tackled in this work and actually of many classifier-based
learning systems is that they stop learning after a single (ex-
tensive) training stage. This poses a serious practical limita-
tion since even though the experts may detect the system’s mis-
classification during its predition stage, the system is unable to
learn from its own mistakes. In this sense, less explored learn-
ing paradigms, such as on-line and incremental learning can be
very valuable. Of particular interest in the scope of expert and
intelligent systems is the combination of incremental and active
learning (Settles, 2012), so that the system not only can keep
learning incrementally from an initial extensive learning stage,
but should also be able to, very selectively, ask the experts for
the true label of cells and exploit this knowledge to update its
model and perform better in the future. The human experts are
thus not overloaded with many images to label explicitly. Their
intervention is reduced to instances whose ground-truth label
the system considers most valuable, thus making the most of
human-expert skills and effort. As a longer-term, more ambi-
tious endeavour, the problem can be studied with the perspec-
tive of never-ending learning (Mitchell, Cohen, R., Talukdar,
Yang, Betteridge, Carlson, Mishra, Gardner, Kisiel, Krishna-
murthy, Lao, Mazaitis, Mohamed, Nakashole, Platanios, Ritter,
Samadi, Settles, Wang, Wijaya, Gupta, Chen, Saparov, Greaves
& Welling, 2018), whose design can be more challenging.
5. Conclusions
This work has shown that white blood cells types can be rec-
ognized with reasonable performance by means of local im-
age descriptors and a conventional bag-of-words pipeline, us-
ing only gray-level images, without the need of complex and
error-prone explicit image segmentation, and without carefully
crafted features, which makes this approach robust and much
more general. A variety of sampling strategies and sparse de-
tectors have been shown to produce generally satisfactory and
very promising performances.
Among the three sparse detectors, oFAST tends to outper-
form the other two (SIFT and CenSurE). This suggests that vi-
sual structures nearby the border of the cell might be slightly
more discriminative than its interior (CenSurE) or other sparse
points distributed throughout the cell image (SIFT).
As for the sampling strategies, foveal, multi-resolution and
spatial pyramids yields similar performance, without a clear
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Table 7: Average times to process a single image
Approach Image size Time (s)
Gautam et al. (2016) 480 × 640 22
Rezatofighi & Soltanian-Zadeh (2011) 141 × 141 10
Our approach CenSurE (STAR) 512 × 512 2.7LUS 0.3
Table 8: Comparison of segmentation-based and local descriptors-based approaches
Approach Strengths (:) and weaknesses ()
Segmentation-based
: Specific features for the cell or nucleus and cytoplasm regions can be obtained
: Meaningful expert-based ad-hoc features can be explored (shapes, geometric ratios, etc.)
: In principle, more directly suitable for explainable solutions
 Problem-specific features have to be designed and implemented
 Correct segmentations are generally hard to obtain and may be initialisation-dependent
 Subsequent steps (and in turn, results) rely on robust segmentations
Local descriptors
: Generic, problem-agnostic methodology; no specific features have to be devised and implemented
: Segmentation-free approach; only mild assumptions on cell-background contents
: Robust against background contents; useful contextual information may be exploited
 Potentially useful features such as shape or size cues are not explictly captured
 Sensitive to strong deviations from the mild assumptions
 In principle, less suitable for explainable solutions
winner, and outperform the pure uniform-sampling strategies
either covering the whole image or a central region of interest.
The result for the foveal-like sampling is interesting in that it
suggests the importance of taking into account a moderate form
of contextual information, i.e. a little of background informa-
tion might help to discriminate, but too much of it may turn
out to be harmful. Furthermore, the good performance of the
multi-resolution and hierarchical strategies might relate to their
ability to encode useful scale and texture information.
Given the different nature of some detectors and their (some-
how) complementary performance, further work might explore
some fusion strategies. It might also be investigated whether
descriptors which capture color information and (more explic-
itly) shape and texture cues can provide higher discrimina-
tion ability. Another research avenue is the comparison of
segmentation-based and segmentation-free approaches as well
as smartly combining them to get the benefits of both. Studying
incremental and active learning paradigms for this type of in-
telligent system would increase its utility in real-world medical
settings.
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