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Abstract. We consider the problem of analyzing and
designing gradient-based discrete-time optimization algo-
rithms for a class of unconstrained optimization problems
having strongly convex objective functions with Lipschitz
continuous gradient. By formulating the problem as a
robustness analysis problem and making use of a suit-
able adaptation of the theory of integral quadratic con-
straints, we establish a framework that allows to analyze
convergence rates and robustness properties of existing
algorithms and enables the design of novel robust opti-
mization algorithms with prespecified guarantees capable
of exploiting additional structure in the objective func-
tion.
1. Introduction
Optimization algorithms are of key importance in science
and engineering. First order, i.e., gradient-based algo-
rithms, are an important subclass that have proved them-
selves in a range of applications. In recent years, such al-
gorithms have regained interest since they are particularly
suitable for large-scale optimization. While many variants
of gradient-based optimization algorithms are known in
the literature, no general framework for their analysis and
design exists. Still, a lot of these algorithms fall into the
class of Lur’e systems [16], i.e., a given or to be designed
linear system in feedback with a nonlinearity, given by
the gradient in the problem at hand. Lur’e systems and
the corresponding absolute stability problem are classi-
cal control problems leading to celebrated results such as
the Popov or the circle criterion, which can be seen as a
pioneering contribution to robust control theory. Quite
astonishingly, while not being unknown [25], the apparent
relation of systems and control theory, in particular ab-
solute stability and robust control theory, to optimization
algorithm analysis and design has not yet been exploited
heavily. Only recently, several works relying on this sys-
tems theoretic view on optimization algorithms have been
published [2, 14, 8, 34, 30, 19, 20], partly also providing
different approaches for convergence rate analysis using
techniques from robust control. However, convergence
rates are only one side of the coin; in several applications,
e.g., in a data-based setting, also robustness with respect
to various kinds of disturbances is a key issue. In ad-
dition, the problem of designing algorithms specifically
tailored to classes of structured optimization problems has
only been touched upon so far [7, 9]. However, in situa-
tions where a class of optimization problems needs to be
solved repeatedly online, as it is for example the case in
model predictive control or reinforcement learning, well-
performing algorithms are key.
The present paper addresses these two issues and con-
tributes to the existing literature by providing a systematic
framework to the analysis and design of robust and struc-
ture exploiting optimization algorithms. In particular, we
address the following problem: Given a class of objective
functions, design a gradient-based optimization algorithm
with a guaranteed convergence rate that also fulfills cer-
tain H2-performance specifications. We show that these
performance specifications can be related to noise rejection
properties of the algorithm such as the effect of additive
gradient noise on the average variance of the algorithm’s
output. We further address the problem of how to incorpo-
rate possible structural properties of the class of objective
functions in our framework, and how this can be exploited
to design novel optimization algorithms superior to stan-
dard ones in terms of convergence rates. To this end, in
the spirit of [19, 14], we reformulate this design problem
as a robust controller synthesis problem and employ inte-
gral quadratic constraints theory. By building upon and
extending these well-established results, we are able to
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provide a general framework for algorithm analysis and
design. To validate the practical applicability and rele-
vance, we provide several numerical results illustrating
our methodology.
More specifically, our main contributions are as fol-
lows: We propose a class of gradient-based algorithms
that generalizes existing algorithms and derive necessary
and sufficient conditions for these algorithms to be ca-
pable of solving a class of optimization problems (The-
orem 2). Embedding the problem in the framework of
robust control, we then derive convex analysis tools by
means of linear matrix inequalities (LMIs), both in regard
to convergence rates (Theorem 5) and robustness (Theo-
rem 6). To this end, we provide a general procedure to
obtain multipliers for exponential stability results from
standard ones (Lemma 2) and utilize this to derive a class
of multipliers generalizing those proposed in [4], [14], [12]
(Theorem 4). We further provide convex synthesis condi-
tions allowing to design novel algorithms with specified
robustness properties (Theorem 7) and show how to addi-
tionally exploit structural characteristics of the objective
function (Lemma 5).
2. Preliminiaries
2.1. Notation
We let N denote the set of non-negative integers, N>0
the set of positive integers and denote by Z the set of
all integers. We write C p, p ∈ N, for the set of p-times
continuously differentiable functions. For n, m ∈ N>0, we
denote by In ∈ Rn×n the n× n identity matrix, by 0n ∈
Rn×n the n× n matrix of zeros and by 0n×m ∈ Rn×m the
n×m matrix of zeros. Sometimes we omit the subscript if
the dimensions are obvious. We let 1 denote the column
vector with all entries being equal to one. For a square
matrix A we let tr(A) denote the trace of A. For any two
matrices A1, A2, we let A1 ⊗ A2 denote the Kronecker
product of A1 with A2. If A1, A2 are square, symmetric
and of the same dimension, we write A1 ≺ A2 (A1  A2)
if A1− A2 is negative definite (negative semi-definite) and
A1  A2 (A1  A2) if A1− A2 is positive definite (positive
semi-definite). In the same manner, we use the relations <
,≤,>,≥ for elementwise comparison. We further denote
by T := {z ∈ C | |z| = 1} the unit circle in the complex
plane.
We let `pe = {(qk)k∈N | qk ∈ Rp} denote the subspace of
all one-sided sequences and denote by `pf = {q ∈ `
p
e |
∃T ∈ N s.t. qk = 0 for all k > T} the set of all finitely
supported sequences therein. We let `p2 ⊂ `pe denote all
square summable sequences in `pe , i.e.,
`
p
2 =
{
q ∈ `pe |
∞
∑
k=0
|qk|2 < ∞
}
. (1)
We sometimes omit the dimension of the signals and write
`e :=
⋃
i∈N>0 `
i
e, ` f :=
⋃
i∈N>0 `
p
f , `2 :=
⋃
i∈N>0 `
i
2 for the
collection of all sequences of the respective type. We de-
note the standard inner product by 〈u, y〉 = ∑∞i=−∞ u>i yi,
where u, y ∈ `p2 and the superscript > denotes transposi-
tion. We further let ‖y‖`2 = 〈y, y〉 denote the correspond-
ing induced norm. If it exists, i.e., if it is well-defined, we
denote by q̂ = Z(q) the one-sided z-transform of a signal
q ∈ `p2 which is defined by
q̂(z) = Z(q)(z) = ∞∑
k=0
qkz−k, (2)
where q̂ : U→ Cp for some set U ⊆ C.
We say that an operator φ : U → V , U ,V ⊆ `p2 , is
bounded (on U ) if there exists β ≥ 0 such that ‖φ(y)‖`2 ≤
β‖y‖`2 for all y ∈ U . If U = V = `
p
2 , we call the infimal
β that fulfills this inequality the `2-gain of φ. We further
let L(U ,V) denote the set of operators mapping U to V
that are bounded on U . For two operators G1 : `pe → `qe ,
G2 : `
q
e → `re, we let G2 ◦ G1 denote the composition, i.e.,
G2 ◦ G1 maps any input u ∈ `pe to y2 = G2
(
G1(u)
) ∈ `re.
For linear operators G1, we often omit the brackets and
simply write y1 = G1u instead of y1 = G1(u). We further
denote by id : `pe → `pe , p ∈ N>0, the identity operator.
We denote by RHn×m∞ the set of all real-rational and
proper transfer matrices of dimension n × m having all
poles in the open unit disk. Similarly, we denote by
RLn×m∞ the set of all real-rational and proper transfer ma-
trices of dimension n × m having no poles on the unit
circle. For a square transfer matrix G we write G
S≺ 0 if the
matrix G(z) + G(z)∗ is negative definite for all z ∈ S ⊆ C.
For any transfer matrix G ∈ RLn×m∞ , we let φG denote the
corresponding linear Toeplitz operator in the time domain
acting on sequences in `m2 , i.e., φG fulfills Z(φGu) = Gû
for any u ∈ `m2 . Note that when φG is interpreted as
an infinite-dimensional matrix acting on u, then φG has a
block Toeplitz structure, where the blocks are of size n×m.
For a proper transfer matrix G(z) = C(zI − A)−1B + D
we write G ∼ (A, B, C, D) or
G ∼
(
A B
C D
)
(3)
to indicate that G admits the state-space realization
(A, B, C, D).
For quadratic forms x∗Px, x ∈ Rn, P ∈ Rn×n, we
often shortly write (?)∗Px, where the superscript ∗ de-
notes complex conjugation. We additionally replace
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Gyw Gywp
Gypw Gypwp
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w
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wpyp
Figure 1. The considered feedback interconnection.
blocks in symmetric matrices by the ? symbol if they
can be inferred from symmetry. We further denote by
blkdiag(M1, M2, . . . , Mk) the block diagonal matrix with
blocks M1, M2, . . . , Mk on its diagonal.
2.2. The class of objective functions
Throughout the paper we consider the following class
of (strongly) convex objective functions with Lipschitz
continuous gradient:
Definition 1 (Class Sm,L). A function H : Rp → R is said
to belong to the class Sm,L, L ≥ m ≥ 0, if H ∈ C2 and(∇H(x)−∇H(y))>(x− y) ≥ m‖x− y‖2 (4a)
‖∇H(x)−∇H(y)‖ ≤ L‖x− y‖ (4b)
for all x, y ∈ Rp. •
In view of a lighter notation, we do not explicitly specify
the dimension of the domain but tacitly assume it to be
clear from the context. Note that if m > 0, then, by (4a),
H is strongly convex and H has a unique minimum. The
so defined class of functions is well-known in the opti-
mization literature, see, e.g., [23] for further properties and
details.
2.3. Robust stability and performance via
IQCs
In the following we briefly present some standard results
on robust stability and performance analysis via integral
quadratic constraints (IQCs). For a more detailed treat-
ment of the subject, we refer the reader to the classical pa-
per [18] as well as [31] in a continuous-time setup. These
results literally carry over to the discrete-time setup, see,
e.g., [13, 11]. In the following, we consider feedback inter-
connections of the form (cf. Figure 1)
y = Gyww + Gywp wp + yin (5a)
yp = Gypww + Gypwp wp (5b)
w = ∆(y), (5c)
consisting of a linear system with stable trans-
fer matrix Gyw ∈ RHny×nw∞ in feedback with an
uncertainty ∆ : `
ny
2 → `nw2 and an additional perfor-
mance channel from wp to yp, where Gywp ∈ RH
ny×nwp
∞ ,
Gypw ∈ RH
nyp×nw
∞ as well as Gypwp ∈ RH
nyp×nwp
∞ . Let
∆ ⊂ {∆ ∈ L(`ny2 , `nw2 ),∆ causal} denote the set of uncer-
tainties, i.e., ∆ ∈ ∆. It is common to impose the following
assumption:
Assumption 1. If ∆ ∈ ∆ then τ∆ ∈ ∆ for all τ ∈ [0, 1]. •
In many cases, this assumption can be ensured by a
proper redefinition of the uncertainty. In particular, this
assumption will be met by the class of uncertainties we
will consider in our problem setup. Our goal is to show
robust stability of the feedback interconnection without
the performance channel for all ∆ ∈ ∆ and robust perfor-
mance concerning the performance channel from wp to
yp for all ∆ ∈ ∆ with respect to some (integral) quadratic
performance criterion. In the remainder of this section, we
briefly repeat the basic definitions and results from robust
control and IQC theory. We first give a proper definition
of robust stability.
Definition 2 (Robust stability). The feedback intercon-
nection (5) is said to be robustly stable against ∆ if, for
wp = 0, it is well-posed and the `2-gain of the map from
yin to y is bounded for all ∆ ∈ ∆. •
Therein, well-posedness of the feedback interconnection
means that the map q 7→ (I − Gyw∆)q has a causal inverse
for all ∆ ∈ ∆. We next give the definition of an integral
quadratic constraint (IQC).
Definition 3 (IQC). Let a so-called multiplier Π :
RL(p1+p2)×(p1+p2)∞ , p1, p2 ∈ N>0, be given. We say that
two signals q1 ∈ `p12 , q2 ∈ `p22 satisfy the IQC defined by Π if
IQC(Π, q1, q2) =
2pi∫
0
[
q̂1(ejω)
q̂2(ejω)
]∗
Π(ejω)
[
q̂1(ejω)
q̂2(ejω)
]
dω ≥ 0.
(6)
We further say that an operator ∆ : `p12 → `p22 satisfies the
IQC defined by Π if IQC
(
Π, q1,∆(q1)
) ≥ 0 holds for all
q1 ∈ `p12 . •
Remark 1. By Parseval’s Theorem, the IQC (6) can equiv-
alently be formulated in the time domain as〈[
q1
q2
]
, φΠ
[
q1
q2
]〉
≥ 0, (7)
where φΠ is the linear operator defined byΠ as introduced
in Section 2.1. •
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In general, IQCs can be used to i) characterize the un-
certain operator ∆ as well as to ii) describe performance
criteria. For the case i), we try to find a set of suit-
able multipliers Π such that each ∆ ∈ ∆ satisfies the
IQC defined by Π for all Π ∈ Π. Similarly, for ii), we
let q1 = wp, q2 = yp and specify a set of multipliers
Πp ⊂ RL(nwp+nyp )×(nwp+nyp )∞ that characterize the desired
performance criterion imposed on the performance chan-
nel. The corresponding performance IQC is then given
by
IQC
(−Πp, wp, yp) ≥ 0, (8)
where Πp ∈ Πp. We then define robust performance of (5)
as follows.
Definition 4 (Robust performance). We say that the feed-
back interconnection (5) achieves robust performance with
respect to Πp against ∆ if the feedback interconnection is
robustly stable against ∆ and, for yin = 0, (8) holds for
Πp ∈ Πp and all ∆ ∈ ∆. •
In the following we limit ourselves to performance mul-
tipliers where the block corresponding to the quadratic
terms in yp is positive semi-definite, i.e., we assume
Πp ⊂
{ [
Πp,11 Πp,12
Π∗p,12 Πp,22
]
∈ RL(nwp+nyp )×(nwp+nyp )∞ |
Πp,22
T 0
}
. (9)
This assumption is met by the most relevant performance
criteria and, in particular, it holds for all performance
criteria we consider in the present manuscript. We next
state the well-known IQC stability theorem.
Theorem 1. Consider the feedback interconnection (5).
Let some set of multipliers Π ⊂ RL(ny+nw)×(ny+nw)∞ as
well as some set of performance multipliersΠp with (9) be
given. Assume that Gyw has all its poles in the open unit
disk and assume that ∆ ∈ ∆where ∆ fulfills Assumption 1.
Suppose further that
1. the interconnection (5) is well-posed for all ∆ ∈ ∆;
2. each ∆ ∈ ∆ satisfies the IQC defined byΠ for allΠ ∈ Π.
If there exist Π ∈ Π and Πp ∈ Πp such that?

∗ [
Π 0
0 Πp
] 
Gyw Gywp
I 0
0 I
Gypw Gypwp
 T≺ 0, (10)
then the interconnection (5) is robustly stable against ∆
and it achieves robust performance w.r.t. Πp against ∆. •
The proof is literally the same as in the continuous-time
setup and is included in Appendix A.2.1 for the sake of
completeness. The premise in applying Theorem 1 is
then to find a class of multipliers valid for the class of
uncertainties at hand as well as an IQC formulation of
the desired performance criterion such that all assump-
tions in the latter Theorem are met. In view of a tractable
implementation, it is then common to reformulate the
frequency domain inequality (FDI) given by (10) as a ma-
trix inequality employing the KYP-Lemma (see Lemma 6
in Appendix A.1), thus requiring state-space representa-
tions of all transfer functions involved.
3. Problem formulation
Consider the following unconstrained convex optimiza-
tion problem
min
z∈Rp
H(z), (11)
where H : Rp → R, H ∈ C2, H is strongly convex with
convexity modulus m > 0 and has Lipschitz continuous
gradient with parameter L ≥ m, i.e., H is in the class Sm,L
as defined in Definition 1. Observe that, under these as-
sumptions, for any fixed H in the class, (11) has a unique
global minimizer which will be denoted by z? in the fol-
lowing.
Our goal is to analyze and design gradient-based opti-
mization algorithms that converge to that minimizer z?.
In particular, we consider optimization algorithms of the
form
xk+1 = Axk + B∇H(Cxk) (12a)
zk = Dxk, (12b)
where xk =
[
x>k,1 . . . x
>
k,n
]> ∈ Rnp, xk,i ∈ Rp,
i ∈ {1, . . . , n}, zk ∈ Rp. More formally, the design prob-
lem we want to address is then as follows: Given the
objective function parameters L ≥ m > 0, the dimensions
n, p ≥ 1, and a convergence rate bound ρ ∈ (0, 1), find
matrices A ∈ Rnp×np, B ∈ Rnp×p, C ∈ Rp×np, D ∈ Rp×np,
such that, for all H ∈ Sm,L, (12) has a unique globally
asymptotically stable equilbrium at x? with Dx? = z? and
there exists η > 0 such that
‖zk − z?‖2 ≤ ηρ2k‖z0 − z?‖2 (13)
for each x0 ∈ Rnp with z0 := Dx0, i.e., zk converges ex-
ponentially with rate ρ to z?. Note that (12) captures sev-
eral popular optimization algorithms with constant step
size such as Gradient Descent, the Heavy Ball Method,
or Nesterov’s Method, see also (65) and Table 1. By
solving the design problem, we also get a solution to
4
the corresponding analysis problem for these algorithms
as a by-product, in which we aim to find an as tight
as possible convergence rate bound ρ. We emphasize
that (12) is an overparametrization of the class of algo-
rithms; in fact, without loss of generality, we can fix
C =
[
C1 C2 . . . Cn
]
arbitrarily as long as Ci is non-
singular for some i ∈ {1, 2, . . . , n}. In particular, we often
let C =
[
I 0 . . . 0
]
.
While convergence rate bounds are an important per-
formance measure, also other performance specifications
are key in efficiently solving optimization problems, e.g.,
how well an algorithm performs in the presence of noise.
In this vein, we consider (12) together with an additional
performance channel and address the extended design
problem aiming not only for minimizing the convergence
rate but also the bounds on the additional performance
channel. We formalize this problem in Section 4 and dis-
cuss relevant performance specifications for the problem
at hand in the following sections.
We are further interested in designing tailored algo-
rithms for certain subclasses of the class of objective func-
tions Sm,L with additional structural properties such as
having a diagonal Hessian. Summing up, in rough words
our goal is to design gradient-based algorithms of the
form (12) that are fast, robust and possibly exploit addi-
tional structural properties of the objective function.
4. Reformulation in the robust control
framework
Our approach relies on reformulating the problem as a
robust control problem by interpreting the gradient of the
objective function H as the uncertainty. The reformulation
as well as the adaptation to the specific problem at hand
is the main subject of this section.
4.1. Equilibrium conditions
Before we proceed, we first discuss which properties an
algorithm of the form (12) must fulfill to be, in principle,
a candidate for the previously posed problems. This im-
portant question, which has not been addressed in the
literature so far, is answered in the following Theorem
which provides necessary and sufficient conditions for an
algorithm of the form (12) to possess an equilibrium at the
global minimizer of H for all H ∈ Sm,L.
Theorem 2. Let an algorithm in the form (12) described by
A, B, C, D be given and assume that the pair (A, C) or the
pair (A, D) is observable. Then, (12) has an equilibrium
x? with the property Dx? = Cx? = z? for any H ∈ Sm,L,
L ≥ m > 0 arbitrary but fixed, if and only if there exists
D† ∈ Rnp×p such that
DD† = Ip (14a)
CD† = Ip (14b)
(A− I)D† = 0np×p. (14c)
holds. •
A proof of Theorem 2 is given in Appendix A.2.2. We
emphasize that the conditions (14) are necessary and suf-
ficient, hence assuming that these conditions hold is no
restriction of the class of algorithms. Note that (14c) im-
plies that A must have at least p eigenvalues at one. The
proof also reveals that x? = D†z? is the unique equilib-
rium of (12) with the desired property. We further note
that, under the assumption that D has full rank, the con-
vergence rate bound (13) holds if and only if the full state
xk itself converges exponentially with rate ρ to D†z?. In
view of this, the choice of D does not alter the achievable
convergence rate. Hence, remembering the previous dis-
cussion that (12) is an overparametrization, we often let
D = C =
[
I 0 . . . 0
]
, D† = D>, such that (14a), (14b)
are ensured to hold. In the remainder of the paper we
limit ourselves to algorithms described by A, B, C, D that
fulfill all conditions in Theorem 2.
4.2. Problem reformulation
We next embed the design problem from Section 3 in the
standard setup as introduced in Section 2.3. To this end,
consider (12) initialized at any x0 together with the state
transformation ξk = xk − D†z?, where D† ∈ Rnp×p is
such that (14) hold. The transformed algorithm together
with an additional performance channel from wp to yp as
described in Section 3 then takes the form
ξk+1 = Aξk + B∇H(Cξk + z?) + Bpwp,k (15a)
zk = Dξk + z? (15b)
yp,k = Cpξk + Dpwp,k, (15c)
with initial condition ξ0 = x0 − D†z? and where Bp ∈
Rnp×nwp , Cp ∈ Rnyp×np and Dp ∈ Rnyp×nyp , nwp , nyp ∈
N>0. Note that if ξ converges exponentially to zero with
rate ρ, then so does x converge to D†z? in (12); in other
words (13) holds.
As we are aiming for analyzing and designing A, B, C, D
in (15) for a whole class of objective functions, we interpret
∇H as an uncertainty and define the causal and bounded
uncertain operator ∆H : `
p
e → `pe as
∆H(y)k := ∇H(yk + z?)−myk (16)
for any y = [. . . , 0, y0, y1, y2, . . . ] ∈ `pe . The corresponding
set of all admissible operators is then defined as
∆(m, L) :=
{
∆H : H ∈ Sm,L
}
. (17)
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Note that the set ∆ fulfills Assumption 1. Observe further
that each ∆ ∈ ∆ is a slope-restricted operator with slope
between 0 and L−m. In the spirit of Section 2.3 and (5)
we drop the output (15b), write (15) as
ξk+1 = (A + mBC)ξk + Bwk + Bpwp,k (18a)
yk = Cξk (18b)
yp,k = Cpξk + Dpwp,k (18c)
wk = ∆H(y)k (18d)
and identify the transfer functions in (5) with
[
Gyw Gywp
Gypwp Gypw
]
∼
 A + mBC
[
B Bp
][
C
Cp
] [
0 0
0 Dp
]  . (19)
We note that the latter feedback interconnection is well-
posed since Gyw is strictly proper and ∆ is a static un-
certainty. The original design problem can then be for-
mulated as follows: Given a set of operators ∆(m, L) (or
a structured subclass thereof, see Section 6) and a per-
formance channel described by Bp, Cp, Dp, our goal is to
design A, B, C in such a way that (a) the transformed algo-
rithm dynamics (18) have a globally asymptotically stable
equilibrium at ξ? = 0 for all ∆H ∈ ∆(m, L) and ξ con-
verges exponentially to 0 with rate ρ and (b) the perfor-
mance channel defined by the map from wp to yp in (15)
fulfills a specified performance bound. Note that we do
no longer consider D as a design variable since it does
not have an effect on the goals (a), (b). Our approach to
address the problem at hand is then to make use of IQC
theory, in particular Theorem 1. The key steps (S1)–(S3)
that pave the way to an implementable solution of the
design problem are then as follows:
(S1) Extend Theorem 1 to allow for exponential stability
results (Section 4.3, in particular Theorem 3).
(S2) Derive IQCs valid for the class of uncertainties that
are suitable for the exponential stability result (Sec-
tion 4.4, in particular Theorem 4).
(S3) Determine state-space representations of all trans-
fer functions occurring in the frequency domain in-
equality (Section 4.5).
We note that the last step is more or less standard; still, we
include it here in view of our goal of presenting an easily
implementable framework.
4.3. Exponential convergence via IQCs
We begin with the first step (S1) of extending Theorem 1
which only allows to conclude `2-stability results for (18).
While it is noted in [18] that `2-stability implies exponen-
tial stability for some classes of systems, the resulting rate
bounds are often conservative [3]. In [4, 14], the concept
of ρ-IQCs is introduced to derive exponential stability re-
sults. In the present manuscript, we focus on obtaining
exponential stability results by an appropriate embedding
into the existing IQC framework introduced in Section 2.3.
As it will get apparent, this allows for a more systematic
approach to derive IQCs for robust exponential conver-
gence guarantees from standard IQCs.
We first give a proper definition of robust exponential
stability. To this end, we need to step from the input-
output framework introduced in Section 2.3 to state-space
descriptions. Let a state-space representation of (5) be
given by
xk+1 = Axk + B1wk + B2wp,k (20a)
yk = C1xk + D11wk + D12wp,k (20b)
yp,k = C2xk + D21wk + D22wp,k (20c)
wk = ∆(y)k, (20d)
with initial condition x0 ∈ Rn and yin = 0. Under the
assumption that ∆(0) = 0, i.e., the origin is an equilibrium
of (20) for wp = 0, we then have the following definition:
Definition 5 (Robust exponential stability). We say that
the origin of (20) is robustly exponentially stable against ∆
with rate ρ ∈ (0, 1) if, for wp = 0, it is globally (uniformly)
exponentially stable with rate ρ for all ∆ ∈ ∆, i.e., there
exists η > 0 such that ‖xk‖2 ≤ ηρ2k‖x0‖2 for all k ∈ N, for
each x0 ∈ Rn and each ∆ ∈ ∆. •
Hence, if we can show that the origin is robustly ex-
ponentially stable against ∆(m, L) as defined in (17) with
rate ρ ∈ (0, 1) for the transformed dynamics (18), then
we conclude that the algorithm (12) converges with rate
ρ to x? = D†z? for all H ∈ Sm,L and (13) holds. Since
robust exponential stability and additional performance
specifications are independent of each other, for the fol-
lowing discussions we neglect the additional performance
channel in (18).
The idea for obtaining exponential stability results from
`2-stability statements is to make use of a proper time-
varying transformation of the signals. Such signal trans-
formations have a long history in convergence rate anal-
ysis, e.g., so-called exponential weightings have already
been mentioned in [6] and similar signal transfomations
are used in [1] in the context of optimization. In particular,
as in [4], for any ρ ∈ (0, 1] and any p ∈ N>0, we define
two operators ρ+, ρ− : `
p
e → `pe as(
ρ+(y)
)
k = ρ
kyk,
(
ρ−(y)
)
k = ρ
−kyk, (21)
where k ∈ N. For ρ ∈ (0, 1), we then introduce the signal
space
`
p
2,ρ = {y ∈ `pe : ρ−(y) ∈ `p2} ⊂ `p2 . (22)
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∆H ρ−ρ+
Gyw ρ+ρ−
w˜
+
y˜
y˜in
∆H,ρ
Gy˜w˜
Figure 2. Modified feedback interconnection.
Note that any y ∈ `p2,ρ decays exponentially with rate ρ in
the future, i.e., there exists η > 0 such that ‖yk‖ ≤ ηe−ρk
for all k ∈ N. Note further that ρ+ : `p2 → `p2,ρ, ρ− : `p2,ρ →
`
p
2 are bijective and inverse to each other, i.e., ρ+ ◦ ρ− =
id`2,ρ and ρ− ◦ ρ+ = id`2 . Now, consider (18) and suppose
that y, w ∈ `p2,ρ and ξ ∈ `np2,ρ for some ρ ∈ (0, 1). Then
y˜ = ρ−(y), w˜ = ρ−(w), ξ˜ = ρ−(ξ) are `2-signals and we
have
ξ˜k+1 = ρ
−1(A + mBC)ξ˜k + ρ−1Bw˜k (23a)
y˜k = Cξ˜k (23b)
w˜k = ρ−k∆H(ρk y˜k), (23c)
with initial condition ξ˜0 = ξ0 after neglecting the perfor-
mance channel. Conversely, if we can show that y˜, w˜, ξ˜
in (23) reside in `2, then the original signals y, w, ξ in (18)
will reside in `2,ρ and hence, they decay exponentially.
This basically captures the main idea of the transforma-
tion since, as we will see next, the latter `2-property of (23)
can be shown employing standard IQC methods. How-
ever, while seeming technical, one of the key challenges in
doing so is to ensure certain boundedness conditions on
the operators in both signal spaces `2 and `2,ρ.
To this end, observe that by (23) the transfer function
Gy˜w˜ from w˜ to y˜ is given by
Gy˜w˜ ∼
(
ρ−1(A + mBC), ρ−1B, C, 0
)
, (24)
and thus fulfills Gy˜w˜(z) = Gyw(ρz). We may then
write (23) as
y˜ = Gy˜w˜w˜ (25a)
w˜ =
(
ρ− ◦ ∆H ◦ ρ+
)
(y˜), (25b)
see also Figure 2. To apply the standard IQC result Theo-
rem 1 to the transformed interconnection, we require the
transformed uncertainty
∆H,ρ = ρ− ◦ ∆H ◦ ρ+ (26)
to be a bounded operator mapping `p2 to `
p
2 . As we show
next, this is the case here since ∆H is bounded, static and
`2,ρ `2,ρ
`2 `2
∆H
ρ+
∆H,ρ
ρ−
Figure 3. A schematic overview of the maps and signal spaces
in the transformed loop depicted in Figure 2.
time-invariant. To this end, first note that, there exists
β ∈ R≥0 such that ‖
(
∆H(y)
)
k‖ = ‖∆H(yk)‖ ≤ β‖yk‖ for
any k ∈ N and any y ∈ `p2 . With `p2,ρ ⊂ `p2 , we then infer
that for any y ∈ `p2,ρ we have
‖(ρ−(∆H(y)))k‖ = ρ−k‖∆H(yk)‖ ≤ ρ−kβ‖yk‖. (27)
With y ∈ `p2,ρ, i.e., ∑∞k=0 ρ−2k‖yk‖2 is finite, we conclude
that ρ−
(
∆(y)
) ∈ `p2 for any y ∈ `p2,ρ, hence ∆H : `p2,ρ → `p2,ρ
and ∆H,ρ : `
p
2 → `p2 as required, see also Figure 3 for
an overview of the relations. We next show that ∆H,ρ is
bounded on `p2 . For y˜ ∈ `p2 , we indeed have y := ρ+(y˜) ∈
`2,ρ and thus, using (27),
‖∆H,ρ(y˜)‖ = ‖ρ−
(
∆H(y)
)‖ ≤ β‖ρ−(y)‖ = β‖y˜‖. (28)
Consequently, ∆H,ρ has the required properties and we
define the corresponding set of uncertainties as
∆ρ(m, L) =
{
∆H,ρ = ρ− ◦ ∆H ◦ ρ+ |∆H ∈ ∆(m, L)
}
. (29)
The interconnection (25) has the same structure as the
standard feedback interconnection (5); thus, we may ap-
ply Theorem 1, which leads to the following modification
as applied to the problem at hand.
Theorem 3. Consider (18) and let the transfer functions
be defined according to (19). Let L ≥ m > 0 be given and
fix ρ ∈ (0, 1). Suppose that all eigenvalues of A + mBC
are located in the open disk of radius ρ. Let some set of
multipliersΠ(ρ) ⊂ RL2p×2p∞ parametrized by ρ and some
set of performance multipliersΠp in the form (9) be given.
Suppose that
1. the interconnection depicted in Figure 2 is well-posed
for all ∆H,ρ ∈ ∆ρ(m, L);
2. each ∆H,ρ ∈ ∆ρ(m, L) satisfies the IQC defined byΠ for
all Π ∈ Π(ρ).
If there exist Π1 ∈ Π(ρ), Π2 ∈ Π(1) and Πp ∈ Πp such
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that [
?
]∗
Π1
[
Gy˜w˜
I
]
T≺ 0 (30a)?

∗ [
Π2 0
0 Πp
] 
Gyw Gywp
I 0
0 I
Gypw Gypwp
 T≺ 0, (30b)
where Gy˜w˜ is defined in (24), then the origin is robustly ex-
ponentially stable against ∆(m, L) with rate ρ for (18) and
it achieves robust performance w.r.t. Πp against ∆(m, L).
•
A proof can be found in Appendix A.2.3. In terms of the
original problem described in Section 3, the previous The-
orem provides a result that allows to analyze and design
optimization algorithms of the form (12) in terms of con-
vergence rates as well as performance. We note that the
performance FDI (30b) is equivalent to the FDI (10) in the
classical result Theorem 1 and exponential convergence is
captured by the FDI (30a). Compared to Theorem 1, we
then require an adapted set of IQCs Π(ρ) for the set of
transformed uncertainties ∆ρ(m, L); determining such a
set will be the main subject of the following section. Fol-
lowing the steps (S1)–(S3), we then also discuss how to
reformulate the two FDIs (30a), (30b) as matrix inequali-
ties, thereby paving the way to an implementable solution.
Remark 2. In principle, the approach is not limited to
exponential convergence rates. By employing suitable
time-varying transformations, it is expected that similar
results can be obtained for other types of convergence rate
specifications, for example to obtain polynomial conver-
gence rate guarantees. •
4.4. IQCs for the class Sm,L
The main goal of this section is to determine a set of IQCs
valid for the class of transformed uncertainties ∆ρ(m, L)
(step (S2)). In the following we show how to systemati-
cally derive such IQCs from classical IQCs for the original
set of uncertainties ∆(m, L). This is in contrast to the ap-
proach from [3], [14] and allows us to not only recover
the modified IQCs from these references but also to eas-
ily extend them to the case of anticausal multipliers or
to include additional structural properties of the uncer-
tain operator, see Section 6. We illustrate the procedure by
means of the problem at hand; we emphasize that the same
methodology applies in more general situations employ-
ing the general result Lemma 2. With ∆(m, L) being a set
of slope-restricted operators, we can employ Zames-Falb
IQCs that have been extensively studied in the literature,
see, e.g., [35], [32], [17]. While there exist other related
IQCs for slope-restricted operators based on discrete-time
variants of the Popov criterion such as the Tsypkin or the
Jury-Lee criteria, quite recently it has been shown in [11]
that, in the discrete-time setup, these are included in the
set of Zames-Falb IQCs; thus we concentrate on this class
here. We give a brief wrap up of those classical results
in the sequel. In the literature, Zames-Falb IQC are com-
monly stated in the time domain; following Remark 1 this
amounts to classifying the corresponding operator φ. To
this end, we utilize the following definition introduced
in [33].
Definition 6 (Doubly hyperdominant matrix). A matrix
M = [mij]i,j∈{0,1,...,r}, r ∈ N, is said to be doubly hyperdomi-
nant if
mij ≤ 0 for i 6= j and
r
∑
k=0
mkj ≥ 0,
r
∑
k=0
mik ≥ 0 (31)
for all i, j ∈ {0, 1, . . . , r}. •
Let OT : `
p
e → `pf , T ∈ N, denote the truncation oper-
ator, i.e., OT(y) = (y0, y1, . . . , yT , 0, 0, . . . ) for y ∈ `pe . An
infinite (block) matrix M = (Mij)i,j∈N, Mij ∈ Rp×p, de-
fines a linear operator M : `pf → `
p
e in a natural fashion;
the adjoint operator M> : `pf → `
p
e is then defined by
the matrix transpose. Doubly hyperdominance for such
operators is then defined as follows:
Definition 7 (Doubly hyperdominant operator). We call
a linear operator M : `pf → `
p
e , p ∈ N>0, doubly hyper-
dominant if the associated matrix of the truncated oper-
ator MT = OT MOT is doubly hyperdominant according
to Definition 6 for each T ∈ N. •
Let M denote the set of all infinite matrices defining
doubly hyperdominant operators. We then have the fol-
lowing result; a proof is provided in Appendix A.2.4.
Lemma 1. Let L ≥ m > 0 be given and let ∆(m, L) be
defined according to (17). Let M : `pf → `
p
e be a linear
operator defined by the infinite matrix M = M¯⊗ Ip, M¯ ∈
M. Then, for all y ∈ `p2 , all ∆H ∈ ∆(m, L) and all T ∈ N,
we have〈[
y
∆H(y)
]
, OTW>
[
0 M>
M 0
]
WOT
[
y
∆H(y)
]〉
≥ 0 (32)
with
W =
[
(L−m)id −id
0 id
]
. (33)
•
Remark 3. If ∆(m, L) has the additional property that
∆(y) = −∆(−y) for any y ∈ `p2 , ∆ ∈ ∆(m, L), i.e., each ∆
is an odd operator, then (32) persists to hold for M¯ being
doubly dominant, see [32] for a definition. •
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We note that if M is a bounded operator, then the limit
of (32) as T → ∞ is well-defined and the inequality corre-
sponds to a standard time domain IQC, i.e., the following
inequality holds for all ∆H ∈ ∆(m, L) and all y ∈ `p2 :〈[
y
∆H(y)
]
, W>
[
0 M>
M 0
]
W
[
y
∆H(y)
]〉
≥ 0. (34)
A corresponding set of frequency domain IQCs can be
obtained under additional assumptions on the operator
M. We elaborate on that later and first concentrate on de-
riving an analog of the inequality (34) for the transformed
uncertainty ∆H,ρ. To this end, in the next Lemma we first
present a general result building the basis for deriving
IQCs for transformed uncertainties from standard ones. A
proof is provided in Appendix A.2.5.
Lemma 2. Let ∆ ⊂ {∆ ∈ L(`p2 , `p2 ) | ∆(`p2,ρ) ⊂ `p2,ρ} be
some set of operators. Suppose we have given φ : `2pf →
`
2p
e such that φ˜ = ρ+ ◦ φ ◦ ρ+ is bounded on `2p2 and〈[
y
∆(y)
]
, OTφOT
[
y
∆(y)
]〉
≥ 0 (35)
for all y ∈ `p2 , ∆ ∈ ∆, T ∈ N. Then〈[
y
∆ρ(y)
]
, φ˜
[
y
∆ρ(y)
]〉
≥ 0 (36)
holds for all y ∈ `p2 and any ∆ρ = ρ− ◦ ∆ ◦ ρ+, ∆ ∈ ∆. •
Note that (35) corresponds to a so-called hard IQC. If
φ : `2p2 → `2p2 is bounded on `2p2 and φ˜ is bounded, then
we can replace OTφOT by φ itself in (35), i.e.,〈[
y
∆(y)
]
, φ
[
y
∆(y)
]〉
≥ 0 (37)
implies (36). However, typically either only φ or the trans-
formed operator φ˜ is bounded.
We next employ Lemma 2 to derive IQCs for the set
of transformed uncertainties ∆ρ(m, L). In the sequel we
limit ourselves to Toeplitz type operators M¯. To this end,
we introduce the shorthand notation Toep(R) : `pf → `
p
e
defined as
Toep(R) :=

R0 . . . R`+ 0 . . .
R−1 R0 . . . R`+ 0 . . .
R−2 R−1 R0 . . . R`+ 0 . . .
...
. . . . . . . . . . . .
. . . . . .
 , (38)
where R =
[
R−`− R−`−+1 . . . R`+
] ∈
Rp×p(`−+1+`+), Rk ∈ Rp×p, k = −`−,−`− + 1, . . . , `+.
Note that Toep(R) is a causal operator if and only if
`+ = 0. A combination of Lemma 1 with Lemma 2
then yields the following result, a proof can be found
in Appendix A.2.6.
Lemma 3. Let L ≥ m > 0 and `−, `+ ∈ N be given. Let
ρ ∈ (0, 1]. Let ∆ρ(m, L) be defined according to (29) and
let Mρ : `
p
2 → `p2 be the bounded linear operator with
Mρ = Toep
( [
M−`− M−`−+1 . . . M`+
] )
(39)
where Mi ∈ Rp×p. Then, for all y ∈ `p2 , the inequality (34)
holds for all ∆H ∈ ∆ρ(m, L) if M = Mρ, Mi = mi Ip and
Toep(
[
ρ−`−m−`− . . . m0 . . . ρ`+m`+
]
) (40)
is doubly hyperdominant, i.e.,
`+
∑
i=−`−
miρ−i ≥ 0,
`+
∑
i=−`−
miρi ≥ 0, (41)
and mi ≤ 0 for all i ∈ {−`−, . . . , `+}, i 6= 0. •
The Toeplitz operator Mρ from (39) is fully described by
the (finite) set of matrices Mi, i ∈ {−`−,−`− + 1, . . . , `+},
and, in view of the previous result, we then define the set
of admissible matrices as
M(ρ, `+, `−, p) =
{ [
M−`− M−`−+1 . . . M`+
] |
Mi = mi Ip, mi ≤ 0 for all i 6= 0
(∑`+i=−`− Miρ
−i)1 ≥ 0,
1>(∑`+i=−`− Miρ
i) ≥ 0}. (42)
We note that the above constraints can be formulated in
a simpler fashion in terms of the parameters mi; we de-
liberately keep this somewhat cumbersome notation to
emphasize the similarities if compared to the structured
case discussed in Section 6, cf. (85), (86).
As already indicated before, (34) can be interpreted as a
time domain IQC. For the sake of embedding the results
in the standard setup, we next discuss how to obtain a
frequency domain representation. First observe that, for
any y ∈ `p2 , we have
M̂y(z) =
∞
∑
k=0
( `−
∑
j=−`+
k−j≥0
M−jyk−j
)
z−k
=
`−
∑
j=−`+
M−j
( ∞
∑
k=0
k−j≥0
yk−jz−k
)
=
( `−
∑
j=−`+
M−jz−j
)( ∞
∑
k=0
ykz−k
)
= EM(z)ŷ(z), (43)
where EM(z) = ∑
`−
j=−`+ M−jz
−j. In the same vein,
M̂>y(z) = EM(z)∗ŷ(z). By Parseval’s Theorem, we can
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then formulate (34) equally well in the frequency domain
as
2pi∫
0
[
?
]∗
Ŵ>
[
0 EM(ejω)∗
? 0
]
Ŵ
[
ŷ(ejω)̂∆H(y)(ejω)
]
dω ≥ 0,
(44)
where Ŵ ∈ R2p×2p given by
Ŵ =
[
(L−m)I −I
0 I
]
(45)
is the z-transform corresponding to the operator defined
by (33). The conditions on the operator M then translate
to conditions on the corresponding transfer matrix EM.
More precisely, the corresponding class of Zames-Falb
multipliers is given as
Π
p
∆,ρ(m, L) =
{
Π = Ŵ>
[
0 E∗
E 0
]
Ŵ | (46)
E(z) = ∑`+j=−`− Mjz
j, `+, `− ∈ N,[
M−`− . . . M`+
] ∈M(ρ, `+, `−, p)},
where M is defined in (42). Summing up the previous
discussions, we then have the following result concluding
Step (S2) in the procedure.
Theorem 4. Let L ≥ m > 0 and let ∆ρ(m, L) be de-
fined as in (29). Then, for each ρ ∈ (0, 1], ∆ρ satisfies
the IQC defined by Π for each ∆ρ ∈ ∆ρ(m, L) and each
Π ∈ Πp∆,ρ(m, L) as defined in (46). •
Theorem 4 is a generalization of the IQCs presented
in [4], [14] also allowing for anticausal multipliers Π, i.e.,
anticausal transfer matrices E in (46). The class of mul-
tipliers from [4], [14] is then obtained by letting `+ = 0.
We note that an extension to anticausal multipliers has
also been proposed in [12] using a slightly different ap-
proach. However, the conditions derived in [12] are more
restrictive, thus leading to a smaller class of multipliers
compared to the one proposed in Theorem 4, see Ap-
pendix A.3.1 for a discussion. As another advantage, the
presented approach is based on standard results and al-
lows for easy extensions such as, e.g., incorporating struc-
tural properties of the objective function, see Section 6.
4.5. Multiplier parametrization
Having a suitable set of ICQs available as it is provided
by Theorem 4, applying Theorem 3 then basically amounts
to checking the FDIs (30a), (30b). In order to derive effi-
ciently implementable conditions in terms of matrix in-
equalities employing the KYP-Lemma, we require state-
space representations of all transfer functions in these FDIs
(Step (S3)). This procedure is standard and included here
for the sake of completeness; for the multipliers proposed
in [12] this step is also discussed in detail in [36]. First
note that each transfer matrix E in the definition (46) can
be decomposed into a causal, an anticausal and a static
part, i.e.,
E(z) =
−1
∑
j=−`−
Mjzj +
`+
∑
j=1
Mjzj + M0
= E−(z) + E+(z) + E0. (47)
We then define
M+ =
[
M>1 M
>
2 . . . M
>
`+
]
∈ Rp×`+p, (48a)
M− =
[
M−`− M−`−+1 . . . M−1
] ∈ Rp×`−p, (48b)
as well as the vectors of strictly proper and stable basis
functions ψ+ ∈ RH`+×1∞ , ψ− ∈ RH`−×1∞ given by
ψ+(z) =
[
z−1 z−2 . . . z−`+
]> (49a)
ψ−(z) =
[
z−`− z−`−+1 . . . z−1
]> . (49b)
Hence, E+(z)∗ = M+(ψ+(z) ⊗ Ip) as well as E−(z) =
M−(ψ−(z)⊗ Ip). Note that `+ = 0 and `− = 0 correspond
to the case where the transfer function has no causal or
no anticausal part. Note further that, in general, also
other types of basis functions can be employed which
might result in smaller values of `+, `− yielding similar
outcomes which is desired in numerical implementations.
The standard trick to deal with the anticausal part is then
to factorize the multiplier as
Ŵ>
[
0 E(z)∗
E(z) 0
]
Ŵ = ψ∆(z)∗M∆ψ∆(z), (50)
where
M∆ =

0 M>0 0 0 0 0
M0 0 0 0 0 0
0 0 0 M>− 0 0
0 0 M− 0 0 0
0 0 0 0 0 M+
0 0 0 0 M>+ 0
 , (51)
ψ∆(z) =

Ip 0
0 Ip
ψ−(z)⊗ Ip 0
0 Ip
Ip 0
0 ψ+(z)⊗ Ip
W. (52)
Note that ψ∆ is proper and stable and, in the following,
we denote by (A∆, B∆, C∆, D∆) its state-space realization
when using the state-space realizations of ψ+,ψ− pro-
vided in Appendix A.3.2.
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5. Robust optimization algorithms
In the following we employ the previously developed
tools to analyze optimization algorithms as well as design
novel algorithms with prespecified guarantees. In particu-
lar, we apply Theorem 3 utilizing the IQCs derived in Sec-
tion 4.4 and the corresponding multiplier parametrizations
from Section 4.5.
5.1. Analysis
5.1.1. Convergence rate analysis
We begin with deriving convex conditions in terms of
linear matrix inequalities (LMIs) for determining conver-
gence rate bounds for a given algorithm in the form (12).
In a nutshell, this amount to reformulating the FDI (30a)
using the KYP-Lemma (see Lemma 6). Let Gy˜w˜ be defined
according to (24). We then define the following state-space
realization
ψc = ψ∆
[
Gy˜w˜
Ip
]
∼ (Ac(ρ), Bc, Cc(ρ), Dc), (53)
where Ac(ρ) ∈ Rnc×nc , Bc ∈ Rnc×pc , Cc(ρ) ∈ Rqc×nc ,
Dc ∈ Rqc×pc with nc = p(n + `− + `+), pc = p, qc =
p(4+ `− + `+). A particular state-space realization is
given in Appendix A.3.2 and in the sequel we assume
Ac(ρ), Bc, Cc(ρ), Dc to be given in that form. The following
result then virtually follows immediately from Theorem 3
employing the class of multipliers introduced in Theo-
rem 4. A proof is given in Appendix A.2.7.
Theorem 5. Consider (12). Suppose A ∈ Rnp×np, B ∈
Rnp×p, C ∈ Rp×np, D ∈ Rnp×p, D† ∈ Rnp×p are given and
fulfill (14). Let L ≥ m > 0 be given. Fix ρ ∈ (0, 1) and
assume that A+mBC has all eigenvalues in the open disk
of radius ρ. Let some `+, `− ∈ N be given and let M∆,
M be defined according to (51), (42). If there exist P =
P> ∈ Rnc×nc , M+ ∈ Rp×`+p, M− ∈ Rp×`−p, M0 ∈ Rp×p
such that?
>  P 0 00 −P 0
0 0 M∆
 Ac(ρ) BcI 0
Cc(ρ) Dc
 ≺ 0, (54a)
[
M− M0 M+
] ∈M(ρ, `+, `−, p), (54b)
then the origin is robustly exponentially stable against
∆(m, L) for (18), thus, for all H ∈ Sm,L, the output zk
of (12) converges with rate ρ to the unique minimizer z?
of (11). •
For a given optimization algorithm described by ma-
trices A, B, C, D, Theorem 5 allows to check whether the
algorithm converges exponentially with rate less or equal
than some given rate ρ by trying to find a feasible solution
to the LMIs (54). In convergence rate analysis, however,
we are typically interested in finding the smallest ρ such
that (54) is feasible. If ρ is kept as a free variable, the in-
equalities are no longer linear in the unknown parameters.
Still, if (54) is feasible for some ρ ∈ (0, 1), then it also fea-
sible for all ρ¯ ∈ [ρ, 1]. Therefore, it is convenient to do a
bisection search over ρ to find the optimal convergence
rate.
Many optimization algorithms admit the structure
A = A ⊗ Ip, B = B ⊗ Ip, C = C¯ ⊗ Ip, D = D ⊗ Ip.
In that case we can also find a state-space realization
(Ac(ρ), Bc, Cc(ρ), Dc) such that Ac = Ac(ρ) ⊗ Ip, Bc =
Bc ⊗ Ip, Cc = Cc(ρ) ⊗ Ip, Dc = Dc ⊗ Ip. Note that also
M∆(M+, M−, M0) = M∆(m+, m−, m0)⊗ Ip. In this situa-
tion we can take P = P⊗ Ip without loss of generality, i.e.,
instead of (54a) we can solve the following LMI?
>  P 0 00 −P 0
0 0 M∆
 Ac(ρ) BcI 0
Cc(ρ) Dc
 ≺ 0, (55a)
[
m− m0 m+
] ∈M(ρ, `+, `−, 1), (55b)
where now the dimension is reduced by a factor of p
compared to (54a). This dimensionality reduction is loss-
less in the sense that (54) are feasible if and only if (55)
are feasible. We provide a proof of this statement in Ap-
pendix A.2.8.
5.1.2. Performance analysis
We next derive similar convex conditions for analyzing
the performance of a given algorithm by analogously re-
formulating the FDI (30b). While the methodology applies
to a much more general class of performance specifica-
tions such as H∞-performance, we concentrate on H2-
performance here and show that this can be related to
noise rejection properties of the optimization algorithm.
We first recall that the H2-norm of a stable linear time-
invariant system with strictly proper transfer matrix G is
defined as
‖G‖22 = 12pi tr
( 2pi∫
0
G(ejω)∗G(ejω)dω
)
. (56)
This definition of the H2-norm is mainly motivated by
the following two interpretations: first, the H2-norm is a
measure for the energy of the system’s impulse response;
second, it can as well be interpreted as the asymptotic
variance of the output when the system is driven by white
noise. However, these interpretations do not directly carry
over to nonlinear or time-varying systems [24]. Different
extensions have been proposed, which are rather based
on the actual desired performance measure instead of a
certain system norm. In the following we build upon a
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stochastic interpretation; this is motivated by the appli-
cation problem at hand as we will discuss in more detail
in Section 5.1.3. We next give a precise definition of the
proposed performance measure.
Definition 8 (Averaged H2-performance). Consider the
state-space representation (20) of the feedback intercon-
nection (5) and let wp = (Wk)k∈N be a discrete-time white
noise process. Let (yp,k)k∈N denote the corresponding re-
sponse of (20) with initial condition x0 = 0. We then say
that the feedback interconnection (5) achieves a robust H2-
performance level of γ > 0 against ∆ if (5) is robustly stable
against ∆ and if, for all ∆ ∈ ∆, the performance channel
fulfills ‖Gypwp‖2,av ≤ γ, where
‖Gypwp‖2,av = lim sup
kmax→∞
√√√√ 1
kmax
kmax
∑
k=0
E(y>p,kyp,k) (57)
and E(Y) is the expected value of a random variable Y. •
A similar measure has been proposed in [24]. The mo-
tivation for this definition is that a small value of this
averaged H2-measure can be related to the noise rejec-
tion properties of the system under consideration. If the
feedback interconnection (5) is linear time invariant, then
this definition directly carries over to a standard H2-norm
constraint (56).
We next discuss how the so-defined robust H2-
performance can be analyzed within the IQC frame-
work. We consider performance multipliers that admit a
parametrization of the following form
Πp =
{
ψ∗pMpψp : Mp =
[
Mp,11 Mp,12
M>p,12 Mp,22
]
∈ Mp,
Mp,22  0
}
, (58)
where Mp ⊂ Rq×q is some convex set and ψp ∈
RHq×(nwp+nyp )∞ , q ∈ N>0, is a proper and stable trans-
fer function. We emphasize that the most relevant per-
formance measures fall into that class, e.g., H∞- or the
adapted H2-performance measure as considered here.
Using the factorization of the Zames-Falb multipliers
from (50), the FDI for performance (30b) is given by
ψ∗c
[
M∆ 0
0 Mp
]
ψc
T≺ 0, (59)
where
ψc =
[
ψ∆ 0
0 ψp
] 
Gyw Gywp
Ip 0
0 Inwp
Gypw Gypwp
 . (60)
Let a state-space realization be given by
ψc ∼
 Ac [Bc,1 Bc,2][Cc,1
Cc,2
] [
Dc,11 Dc,12
Dc,21 Dc,22
]  . (61)
We emphasize that such a state-space realization can easily
be obtained using state-space realizations of the single
transfer functions appearing in (60). For implementation
purpose, this is particularly easy making use of numerical
tools such as the control systems toolbox in MATLAB. For
completeness, we give an explicit state-space realization
in Appendix A.3.2.
In the particular case of the adapted H2-performace
measure, the performance multiplier is defined with
ψp(z) =
[
0nyp×nwp Inyp
]
, Mp =
{
M = Inyp
}
(62)
and we denote the resulting state-space realization by (61).
In contrast to H∞-performance, H2-performance cannot be
directly captured by means of a performance IQC, but an
additional condition based on state-space representations
is required. Note that Mp is a singleton here and the H2-
performance level is set by the aforementioned additional
condition resulting in (63b). We then have the follow-
ing result for H2-performance; a proof is given in Ap-
pendix A.2.9.
Theorem 6 (Robust H2-performance). Consider (18) and
suppose Dp = 0. Suppose A ∈ Rnp×np, B ∈ Rnp×p, C ∈
Rp×np, D ∈ Rp×np, D† ∈ Rnp×p are given and fulfill (14).
Let L ≥ m > 0 be given. Assume that A + mBC has all
eigenvalues in the open unit disk. Let some `+, `− ∈ N be
given and let M∆ be defined according to (51). If there exist
Pp = P>p ∈ Rnc×nc , M+ ∈ Rp×p`+ , M− ∈ Rp×p`− , M0 ∈
Rp×p, γ > 0, such that?

> 
Pp 0 0 0
0 −Pp 0 0
0 0 M∆ 0
0 0 0 Inyp


Ac Bc,1
I 0
Cc,1 Dc,11
Cc,2 0
 ≺ 0 (63a)
tr(Bc>,2 NN>PpNN>Bc,2) ≤ γ2 (63b)
Pp  0 (63c)
N> =
[
0np×(`−+`++1) Inp
]
(63d)[
M− M0 M+
] ∈M(1, `+, `−, p), (63e)
then, for all H ∈ Sm,L, the interconnection (18) is ro-
bustly stable against ∆(m, L) and it achieves a robust H2-
performance level of γ against ∆(m, L). •
Remark 4. It is well-known that under the positive defi-
niteness condition (63c) the trace condition (63b) holds if
and only if there exists a matrix Z of suitable dimensions
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such that[
N>PpN N>PpNN>Bc,2
? Z
]
 0, tr(Z) < γ2. (64)
•
We additionally note that, as already discussed for
the convergence rate test from Theorem 5, an analo-
gous lossless dimensionality reduction is possible for H2-
performance analysis for equally structured optimiza-
tion algorithms whenever the matrices defining the per-
formance channel admit the same structure, i.e., Bp =
Bp ⊗ Ip, Cp = Cp ⊗ Ip, Dp = Dp ⊗ Ip. This structure then
also transfers to the matrices Ac,Bc,Cc,Dc.
5.1.3. Numerical results
In the following we use the presented results to numer-
ically analyze existing optimization algorithms in terms
of their convergence rate as well as their properties in the
presence of additive gradient noise. Here, we consider
the Gradient Descent algorithm (GD), Nesterov’s Method
(NM) with constant step size [23], the Triple Momentum
Method (TMM) [29] as well as the Heavy Ball Method
(HB) [25]. In all cases, the matrices A, B, C, D in (12) take
the form
A =
[
1+ ν2 −ν2
1 0
]
⊗ Ip, B =
[−ν1
0
]
⊗ Ip, (65a)
C =
[
1+ ν3 −ν3
]⊗ Ip, D = [1 0]⊗ Ip, (65b)
where the scalar parameters ν1, ν2, ν3 are as given in Ta-
ble 1. Note that with D† =
[
1 1
]> ⊗ Ip, the condi-
tions (14) are fulfilled. Due to the Kronecker structure
and by our previous discussion, we set p = 1 without loss
of generality. The following as well as all other numerical
results in the paper were obtained using MATLAB together
with YALMIP [15].
Convergence rate analysis For convergence rate analy-
sis, we use Theorem 5 together with a bisection search over
ρ to determine upper bounds on the convergence rates for
different condition ratios κ = L/m, see Figure 4. For Nes-
terov’s Method, the Gradient Descent algorithm and the
Triple Momentum Method, we reproduce the known con-
vergence rate bounds. For the Heavy Ball Method, global
convergence can be guaranteed for small condition num-
bers; for larger condition numbers the LMIs in Theorem 5
turn out to be infeasible, even for ρ = 1. These results are
in concordance with [14]. For Nesterov’s Method, Gradi-
ent Descent and the Triple Momentum Method, the addi-
tion of anticausal Zames-Falb multipliers does not lead to
any improvement of the upper bound on the convergence
rate and it is even sufficient to choose `+ = 1, `− = 0.
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Figure 4. Upper bounds on the convergence rates of different
algorithms obtained from Theorem 5 for condition ratios be-
tween 1.02 and 1000. The corresponding dashed lines indicate
the known convergence rate bounds, cf. Table 1. The black line
indicates the fundamental lower bound for any first order opti-
mization algorithm for objective functions in Sm,L, see [23].
In contrast, for the Heavy Ball Method employing anti-
causal multipliers with `+ = 1, `− = 5 leads to slightly
better convergence rate estimates. Using higher dimen-
sions for both the causal and the anticausal part does not
significantly improve the bounds. Except for the Gradient
Descent algorithm, it is still an open question whether the
known as well as the numerically determined bounds are
tight in the sense that there exists some objective func-
tion H ∈ Sm,L such that the resulting algorithm does not
converge faster than presumed by the given bound.
H2-performance In the following we investigate the
properties of the algorithms from Table 1 when the gra-
dient is affected by white noise in an additive fashion,
i.e., in rough words, in (12) we have ∇H(Cxk) + Wk in-
stead of∇H(Cxk), where (Wk)k∈N is a discrete-time white
noise process. Such situations occur in several applica-
tions, e.g., when the objective function and its gradient are
not evaluated by means of numeric calculations but rather
by measurements [27]. Likewise, in empirical risk min-
imization as it is utilized, e.g., in the context of learning
algorithms [22], the objective function is given by an ex-
pected value, which, however, cannot be evaluated since
the underlying probability distribution is unknown. It is
therefore common to use a sample-based approximation
of the expected value, the so-called empirical risk. Accord-
ing to the central limit theorem, this approximation dif-
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Parameters Convergence rate
ν1 ν2 ν3 ρ
GD 2m+L 0 0
κ−1
κ+1 [25]
NM 1L
√
L−√m√
L+
√
m
ν2
√
1− 1κ
√
2κ − 1 [28]
TMM 1+ρL
ρ2
2−ρ
ρ2
(1+ρ)(2−ρ) 1− 1√κ [29]
HB ( 2√
L+
√
m
)2
√
L−√m√
L+
√
m
0 – [25]
Table 1. Parameters of several popular algo-
rithms of the form (65) and the corresponding
known upper bounds on the convergence rate
in dependency of the condition ratio κ = Lm .
Note that in the case of the Gradient Descent
algorithm the parameter choice reduces (65) to
a first order algorithm. While an explicit con-
vergence rate can be given for the Heavy Ball
Method in case of quadratic objective functions,
it is known not to be globally convergent for
general H ∈ Sm,L, see [14] for a counterexample.
fers from the original expected value by additive random
noise, see [25]. Similar situations appear when employ-
ing Monte-Carlo methods. The averaged H2-performance
as defined in Definition 8 is a measure for the noise at-
tenuation; hence we choose the performance channel as
Bp = B, Cp = D, Dp = 0 such that the corresponding
H2-performance level is a measure how additive gradient
noise affects the resulting optimizer. We then use Theo-
rem 6 to determine upper bounds on the corresponding
H2-performance. The results are depicted in Figure 5.
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Figure 5. Upper bounds on the H2-performance related to ad-
ditive gradient noise for different optimization algorithms and
condition ratios between 1.02 and 1000 obtained using Theo-
rem 6. In all cases, the dimensions of the Zames-Falb multipliers
were chosen as `+ = 0, `− = 4.
These numerical results suggest that the Gradient Descent
algorithm has the best properties in terms of additive noise
attenuation for condition ratios larger than approximately
10, followed by Nesterov’s Method. The fastest method in
terms of convergence rates, the Triple Momentum Method,
however, has the worst noise attenuation. We note that
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Figure 6. Lower bounds on the H2-performance related to ad-
ditive gradient noise for different optimization algorithms and
condition ratios between 1.02 and 1000 obtained from a sample-
based approach.
these results have to be taken with care since they only
provide upper bounds; still, they are qualitatively in ac-
cordance with the results from [21], where a similar per-
formance channel has been analyzed for quadratic op-
timization problems. To underpin this statement, we
also carried out a sample-based approach to evaluate the
H2-performance. To this end, we randomly generated
10000 functions from the class Sm,L and simulated the
four considered optimization algorithms under additional
noise. The corresponding lower H2-performance bound
estimates are depicted in Figure 6. While the results are
qualitatively similar, still, there is quite a gap quantita-
tively. We emphasize that this is not a contradiction since,
first, Theorem 6 does only provide an upper bound, and
second – and probably more important – the sampling of
the class Sm,L is not very dense. In fact, we only sample
quadratic functions H ∈ Sm,L as well as functions with
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a Hessian of the form ∇2H(z) = c1 + c2 cos(ωz), where
m ≤ c1 + c2 ≤ L, ω > 0 are chosen randomly.
The previous results suggest that there is a trade-off be-
tween convergence speed and robustness towards noise,
an observation that has also been made in the literature
in different settings, see [25] or [14] in the case of relative
deterministic noise. Our numerical results underpin and
quantify these findings. This observation becomes even
more apparent when designing novel optimization algo-
rithms, see Section 5.2.3. Similarly to the convergence rate
analysis, anticausal Zames-Falb multipliers do not lead to
improved bounds.
5.2. Synthesis
In the following we consider the problem of designing
algorithms that have desired properties specified in terms
of convergence rates and H2-performance bounds. To this
end, roughly speaking, we need to combine Theorem 5
and Theorem 6 with the difference that the algorithm pa-
rameters A, B, C, D are now to be determined as well. Mo-
tivated by our discussions in Section 3, we fix C, D and
D† to
C =
[
1 0 . . . 0
]⊗ Ip, D = C, D† = C>. (66)
Still, having A, B as additional design variables, the fol-
lowing main difficulties compared to the analysis problem
need to be addressed: (1) The conditions (14) have to
be ensured to hold; (2) nominal exponential stability of
the feedback interconnection has to be guaranteed, i.e.,
A + mBC must have all its eigenvalues in the open disk
of radius ρ; and (3) the introduction of new design vari-
ables leads to bilinear instead of linear matrix inequalities
in (54), (63), which, in general, cannot be solved efficiently.
We emphasize that in the end we are interested in finding
LMI conditions, which is the core difficulty of all three
problems. As it turns out, (1) can be handled without
much effort and, as we show next, (2) can be resolved
utilizing the special structure of the problem at hand.
Lemma 4 (Nominal exponential stability). Let ρ ∈ (0, 1)
be given and consider Ac, Bc, Cc, Dc as defined by (53),
cf. (154). Suppose that there exists P partitioned as
P =
[
P11 P12
P>12 P22
]
, (67)
P11 ∈ Rp(`−+`−+1)×p(`−+`−+1), P22 ∈ Rnp×np,
such that (54a) holds. Then A + mBC has all eigenvalues
in the open disk of radius ρ if and only if P22  0. •
Proof. Consider the lower right block of (54a). The in-
equality then implies that
ρ−2(A + mBC)>P22(A + mBC)− P22
+ρ−2C>ψ1 D
>
∆ M∆(M+, M−, M0)D∆Cψ1 ≺ 0.
(68)
By straightforward calculations, it is seen that
C>ψ1 D
>
∆ M∆(M+, M−, M0)D∆Cψ1 = 0; thus, by stan-
dard Lyapunov theory for linear systems, we infer that
A + mBC has all eigenvalues in the open disk of radius ρ
if and only if P22  0.
Remark 5. The same applies for robust performance, i.e.,
a similar partitionining of Pp together with an appropri-
ate positive definiteness constraint ensures that (63a) im-
plies nominal stability. We omit a precise statement and
a proof here since typically in synthesis problems we are
interested in both robust exponential stability and robust
performance. •
In order to address (3), it is convenient to first refor-
mulate the matrix inequalities by means of Schur com-
plements. As apparent in (68), with A, B being design
variables in the synthesis case, (54a) is a quadratic matrix
inequality in the unknowns. The same holds true for the
performance inequalities (63a). As a first step, we utilize
the positive definiteness condition for nominal exponen-
tial stability and a similar condition for performance in
order to reformulate these quadratic matrix inequalities to
bilinear matrix inequalities (BMIs). Note that with (63d)
and (67) we have P22 = N>PN; hence the positive def-
initeness constraint P22  0 allows us to equivalently
formulate (54a) as (see Appendix A.3.3 for a derivation)[−P22 P22N> [Ac(ρ) Bc]
? U(P, M∆)
]
≺ 0, (69)
where we introduced the shorthand notation
U(P, M∆) (70)
=
?
>  P− NP22N> 0 00 −P 0
0 0 M∆
 Ac(ρ) BcI 0
Cc Dc
 .
Note that, by the structure of the state-space representa-
tion (154), (69) is bilinear in the unknowns A, B, P, M∆.
A similar procedure applies to the problem with addi-
tional performance specifications. More precisely, assum-
ing Pp to be structured in the same manner as P, (63a),
(63c) are equivalently formulated as[−Pp,22 Pp,22N> [Ac Bc,1]
? Up(Pp, M∆)
]
≺ 0, (71)
where
Up(Pp, M∆) (72)
=
?

> 
Pp − NPp,22N> 0 0 0
0 −Pp 0 0
0 0 M∆ 0
0 0 0 Inyp


Ac Bc,1
I 0
Cc,1 Dc,11
Cc,2 0
 .
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In the following we consider a performance channel de-
fined as in the example in Section 5.1.3, i.e., Bp = B,
Cp = C, Dp = 0. Note that, by this choice, Bp is as well a
design variable, while Cp, Dp are fixed, and (71) is bilinear
in the unknowns A, B, P, M∆. Additionally, keeping in
mind Remark 4 and employing the specific state-space re-
alization from Appendix A.3.2, (63b) can be reformulated
as [
Pp,22 Pp,22N>Bc,2
? Z
]
 0, tr(Z) < γ2. (73)
Still, for the synthesis problem all of the former inequali-
ties are bilinear. We next discuss two approaches to cope
with that fact. The first one relies on rendering the condi-
tions linear by imposing certain restrictions on the design
variables and employing a suitable variable transforma-
tion; the second one is an often used rather hands-on
heuristic based on alternately solving LMIs to obtain fea-
sible solutions of the BMIs.
5.2.1. Convex solution
We next discuss how to obtain LMI conditions from the
BMIs (69), (71), (73). Variable transformations have suc-
cessfully been employed in many situations to render the
inequalities linear in the new variables. However, since
Ac(ρ), Bc, Ac,Bc are structured matrices here, the standard
variable transformations do not directly apply. To make
this more vivid, consider (69). With A, B, P being design
variables, a typical approach is to define QA = P22 A,
QB = P22B. However, U as defined in (70) also con-
tains nonlinear terms of the form P12 A = P12P−122 QA,
P12B = P12P−122 QB, where P12 is the right upper block of P,
see (67). These terms cannot be handled by that approach;
a simple remedy is to let P12 = 0, i.e., P is block diagonal,
which is the idea behind the following Theorem.
Theorem 7. Let L ≥ m > 0 as well as n ∈ N>0, p ∈ N>0 be
given. Let C ∈ Rp×np, D ∈ Rnp×p, D† ∈ Rp×np be defined
as in (66). Fix ρ ∈ (0, 1). Let some `−, `+ ∈ N be given and
let M∆,M be defined according to (51), (42). Suppose there
exist P11 = P>11∈ Rp(`−+`+)×p(`−+`+), P22 = P>22∈ Rnp×np,
QA∈ Rnp×np, QB∈ Rnp×p, M+ ∈ Rp×`−p, M− ∈ Rp×`−p,
M0 ∈ Rp×p such that[−P22 [0 ρ−1QA + mρ−1QBC QB]
? U(P, M∆)
]
≺ 0 (74a)
P = blkdiag(P11, P22) (74b)
(QA − P22)D† = 0 (74c)[
M− M0 M+
] ∈M(ρ, `−, `−, p). (74d)
Then, with A = P−122 QA, B = P
−1
22 QB, the equilibrium
x? = Dz? is globally robustly exponentially stable against
∆(m, L) with rate ρ for (18). •
Proof. The result follows directly from Theorem 5 noting
that (74a), (70), (74d) imply (54a), (74a) implies P22  0
and thus nominal exponential stability by Lemma 4,
and (74c) together with the choice of C, D† im-
plies (14).
We note that the latter result provides a convex solution
to the original design problem introduced in Section 3;
however, as it turns out in numerical examples, the restric-
tions on P are conservative and we trade off convexity for
slower convergence rates.
When it comes to the synthesis problem with additional
performance specifications, similar restrictions on Pp can
be employed. Building upon that, the following Theorem
provides a convex solution to this extended problem. A
proof is provided in Appendix A.2.10.
Theorem 8. Let L ≥ m > 0 as well as n ∈ N>0,
p ∈ N>0 be given. Let C ∈ Rp×np, D ∈ Rnp×p, D† ∈
Rp×np be defined as in (66). Fix ρ ∈ (0, 1). Let some
`−, `+ ∈ N be given and let M∆, M be defined accord-
ing to (51), (42). Let further Bp = B, Cp = C, Dp =
0. Suppose there exist P11 = P>11∈ Rp(`−+`+)×p(`−+`+),
P22 = P>22∈ Rnp×np, QA∈ Rnp×np, QB∈ Rnp×p, Pp,11 =
P>p,11∈ Rp(`−+`+)×p(`−+`+), Z = Z>∈ Rp×p, M+, Mp,+ ∈
Rp×`−p, M−, Mp,− ∈ Rp×`−p, M0, Mp,0 ∈ Rp×p such
that (74) holds and[−P22 [0 QA + mQBC QB]
? Up(Pp, Mp,∆)
]
≺ 0 (75a)
Pp = blkdiag(Pp,11, P22) (75b)[
P22 QB
? Z
]
 0 (75c)
tr(Z) < γ2, (75d)[
Mp,− Mp,0 Mp,+
] ∈M(1, `−, `−, p), (75e)
where Mp,∆ is defined as M∆ in (51) replacing
M+, M−, M0 by their counterparts Mp,+, Mp,−, Mp,0.
Then, with A = P−122 QA, B = P
−1
22 QB, the equilibrium
x? = Dz? is globally robustly exponentially stable against
∆(m, L) with rate ρ for (18) and (18) achieves a robust H2-
performance level of γ against ∆(m, L). •
5.2.2. Synthesis based on BMI optimization techniques
While Theorem 7, Theorem 8 provide a convex synthesis
procedure, the block diagonal structure of P as well as
the assumptions on Pp are restrictive and result in con-
vergence rates inferior to what can be achieved, see Sec-
tion 5.2.3. As an alternative, BMI optimization techniques,
which directly try to solve (69), (71), (73) or variants
thereof, can be employed. However, while many of the
approaches perform reasonably well as we will also illus-
trate in the subsequent example section, the non-convex
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nature of the problem does not allow for any guarantees
of finding the global optimizer in general. Here, we em-
ploy the so-called alternating method which alternates
between solving two different semi-definite programs ob-
tained from fixing two subsets of the set of all decision
variables in the BMI. In particular, assuming that C, D, D†
are chosen as in (66), we alternate between finding the
best algorithm A, B in terms of ρ and γ for fixed P, Pp and
solving for P, Pp for this A, B, ρ,γ. Building upon an itera-
tive scheme, having a good initial feasible solution is key
for successfully applying this procedure. As it turns out in
numerical examples, certain types of parametrized algo-
rithms are better suited for initialization than making use
of Theorem 7. In particular, we suppose that the matrices
A, B are parametrized by the free parameters Ki ∈ Rp×p,
i = 1, 2, . . . , n, as
A = A1 + Inp + B1
[
0 K2 . . . Kn
]
(76a)
B = B1K1, (76b)
where A1 ∈ Rnp×np, B1 ∈ Rnp×p are defined as
A1 =

0 Ip
0 0 Ip...
. . .... Ip
0 . . . 0
 , B1 =

0
0......
Ip
 . (77)
The particular structure is motivated by [19], [20] and
corresponds to a Euler discretization of the n-th order
heavy ball method presented in the latter references. For
the initialization of the BMI iteration we then fix C, D as
in (66) and utilize Lemma 7 to find suitable parameters Ki,
i = 1, 2, . . . , n, see Appendix A.3.4.
5.2.3. Numerical results
In this section we employ the presented results to de-
sign novel optimization algorithms. We first discuss the
case where no performance channel is present and the
goal is to only optimize the guaranteed convergence rate.
When using Theorem 7, the resulting convergence rates
are the same as the ones of the Gradient Descent method,
see Table 1; also, the algorithms are structurally equiva-
lent to a Gradient Descent. Still, the approach is valuable
when considering structured optimization problems, see
the numerical results in Section 6.2. Employing BMI opti-
mization techniques, the convergence rates of the Triple
Momentum Method can be recovered but not improved.
Following the analysis from Section 5.1.3, we addition-
ally consider the design of algorithms that are insensitive
to additive noise. The numerical results obtained from
following the BMI optimization procedure are depicted
in Figure 7. As already observed in Section 5.1.3, there ex-
ists a trade-off between convergence rates and robustness
towards noise. Further, higher order algorithms can yield
better H2-performances while providing the same conver-
gence rate guarantees. The convex approach from Theo-
rem 8 might yield even better performance bounds; how-
ever, the approach is limited to convergence rates worse
than the one of the gradient descent algorithm.
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Figure 7. Guaranteed convergence rates and corresponding H2-
performance levels for m = 1 and L = 50 (top) as well as L = 100
(bottom). For comparison, we also plot the H2-performance
levels obtained from Theorem 6 for Nesterov’s method as well
as the Gradient Descent algorithm.
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6. Structure exploiting algorithms
Up to now the only assumption on the objective function
was that H ∈ Sm,L. However, in many situations it is
possible to further characterize the objective function in
terms of its structure. In such cases, it is to be expected
that a tailored algorithm that exploits these properties has
much better guaranteed convergence rates than a standard
algorithm for the class Sm,L. In this section we elaborate on
how additional structural knowledge can be incorporated
in the presented framework. To this end, for any q ∈ N and
L ≥ m > 0, we define the following two sets of functions:
Sn-repm,L =
{
H ∈ Sm,L | ∃φi : R→ R,
φi ∈ C0, i = 1, 2, . . . , p, such that
∇H(x) = [φ1(x1) . . . φp(xp)]>
for all x =
[
x1 x2 . . . xp
]> ∈ Rp}
(78)
Srepm,L =
{
H ∈ Sm,L | ∃φ : R→ R,
φ ∈ C0, such that
∇H(x) = [φ(x1) . . . φ(xp)]>
for all x =
[
x1 x2 . . . xp
]> ∈ Rp}.
(79)
Note that Sn-repm,L is the set of all functions with a diagonal
Hessian and Srepm,L is the set of all functions with a diago-
nally repeated Hessian. Objective functions of this form
appear, e.g., in distributed optimization problems where
the objective function is a sum of the agents’ individual
objective functions. We discuss how this information can
be translated to IQCs in Section 6.1. Additionally, in Sec-
tion 6.2, we consider parametrized objective functions
consisting of a known quadratic and a specifically struc-
tured unknown part.
6.1. IQCs for the classes Sn-repm,L , Srepm,L
In the following we want to derive IQCs for uncertainties
of the form (16) and the transformed version (26) thereof
under the additional assumption that the objective func-
tion H is in Sn-repm,L or Srepm,L, respectively. At this point, we
benefit from embedding our approach in the standard IQC
framework rendering the following derivation straightfor-
ward. In the spirit of our previous discussions, we define
the following sets of uncertainties
∆n-rep(m, L) =
{
∆H | H ∈ Sn-repm,L
}
, (80a)
∆rep(m, L) =
{
∆H | H ∈ Srepm,L
}
, (80b)
with ∆H(y)k := ∇H(yk + z?) − myk, see (16). Observe
that ∆rep(m, L) ⊆ ∆n-rep(m, L) ⊆ ∆(m, L). Operators of
this type have as well been studied in the literature. In fact,
the following modification of Lemma 1 holds, see [11].
Lemma 5. Let L ≥ m > 0 and `−, `+ ∈ N be given.
Let ∆n-rep(m, L),∆rep(m, L) be defined according to (80a),
(80b) and let M : `p2 → `p2 be a bounded linear operator
defined as
Mρ = Toep
( [
M−`− M−`−+1 . . . M`+
] )
, (81)
where Mi ∈ Rp×p. Then (32) persists to hold
(a) for all ∆ ∈ ∆n-rep(m, L) if, for i ∈ {−`−, . . . , `+},
Mi = blkdiag(mi,1, mi,2, . . . , mi,p) (82)
and, for each k = 1, 2, . . . , p, the operator
Toep(
[
m−`− ,k . . . m0,k . . . m`+ ,k
]
) (83)
is doubly hyperdominant.
(b) for all ∆ ∈ ∆rep(m, L) if M is doubly hyperdominant.
•
By our discussions from Section 4.3, it is not difficult
to derive IQCs for exponential stability analysis. We first
define the corresponding sets of transformed uncertainties
as
∆n-rep,ρ(m, L) = {ρ− ◦ ∆ ◦ ρ+ | ∆ ∈ ∆n-rep(m, L)} (84a)
∆rep,ρ(m, L) = {ρ− ◦ ∆ ◦ ρ+ | ∆ ∈ ∆rep(m, L)}. (84b)
Following the same steps, again we demand Mρ = ρ− ◦
M ◦ ρ− to adhere to condition (a) in Lemma 5 if ∆ρ ∈
∆n-rep,ρ(m, L) or to (b) if ∆ρ ∈ ∆rep,ρ(m, L). The sets of
admissible [Mi]i∈{−`− ,...,`+} are then defined as
Mrep(ρ, `+, `−, p) =
{ [
M−`− M−`−+1 . . . M`+
] |
Mi ∈ Rp×p, Mi ≤ 0 for all i 6= 0,
(∑`+i=−`− Miρ
−i)1 ≥ 0,
1>(∑`+i=−`− Miρ
i) ≥ 0} (85)
in the repeated case and as
Mn-rep(ρ, `+, `−, p) =
{ [
M−`− M−`−+1 . . . M`+
] |
Mi = blkdiag(mi,1, mi,2, . . . , mi,p),
Mi ≤ 0 for all i 6= 0,
(∑`+i=−`− Miρ
−i)1 ≥ 0,
1>(∑`+i=−`− Miρ
i) ≥ 0} (86)
for the non-repeated case. The corresponding Zames-Falb
multipliers Πp∆,ρ,n-rep(m, L), Π
p
∆,ρ,rep(m, L) are obtained
from (46) simply by replacing M by Mn-rep(ρ, `+, `−, p)
and Mrep(ρ, `+, `−, p), respectively. Analogously to Theo-
rem 4, we then have the following result.
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Theorem 9. Let L ≥ m > 0 and let ∆n-rep,ρ(m, L),
∆rep,ρ(m, L) be defined as in (84a), (84b). Then, for each
ρ ∈ (0, 1], ∆ρ satisfies the IQC defined by Π
1. for each ∆ρ ∈ ∆n-rep,ρ(m, L) and each Π ∈
Π
p
∆,ρ,n-rep(m, L);
2. for each ∆ρ ∈ ∆rep,ρ(m, L) and each Π ∈ Πp∆,ρ,rep(m, L).•
It is then straightforward to include additional struc-
tural assumptions in the results from Section 5. In
a nutshell, we only need to replace the constraint on[
M− M0 M+
]
by the respective structured counter-
part.
6.2. Parametrized objective functions
In the following we assume that the gradient of the objec-
tive function H : Rp → R admits the form
∇H(z) = H1z + T>∇H2(Tz), (87)
where H1 ∈ Rp×p, H1  0, T ∈ Rq×p are known whereas
H2 : Rq → R is unknown but fulfills H2 ∈ Sm2,L2 for
some known constants L2 ≥ m2 > 0. Objective functions
of this specific form arise in the context of linear relaxed
logarithmic barrier function based model predictive con-
trol [10], where fast converging optimization algorithms
are crucial for the practical applicability of the control
scheme. It is clear that H ∈ Sm,L with m = λmin(H1),
L = λmax(H1 + T>TL2), where λmin, λmax denote the
minimal and maximal eigenvalue, respectively. Again,
we denote by z? the minimizer of H. Note that m, L can
both be computed under the assumption that H1 and T
are known. Hence, we can make use of any algorithm for
the class Sm,L; in particular, we can make use of the fastest
known algorithm in the class of considered algorithms,
i.e., the Triple Momentum Method [29]. However, with
the structure of H being known and taking the form (87),
it is possible to obtain algorithms with improved conver-
gence rate guarantees in many cases using the presented
framework.
To this end, consider an algorithm of the form (12) under
the structural assumption (87) which then takes the form
xk+1 = (A + BH1C)xk + BT>∇H2(TCxk) (88a)
zk = Dxk. (88b)
By the same state transformation ξk = xk − D†z? and un-
der the assumptions (14) we then obtain the transformed
dynamics
ξk+1 = (A + BH1C)ξk + BT>∇H2(TCξk + Tz?) (89a)
+ BH1z?
zk = Dξk + z?. (89b)
Since z? is the minimizer of H, we have ∇H(z?) =
H1z? + T>∇H2(Tz?) = 0. Since H1  m1 I  0, H1 is
non-singular and hence the previous equality implies that
z? = −H−11 T>∇H2(Tz?). Using this in (89), we obtain
ξk+1 = (A + BH1C)ξk (90a)
+ BT>
(∇H2(TCξk + Tz?)−∇H2(Tz?))
zk = Dξk + z?. (90b)
In the same spirit as in the unstructured case, we hence
write the feedback interconnection in the standard form
as
ξk+1 = (A + BH1C + m2BT>TC)ξk + wk (91a)
yk = TCξk (91b)
wk = ∆H2(y)k (91c)
with the new uncertainty ∆H2 : `
q
2 → `q2, defined as
∆H2(y)k = ∇H2(yk + Tz?)−∇H2(Tz?)−m2yk (92)
for any y = [. . . , y0, y1, y2, . . . ] ∈ `q2 and the corresponding
class of uncertainties
∆ = {∆H2 : H2 ∈ S0,L2−m2}. (93)
Note that, again, the so-defined ∆ ∈ ∆ is a slope-restricted
operator in the sector [0, L2 − m2]. Hence we can make
use of all of the previously derived IQCs for the new
uncertainty. In a nutshell, this means that we can em-
ploy the very same techniques with the substitutions
A+mBC 7→ A+ BH1C+m2BT>TC, B 7→ BT>, C 7→ TC,
L−m 7→ L2 −m2. We emphasize that this also applies to
the convex synthesis procedures presented in Section 5.2.1
using corresponding substitutions for QA, QB.
In the following numerical example we show that ex-
ploiting structural knowledge about the objective func-
tion can lead to a significant improvement in convergence
rate guarantees. We choose H1 = blkdiag(1, 2, 10, 4), i.e.,
m1 = 1, and further let T be given by
T =
 2 −7 0 5−1 4 −3 2
0 −2 1 0
 (94)
m2 = 1, and let L2 vary from 1 to 20, resulting in L rang-
ing from 89.677 to 1774.5. For the probelm at hand, we
design tailored algorithms based on the convex synthesis
procedure from Section 5.2.1 and the BMI optimization
approach described in Section 5.2.2. The convergence rates
of the respective algorithms are depicted in Figure 8. In
the considered example, structure exploiting algorithms
provide much better guaranteed convergence rates com-
pared to the fastest known standard algorithm, the Triple
19
102 103
0
0.2
0.4
0.6
0.8
Condition ratio L/m
C
on
ve
rg
en
ce
ra
te
Figure 8. Convergence rate guarantees provided by structure
exploiting algorithms designed for the example from Section 6.2
using the conservative convex approach ( ), the BMI optimiza-
tion approach ( ), as well as the BMI optimization approach
under the additional assumption that H2 ∈ Srepm,L ( ). For com-
parison, we plot the convergence rates provided by the Triple
Momentum Method ( ) and the lower bound for any first order
algorithm when the structure is neglected ( ).
Momentum Method, using only m and L as known pa-
rameters but neglecting any structural properties of H.
This effect is most considerable for small values of L2 re-
sulting in a small class of uncertainties ∆ in (93). Still, we
emphasize that the achievable improvements heavily de-
pend on the specific problem. The numerical results also
show that additionally assuming that H2 ∈ Srepm,L and em-
ploying the results from Section 6.1 can further improve
the guaranteed convergence rates.
7. Conclusions and Outlook
We presented a novel and general framework for analyz-
ing and designing robust and structure exploiting opti-
mization algorithms suitable for solving a class of uncon-
strained optimization problems with strongly convex cost
and possible additional structure. Building upon the well-
studied field of robust control theory based on integral
quadratic constraints and adapting it to our needs, we
provide an approach to the design of robust and structure
exploiting optimization algorithms specifically tailored
to the class of optimization problems at hand. Several
numerical examples illustrate that tailored algorithms de-
signed following the presented methodology can outper-
form standard algorithms in terms of robustness against
noise and guaranteed convergence rates in the considered
scenarios.
One key advantage of the approach is that it allows for
systematic extensions by suitable adaptations of existing
results from robust control theory. In particular, it is to
be expected that further characterizations of the class of
objective functions as well as performance characteriza-
tions, both stated in terms of suitable integral quadratic
constraints, can be embedded in the presented framework.
Further, extending the class of optimization algorithms to
primal dual dynamics or utilizing a (relaxed) barrier func-
tion based approach, it might be possible to establish a
similar framework applicable to constrained optimization
problems.
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A. Appendix
A.1. Some standard results
For the sake of completeness, we state some well-known
results in the following that can be found in standard
textbooks.
Lemma 6 (Discrete-time KYP-Lemma). Let G be a real
rational and proper transfer matrix and let (A, B, C, D)
denote a state-space representation of G. Suppose that A
has no eigenvalues on the unit circle and let M be a real
symmetric matrix. Then the following frequency domain
inequality
G(z)∗MG(z)
T≺ 0 (95)
holds if and only if there exists a P = P> such that A BI 0
C D
>  P 0 00 −P 0
0 0 M
 A BI 0
C D
 ≺ 0. (96)
•
A.2. Proofs
We collect all proofs of the presented results in the follow-
ing.
A.2.1. Proof of Theorem 1
We follow the lines of the proof of [31, Corollary 3] and
first show robust stability. Let Πp be partioned according
to (9) and observe that (10) implies that[
Gyw
I
]∗
Π
[
Gyw
I
]
+ G∗ypwΠp,22Gypw
T≺ 0. (97)
Since Πp,22  0 according to (9), we have[
Gyw
I
]∗
Π
[
Gyw
I
]
T≺ 0. (98)
Thus, with Assumption 1 and 1., 2., robust stability follows
from the standard IQC-Theorem, see, e.g., [13, 11]. For ro-
bust performance, let Let wp ∈ `nwp2 and let w denote the
corresponding signal resulting from the feedback intercon-
nection (5). Observe that w ∈ `nw2 due to robust stability
which implies that y ∈ `ny2 . Hence, the z-transforms of
w and wp exist almost everywhere on the unit circle and
multiplying (10) from left by
[
ŵ(z)∗ ŵp(z)∗
]
and from
right by its transposed we obtain[
?
]∗
Π2
[
ŷ
∆̂(y)
]
+
[
?
]∗
Πp
[
ŵp
ŷp
]
T 0. (99)
Integrating on both sides over the set T yields
IQC
(
Π2, y,∆(y)
)
+ IQC(Πp, wp, yp)≤ 0. (100)
Since IQC1
(
Π2, y,∆(y)
) ≥ 0 by assumption, we conclude
that the performance criterion defined by Πp is fulfilled.
A.2.2. Proof of Theorem 2
We first show sufficiency and then necessity.
A) Sufficiency. Let some D† be given that fulfills (14) and
let x? = D†z?. Then x? fulfills Dx? = Cx? = z? by (14a),
(14b). The condition that (12) has an equilibrium at x? =
D†z? then amounts to
D†z? = AD†z? + B∇H(CD†z?). (101)
Using (14b), (14c), this holds if B∇H(z?) = 0, which is
fulfilled since z? is the minimizer of H.
B) Necessity. Suppose that (12) has an equilbrium at x?
with the property Dx? = Cx? = z? for any H ∈ Sm,L. This
implies that
x? = Ax? + B∇H(Cx?) = Ax? (102)
since Cx? = z? is the unique minimizer of H. Hence,
z? = CAix? = DAix? (103)
for any i = 0, 1, . . . , and we infer that
I
I
I
...
I
 z? =

C
CA
CA2
...
CAnp−1

︸ ︷︷ ︸
=:QC
x? =

D
DA
DA2
...
DAnp−1

︸ ︷︷ ︸
=:QD
x?. (104)
22
Since the pair (A, C) or the pair (A, D) is observable
by assumption, the matrix QC∈ Rnp2×p or QD∈ Rnp2×p
has full rank and we infer that there exists some matrix
U∈ Rnp×p independent of x?, z? such that x? = Uz?. We
next show that D† = U fulfills (14). To this end, note that
z? = Cx? = CUz? and, equally well, z? = Dx? = DUz?.
Since these two equation need to hold for all z?, this im-
plies that CU = DU = I and we infer that (14a), (14b)
hold for D† = U. The third condition (14c) follows di-
rectly from (102) using x? = Uz?.
A.2.3. Proof of Theorem 3
We first need to shift the non-zero initial conditions of (23)
to the signal y˜in in Figure 2. To this end, let y˜k, k ∈ N,
denote the output of (23) for ξ˜0 = ξ0. We then have that
y˜k also is the output of
x˜k+1 = ρ−1(A + mBC)x˜k + ρ−1Bw˜k (105a)
y˜k = Cx˜k + y˜in,k (105b)
w˜k = ρ−k∆H(ρk y˜k) (105c)
with initial condition x˜0 = 0 and y˜in,k = ρ−kC(A +
mBC)k ξ˜0, k ∈ N. We infer that y˜in ∈ `p2 since ρ−1(A +
mBC) has all eigenvalues in the open unit disk. We are
now ready to apply Theorem 1. Robust performance fol-
lows directly from Theorem 1. For robust exponential
stability, we note that, by Theorem 1, (30a) implies robust
stability of the transformed loop from Figure 2 against
∆ρ(m, L). Hence, y˜ and w˜ in (23) reside in `2. Together
with the assumption that all eigenvalues of A + mBC are
located in the open disk of radius ρ, we infer that also
ξ˜ ∈ `np2 in (23). With y = ρ+(y˜), w = ρ+(w˜), ξ = ρ+(ξ˜),
and since ρ+ maps `2-signals to `2,ρ-signals, we conclude
that y, w, ξ in (18) reside in `2,ρ, hence the exponential de-
cay follows.
A.2.4. Proof of Lemma 1
The proof boils down to extending the result for monotone
nonlinearities from [17, Lemma 2] to the case of slope-
restricted nonlinearities. The following argumentation is
similar to the one provided in the proof of [5, Theorem]
where only scalar nonlinearities are considered. We first
repeat the definition of a monotone function.
Definition 9 (Monotone function). A continuously dif-
ferentiable function f : Rp → Rp is said to be monotone if
(1) it is conservative, i.e., there exists F : Rp → R such that
∇F(x) = f (x) for all x ∈ Rp and (2) it fulfills
〈 f (x)− f (y), x− y〉 ≥ 0 (106)
for all x, y ∈ Rp. •
It is well-known that a function is monotone if it is the
gradient of some convex function. Monotone operators
ϕ : `pe → `pe are then defined as operators of the form(
ϕ(y)
)
k = f (yk), (107)
where y = [y0, y1, . . . ] ∈ `pe , k ∈ N, and f : Rp → Rp is a
monotone function. If M adheres to the conditions given
in Lemma 1, by [17, Lemma 2] it is then known that for
any monotone operator ϕ : `p2 → `p2 we have
〈OTy, M>ϕ(OTy)〉 ≥ 0 (108)
for all y ∈ `p2 , T ∈ N. To use this result, we next
rewrite (32) in the form (108). To this end, consider (32),
(33) with L replaced by L˜ := L + ε, ε > 0. By simple
calculations as well as the fact that ∆H is static and time-
invariant, (32) is
2〈(L˜−m)OTy− ∆H(OTy), M>∆H(OTy)〉 ≥ 0. (109)
In view of (108), for any y ∈ `p2 we define the auxiliary
sequence y˜ ∈ `p2 by
y˜k := (L˜−m)yk − ∆H(yk), k ∈ N. (110)
Let φ : Rp → R be defined as
φ(y) = 12 (L˜−m)y>y−
(
H(y)− 12 my>y
)
= 12 L˜y
>y− H(y), (111)
which gives y˜ = ∇φ(y) and
∆H(y) = ∇φ(y)− (L˜−m)y. (112)
Then (109) reads as
2〈OT y˜, M>∆H(OTy)〉 ≥ 0. (113)
Note that H ∈ Sm,L implies φ ∈ Sε,L˜−m; we then infer
from [26, Theorem 26.6, Lemma 26.7] that ∇φ has a well-
defined inverse (∇φ)−1 and (∇φ)−1 is itself the gradient
of a strictly convex function, namely the Legendre conju-
gate of φ, cf. [26, Theorem 26.5]. Thus, we can write (113)
as
2〈OT y˜, M>∆H
(
(∇φ)−1(OT y˜)
)〉 ≥ 0. (114)
Comparing with (108), we aim to show that the operator
ϕ := ∆H ◦ (∇φ)−1 is monotone. To this end, first note
that, since (∇φ)−1 is the gradient of a strictly convex func-
tion, there exists some function F : Rp → R such that(
ϕ(y˜)
)
k = ∇F(y˜k). We next show that ∇F fulfills (106),
hence w˜ is a monotone operator. By (112) we infer that
ϕ(y˜) = ∆H
(
(∇φ)−1(y˜)
)
= y˜− (L˜−m)(∇φ)−1(y˜).
(115)
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Thus, the Hessian of F is given by
∇2F(y˜k) = (L˜−m)
(
∇2φ((∇φ)−1(y˜k)))−1 − I. (116)
Now, since φ ∈ Sε,L˜−m, we have by [23, Theorem 2.1.6,
Theorem 2.1.11] that εI  ∇2φ(y)  (L−m + ε)I for all
y ∈ Rp, and hence ∇2F(y˜k)  ( L˜−mL˜−m − 1)I = 0 for all
y˜k ∈ Rp. Consequently, F is convex [23, Theorem 2.1.4]
and we conclude that ϕ is a monotone operator, thus (109)
holds for all y ∈ `p2 , T ∈ N, ε > 0. For arbitrary but
fixed y ∈ `p2 , T ∈ N, we can then take the limit ε → 0
in (109) since the left-hand side is continuous in ε and
infer that (32) holds, thus concluding the proof.
A.2.5. Proof of Lemma 2
Let φT = OTφOT , T ∈ N. Since ρ+(`p2 ) = `p2,ρ, we infer
from (35) that〈[
ρ+(y)
∆(ρ+(y))
]
, φT
[
ρ+(y)
∆(ρ+(y))
]〉
≥ 0 (117)
for all y ∈ `p2 , ∆ ∈ ∆, T ∈ N. With ρ+ ◦ ρ− = id`2,ρ this is
equivalently formulated as〈[
ρ+(y)
ρ+
(
ρ−
(
∆(ρ+(y))
))] , φT
[
ρ+(y)
ρ+
(
ρ−
(
∆(ρ+(y))
))]〉
=
〈[
y
∆ρ(y)
]
, ρ+
(
φT
(
ρ+(
[
y
∆ρ(y)
]
)
))〉
=
〈[
y
∆ρ(y)
]
, OT
(
φ˜
(
OT(
[
y
∆ρ(y)
]
)
))〉 ≥ 0 (118)
for all y ∈ `p2 , ∆ ∈ ∆, T ∈ N. Since ∆(`p2,ρ) ⊂ `p2,ρ, we
have ∆ρ : `
p
2 → `p2 ; hence, by the assumption that φ˜ is
bounded on `p2 , we can take the limit T → ∞ in (118) to
obtain that (36) holds.
A.2.6. Proof of Lemma 3
Observe that Mρ = M¯ρ ⊗ Ip with M¯ρ =
Toep
( [
m−`− m−`−+1 . . . m`+
] )
and define
M = ρ−Mρρ− = (ρ−M¯ρρ−)⊗ Ip. We compute
ρ−M¯ρρ− =
 m¯0 ρ
−1m¯1 ρ−2m¯2 . . .
ρ−1m¯−1 ρ−2m¯0 ρ−3m¯1 . . .
. . . . . . . . . . . .
 . (119)
Thus, ρ−M¯ρρ− ∈ M if, for each finite k ∈ N,
ρ−k−im¯i ≤ 0 for i ∈ {−`−, . . . , `+}, i 6= 0, (120a)
ρ−2k
`+
∑
i=−`−
m¯iρ−i ≥ 0, ρ−2k
`+
∑
i=−`−
m¯iρi ≥ 0. (120b)
With ρ > 0, we can get rid of the dependency on k such
that the above conditions are equivalent to requiring that
the Toeplitz operator in (40) is doubly hyperdominant. We
hence conclude by Lemma 1 that under these conditions
the inequality (35) holds with
φ = W>
[
0 M>
M 0
]
W, (121)
where W is defined in (33) and M = (ρ−M¯ρρ−) ⊗ Ip.
Additionally, ρ+ ◦ φ ◦ ρ+ is bounded on `2p2 , since M is
bounded on `p2 by assumption. Hence, using also that
∆H,ρ : `
p
2 → `p2 as discussed in Section 4.3, we may ap-
ply Lemma 2 and conclude that〈[
y
∆H,ρ(y)
]
, ρ+W>
[
0 M>
M 0
]
Wρ+
[
y
∆H,ρ(y)
]〉
=
〈[
y
∆H,ρ(y)
]
, W>
[
0 Mρ>
Mρ 0
]
W
[
y
∆H,ρ(y)
]〉
≥ 0
(122)
for any y ∈ `p2 , ∆H,ρ ∈ ∆ρ(m, L), thus concluding the
proof.
A.2.7. Proof of Theorem 5
The result virtually is a direct consequence of Theorem 3
employing the class of multipliers introduced in The-
orem 4. We first note that under the assumption that
A + mBC has all eigenvalues in the open disk of radius
ρ, the same holds for Ac by (53) since ψ∆ has all its poles
at zero. With ψ∗∆M∆(M+, M−, M0)ψ∆ = Π and by the
KYP-Lemma we then observe that (54a) is equivalent to
the frequency domain inequality (30a) for exponential sta-
bility in Theorem 3. Further, by Theorem 4 and (54b), we
infer that IQC
(
Πρ, y˜,∆H,ρ(y˜)
) ≥ 0 holds for all Πρ ∈ Πp∆,ρ
and all ∆H,ρ ∈ ∆ρ(m, L). Hence, by Theorem 3, we con-
clude that the origin is globally robustly exponentially
stable against ∆(m, L) with rate ρ for (18), which in turn
implies the last claim in Theorem 5, thus concluding the
proof.
A.2.8. Proof of dimensionality reduction in Theorem 5
We follow the arguments of [14] to prove this statement. It
is clear that if (55a) has a solution P¯, m+, , m−, m0, then
P = P ⊗ Ip, M+ = m+ ⊗ Ip, m− ⊗ Ip, m0 ⊗ Ip. Now
suppose that (54a) has a solution P, M+, M−, M0. Mul-
tiply (54a) from right and left by blkdiag(Inc ⊗ e1, Inc ⊗ e1)
and its transpose, where e1 ∈ Rp×1 is the first unit vec-
tor. Observing that for any U = U¯ ⊗ Ip, U¯ ∈ Rnc×r,
we have U(In ⊗ e1) = (U¯ ⊗ Ip)(Inc ⊗ e1) = U¯ ⊗ e1 =
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(Ir ⊗ e1)(U¯ ⊗ 1), we obtain[
Ac Bc
I 0
]> [P 0
0 −P
] [
Ac Bc
I 0
]
(123)
+
[
Cc Dc
]>
(I3p ⊗ e1)>M∆(I3p ⊗ e1)
[
Cc Dc
] ≺ 0
with P¯ = (In ⊗ e1)>P(In ⊗ e1). Let M∆(M+, M−, M0) be
defined as in (51) explicitly including the dependency on
M+, M−, M0, and note that
(I3p ⊗ e1)>M∆(M+, M−, M0)(I3p ⊗ e1)
= (I3p ⊗ e1)>(M∆(m+, m−, m0)⊗ Ip)(I3p ⊗ e1)
= (I3p ⊗ e1)>(M∆(m+, m−, m0)⊗ e1)
= M∆(m+, m−, m0). (124)
Hence, P¯ = (In ⊗ e1)>P(In ⊗ e1), m+, m−, m0 is a solution
to (55a) which concludes the proof.
A.2.9. Proof of Theorem 6
We first observe that robust stability follows directly
from Theorem 5 noting that Ac = Ac(1), Bc,1 = Bc,
Cc,1 = Cc(1), Dc,11 = Dc by (159) and Cc>,1Cc,1  0;
hence (63a) implies that (54) holds with ρ = 1. Consider
the complete transfer matrix ψc as defined in (60) and let
a state-space realization be given as in (61) specifically
stated in (159) in Appendix A.3.2. Let xc denote the solu-
tion of
xc,k+1 = Acxc,k + Bc,1wk + Bc,2wp,k (125a)
wk = ∆(CN>xc,k) (125b)
with initial condition xc,0 = 0. Note that with x¯c,k =
N>xc,k we have
x¯c,k+1 = (A + mBC)x¯c,k + B∆(Cx¯c,k) + Bpwp,k, (126)
i.e., x¯c,k follows the same dynamics as (18) and the per-
formance output is given by yp,k = Cp x¯c,k = Cc,2xc,k.
Consequently, multiplying (63a) from left by
[
x>c,k w
>
k
]
and from right by its transpose, we infer
(?)>Pp(Acxc,k + Bc,1wk)− x>c,kPpxc,k
≤− y>p,kyp,k − (?)>M∆(Cc,1xc,k + Dc,11wk). (127)
Let
P′p = N>PpN, P′′p = Pp − NN>PpNN>, (128)
i.e., Pp = P′′p + NP′pN> and N>P′′p N = 0. By (159),
we have Bc,2 = NBp; hence we infer that Bc,2>PpBc,2 =
Bc>,2 NP′pN>Bc,2. We then calculate
x>c,k+1Ppxc,k+1 − x>c,kPpxc,k
= (?)>Pp(Acxc,k + Bc,1wk)− x>c,kPpxc,k (129)
+ 2x>c,k+1PpBc,2wp,k + w
>
p,kBc
>
,2 NP
′
pN
>Bc,2wp,k.
Using (127), (129) and summing from k = 0 to kmax ∈ N,
we obtain
kmax
∑
k=0
x>c,k+1Ppxc,k+1 − x>c,kPpxc,k
≤
kmax
∑
k=0
(
− y>p,kyp,k − (?)>M∆(Cc,1xc,k + Dc,11wk)
+ 2x>c,k+1PpBc,2wp,k + w
>
p,kBc
>
,2 NP
′
pN
>Bc,2wp,k
)
.
(130)
We note that wp,k is a discrete-time white noise pro-
cess with independent components; hence, wp,k and
xc,k+1 are independent for any k ∈ N, E(wp,k) = 0 and
E(w>p,kXwp,k) = tr(X) for any X ∈ Rnwp×nwp . Taking ex-
pectations, we hence infer
E
( kmax
∑
k=0
x>c,k+1Ppxc,k+1 − x>c,kPpxc,k
)
≤ E( kmax∑
k=0
−y>p,kyp,k − (?)>M∆(Cc,1xc,k + Dc,11wk)
)
+ kmaxtr(Bc>,2 NP′pN>Bc,2). (131)
With xc,0 = 0 we further note that for any kmax ∈ N we
have
kmax
∑
k=0
x>c,k+1Ppxc,k+1 − x>c,kPpxc,k = x>c,kmax+1Ppxc,kmax+1.
(132)
Combining (131) with (132) and using (63b) we then ob-
tain
1
kmax
kmax
∑
k=0
E(y>p,kyp,k)+
1
kmax
E(x>c,kmax+1Ppxc,kmax+1) (133)
≤− 1kmax E
( kmax
∑
k=0
(?)>M∆(Cc,1xc,k + Dc,11wk)
)
+ γ2
Now note that, for a fixed realization wp,k,
∑∞k=0(?)
>M∆(Cc,1xc,k + Dc,11wk) is a time-domain
representation of IQC
(
ψ∆M∆ψ∆, y,∆H(y)
)
. Since (32) is a
hard IQC, we infer that
kmax
∑
k=0
(?)>M∆(Cc,1xc,k + Dc,11wk) ≥ 0 (134)
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for any realization wp,k and any kmax, and the latter in-
equality persists to hold after taking expectations. Ad-
ditionally, with Pp being positive definite, E(x>c,kPpxc,k) is
positive as well. Thus, if we let kmax tend to infinity, we
finally obtain from (133)
lim sup
kmax→∞
1
kmax
kmax
∑
k=0
E(y>p,kyp,k) ≤ γ2, (135)
hence concluding the proof.
A.2.10. Proof of Theorem 8
Robust exponential stability follows directly from Theo-
rem 7. For robust performance, we first note that (75a),
(75b) implies that (71) holds with Pp,22 = P22, QA = P22 A,
QB = P22B, and making use of the specific state-space
realization from Appendix A.3.2, thus (75a), (75b) im-
plies (63a). Note further that Up as defined in (72) is
independent of A, B by the specific structure of Pp. We
further note that (75c) holds if and only if P22  0 and
Z  Q>B P−122 QB = B>P22B. Together with that the
trace condition (75d) then implies that tr(B>P22B) <
γ2. Now note that with the specific state-space realiza-
tion Appendix A.3.2 and by the definition of Pp we have
that tr(Bc>,2 PpBc,2) = tr(B>P22B), hence (75c) together
with (75d) implies (63b), thus concluding the proof.
A.3. Additional material
A.3.1. Comparison to [12]
In the following we compare the set of multipliers de-
rived in [12] to the multipliers defined in (46). For the
sake of simplicity we limit ourselves to the case of mono-
tone uncertainties ∆; we emphasize that the same ap-
plies to general slope-restricted uncertainties with mi-
nor adaptations. Let M = Toep([mj]j∈{−`− ,...,`+}), M¯ =
Toep([m¯j]j∈{−`− ,...,`+}), `+, `− ∈ N, be two Toeplitz oper-
ators M, M¯ : ` f
1 → `1e . In contrast to [12], we consider
only finite Toeplitz operators here; the following argu-
ments also apply to infinite operators. In [12], the author
considers operators M¯ with the property M¯y = y− h ∗ y
for all y ∈ `1f , where ∗ is the convolution operator and
h(z) = ∑`+j=−`− hjz
−j, i.e., M¯ defines the transfer function
EM¯(z) = 1− h(z). It is then shown that if
hj ≥ 0 for j ∈ {−`−, . . . , `+} (136a)
`+
∑
j=−`−
hj max{1, ρ−2j} ≤ 1, (136b)
then
〈M¯y,∆(y)〉w = 〈ρ−M¯y, ρ−∆(y)〉 ≥ 0 (137)
for all y ∈ `2,ρ, where 〈x, y〉w = 〈ρ−x, ρ−y〉 denotes
the weighted inner product on `2,ρ. Condition (136)
is equivalently formulated in the parameters m¯j, j ∈
{−`−, . . . , `+}, as
m¯j ≤ 0 for j ∈ {−`−, . . . , `+} \ {0} and m¯0 ≥ −1 (138a)
`+
∑
j=−`−
m¯−j max{1, ρ−2j} ≥ 0. (138b)
Similarly, in Lemma 3 we have shown that if
mj ≤ 0 for j ∈ {−`−, . . . , `+} \ {0} (139a)
`+
∑
j=−`−
ρ−jmj ≥ 0 (139b)
`+
∑
j=−`−
ρjmj ≥ 0. (139c)
then
〈My,∆ρ(y)〉
= 〈My, ρ−∆(ρ+y)〉
= 〈Mρ−ρ+y, ρ−∆(ρ+y)〉 ≥ 0 (140)
for all y ∈ `2, i.e., equivalently,
〈Mρ−y, ρ−∆(y)〉 ≥ 0 (141)
for all y ∈ `2,ρ. We hence note that the operators M¯ and
M in (137) and (141) are related by ρ−M¯ = Mρ− and,
therefore,
m¯j = ρ−jmj for j ∈ {−`−, . . . , `+}. (142)
We are now ready to compare the conditions (138)
from [12] with the proposed conditions (139). To this end,
we express (138) in terms of mj instead of m¯j, i.e., we have
ρ−jmj ≤ 0 for j ∈ {−`−, . . . , `+} \ {0} and m0 ≥ −1
(143a)
`+
∑
j=−`−
ρjm−j max{1, ρ−2j} ≥ 0.
(143b)
Note that with ρ ∈ (0, 1) this holds if and only if
mj ≤ 0 for j ∈ {−`−, . . . , `+} \ {0} (144a)
`+
∑
j=−`−
ρjmj +
`+
∑
j=−`−
ρ−jmj =
`+
∑
j=−`−
ρ−|j|mj ≥ 0. (144b)
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We first note that (144a) is the same as (139a) and next
show that (144b) implies (139b), (139c). To this end, ob-
serve that for any j ∈ Z \ {0} we have
ρ|j|mj ≥ mj ≥ ρ−|j|mj (145)
since ρ ∈ (0, 1) and mj ≤ 0. Consequently,
`+
∑
j=1
ρ−jmj ≤
`+
∑
j=1
ρjmj (146a)
0
∑
j=−`−
ρjmj =
0
∑
j=−`−
ρ−|j|mj ≤
0
∑
j=−`−
ρ|j|mj =
0
∑
j=−`−
ρ−jmj.
(146b)
Thus, (144b) implies (139b) by (146b) and (139c) by (146a).
The converse is in general not true as we will show next.
For the sake of a clearer presentation, we suppose that
`− = `+. Summing up the two inequalities (139b), (139c),
we obtain
m0 + 12
`−
∑
i=1
(ρi + ρ−i)(mi + m−i) ≥ 0. (147)
Note further that (144b) is equivalently formulated as
m0 +
`−
∑
i=1
ρ−i(mi + m−i) ≥ 0. (148)
Suppose now that
m0 = − 12
`−
∑
i=1
(ρi + ρ−i)(mi + m−i) (149)
which clearly fulfills (147). However, it is
− 12
`−
∑
i=1
(ρi + ρ−i)(mi + m−i) +
`−
∑
i=1
ρ−i(mi + m−i)
=
`−
∑
i=1
(ρ−i − ρi)(mi + m−i) ≤ 0 (150)
and hence m0 does fulfill (148) only if mi = m−i = 0 for
i = 1, 2, . . . , `−. We hence conclude that the conditions on
the anticausal parts proposed in the present paper are less
restrictive than those derived in [12]. We illustrate the po-
tential benefits by means of an example. Since anticausal
multipliers do not yield an improvement of convergence
rate guarantees for the optimization algorithm analysis
problem, we consider a numerical example unrelated to
the problem at hand. More precisely, we consider a stable
linear system described by the following transfer function
G(z) =
z + 0.8111
z4 + 1.552z3 + 0.6995z2 + 0.06042z− 0.01241
(151)
`− `+ ρ
Purely causal multipliers 1 0 0.977
Anticausal multipliers ([12]) 1 3 0.977
Anticausal multipliers (Theorem 4) 1 3 0.871
Table 2. Comparison of the resulting convergence rate bounds
employing different approaches.
in feedback with a static, slope-restricted uncertainty ∆ in
the sector (0, 1), i.e., ∆ ∈ ∆(0, 1). Employing Theorem 5,
we then determine upper bounds on the exponential con-
vergence rates. The resulting convergence rates are dis-
played in Table 2. Compared to the multipliers introduced
in [12], the multipliers introduced in the present paper
lead to an improvement of 10.85%.
A.3.2. State-space realizations
In the following we provide explicit state-space realiza-
tions of all transfer functions as required for implementa-
tion; an overview is given in Table 3.
State-space realizations of ψ−,ψ+. The state-space real-
ization of ψ+ as defined in (49) is given by
A+ =

0 1 0 · · ·... . . . . . .... 0 1
0 · · · · · · 0
 , B+ =

0...
0
1
 , (152a)
C+ =
0 . . . 1. . .
1 . . . 0
 , D+ =
0...
0
 . (152b)
For ψ− as defined in (49), A−, B− have exactly the same
structure as A+, B+ but may be of different size, while
C− = I`− and D− = 0.
State-space realization of ψ∆. The state-space realiza-
tion of ψ∆ as defined in (52) is given by
A∆ =
[
A− 0
0 A+
]
, B∆ =
[
B− ⊗ Ip 0
0 B+ ⊗ Ip
]
Ŵ,
(153a)
C∆ =

0 0
0 0
C− 0
0 0
0 0
0 C+
 , D∆ =

Ip 0
0 Ip
D− 0
0 Ip
Ip 0
0 D+
 . (153b)
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State-space realization of ψc. The state-space realization
of ψc as defined in (53) is given by
Ac(ρ) =
A∆ ρ−1B∆ [C0
]
0 ρ−1 Anom
 , Bc =
B∆ [0I
]
B
 , (154a)
Cc(ρ) =
[
C∆ ρ−1D∆
[
C
0
]]
, Dc = D∆
[
0
I
]
(154b)
with Anom = A + mBC.
State-space realization of ψc. We first note that
Gyw Gywp
Ip 0
0 Inwp
Gypw Gypwp
 ∼ (A1, B1, C1, D1), (155)
where
A1 = Anom, B1 =
[
B Bp
]
, (156a)
C1 =

C
0
0
Cp
 , D1 =

0 0
Ip 0
0 Inwp
0 0
 (156b)
with Anom = A+mBC. Similarly, utilizing that ψp = Dψp
is constant, we have[
ψ∆ 0
0 ψp
]
∼ (A2, B2, C2, D2), (157)
where
A2 = A∆, B2 =
[
B∆ 0
]
, (158a)
C2 =
[
C∆
0
]
, D2 =
[
D∆ 0
0 Dψp
]
. (158b)
Note that Dψp =
[
0nyp×nwp Inyp
]
in the case of H2-
performance. By standard rules for series connections,
the state-space realization of ψc as defined in (60) is then
given by
Ac =
[
A2 B2C1
0 A1
]
Bc =
[
B2D1
B1
]
(159a)
= Ac(1), =
[
Bc
[
0
Bp
] ]
,
Cc =
[
C2 D2C1
]
Dc = D2D1 (159b)
=

Cc(1)
[
0 Dψp
[
0
Cp
]]
 , =

Dc 0
0 Dψp
[
Inwp
0
]
 .
A.3.3. Derivation of (69)
Consider (54a) and note that we may rewrite its left-hand
side as
U(Ac(ρ), Bc, Cc(ρ), Dc, P, M∆)
− [?]> NN>PNN> [Ac(ρ) Bc] ≺ 0. (160)
Utilizing that P22 = N>PN  0 and employing Schur
complements, (69) immediately follows.
A.3.4. Design of parametrized optimization algorithms
In this section we consider algorithms of the form (12)
where A, B are parametrized by Ki ∈ Rp×p, i = 1, 2, . . . , n,
as in (76) and C, D are given by (66). Similar to the present
paper, we interpret the gradient∇H as an uncertainty and
embed the design problem into a robust state-feedback
synthesis problem. We follow the procedure from [19],
[20] in a discrete-time setting and extend it to structured
objective functions (87). To this end, consider an algorithm
of the form (12) with A, B as in (76) together with the
following state transformation
ξk ,1 := ∇H(Cxk), ξk ,i = xk ,i for i = 2, 3, . . . , n. (161)
This yields the transformed dynamics
ξk+1 = A2ξk + B1Kξk (162)
+ B2
(
∇H(C(A1 + I)xk + CB1Kξk)−∇H(Cxk)),
where
A2 =

I 0
0 I I... I
. . ....
. . . I
0 . . . I
 , B2 =

I
0......
0
 . (163)
The main purpose of this transformation is to embed the
problem into a standard robust state-feedback synthesis
problem. In view of Section 6.2, we additionally suppose
that the gradient of the objective function is parametrized
as
∇H(z) = H1z + T>∇H2(Tz), (164)
where H1 ∈ Rp×p, T ∈ Rq×p are known whereas H2 :
Rq → R is unknown but fulfills H2 ∈ Sm2,L2 for some
known constants L2 ≥ m2 > 0. Note that this trivially
also includes the case when no structural assumptions are
taken on the objective function, simply by letting H1 = 0,
T = I. The following result then follows by using sector
bounds for the uncertain terms in (162).
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Transfer function Definition State-space realization
ψ+ ∈ RH`+×1∞ (49) (A+, B+, C+, D+)
ψ− ∈ RH`−×1∞ (49) (A−, B−, C−, D−)
ψ∆ ∈ RHp(`−+`++4)×2p∞ (52) (A∆, B∆, C∆, D∆)
ψc ∈ RHp(`−+`++4)×p∞ (53) (Ac, Bc, Cc, Dc)
ψc ∈ RH
(p(4+`−+`+)+q)×2(p+nwp)
∞ (60) (Ac,Bc,Cc,Dc)
Table 3. Overview of all required state-space realizations.
Lemma 7. Let L2 ≥ m2 > 0, n ∈ N>0, p ∈ N>0 and
H1 ∈ Rp×p, m1 I  H1  L1 I, L1 ≥ m1 ≥ 0, T ∈ Rq×p, q ∈
N>0, be given. Let C ∈ Rp×np be defined as in (66). Fix
ρ ∈ (0, 1). Suppose there exist M ∈ Rp×np, Q ∈ Rnp×np,
such that
Q 0 A¯Q + B¯M 12 (L2 −m2)G¯
? I TCA1 + TCM 0
? ? ρ2Q 0
? ? ? I
  0, (165)
where
A¯ = A2 + B2H1CA1 + 12 (L2 + m2)B2T
>TCB1 (166a)
B¯ = B1 + B2H1CB1 + 12 (L2 + m2)B2T
>TCB1 (166b)
G¯ = B2T>. (166c)
Then, with K = MQ−1 and A, B given by (76) and C, D as
in (66), the equilibrium x? = Dz? is globally exponentially
stable with rate ρ for (12) for all H in the form (164) with
H2 ∈ Sm2,L2 . •
Proof. We prove this result by showing that the equilib-
rium ξ? = 0 is globally exponentially stable with rate
ρ for the transformed dynamics (162) for the considered
class of objective functions H. To this end, we write (162)
as a standard robust state-feedback problem and then
use quadratic Lyapunov functions together with an S-
procedure argument. We first calculate for the uncertain
terms in (162)
∇H(C(A1 + I)xk + CB1Kξk)−∇H(Cxk)
= H1
(
C(A1 + I)xk + CB1Kξk
)− H1Cxk
+ T>∇H2
(
TC(A1 + I)xk + TCB1Kξk
)− T>∇H2(TCxk)
= H1(CA1ξk + CB1Kξk) (167)
+ T>
(
∇H2
(
TC(A1 + I)xk + TCB1Kξk
)−∇H2(TCxk))
and then define the uncertainty as
wk = ∇H2
(
TC(A1 + I)xk + TCB1Kξk
)−∇H2(TCxk)
− βTC(A1 + B1K)ξk (168)
with β = 12 (L2 + m2). The motivation behind that defini-
tion is that the uncertainty, seen as a function of TC(A1 +
B1K)ξk, is sector bounded in the sector [−(L2− β), L2− β].
More precisely, for any ξk ∈ Rnp, it fulfills the inequality[
ξk
wk
]> [(L2 − β)Γ>Γ 0
0 − 1L2−β I
] [
ξk
wk
]
≥ 0, (169)
where Γ = TC(A1 + B1K). The transformed dynam-
ics (162) then read as
ξk+1 =
(
A2 + B2H1CA1 + βB2T>TCA1
)
ξk
+ (B1 + B2H1CB1 + βB2T>TCB1)Kξk
+ B2T>wk. (170)
Using the shorthand notation (166), (170) can equivalently
be written as
ξk+1 = (A¯ + B¯K)ξk + G¯wk, (171)
hence the problem of finding parameters Ki is a standard
robust state-feedback problem and the proof is standard
from now on. Consider a quadratic Lyapunov function
candidate V : Rnp → R defined as V(ξ) = ξ>Pξ with
P  0. For exponential convergence with rate ρ of (171) for
all w that fulfill (169) – and hence exponential convergence
with rate ρ of the original algorithm to the minimizer of H
for all H ∈ Sm,L – it is sufficient that there exists a P  0
such that
V(ξk+1)− ρ2V(ξk) =[
?
]> [
?
]> [P 0
0 −ρ2P
] [
A¯ + B¯K G
I 0
] [
ξk
wk
]
< 0 (172)
for all
[
ξ>k w
>
k
]> 6= 0 that fulfill (169). By the S-
procedure it is hence sufficient that there exist P  0 and
λ ≥ 0 such that[
A¯ + B¯K G¯
I 0
]> [P 0
0 −ρ2P
] [
A¯ + B¯K G¯
I 0
]
+λ
[
(L2 − β)Γ>Γ 0
0 − 1L2−β I
]
≺ 0. (173)
29
We exclude the case λ = 0 and thus set λ = 1 without loss
of generality. We can write the above inequality equiva-
lently as[
?
]> [ P−1 0
0 I
] [
P(A¯ + B¯K) PG¯√
L2 − βΓ 0
]
−
[
ρ2P 0
0 1L2−β I
]
≺ 0.
(174)
Since P is assumed to be a positive definite matrix, we can
employ Schur complements such that the above matrix
inequality holds if and only if
P 0 P(A¯ + B¯K) PG¯
? I
√
L2 − βΓ 0
? ? ρ2P 0
? ? ? 1L2−β I
  0. (175)
We multiply from left and right by the
positive definite block diagonal matrix
blkdiag(
√
L2 − βP−1, I,
√
L2 − βP−1,
√
L2 − βI) such
that we obtain
(L2 − β)P−1 0 (L2 − β)(A¯ + B¯K)P−1 (L2 − β)G¯
? I (L2 − β)ΓP−1 0
? ? ρ2(L2 − β)P−1 0
? ? ? I
  0.
(176)
We note that the additional scaling is not required and
included for numerical purpose only. The variable trans-
formation Q = (L2 − β)P−1, M = (L2 − β)KP−1 then
gives (165), thus concluding the proof.
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