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The integral formulation of the Navier-Stokes initial value problem for 
boundary-free, incompressible fluid flow is used to establish Volterra integral 
inequalities on the physical velocity field u,,(x, t). Standard comparison theorems 
for Volterra equations are then applied to obtain weakly singular, nonlinear 
Volterra equations of the second kind for upper bounds on 1 u,(x, t)l. With 
local existence and uniqueness guaranteed and smoothness of solutions charac- 
terized by results on Volterra equations, solutions for bounds may be obtained 
by standard analytical and numerical methods. A specific example is considered. 
Existence and uniqueness of local solutions +(x, t) to the Navier-Stokes 
problem is then guaranteed within the radius of convergence of bounds on 
/ uU(x, t)l, thereby precluding local breakdown phenomena. In addition, 
bounds on j u,(x, t)] are used to obtain improved duration times for convergence 
of local iteration solutions for uU(x, t). Finally, a new technique for establishing 
sufficient conditions for global existence, based on successive application of 
Volterra comparison theorems, is indicated. 
I. INTRODUCTION 
The dynamical behavior of the velocity field u = [u,(x, t)], p = 1, 2, 3, 
associated with the flow of an incompressible fluid is governed by the Navier- 
Stokes equation [l, p. 471 
subject to the incompressibility condition 
v.u =o, 
and the initial condition 
u(x, 0) = iTi(x), 
(2) 
(3) 
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where v is the kinematic viscosity, p is the fluid density, p = p(x, t) is the 
fluid pressure and x = (x r , xa , ~a) denotes a point in physical space. For 
boundary-free flow it has been shown in [2] that the initial value problem for 
u(x, t) given by (11, (3, and (3) is equivalent to the integral equation 
%b, t> = %(x, t> + l”s Gu& - Y, t - s) u,(y, s) u,q(y, s) dsy ds, (4) 
where the three-index Green’s function GUas(x, t) is defined by the expres- 
sions 
(5) 
(6) 
G(r, t) = (~Iavt)-3/~ exp( -rs/4vt) for t > 0, 
Ez 0 for t < 0, 
H(r) t) = -V-2G(r, t) = ($) LT G(s) t) ds 
(7) 
(vt)-l/2 m =-- 
477313 c (-r2’4”t)” n=o wn) fort >O (8) 
=o for t < 0, 
with r = (x~x,#/~ and the summation convention employed over pairs of 
repeated indices. In (4)) the source term 5,(x, t) is expressed in terms of the 
initial data through the relation 
%(x, t) = j 4,(y) G(l x - Y i , t> d3y 
= (4nvt)-3/2 1 i&,(y) exp ( - ’ “,, ’ I2 ) d3y, 
(9) 
constituting the solution to the linear diffusion equation 
subject to the initial condition 
qx, 0) = C(x). (11) 
In the present paper, by exploiting the quadratic form structure of the 
integral formulation (4) to establish Volterra integral inequalities on 
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I %b, 01 , we apply standard Volterra comparison theorems to obtain 
weakly singular, nonlinear Volterra equations of the second kind for upper 
bounds on 1 U&(X, t)l . With local existence and uniqueness guaranteed and 
smoothness of solutions characterized by established results on Volterra 
equations, solutions for bounds may be obtained by standard analytical and 
numerical methods. A specific example is considered. Such bounds also 
provide an explicit measure of the extent to which the physical velocity field 
u,(x, t) may differ from the linearized model velocity field ii@(x) t) satisfying 
(10). Existence and uniqueness of local solutions to (4) is then guaranteed 
within the radius of convergence of bounds on 1 u,(x, t)] , thereby precluding 
local breakdown phenomena. In addition, bounds on 1 U&(X, t)l are used to 
obtain improved duration times for convergence of local iteration solutions 
to (4). Finally, a new technique for establishing sufficient conditions for 
global existence, based on successive application of comparison theorems, is 
indicated. 
II. INTEGRAL INEQUALITIES 
In studying methods for obtaining bounds on 1 u,(x, t)] satisfying (l), (2), 
and (3), we first utilize the quadratic form structure of the equivalent integral 
representation (4) to establish certain integral inequalities relating u and Q. 
From (4) and the definition 
igx, t) -52 u,(x, t) (UJX, t) 24,(x, t))y, (12) 
it follows that 
u&G t) = &(x, t) 
+ jot j MY, 4dy, 4) G,ms(x - Y, t- s) %(Y, 4 %(y, 4 day ds. 
(13) 
With qu denoting a disposable unit vector, qaqo = 1, we then obtain the 
inequalities 
TAX, t) < %,(x> t) + jotj MY, 4 u,(Y> s)) y4%a(x - Y, t- 4 cm4 0 ds, 
(14) 
uLL(x9 t) 3 f&(x, t> + jotj MY, 4 F,(Y, 4) ~u~~%dx - Y, t - 4 qaqd d3y ds. 
(15) 
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Because of the quadratic form structure of the integrals in (14) and (15), it is 
useful to consider the matrices (GJus 5 GU,s(x, t). Since symmetry con- 
siderations require that the eigenvalues of the matrices G, must be independ- 
ent of CL, we denote them by g, 3 g&x, t) such that 
g1 a‘!?2 bg3. (16) 
Application of the theory of quadratic forms [3] to (14) and (15) together with 
(16) and (A9) then yields the system of inequalities 
dx, t) G %(x> 4 + j-‘l‘ MY, s> u,(Y, 4) I g,(x - Y, t - 41 d3y ds, (17) 
0 
s(x, t> 2 %(x, 4 - It/ MY, 4 uo(y> 4) I g,b - Y, t - $1 d3y ds, (18) 
0 
implying the additional relations 
/ %b, t> - %(x> t>l < j-“j- (%(Y, s) u,(y, s))g(x - y, t - s) d3y ds, 0% 
0 
I %(X, t)l < I %&(x7 t)l 
+ 1°C (K,(Y> 4 KAY, s)) g(x - Y, t - $1 d3y & 
w-9 
0 
where g = max(/ g, 1 , 1 g, I). Although the above integral inequalities are 
interesting, they are nevertheless still cumbersome because of their mixed 
Volterra-Fredholm character. Considerable progress can be made by 
considering the quantities 
q&> = sup I %(X, 4 , q(t) s sup I &&(x, t)/ . (21) x x 
Direct substitution of (21) into (19) and (20) together with (AlO) and the 
displacement invariance of the spatial region of integration gives the system 
of Volterra inequalities 
Uu(t) < Q(t) + J“ U,(s) U,(s)g(t - s) ds, (22) 
0 
I u,(x, t) - i&(x, t>l < St U,(s) Ur,(s)z(t - 4 ds. 
0 
The bounds on the quantity g(t - s) in (All) and (A13) then provide the 
useful Volterra inequalities given by 
C&(t) < o&) + 3 lot [n-v@ - s)]-l12 U,(s) U,(s) ds, (24) 
1 u,(x, t) - 22,(x, t)l < # St [m(t - s)]-~/~ U,(s) U,(s) ds. (25) 
0 
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Furthermore, by introducing the quantities 
U(t) = rnPa UU(t), U(t) = max UJt), 
II (26) 
(24) and (25) are simplified to yield 
U(t) < u(t) + + I’ [nv(t - s)]-~/~ V(s) ds, (27) 
0 
1 u,(x, t) - zZ,,(x, t)l < ; jot [w(t - s)]+ U2(s) ds. (28) 
III. BOUNDS ON 1 u,(x, t)i 
The integral inequalities (22) and (27) on UJt) and U(t) may now be used 
to obtain bounds on 1 11,(x, t)j . To that end, we observe that direct application 
of standard comparison theorems for Volterra inequalities [5, p. 3231 to (22) 
and (27) together with the fact that 
I %L(x, 9 < U,(t) < U(t) (29) 
as a consequence of (21) and (26), yields the bounds on I uU(x, t)/ of the form 
I %(X9 41 G r,(t) < r(f), (30) 
where r,(t) and r(t) are the unique local solutions to the Volterra integral 
equations 
such that 
r,(t) = F@(t) + + jot [m(t - s)]-~/~ r,(s) YJS) ds, 
r(t) = F(t) + ; Jot [m(t - s)]-~/~ r2(s) ds, 
(31) 
(32) 
qI(t> < f&h U(t) < F(t). (33) 
The resulting equations (31) and (32) are nonlinear Volterra equations of the 
second kind with weakly singular kernels, where existence and uniqueness of 
local solutions are guaranteed by associated theorems for Volterra equations 
[6, 71. Furthermore, these results also indicate that the local solutions may 
be continued in t as long as they remain bounded. Smoothness theorems on 
solutions to weakly singular Volterra equations of the second kind [S, 91 can 
be directly applied to (31) and (32), thereby linking smoothness of the local 
solutions r,(t), r(t) to smoothness of the forcing terms ?Jt), 7(‘(t). These results 
indicate that if FJt), r”(t) are of class C2, then rU’(t), r’(t) are O(tH2) as t -+ 0, 
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and furthermore, if FU(t), r”(t) are analytic in some neighborhood [0, T] in 
which r,(t), r(t) exist, then rJt> r(t) are analytic in powers of t1i2. Such 
methods also provide justification for recently proposed numerical solutions 
[IO, 111 to equations of the form of (31) and (32). 
To demonstrate the usefulness of (31) and (32) in generating bounds on 
/ u,(x, t)l we consider the crude example defined by (32) and the forcing 
function 
J(t) = a(o) = U(O), (34) 
satisfying (33) by virtue of (21), (26), and the maximum principle for para- 
bolic equations [12] applied to (10). We then obtain the integral equation for 
the bound r(t) given by 
r(t) = u(o) + 9 Jot [nv(t - s)]-~/~ y2(s) ds. (35) 
Since the constant U(0) is analytic for all t, it follows that [8] the formal 
Taylor series representation 
r(t) = 2 a,w (36) 
k=O 
converges in some interval [0, 71. Straightforward substitution of (36) into 
(35) yields the recursive system for a, , k = 0, 1, 2,..., given by 
a, = U(0) 
a, = (9/2(m)‘/2) b,-,I,-, , k > 1, 
with 
and where In: , defined by the expression 
Ik = s ’ (x”/“/(l - 419 dx, 0 
is found to be of the form [13, p. 2891 
I,, = 2(2n)!!/(2n + I)!!, 
IznM1 = n(2n - 1)!!/(2n)!!. 
(38) 
(39) 
(40) 
Numerical procedures may now be employed to evaluate the bound v(t) in 
(36) for all t E [0, ~1 where 7 is the associated radius of convergence. 
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Bounds on j UJX, t)j obtained from (31) and (32) may be enhanced by 
making more refined choices for the forcing terms ?Jt), r”(t) satisfying (33). 
Such choices generally require specialized analysis involving more specific 
information about the initial data. For example, by introducing the quantity 
A(t) = j- u,(x, t) u,(x, t) d3x, (41) 
it can be shown that [2] 
F(t) = min{U(O), (87~t)-~~~ N2(0)} >, IY(ct), (42) 
thereby producing an improved bound from (32) for f(t) given by (42). It is 
important to note that since the character of (31) and (32) demands that 
rU(t), r(t) must eventually diverge, the usefulness of such bounds depends on 
the radius convergence of solutions to (31) and (32). Although the crude 
bound in (36) diverges in finite time, more refined forcing terms associated 
with specific initial data are likely to yield convergent bounds for arbitrarily 
large finite times. 
Finally, it is important to note that the bounds r,,(t), r(t) imply additional 
bounding relations of the form 
I 24,(x, t) - iiu(x, t)i < y,(t) - Tu(t) < y(t) - y(t), (43) 
as a consequence of (25), (28), (31), and (32), thus providing an explicit 
measure of the extent to which the physical velocity field u,(x, t) may differ 
from the linearized model velocity field &,(x, t) satisfying (10). 
IV. ITERATION SOLUTIONS FOR 24,(x, t) 
It has been shown that [2] local iteration solutions for u,(x, t) generated by 
the recursion relation 
@+l)(x, t) = 2,(x, t) + Jot/ G,,,,(x - y, t - s) uf’(y, s) z&y, s) d3y ds, Ii 
(44 
&x, t) f z&&(x, t), 
converge in the duration time 
T = rrv ( 1<[<2, 
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with continuation of local solutions in t guaranteed as long as U(t) remains 
bounded. Although similar analysis together with the quadratic form structure 
of (44) yields the slightly improved duration time 
(47) 
more interesting results may be obtained in terms of bounds on 1 u,(x, t)l . 
Consider the quantity 
Acn) 3 sup / UFl)(X, t) - Q(x, t)1 , 
w,x,t 
(48) 
and suppose that iteration solutions to (44) converge on [0, T]. By substituting 
(44) into (48) d pl y g an em o in methods similar to those of Section II, it follows 
that 
A’“’ < sup t IS I Gmo(x - Y, t - $11 I @(Y, 4 + &l)(y, 4 u.x.t 0 
x / z&y, s) - uf-‘)(y, s)] d% ds 
t 
< &l(n-l) sup 
I .f r(s) F;; I Gu,,(x - Y> t - 4 Q& d3y ds (49) u,x.t 0 D 
= 6Atn-l) sup 
s 
t g(t - S) Y(S) ds 
t 0 
9 =- 
(my2 
A (n-1) 
where 
I 
T r(s) ds 
o (T-q/2’ (50) 
In deriving (49) we have used (30), (A13), and an additional result from the 
theory of bilinear forms [14, p. 3231. Convergence of iteration solutions to 
(44) is assured by the condition 
p < 1, (51) 
therby expressing the duration time T in terms of the initial data through the 
bound r(t). By applying (A14) to (32), we obtain the alternative expression 
for p given by 
+ ; LT r2(s) ds. (52) 
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Finally, since local iteration solutions to (4) may be continued in t as long 
as U(t) remains bounded [2], existence of local solutions to (4) is guaranteed 
within the radius of convergence T of the bounds r@(t), r(t), thereby precluding 
local breakdown phenomena [2] on [0, T]. Furthermore, this approach may 
also establish global existence provided that the initial data are such that r(t) 
converges for arbitrarily large t. However, such assumptions on the initial 
data are likely to be very restrictive and alternative methods are needed. 
V. GLOBAL EXISTENCE OF u,,(x,t) 
Although comparison theorems in the theory of Volterra equations have 
previously been thought to contain only local information about solutions, 
existing methods for establishing global existence of solutions to the Navier- 
Stokes initial value problem [2] have suggested a procedure, relying on 
comparison theorems and resulting in sufficient conditions for global exist- 
ence. To illustrate this procedure, we consider r(t) defined by (32) with r”(t) 
of the form (42). In addition, we observe that A(t) in (41) satisfies the condi- 
tion [2] 
dA/dt < 0, (53) 
as a direct consequence of the Navier-Stokes equation (1) subject to (2). By 
introducing the dimensionless variables 
t 
TG--, ,,A r(t) - i(t) 
t0 to ’ 
O(T) = u(o) T O(T) = u(o) 3 (54) 
where to is defined by the relation 
U(0) s-z (Smto)-3/4 A1/2(0), (55) 
subject to the requirement that to be within the radius of convergence of (35), 
we obtain the equation 
(56) 
With the definition 
from (42), (54), and (56) it follows that 
4’=9/55/3-2 
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Clearly, for any r E (1, rl), there exists a value of t, small enough such that 
w G I, (59) 
thus guaranteeing that 
U(t) < f-(t) < U(O), t < tQ1 . (60) 
Since dA/dt < 0 from (53), and U(t) < U(0) from (60) the problem may 
be restarted at t with the same forcing function F(t) and the process repeated. 
Iteration of this procedure, relying on successive application of comparison 
theorems at each stage, assures global existence of solutions to (4) for t, small 
enough, resulting in a sufficient condition for global existence of the form 
A(0) U(0) d kv3, k > 0. (61) 
Although this specific example illustrates the method of successive application 
of comparison theorems to establish global existence, the general question 
of sufficient conditions for iteration of the method, and hence global existence, 
under the forcing term 
r”(t) = O(t), 
remains outstanding and is planned for future work. 
APPENDIX: PROPERTIES OF G,,,(x,t) 
As has been previously noted [2], the Green’s function Gil&x, t) admits 
the explicit representation 
From (Al) it can be easily shown that G,,,(x, t) satisfies the useful conditions 
G,,(x, t) = 0, (A21 
s G&x, t) d3x = 0. (A3) 
Furthermore, explicit evaluation of the quantities 
G&t) = j ( G,,&x, t)l d3x, (A4) 
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yields the results [2] 
@q&(t) = (nut)-112, p=a=p, 
= ((2.5)/n) (m~t)-~/~, p=a#f, 
(A5) 
(3d3/2rr) (.rr~t)-~/~, cL # a = /3, 
= (2/n) (nly2, LL#a#P#p. 
The eigenvalues gJx, t) of the matrices (G& = GU,a(x, t), satisfying (16), 
may always be expressed in terms of the matrix elements GUoB(x, t) through 
the relations [3] 
ilgm = tr(G,) = 0, (-46) 
i g,2 = tr(G,2), 
a=1 
(A7) 
cl ga = WGJ, 
with TV arbitrary. It is noteworthy that (16) and (A6) imply that 
WI 
g,>,o, g, < 0. (A9) 
With the definition g = max( ( gl 1 , / g3 I), p owerful results in matrix theory 
provide useful estimates for the quantity 
g(t) = Jg(x, t) d%. (AlO) 
Direct application of (A4) and (A5) to a well-known theorem [4] yields the 
lower bound 
g(t) > ,“u”f CTu&t) = (77~t)-~/~. 
> . (All) 
Gersgorin’s theorem [3] applied to the matrix 
SG,S-1, S z diag[0.935, 1, 11, W9 
together with (A3), (A4), and (A5) gives the upper bound 
g(t) < (4.7/7r) (rut)-112 523 1.5(TrVt)-112. (A13) 
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It is also useful to note the following convolution property of the weakly 
singular kernel (t - s)-lj2 given by 
s it (t -v)-‘/” (w - s)-l/2 dw = *. W4) 
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