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Abstract
Relations between components of the effective tensors of composites that hold regardless of composite’s
microstructure are called exact relations. Relations between components of the effective tensors of all
laminates are called lamination exact relations. The question of existence of sets of effective tensors
of composites that are stable under lamination, but not homogenization was settled by Milton with an
example in 3D elasticity. In this paper we discuss an analogous question for exact relations, where in a
wide variety of physical contexts it is known (a posteriori) that all lamination exact relations are stable
under homogenization. In this paper we consider 2D polycrystalline multi-field response materials and
give an example of an exact relation that is stable under lamination, but not homogenization. We also
shed some light on the surprising absence of such examples in most other physical contexts (including
3D polycrystalline multi-field response materials). The methods of our analysis are algebraic and lead
to an explicit description (up to orthogonal conjugation equivalence) of all representations of formally
real Jordan algebras as symmetric n × n matrices. For each representation we examine the validity of
the 4-chain relation—a 4th degree polynomial identity, playing an important role in the theory of special
Jordan algebras.
1 Introduction
The study of effective behavior of composite materials abounds with beautiful formulas linking the components
of the effective tensor and the tensor of material properties of its constituents, when virtually nothing is known
about the microstructure of the composite [22, 27, 31, 43, 20, 47, 34, 35, 12, 13, 11, 5, 6, 33] (see also a review
by Milton [39]). The general theory of such formulas was developed in [15, 18, 16]. The idea was to identify all
relations that are preserved in all laminate microstructures, where two constituent materials are combined in
layers perpendicular to a given unit vector (lamination direction). According to the general theory, reviewed
in Section 2, each relation preserved under lamination corresponds to a Jordan multialgebra—a subspace of
the space of symmetric matrices closed with respect to several Jordan multiplications. Mutations of Jordan
algebras [28] are particular examples of Jordan multialgebras, where all multiplications are “internal”, i.e.
coming from a single Jordan product in a classical Jordan algebra. In the context of exact relations not every
Jordan multialgebra is a mutant of a classical one. The fundamental problem in the theory of exact relations
is whether every Jordan multialgebra gives rise to a microstructure-independent relation. If this is the case,
then all lamination exact relations are stable under homogenization. In [18, 16] we obtained an algebraic
condition on Jordan multialgebras sufficient for stability under homogenization. In order to describe it we
define completion of a Jordan multialgebra to be the set of all symmetric matrices in the smallest associative
multialgebra containing the original Jordan multialgebra. If the Jordan multialgebra is complete, i.e. equal to
its completion, then the corresponding lamination exact relation is stable under homogenization. Mutations
of classical special Jordan algebras do not seem to posses superior completion properties compared to the
general Jordan multialgebras, and hence, will not be investigated as a special subclass in this paper. The
completeness for classical special Jordan algebras is related to the 4th degree polynomial identity, called the
4-chain relation, via Cohn’s theorem [7]. It is well-known that classical special Jordan algebras do not have
to be complete. However, from the point of view of the theory of composite materials the situation may be
reversed if we restrict our attention only to those Jordan multialgebras that arise in physics. In particular,
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we will focus on the Jordan multialgebras corresponding to the polycrystalline composites [15, 19, 18]. These
possess additional structure of a representation space of SO(3) or SO(2) (for 2D or fiber-reinforced composites,
whose microgeometry is completely determined by any 2D cross-section). The interaction between the group
representation structure of SO(d) and the multiplicative structure of Jordan multialgebras has been studied
in a series of papers [44, 46, 45, 30] inspired by the theory of exact relations.
While there is no general theorem that guarantees completeness for SO(3) or SO(2)-invariant Jordan
multialgebras, all known physically relevant examples of SO(3) or SO(2)-invariant Jordan multialgebras
are complete. Is it a coincidence or a new fundamental property specific to rotationally invariant Jordan
multialgebras? In this paper we exhibit a physically motivated example in 2D featuring an SO(2)-invariant
incomplete Jordan multialgebra and the corresponding lamination exact relation that is not stable under
homogenization (see (8.4)). This needs to be compared with an earlier result in [18] that all SO(3)-invariant
Jordan multialgebras in the 3D analog of our example are complete, giving further support for the conjecture
that all physically relevant SO(3)-invariant Jordan multialgebras are complete (see Conjecture 2.5 below).
We remark that our example of SO(2)-invariant incomplete Jordan multialgebra could lead to another
example of a rank-1 convex function that is not quasiconvex. While such an example has already been
produced both in Calculus of Variations [48] and the theory of composite materials [40, Section 39.9], our
example, coming from the theory of exact relations would possess additional SO(2) symmetry absent in the
existing examples.
While the 3D version of our example, described in Section 3, can be completely analyzed (see Theorem 3.1),
the 2D version is more involved. In the more difficult 2D case we only exhibit a specific family of Jordan
multialgebras generated by the subalgebras of Sym(Rn)— the Jordan algebra of all real symmetric n × n
matrices. The question of completeness of these subalgebras has not been studied. The answer to this
question represents an algebraic contribution of this paper, which includes a complete characterization of all
faithful representations of all formally real Jordan algebras in Sym(Rn) up to orthogonal conjugation. We
note that all formally real Jordan algebras, up to a Jordan algebra isomorphism, were described in [26], where
an attempt was made to build an algebraic foundation of quantum mechanics, where the observables would
be defined axiomatically, and not as operators on a Hilbert space with the extraneous structure of associative
multiplication.
The explicit characterization of Jordan subalgebras of Sym(Rn), reveals that completeness can indeed fail,
but only in a few exceptional cases. Adding more multiplications with respect to which the algebras have
to be closed makes these cases even more exceptional, so that in the relatively low dimensions completeness
holds in general. Specifically, all Jordan subalgebras of Sym(Rn) are complete, if n < 8. Even for general
n completeness is generic. A generic symmetric n × n matrix has n distinct eigenvalues. Any subalgebra of
Sym(Rn) containing such a matrix must necessarily be complete. This sheds light on the conspicuous absence
of incomplete Jordan multialgebras from all physically relevant examples so far, since all of them, with the
exception of the example in Section 3, are relatively low dimensional.
2 General theory of exact relations
The standard references [4, 25] for the mathematical theory of composite materials emphasize homogenization
theorems and deal primarily with conducting and elastic composites. In the case of periodic composites there
is an abstract Hilbert space framework [29, 10, 41, 36, 37, 38] that treats all coupled field composites (e.g.
piezo-electric, thermo-elastic, etc.) from the common point of view. We refer to [40] for a systematic treatment
of composites and exact relations based on these ideas. In this paper we adopt the abstract Hilbert space
formalism. Since our specific question is algebraic in nature we give here an algebra-centered overview of the
general theory of exact relations. We refer the reader to [18, 40] for a composite material-centered exposition.
A linear material response to applied fields (electric, elastic, thermal, etc.) is described by a symmetric
positive definite operator L on a finite dimensional inner product space T . If we are interested in polycrys-
talline composites the space T is also a representation space of the rotation group SO(3) or SO(2), if we deal
with fiber-reinforced composites, whose microstructure is determined by any cross-section perpendicular to
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the chosen “fiber direction”. In this case the inner product on T is SO(d)-invariant, d = 2, 3.
In making a composite we choose a compact set of admissible materials U ⊂ Sym+(T ), where Sym+(T )
is the set of symmetric positive definite operators on T . In the case of polycrystalline composites the set U
must be SO(d)-invariant. The effective tensor L∗ of a composite depends on the microstructure. Varying
the microstructure over all possible ones we obtain the set G(U) of corresponding effective tensors L∗ of
composites, called the G-closure of U .
Generically the set G(U) has a non-empty interior in Sym+(T ), even if U consists of only 2 points. We
are interested in special situations, where G(U) is a submanifold of Sym+(T ) of non-zero co-dimension.
Definition 2.1. The submanifold M of Sym+(T ) is called an exact relation if the effective tensor L∗ of a
composite will lie in M, whenever constituent materials lie in M, regardless of the microstructure.
2.1 Lamination exact relations and Jordan multialgebras
In order to identify these special exact relations cases we test G-closure set by taking two arbitrary points
{L1, L2} ⊂ G(U) and forming a laminate—a composite consisting of layers of material L1 alternating with
layers of material L2. Such a laminate is described by the direction of the lamination n ∈ Sd−1 (d = 2 or 3)
and the volume fractions θ1, θ2 = 1 − θ1 of L1 and L2, respectively. For the simple laminate microstructure
there exists a beautiful explicit formula for the effective tensor [38, 40]
Wn(L
∗;L0) = θ1Wn(L1;L0) + θ2Wn(L2;L0), (2.1)
where L0 is an arbitrary “reference material” and the map Wn(L,L0) has the form
Wn(L;L0) = [(L0 − L)
−1 − ΓL0(n)]
−1 = [IT − (L0 − L)ΓL0(n)]
−1(L0 − L),
where IT is the identity map on T , and ΓL0(n) ∈ Sym(T ) is an explicitly known function of n ∈ S
d−1,
whose specific definition is not important for our purposes. We remark, that even though the formula (2.1)
involves L0, the effective tensor L
∗ defined by it is independent of L0. Restricting attention only to laminate
microstructures we formulate the notion of lamination exact relation.
Definition 2.2. A lamination exact relation is a submanifold M of positive co-dimension in Sym+(T )
such that the effective tensor L∗ of a laminate made with {L1, L2} ⊂M is in M for any choice of lamination
direction n ∈ Sd−1 and volume faction θ1 ∈ [0, 1].
It is clear from (2.1) that Wn(M;L0) is a convex subset of Sym(T ) and at the same time a submanifold
of Sym(T ) of the same co-dimension as M. Therefore, Wn(M;L0) is an affine subspace of Sym(T ). However,
choosing L0 ∈ M and observing that W (L0;L0) = 0 implies that the affine subspaces Πn = Wn(M;L0) are
linear subspaces of Sym(T ). The function Λm,n =Wm ◦W−1n maps Πn into Πm diffeomorphically (at least
in the neighborhood of 0). We easily compute
Λm,n(K) = [K
−1 + ΓL0(n)− ΓL0(m)]
−1 = [IT − (ΓL0(m)− ΓL0(n))K]
−1K.
We see that the differential of Λm,n at K = 0 is the identity map: dΛm,n(0)ξ = ξ for any ξ ∈ T0Πn. That
means that the tangent spaces of Πn and Πm are the same. It follows that Πn = Πm, since the submanifolds
Πn and Πm, being subspaces of Sym(T ), coincide with their tangent spaces. Thus, Π = Wn(M;L0) is a
well-defined subspace of Sym(T ), independent of n. Expanding the map Λn,m : Π → Π in powers of K we
obtain
Λm,n(K) = KAm,nK +KAm,nKAm,nK +KAm,nKAm,nKAm,nK + . . . ,
where Am,n = ΓL0(m) − ΓL0(n). We conclude that for M to be a lamination exact relation it is necessary
and sufficient that
KAK ∈ Π, K ∈ Π, A ∈ A = Span{ΓL0(m)− ΓL0(n) : |n| = 1}. (2.2)
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It is easy to check that the subspace A does not depend on m (regardless of what ΓL0(m) is). The sub-
spaces Π satisfying (2.2) are Jordan multialgebras, since they are closed with respect to a family of Jordan
multiplications
K1 ∗A K2 =
1
2
(K1AK2 +K2AK1), A ∈ A.
To avoid any ambiguity we give the following definition.
Definition 2.3. A subspace Π of an associative algebra B is called a Jordan A-multialgebra if it is closed
with respect to a collection of Jordan multiplications1
X ∗A Y =
1
2
(XAY + Y AX), A ∈ A, (2.3)
where A is a subspace of B. A classical definition of a special Jordan algebra corresponds to 1-dimensional
subspaces A. A subspace Π′ of B is called an associative A-multialgebra if it is closed with respect to a
collection of multiplications (X,Y ) 7→ XAY , A ∈ A. The associative A-multialgebra Π′ is called symmetric
if X ∈ Π′ implies XT ∈ Π′.
We remark that the notion of mutation of a Jordan algebra [28] provides a family of examples of Jordan
multialgebras (they can be called “inner multialgebras”). If Π0 is closed with respect to a single product
X ∗A0 Y then it will always be closed with respect to a family of multiplications (2.3), where A = {A0BA0 :
B ∈ Π0}. The question of comparing algebraic structures of an algebra and its mutation is studied in [28],
and is not the object of our investigation.
2.2 Exact relations and complete Jordan multialgebras
Recall that Jordan multialgebras Π correspond to the lamination exact relations (see Definition 2.2). The
fundamental question in the theory of exact relations is whether or not all lamination exact relations are
exact relations in the sense of Definition 2.1. This question was investigated in [15, 18, 16, 40], where simple
algebraic sufficient conditions have been formulated. To state this condition we define the notion of complete
JordanA-multialgebra. Starting with a JordanA-multialgebra Π we define A(Π) to be the smallest associative
A-multialgebra in the sense of Definition 2.3 containing Π. The associativeA-multialgebra A(Π) is necessarily
symmetric in the sense of Definition 2.3. We then define a completion Π of Π by
Π = A(Π)sym, (2.4)
where
Vsym
def
= V
⋂
Sym(T ) = {K +KT : K ∈ V }
for a subspace V ⊂ End(T ), such that V T = V .
Definition 2.4. A Jordan A-multialgebra Π ⊂ Sym(T ) is called complete if
Π = Π, (2.5)
We will say that Π is incomplete, if Π is not complete.
It is easy to see that the completion Π of Π is the smallest complete Jordan A-multialgebra containing Π.
According to the general theory [18, 16], complete Jordan A-multialgebras Π correspond to exact relations
M =W−1
n
(Π;L0).
It is easy to show that Π is complete if and only if 3 and 4-chain identities
K1A1K2A2K3 +K3A2K2A1K1 ∈ Π, K1A1K2A2K3A3K4 +K4A3K3A2K2A1K1 ∈ Π (2.6)
1It would be more proper to use the term special Jordan A-multialgebra. In this paper we omit the qualifier “special”, since
we do not deal with the most general Jordan algebras over a general field.
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hold for all {K1,K2,K3,K4} ⊂ Π and all {A1, A2, A3} ⊂ A. The proof is a straightforward modification of
the proof of Cohn’s theorem [7, 24]. We remark that in the case of classical Jordan algebras (one-dimensional
subspace A) the 3-chain relations hold automatically, while this is not so for Jordan multialgebras. This is
a crucial distinction between classical special Jordan algebras and Jordan multialgebras, since a significant
part of the classical Jordan algebra theory is based on the triple product [24, 28, 32]
{K1,K2,K3} = K1K2K3 +K3K2K1.
It is well-known that not every classical special Jordan algebra is complete. However, the examples given in
textbooks are not subalgebras of Sym(Rn)—the space of all symmetric n × n matrices. Additionally, even
if there are incomplete subalgebras of Sym(Rn), it is still not clear if the presence of several multiplications
would not change the situation. In fact, we have already shown [18] that all Jordan SO(2) and SO(3)-
invariant multialgebras in important physical contexts, such as conductivity, elasticity, piezo-electricity, etc.
are complete. In an attempt to resolve this apparent contradiction between classical theory of Jordan algebras
and physically relevant examples we describe a class of SO(2) and SO(3)-invariant Jordan multialgebras.
2.3 SO(d)-invariant Jordan multialgebras
In this section it is important that T be a real finite dimensional representation of SO(d) (d = 2 or 3). The
irreducible representations (irreps) are parametrized by non-negative integers, called weights. In the theory
of composite materials, where one is interested in coupled thermal, electric and elastic properties of materials,
the space T can contain only the irreps of weights 0, 1 and 2. The weight 0 irrep W0 is a 1-dimensional space
with trivial group action. The weight 1 irrep W1 is Rd with the natural action of SO(d), while the weight
2 irrep W2 is the space Sym0(R
d) of symmetric trace-free d × d matrices with SO(d) acting by conjugation
A 7→ RAR−1. Thus, all conceivable coupled field physical problems would be accommodated by
T =W0 ⊗ Rn0 ⊕W1 ⊗ Rn1 ⊕W2 ⊗ Rn2 , n0 ≥ 0, n1 ≥ 0, n2 ≥ 0 (2.7)
for an appropriate choice of n0, n1 and n2. The notation in (2.7) emphasizes that the group acts trivially on
the second factors in tensor products above. We assume that the representation T is equipped with a fixed
SO(d)-invariant inner product. The space Sym(T ) of symmetric maps on T has a natural action of SO(d)
and splits into the direct sum of irreps up to weight 4. In addition to the representation T the algebraic
structure of our problem is determined by the choice of a subrepresentation A ⊂ Sym(T ), which must be
isomorphic to W2 ⊕W4 as an SO(d) module (or only W2, if n2 = 0). The choice of such a subrepresentation
is highly non-unique, and we assume that a generic choice is made. The goal is to answer the fundamental
question of completeness for SO(d)-invariant Jordan A-multialgebras.
Conjecture 2.5. Assume that T is given by (2.7) and A ⊂ Sym(T ) is isomorphic to W2 ⊕W4 as an SO(3)
module. We conjecture that any rotationally invariant A-multialgebra is complete.
The rationale behind this conjecture is a positive result established in [18] (see also Section 3), when
n0 = n2 = 0 and A = W2 ⊗ RIn1 , where In denotes the n × n identity matrix. The conjecture is stated
only for SO(3)-invariant Jordan A-multialgebras, since this paper settles the SO(2)-invariant version of the
conjecture in the negative (see Section 8). In addition to the results of Section 3 we have also computed a
complete list of Jordan A-multialgebras for n0 = n1 = n2 = 1 in [18]. The conjecture was then verified by
hand for each individual Jordan A-multialgebra.
3 Case study: Multifield response composite materials
Multifield linear response materials were considered in [35, 34]. In this context n coupled potential fields
E = (∇φ1, . . . ,∇φn) induce n conjugate fluxes J = (j1, . . . , jn) satisfying
∇ · j1 = . . . = ∇ · jn = 0.
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Thermoelectric properties of composites would fit in this context with n = 2. For general values of n the
space T is a direct sum of n copies of Rd:
T = Rd ⊕ . . .⊕ Rd︸ ︷︷ ︸
n
= V1 ⊗ Rn, d = 2, 3,
where V1 is the SO(d) irrep of weight 1, i.e. V1 = Rd with standard action of SO(d). The space A was
computed in [18].
A =W2 ⊗ In ⊂ Sym(T ),
whereW2 ⊂ Sym(V1) is the SO(d) irrep of weight 2, denoting the space of symmetric, trace-free d×d matrices
where SO(d) acts by conjugation. For the case d = 3 all SO(3)-invariant Jordan A-multialgebras have been
computed in [18]. The result is given in Theorem 3.1 below.
Theorem 3.1. Let Π be an SO(3)-invariant Jordan A-multialgebra in Sym(V1 ⊗ Rn), where A = W2 ⊗ In.
Then there exists an associative subalgebra B of End(Rn), such that BT = B and Π = (End(W1)⊗ B)sym.
An immediate consequence of this theorem is that all SO(3)-invariant Jordan A-multialgebras are com-
plete.
When d = 2 we can label points in V1 = R2 with standard action of SO(2), by complex numbers, so that
the action of Rθ ∈ SO(2) on z ∈ C is given by eiθz. Here Rθ denotes the rotation through the angle θ in
counterclockwise (positive) direction. We write
T = C⊗ Rn = Cn, Rθ · u = eiθu, u ∈ Cn, Rθ ∈ SO(2).
The SO(2)-invariant inner product on T is (u,v)T = ℜe〈u,v〉, where 〈·, ·〉 is the standard Hermitean inner
product on Cn. Every K ∈ End(T ) = EndR(Cn) is uniquely determined by two complex n × n matrices X
and Y via its action on u ∈ Cn:
Ku = Xu+ Y u.
Therefore, we will write K(X,Y ) to identify elements of End(T ). We easily compute
Sym(T ) = {K(X,Y ) : X ∈ H(Cn), Y ∈ Sym(Cn)},
where H(Cn) denotes the set of all complex Hermitean n× n matrices. In this notation
A = {K(0, zIn) : z ∈ C}, Rθ ·K(X,Y ) = K(X, e2θY ).
Therefore, an arbitrary SO(2) submodule of Sym(T ) is given by
Π = ΠL,M = {(X,Y ) : X ∈ L ⊂ H(Cn), Y ∈ M ⊂ Sym(Cn)},
where L can be any real subspace of H(Cn and M can be any complex subspace of Sym(Cn). If an SO(2)
submodule Π is also an A-multialgebra, then the subspaces L and M have to satisfy
Y 2 +XXT ∈M, Y X +XY ∗ ∈ L for all X ∈ L, Y ∈ M. (3.1)
The 3-chain condition is equivalent to
cX1X
T
2 X3 + cX3X
T
2 X1 ∈ L, for all c ∈ C, and all {X1, X2, X3} ⊂ L. (3.2)
The 4-chain condition is a lot more complicated.
The complete characterization of all solutions of (3.1) is unknown. However, some families of solutions
can be easily identified. We will focus on one such family, since it will lead us to incomplete SO(2)-invariant
Jordan A-multialgebras, in contrast to Theorem 3.1 in 3D.
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Let Π0 ⊂ Sym(Rn) be a Jordan subalgebra of Sym(Rn), i.e. Π0 is a subspace of Sym(Rn) closed with
respect to the Jordan product
A ∗B =
1
2
(AB +BA). (3.3)
Then
L = {0}, M = Π0 ⊗ C (3.4)
solves (3.1). The 3-chain condition (3.2) is therefore trivially satisfied. The 4-chain condition from (2.6)
reduces to the classical 4-chain condition
Y1Y2Y3Y4 + Y4Y3Y2Y1 ∈ Π0 for all {Y1, Y2, Y3, Y4} ⊂ Π0 (3.5)
Our next goal is to characterize all Jordan subalgebras Π0 of Sym(Rn) up to orthogonal conjugation. We
observe that all Jordan subalgebras of Sym(Rn) are formally real, i.e. if
X21 + . . .+X
2
m = 0, m ≥ 1, {X1, . . . , Xm} ⊂ Sym(R
n)
then X1 = . . . = Xm = 0. The complete classification of all formally real Jordan algebras, up to an
isomorphism, has been achieved by Jordan, von Neumann and Wigner in [26]. Our goal is to go a little
further and classify all faithful representations of formally real Jordan algebras in Sym(Rn). We note that
completeness in the sense of Definition 2.4 is a property of the representation of an algebra, not of the algebra
itself. In fact, our results will produce an example of two different faithful representations of the same algebra
in Sym(Rn), one of which is complete, while the other is not.
4 Formally real Jordan algebras
In this section we review the complete classification by Jordan, von Neumann and Wigner of all formally real
Jordan algebras for the convenience of the reader. In addition to the classification itself, we will also need
many of their intermediate results in [26].
The first set of statements (Theorem 4.1) refers to an arbitrary formally real Jordan algebra.
Theorem 4.1.
(a) There is a unique element IΠ ∈ Π such that IΠ ∗A = A for all A ∈ Π.
(b) The subalgebra 〈IΠ, A〉 generated by A ∈ Π and IΠ contains pairwise orthogonal non-zero idempotents2
E1, . . . , Es such that
E1 + . . .+ Es = IΠ, λ1E1 + . . .+ λsEs = A (4.1)
for some {λ1, . . . , λs} ⊂ R.
(c) An idempotent is called unresolvable, if it cannot be written as a sum of two orthogonal non-zero idem-
potents. There exist unresolvable, pairwise orthogonal idempotents E1, . . . , Er such that
E1 + . . .+ Er = IΠ. (4.2)
The resolution of unity (4.2) is not unique but the number r of unresolvable pairwise orthogonal idem-
potents in it is always the same.
(d) If A ⊂ Π is a proper ideal then Π = A ⊕ B as a direct sum of algebras, where B = {B ∈ Π : A ∗ B =
0, for all A ∈ A} is the complementary ideal.
2i.e. Eν ∗ Eσ = δνσEν , ν = 1, . . . , s, σ = 1, . . . , s.
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(e) Any algebra Π is a direct (orthogonal) sum of simple algebras
Π = Π1 ⊕ . . .⊕Πm, (4.3)
where each component Πj is identified with a minimal proper ideal in Π.
The second set of results (Theorem 4.2) refers to a simple formally real Jordan algebra Π, in which the
decomposition of unity (4.2) has been chosen. Let
Mρσ =
{
A ∈ Π : Eτ ∗A =
1
2
(δρτ + δστ )A for all τ = 1, . . . , r
}
, ρ, σ = 1, . . . , r.
Clearly, Mρσ =Mσρ.
Theorem 4.2.
(a) Π =
⊕
1≤ρ≤σ≤r
Mρσ, as a direct sum of vector spaces.
(b) dimMσσ = 1, p = dimMρσ is independent of σ and ρ, as long as σ 6= ρ.
(c) The spaces Mρσ have bases {Xρσ1 , . . . , X
ρσ
p } such that
Xρσµ ∗X
ρσ
ν = δµν(Eρ + Eσ), µ, ν = 1, . . . , p, 1 ≤ ρ < σ ≤ r.
The third result (Theorem 4.3) is the well-known characterization of all formally real simple Jordan
algebras.
Theorem 4.3. If Π is a formally real simple Jordan algebra then it is isomorphic to one of the following
algebras classified according to the number of indecomposable idempotents in the resolution of unity (4.2)
• r = 1, R
• r = 2, “spin factors” Sn, n ≥ 3 defined by Sn = Span{ISn , s1, . . . , sn−1}, where ISn ∗ ISn = ISn ,
ISn ∗ sj = sj, si ∗ sj = δijISn .
• r ≥ 3, Sym(Rr), H(Cr), H(Hr), denoting real symmetric r × r matrices, complex Hermitean r × r
matrices and quaternionic Hermitean r × r matrices, respectively.
• 27-dimensional exceptional Albert algebra M83 (r = 3). It has no non-trivial representations in Sym(R
n).
It was shown by Albert [3] that M83 cannot be identified as a subspace of an associative algebra that is
closed under the multiplication (3.3).
Remark 4.4. It will be useful to list the value of the invariant p = dimMρσ, defined in Theorem 4.2, for all
the simple algebras from Theorem 4.3.
• p = 1 for Sym(Rr), r ≥ 1 (Sym(R2) ∼= S3),
• p = 2 for H(Cr), r ≥ 2 (H(C2) ∼= S4),
• p = 3 for S5
• p = 4 for H(Hr), r ≥ 2 (H(H2) ∼= S6),
• p ≥ 5 for Sp+2.
For M83 p = 8.
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5 The structure of Jordan subalgebras of Sym(Rn)
5.1 The non-singular Jordan algebras
From now on Π refers to a subalgebra of Sym(Rn), i.e. a subspace closed with respect to the multiplication
(3.3). Let
N (Π) = {u ∈ Rn : Au = 0 for all A ∈ Π}.
Then, in the basis which is the union of the bases for V = N (Π)⊥ and N (Π)
Π =
{[
A 0
0 0
]
: A ∈ Π0 ⊂ Sym(V )
}
, (5.1)
where Π0 is a Jordan subalgebra of Sym(V ), for which N (Π0) = {0}.
Definition 5.1. We say that the Jordan algebra Π is non-singular if N (Π) = {0}.
Any algebra Π is non-singular on V = N (Π)⊥. Hence, without loss of generality, we may assume that Π
is non-singular.
Lemma 5.2. Suppose that the Jordan algebra Π ⊂ Sym(Rn) is non-singular. Then, In ∈ Π, where In is the
n× n identity matrix.
Proof. By Theorem 4.1 there exists the algebra identity IΠ ∈ Π. Then I2Π = IΠ. Therefore, the symmetric
matrix IΠ may have eigenvalues that are either 1 or 0. Suppose u ∈ Rn is an eigenvector of IΠ with eigenvalue
zero. Then, by assumption, there exists A ∈ Π, such that v = Au 6= 0. Applying the equality 2A = AIΠ+IΠA
to the vector u we obtain 2v = IΠv. This contradicts the fact that 2 is not an eigenvalue for IΠ. Thus, IΠ
may not have an eigenvalue 0. Therefore, IΠ = In.
Let A ∈ Π. Suppose that its eigenvalues are {λ1, . . . , λs} ⊂ R and the corresponding eigenspaces are
Vα, α = 1, . . . , s. By Theorem 4.1 the idempotents Eα in (4.1) must be orthogonal projections PVα onto the
eigenspaces Vα of A. We will call them spectral projections. Thus, for any A ∈ Π all of its spectral projections
PVα must also be in Π, and
A =
s∑
α=1
λαPVα , V1 ⊕ . . .⊕ Vs = R
n, (5.2)
5.2 Splitting of Jordan algebras
Definition 5.3. We say that the Jordan algebra Π ⊂ Sym(Rn) splits over the orthogonal decomposition
Rn = V1 ⊕ . . .⊕ Vm, if Π = Π1 ⊕ . . .⊕Πm, is a direct sum of Jordan algebras, where
Πα = {A ∈ Π : Aw = 0 for all w ∈ V
⊥
α }, α = 1, . . . ,m.
If Π splits over Rn = V1 ⊕ . . . ⊕ Vm, then in the basis, which is the union of bases for Vα, α = 1, . . . ,m
the algebra Π has the form
Π =

 A1 0. . .
0 Am
 : Aα ∈ Π0α ⊂ Sym(Vα), α = 1, . . . ,m
 .
In other words all matrices in Π have block-diagonal structure, with independent blocks Aα taken from
subalgebras Π0α ⊂ Sym(Vα) that are isomorphic to Πα. Clearly, each Πα ⊂ Π is an ideal. Conversely, if
A ⊂ Π is an ideal, then, according to Theorem 4.1, there exists a complementary ideal
B = {B ∈ Π : A ∗B = 0 for all A ∈ A},
such that Π = A⊕ B, as a direct sum of algebras.
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Lemma 5.4. Let A and B be the complementary pair of ideals in Π. Then there exists V ⊂ Rn such that
Π = A⊕ B is the splitting of Π over Rn = V ⊕ V ⊥.
Proof. Let V = N (B). The subspace V cannot be all of Rn, since otherwise B = {0} and A = Π. If V = {0},
then B is a non-singular algebra and In ∈ B, by Lemma 5.2. But then B = Π and A = {0}. The subspace
V ⊥ is invariant for B, since all matrices in B are symmetric. Thus, B is isomorphic to a subalgebra B0 of
Sym(V ⊥) defined by the restriction of B on V ⊥. By our construction N (B0) = {0} and, applying Lemma 5.2
to B0 we conclude that PV ⊥ ∈ B. Now, let B ∈ Π be such that Bv = 0 for all v ∈ V . Then PV ⊥ ∗ B = B.
Thus, B ∈ B, since B is an ideal. We have now proved that B = {B ∈ Π : Bv = 0 for all v ∈ N (B)}. To
finish the proof of the lemma we need to show that N (A) = V ⊥. First we observe that V (and therefore V ⊥)
is an invariant subspace for A. Indeed, for any v ∈ V and any A ∈ A we have
PV ⊥(Av) = 2(PV ⊥ ∗A)v −A(PV ⊥v) = 0,
since PV ⊥ ∈ B. Also, for any w ∈ V
⊥ and any A ∈ A we have
Aw = PV ⊥(Aw) = 2(PV ⊥ ∗A)w − A(PV ⊥w) = −Aw.
Thus, V ⊥ ⊂ N (A). To prove the reverse inclusion we observe that PV ∗ B = 0 for all B ∈ B. Indeed,
B ∗ PV ⊥ = B for all B ∈ B, therefore B ∗ PV = B ∗ (In − PV ⊥) = B −B = 0. It follows that PV ∈ A. Thus,
if Ax = 0 for all A ∈ A, then PV x = 0 and x ∈ V ⊥.
Corollary 5.5. Let (4.3) be the decomposition of Π into a direct sum of simple algebras. Then, there
exist pairwise orthogonal subspaces V1, . . . , Vm of Rn such that (4.3) is the splitting of Π over the orthogonal
decomposition Rn = V1 ⊕ . . .⊕ Vm. Thus,
Π =

 A1 0. . .
0 Am
 : Aα ∈ Πα ⊂ Sym(Vα), α = 1, . . . ,m
 , (5.3)
where Πα ⊂ Sym(Vα), α = 1, . . . ,m are simple Jordan algebras.
5.3 Irreducible Jordan algebras
According to Corollary 5.5 we need to understand the structure of simple non-singular Jordan algebras
Π ⊂ Sym(Rn). As in the theory of associative algebras it is important whether or not there is a common
invariant subspace for all matrices A ∈ Π. Any Jordan algebra is completely reducible in the sense that there
exists an orthogonal decomposition
Rn = V1 ⊕ . . .⊕ Vk,
such that all subspaces Vα are invariant for all matrices A ∈ Π and they do not contain any smaller proper
invariant subspaces for Π.
Definition 5.6. A Jordan subalgebra of Sym(Rn) is called irreducible if it does not have any proper invariant
subspaces in Rn.
We remark that an irreducible Jordan subalgebra of Sym(Rn) is just a faithful irreducible representation of
a simple formally real Jordan algebra. Our goal is to describe the structure of an arbitrary simple non-singular
subalgebra of Sym(Rn) in terms of irreducible algebras.
Lemma 5.7. Let Π be a simple non-singular subalgebra of Sym(Rn) and Rn = V1 ⊕ . . .⊕Vk be an orthogonal
decomposition of Rn into the sum of irreducible invariant subspaces. Let
Πα = {PVαAPVα : A ∈ Π} ⊂ Sym(Vα), α = 1, . . . , k.
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Then Πα ⊂ Sym(Vα), α = 1, . . . , k are irreducible Jordan algebras in the sense of Definition 5.6. Moreover,
the maps Tαβ : Πα → Πβ defined as
TαβA = PVβKPVβ , A = PVαKPVα , K ∈ Π
are Jordan algebra isomorphisms.
Proof. Let A ∈ Πα and suppose {K1,K2} ⊂ Π are such that A = PVαK1PVα = PVαK2PVα . Then PVα(K1 −
K2)PVα = 0. Let
A = {K ∈ Π : PVαKPVα = 0}.
Let us show that A is an ideal in Π. Let X ∈ Π and K ∈ A be arbitrary. For any x ∈ Rn we have x = v+w,
where v ∈ Vα and w ∈ V
⊥
α . Obviously PVα(X ∗K)PVαw = 0. We also have
2PVα(X ∗K)PVαv = PVαKXv,
since Kv = 0 for any v ∈ Vα. But Xv ∈ Vα, since Vα is an invariant subspace for Π, and thus, KXv = 0. It
follows that X ∗K ∈ A. The ideal A cannot be Π, since in that case Vα ⊂ N (Π), contrary to the assumption
that Π is a non-singular algebra. Hence, A = {0}. Hence, for any A ∈ Πα there is a unique K ∈ Π for which
A = PVαKPVα . Moreover, for any {K1,K2} ⊂ Π we have
(PVαK1PVα) ∗ (PVαK2PVα) = PVα(K1 ∗K2)PVα .
Indeed, the invariance of Vα implies that for any v ∈ Vα
PVαK1PVαPVαK2v = PVαK1K2v = K1K2v.
It follows that Πα ⊂ Sym(Vα) are irreducible Jordan algebras. The maps Tαβ are well-defines and preserve
Jordan multiplication
Tαβ(A1 ∗A2) = PVβ (K1 ∗K2)PVβ = (PVβK1PVβ ) ∗ (PVβK2PVβ ) = (TαβA1) ∗ (TαβA2).
By construction, the maps Tαβ are surjective. Let us show that they are also injective. If A ∈ Πα and A 6= 0,
then there is a unique K ∈ Π such that A = PVαKPVα . Clearly, K 6= 0. If TαβA = PVβKPVβ = 0, then
K ′ = 0 and K 6= K ′ satisfy PVβKPVβ = PVβK
′PVβ in contradiction of uniqueness.
Hence, we have proved the structure theorem for simple non-singular Jordan subalgebras of Sym(Rn).
Theorem 5.8. Let Π ⊂ Sym(Rn) be a non-singular simple Jordan algebra. Then there exists an orthonormal
basis (o.n.b.) of Rn in which the algebra Π has the form
Π =


A 0
T1A
. . .
0 Tk−1A
 : A ∈ Π0 ⊂ Sym(RN )
 , (5.4)
where Π0 ⊂ Sym(RN ) is an irreducible Jordan algebra and T1, . . . , Tk−1 are Jordan algebra isomorphisms.
Thus, we have reduced the problem of description of all subalgebras of Sym(Rn) to the problem of char-
acterization of all irreducible representations of simple Jordan algebras and their isomorphisms.
The problem of completeness of Π can also be restated. It is now clear that for a Jordan algebra to be
complete in the sense of Definition 2.4 it is necessary and sufficient for each of its simple components Πα, to
be complete. The latter condition will be satisfied if and only if the irreducible algebras Π0 and Πα = TαΠ0,
α = 1, . . . , k − 1, in the representation (5.4) are complete and Jordan isomorphisms Tα satisfy
Tα(A1A2A3A4 +A4A3A2A1) = TαA1TαA2TαA3TαA4 + TαA4TαA3TαA2TαA1. (5.5)
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6 The characterization of irreducible Jordan algebras
To complete the characterization of all Jordan subalgebras Sym(Rn) we need to describe all irreducible Jordan
algebras up to an orthogonal equivalence and compute their Jordan isomorphisms. In this section we take on
the former problem.
6.1 Block decomposition
Let J be a simple formally real Jordan algebra. Let Φ : J → Sym(Rn) be an irreducible representation of
J. According to Theorem 4.2 there exist r indecomposable orthogonal idempotents {E1, . . . , Er} ⊂ J. Their
images under the representation Φ must necessarily be orthogonal projectors onto the mutually orthogonal
subspaces W1, . . . ,Wα such that Rn = W1 ⊕ . . .⊕Wr. The algebra Π = Φ(J) can be represented as a direct
sum Π =
⊕
1≤ρ≤σ≤rM
ρσ (block decomposition), where
Mαα = RPWα , PWα = Φ(Eα), α = 1, . . . , r,
and
Mαβ = {PWαAPWβ + PWβAPWα : A ∈ Π}, 1 ≤ α < β ≤ r.
The spaces Mαβ have the same dimension p for all 1 ≤ α < β ≤ r and have the basis
Xαβµ = PWαAµPWβ + PWβAµPWα (6.1)
such that
Xαβµ ∗X
αβ
ν = δµν(PWα + PWβ ), µ, ν = 1, . . . , p. (6.2)
In particular,
(Xαβµ )
2 = PWαAµPWβAµPWα + PWβAµPWαAµPWβ = PWα + PWβ .
It follows that
PWαAµPWβAµPWα = PWα , PWβAµPWαAµPWβ = PWβ .
From the first equality we obtain that
dim(Wα) = rank(PWα) = rank(PWαAµPWβAµPWα) ≤ dim(Wβ),
while from the second one we obtain
dim(Wβ) = rank(PWβ ) = rank(PWβAµPWαAµPWβ ) ≤ dim(Wα).
Thus, dim(Wα) = d = n/r for all α = 1, . . . , r.
6.2 Structure of Mαβ-blocks
In order to continue, it will be convenient to fix arbitrary orthonormal bases for spacesWα and work with the
space Uαβ of d× d matrices representing the αβ-block of Mαβ . The n× n symmetric matrices Xαβµ ∈M
αβ
given by (6.1) can be described by their αβ d× d blocks X̂αβµ ∈ U
αβ . When α 6= β the relation (6.2) for Xαβµ
can be written in terms of matrices X̂αβ1 , . . . , X̂
αβ
p as follows
X̂αβµ (X̂
αβ
µ )
T = Id, X̂
αβ
µ (X̂
αβ
ν )
T + X̂αβν (X̂
αβ
µ )
T = 0, µ 6= ν.
It follows that {X̂αβ1 , . . . , X̂
αβ
p } ⊂ O(d). Let Y
αβ
µ = X̂
αβ
µ (X̂
αβ
p )
T , µ = 1, . . . , p. Then Y αβp = Id and
(Y αβµ )
2 = −Id, Y
αβ
µ + (Y
αβ
µ )
T = 0, Y αβµ Y
αβ
ν + Y
αβ
ν Y
αβ
µ = 0, 1 ≤ µ < ν ≤ p− 1. (6.3)
We consider two cases r = 2 and r > 2.
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6.2.1 Case r > 2
When r > 2 Remark 4.4 implies that J can only be Sym(Rr), for which p = 1, H(Cr), for which p = 2, or
H(Hr), for which p = 4. The explicit description of the irreducible representations of these three algebras will
be written in terms of the canonical matrix representations of complex numbers and quaternions. Specifically
we define the maps ϕ, ψ : C→ EndR(R2) and Q : H→ EndR(R4) as follows
ϕ(x+ iy) =
[
x −y
y x
]
, ψ(x+ iy) =
[
x y
y −x
]
, (6.4)
Q(q0 + iq1 + jq2 + kq3) =
[
ϕ(q0 + iq1) −ψ(q2 + iq3)
ψ(q2 + iq3) ϕ(q0 + iq1)
]
. (6.5)
These functions have the properties
ϕ(a)z = az, ψ(a)z = az, Q(q)h = qh.
Additionally
ϕ(a)T = ϕ(a), ψ(a)T = ψ(a), Q(q)T = Q(q).
For a collection of d × d matrices Mαβ, 1 ≤ α ≤ r, 1 ≤ β ≤ r the notation (Mαβ) stands for the dr × dr
matrix given in block-form by the r × r block-matrix, whose αβ-blocks are d× d matrices Mαβ .
Theorem 6.1. Up to an orthogonal conjugation a simple formally real special Jordan algebra J with r ≥ 3
has a unique irreducible representation by matrices in Sym(Rn), given explicitly by the following formulas
(a) J = Sym(Rr). Then n = r and Φ(J) = J , J ∈ Sym(Rr)
(b) J = H(Cr). Then n = 2r and H(Cr) ∋ J 7→ Φ(J) = (ϕ(Jαβ)).
(c) J = H(Hr). Then n = 4r and H(Hr) ∋ J 7→ Φ(J) = (Q(Jαβ)).
Proof. Let K denote the division algebra R, C or H in the definition of the algebra J. For an irreducible
representation Φ : J → Sym(Rn) (n = dr) and α 6= β let Φαβ : K → Uαβ , while Φαα(1) = Id, so that
Φ(J) = (Φαβ(Jαβ)). The maps Φαβ satisfy
Φαβ(q)
T = Φβα(q), Φαβ(q)Φαβ(q)
T = |q|2Id, Φαβ(q)Φβγ(h) = Φαγ(qh), α 6= γ
In particular, Φαβ(1) ∈ O(d). Let
R =

Id 0
Φ12(1)
. . .
0 Φ1r(1)
 .
Then R ∈ O(n) and Ψ(J) = RΦ(J)RT is an orthogonally equivalent irreducible representation of J in
Sym(Rn), such that Ψ1α(1) = Id, α = 1, . . . , r. Let α 6= β and β 6= 1. Then
Ψαβ(q) = Ψ1α(1)Ψαβ(q) = Ψ1β(q).
If in addition, α 6= 1 (which is possible if and only if r ≥ 3), then
Ψαβ(q) = Ψβα(q)
T = Ψ1α(q)
T = Ψα1(q)
Hence, when α 6= β, α 6= 1, β 6= 1 we have
Ψαβ(q)Ψαβ(h) = Ψα1(q)Ψ1β(h) = Ψαβ(qh).
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For any β 6= 1 there is α 6= 1 and α 6= β, since r ≥ 3. Then Ψ1β(q) = Ψαβ(q). Similarly, for any α 6= 1 there is
β 6= 1 and α 6= β, and it follows that Ψα1(q) = Ψαβ(q). Hence, for any α 6= β the functions Ψαβ are algebra
homomorphisms. In particular, if α 6= β we have
Ψβα(q) = Ψαβ(q)
T = |q|2(Ψαβ(q))
−1 = Ψαβ(|q|
2q−1) = Ψαβ(q).
In particular, Ψ21(q) = Ψ12(q). Also, for any α 6= 1, 2
Ψ1α(q) = Ψα1(q) = Ψα2(q) = Ψ12(q).
Finally, if α 6= β, α 6= 1, β 6= 1 then
Ψαβ(q) = Ψ1β(q) = Ψ12(q).
Thus, there is a division algebra homomorphism Ψ12 : K → EndR(Rd) such that Ψ12(q)T = Ψ12(q) and
Ψαβ(q) = Ψ12(q) for all α 6= β and all q ∈ K. The homomorphism Ψ12 is non-zero and hence injective (since
K is a simple algebra over R). If the associative algebra U = Ψ12(K) ⊂ EndR(Rd) has a proper invariant
subspace V ⊂ Rd then the subspace
V ⊕ . . .⊕ V︸ ︷︷ ︸
r times
⊂ Rd ⊕ . . .⊕ Rd︸ ︷︷ ︸
r times
= Rn
is a proper invariant subspace of the representation Ψ(J). We conclude that Ψ12 must be an irreducible
representation of K for an irreducible representation Ψ of J. It remains to note that there is a unique3 (up
to an orthogonal conjugation) irreducible representation Ψ12 of K on Rd satisfying Ψ12(q)T = Ψ12(q). It is
given explicitly by the following formulas
• If K = R then d = 1 and Ψ12(q) = q.
• If K = C then d = 2 and Ψ12(q) = ϕ(q), given by (6.4).
• If K = H then d = 4 and Ψ12(q) = Q(q), given by (6.5).
6.2.2 Case r = 2
When r = 2 we have
Π =
{[
λIn/2 A
AT µIn/2
]
: {λ, µ} ⊂ R, A ∈ U
}
.
The conditions (6.3) on the basis (I, Y1, . . . , Yp−1) of U12 = U are both necessary and sufficient for Π to be
closed with respect to the Jordan product (3.3). The irreducibility condition is equivalent to the requirement
that all matrices in U have no common proper invariant subspace. Indeed, if U has a proper invariant
subspace V then the space V = {(v1, v2) : {v1, v2} ⊂ V } is a proper invariant subspace for Π. If U has
no proper invariant subspaces and if V is a proper invariant subspace of Π then (v, w) ∈ V implies that
(v, 0) = K1(v, w) ∈ V and (0, w) = K2(v, w) ∈ V , where K1 ∈ Π corresponds to λ = 1, µ = 0, A = 0
and K2 ∈ Π corresponds to λ = 0, µ = 1, A = 0. Then there are subspaces V1 and V2 of Rn/2 such that
V = {(v1, v2) : v1 ∈ V1, v2 ∈ V2}. The invariance of V is then equivalent to the condition that U maps V1
into V2 and V2 into V1. However, In/2 ∈ U and hence, if v1 ∈ V1 then v1 ∈ V2 and conversely, if v2 ∈ V2 then
v2 ∈ V1. It follows that V1 = V2 = V . But then V must be an invariant subspace for U . Therefore, V is
either {0} or Rn/2, in which case V is also either {0} or Rn.
The problem of identifying subspaces U as described above is called a real Radon-Hurwitz problem [23,
42], who studied it in connection with the question of composition of quadratic forms. This problem has
3For the sake of completeness this statement will be a consequence of our analysis of the case r = 2. See Remarks 6.4 and
6.5 below.
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connections to self-dual 2-forms [8], linearly independent vector fields on spheres [1], system of hyperbolic
conservation laws [2], Clifford algebras [9], etc. In particular the matrices Y1, . . . , Yp−1 in (6.3) are the
generators of the 2p−1-dimensional Clifford algebra Cℓp−1,0(R). We are interested in an explicit and complete
characterization of all possible subspaces U as above. While Hurwitz solved this problem in the complex
case, his solution is difficult to adapt to the real case. Here we present the alternative solution based on
the representation theory of finite groups [14]. Following [14] we let Gp be a finite group with generators ε,
a1, . . . , ap−1, p ≥ 2, satisfying the relations
ε2 = 1, a2k = ε, εak = akε, akal = εalak, k, l = 1, . . . , p− 1, k 6= l.
Then, the matrices Y1, . . . , Yp−1 satisfying (6.3) describe an irreducible orthogonal representation of the group
Gp that sends ε to −In/2. Eckmann [14] has computed the number, type, and dimensions of such irreps of
Gp (see Appendix A). His results are summarized in the following theorem.
Theorem 6.2 (Eckmann). All non-isomorphic irreducible real representations of Gp that map ε to −I are
characterized as follows.
• p = 1, 7 mod 8. Then the unique real irrep Vp is a representation of real type and d(p) = dim Vp = 2
p−1
2 .
• p = 3, 5 mod 8. Then the unique real irrep Vp is a representation of quaternionic type and d(p) =
dimVp = 2
p+1
2 .
• p = 2, 6 mod 8. Then the unique real irrep Vp is a representation of complex type and d(p) = dim Vp =
2
p
2 .
• p = 0 mod 8. Then there are two distinct irreps V +p and V
−
p both of real type and d(p) = dimV
±
p =
2
p−2
2 .
• p = 4 mod 8. Then there are two distinct irreps V +p and V
−
p both of quaternionic type and d(p) =
dimV ±p = 2
p
2 .
We note that the function d(p) given explicitly in Theorem 6.2 can also be defined recursively by
d(p+ 8) = 16d(p), d(1) = 1, d(2) = 2, d(3) = d(4) = 4, d(5) = d(6) = d(7) = d(8) = 8. (6.6)
It remains to construct the representations Vp explicitly. It is sufficient to indicate the images of a1, . . . , ap−1
(since it is required that ε 7→ −Id(p)). To describe the answer we need to introduce the following notation.
Q̂(q0 + iq1 + jq2 + kq3) =
[
ϕ(q0 + iq1) ϕ(q2 + iq3)
−ϕ(q2 − iq3) ϕ(q0 − iq1)
]
, (6.7)
where ϕ was given in (6.4). The function Q̂ satisfies
Q̂(q1)Q̂(q2) = Q̂(q1q2), Q̂(q)
T = Q̂(q), Q̂(q1)Q(q2) = Q(q2)Q̂(q1).
For {q, h} ⊂ H we also define
O(q, h) =
[
Q(q) Q̂(h)
−Q̂(h) Q(q)
]
, (6.8)
where the maps Q and Q̂ are defined in (6.5) and (6.7), respectively. The map O has the following properties
O(q, h)T = O(q,−h), O(q, h)O(q, h)T = (|q|2 + |h|2)I8.
For 2 ≤ p ≤ 9 we have the following explicit representations, which are slightly modified versions of the
ones in [8].
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List 6.3.
• p = 2, d(p) = 2, ρ2(a1) = ϕ(i).
Remark 6.4. The uniqueness of the irreducible representation V2 implies that up to an orthogonal
conjugation the irreducible representation of C on EndR(Rd) satisfies d = 2 and is given by C ∋ c 7→ ϕ(c).
• p = 3, d(p) = 4, ρ3(a1) = Q(i), ρ3(a2) = Q(j)
• p = 4, d(p) = 4. There are two non-isomorphic representations:
ρ±4 (a1) = ±Q(i), ρ
±
4 (a2) = ±Q(j), ρ
±
4 (a3) = ±Q(k).
Indeed,
ρ+4 (a1a2) = ρ
+
4 (a3), ρ
−
4 (a1a2) = −ρ
−
4 (a3).
Remark 6.5. Let Ψ0 : H→ EndR(Rd) be a representation of H. If we define ρ(ε) = −Id, ρ(a1) = Ψ0(i),
ρ(a2) = Ψ0(j), ρ(a3) = Ψ0(k) then ρ will be a representation of G4 on Rd. Clearly, ρ is irreducible if
and only if Ψ0 is irreducible. Thus, d = 4 and, up to the orthogonal conjugation, either
Ψ0(i) = Q(i), Ψ0(j) = Q(j), Ψ0(k) = Q(k),
or
Ψ0(i) = −Q(i), Ψ0(j) = −Q(j), Ψ0(k) = −Q(k).
However, the latter choice results in Ψ0(ij) = −Ψ0(i)Ψ0(j). Hence, up to an orthogonal conjugation
Ψ0(q) = Q(q).
• p = 5, d(p) = 8,
ρ5(a1) = O(0, 1), ρ5(a2) = O(0, i), ρ5(a3) = O(0, j), ρ5(a4) = O(0, k).
• p = 6, d(p) = 8,
ρ6(a1) = O(0, i), ρ6(a2) = O(0, j), ρ6(a3) = O(0, k),
ρ6(a4) = O(i, 0), ρ6(a5) = O(j, 0).
• p = 7, d(p) = 8,
ρ7(a1) = O(0, i), ρ7(a2) = O(0, j), ρ7(a3) = O(0, k),
ρ7(a4) = O(i, 0), ρ7(a5) = O(j, 0), ρ7(a6) = O(k, 0).
• p = 8, d(p) = 8: There are two non-isomorphic representations: ρ−8 (ai) = −ρ
+
8 (ai), i = 1, . . . , 7
ρ−8 (a1) = O(0, 1), ρ
−
8 (a2) = O(0, i), ρ
−
8 (a3) = O(0, j), ρ
−
8 (a4) = O(0, k),
ρ−8 (a5) = O(i, 0), ρ
−
8 (a6) = O(j, 0), ρ
−
8 (a7) = O(k, 0).
The irrep ρ−8 is not isomorphic to ρ
+
8 because
ρ+8 (a2a3a4a5a6a7) = ρ
+
8 (a1),
whereas
ρ−8 (a2a3a4a5a6a7) = −ρ
−
8 (a1),
16
• p = 9, d(p) = 16.
ρ9(a1) = ψ(i)⊗O(i, 0), ρ9(a2) = ψ(i)⊗O(j, 0), ρ9(a3) = ψ(i)⊗O(k, 0),
ρ9(a4) = ψ(i)⊗O(0, i), ρ9(a5) = ψ(i)⊗ O(0, j), ρ9(a6) = ψ(i)⊗O(0, k),
ρ9(a7) = ψ(i)⊗O(0, 1), ρ9(a8) = ϕ(i)⊗O(1, 0).
For m1×n1 matrix A and m2×n2 matrix B the tensor product notation A⊗B denotes m1m2×n1n2 matrix
written in block-form as
A⊗B =
 a11B . . . a1n1B. . . . . . . . .
am11B . . . am1n1B
 .
Suppose that representations ρp of Gp have been constructed for 2 ≤ p ≤ 9. For p ≥ 10 we define
ρp(ai) = ρ9(ai)⊗ Id(p−8), i = 1, . . . , 8, ρp(ai) = B ⊗ ρp−8(ai), i = 9, . . . , p− 1, (6.9)
where B = ψ(1) ⊗ I8 ∈ Sym(R16). We have B2 = I16. Therefore, ρp(ai)2 = −Ip and ρp(ai)ρp(aj) =
−ρp(aj)ρp(ai) if i 6= j and both i and j are either below 9 or above 8. We need to check the anticommutativity
property for i ≤ 8 and j ≥ 9:
ρ9(ai)B ⊗ ρp−8(aj) = −Bρ9(ai)⊗ ρp−8(aj).
This will be satisfied if
ρ9(ai)B = −Bρ9(ai). (6.10)
We can verify (6.10) explicitly via the formulas for ρ9 below.
In addition to the explicit representations Vp it is also convenient to have an explicit form of the subspaces
Wp = Span{ρp(a1), . . . , ρp(ap−1)} ⊂ Skew(Rd(p)), U = Up = RId(p) ⊕Wp.
List 6.6.
• p = 1, W1 = {0} ⊂ R, U1 = R
• p = 2,
W2 = Rϕ(i) = Skew(R2),
U2 = {ϕ(z) : z ∈ C}.
• p = 3,
W3 = {Q(q) : q ∈ H, q = q1i+ q2j}.
U3 = {Q(q) : q ∈ H, q = q0 + q1i+ q2j}.
• p = 4,
W4 = {Q(q) : q ∈ H, ℜe(q) = 0},
U4 = {Q(q) : q ∈ H}.
• p = 5,
W5 = {O(0, h) : h ∈ H},
U5 = {O(λ, h) : h ∈ H, λ ∈ R}.
• p = 6,
W6 = {O(q, h) : {q, h} ⊂ H, ℜe(h) = 0, q = q1i+ q2j} .
U6 = {O(q, h) : {q, h} ⊂ H, ℜe(h) = 0, q = q0 + q1i+ q2j} .
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• p = 7,
W7 = {O(q, h) : {q, h} ⊂ H, ℜe(q) = 0, ℜe(h) = 0} ,
U7 = {O(q, h) : {q, h} ⊂ H, ℜe(h) = 0} .
• p = 8,
W8 = {O(q, h) : {q, h} ⊂ H, ℜe(q) = 0} ,
U8 = {O(q, h) : {q, h} ⊂ H} .
The formula (6.9) results in
Wp =
{[
I8 ⊗A O(q, h)⊗ Id(p−8)
−O(q, h)T ⊗ Id(p−8) −I8 ⊗A
]
: A ∈ Wp−8, {q, h} ⊂ H
}
, p ≥ 9, (6.11)
where the spaces W1, . . .W8 are given in the List 6.6 and O(q, h) is defined in (6.8).
We remark that the formulas for Wp and Up, p = 1, . . . , 8 are somewhat arbitrary, since conjugation by
any orthogonal transformation would produce equally valid formulas. However, when p = 1, 2, 4 and 8 the
spaces Wp and Up are O(d(p))-invariant and therefore represent the canonical forms. The formula (6.11)
implies that all spaces W2s and U2s are canonical.
It is important to note that the two different representations of Gp when p = 0 mod 4 result in different
representations of the spin factors SN , when N = 2 mod 4 (N ≥ 6), even though the images of ΠSN of SN
under both representations are the same:
ΠSN =
{[
λId(N−2) A
AT µId(N−2)
]
: {λ, µ} ⊂ R, A ∈ UN−2 = RId(N−2) ⊕WN−2
}
, (6.12)
whereWp is given by (6.11). The existence of the two non-isomorphic representations of Gp is reflected in the
existence of the map T : ΠSN → ΠSN , which maps ρ
+ to ρ−. As such it is a Jordan algebra automorphism that
cannot be written as an orthogonal conjugation. Conversely, every Jordan algebra automorphism maps one
representation of Gp into another. For those p for which such a representation is unique the automorphism
must be an orthogonal conjugation. The Jordan algebra automorphism T : ΠSN → ΠSN can be written
explicitly as
T
[
λId(N−2) A
AT µId(N−2)
]
=
[
λId(N−2) A
T
A µId(N−2)
]
, A ∈ UN−2, {λ, µ} ⊂ R. (6.13)
Thus, we have proved the following characterization of all irreducible representations of spin factors SN ,
N ≥ 3 (S1 = R and S2 is not simple) in Sym(Rn).
Theorem 6.7. Each spin factor SN , N ≥ 3 is represented by a unique (up to the orthogonal conjugation)
irreducible subalgebra ΠSN ⊂ Sym(R
2d(N−2)) given by (6.12). Moreover, each Jordan algebra automorphisms
of ΠSN can be represented by an orthogonal conjugation, unless N = 2 mod 4 (N ≥ 3), in which case each
Jordan algebra automorphisms of ΠSN can be represented by a composition of the map T given by (6.13) and
an orthogonal conjugation.
7 Structure theorem and completeness
We can now summarize all our results and describe explicitly, up to an orthogonal conjugation all Jordan
subalgebras of Sym(Rn).
Theorem 7.1 (Jordan subalgebras of Sym(Rn)).
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(i) Let Π be a Jordan subalgebra of Sym(Rn). Then there exists an o.n.b. of Rn in which
Π =


A1 0
. . .
Am
0 0
 : A1 ∈ Π1, . . . , Am ∈ Πm
 ,
where each Πα is a simple non-singular Jordan subalgebra of Sym(Rdα), for some dα ≥ 1 for which
d1 + . . .+ dm ≤ n.
(ii) Let Π be a simple non-singular Jordan subalgebra of Sym(Rn). Then there exits an o.n.b. in Rn in
which Π has one of the following forms
(a) Π = {In/r ⊗A : A ∈ Sym(Rr)}, r ≥ 1;
(b) Π = {In/2r ⊗A : A ∈ H(Cr)}, r ≥ 2;
(c) Π = {In/4r ⊗A : A ∈ H(Hr)}, r ≥ 2;
(d) Π = {In/2d(N−2) ⊗A : A ∈ ΠSN }, N = 5, 7, 8, . . ., where ΠSN is given by (6.12) and function d(·)
is defined in (6.6);
(e) Π =
{[
Is1 ⊗A 0
0 Is2 ⊗ TA
]
: A ∈ ΠSN
}
, s1+s2 = n/2d(N−2), s1 > 0, s2 > 0, N = 2 mod 4,
N ≥ 6, where the Jordan automorphism T : ΠSN → ΠSN is given by (6.13).
The explicit characterization of all Jordan subalgebras of Sym(Rn) in Theorem 7.1 allows us to answer
a question about completeness of a subalgebra Π ⊂ Sym(Rn). By part (i) of Theorem 7.1 we can write
Π = Π1 ⊕ . . . ⊕ Πm, where Πα is a simple non-singular subalgebra of Sym(Rdα). The algebra Π will be
complete if and only if each of the algebras Πα is orthogonally equivalent to one of the algebras in cases (a),
(b) or (c) in part (ii) of Theorem 7.1.
We remark on a single exception to the statement that completeness is determined by the isomorphism
class of Π. The algebras Π in part (ii)(e) N = 6 and part (ii)(c) r = 2 are isomorphic to H(H2). However,
the algebras in part (ii)(c) r = 2 are complete, while the ones in part (ii)(e) N = 6 are not.
Suppose now that we are looking for all subalgebras of Sym(Rn) that are closed not only with respect
to the product (3.3) but also with respect to the products (2.3), where the subspace A of multiplications is
spanned by finitely many matrices A1 = In, A2, . . . , As. Let Π be a non-singular A-multialgebra. Then, by
Lemma 5.2, In ∈ Π. Therefore, Aj = InAjIn ∈ Π, j = 2, . . . , s, and hence, each multiplication X ∗Aj Y is a
mutation of the standard multiplication (3.3) [28]. We first choose a basis in which Π has the form described
in the Structure Theorem 7.1. In that basis the submatrices of A2, . . . , As corresponding to N (Π)⊥ must
be block-diagonal, with each diagonal block being a member of a simple component Πα of Π. That is also
sufficient, since the triple product KαAαLα + LαAαKα always belongs to Πα. If we exclude the special case
when the αα-block Aα of A has the form Aα = Ik ⊗A0 we will exclude all cases in which the simple algebra
Πα is reducible. In particular, this would exclude all part (ii)(e) cases. Hence, the question of completeness
of A-multialgebras reduces to the question of completeness of A-multialgebras on the invariant subspaces of
A. If A has no invariant subspaces then Π must be irreducible. An irreducible algebra is always complete if
n is not a power of 2 or is less than 8.
Even though possibilities like Aα = Ik ⊗ A0 cannot be ruled out in general, we may try to understand
when incomplete algebras can arise generically. The subspace of Sym(Rn) of all matrices whose upper left
8×8 submatrix is in ΠS5 has co-dimension 31. Therefore, the space V0 of s-tuples of symmetric matrices (one
of which is In), all of whose upper left 8× 8 submatrices is in ΠS5 has co-dimension 31(s− 1). The dimension
of the O(n) orbit of a generic s-tuple of matrices is n(n− 1)/2. The subspace V0 will intersect this O(n) orbit
generically only if n(n − 1) ≥ 62(s− 1). For example, for a generic 5-dimensional space A (containing In),
all Jordan multialgebras will be complete, if n < 17. These dimensional considerations explain the reason for
completeness in all of the examples in [18, 16, 17, 21]. Conjecture 2.5 suggests that another way to eliminate
failure of completeness may be to restrict the Jordan multialgebras to SO(3)-invariant ones.
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8 Lamination exact relation that is not closed under homogeniza-
tion
Returning to the physical example of multifield response composite materials in Section 3 we see that the
smallest n for which the incomplete Jordan subalgebra of Sym(Rn) provides an example on incomplete Jordan
A-multialgebra is n = 8. However, the quaternionic formalism of Section 6 suggests an example of incomplete
Jordan A-multialgebra when n = 44. Let
L = {iQ(q) : q ∈ H, ℜe(q) = 0} ⊂ H(C4), M = {aI4 : a ∈ C} ⊂ Sym(C4), (8.1)
where Q(q) is defined in (6.5). Let us verify that the 3-chain condition (3.2) fails. Indeed, let c = i,
X1 = iQ(q1), X2 = iQ(q2), X2 = iQ(q3), where it will be convenient to identify the purely imaginary
quaternions q1, q2 and q3 with vectors in R3. Let us assume that {q1, q2, q3} form a basis of R3, so that the
mixed product (q1, q2, q3) = q1 · (q2 × q3) is non-zero. We compute
X1X
T
2 X3 = iQ(q1q2q3).
Then
iX1X
T
2 X3 − iX3X
T
2 X1 = Q(2(q1, q2, q3)) = 2(q1, q2, q3)I4 6∈ L.
If we add real multiples of I4 to L, we will obtain a completion of our incomplete Jordan A-multialgebra:
L = {αI4 + iQ(q) : α ∈ R, q ∈ H, ℜe(q) = 0}, M =M = {aI4 : a ∈ C}, (8.2)
Indeed, the Jordan A-multialgebra (8.2) consists of all elements in Sym(T ) that belong to the associative
A-multialgebra
L′ =M′ = {aQ(q) : a ∈ C, q ∈ H}. (8.3)
It is easy to check that the associative A-multialgebra (8.3) is symmetric in the sense of Definition 2.3.
In [16] it was shown that the 3-chain relation property is necessary for the SO(2)-invariant Jordan multi-
algebra to correspond to an exact relation. Hence, the incomplete Jordan multialgebra (8.1) provides the first
example of a rotationally invariant lamination exact relation in 2D that is not stable under homogenization.
For the sake of reference we compute the image of both (8.1) and its completion (8.2) in physical variables.
In order to formulate the results it will be convenient to identify T = R2⊗R4 with H2, via the isomorphisms
T = R2 ⊗ R4 ∼= R4 ⊕ R4 ∼= H⊕H ∼= H2,
where we have identified R4 with H. The quaternionic materials are identified with H+(H2)—the set of
positive definite quaternionic-Hermitean 2× 2 matrices
L =
[
λ h
h µ
]
, λ > 0, µ > 0, h ∈ H, detL = λµ− |h|2 > 0.
If
E =
[
q1
q2
]
∈ H2 = T , J =
[
p1
p2
]
∈ H2 = T , J = LE,
then [
p1
p2
]
=
[
λq1 + hq2
hq1 + µq2
]
.
4We have identified all solutions of (3.1) for n = 2 by hand and verified that all the Jordan A-multialgebras are complete in
this case. The case n = 3 remains unexplored.
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We may also represent the multifield response of quaternionic materials by the conventional 8× 8 real sym-
metric matrix
L =
[
λI4 Q(h)
Q(h) µI4
]
,
where Q(q) is defined in (6.5).
Finally, the lamination exact relation that is not stable under homogenization corresponding to (8.1) is
given by
M = {L ∈ H+(H2) : detL = 1}. (8.4)
Obviously, detL can be any positive constant in the definition of M. The constant is set to 1 for simplicity.
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A Summary of [14]
Let Gp be a finite group with generators a1, . . . , ap−1, p ≥ 2 and ε satisfying the relations
ε2 = 1Gp , a
2
k = ε, εak = akε, akal = εalak, k, l = 1, . . . , p− 1, k 6= l.
Let S = i1, . . . , ik be a subset of {1, . . . , p− 1}, where 1 ≤ i1 < i2 < . . . < ik ≤ p− 1. Let aS = ai1ai2 . . . aik ,
where a∅ = 1Gp . Then Gp = {aS, εaS : S ⊂ {1, . . . , p−1}}. Hence, |Gp| = 2
p. The first observation is that the
commutator subgroup of Gp is K = {1Gp, ε}. It follows that Gp has exactly |Gp/K| = 2
p−1 non-isomorphic
complex 1D representations. In each of them ε gets sent to 1, since ε belongs to a commutator subgroup.
The second observation is that it is easy to list all conjugacy classes of Gp explicitly. They are{
{1Gp}, {ε}, {aS , εaS}, S $ {1, . . . , p− 1}, {a{1,...,p−1}}, {εa{1,...,p−1}}, p is even,
{1Gp}, {ε}, {aS , εaS}, S ⊂ {1, . . . , p− 1}, S 6= ∅, {a{1,...,p−1}, εa{1,...,p−1}}, p is odd.
The total number of non-isomorphic complex irreps of Gp equals to the number of conjugacy classes of Gp.
We see that when p is odd there is exactly one non-1D irrep, while when p is even there are exactly two. The
sum of squares of the dimensions of all the irreps of Gp equals to the order of Gp. Hence, when p is odd the
dimension d of the non-1D irrep is d = 2
p−1
2 . When p is even we denote the dimensions of the two non-1D
irreps by d1 and d2. Recall that d1 and d2 must divide the order of the group. Hence, d1 = 2
α, d2 = 2
β and
22α + 22β + 2p−1 · 12 = 2p. Thus, d1 = d2 = 2
p−2
2 . We remark that ε cannot get sent to the identity matrix I
in a non-1D irrep, since in that case the commutator of Gp gets mapped to I and all images of elements of Gp
would commute with one another. Since the image of ε must commute with the images of all elements in the
group, it must be mapped (by Schur’s lemma) into a multiple of the identity λI for some λ ∈ C. However,
λ2 = 1, since ε2 = 1Gp . Therefore, ε must be sent to −I.
The third observation is that g2 = 1Gp or ε for any g ∈ Gp. In fact, (εaS)
2 = a2S = ε
r(r+1)/2, where
r = |S|. Therefore, a2S gets mapped to (−1)
r(r+1)/2I. This allows an explicit computation of the Frobenius-
Schur indicator
S =
1
|Gp|
∑
g∈Gp
χ(g2),
where χ is the character of the representation. The result is
S = sign
(
cos
(πp
4
))
.
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This shows that the non-1D irreps of Gp are of real type, when p = 0, 1, 7 mod 8, complex type, when p = 2, 6
mod 8 and quaternionic type when p = 3, 4, 5 mod 8. In particular, when p = 2, 6 mod 8 the representations
U and U are not isomorphic and hence exhaust the list of two non-isomorphic irreps for Gp.
Thus, in order to obtain real irreps of Gp in which ε gets sent to −I we take real parts of the representations
U for p = 0, 1, 7 mod 8, real parts of the representations U ⊕ U for p = 3, 4, 5 mod 8 and real parts of the
representations U ⊕ U for p = 2, 6 mod 8. Theorem 6.2 summarizes the results.
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