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CHAPTER I. INTRODUCTION 
To connect elements in laws 
according to some logical or math­
ematical pattern is the ultimate 
ideal of science. 
Morris R. Cohen, Reason and Nature 
The scientific effort is directed toward the end of prediction via 
the means of understanding. Its superstructure is built on the faith that 
causal relationships are inherent in all phenomena. Therefore, the 
charge of the scientist is to systematically proceed toward the discovery, 
revelation and utilization of these intrinsic properties. 
The following endeavor is correspondingly predicated within this 
framework. It is assumed that phenomena which encompass the livestock 
and poultry subsectors of our economy are causally related in some 
systematic manner. The assumption of capricious behavior is incompatible 
with scientific ventures. The elucidation and use of these relationships 
in helping to achieve the maximum possible benefits from a given 
resource outlay is the end of this study. 
Objectives 
The primary objective of this study is to develop a quantitative 
procedure for generating contemporary intermediate term (a period from 
three to twenty-four months in duration) outlook information for five 
major meat producing industries. These five industries or subsectors 
are tHnsp involved in the production of beef, pork, lamb and mutton, 
broiler and turkey meat. A secondary objective is to elucidate the 
various interrelationships that exist among and between selected 
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variables in these subsectors. It is proposed that these objectives can 
be accomplished by the completion of the three following steps: 
1. The specification of a system of structural equations which 
characterize the phenomena and interacting forces involved in 
the determination of prices in the selected livestock and poultry 
subsectors. 
2. Estimation of the structural coefficients of the specified 
econometric model. 
3. Construction of a computer program which would permit: 
a. The system of structural equations to function as a 
positive simulation and forecasting model. This would 
provide estimates of the time paths of the endogenous 
variables given a set of initial values, values of exogenous 
variables and estimates of the structural coefficients. 
b. Verification indices of the simulated time paths of the 
endogenous variables to be computed by equation, subsector 
and complete model and used as both relative and absolute 
estimation performance indexes. 
c. Operation manageability, flexibility and capabilities 
for meeting the "on-line" operationality requirements of an 
active Extension outlook information program. 
Firm Decision-Making 
Theory of the firm 
In accordance with classical production theory, the farm firm is 
assumed to possess the objective of profit maximization. The means of 
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accomplishing this objective are the land, labor and capital resource 
inputs available to the firm. The farmer is faced with the task of 
transforming these inputs into product outputs, subject to the technical 
constraints of his production function, in such a manner that profits 
are maximized. The decision criterion and rules for profit maximization 
can be derived by the following. 
Consider a farm firm producing n outputs (y(l), y(2),..., y(n)) 
using m factors or inputs (x(l), x(2),..., x(m)). Let the technical 
production relationship between the quantity of inputs employed and the 
outputs produced be: 
f(x(l), x(2),..., x(m), y(l), y(2),..., y(n)) = 0^ 1.1 
This technical relation is assumed to be of continuous form with 
continuous derivatives. 
The cost of producing a selected output combination is defined as 
C=r(l) x(l) + r(2) x(2) + ... + r(m) x(m) 1.2 
Where the price of the j'^ input x(j) is given as r(j), j=l,...,m. 
The total revenue obtained from a selected output combination is 
defined as 
TR = p(l) y(l) + p(2) y(2) + ... + p(n) y(n) 1.3 
Where the price of the i^^ product y(i) is given as p(i), i=l,...,n. 
The problem facing the firm then is to find the combination of 
inputs and outputs (scale of production) that will maximize net revenue. 
The decision criterion for the firm then becomes the maximization of 
^It is assumed that 1.1 is written in such a way that its partial 
derivatives for inputs are normally negative while its partial 
derivatives for outputs are normally positive. 
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NR = TR - C 1.4 
subject to relation 1.1. 
The profit maximization quantities can be determined by the use of 
a Lagrange multiplier X and by maximizing: 
Z = NR - Xf(x(l),..., x(m), y(l),..., y(n)) 1.5 
with respect to the m+n variables. 
The first-order or necessary conditions for profit maximization are 
determined by setting the first partial derivatives of 1.5 equal to zero. 
This yields the following m+n+1 equations: 
3Z/8x(j) = -r(j) + Xf(j) =0 j = 1 m 1.6 
3Z/3y(i) = p(i)+Xf(i) = 0 i=l,...,n 1.7 
3Z/3X = f(x(l), ..., x(m), y(l), ..., y(n)) = 0 1.8 
where f(j) or f(i) is the partial derivative of 1.1 with respect to its 
corresponding input or i^^ output argument. From these results the 
three following decision rules can be derived. 
First consider any two, say the and the of the m relations 
obtained in 1.6. Moving the second terms across the equal sign and 
dividing one by the other yields 
r(j)/r(k) = f(j)/f(k) = -3x(k)/3x(j) 1.9 
j,k = l,...,m jfk 
Thus, for profit maximization, each pair of inputs—holding the levels of 
all outputs and all other inputs constant—should be used up to the point 
that the ratio of their marginal physical products equals their price 
ratio. 
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Next, looking at the i^^ and k^^ relation of the n relations 
obtained in 1.7, and treating them similarly to the relations in 1.6--
except that now the levels of all other outputs and all inputs are held 
constant— 
p(i)/p(k) = f(i)/f(k) = -3y(k)/3y(i) 1.10 
i,k = 1,... ,n iî^k 
Therefore, a second decision rule for profit maximization is to equate 
the rate of product transformation between any two outputs or products to 
their respective price ratios. 
For the i^^ output and the input the relations in 1.6 and 1.7 
imply that 
r(j)/p(i) = -f(j)/f(i) j=l,...,m & i=l,...,n 1.11 
or r(j) = p(i) ( d y(i)/3 x(j)) 1.12 
Thus, the third decision rule is to increase use of the input until 
the value of its marginal product is equal to its price. The second-order 
conditions, which must hold for this to be a point of profit maximization, 
requires that the principal minors of the relevant Hessian determinant 
alternate in sign, see Henderson and Quandt (35, p. 96). Meeting this 
sufficiency condition implies that the marginal physical products for all 
inputs in all alternative uses must be diminishing. 
In summary, production theory dictates that for profit maximization 
the marginal rates of substitution for all inputs and the marginal rates 
of transformation of all outputs should be equal to their respective 
price ratios. In addition, resource inputs should be used up Lu Llie pOiut: 
that the values of their marginal products are equal to their prices or 
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equivalently such that the marginal physical product for any factor is 
equal to the factor-product price ratio. 
The need for agricultural price analysis and outlook 
If profits for an agricultural firm are to be maximized the marginal 
conditions just presented must hold ex post. With perfect knowledge a 
farm firm decision maker could develop a plan that would utilize the 
various decision rules and satisfy these conditions. However, in the 
real world of imperfect knowledge, these profit maximizing conditions are 
not likely to be met except by chance. Kaldor and Heady (39, p. 844) 
elaborate three major reasons for this. 
First, in developing a production plan a farmer must predict 
substitution and transformation rates and price ratios. These predictions 
are likely to involve substantial errors. Therefore, production planning 
done on the basis of expected values is likely to prevent the profit 
maximizing conditions from being fulfilled. The second reason cited 
involves the ramifications of uncertainty upon expectations. With the 
presence of uncertainty, expectations can no longer be considered as 
single valued. This conditions a farmer's production plan and he is 
likely to reduce his scale of production from the optimum, based on his 
expectations, as an allowance for uncertainty. The profit maximization 
goal has to be tempered to also include a requirement that the capital 
value of the firm remains within certain limits. Finally, uncertainty 
imposes even further additional constraints on the firm. Decision makers 
must provide flexibility in their plans so that revisions can be made if 
unexpected conditions arise. These provisions usually involve a choice 
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of resource combinations and production techniques that prevent a maximum 
profit position from being attained. 
The role of agricultural price analysis and outlook 
Agricultural price analysis can be defined as an attempt to obtain 
an accurate systematic description of how the prices of agricultural 
products are determined. The purpose of this is to improve our present 
state of understanding. Agricultural outlook, on the other hand, is 
concerned with extending our present state of knowledge and understanding 
about the empirical world into the future through logically based judge­
ments. Thus, the outputs or products of price analysis research become 
the inputs of outlook endeavors. 
In the preceding section, three major reasons were cited which tend 
to prevent the attainment of optimum production plans. The availability 
of outlook information can have a direct impact on at least the first two 
reasons mentioned. Even though predictions (outlook information) based 
on the best available information and forecasting techniques will involve 
error, it is reasonable to assume that the typical farm decision maker's 
estimates will involve aven larger error. Kaldor and Heady (39, p. 854) 
found an average error for 15 farmer forecasts of 9.3 percentage points 
compared to 8.2 for four professional analysts. Although they could not 
reject the null hypothesis that the mean difference between the paired 
errors of the average forecasts made by the analysts and of those made by 
farmers differed significantly from zero with their sample sizes, their 
evidence indicates that outlook information can aid the farmer in selecting 
a production plan which will more nearly optimize his resource allocation 
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decisions. 
Outlook information can also be expected to lower uncertainty 
premium requirements. Since the magnitude of the uncertainty premium 
is a function of the dispersion or variance of a farmer's expectations, 
the availability of scientifically based forecasts will tend to reduce 
this variance and thereby the uncertainty premium. 
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CHAPTER II. STRUCTURAL MODEL FORMULATION 
This part of the study will focus on the specification of a system 
of equations that can be defined as a dynamic model of the beef, pork, 
lamb, broiler and turkey meat production subsectors. This set of 
equations will be referred to as a system of structural equations 
because they characterize the essence of the interdependent production 
and marketing processes in these subsectors. Variables whose values are 
determined sequentially or simultaneously in the model will be referred 
to as endogenous variables. Other variables with values determined out­
side of the model construct, are defined as exogenous variables. The 
model will be complete in the sense that each endogenous variable will 
have a structural equation specified for its determination. The model 
construct will be an open system by virtue of the fact that exogenous 
variables appear in the system specification. 
Related Studies 
With the increasing availability of high-speed digital computers, 
several studies have been completed in the last decade that involve 
relatively complex and interdependent sector models. One that relates 
directly to the evolution of the model presented in this study is that 
completed by Crom and Maki (11). The purpose of this model was to facili­
tate the study of historical and projected changes in market organization 
and structure in the livestock-meat economy. The livestock-meat economy • 
was defined to include the beef and pork subsectors. 
Crom's model gave explicit consideration to four distinct kinds of 
relationships. These were: (1) inventory relationships, (2) slaughter. 
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meat production, and average weight relationships, (3) foreign trade and 
cold storage relationships, and (4) demand and margin relationships. The 
structural equations, except for the determination of beef and pork prices, 
were specified in a sequentially recursive manner with the structural 
coefficients obtained through single-equation, least squares procedures 
applied to time series data.^ The justification for this methodological 
procedure is that the delays which exist between breeding and slaughter 
in livestock production are better portrayed in a recursive than 
simultaneous system, especially when relatively short observational time 
periods are used. The shorter the observational time period, the more 
decisions will have been formulated in past periods and the more 
appropriate the recursive structuring becomes. The observational time 
unit used was semi-annual for most equations. The inventory equations 
were exceptions and were estimated from annually observed data. 
For the determination of beef and pork prices at the wholesale 
level a small block of simultaneous equations were utilized. Beef and 
pork prices are determined simultaneously through a two-equation demand 
system. The system is identified through the use of predetermined 
endogenous consumption variables and the reduced form utilized to obtain 
coefficient estimates. 
A recursive system of equations is defined as a set of equations 
each containing a single endogenous variable other than those treated 
as the dependent variable in previous equations with independently 
distributed errors. The endogenous variables enter the system one by 
one in a systematic fashion. 
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Since this model was complete (i.e. there was a structural equation 
specified for each endogenous variable in the system), it was adaptable 
to simulation techniques.^ A computer program was then written which, 
after initial values were specified, estimated the time paths of the 
endogenous variables over the 1955-1964 period. To improve historical 
2 
simulation accuracy, various operating rules were imposed on the system. 
The simulation model was assumed to be valid when the time paths of 
several "key" variables were deemed by Crom to be sufficiently accurate. 
At this point, alternative time paths for the exogenous variables of the 
model associated with differing market environments were stipulated and 
the time paths of the conditioned endogenous variables generated and 
evaluated. Uses of the model for projection purposes were also postulated, 
provided independent estimates for the exogenous variables were made prior 
to the forecasting attempt. 
A second study which builds on the work completed by Crom is a 35-
equation econometric model of the livestock-meat econony constructed by 
Craddock (8). In this study the livestock-meat economy was expanded in 
definition to include broilers as well as beef and pork. The purpose of 
this model was to aid in the determination of the extent to which live­
stock producers' livelihoods were influenced by governmentally implemented 
^A simulation model can be defined as a quantitative representation 
of a phenomenon, that incorporates all those features deemed significant 
and integral and in addition has the numerical properties amenable to 
describing the behavior of the phenomenon (in this case economic system) 
over an extended period of time on a digital computer. 
2 
For a detailed description of the use of operating rules, see 
Crom and Maki (10). 
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feed grain policies. The price of corn is used as proxy variable to 
reflect the level of feed grain prices and was accordingly the instru­
mental policy variable conditioning the results of the model.^ The 
historical time paths of the endogenous livestock price variables were 
estimated under varying corn price levels and then used to calculate the 
changes implied in net returns per animal for various livestock enter­
prises . 
This model also utilized a sequentially recursive structuring with 
one simultaneous subset. The structural coefficients were estimated by 
regression methods applied to time series data observed during the 1953-
1964 period. The observational time unit for most equation estimations 
was quarterly; however, the inventory relationships employed annual data. 
A distinct difference, from that of Crom's, in the estimation procedures 
utilized by Craddock is the use of a scheme which permitted the explicit 
recognition and treatment of autocorrelated error problems. The 
simultaneously determined structural coefficients of the three equation 
demand system were estimated through the indirect least squares approach. 
This procedure is justified on the basis of Summers' (70) Monte Carlo 
study which indicated that--even in the presence of specification errors— 
single equation, ordinary least squares provided more efficient estimators 
than other simultaneous equation methods. 
Validation of the Craddock model was achieved through an iterative 
process. Initially the time paths of the endogenous variables for the 
^An instrumental policy variable is defined as a variable that can 
be directly controlled by the policy maker in achieving policy objectives 
or targets. 
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1953-1964 period--the historical base period used to induce the structural 
coefficients—were estimated through the simulation model. Due to the 
numerous endogenous variable time paths to verify, emphasis was focused 
on the satisfactory simulation of certain "key" variables. Improved 
performance of the model is not attained through the imposition of 
operating rules as in the Crom model, but changes in equation or model 
specifications were made. Craddock considered it methodologically 
unsound to adjust structural coefficients to obtain a more accurate 
simulation if the changes could not be derived by regression analysis 
applied to the original data. The simulation model was deemed valid by 
Craddock when the historical time paths of several "key" variables were 
satisfactorily reproduced. 
Projections of the endogenous variables in the livestock-meat 
economy through 1969 were also made by Craddock with his simulation 
model. Although the model was not specifically designed for this purpose, 
projection of the exogenous variables into the future permitted fore­
casting applications. 
Analytical Construct of Present Study 
The present study will expand and reorient the simulation model 
presented by Craddock. The major encompassing objective will be to 
modify the simulation model so that it will be complementary to ongoing 
Extension outlook activities through its ability to provide intermediate 
tfrm forecasts of the endogenous variables. However, since the utility 
of the model is not only to provide predictions but also to aid in 
understanding the interrelationships which exist among variables in the 
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system (price analysis applications), the structural focus of the model 
will be maintained. Emphasis will be placed on the explicit specifica­
tion and treatment of variables integral to comprehending the phenomenon 
under consideration. 
The model construct will encompass five livestock and poultry 
commodities. These are: (1) beef cattle, (2) swine, (3) sheep, 
(4) broilers, and (5) turkeys. The time dimension unit of the model has 
significant ramifications upon the simultaneity that can be postulated in 
determining the endogenous variables and the quarter year period will be 
used. Also, since livestock and poultry production is seasonal in 
nature, the quarterly classification of months is on a seasonal rather 
than a calendar basis. The seasonal quarterly classification used in 
this study will be : 
First quarter: December, January, February 
Second quarter: March, April, May 
Third quarter: June, July, August 
Fourth quarter: September, October, November 
The system contains 47 endogenous and 16 exogenous variables. A 
structural equation will be formulated for the determination of each of 
the 47 endogenous variables. These equations are ordered in a sequentially 
recursive manner with one small block of five simultaneous equations. 
The general condition for recursiveness is maintained through the 
sequential ordering by restricting the endogenous variables to be 
functions of lagged endogenous variables or exogenous vctj.iâulcâ. ^ 
I 
Lagged endogenous variables and exogenous variables are often 
referred to as predetermined variables. 
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Within each subsector for any given quarter, the sequential equation 
ordering begins with relationships that depict inventory or other 
fundamental production variables. The ordering then, in general, pro­
ceeds through slaughter equations, average slaughter weight equations, 
live to carcass or ready-to-cook production weight equations, cold 
storage equations, foreign trade equations, and supply-disappearance 
identity equations. At this juncture, a simultaneous system of derived 
demand equations is utilized to jointly determine the wholesale prices of 
all five commodities. Then, through farm-to-vJholesale margin equations, 
the corresponding farm price levels are derived. These price level 
variables provide the primary production set decision variables assumed 
to be used by livestock and poultry producers in establishing their desired 
future production levels. 
Dynamic considerations 
Due to the inherent time lag involved in the production of livestock 
and poultry products, the model specification is formulated on the 
assumption that current livestock, poultry or feed prices will not have a 
significant influence on current production levels. The time that is 
required for changes in production levels to be realized from currently 
implemented decisions will vary by commodity and is conditioned by 
behavioral, technical and institutional reaction constraints.^ It is 
doubtful, however, that the full effect of the responses generated by 
^Nerlove (59, p. 6) has classified the causes of distributed lags 
into those arising rrom tecnnological or instimuional SOULCES ÔÙJ LuùSè 
arising from expectational considerations. Although both causes can be 
considered in the specification of a behavioral equation, the former 
causes are external to the mind of the decision maker while the latter 
are not. 
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the production decision set variables for the current quarter will be 
realized within the ensuing quarter. This implies that some equation 
specifications in the model will contain variables that will continue to 
produce response effects over several quarterly periods. These equation 
specifications are commonly referred to as distributed lag equations. 
Such an equation specification in deviation form can be written as 
y(t+l) = Ib(i) x(t-i) + u(t+l) i = 0,...,n 2.1 
i 
This specification implies that the ensuing value of the dependent 
endogenous variable, y(t+l), can be represented as a linear function of 
n+1 lagged values of a predetermined variable in the model plus an error 
term.^ The magnitude of t "dates" the variables relative to the current 
decision making period. The error term, u(t+l), is assumed to be a 
stationary random variable with a fixed covariance structure which may or 
may not be serially correlated. If the B's have a finite sum (B = Zb(i)<<*>) 
and are of the same sign then 2.1 can be rewritten as 
y(t+l) = B[W(0) x(t) + w(l) x(t-l) + ...] + u(t+l) 2.2 
The w(i) are all non-negative and sum to unity. The sequence of the w's 
describes the form of the lag or what is sometimes referred to as the 
time shape of the economic reaction. 
Additional notation convenience is obtained through the introduction 
of the lag operation L. L will stand for the operation of shifting back­
ward the time index of the exogenous or predetermined endogenous variable 
. 




Lx(t) = x(t-I), L x(t) = x(t-2), and so forth. 
This enables us to rewrite equation 2.2 as 
y(t+l) = B[W(0) + w(I)L + w(2)L^ + ...]x(t) + u(t+l) 2.3 
or 
= B W (L) x(t) + u(t+l) 2.4 
where W(L) is a short-hand notation for a power series or polynomial in 
the lag operator L. 
Distributed lag hypotheses The accurate a priori specification of 
the time shape of an economic reaction to various decision stimuli or the 
form of the lag distribution is very difficult. One of the earliest and 
simplest approaches to determining the "best" distribution of lag was 
proposed by Tinbergen, Nerlove (59, p. 8). He makes no specific assumption 
as to the form of the lag—thus the w's are not specified prior to 
estimation—and suggests that the typical form of the distributed lag 
equation is 
y(t) = Zb(i) x(t-i) + u(t) i = 0,...,n 2.5 
i 
where the magnitude of n is determined by the data, Tinbergen proposed 
that to estimate 2.5 one begins with n=0 and then proceeds to increase 
n, by the addition of further lagged variables, until the signs of the 
coefficients become erratic and cease to make sense. Sizeable standard 
errors of the estimated b coefficients, however, may suggest stopping the 
procedure before thp signs themselves become erratic. In using this 
method two points should be noted; (I) the determination of whether the 
signs of the coefficients are erratic and don't make sense implies some 
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a priori notion of the lag distribution; and (2) the fact that a 
coefficient is not significant at a certain level in a statistical sense 
doesn't always mean that it has no influence in an economic sense. Also, 
if the intercorrelations among the consecutively lagged variables are 
high this method will not prove useful because this alone is likely to 
result in erratic b coefficients. 
A second method of determining the "best" lag distribution is to 
assume the form of the distribution or the relationship among the w's 
a priori. Then the specific characteristics of the distribution may be 
estimated within this general constraint. A single parameter lag 
distribution that fits into this category is that proposed by Koyck (43). 
Koyck's assumption is that the w's can be approximated by a convergent 
geometric series. Utilizing the operator notation, this hypothesized lag 
distribution specification could be written as 
y(t+l) = B[z(l-A)AV]x(t) + u(t+l) 2.6 
i 
i = 0 , . . . , » ;  0  <  X  < 1  
This specification formulation is identical to equation 2.3 when the 
sequence of w's is given by w(i) = (l-A)A^, i = O,...,». Koyck showed 
that through algebraic manipulation this original equation can be trans­
formed into one much simpler to estimate. By lagging equation 2.3 one 
time period and multiplying through by X the following is obtained: 
Ay(t) = AB[W(0) + w(l)L + w(2)L^ + ...]x(t-l) + Xu(t) 2.7 
Since w(i) = Aw(i-l) or (l-A)A^ = A(1-A)A^ ^ and x(t-l) = Lx(t) equation 
2.7 can be rewritten as 
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Xy(t) = B[W(1)L + w(2)L^ + ...]x(t) + Au(t) 2.8 
subtraction of equation 2.8 from 2.3 yields 
y(t+l) = Bw(0)x(t) + Ay(t) + u(c+l) - Xu(t) 2.9 
and the fitting of this equation (frequently denoted as the reduced 
equation) is equivalent to fitting equation 2.6. Note, however, that the 
error term in equation 2.9 will not usually be serially independent and 
this is likely to lead to statistical estimation problems. 
Another approach to the distributed lag problem is the adaptive 
expectations model proposed by Cagan (4). His basic postulate is that 
producers respond on the basis of an expectation which is revised in 
proportion to error associated with the previous level of expectations. 
Thus the explicit model for the decision makers' expectations can be 
written as 
x*(t+l) - x*(t) = c(x(t) - x*(t)); 0 < c < 1 2.10 
where 
x*(t) = the expected level of the production decision parameter 
(price, etc.) during period t 
x(t) = the observed level of the production decision parameter 
during period t 
c = the coefficient of expectation or the proportion of error 
by which farmers revise their expectations 
This model formulation implies a geometrically declining distributed lag 
form and can be rewritten as 
X*(t+1) = Zc(l-c)^ x(t-i) i = 0,..., CO 2.11 
i 
Tlius Lite IcvVl cf the production decision paramAfAr is pxpressed 
as a function of all past levels of the production decision parameter. 
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To operationalize this concept into a supply response function, Cagan 
suggests that several x*(t)'s be constructed using alternative valued of 
c and lengths of lagged x's. These in turn would be substituted into an 
equation of the form 
y(t+l) = ax*(t+l) + u(t+l) 2.12 
The "best" c and length of lagged x's to use is that set which results in 
the largest coefficient of determination in equation 2.12. It is readily 
apparent that utilization of this procedure would be very awkward and 
time consuming. 
An approach which is conceptually appealing and lends itself to 
reduction procedures is that proposed by Nerlove (60). He categorized 
producers' output response lags into those due to technological and/or 
institutional rigidities and those due to expected changes in the 
production decision parameters (prices, etc.). The basic Nerlove 
production response equation in the presence of rigidities and static 
expectations is 
y(t+l) = ax(t) + u(t+l) 2.13 
where 
y(t+l) = the level of production desired in the future time period 
at time decision is made 
x(t) = the observed level of the production decision variable 
It is then postulated that in each period the actual output is adjusted in 
some constant proportion to the difference between the desired longrun 
output level (y) and the actual output level (y). This relationship can 
be expressed as follows: 
y(t+l) - y(t) = X(y(t+1) - y(t)) 2.14 
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or 
y(t+l) = Xy(t+1) + (1-X) y(t) 2.15 
It is assumed that A is a constant which is greater than zero but less than 
or equal to one. The magnitude of A depends on the elasticity of supply 
to the farm business of different inputs. If presented in absolute terms, 
as in equation 2.14, X is referred to as the coefficient of adjustment. 
If the desired and actual output levels are expressed in logarithmic 
form, A is called the elasticity of adjustment. 
To obtain an equation of observed variables for empirical parameter 
estimation purposes, equation 2.13 can be substituted into equation 2.15 
to yield: 
y(t+l) = Aax(t) + (1-A) y(t) +Au(t+1) 2.16 
The statistical estimation problems and a proposed technique for 
circumventing most of them in estimating an equation such as 2.16 has 
been presented by Ameniya and Fuller (1). It should be noted that this 
reduced equation is identical, except for the error term, to the reduced 
Koyck model (equation 2.9). 
The basic Nerlove production response equation with dynamic 
expectations but an absence of rigidities can be written as 
y(t+l) = ax*(t+l) + u(t+l) 2.17 
where 
y(t+l) = the realized level of production in the ensuing period 
x*(t+l) = the expected level of the production decision variable 
in the ensuing period 
It is then postulated that decision makers adjust their expectations on 
the basis of the error they experienced in their expectations during the 
22 
current decision period. This behavioral postulate can be expressed as 
x*(t+l) - x*(t) = c(x(t) - x*(t)); 0 < c ^ 1 2.18 
In this model c is referred to as the coefficient of expectations or the 
elasticity of expectations depending on absolute or logarithmic expression 
of the variables. 
To obtain an estimable equation, equation 2.17 can be solved for 
x*(t+l) and lagged one period. Substitution of this result into 2.18 
yields 
x*(t+l) = cx(t) + ((l-c)/a)y(t) - ((l-c)/a)u(t) 2.19 
Then upon the substitution of 2.19 into 2.17 the following results 
y(t+l) = acx(t) + (l-c)y(t) + u(t+l) - (l-c)u(t) 2.20 
It is apparent from equation 2.20 that autocorrelated error problems can 
certainly be expected in the estimation of this equation. It should be 
noted that the reduced estimation equation of the Nerlove rigidities and 
the dynamic expectations models are identical except for the error term. 
Also, equation 2.20—the reduced equation of the Nerlove adaptive 
expectations model—is identical to the reduced equation of the Koyck 
model (equation 2.9) if (1-c) is equal to A. Thus, in empirical applica­
tions it is difficult to deduce the "true" model hypothesis. 
If both rigidities and dynamic expectations are considered, the 
basic production response equation now becomes 
y(t+l) = ax*(t+l) 2.21 
where 
y(t+l) = the desired long run equilibrium output 
x*(t+l) = the expected level of the production decision parameter 
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output that has been observed. Equation 2.28 conceptually gives considera­
tion to both institutional and technological rigidities which may impede 
supply response adjustment and to expected changes in the level of 
production decision parameters. Practically speaking, it is very hard to 
obtain estimates for each parameter using Equation 2.28 with linear 
estimation procedures. However, unique estimates of each parameter and 
measures of reliability can be obtained through nonlinear estimation 
techniques. A computer program with an efficient algorithm for obtaining 
such estimates was operationalized late in the development of this study. 
However, only one distributed lag equation--the beef cow inventory 
equation--in the system was estimated in this manner. Under the objectives 
of the study, determination of the effect and the significance of the effect 
of various regressor variables on a regressand variable was felt to be more 
informative than the unique determination and significance of the 
parameters themselves, Ladd (44, p. 835). Also, as is demonstrated in 
the preceding discussion, under quite diverse assumptions the reduced 
equations from alternative distributed lag hypotheses contain exactly the 
same variables. Thus, a problem of parameter interpretation arises. The 
implications of a given coefficient of adjustment are quite different than 
for a similar coefficient of expectation. Quoting Ladd (44, p. 836), 
"Distributed lag concepts are a fruitful source of hypotheses concerning 
dynamic behavior; the trouble is that they are too fruitful." 
Statistical considerations 
Ordinary least squares (O.L.S.) model The parameters of the 
behavioral and technical equations of the structural system formulated in 
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this study are estimated by regression analysis. The classical normal 
linear regression model (0.1.S) can be written in matrix notation as: 
Y = XB + U 2.29 
Where Y is a column vector of n observations on the regressand variable; 
X is an n X (k+1) matrix of observations on the k regressor variables and 
a column of ones (X(i, j) denotes the i^^ observation of the 
regressor variable); B is a column vector of k+1 unknown parameters for 
which estimates are to be obtained; U is an n x 1 column vector of 
equation errors.^ 
The estimator of B, given the least squares error criterion, is 
found by differentiating U'U with respect to B. This process will yield 
the estimator 
b = (X'X)"^X'Y 2.30 
and the corresponding residuals (estimates of the equation error) are 
u = Y - Xb 2.31 
These estimates can be obtained given 
rank X = k < n 2.32 
and therefore that the inverse of (X'X) exists. 
The estimate b can be shown to be the best linear unbiased estimator 
(BLUE) of B if the following assumptions hold: 
E[U] = 0 2.33 
In the following discussion y, b and u will be used to denote 
estimates of the column vectors Y, B and U obtained from a particular 
sample. An element of these vectors will be denoted by a subscript 
enclosed in parenthesis after che cûluon vector naze. For example. B(i) 
refers to the element in the k+1 column vector of unknown parameters. 
0 is used to denote a null column vector of appropriate dimension. 
it refers to an identity matrix of dimension n x n. {1} denotes a row 
vector of ones of conformable dimension. 
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Since neither of these variables can be observed the following reduction 
procedure is used to obtain a relationship between observed values of 
output with observed production decision parameter values. 
First, rewrite equation 2.18 as 
x*(t+l) = cx(t) + (l-c)x*(t) 2.22 
By lagging equation 2.21 one period, solving it for x*(t) and then 
substituting into equation 2.22, we obtain 
x*(t+l) = cx(t) + ((l-c)/a)y(t) 2.23 
Now by substituting 2.23 into 2.21 we obtain 
y(t+l) = a[cx(t) + ((l-c)/a)y(t)] 2,24 
or 
y(t+l) = acx(t) + (l-c)y(t) 2.25 
The right hand side of equation 2.25 can now be substituted into equation 
2.15 to yield 
y(t+l) - y(t) = A[acx(t) + (l-c)y(t) - y(t)] 2.26 
or 
y(t+l) = acx(t) + (1-c) Xy(t) + (l-A)y(t) 2.27 
To remove the remaining unobservable variable we lag equation 2.14 one 
period and solve it for Ay(t). Substituting the result into 2.21 we 
finally obtain an equation containing only empirically observable 
variables which is 
y(t+l) = aXcx(t) + [(1-A) + (l-c)]y(t) - [(1-X) (l-c)]y(t-l) 2.28 
We have thus obtained an equation comprised of observable variables 
whose parameters can be estimated by regression procedures. These 
coefficients are quantitative estimates which reflect the changes in 
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E[UU'] = 0%!^ 2.34 
E[X'U] = 0 2.35 
The estimate of B is unbiased 
E[b] = B+E[(X'X)"^ X'U] = B 2.36 
The variance-covariance matrix of b is 
V[b]= E[(b-B)(b-B)'] = (X'X)"^ cr^ 2.37 
Of all linear unbiased estimates of B, least squares estimates have 
minimum variance. 
The expected value of the squared residuals of the model is 
E[U'U] = o2(n-k-l) 2.38 
2 
so that an unbiased estimator of ® is 
S^e = u'u/n-k-1 2.39 
2 
The multiple coefficient of determination, R , indicates how well. Y 
can be explained by the regressor variables X. This statistic is defined 
as 
R2 = b'X'Xb-(;U)Y)^/n 2.40 
Y'Y-({1}Y) /n 
If, in addition, it is assumed that the U(i), i = l,...,n are 
distributed normally, assumption 2.33, 2.34 and 2.35 can be compactly 
written as 
N(0, 2.41 
and significance tests performed on the vector B.^ 
^Under the ncrmcl distribution fssumntimn the significance tests will 
hold exactly. An alternative to this is to make no assumption about the 
form of the distribution of the U(i) and to appeal to the Central Limit 
Theorem in which case the tests are regarded as approximately correct, 
(Johnston (38, p. 136)). The ability to construct test statistics implies 
that confidence intervals for the parameter estimates can also be derived. 
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Significance tests on the vector B In performing tests on B we 
are interested in both simple and composite hypotheses depending on 
whether a single element or multiple elements of B are under scrutiny. 
The full vector is defined as B' = (B(o), B(l),...,B(k)); a subsector is 
a partitioning of B such that the last h elements (B(h); h = k-h+l,...,k) 
are included in the composite hypothesis and a simple hypothesis on a 
single element of B as B(j), j = 0,1,...,k. Excellent discussions of the 
appropriate test statistics and testing procedures are presented in 
numerous other places (37; 65) and will not be pursued here in detail. 
However, these tests involve the utilization of the F and Student's t-
distributions. 
The error sum of squares, S^e, of the O.L.S. model is distributed 
p p 
as a X (n-k-1). Also, it can be shown that if a random variable Z is 
distributed with zero mean and variance V then the quadratic form 
-1 9 
Z'V Z is distributed as a X distribution with degrees of freedom 
corresponding to the dimension of Z. The essence of the testing 
procedure involves the manipulation of the estimate vector b such that 
under a given null hypothesis, B(HO), the vector b-B(HO) is distributed 
normally with expectation zero and variance (X'X)a2. Then, by defining 
2 b-B(HO) as the random variable Z discusred above, a y. test statistic 
2 
can be derived. Since this is an independent X distribution from the 
error sum of squares, the ratio of the two defines an F distribution with 
degrees of freedom defined by the dimension of b-B(HO) and (n-k-1). This 
defines au appropriate test statistic for testing hofh composite and 
simple hypothesis on the vector B. In the simple hypothesis case, this 
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procedure is equivalent to a t-statistic test since by definition the 
square root of an F distribution with 1 and (n-k-1) degree of freedom is 
a random variable having a Student's t-distribution with (n-k-1) degrees 
of freedom. 
Prediction The primary purpose of estimating the relations in 
this system is for forecasting or prediction. We are interested in 
predicting the value of the regressand variable from a set of regressor 
variable values not in the sample. If we denote this set of regressor 
variable values as the row vector X(0) then the best linear unbiased 
predictor of the regressand variable Y is X(0)b. The expected value of 
this predictor is X(0)B and the variance is a^X(O)(X'X)"^X(0)'. From 
assumption 2.41 and relation 2.30 we know that X(0)b N[X(0)B, a X(0) 
(X'X) ^ X(O)']. Using the t-distribution, confidence intervals, given an 
X(0), can be established for both the expected value of the regressand 
variable and for the actual value of the regressand variable associated 
with X(0), Johnston (38, pp. 163-164). 
Dummy variables Dummy variables are constructs of regressor 
variables that extend the range and applicability of O.L.S. models. Their 
application involves the introduction of restrictions on the parameters 
of the model. They have a variety of uses, but in this study they are 
primarily utilized for the allowance of temporal effects, Johnston (38, 
p. 176). For many of the relations specified it is postulated that inter­
cept parameters and/or slope parameters vary according to the season of 
the year and the observaLiuii ^ciriûd. 
To permit intercept parameter shifts between seasons of the year 
and still pool the observational information for the entire sample period 
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the construct of regressor variables presented in Table 2.1 is used. 
Table 2.1. Intercept shift dummy variable construct 
Variable 
Quarter D2 D3 D4 
1 0 0 0 
2 1 0 0 
3 0 1 0 
4 0 0 1 
The construct is repeated for each annual observational unit in the 
sample period and becomes three additional regressor variables of the 
model. Under this construct, the intercept for the functional relation 
during the first quarter of the year is estimated by b(0), the second 
quarter intercept estimate is b(0) plus the coefficient associated with 
the variable D2, the third quarter intercept estimate is b(0) plus the 
coefficient for the variable D3 and so forth. It should be noted that 
under this type of dummy variable construct and parameter restrictions, 
the t-statistic computed for each of the three variables tests the null 
hypothesis that the respective intercept differs significantly from the 
first quarter intercept. 
If it is postulated that the slope parameter relating a regressor to 
the regressand variable differs with the season of the year, the actual 
observation on the regressor variable for the given quarter is used 
instead of the ones shown in Table 2.1. An example of such a construct 
tor a regressor vailaula X is shcvn in Table 2.7, Similar to the inter­
cept construct, this construct is repeated annually and becomes three 
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Table 2.2. Slope shift dumny variable construct 
Variable 
Quarter X2 X3 X4 
1 0 0 0 
2 X 0 0 
3  0 X 0  
4 0 0 X 
additional regressor variables of the model. The slope parameter of the 
model for the second quarter of the year is estimated by the coefficient 
obtained for the variable X plus the coefficient of X2. Third and 
fourth quarter slope estimates are obtained in the same fashion. Again, 
the t-statistic computed for the variables X2, X3 and X4 in standard 
regression programs tests the null hypothesis of no significant slope 
differences between the first quarter and the respective dummy variable 
quarter. 
For relations that are postulated to be shifting consistently over 
time a dummy trend variable is often utilized. The trend variable, T, 
used in this study, is assigned the value of unity for the first 
observation in the time-series sample period. It is then incremented 
quarterly by an additional unit throughout the sample period. For a 
further discussion of dummy variables and their application see Ladd (46). 
Covariance analysis The application of covariance analysis 
involves the further decomposition of the explained sum of squares in a 
regression model. Through the dummy variable techniques previously 
described we have introduced regressand variables that permit hard-to-
quantify seasonal differences to be accounted for in the relation. 
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Covariance analysis of models containing these seasonal dummies are used 
in this study to test the hypotheses that 
1. Intercepts of relations vary seasonally, 
2. Slopes of the relations vary seasonally, and 
3. Both intercepts and slopes of relations vary seasonally. 
Johnston (38, pp. 192-207), gives a detailed explanation and demonstrates 
the application of covariance analysis. To test the various hypotheses 
presented above the F distribution is used to obtain a test statistic of 
the general form 
P(«l. M2) = 
SSER is the sum of the squared residuals of the restricted function, 
SSEF is the sum of the squared residuals of the more general case. Ml is 
the difference in the degrees of freedom between the general and 
restrictive case and M2 is the degrees of freedom of the more general 
case—thus, the denominator is the mean square error of the more general 
case. Note, that the numerator of this ratio can be alternatively 
expressed as SSRF - SSRR where SSRF and SSRR are the explained sum of 
squares for the full and reduced models respectively. Thus, the null 
hypothesis can also be framed to test the significance of the additional 
regression sum of squares obtained by including more regressor variables 
in the model. 
Violations of the O.L.S. model assumptions 
Since one or more of the underlying assumptions of the classical 
model are typically violated in empirical applications, the following 
discussion will focus on these possible violations and the procedures 
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used in this study to minimize them and their ramifications. 
Multicollinearity Intercorrelation among the regressor variables 
is referred to as multicollinearity. Perfect multicollinearity violates 
condition 2.32 and prevents the derivation of the O.L.S. estimators. 
However, the case of concern to most researchers is when some regressor 
variables are highly but not perfectly collinear. Under these conditions 
(X'X) ^ exists but is likely to be inflated. Since this positive 
definite matrix is utilized both in obtaining coefficient estimates and 
the derivation of significance tests this can cause numerous estimation 
problems. One of these problems is a loss in the precision of the 
estimates. It also may lead to inaccurate equation specifications 
because it may cause unexpected signs and artificially lower the 
significance of a variable in the analysis. It also makes the parameter 
estimates highly dependent upon the particular observation sample used. 
To minimize this problem, a single "rule of thumb" based on the 
simple correlation coefficients of the regressor variables was used in 
this study. If the simple correlation coefficient between any two 
regressor variables was greater than 0.85, the regressor variable with 
the lowest simple correlation with the regressand variable was dropped 
from the specification or an attempt was made to purge the variables of 
the collinearity. In the estimation of the demand equations, for example, 
many of the theoretically relevant variables (i.e., the Consumer Price 
Index, Personal Disposable Income, and the wage rates of food marketing 
employees) were found to be highly iuLeiCorrelstcd theniselve? and 
with time. To utilize these integral variables in the analysis, they 
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were each regressed on the time trend variable and the corresponding 
residuals used as regressor variables in estimating the demand equations. 
Although the simple correlations among these variables were still high, 
the use of this procedure did reduce the collinearity of the variables. 
Specification error Errors in selecting the appropriate set of 
regressor variables are commonly referred to as specification error. The 
ramifications of such an error are likely to be biased estimated 
coefficients and an upward biased estimate of the residual variance. The 
possible bias of the estimators can be demonstrated through the following. 
Suppose that the true model is that described by relation 2.29 but 
that we mistakenly utilize a set of regressor variables X of order n x 
(k+1) which is some subset of the "true" model regressor variables X, 
then 
b = (X'X)'^X'Y 2.43 
and 
E[b] = (X'X)"^X'XB 2.44 
which will generally be biased, with the extent of the bias being 
dependent on the correlations between the included and omitted regressor 
variables weighted by the excluded "true" model parameters, Johnston 
(38, p. 169). 
It is apparent that the omission of "relevant" variables from a 
model reduces the explained sum of squares and therefore biases upward the 
estimate of the residual variance. Se. This, in turn, inflates the 
estimated standard errors of the regression coefficients and reùucéô the 
value of the test statistics of these coefficients below commonly used 
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critical regions. However, dropping additional regressor variables in 
these circumstances aggravates the problem even further. 
Johnston (38, p. 169) points out that the presence of possible 
specification errors provides a case for the inclusion, given data and 
sufficient degrees of freedom, of any regressor variable of possible 
relevance in a model. For the equations estimated in this study, a 
regressor variable deemed relevant by theoretical considerations was 
generally retained in an equation specification unless its estimated 
standard error was greater than the magnitude of the regression 
coefficient. 
Autocorrelated errors The correlation of the error term U with 
previous values of itself is referred to as autocorrelated errors.^ The 
presence of this correlation violates the O.L.S. model assumption that 
successive disturbances are independent, assumption 2.34. This assumption 
implies that E[U(t)U(t-m)] = 0 for all m not equal to zero and over all 
2 
t. There are several things which can result in this assumption not 
being met. One of these is an incorrect specification as to the form of 
the relationship between the regressor variables and the regressand 
variable. A second possible explanation for the presence of autocorrelated 
errors is measurement errors on the variables in the analysis. 
^An autocorrelated error is a special case of a serially correlated 
error. Serially correlated or temporally dependent errors may be 
correlated with previous values of themselves and/or errors in other 
equations. 
2 
The subscript t replaces the subscript i and serves to "date" the 
error vector U. 
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Autocorrelated errors can also arise from incorrect model specifications 
which omit relevant variables from the analysis. If there is serial 
correlation among these omitted variables that does not cancel out, 
autocorrelation is the possible result. 
The consequences of autocorrelated errors in the O.L.S. model 
previously presented are numerous (27, pp. 41-49; 38, pp. 246-249) and 
(47, p. 96). First, if there is no lagged regressand variable appearing 
as a regressor variable in the model, the estimates of B will remain 
unbiased but will lose their efficiency. The estimates of the coefficient 
sampling variances are also likely to be underestimated and the t and F 
tests will be biased. When the model specification leads to the inclusion 
of lagged regressand variables as regressors—as in the dynamic equations 
which appear in this study—then b is biased and inconsistent. With 
independent errors, the inclusion of a lagged regressand variable as a 
regressor still results in biased estimates in small samples. However, 
these estimates retain the property of consistency. 
There are several tests based upon the residual vector u which are 
commonly used to determine the presence of autocorrelated errors. These 
include the Durbin-Watson d statistic, the Theil-Nagar d and the Hart-
vonNeuman ratio. However, as pointed out by Ladd (45, p. 332), the use 
of residuals to compute the autoregressive properties of errors is not a 
very satisfactory method. Also Ladd and Martin (47, p. 92) suggest, 
based on their empirical evidence, that an econometrician using monthly 
UL quarterly date vculd be vise to assume aiifncnrrelated errors are 
present. Therefore, instead of the traditional procedure of first 
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performing the O.L.S. estimation, testing for the presence of auto-
correlated errors and then proceeding with alternative estimation 
procedures if it seems to be required, the presence of autocorrelated 
errors is assumed at the onset of this study. 
It is further assumed that the U(t) follow a first-order auto-
regressive error scheme such that 
U(t) = RU(t-l) + E(t) -1 < & < 1 2.45 
with E(t) now satisfying the conditions of assumption 2.41. 
Under this error scheme, assumption 2.34 becomes 
E[UU'] = A V 











Several alternative estimation procedures have been proposed for 
estimating equations containing autocorrelated errors, Johnston (38, 
pp. 25,65). The estimation method used in this study is the modified 
Gauss-Newton nonlinear least squares procedure referred to as Auto-
regressive Least Squares (A.L.S.). This procedure is described in detail 
by Fuller and Martin (29; 30). Other excellent discussions of the 
procedure are found in Ladd (45, p. 334) and Craddock (8, pp. 34-41). 
A.L.S. is an iterative estimation process that continues to alter 
initial parameter estimates until they converge to stable values which 
37 
minimize the error sum of squares. Initial parameter estimates were 
obtained by the application of the 0.1.S. model previously discussed. 
An initial estimate for R, the autocorrelation coefficient, was derived 
from the Durbin-Watson d from the approximate relation 
r = 1 - d/2 2.48 
The general form of the equation model utilized and operating 
instructions for the computer program used to obtain parameter estimates 
for ail equations assumed to be recursive in the structural system are 
presented in Appendix A. This computer program is an adaptation and 
modification of Martin's (52).^ 
Structural systems In general it is possible to conceive of 
any single equation or relation as being part of an overall system of 
equations. Let such a system for M single relations in the t*"^ time 
period be 
BY(t) + CX(t) = U(t) 2.49 
where 
B is a matrix of endogenous variable coefficients of order M x M. 
C is a matrix of exogenous variable coefficients of order M x K. 
Y(t) is a M X 1 vector of endogenous variables at time t. 
X(t) is a K X 1 vector of exogenous variables. 
U(t) is a M X 1 vector of disturbances. 
The statistical techniques utilized to obtain estimates of the structural 
parameters of such a system depend on the nature of this equation system. 
^The algorithm simultaneously obtains estimates of both B and R 
which can be shown to be maximum likelihood estimates under the model 
assumptions presented above. 
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If these relations are of a simultaneous nature, then assumption 2.35 of 
the O.L.S. model is violated and single equation estimates will be biased 
and inconsistent. However, under the appropriate condition, single 
equation estimation techniques will still yield unbiased estimators, Wold 
and Jureen (100, p. 49). This essential condition is that the equation 
error be a priori uncorrelated with the regressor variables. From the 
efficiency of the estimators aspect. Wold also states that single equation 
estimation of the relations in 2.49 will have optimal efficiency unless 
the disturbances are not independent. 
Structural systems meeting both conditions specified above are 
referred to as recursive systems. Their two special features are a 
triangular B matrix and a diagonal variance-covariance matrix for the 
disturbance vector U(t), Johnston (38, p. 369). 
As indicated previously, 42 of the 47 equations which comprise the 
structural system of this study are recursive in nature. The lower 
triangular endogenous variable coefficient matrix condition is met by 
appropriate equation specifications. In regard to the disturbance 
variance-covariance matrix condition, serial correlation within each 
equation—autocorrelation—is explicitly recognized in the estimation 
procedure. However, serial correlations between the error vectors of 
different equations are assumed to be negligible and error vectors of 
different equations are treated as though they were independent. No 
attempt is made to verify this treatment through correlation analysis of 
the residual vectors, xhe presence uf àeïial ccrrelsticr. '^'culd imply 
that the estimators obtained and presented are inefficient. 
Five of the equations in the structural system are treated as being 
simultaneous in nature. Given a just-identified system, biased but 
consistent estimates of the structural parameters can be obtained through 
the single equation estimation procedure known as indirect least squares 
(I.L.S.)»^ However, the system of equations specified in this study are 
all over-identified and the single equation simultaneous equation 
estimation method known as autoregressive two-stage least squares 
(A.T.L.S.) is utilized to obtain direct estimates of the structural 
parameters. This procedure attempts to meet the independence condition 
of the error and regressor variables for each equation by using least 
squares estimates—which are known to be uncorrelated with the residual 
vectors—for the other endogenous variables included as regressors in 
the equation. In addition, the modified Gauss-Newton procedure is 
adapted to the simultaneous case and the first order autocorrelated 
errors assumption made. It is still assumed that serial correlation of 
errors between equations is negligible and can be considered as non­
existent. A brief description of this estimation procedure as put forth 
2 
by Fuller (26) will now be presented. 
Single equation estimation in a system with autocorrelated 
errors It is assumed that we want to estimate the m^^ equation in a 
system of equations. This normalized equation can be written as 
^For a discussion of the identification problem and the conditions 
required for identification see Johnston (38, pp. 352-365). 
2 
Other descriptions of the A.T.L.S. procedure can be found in Ladd 
(45, pp. 352-353) and Karg (40, pp. 63-66). 
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Y (m) = B(m)Y2 + C(m)X(m) + U(m) 2.50 
where the elements of U(m) are assumed to satisfy 
U(t,m) = R(m)U(t-l,m) + E(t) lR(m)l< 1 
E(t) rv NID(0, a^I^) 2.51 
The column vector Y(m) contains n observations on the endogenous variable 
selected as the regressand variable. The matrix Y2 contains observations 
on all other endogenous variables in the system. X(m) is a matrix of 
observations on the exogenous variables included in the m*"^ equation. It 
is assumed that there are other exogenous variables in the system denoted 
by X2. The vectors in X(m) and X2 can be combined to form the matrix X 
which includes observations on all exogenous variables in the system. It 
is further assumed that equation 2.50 is identified so that estimation is 
possible. The method proceeds as follows. 
Step 1. Regress Y2 on X and obtain the estimates Y2 for these 
regressions. 
Step 2. Obtain preliminary estimates of B(m) and C(m) by the regression 
which is the residual vector computed from 2.50 by replacing the unknown 
parameters by their estimates. 
Step 4. Estimate R(m) as 
of Y(ra) on Y2 and X(m), i.e. 
Y(m) = b(m)Y2 + c(m)X(m) 2.52 
Step 3. Define 
u(m) = Y (m) - bY2 - c(m)X(m) 2.53 
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Cl 
E u(t,m) u(t-l,m) 
r(m) = 2.54 
If r(m) is not significantly different from zero, then return to 2.52 
and treat these preliminary estimates as final. If the null hypothesis 
on R(m) is rejected, then go to Step 5. 
Step 5. Transform all obseirvational data using r(m). For example, 
W(t,m) = (m) Y(t,m) t=l 
2.55 
= Y(t,m) - r(m) Y(t-l,m) t=2,...,n 
Denote the transformed matrices for Y(m), Y2, X(m), X2, and X by W(m), 
W2, H(m), H2 and H respectively. 
Step 6. Using the Taylor series approximation employed in the Gauss-
Newton procedure we rewrite equation 2.50 as 
W(m) A B(m)W2 + C(m)H(m) + Ar(m)u ^ + E(m) 2.56 
where u ^ is the vector with u(t-l,m) as the t^^ element. The parameters 
-i 
of this equation are then estimated by two-stage least squares, u ^ is 
included as a predetermined variable in the first stage regressions. If 
Ar(m) is found significant in the estimation of 2.56 then we replace the 
r(m) in 2.55 by r(m) + Ar(m) and iteratively repeat steps 5 and 6 until 
y « 
Ar(m) becomes nonsignificant. 
Variable classification and definitions 
To facilitate further discussion of the structural model, the 
variables used in the system will now be defined and classified by their 
status in the model (i.e., whether they will be endogenous or exogenous 
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to the system). Figure 2.1 presents this information. The "variable code 
name" column which appears on the left side of the figure is an alphameric 
name consisting of no more than six characters. Mnemonic properties of the 
character combinations were their selection criteria. All variables which 
relate to cattle or beef commodities in the model begin with a C or B. 
Similarly, variables relating to the hog or pork commodities begin with an 
H or P.^ All mnemonic names refering to variables of the lamb and mutton 
or sheep commodities begin with an L. Mnemonic names of broiler commodity 
related variables and turkey commodity related variables begin with a BR 
2 
or TR, respectively. Some other general interpretive guidelines are the 
following: names containing a Q denote a physical quantity or supply flow 
variable, names containing a P are price or profit indicator variables, 
the appearance of an N, FP or W in the last position of the name denotes a 
variable expressed on a per capita basis, a profitability indicator or 
slaughter weight variable, respectively. 
The appearance of an apostrophe after the mnemonic code name of a 
variable indicates that this is one of the 47 fundamental endogenous 
variables of the system. A quotation mark in the corresponding position 
denotes that the variable is one of the 16 fundamental exogenous variables 
of the model. 
The second column of Figure 2.1, when relevant, indicates the units in 
which the variable is measured. This column is followed by a brief verbal 
^An exception to this classification guideline is the variable DHSFQ. 
The letter D is used as a prefix on the sow farrowings variable HSFQ to 
denote a uniauelv calculated difference variable. 
9 
"Three exceptions to this classification guideline for the broiler and 
turkey commodity related variables are the first three variables which 
appear in Figure 2.1. The prefix letter A on the variables BRTP, TRH and 
TRTPH denote unique time period advances of specially calculated aggregates 
of each of these variables. 
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description of the variable and indicates its empirical counterpart used in 
the model. 
In the ensuing text the additional following standard notation will be 
used. They are presented in relation to a general variable X. 
X(I) - a variable measured quarterly 
X(L) - a variable measured annually 
$X - the first difference of the variable X 
$2X - the second difference of the variable X 
X* - the ex ante or expected level of the variable X 
X2(I) - a variable measured quarterly that is different from zero 
in the second quarter of the year only 
X3(I) - a variable measured quarterly that is different from zero 
in the third quarter of the year only 
XA(I) - a variable measured quarterly that is different from zero 
in the fourth quarter of the year only. 
Although the mnemonic variable names will be heavily relied upon in 
the text, periodic elaboration of their English word counterpart will be 
made to further facilitate comprehension of the discussion. 
Data considerations 
The sample period for estimating the structural coefficients of all 
the livestock subsector related endogenous variables was 1955 through 1970. 
Due to limitations on data series for estimating the structural 
coefficients of the broiler and turkey subsector related endogenous 
variables, a 1956 through 1970 sample period was utilized. This period of 
time was felt to be sufficiently long to encompass at least one complete 
production cycle for any of the commodities considered and therefore help 
capture the essence of the structure of that subsector. 
The data sources are all secondary in nature and rely solely on 
figures published by two governmental agencies. These agencies are the 
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VARIABLE UNIT 
CODE OF DESCRIPTION 
NAME MEASURE 
MIL. SUM OF BROILER TYPE CHICKENS TESTED FOR 
PULLORUM DISEASE DURING PRECEDING THREE 
QUARTERS 
MIL. ADVANCED TURKEY HATCH (.67TRHL(I-1) + .33TRHL 
(1-2) + .17TRHH(I-1) + .83TRHH(I-2)) 
THOUS. ADVANCED SUM OF HEAVY BREED TURKEY TESTINGS 
FIRST QUARTER - SUM DURING TWO PRECEDING 
QUARTERS 
SECOND QUARTER - SUM DURING THREE PRECEDING 
QUARTERS 
THIRD QUARTER - SUM DURING FOUR PRECEDING 
QUARTERS 
FOURTH QUARTER - TESTING DURING PRECEDING 
QUARTER ONLY 
BC ' MIL. LB. COMMERCIAL CIVILIAN CONSUMPTION OF BEEF 
BCN LB. COMMERCIAL CIVILIAN CONSUMPTION OF BEEF PER 
CAPITA 
BM " MIL. LB. MILITARY CONSUMPTION OF COMMERCIAL BEEF 
BPW ' $ WHOLESALE STEER PRICES PER CWT., CHICAGO, CAR-
LOT BASIS, 600-700 LB. CHOICE CARCASSES 
BQ ' MIL. LB. COMMERCIAL PRODUCTION OF BEEF 
BRC ' MIL. LB. COMMERCIAL CIVILIAN CONSUMPTION OF BROILER MEAT 
BRCN LB. COMMERCIAL CIVILIAN CONSUMPTION OF BROILER MEAT 
PER CAPITA 
BRFP $ BROILER FEED PRICE PER CWT. (21% CRUDE PROTEIN 
RATION = 1.20 CP + 0.0165SBMP) 
BRH ' MIL. BROILER TYPE CHICK HATCHINGS 
BRPI BROILER PROFITABILITY INDICATOR (BRPW/BRFP) 














BRS t MIL. LB. COLD STORAGE HOLDINGS OF BROILER MEAT AT END OF 
QUARTER 
BRQ 1 MIL. LB. COMMERCIAL PRODUCTION BROILER MEAT (R.T.C.) 
BRT II MIL. LB. FOREIGN TRADE IN BROILER MEAT (EXPORTS) 
BRTP 1 MIL. BROILER TYPE CHICKENS TESTED FOR PULLORUM 
DISEASE 
BS 1 MIL. LB. COLD STORAGE HOLDINGS OF BEEF AT END OF QUARTER 
BT 1 MIL. LB. NET (IMPORTS MINUS EXPORTS) FOREIGN TRADE IN 
BEEF 
CAQ 1 THOUS. COMMERCIAL CATTLE SLAUGHTER 
CAW 1 LB. AVERAGE LIVEWEIGHT OF COMMERCIAL CATTLE 
SLAUGHTER 
CBCQ THOUS. COMMERCIAL BEEF COW SLAUGHTER 
CBCS 1 THOUS. BEEF COWS AND HEIFERS THAT HAVE CALVED, ON 
FARMS JANUARY 1 
CBCSA THOUS. BEEF COWS AND HEIFERS THAT HAVE CALVED ON FARMS 
JANUARY 1 IN SECOND, THIRD AND FOURTH QUARTERS; 
NUMBER ON FARMS PREVIOUS YEAR IN FIRST QUARTER 
CBCS 2 THOUS. BEEF COWS AND HEIFERS THAT HAVE CALVED ON FARMS 
JANUARY 1 IN SECOND QUARTER, ZERO OTHERWISE 
CBCS 3 THOUS. BEEF COWS AND HEIFERS THAT HAVE CALVED ON FARMS 
JANUARY 1 IN THIRD QUARTER, ZERO OTHERWISE 
CBCS4 THOUS. BEEF COWS AND HEIFERS THAT HAVE CALVED ON FARMS 
JANUARY 1 IN FOURTH QUARTER, ZERO OTHERWISE 
CCQ 1 THOUS. COMMERCIAL SLAUGHTER OF BEEF AND MILK COWS 
CCVS 1 THOUS. HEIFERS, STEERS, AND BULLS UNDER 500 POUNDS, ON 
f AibCWS J iittUAjR.*! i. 
Figure 2.1. (Continued) 
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VARIABLE UNIT 
CODE OF DESCRIPTION 
NAME MEASURE 
CCVSA THOUS. HEIFERS, STEERS AND BULLS UNDER 500 POUNDS ON 
FARMS JANUARY I IN SECOND, THIRD AND FOURTH 
QUARTERS ; NUMBER ON FARMS PREVIOUS YEAR IN 
FIRST QUARTER 
CDCQ THOUS. COMMERCIAL DAIRY COW SLAUGHTER 
CDCS " THOUS. MILK COWS AND HEIFERS THAT HAVE CALVED, ON 
FARMS JANUARY 1 
CDCSA THOUS. MILK COWS AND HEIFERS THAT HAVE CALVED ON FARMS 
JANUARY 1 IN SECOND, THIRD AND FOURTH QUARTERS; 
NUMBER ON FARMS PREVIOUS YEAR IN FIRST QUARTER 
CFFP $ CATTLE FINISHING FEED PRICE PER CWT. (11% CRUDE 
PROTEIN RATION = 1.705 CP + 0.0023SBMP) 
CFPI CATTLE FINISHING PROFITABILITY INDICATOR 
(CSP/CFFP) 
CFSP ' $ PRICE PER CWT. FOR GOOD AND CHOICE 300-500 LB. 
FEEDER CALVES, KANSAS CITY 
CHEQ ' THOUS. COMMERCIAL HEIFER SLAUGHTER 
CHES ' THOUS. HEIFERS 500 POUNDS AND OVER NOT BEING KEPT FOR 
MILK COW REPLACEMENT, ON FARMS JANUARY 1 
CHESA THOUS. HEIFERS 500 POUNDS AND OVER NOT BEING KEPT FOR 
MILK COW REPLACEMENT ON FARMS JANUARY 1 IN 
SECOND, THIRD AND FOURTH QUARTERS; NUMBER ON 
FARMS PREVIOUS YEAR IN FIRST QUARTER 
CHES2 THOUS. HEIFERS 500 POUNDS AND OVER NOT BEING KEPT FOR 
MILK COW REPLACEMENT ON FARMS JANUARY 1 IN 
SECOND QUARTER, ZERO OTHERWISE 
CHESS THOUS. HEIFERS 500 POUNDS AND OVER NOT BEING KEPT FOR 
MILK COW REPLACEMENT ON FARMS JANUARY 1 IN 
THIRD QUARTER, ZERO OTHERWISE 









CHES4 THOUS. HEIFERS 500 POUNDS AND OVER NOT BEING KEPT FOR 
MILK COW REPLACEMENT ON FARMS JANUARY 1 IN 
FOURTH QUARTER, ZERO OTHERWISE 
CP " $ PRICE PER BU. NO. 3 YELLOW CORN, CHICAGO 
CPI " % CONSUMER PRICE INDEX, ALL ITEMS, 1957-59 = 100 
CSHQ THOUS. COMMERCIAL STEER AND HEIFER SLAUGHTER 
CSP ' $ PRICE PER CWT. CHOICE SLAUGHTER STEERS, OMAHA 
CSTQ ' THOUS. COMMERCIAL STEER SLAUGHTER 
CSTS ' THOUS. STEERS 500 POUNDS AND OVER, ON FARMS JANUARY 1 
CSTSA THOUS. STEERS 500 POUNDS AND OVER ON FARMS JANUARY 1 IN 
SECOND, THIRD AND FOURTH QUARTERS; NUMBER ON 
FARMS PREVIOUS YEAR IN FIRST QUARTER 
CSTS 2 THOUS. STEERS 500 POUNDS AND OVER ON FARMS JANUARY 1 IN 
SECOND QUARTER, ZERO OTHERWISE 
CSTS 3 THOUS. STEERS 500 POUNDS AND OVER ON FARMS JANUARY 1 IN 
THIRD QUARTER, ZERO OTHERWISE 
CSTS4 THOUS. STEERS 500 POUNDS AND OVER ON FARMS JANUARY 1 IN 
FOURTH QUARTER, ZERO OTHERWISE 
CTCS THOUS. COWS AND HEIFERS THAT HAVE CALVED, ON FARMS 
JANUARY 1 
CY ' % DRESSING YIELD, COMMERCIAL CATTLE SLAUGHTER 
DY BIL. $ DISPOSABLE PERSONAL INCOME 
DHSFQ THOUS. SOWS FARROWING IN THIRD AND FOURTH QUARTERS MINUS 
FIRST AND SECOND QUARTERS IN FOURTH QUARTER OF 
CURRENT YEAR AND FIRST QUARTER OF SUCCEEDING 
YEAR, ZERO OTHERWISE 
DYN " $ DISPOSABLE PERSONAL INCOME PER CAPITA 









D2 ONE IN SECOND QUARTER, ZERO OTHERWISE 
D3 ONE IN THIRD QUARTER, ZERO OTHERWISE 
D4 ONE IN FOURTH QUARTER, ZERO OTHERWISE 
ECLF MIL. EMPLOYED CIVILIAN LABOR FORCE 
FMW " $ WAGE PER HOUR FOR FOOD MARKETING DISTRIBUTION 
EMPLOYEES 
G " % RANGE-FEED CONDITIONS IN 17 WESTERN STATES 
HAW ' LB. AVERAGE LIVEWEIGHT PER HEAD COMMERCIAL HOG 
SLAUGHTER 
HBGQ ' THOUS. COMMERCIAL SLAUGHTER BARROWS AND GILTS 
HFP $ HOG FEED PRICE PER CWT. (14% CRUDE PROTEIN 
RATION = 1.557CP + 0.0064SBMP) 
HP ' $ PRICE PER CWT. BARROWS AND GILTS-#l-3, 220-240 
LB., CHICAGO, PRIOR TO JULY 1968 
-#1-2, 220-240 LB., CHICAGO, FROM JULY 1968 
THROUGH MAY 1970 
-#1-2, 220-240 LB., PEORIA, AFTER MAY 1970 
HPI HOG PROFITABILITY INDICATOR (HP/HFP) 
HPI2 HOG PROFITABILITY INDICATOR IN SECOND QUARTER, 
ZERO OTHERWISE 
HPI4 HOG PROFITABILITY INDICATOR IN FOURTH QUARTER, 
ZERO OTHERWISE 
HQ THOUS. COMMERCIAL HOG SLAUGHTER 
HSFQ ' THOUS. SOWS FARROWING 
HSQ ' THOUS. COMMERCIAL SOW SLAUGHTER 
LC ' MIL. LB. COMMERCIAL CIVILIAN CONSUMPTION OF LAMB AND 
MUTTON 
Figure 2.1. (Continued) 
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VARIABLE UNIT 
















" MIL. LB. 
LQ ' MIL, LB. 
LRCPI LN % 
COMMERCIAL CIVILIAN CONSUMPTION OF LAMB AND MUTTON 
PER CAPITA 
PRICE PER CWT. OF SHEEP AND LAMBS (ESTIMATED 
AVERAGE COST OF FEDERALLY INSPECTED SLAUGHTER) 
EWES ONE YEAR AND OLDER, ON FARMS JANUARY I 
EWES ONE YEAR AND OLDER ON FARMS JANUARY 1 IN 
SECOND, THIRD AND FOURTH QUARTERS; NUMBER ON FARMS 
PREVIOUS YEAR IN FIRST QUARTER 
EWES ONE YEAR AND OLDER ON FARMS JANUARY 1 IN 
SECOND QUARTER, ZERO OTHERWISE 
EWES ONE YEAR AND OLDER ON FARMS JANUARY 1 IN 
THIRD QUARTER, ZERO OTHERWISE 
EWES ONE YEAR AND OLDER ON FARMS JANUARY 1 IN 
FOURTH QUARTER, ZERO OTHERWISE 
MILITARY CONSUMPTION OF COMMERCIAL LAMB AND MUTTON 
WHOLESALE LAMB PRICE PER CWT., CHICAGO, CARLOT 
BASIS, 45-55 LB. CHOICE CARCASSES 
COMMERCIAL PRODUCTION OF LAMB AND MUTTON 








' MIL. LB. 
" MIL. LB, 
DEVIATIONS FROM REGRESSION WHEN LN DYN REGRESSED 
ON T 
DEVIATIONS FROM REGRESSION WHEN LN FMW REGRESSED 
ON T 
COLD STORAGE HOLDINGS OF LAMB AND MUTTON AT END 
OF QUARTER 
NET (IMPORTS MINUS EXPORTS) FOREIGN TRADE IN LAMB 
AND MUTTON 
Figure 2.1. (Continued) 
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VARIABLE UNIT 
CODE OF DESCRIPTION 
NAME MEASURE 
p II MIL. CIVILIAN RESIDENT POPULATION 
PC t MIL. LB. COMMERCIAL CIVILIAN CONSUMPTION OF PORK 
PCN LB. COMMERCIAL CIVILIAN CONSUMPTION OF PORK PER CAPITA 
PM 11 MIL. LB. MILITARY CONSUMPTION OF COMMERCIAL PORK 
PPW 1 $ WHOLESALE PRICE PER 100 LB. PORK CUTS, CHICAGO 
PQ 1 MIL. LB. COMMERCIAL PRODUCTION OF PORK 
PS 1 MIL. LB. COLD STORAGE HOLDINGS OF PORK AT END OF QUARTER 
PT It MIL. LB. NET (IMPORTS MINUS EXPORTS) FOREIGN TRADE IN PORK 
S BMP II $ PRICE PER TON 44% SOYBEAN OILMEAL, DECAUTER 
T TREND; 1 IN FIRST QUARTER 1955, 2 IN SECOND 
QUARTER 1955,..,, 64 IN FOURTH QUARTER 1970 
TCLF MIL. TOTAL CIVILIAN LABOR FORCE 
TRC I MIL. LB. COMMERCIAL CIVILIAN CONSUMPTION OF TURKEY MEAT 
TRCN LB, COMMERCIAL CIVILIAN CONSUMPTION OF TURKEY MEAT 
PER CAPITA 
TRCN2 LB. COMMERCIAL CIVILIAN CONSUMPTION OF TURKEY MEAT 
PER CAPITA IN SECOND QUARTER, ZERO OTHERWISE 
TRCN3 LB. COMMERCIAL CIVILIAN CONSUMPTION OF TURKEY MEAT 
PER CAPITA IN THIRD QUARTER, ZERO OTHERWISE 
TRCN4 LB. COMMERCIAL CIVILIAN CONSUMPTION OF TURKEY MEAT 
PER CAPITA IN FOURTH QUARTER, ZERO OTHERWISE 
TRFP $ TURKEY FEED PRICE PER CWT. (16.5% CRUDE PROTEIN 
RATION = 1.39 CP + O.OllSBMP) 
Turi TURKEY PROFITABILITY INDICATOR (TRPW/TRFP) 









TRHH ' MIL. HEAVY BREED TURKEY POULT HATCH 
TRHL ' MIL. LIGHT BREED TURKEY POULT HATCH 
TRPW ' Ç WHOLESALE TURKEY PRICE, NEW YORK, 8-16 LB. HENS 
TRQ ' MIL. LB. COMMERCIAL PRODUCTION TURKEY MEAT (R.T.C.) 
TRQ2 MIL. LB. COMMERCIAL PRODUCTION OF TURKEY MEAT IN SECOND 
QUARTER, ZERO OTHERWISE 
TRQ3 MIL. LB. COMMERCIAL PRODUCTION OF TURKEY MEAT IN THIRD 
QUARTER, ZERO OTHERWISE 
TRQ4 MIL. LB. COMMERCIAL PRODUCTION OF TURKEY MEAT IN FOURTH 
QUARTER, ZERO OTHERWISE 
TRS ' MIL. LB, COLD STORAGE HOLDING OF TURKEY MEAT AT END OF 
QUARTER 
TRT " MIL. LB. FOREIGN TRADE IN TURKEY MEAT (EXPORTS) 
TRTPH ' THOUS. HEAVY BREED TURKEYS TESTED FOR PULLORUM DISEASE 
TRTPL ' THOUS. LIGHT BREED TURKEYS TESTED FOR POLLORUM DISEASE 
UNEMP " X UNEMPLOYMENT RATE (ECLF/TCLF*100.) 
Figure 2.1. (Continued) 
52 
United States Department of Agriculture and the United States Department 
of Commerce- Publications from these two agencies which contain the 
specific data series used are indicated by bibliographic reference 
numbers (74) through (96), excluding (82) and (87). 
In general, the quarterly measured variables are defined as the 
simple average of sum of the respective monthly observations within that 
seasonal quarter. The mid-quarter population P is an exception and is 
estimated by averaging the data for a four month period. For example, 
the estimate for the first quarter is found by averaging the data for 
December, January, February and March, while the second quarter estimate 
is given by averaging the March, April, May and June data. 
Two of the exogenous variables, personal disposable income DY and 
the unemployment rate UNEMP, are derived using other data series sources. 
To calculate personal disposable income the monthly values for total 
personal income are averaged to form quarterly estimates according to the 
configuration of months used in this study. The calendar quarter 
estimate of personal and nontax payments is expressed as a proportion of 
total personal income for the same calendar quarter. One minus this 
proportion is then multiplied by the quarterly estimate of total personal 
income for the seasonal grouping of months to obtain the desired personal 
disposable income variable. 
The seasonally unadjusted unemployment rate UNEMP is defined as one 
minus the ratio of the total employed labor force to the total civilian 
labor fcrcc. Sincc this variable is used in estimating structural 
equations subjected to covariance analysis to determine seasonal 
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differences in functional form, the seasonally unadjusted data was preferred 
to the popularly used seasonally adjusted unemployment rate, Ladd (46). 
Other data series that required special attention because of 
inadequate length were the cattle inventory and wholesale turkey price 
variables. In 1971, cattle inventory estimates by sex and age were 
discontinued and only sex and weight classification estimates are now made. 
Wholesale price data on 8-16 pound young hen turkeys at New York is 
unavailable prior to 1963. However, in both cases, the availability of 
an overlapping highly correlated data series permitted extrapolation of 
the desired proxy variable series to the required length. For a 
discussion of the extrapolation procedures used see Buttimer (3, pp. 42-
45). 
The next three chapters of this study will be concerned with the 
specification and estimation of the structural equations which in turn 
can be used to construct a simulation model. The equations will be 
presented in three major sections, one section per chapter. Chapter III 
will contain the production relations of the system. Chapter IV will 
elaborate the supply-disappearance relations of the system. This 
includes the cold storage holding or meat inventory equations, the 
foreign trade equations and the supply-disappearance identity equations. 
Chapter V will concern itself with the elucidation of the price deter­
mination equations of the model. This includes both the derived whole­
sale demand equations and the wholesale-to-farm margin equations. 
Within eacn or cne sections preseuted, eyuatioas pertaining dircctly 
to the beef subsector will be presented first. These will then be 
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followed by equations relating to pork, lamb and mutton, broiler and 
turkey respectively. The equations are numbered such that the first 
Arabic numeral denotes the commodity sector within which the endogenous 
variable is defined. The beef sector endogenous variables are denoted by 
a one, the pork sector variables by a two, lamb sector variables by a 
three, broiler sector variables by a four and turkey sector variables by 
a five. The commodity sector number is followed by a decimal point and a 
second Arabic numeral. This numeral denotes the sequential order of the 
respective endogenous variable within the commodity sector. For example, 
a 1.1 indicates that the equation pertains to the first (sequential 
order) variable in the beef commodity sector. For implicit equation 
specifications the equation number is prefixed by an S. For the 
corresponding estimated equation, the equation number is prefixed with 
an E. 
Most of the relationships are presented first in implicit relational 
form with the dependent variable of the specification appearing in the 
first position. A colon in these relations is to be read as "depends on" 
and a comma as "and". Semicolons will be used to delineate endogenous 
from exogenous variables appearing in a specification. Variables 
appearing to the left of the semicolon are endogenous variables or some 
transformation of variables which include an endogenous variable. 
Variables appearing to the right of the semicolon are strictly exogenous 
to the system. An example of this notation is: 
Y(I): X(I); Z(I) 
Here Y(I) would be the endogenous variable of interest and the regressand 
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variable of the relation. The variable X(I) could either be a predeter­
mined endogenous variable or a transformation of several variables at 
least one of which is a predetermined endogenous variable} Variable Z(I) 
is exogenous to the present structural system of equations. 
Equation estimation results are presented in the text immediately after 
the specification discussion. The t-statistics for the coefficient 
estimates are presented in parentheses directly under the coefficient. The 
letter F denotes the F-statistic obtained for the equation presented. The 
2 
Multiple Coefficient of Determination is denoted by R . The mean square 
error of the estimated equation over the sample period is indicated by an 
S. The estimate of the autocorrelation coefficient obtained is denoted by 
the letter r. 
Given sufficient economic theory and empirical knowledge a researcher 
should be able to proceed to a valid structural model specification. This 
does not mean, however, that the "best" model specification from the popu­
lation of equations which are acceptable on the grounds of prior theoretical 
and empirical knowledge has been formulated. It also does not mean that the 
hurdle between equation specification and statistical equation estimation 
can be satisfactorily negotiated. The equations which follow are based on 
economic theory, a knowledge of the livestock-poultry industry and previous 
research endeavors in this subject matter area. Only one equation is pre­
sented in the text; however, in several instances, numerous alternative 
specifications were hypothesized and estimated.. The selection criterion for 
individual equations was the residual mean square obtained in estimation. 
The selection rule was the retention of that equation which had the lowest 
residual mean square. 
^Predetermined endogenous variables include lagged endogenous variables 
and endogenous variables of the current time period assumed predetermined in 
the sequential recursive ordering of the relations. 
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CHAPTER III. PRODUCTION RELATIONS 
Beef Production Equations 
The production of beef is influenced by both the number of cattle 
and calves kept expressly for that purpose and the number of cattle and 
calves kept for milk production purposes. In this study it will be 
assumed that the number of cattle and calves kept to produce milk is 
primarily a function of milk prices and are not significantly affected 
by beef cattle and calf prices or feed grain prices. Therefore, they 
can be treated as exogenously determined variables of the model.^ 
However, the possibility of finishing dairy calves for beef production 
purposes and the slaughter of dairy cows will be explicitly recognized 
in deriving commercial beef production. The first four equations will 
be concerned with estimating the annual inventory or stocks of cattle 
and calves. These stocks will then be used to indicate the number of 
steers, heifers and cows slaughtered during the ensuing year. Total 
commercial cattle slaughter is then obtained through a technical equation. 
Veal production--which originates mainly from dairy cattle sources 
—is not considered in this study. In 1970, commercially produced veal 
totaled 558 million pounds, approximately 2.6 percent of commercial beef 
production during the similar period. 
2 
Four types of structural equations appearing in economic systems 
are commonly delineated. These are behavioral, technical, institutional 
and identity equations. Behavioral structural equations are those that 
involve the response of the human decision agent. Technological relation­
ships express the connections between physical entities which are beyond 
the direct control of human action. Institutional equations are those 
equations that relate socially prescribed operating rules on the system. 
Identity equations nsftd for accounting purposes to sum disaggregates 
which are to become indistinguishable. The behavioral and technical 
equation types are not mutually exclusive and the characteristics of 
each can often be found in a single structural relationship. 
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Next, after average slaughter weight and dressing yield equations are 
specified and estimated an equation to derive commercial beef production 
is formulated. 
Cattle inventory equations 
Cattle numbers in the United States have generally been on the 
increase since the time of colonization. They have, however, exhibited 
several cyclical movements over this time period. Over the period from 
1925 through 1962, Gruber and Heady (32, p. 263) indicate that cyclical 
fluctuations of about 10 years in duration with varying amplitudes have 
evolved around this pronounced long term trend. They found about the 
first two-thirds of the typical length corresponded with an expansionary 
phase and increases in inventory numbers. During the remaining third of 
the cycle inventory numbers would be decreasing or in the downswing 
phase of the cycle. 
Walters (98) presents evidence of similar cyclical cattle inventory 
movements. He explains this phenomenon through the use of "spontaneous 
optimism" and "simultaneous pessimism" time period concepts. The 
essential characteristic of the "spontaneous optimism" time period is 
the gradual accumulation of cattle inventories. These periods correspond 
with favorable price levels and rates of growth in cattle numbers which 
exceed the equilibrium rate of growth. Slaughter supplies eventually 
increase to the point that slaughter cattle prices and feeder cattle 
prices decline. 
Corresponding to the lower values of these key production decision 
variables, the industry enters the "simultaneous pessimism" phase. In 
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this phase cattle producers reduce the size of their breeding herds 
because production has become less profitable. This action results in 
slaughter increases in the short run—breeding herd liquidation increases 
even further the already burdensome slaughter supplies--but eventually in 
lower slaughter supplies.^ When slaughter and feeder cattle prices improve 
once again to favorable levels--which the cyclical evidence implies is 
about four years later—"spontaneous optimism" again becomes operative in 
the industry and the cylical process repeats itself perpetually in this 
manner. Current observations, however, would lead one to question the 
stability of this historical cyclical inventory number pattern. For the 
past 15 years beef cow numbers have been on the increase. Cattle numbers 
have dipped only slightly when decreases in dairy cow numbers have more 
than offset the beef cow herd increases. 
2 
Beef cow inventory equation The fundamental barometer of the 
cattle inventory cycle is the number or stock of beef cows on farms and 
ranches. The farmer or rancher must periodically decide to expand, 
maintain or reduce his cow herd size. Decisions to expand involve the 
About two years must elapse before the impact of the actions prompted 
by the "simultaneous pessimism" can significantly affect steer and heifer 
slaughter. Cattle have a gestation period of approximately nine months in 
duration. After birth another 12 to 16 months is required for the animal 
to attain typical marketing weight. 
2 
Inventory estimates made for cattle by the Statistical Reporting 
Service reflect stock numbers as of January 1 of a given calendar year. 
Under the quarterly time dimension of this model, this point in time falls 
during the first quarter of the fiscal year. It will be assumed that these 
inventory estimates do not provide information to the system until the 
begiaaiug ol tha second sccccncl quarter (March 1), Thus, the annual time 
index L should be interpreted as referring to a period of time encompassing 
the second, third and fourth quarters of the current fiscal year plus the 
first quarter of the ensuing fiscal year. 
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retention of heifer calves and possibly reductions in culling rates. 
Decisions to liquidate inventories involve cow slaughter and the 
finishing or marketing of heifer calves. Although these decisions are 
made at various times during any given production year, it is likely that 
most of the decisions which involve significant inventory changes are 
made in the fall. It is at this time that the producer becomes concerned 
with possible inventory wintering costs. The producer must decide if the 
discounted net revenue that he could receive from producing and selling a 
calf in the future exceeds the income he could receive immediately 
through the sale of a given cow for slaughter or heifer for feeding 
purposes. 
One of the primary decision variables in this decision context is 
the expected price of feeder calves. Thus, the first variable to appear 
in the beef cow equation specification is the expected price of feeder 
calves in the fourth quarter of the ensuing year CFSP4*(L).^ The only 
other variable appearing in the specification is the lagged first 
difference of fourth quarter feeder cattle prices $CFSP(L-1). This 
variable reflects the income opportunity of selling the heifer calves 
as feeders, and indicates position in the cattle cycle. 
CBCS(L): GFSP4*(L), $CFSP4(L-1) Sl.l 
^The fourth seasonal quarter price (i.e. September, October and 
November average) has been selected in this instance because of the large 
proportion of feeder cattle sale transactions which are made during this 
period. Over the 1964-1969 period, inshipments of stocker and feeder 
calves into Iowa--historically the number one cattle feeding state— 
during these three months have accounted for hull of the annuel irchipzent 
volume. 
60 
The expectation model postulated to relate changes in the expected 
price of feeder calves to observed feeder cattle prices is 
CFSP4*(L)-CFSP4*(L-1)=C(1.1) (CFSP4(L-l)-CFSP4*(L-l)) Sl.l' 
where 
CFSP4*(L) = the expected price of feeder calves in the fourth 
quarter of the ensuing year 
CFSP4*(L-1) = previously held expectations of feeder calf prices 
in the fourth quarter of the past year 
CFSP4(L-1) = the price of feeder calves realized in the fourth 
quarter of the past year 
C(I.l) = the coefficient of expectation or the proportion fay 
which cattle producers revise their expectations 
based on their previous error 
The reduced equation to be estimated from this postulated model is 
presented below. The letter c is substituted for the coefficient of 
expectation C(l.l). 
CBCS(L) = -cB(0) + cB(l)CFSP(L-l) + B(2) $CFSP4(L-1) 
-(l-c)B(2)$CFSP4(L-2) + (l-c)CBCS (L-1) + U(L) El.T 
Linear estimation of equation El.l' would yield five coefficients but the 
model only contains four unknown parameters. Estimation of this equation 
was performed with the nonlinear estimation procedure discussed in 
Chapter II and presented in Appendix A. The resulting estimated 
equation is 
C B C S )  =  1 0 5 1 .  +  3 5 . 0 8 C F S P 4 ( L - 1 )  -  4 3 . 6 8 $ C F S P 4 ( L - 1 )  
(0.75) (2.00) 
+ 38.66$CFSP4(L-2) + 0.885CBCS(L-I) 
C ^ (2.93) 
F=129.0 8^=0.992 S-467.9 r=0.737 El.l 
(1.51) 
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The estimation results indicate that cattle producers have a coefficient 
of expectation of .12. This indicates that cattle producers are rather 
slow in revising their expectations as, given an initial discrepancy 
between expected and realized price levels and assuming all other 
variables are held constant, it would take approximately 15 years before 
a 90 percent adjustment was made.^ 
Calf inventory equation The number of calves inventoried is 
determined by the number born in the preceding year minus any death loss. 
Thus the calf inventory equation specification contains the number of 
cows on farms at the beginning of the preceding year. The variable CTCS 
(Cattle Total Cow Stock) is the sum of the number of beef cows CBCS and 
dairy cows CDCS. The fourth quarter lagged feeder steer price, CFSP4(L-1), 
is included to reflect the desires of cattle feeders to purchase the 
calves in the fall and place them on feed. If this is done the animals 
will likely be excluded from the 500 pound or less calf inventory 
definition by January 1. Thus, the coefficient on this term can be 
expected to be positive. Average range-feed conditions during the 
second, third and fourth quarters G234(L-1) are included to provide an 
index of possible death losses due to inferior environmental conditions. 
With favorable range-feed conditions it would be expected that more 
calves would be raised per cow. 
CCVS(L): CTCS(1-1), CFSP4(L-1); G234(L-1) SI.2 
.12 (i.e. value of c of .12) adjustment would be made during the 
first year. In cne second year an àddlLluùâl adjustment cf .11 vculd be 
made. At the end of n years the percent of the adjustment completed is 
defined by the formula Ic(l-c)^, i=0,...,n. 
i 
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In the estimation of specification SI.2 the average range-feed 
conditions were found to be of insignificant importance in explaining 
calf inventories. The resulting equation is 
CCVS(L) = 466.4 + 0.408CTCS(L-1) + 46.13CFSP4(L-1) 
(2.12) (1.11) 
F=94.35 R^=0.984 S=445.6 r=0.997 El.2 
(17.0) 
The equation indicates that calf inventories increase approximately 41 
head for every 100 head increase in cow numbers. A dollar increase in 
feeder steer prices in the fourth quarter of the previous year has 
resulted in a 46 thousand head increase in calf inventory numbers. 
Steer inventory equation The number of steers 500 pounds and over 
on farms at the beginning of the year is primarily a function of the calf 
inventories of the preceding year. Thus, the number of calves under 500 
pounds on farms and ranches in the previous year CCVS(L-1) is the first 
variable appearing in this specification. However, it is also possible 
that some of the animals appearing in the calf inventory at the beginning 
of the preceding year could already have been slaughtered. The price of 
feeder cattle during the fourth quarter of the preceding year CFSP4(L-1) 
and its first difference are included to allow this behavior to be 
reflected by the structural equation. The lagged fourth quarter price 
of corn CP4(L-1) is included to reflect the desire to place calves on 
feed. If they are placed on feed in the previous fall or winter they 
will be over 500 pounds. Thus the coefficient on this term can be 
expected to be negative since increased corn prices would be associated 
with lower feedlot placements. 
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CSTS(L): CCVS(L-1), CFSP4(L-1), $CFSP4(L-1); CP4(L-1) SI.3 
The resulting equation with the estimated coefficients are 
CSTS(L) = -1552. + 1.258CCVS(L-1) + 173.3CFSP4(L-1) 
(3.37) (3.57) 
-35.21$CFSP4(L-1) - 1091.CP4(L-1) - 835.7T(L) 
(1.17) (1.32) (1.71) 
F=29.62 0.974 S=367,4 r=0.863 El.3 
(4.45) 
Examination of residual plots of the estimation results of S 1.3 led to 
the inclusion of a dummy trend variable in this equation. The negative 
coefficient on this variable likely reflects the increases in inventory 
velocity which has accompanied increases in the proportion of cattle 
finished on high concentrate rations. 
Heifer inventory equation The number of heifers on farms 
January 1 not being kept for milk cow replacement purposes is specified 
to be a function of variables similar to the corresponding steer 
inventories. The final resulting equation is 
CHES(L) = 500.0 + 0.335CCVS(L-1) + 58.15CFSP4(L-1) - 28.36$CFSP4(L-1) 
(11.2) (2.61) (1.83) 
F=63.01 R^=0.980 8=172.7 r=0.503 El.4 
(2.01) 
The lagged fourth quarter corn price was dropped from specification 
during estimation because of its failure to contribute significantly to 
the explained sum of squares. 
Cow slaughter equation 
The number of cows slaughtered during any given quaiTuc" is a 
function of both the number of beef and dairy cows. Thus the commercial 
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cow slaughter equation CCQ is derived as the sum of beef and dairy cows 
slaughtered. Beef cow slaughter CBCQ is specified as being related to 
beef cow inventories and the level and recent change in the level of 
finishing cattle profitability. 
CBCQ(I): CBCSA(I), CBCS4(I), CBCS3(I), CBCS2(I), CFPI(I-l), 
$CFPI(I-1); SI.5' 
Since inventory data are annual stock variables, variable CBCSA 
represents a special variable construct designed to integrate the annual 
and quarterly time dimensions. The quarterly classification of months 
previously presented defines December, January and February as the first 
quarter of the fiscal year. Hence, some of the cows slaughtered during 
this quarter will not appear in the current year January 1 inventories. 
Variable CBCSA is therefore defined as the current beef cow inventory 
CBCS(L), at the beginning of the second, third and fourth quarter within 
any fiscal year. However, the first quarter value for this variable is 
the one-year lagged beef cow inventory variable, CBCS(L-l). All 
variables which appear in subsequent equations that have an A after the 
mnemonic name are defined similarly. Variables CBCS4(I), CBCS3(1), and 
CBCS2(I) are included in the specification to allow the slope of the 
functional relation to vary by quarters. The finishing cattle 
profitability indicator variables reflect the profitability of raising 
calves and therefore the desires of ranchers to alter the size of their 
cow herds. 
The cattlc finishing profitability indicator CFPI and the first 
difference of this variable $CFPI are variables that have been defined 
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to provide an index of the profitability of finishing cattle for 
slaughter. It is defined as 
CFPI(I) = CSP(I)/CFFP(I) = CSP(I)/(1.705CP(I) + 0.0023SBMP(I)) 
The numerator of this variable is the slaughter steer price. The 
denominator, with the mnemonic code name CFFP, is an approximation of 
the cost of 100 pounds of cattle finishing feed. It is derived by 
assuming that the typical finishing ration for cattle has a crude protein 
content of approximately 11 percent. Thus, the coefficients applied to 
the corn price and soybean meal prices variables (CP and SBMP) are 
weights which yield the specified ration cost. They are included in 
the cow slaughter equation specification to reflect forces affecting 
desires on the part of ranchers to alter the size of their cow herd. 
The number of dairy cows slaughtered is specified as a function of 
dairy cow inventory levels and three seasonal dummy intercept shift 
variables. 
CDCQ(I): ; CDCSA(I), D4, D3, D2 SI.5" 
Defining commercial cattle slaughter as the sum of beef and dairy cow 
slaughter yields the following derived equation. 
CCQ(I): CBCSA(I), CBCSA(I), CBCS3(I), CBCS2(I), CFPI(I-l), 
$CFPI(I-1); CDCSA(I), D4, D3, D2 SI.5 
Estimation of specification SI.5 resulted in the following 
cuy(i) = - 730.0 -f O.llACBCSAd) - 0.020C2CS4(I) - 0.0?fiCRCS3(I) 
(3.18) (3.67) (2.91) 
- 0.011CBCS2(I) - 49.41CFPI(I-1) + 99.07$CFPI(I-l) 
(1.43) (1.61) (4.22) 
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+ 0.153CDCSA(I) + 1222.D4 + 881.0D3 + 210.5D2 
(2.37) (5.02) (3.24) (0.92) 
F=32.25 R^=0.905 8=130.4 r=0.806 El.5 
(9.62) 
The estimated coefficients indicate that for every thousand head 
increase in beef cow inventories cow slaughter increases 114, 103 
(114-11), 88 (114-26) and 84 (114-30) head during the first through 
fourth quarters respectively. The estimated intercept coefficient for 
the fourth quarter is 492 thousand head (-730.+1222.). The t-statistic 
presented for the coefficient on D4 can be used to test the null 
hypothesis that the first and fourth quarter intercepts are equal. The 
t-statistic presented for the coefficient on CBCS4(I) can be similarly 
used to test the null hypothesis that the first and fourth quarter 
responses of cow slaughter to changes in cow inventory numbers are equal. 
Steer slaughter equation 
Commercial steer slaughter during any given year is basically 
drawn from the 500 pound and over January 1 steer inventories. Thus the 
first variable in this specification is CSTSA. Similar to the cow 
slaughter equations, CSTS4, CSTS3, and CSTS2 are dummy variables 
included to allow the change in steer inventory levels to have a 
differential impact on steer slaughter levels during different seasons 
of the year. Since some animals defined as calves in the inventory data 
may also be marketed during the fiscal year, calf numbers CCVSA also 
appear in the specification. 
The lagged value of the cattle finishing profitability index 
CFPI(I-l) is included to reflect short run profitability effects. The 
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sign on this variable is expected to be negative and reflects the tendency 
of cattle feeders to market cattle early under favorable profitability 
conditions. The year ago ratio of finishing cattle profitability to 
feeder cattle prices CFPI(I-4)/CFSP(I-4) is intended to capture farmers' 
previous responses in placing cattle on feed that would be currently 
near marketing weight. 
CSTQ(I): CSTSA(I), CSTS4(I), CSTS3(I), CSTS2(I), CCVSA(I), 
CFPI(I-l), CFPI(I-4)/CFSP(I-4); SI.6 
The estimated steer slaughter equation is 
CSTQ(I) = 294.4 + 0.066CSTSA(I) - 0.003CSTS4(I) + 0.015CSTS3(I) 
(1.40) (0.97) (4.34) 
+ 0.007CSTS2(I) + 0.136CCVSA(I) - 43.59CFPI(I-1) 
(2.22) (4.88) (2.59) 
- 1153.CFPI(1-4)/CFSP(1-4) 
(2.05) 
F=93.59 R^=0.954 S=127.1 r=0.468 El.6 
(4.06) 
The coefficient estimated for the year ago ratio of cattle finishing 
profitability to feeder prices has an unexpected negative sign. A 
possible explanation for this is that, because of cyclical price 
expectations, farmers tend to market cattle as early as possible under 
favorable profitability conditions. 
Heifer slaughter equation 
The quarterly commercial slaughter of heifers equation is specified 
similarly to the steer slaughter equation. Heifer slaughter is primarily 
a function of the number of heifers on farms at the beginning of the year. 
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Because heifers can potentially be used for breeding herd or slaughter 
purposes, the previous change in beef cow numbers $CBCSA(I) is used in 
this equation instead of the calf inventory variable CCVSA. A further 
difference from the steer slaughter specification is the one quarter 
lagged ratio of the finishing cattle profitability indicator to feeder 
calf prices CFPI(I-1)/CFSP(I-1). The time lag on this variable was 
altered from the steer equation because of the flexibility of potential 
breeding animals (i.e. they can be used for slaughter or added to the 
breeding herd). 
CHEQ(I): CHESA(I), CHES4(I), CHES4(I), CHES2(I), $CBCSA(I), 
CFPI(I-l), CFPI(I-1)/CFSP(I-1); SI.7 
The estimation of SI.7 resulted in 
CHEQ(I) = -2822. + 0.516CHESA(I) + 0.017CHES4(I) + 0.002CHES3(I) 
(27.8) (6.74) (0.84) 
- 0.005CHES2(I) - 0.147$CBCSA(I) + 68.26CFPI(I-1) 
(2.07) (6.64) (6.96) 
- 306.5CFPI(I-1)/CFSP(I-1) 
(0.91) 
F=242.2 R^=0.982 S=77.76 r=0.378 El.7 
(3.15) 
The positive sign on the lagged finishing cattle profitability indicator 
in Equation El.7 reflects the tendency of cattle producers to delay the 
marketing time of heifers for slaughter purposes and retain them for 
possible production or breeding purposes in periods of increasing 
profitability conditions. 
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Cattle slaughter equation 
Because of the omission of an explicit equation estimating the 
slaughter of bulls and stags, total commercial cattle slaughter CCQ 
cannot be obtained through an identity equation. Thus, a technological 
equation was specified and estimated so that the omitted class can be 
accounted for through the endogenous variables previously obtained. 
This specification contains the steer, heifer and cow slaughter variables 
plus the seasonal dummies. Steer slaughter CSTQ and heifer slaughter 
CHEQ were summed prior to estimation and appear in the equation as the 
variable CSHQ. Only the estimation results are presented. 
CAQ(I) = -21.39 + 1.012CSHQ(I) + 1.061CCQ(I) + 7.602D4 
(18.9) (90.4) (1.37) 
+ 29.35D3 + 20.98D2 
(6.03) (4.60) 
F=9999. 8.2=0.999 S=15.15 r=0.682 El.8 
(7.23) 
The results indicated that approximately 1 bull or stag is slaughtered 
for every 50 steers and heifers and for every 17 cows. 
Averafie cattle slaughter weight equation 
The average liveweight of cattle slaughter is specified as a 
function of the ratio of cow to steer and heifer slaughter, the one period 
lagged cattle finishing profitability indicator, the first difference of 
the lagged profitability indicator, seasonal dummies and a time trend 
variable. As the ratio of cow to steer and heifer slaughter increases 
it is expected that average slaughter weights will aecrease. The 
profitability variables are included to reflect producers' desires to 
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alter marketing times and therefore market weights. The time trend 
variable is to capture the structural changes that have been occuring 
in the cattle industry which have led to heavier average slaughter-
weights over time. This structural change is the increasing proportion 
of cattle which are being fattened with high concentrate rations. 
CAW(I): CCQ(I)/CSHQ(I), CFPI(I-l), $CFPI(I-1); D4,D3,D2,T(I) SI.9 
In the estimation of SI.9 the lagged cattle finishing profitability 
indicator was not found to be a significant factor in explaining average 
slaughter weights and was therefore dropped. The resulting equation is 
CAW(I) = 144.6 - 0.004CCQ(I)/CSHQ(I) - 1.788$CFPI(I-1) 
(2.12) (2.05) 
- 26.35D4 - 32.58D3 - 14.7102 + 0.597T(I) 
(11.6) (15.8) (7.16) (1.61) 
F=95.64 R^=0.950 S=6.900 r=0.858 El.9 
(14.2) 
As expected, increases in the cow to steer and heifer slaughter ratio 
resulted in lighter average weights. The estimated coefficient 
indicates that average weights decline by .5 pounds for every percentage 
increase in the ratio. The estimated coefficients also indicate that a 
unit increase in the profitability ratio during the preceding quarter 
reduces average slaughter weights by 1.8 pounds. The coefficient on the 
trend variable indicates that average weights have been increasing 
approximately 2.4 pounds annually over the estimation observation period. 
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Average cattle dressing yield equation 
The major determinant of the beef dressing yield is specified to be 
the ratio of cow to steer and heifer slaughter. The seasonal dummies 
and trend variables allow the functional relationship levels to vary by 
quarters of the year and also over time. Similar to the average 
slaughter weight equations, the trend variable coefficient should be 
positive reflecting the higher dressing yields from the increasing 
proportion of concentrate fattened cattle over time. The estimation 
results of this specification are 
CY(I) = 22.85 - 0.078(CCQ(I)/CSHQ(I)*100.) + 0.218D4 + 0.369D3 
(12.7) (3.24) (5.58) 
+ 0.179D2 + 0.029T(I) 
(2.74) (6.25) 
F=211.3 R^=0.974 5=0.220 r=0.611 El.10 
(5.41) 
The estimated coefficients indicate that slaughter yields decrease 
approximately .08 percent for every percentage increase in the cow and 
steer and heifer slaughter ratio. Also yields have been increasing .12 
percent annually over the observational period. 
Beef production equation 
Although commercial beef production is defined as the product of 
cattle slaughter CAQ, average slaughter weight CAW, and dressing yield 
CY, a linear approximation of this relationship is used in the model. 
The estimation results of this linear technical equation are 
BQ(I) = -12995. + 0.5769CAQ(I) + 111.6CY(I) + 2.131CAW(I) - 40.43D4 
(364.) (31.1) (14.7) (4.77) 
- 75.88D3 - 39.90D2 
(10.5) (4.54) 
F=9999. R^=0.999 S=13.68 r=-0.523 
(4.15) 
El.11 
Pork Production Equations 
The swine enterprise is commonly referred to as a "mortgage 
lifter". It has achieved this status among livestock enterprises, 
especially in the Corubelt, because of its consistent ability to yield a 
relatively high rate of return to resource inputs over time.^ However, 
these returns arc by no means stable between years and it is generally 
agreed that cycles in hog production are a good example of the cobweb 
theorem phenomenon. The basis of this phenomenon is the dichotomy 
between the production decision period and the production realization 
period. However, it is also heavily predicated on the assumption that 
producers expect current price levels to continue into the future. 
Assuming that the decision maker (hog producer) is already involved 
in the hog production process and has a herd of sows available for 
breeding or that he could immediately enter the hog industry through 
the purchase of sows, a minimum of ten months is required from the time 
that a decision is made to produce hogs until these hogs are ready to be 
marketed as butchers. This time requirement is basically physiological. 
The estrus cycle Lor swine averages 2] days. If a sow is bred and 
conceives the gestation period requires, on the average, another 114 
days. The birth to market weight time requirement is much more flexible 
but will require five to seven months. 
'iiowell (37, p. j) indicates tne income per $100 feed fed to 
hogs during tiiu 1900-1969 period averaged $174. This compared with an 
income per $100 feed fed to a'il livestock of $153 during the similar 
peri od. Tiic crude range between the averages of the two highest and 
lowest years for hogs was $62. 
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For the entire hog production industry, supply responsiveness is 
less elastic than for the firm. This is due to both technical and 
behavioral reasons. The traditional hog cycle averaging about four 
years in length can briefly be described as follows. First, assume that 
the swine industry has just experienced a cyclical trough in hog prices, 
producers have been in the process of depleting their breeding herd 
inventories and conditions are such that swine producers are once again 
receiving price signals which provide incentives for increasing 
production. Due to the seasonal pattern of hog prices, this event will 
probably transpire in the summer of a given year. As producers formulate 
their basic production decisions in the fall and correspondingly 
increase their breeding herd inventories, hog price advances will be 
accentuated even further through the reduction in slaughter supplies. 
As previously indicated, at least ten months will elapse before 
slaughter hogs are realized from this decision period. The empirical 
time profile of hog supply responsiveness, however, cannot be justified 
on physiological grounds alone. Due to the prolificacy of the sow 
herd, significant increases in pork supplies could be realized by the end 
of the first year of the cycle. The behavioral implications of this 
empirical fact are that farmers discount the price signals they are 
receiving and accordingly make only partial adjustments in their 
production plans. 
Concurrent with this period of increasing hog supplies, hog prices 
in the winter and spring ot tne second year bc&ln Lû approach c pc-k 2nd 
the cyclical price decline is likely to more than offset the normal 
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seasonal spring through summer increases. By fall, prices will have 
started to decline as the market supplies continue to increase from the 
spring pig crop. It is at this point in time that swine producers will 
decide to reduce hog numbers as they have now become relatively less 
profitable. However, production decisions regarding the fall pig crop 
have already been made under more favorable price expectations. When 
these pigs are placed on the market as butcher hogs in the winter and 
spring months of the third year of the cycle, the result will be even 
further deterioration in the hog price level. Again, however, the lag 
between production decisions and realizations and the partial adjustment 
mechanism followed by swine producers will yield a spring pig crop of 
greater magnitude than justified by current price levels. This will 
perpetuate even further deterioration in hog price levels through the 
summer and fall months. Even further price declines will result when 
producers—now in their fourth basic decision period of the cycle—are 
prompted by the relatively low hog profitability levels to sharply cut 
breeding herd inventories and place these additional supplies on the 
market. The sharply lower hog prices in the fall will then signal 
reductions in sow farrowings in the winter and spring and a leveling off 
of hog prices. With significant cuts in the breeding herd, reductions in 
the spring pig crop in the fourth year of the cycle allows for some price 
recovery and the beginning once again of the expansionary phase of the 
hog cycle. 
Now we must turn to the task of specifying a system of equaLiout, of 
the hog production sector, under the quarterly time dimension, that 
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accurately depicts the decision and production processes just discussed. 
Sows farrowing equation 
The decision of swine producers regarding the number of sows to 
farrow is primarily dependent upon the expected profitability of raising 
hogs when the pig crop is to be marketed, the current changes in hog 
profitability levels and the relative profitability of alternative uses 
of farm resources. 
To provide an index of the profitability of raising hogs for 
inclusion in the equation specification a profitability index variable 
has been constructed. This variable will be referred to as a hog 
profitability indicator (HPI) and is defined as follows: 
HPI(I) = HP(I)/HFP(I) = HP(I)/(1.557CP(I)-H).0064SBMP(I)) 
The denominator of this index variable with the mnemonic code name of 
HFP refers to a hog feed price indicator. It is derived by assuming 
that the typical swine ration has a crude protein content of approximately 
14 percent. Thus the coefficients applied to the com price and soybean 
meal price variables are weights which yield the price of one hundred 
pounds of 14 percent hog feed.^ 
The variable HPI*(1+2) represents the expectations of hog producers 
in regard to the profitability of raising hogs during the quarterly 
^Feed costs normally account for approximately 66 percent of the 
total direct costs involved in producing pork. It is assumed that the 
other cost components have relatively stable time paths and that changes 
in hog prices relative to hog feed prices denotes the significaat changes 
in the profitability of producing pork. 
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period when the pigs will be marketed. Since this will not be an 
empirically observable variable, an adaptive expectations model will be 
postulated to reduce this equation for estimation. $HPI(I-2) allows the 
current change in the profitability indicator, when the decision to breed 
sows was made, to influence the level of sow farrowings. The variable 
CSP(I-2)/HP(I-2) (the ratio of slaughter steer to butcher hog prices) is 
specified to reflect changes in the relative profitability of alternative 
resource uses. It is hypothesized that a cattle feeding enterprise has 
the greatest substitutability potential with swine production on most 
farms. 
A quarterly time trend variable T(I) is also included in the sow 
farrowing specification to account for improvements in management and 
the genetic potential of swine since 1955 (the beginning of this equation 
estimation observation period). Not only have conception rates been 
increased, but the continuing conversion to multiple farrowing systems 
has allowed more sows to be farrowed from a given size breeding herd. 
Because of genetic improvements, swine are also becoming better feed-to-
protein converters and it now requires fewer pounds of feed to produce a 
pound of pork. Thus the information content of hog profitability index 
is being altered over time.^ The dummy variables D4, D3, and D2 allow 
the level of the functional relation to vary seasonally. The equation 
specification is 
^Although the sczc hcg profitability ratio rnmnared with 15 
years ago implies greater profitability because of lower feed require­
ments, some of the gains have been offset by increases in the "other 
costs" of producing pork. 
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HSFQ(I): HPI*(I+2), $HPI(I-2), CSP(I-2)/HP(I-2); 
D4, D3, D2, T(I) S2.1 
To allow specification S2.1 to be reduced to empirically observable 
variables for estimation purposes, it will be postulated that producers* 
expectations are revised in some proportion to the error associated with 
their previous level of expectations. For the sow farrowing equation 
such a model can be written as: 
HPI*(I+2)-HPI*(I-2) = C(2.1) (HPI(I-2)-HPI*(I-2)) ; 0 <C(2.1) <1 
where 
HPI(I+2) = expected level of profitability indicator in future 
marketing period 
HPI*(I-2) = previous expectation of current profitability indicator 
when sow breeding decision was being made two quarters 
ago 
HPI(I-2) = level of profitability indicator when sow breeding 
decision was made two quarters ago 
C(2.1) = the proportion of error by which farmers revise their 
expectations or the coefficient of expectation 
The final linear estimation result of the reduced equation which 
conforms to the adaptive expectations model discussed above is 
HSFQ(I) = -167.4+ 153.3HPI(I-2) + 22.96$HPI(I-2) - 183.5CSP(I-2)/ 
(4.69) (0.73) (0.96) 
HP(I-2) + 171.7D4 + 167.D3 + 332.9D2 - 6.45T(I) 
(3.34) (2.84) (2.78) (2.62) 
+ 0,805HSFQ(I-4) 
(14.3) 
F=132.3 R^=0.970 S=154.2 r=0.464 E2.1 
(3.63) 
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The estimated coefficients indicate that sow farrowings do increase with 
increases in production profitability. Also, farrowings decrease as 
cattle prices increase relative to hog prices. 
Sow slaughter equation 
The number of sows marketed for slaughter is dependent upon the size 
of the breeding herd and producers' expectations regarding the future 
profitability of raising hogs. When a sow has farrowed she is usually 
retained for a four to eight week period to mother and nurse the pigs. 
After this time period has elapsed the farmer must decide to sell the sow 
for slaughter or place her in the breeding herd for future production. 
Under the quarterly time dimension, the number of sows farrowed in the 
previous quarter HSFQ(I-l) provides a measure of the possible culling 
potential and is to be included in the specification.^ The culling 
rate—the proportion of the sow herd slaughtered—can be defined as the 
ratio of HSQ(I)/HSFQ(I-1). Since the culling rate and changes in this 
rate are more appropriately related to changes in future profitability 
expectations than are the absolute number of sows slaughtered, it will 
become the regressand variable in the equation estimated. The number of 
sows slaughtered can then be determined by multiplication of the estimated 
culling rate and the number of sows farrowed in the previous quarter. 
^The producer has a great deal of flexibility in deciding when a sow 
should be culled from the herd. The number of pigs a sow farrows per 
litter increases with the age of the sow until the sow is around three 
years old, remains relatively constant until she is perhaps five years 
/-x f •-K/i»-» fT*o^T T n o T 4 If a 1 A Will KP 
culled because of size--too large and awkward—or profitability reasons 
before she has reached the age of declining prolificacy. 
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The variable most pertinent for the decision maker in this context is 
the expected hog profitability conditions when pigs could be marketed from 
the sows not presently sold for slaughter. This would be about three 
quarters in the future and HPI*(I-3) would be an appropriate proxy 
variable to utilize. An adaptive expectations model will again be 
specified to reduce the equation for estimation purposes. The change in 
the profitability indicator lagged one quarter $HPI(I-1) reflects changes 
in profitability conditions which can be expected to result in a higher 
culling rate during the current quarter. The variables $HPI4(I-1) 
$HPI2(1-1), D4, D3, and D2 allow farmers to respond differently in their 
culling rates during different times of the year. 
HSQ(I): HSFQ(l-l), HPI*(I+3), $HPI(I-1), $HPI4(I-1), $HPI2(I-1); 
D4, D3, D2 S2.1 
The expectation model postulated to relate changes in the expected 
level of profitability with changes in the culling rate is: 
HPI*(I+3)-HPI*(I-l) = C(2.2)(HP1(1-1)-HP1*(I-1))0; 0<C(2.2)àl 
where 
HPI*(I-3) = expected profitability of raising and marketing hogs 
when pigs from the sow could be marketed 
HPI*(I-1) = previous expectation of hog raising profitability 
in past quarter 
HPI(I-l) = level of profitability indicator when decision 
regarding sow slaughter was being made in the 
previous quarter 
C(2.2) = the proportion of error by which farmers revise their 
cxpcctaticnc cr the coefficient of evnprit-at-ion 
The estimation results of the reduced equation corresponding to 
S2.1 is presented below. In the ensuing discussion the explicit 
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presentation of the distributed lag model postulates will be discontinued. 
The specifications presented will include only those empirical variables 
that would appear in the reduced equations from such models. Each 
dynamic equation presented, however, has an origin from model postulates 
such as those discussed previously. 
HSQ(1)/HSFQ(I-1) = 0.211 - 0.021HPI(I-1) - 0.022$HPI(I-1) 
(4.33) (2,32) 
+ 0.035$HPI4(I-1) + 0.030$HPI2(I-1) + 0.020D4 - 0.006D3 
(3.13) (2.12) (1.67) (0.52) 
+ 0.021D2 + 0.607HSQ(I-4)/HSFQ(I-5) 
(1.63) (6.51) 
F=15.24 R^=0.789 8=0.03 r=0.406 E2.2 
(3.14) 
Barrow and gilt slaughter equation 
For the entire swine industry, the magnitude of barrow and gilt 
slaughter is predetermined within fairly narrow limits once farrowings 
have taken place. As the average time required for a pig to reach market 
weight is six months, two and three quarter lagged sow farrowings are the 
two primary variables in this specification. The lagged value of the 
profitability indicator and its first difference are included to account 
for variations in barrow and gilt slaughter due to gilt retention for 
breeding purposes. The coefficients on these variables will be 
hypothesized to be negative as an increase in profitability levels from 
raising hogs in any quarter could be expected to induce farmers to 
ratsin nicrc gilts end thereby reduce barro" gilt slaughter in the 
following quarter. The variables D4, D3, and D2 are dummy variables that 
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will allow the level of the functional relationship to vary seasonally. 
The quarterly time trend variable T(I) is included in this specification 
to reflect the gradual changes in the number of pigs marketed per sow 
farrowed over time. This change can be attributed to better management— 
greatly facilitated through improvements in farrowing facilities—and a 
more prolific breeding herd. The equation specification is 
HBGQ(I): HSFQ(I-2), HSFQ(I-3), HPI(I-l), $HPI(I-1); 
D4, D3, D2, T(I) S2.3 
The estimation results of the specification are 
HBGQ(I) = 540.4 + 1.560HSFQ(I-2) + 2.936HSFQ(I-3) - 144.2HPI(I-l) 
(7.21) (12.9) (3.05) 
- 122.1$HPI(I-1) + 3548.D4 + 1157.D3 + 3850.D2 + 71.57T(I) 
(1.43) (5.44) (2.76) (9.49) (24.1) 
F=114.0 R^=0.963 S=552.0 r=-0.371 E2.3 
(3.01) 
Hog slaughter equation 
Equations have not been explicitly specified for all the sources of 
slaughter hogs. Thus, instead of defining this variable as an identity 
involving the sum of sow, barrow and gilt and boar marketings, a technical 
equation will be used. It is hypothesized that boar slaughter in any 
given quarter is most closely related to the level of sow slaughter 
HSQ(I). The structural coefficient associated with the barrow and gilt 
slaughter variable HBGQ(T) will be conditionally set to unity so that a 
unit change in barrow and gilt slaughter will be reflected as a unit 
increase (one head) in total hog slaughter. The time trend variable is 
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used to reflect the gradual Increase in boar useage intensities over time. 
This phenomenon can be attributed to increases in multiple farrowing 
systems and enterprise specialization. The maintenance of multiple 
farrowing schedules is facilitated by estrus synchronization which in 
turn demands higher breeding intensities. Enterprise specialization 
focuses management attention on increasing conception rates and animal 
husbandry practices such as double breeding which also increases breeding 
intensities. 
HQ(I): HSQ(I), HBGQ(I); T(I) S2.4 
The estimation results are 
HQ(I) = 2.160 + l.OOOHBGQ(I) + 1.026HSQ(I) + 1.764T(I) 
(282.) (2.46) 
F=9999. R^=0.999 S=18.45 r=0.829 E2.4 
(11.0) 
Average hog slaughter weight equation 
Producers finishing hogs typically can vary the time of marketing 
approximately four weeks without incurring substantial income penalties. 
Thus, under the quarterly time dimension and recursive structuring of the 
model—which precludes the use of the hog price variable in the current 
time period--it will be difficult to accurately characterize these 
behavioral responses. The first variable specified reflects changes in 
the average slaughter weight due to changes in barrow and gilt relative to 
sow slaughter. Increases in the proportion of barrow and gilt slaughter 
HBGQ(1)/HQ(I) can be expected to contribute negatively to average weights 
because they are typically marketed at much lighter weights than either 
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sows or boars. The hog profitability indicator in the previous period 
and its first difference are included to reflect desires on the part of 
hog producers to change marketing times and therefore weights. Increases 
in the level of profits and its change can be expected to be positively 
related to average hog slaughter weights. 
The change in sow slaughter from the previous period $HSQ(I) is 
included to allow the equation to more fully capture the impact of 
changing sow slaughter levels on average weights of all slaughter 
classes. The intercept dummy variables D4, D3, and D2 reflect the 
normal seasonal variation in average hog slaughter weights. 
HAW(I): HBGQ(I)/HQ(I), HPI(I-l), $HPI(I-1), $HSQ(I); 
D4, D3, D2 S2.5 
The estimation results are 
HAW(I) = 66.69 - 0.001HBGQ(I)/HQ(I) + 0.627HPI(I-1) + 0.329$HPI(I-1) 
(1.03) (2.34) (1.27) 
+ 0.003$HSQ(I) - 0.875D4 - 0.637D3 - 0.768D2 + 0.098T(I) 
(6.63) (1.70) (1.06) (2.10) (2.90) 
F=35.57 R^=0.884 S=1.390 r=0.722 E2.5 
(8.48) 
Pork production equation 
This equation is included in the model to convert pork slaughter from 
liveweight into its carcass weight equivalent. As in the cattle production 
sector, a linear approximation of this technical relation is used. The 
t-ime trend variable T(I) , is included to reflect the gradual transition to 
the "meat type" hog which has resulted in higher carcass yields over time. 
The estimation results of this equation are 
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PQ(I) = -1129. + 11.67HAW(I) + 0.138HQ(I) + 8.84D4 - 30.2ID3 
(8.95) (45.3) (1.31) (2.28 
-0.002D2 + 7.049T(I) 
(0.30) (14.3) 
F=134I. R^=0.996 S=23.89 r=0.613 E2.6 
(5.75) 
Lamb and Mutton Production Equations 
The equations used in this study to estimate the production of lamb 
and mutton will be highly abstractive in nature. Only two equations are 
specified and estimated. One equation is for estimating slaughter. The 
term lamb is used synonymously with the expression lamb and mutton in the 
text. 
Ewe inventory equation 
Beginning of the year inventories of ewes one year of age and older 
LES(L) is specified as a function of the average price of slaughter lambs 
during the spring, summer and fall of the preceding year, LP234(L-1), the 
change in this price level, $LP234(L-1), the average range-feed conditions 
during the year ago summer and fall period G34(L-1) and trend. The 
estimation results of this equation are 
LES(L) = 4404. + 25.57LP234(L-1) - 118.5$LP234(L-1) + 18.89G34(L-1) 
(1.56) (1.07) (0.71) 
- 1114.T(L) 
(1.52) 
F=49.92 R^=0.980 3=518.3 r=0.856 E3.1 
(6.13) 
The estimated coefficient associated with the lagged lamb price variables 
indicate that ewe inventory decreases of 93 thousand head 
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have been associated with a dollar increase in the lamb price level. A 
unit increase in the range-feed condition index, suggesting more roughage 
supplies, has been associated with a 19 thousand head increase in ewe 
inventory numbers. The estimated trend coefficient implies that ewe 
inventories have been declining approximately 1.1 million head annually 
over the sançle period. 
Lamb and mutton production equation 
Lamb and mutton slaughter is specified to be related to ewe inventory 
levels, lagged lamb prices, lagged corn prices and range-feed conditions. 
A special variable, identical in construct to the one used in the cattle 
slaughter equations, was used to integrate the annual ewe stock variable 
to the quarterly time dimension. This variable is denoted as LESA. The 
specified equation is 
LQ(I); LESA(I), LES4(I), LES3(I), LES2(I), LP(I-l); 
CP(I-l), G(I-l) S3.2 
During the estimation of S3.2 the second quarter slope shifting dummy 
variable LES2 was dropped from the equation because of the insignificant 
difference between it and the first quarter slope. The resulting 
estimated equation is 
LQ(I) = 27.55 + 0.0088LESA(I) + 0.0004LES4(I) - 0.0002LES3(I) 
(5.55) (2.06) (1.07) 
+ 3.062LP(I-1) - 53.61CP(I-1) - 1.121G(I) 
(2.98) (2.30) (2.21) 
F=29.57 R^=0.855 5=8.863 r=0.697 Ej.2 
(6.65) 
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Broiler Production Equations 
The production of broilers requires the shortest planning horizon of 
the five enterprise alternatives considered in this study. From the time 
a broiler type chick is hatched until it is ready to be marketed requires 
a period of only eight to ten weeks. The broiler industry is also unique 
in that it has evolved to a structure that exhibits a large degree of 
business coordination. In a study recently completed by the USDA (87, 
p. 3), it was found that more than 95 percent of all commercial broilers 
produced are grown under contract or by integrated firms themselves. The 
typical integrated broiler firm maintains its own primary breeder flock, 
has its own hatchery, its own feed processing facilities, has management 
control of bird growout (either through its own company farms or through 
contractual arrangements), and processes and markets ready-to-cook 
broilers. Thus the production response mechanism operative in this 
industry is likely to be different from that of the livestock sectors 
previously discussed. 
In view of the industry structure previously discussed, it is 
assumed that the fundamental broiler production decisions are initiated 
at the hatchery level. Broiler integrators first express their future 
production desires through the number of birds that are tested for 
2 
pullorum disease and therefore become potential breeders. Although the 
^Broilers are defined as young chickens of eight to ten weeks of age, 
of either sex, with soft skin and tender meat. In some data series 
brcilcrs crc referred to ?? "fryers" or "young chickens". 
2 If pullorum disease appears in young chicks hatched from the eggs 
laid by infected breeder hens, many of them will die within several days. 
To guard against such an occurrence, breeder flock replacement pullets are 
tested for infection prior to their being placed in breeder flocks. 
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hatchery supply flock level places a maximum constraint on the egg set 
potential, there is usually enough excess capacity maintained to assure a 
large degree of production flexibility. From the size of the hatchery 
supply flock, broiler type chick hatch and then commercial broiler 
production equations are specified and estimated. 
Broiler pullorum testings equation 
The number of broiler type hens tested for pullorum disease during 
any quarter is closely related to the number tested during the 
corresponding year ago period. Thus, year ago testing levels BRTP(I-4) 
are included in the equation. To reflect the influence of future 
profitability expectations of decision makers on testing levels, a 
profitability indicator variable was defined. This variable indicates 
the relationship of wholesale broiler prices to broiler grower feed 
prices and is defined as 
BRPI(I) = BRPW(I)/BRFP(I) = BRPW(I)/(1.20CP(I) + 0.0165SBMP(I)) 
In contrast to similar profitability indicators constructed for beef 
cattle and hogs, the numerator of this ratio is the wholesale level price. 
Farm level broiler prices are not used in this model because of industry 
structure. The highly integrated nature of the industry suggests that the 
wholesale price is a more fundamental production decision parameter than 
the farm level price. The broiler grower feed price BRFP denominator is 
a weighted average of corn and soybean oilmeal prices which yields the 
cost per cwt. of a 21 percent crude protein ration. The seasuual Juumiy 
variables allow the seasonal testing pattern to be accounted for. 
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BRTP(I): BRTP(I-4), BRPI(I-l); D4. D3, D2 S4.1 
The estimation results are 
BRTP(I) = 4.638 + 0.08lBRTP(I-4) - 0,246BRPI(I-1) + 0.362D4 
(62.0) (3.33) (1.81) 
- 1.610D3 - 0.995D2 
(4.76) (3.84) 
F=25.20 R^=0.771 8=0.594 r=0.500 
(3.86) 
E4.1 
The negative coefficient on the profitability indicator variable BRPI(I-l) 
implies that testings decrease 246 thousand birds for every unit increase 
in the lagged indicator variable. This result was not expected a priori. 
A possible explanation is that the supply responsiveness of broiler 
pullorum testings is so elastic that current testing levels represent 
reactions to profitability levels more current than the one quarter lagged 
equation explanatory variable. 
Broiler type chick hatch equation 
Broiler type chicK hatch is specified to be a function of the present 
hatchery supply flock, the lagged value of the profitability indicator, 
seasonal dummy variables and trend. The sum of broiler type chickens 
tested for pullorum disease in the three quarters preceding the current 
quarter ABRTP(I) is the proxy variable used to indicate the size of the 
hatchery supply or egg laying flock. The trend variable is included to 
reflect the technological change in the industry which has resulted in 
more chicks being hatched per breeder hen over time. 
BRH(I): ABRTP(I), BRPI(I-l); D4, D3, D2, T(I) S4.2 
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Estimation yielded the following equation 
BRH(I) = 85.75 + 2.148ABRTP(I) + 8.522BRPI(I-1) - 47.71D4 
(0.65) (2.20) (7.34) 
+ 40.50D3 + 93.48D2 + 7.45T(I) 
(4.06) (11.9) (16.7) 
F=165.4 R^=0.977 8=19.53 r=0.474 E4.2 
(3.09) 
The estimated structural parameter for the advanced broiler hatch 
variable indicates that chick hatch increases 2.1 million birds for every 
additional million birds in the hatchery laying flock. A unit increase in 
the one period lagged profitability indicator has been associated with an 
8.5 million chick hatch increase over the estimation period. The trend 
variable coefficient indicates that approximately 7.4 million birds 
could be removed from the hatchery supply flock quarterly and still 
maintain a constant level of chick hatch over time. 
Broiler production equation 
Commercial broiler slaughter (R.T.C. weight) is closely related to 
the hatch in the previous quarter since the market age of the birds are 
eight to ten weeks of age. Thus, the first variable in the equation is 
the one period lagged broiler hatch variable BRH(I-l). The lagged 
profitability indicator variable and seasonal dummies are also included. 
Since broilers can be hatched and marketed within a six month period the 
lagged profitability indicator variable can be expected to have a positive 
sign. The resulting estimated equation is 
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BRQ(I) = -223.9 + 2.744BRH(I-1) 
(55.1) 
+ 4.800BRPI(I-1) - L22.2D4 
(1.31) (9.18) 
-102.3D3 + 22.35D2 
(6.78) (1.78) 
F=1748. R^=0.993 8=34.04 r=0.0 E4.3 
The estimated coefficient for the one period lagged hatch variable 
BRH(I-l) indicates that slaughter increases 2.74 pounds for every 
additional chick hatched. This implies, assuming ready-to-cook weight is 
0.72 of the corresponding liveweight, that each additional chick hatched 
adds 3.8 pounds of liveweight equivalent to slaughter. Unit increases in 
the profitability indicator variable have been associated with 4.8 
million pound increases in R.T.C, slaughter. 
Since the structure of the turkey industry corresponds closely to 
that of the broiler industry it is treated very similarly in the 
structural system. The sequential order of the equations evolves from 
breeder hen testings to poult hatch levels and then to ready-to-cook 
slaughter. However, since the production period for turkeys is longer 
than for broilers, is highly seasonally oriented and has distinct seasonal 
patterns depending on the breed type, special considerations in 
formulating the equations had to be made. 
Because of distinct differences in the seasonal production patterns 
of heavy and light breed turkeys they are treated as distinct endogenous 
Turkey Production Equations 
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variables of the production equation system. More attention and time was 
spent in specifying and estimating the heavy breed equations because of 
the relative importance of heavy to light breeds in production. In 
recent years, heavy breeds have accounted for approximately 90 percent of 
the number of turkeys raised in the U.S. and correspondingly—because of 
the higher average marketing weights—to a larger share of the total 
turkey meat production. The growth of further processed turkey food 
items continues to enhance the production of heavy breed relative to 
light breed turkeys. 
2 
Heavy breed turkey testing equation 
The number of heavy breed turkey hens tested for pullorum disease is 
specified to be a function of year ago testing levels TRTPH(I-4), the 
lagged turkey profitability indicator variable TRPI(I-l) and seasonal 
dummies. The turkey profitability indicator is defined as 
TRPI(I) = TRPW(I)/TRFP(I) = TRPW(I)/(1.39cp(I) + O.OllSBMP(I)) 
The denominator of this profitability indicator, the turkey grower 
feed price TRFP, is a weighted average of corn and soybean oilmeal prices 
which yields the cost per cwt. of a 16.5 percent crude protein ration. 
^Light breed turkeys are turkeys whose normal mature marketing weight 
for hens is less than 12 pounds. Breeds defined as being in the 
light breed class includes Beltsville, Jersey Buff and wild turkeys. 
Light breed turkeys are sometimes referred to as fryer-roaster turkeys. 
Heavy breed turkeys have a normal marketing weight for hens of 12 pounds 
or over and include the Broadwhite, White Holland, Empire White, 
Lancaster, Crosses, and Bronze. 
2 
Testings refer to the number of birds tested for pullorum disease. 
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The magnitude of cold storage stocks at the end of the preceding 
quarter TRS(I-l) is included in the equation because of the prominance 
this variable has in the production decision process. There are several 
"rules of thumb" that are utilized by industry personnel in formulating 
their expectations which involve the level of storage stocks. The 
equation specified is 
TRTPH(I) = TRTPH(I-4), TRPI(I-l), TRS(I-l); D4, D3, D2 Sl.l 
The estimation results are 
TRTPH(I) = 537.2 + 0.635TRTPH(I-4) + 1.333TRPI(I-1) - 0.796TRS(I-l) 
(4.82) (1.06) (1.72) 
+ 108.2D4 - 456.8D3 - 453.7D2 
(1.15) (2.87) (2.86) 
F=99.61 R^=0.959 S=144.8 r=0.159 El.l 
(1.08) 
Light breed turkey testing equation 
The number of light breed turkeys tested for pullorum disease is 
specified to be a function of the same variables as heavy breed testings 
except that the year ago level of light breed testings TRTPL(I-4) replaces 
the corresponding heavy breed testings variable. The estimation results • 
are 
TRTPL(I) = 85.98 + 0.253TRTPL(I-4) + 2.904TTPI(I-1) - 0.184TRS (I-1) 
(1.99) (1.23) (2.00) 
- 53.69D4 - 84.30D3 - 66.34D2 
(2.92) (3.44) (3.83) 
F=8.410 R^=0.663 8=26.28 r=0.230 E5.2 
(1.65) 
The sign of the coefficients in both of the turkey testing equations 
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conform with a priori expectations. The distinct seasonal patterns of the 
two breed type classes are reflected in the coefficients for the seasonal 
dummies. 
Heavy breed turkey hatch equation 
The extreme seasonal pattern in turkey production and therefore 
turkey hatch and the focus on alternative production decision parameters 
throughout any given year made it very difficult to specify one 
comprehensive equation for estimating heavy breed turkey hatch. Because 
of this, four equations, one for each quarter, were formulated and 
estimated separately. 
Turkey hatchery operators start accumulating a flock of breeder hens 
that will be used to lay eggs and hatch poults for production in any 
fiscal year around the middle of the preceding year. Depending on 
profitability conditions, the rate of accumulation and the flock size 
maintained over the ensuing 12 months are determined. Thus, all four 
heavy breed hatch equations contain variables which reflect the size of 
the breeder hen flock that is pertinent for the quarter of heavy breed 
hatch under concern. This variable, which is to be interpreted as the 
advanced sum of heavy breed turkey testings, has the mnemonic name 
ATRTPH. In the first quarter heavy breed hatch equation (S5.3.1 and 
E5.3.1), the variable ATRTPH is defined as the sum of heavy breed turkey 
testings during the two preceding quarters. In the second quarter 
equation, the variable ATRTP is defined as the sum of heavy breed testings 
in the three preceding quarters. In the third quarter equation, the 
variable ATRTPH is defined as the sum of heavy breed testings in the four 
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preceding quarters. In the fourth quarter heavy breed hatch equation the 
variable ATRTPH is the number of heavy breed testing in the preceding 
quarter only. 
All four equation specifications include the one period lagged 
profitability indicator, a variable or variables reflecting cold storage 
levels and a time trend variable. The trend variable is used to allow 
the gradual increase in hen egg laying productivity to be reflected. The 
sign of the coefficient should be positive as this would indicate that 
more poults could have been hatched from a given breeder flock size over 
time. 
The final resulting estimated equations for all four quarters are 
TRHHl(I) = -9.540 + 0.008ATRTPH(I) + 0.417TRPI(I-1) - 0.031TRS(I-l) 
(4.56) (1.31) (2.25) 
+ 0.259T(I) 
(5.00) 
F=9.530 R^=0.884 3=1.885 r=0.0 E5.3.1 
TRHH2(I) = 56.09 + 0.008ATRTPH(I) - 0.650TRPI(I-1) - 0.089TRS(I-l) 
(4.82) (2.67) (4.68) 
+ 0.050A$TRS(-1) + 0.487T(I) 
(2.58) (8.99) 
F=23.06 R^=0.970 8=1.659 r=-0.463 E5.3.2 
(1.94) 
TRHH3(I) = 7.148 + 0.003ATRTPH(I) - 0.019TRS(I-l) + 0.275T(I) 
(6.11) (2.89) (22.7) 
F=37.99 R^=0.971 3=0.917 r=-0.577 E5.3.3 
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TRHH4(I) = -3.4069 + 0.007ATRTPH(I) + 0.198TRPI(I-1) 
(3.70) (1.24) 
+ 0.002TRS(I-1) + 0.039T(I) 
(0.44) (1.83) 
F=4.41 R^=0.779 8=0.690 r=0,0 E5.3.4 
The lagged turkey profitability was dropped from the third quarter 
hatch equation during estimation because of its failure to contribute 
significantly to the regression sum of squares. 
Light breed turkey hatch equation 
Because of the relative unimportance of light breed turkey production 
and to expedite the development of the model, a single comprehensive 
equation was used to estimate light breed turkey hatch. The specification 
includes the two period lagged light breed turkey testings variable 
TKrPH(I-2), the one period lagged turkey profitability indicator 
TRPI(I-l)*, the one period lagged level of turkey storage holdings 
TRS(I-l), seasonal dummies and trend. The estimation results for this 
equation are 
TRHL(I) = 0.0670 + 0.013TRTPL(I-2) - O.OOlTRS(I-l) - 0.643D4 
(2.82) (0.40) (1.56) 
+ 1.364D3 + 1.222D2 + 0.213T(I) 
(1.84) (3.08) (1.56) 
F=15.79 R^=0.787 8=0.743 r=0.379 E5.4 
(2.21) 
During estimation the lagged profitability indicator variable was 
dropped. The failure of this variable to significantly contribute to 
the explanatory ability of the equation is likely related to the definition 
of the indicator variable. Since the numerator of this ratio variable is 
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the price of heavy breed hens per pound, it has limited informational 
content for light breed turkey producers. 
Turkey production equation 
Once turkey poults are hatched production levels from four to six 
months into the future are basically determined. Thus, the advanced 
poult hatch variable ATRH is included in the production equation 
specification. The average time that elapses from poult hatch to 
marketing maturity is approximately four, five and six months for light 
breed hens and toms, heavy breed hens and heavy breed toms, respectively. 
Thus ATRH(I) is defined as 
ATRH(I) = .67TRHL(I-1) + .33TRHL(I-2) + .17TRHH(I-1) + .83TRHH(I-2) 
The lagged first difference in turkey feed prices $TRFP(I-1) is 
utilized also. It is included to allow producers' desires to alter 
average slaughter weights to be reflected. As feed cost increases, 
turkey production levels would be expected to decrease. Seasonal 
dummies and the time trend variable also appear in the specification. 
The trend variable is to allow for the increase in the number of poults 
marketed per bird hatched over time, the trend to a greater proportion of 
heavy breed turkeys and the trend to increase the average marketing weight 
of heavy breed turkeys because of further processing alternatives. The 
specification is 
TRQ(I) = ATRH(I), $TRFP(I-1); D4, D3, D2, T(I) S5.5 
The estimation results are 
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TRQ(I) = -151.6 + 14.02ATRH(I) - 102.6$TRFP(I-1) + 124.5D4 
(7.73) (1.84) (2.04) 
+ 132.6D3 + 97.68D2 + 1.099T(I) 
(6.78) (2.97) (2.17) 
F=231.8 R^=0.979 8=41.50 r=0.0 E5.5 
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CHAPTER IV. SUPPLY-DISAPPEARANCE RELATIONS 
In this chapter focus will be turned to the specification and 
estimation of relations that can be used to obtain estimates of the 
quantity of the five commodities under consideration that "disappear" or 
are "consumed" within a given quarter. First, equations to estimate the 
magnitude of cold storage holdings of the commodities at the end of the 
quarter will be discussed and presented. This will be followed by the 
presentation of the relation used to obtain estimates of the only foreign 
trade variable assumed to be endogenous in the system, net beef imports. 
Then the supply-disappearance identity equations are presented. 
Cold Storage Equations 
Cold storage holdings or meat inventories provide a means of 
allocating commodities between the present and the future. Theories 
relating to short-term inventory behavior are presented in Fuller (27), 
Fuller and Ladd (28) and Ladd (44). These studies and also the studies 
of Karg (40) and Soliman (66) present parameter estimates obtained for 
beef, pork, and turkey cold storage equations under alternative 
theoretical constructs. No attençt has been made in this study to expand 
on this comprehensive theoretical base. The equation specifications 
conform to the model of the meat inventory process Ladd found to be the 
most accurate representation for beef and pork and what he referred to 
as Model A (44, p. 841). The distributed lag model postulated by Ladd 
includes lags in response chaL arc the rssult cf both technclogical and 
institutional rigidities and uncertain expectations. The specifications 
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presented here are the variables which appear in the reduced equations 
from such models. They all contain one and two period lagged inventory 
holdings and variables which indicate the current changes in production 
levels of the commodity and its main substitutes in consumption as 
regressor variables. Although they contain nonlinear parameters, they 
are estimated as though they were linear. The equation specifications 
and the corresponding estimation results follow. 
Beef cold storage equation 
BS(I): BS(I-l), BS(I-2), $BQ(I), $BRQ(I) ; D4, D3, D2 SI. 12 
BS(I) = 30.80 + 1.170BS(I-1) - 0.246BS(I-2) + 0.092$BQ(I) 
(10.7) (2.23) (3.60) 
+ 0.111$BRQ(I) + 35.07D4 - 46.60D3 - 64.34D2 
(2.27) (3.34) (2.82) (4.29) 
F=54.37 R^=0.914 S=20.93 r=0.0 El.12 
Pork cold storage equation 
PS (I): PS(I-l), PS(1-2), $PQ(I), $BRQ(1), DHSFQ(I); 
D4, D3, D2 S2.7 
The variable DHSFQ is defined as the sum of the number of sows farrowing 
in the third and fourth quarters minus the sum of the number of sows 
farrowed in the first and second quarter of the current year. The 
variable is assigned this value in the fourth quarter of the current 
year and the first quarter of the succeeding year otherwise it has the 
value of zero. The inclusion of this variable construct is based on the 
work of Fuller and Ladd (28). 
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The estimation results are 
PS(I) = 132.2 + 1.249PS(I-1) - 0.436PS($-2) + 0.200$PQ(I) 
(13.8) (5.07) (7.83) 
+ 0.098$BRQ(I) - 0.016DHSFQ(I) - 60.80D4 - 153.6D3 - 26.16D2 
(1.48) (2.44) (2.20) (6.06) (0.99) 
F=42.03 R^=0.911 8=28.50 r=-0.411 E2.7 
(2.72) 
Lamb cold storage equation 
LS(I): LS(I-l), LS(I-2), $LQ(I), $BRq(I), $BQ(I); 
D4, D3, D2 S3.3 
LS(I) = 4.217 + 0.364LS(I-1) + 0.297LS(I-2) + 0.034$LQ(I) 
(1.35) (2.07) (1.11) 
+ 0.017$BRQ(I) + 0.006$BQ(I) - 1.014D4 - 4.775D3 - 3.007D2 
(2.56) (1.63) (0.78) (2.23) (1.54) 
F=7.649 R^=0.652 S=2.99 r=0.356 E3.3 
(1.26) 
Broiler cold storage equation 
BRS(I): BRS(I-l), BRS(I-2), $BRQ(I), $TRQ(I), $PQ(I); 
D4, D3, D2 S4.4 
BRS(I) = - 0.758 + 1.449BRS(I-1) - 0.622BRS(1-2) + 0.034$BRQ(I) 
(14.1) (6.08) (4.29) 
- 0.008$TRQ(I) + 0.007$PQ(I) + 12.63D4 + 6.830D3 
(1.73) (2.45) (2.56) (1.41) 
- 3.790D2 
(1.09) 
F=1S.3S *2=0=818 S=3.195 r=-0.388 E4.4 
(2.43) 
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Turkey cold storage equation 
Based on the covariance analysis work of Soliman (66, pp. 11-12), 
the turkey cold storage equation was specified to allow slope 
coefficients to vary by quarters of the year. The third quarter dumny 
intercept shift variable was also retained in the specification because 
of the large seasonal accumulation of turkey cold storage holdings which 
normally occur during this time of year. 
TRS(I): TRS(I-l), TES (1-2), $TRQ(I), $BQ(I), $TRQ4(I), $TRQ3(I), 
$TRQ2(I);D3 S5.6 
TRS(I) = 8.728 + 0.972TRS(I-1) - 0.141TRS(I-2) + 0.128$TRQ(I) 
(14.6) (1.94) (3.91) 
- 0.020$BQ(I) + 0.141$TRQ4(I) + 0.382$TRQ3(I) 
(1.05) (1.96) (6.61) 
+ 0.211$TRQ2(I) - 44.54D3 
(1.50) (2.31) 
F=141.9 R^=0.972 8=16.26 r=0.203 E5.6 
(1.44) 
Foreign Trade Equation 
Net beef imports BT is the only foreign trade variable treated as 
endogenous in the specified structural system. It is included in the 
system because of its instrumental policy variable status. 
Net beef import equation 
Net beef imports (imports minus exports) are specified to be a 
function of the one period lagged wholesale price of beef, commercial 
cow slaughter, seasonal intercept shifting dummy variables and trend. 
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The inclusion of cow slaughter as a regressor variable is to allow the 
supply of this type of meat to be reflected directly in the equation. 
Imports of beef compete mainly in the non-fed beef market. 
BT(I): BPW(I-l), CCQ(I); D4, D3, D2, T(I) SI.13 
The estimation results are 
BT(I) = 39.82 + 4.777BPW(I-1) - 0.132CCQ(I) + 102.6D4 
(2.65) (5.37) (6.43) 
+ 94.31D3 - 9.654D2 + 4.617T(I) 
(5.97) (0.65) (7.14) 
F=57.16 R^=0.885 5=46.36 r=0.455 El. 13 
(3.60) 
In August of 1964 legislation was enacted which placed a ceiling on 
the quantity of fresh, chilled, or frozen cattle meat and meat of goats and 
sheep that could be imported into the United States. Under this legisla­
tion, Public-Law 88-482, the base import quantity is 725.4 million pounds 
of product weight—approximately the average annual import volume of 
these meats during 1959-1963. Because of this legislation an institutional 
structural relation was imposed on the system which limits the volume of 
beef imports to within the constraints established by the law. According 
to the legislation, quota levels are defined by adjusting the base 
quantity—the 1959-1963 average—by the same percentage as the change in the 
current three-year average of U.S. commercial production of these meats is 
to the base quantity. The current three-year average is defined to include 
an estimate of commercial beef production in the year for which the quota 
may be applied and the two preceding years. However, the maximum amount 
of meat that can enter the United States is still ten percent greater 
103 
than this amount because the Secretary of Agriculture is not required to 
enforce the quota unless this ceiling is likely to be exceeded. Further 
details of how this institutional constraint was imposed will be delayed 
until the simulation model construct is presented. 
Supply-Disappearance Identity Equations 
The consumption of beef, pork, lamb, broiler, and turkey meat are 
determined through the following identity equations. 
Beef consumption identity equation 
BC(I) = BQ(I) + BS(I-l) - BS(I) + BT(I) - BM(I) El.14 
Pork consumption identity equation 
PC(I) = PQ(I) + PS(I-l) - PS (I) + PT(I) - PM(I) E2.8 
Lamb consumption identity equation 
LC(I) = LQ(I) + LS(I-l) - LS(I) + IT (I) - LM(1) E3.A 
Broiler consumption identity equation 
BRC(I) = BRQ(I) + BRS(I-l) - BBS(I) - BRT(I) E4.5 
Turkey consumption identity equation 
TRC(I) = TRQ(I) + TRS(I-l) - TBS(I) - TRI(I) E5.7 
The consumption identities for the red meats include variables which 
reflect the useage of military personnel to obtain a better approximation 
of civilian consumption. However, the unavailability of data series with 
appropriate time dimensions for the poultry meats prohibited similar 
treatment. Also, since the magnitude of poultry meat imports is 
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negligible, the variables BRI and TBI are defined to include exports 
only. The foreign trade variables for the red meats, BT, PT and LT 
are defined as net imports or inçorts minus exports. 
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CHAPTER V. PRICE DETERMINATION RELATIONS 
Static market demand theory evolves from the premise of utility 
maximization for consuming units facing prices and receiving incomes 
which they consider as given. Their scope of response is limited to 
decisions regarding the quantities of each and every good they desire. 
The exchange equilibrium market conditions further require, however, that 
the prices of these commodities must be consistent with the equality of 
demand and supply for each commodity in the aggregate. The sequential 
production characteristics of agricultural commodities are such that 
commodity supplies in the market, under the quarterly time dimension, can 
be considered relatively fixed. This suggests that an appropriate demand 
system specification would have commodity prices as the dependent 
endogenous variables.^ In his pioneering article, H. L. Moore (56) 
observed that although consuming units make quantity decisions assuming 
given prices, market supplies of many agricultural products are so fixed 
in the short-run that prices must bear the entire market clearing 
adjustment burden. 
Consistent with this logic, the demand relationships specified in 
this study will allow shifts in demand schedules to result from inter­
dependent changes in the prices of the main substitute meat commodities 
and other predetermined variables postulated by theoretical and empirical 
^Although the supply-disappearance equations of the previous section 
provide some leeway between production and consumption because of storage 
ana foreign craJe cc.asidcrctior.c, the variatinn in consumption still 
closely parallels that of production, Buttimer (3, p. 57). 
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considerations to be influential. It is assumed that the supplies of these 
meat items which compete for the consumers' dollar are predetermined 
within a given quarter but that changes in supply levels between 
quarters or over time trace out and identify the demand curves. 
The demand equations specified will be of partially-reduced or 
derived nature. Demand theory is based on consumer actions and retail 
prices are their relevant decision variables; however, wholesale market 
price data are utilized in this study. The partially-reduced equations 
are obtained by substituting into the equations factors which are helpful 
in explaining the retail to wholesale marketing margin, Foote (18, pp. 
24-26). 
Derived Wholesale Demand Equations 
The five interdependent demand equations specified are presented 
below. The variables included in this interdependent demand system can 
be grouped into six categories, those that relate to; (1) prices and 
supplies of the competing products, (2) the level and distribution of 
consumer incomes, (3) the general price level, (4) food marketing costs, 
(5) quality composition changes in the competing meat supplies, and 
(6) shifts in the level of the functional relation over time. 
The reason for including the first two categories of variables has 
sound theoretical basis in demand theory. Inclusion of the rate of 
unemployment variable UNEMP is an attempt to get some indication of the 
distribution of consumer units receiving purchasing power. It is 
hypothesized that the income elasticity for food items of consumer units 
receiving income from increased employment is higher than the average 
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which will be reflected in the coefficient for the disposable income 
variable. Allowance is made for changes in the general price level (the 
third category), through the inclusion of the consumer price index for 
all items CPI. This helps to account for the impact that changes in the 
purchasing power of money may have on the nature of demand for meat 
items. The inclusion of the food marketing wage rate variable FMW in 
the specifications reflects changes in food marketing costs and therefore 
marketing margins. This is consistent with the derived demand relation­
ship construct. 
Since the price variables are defined for specific-qualities of 
products, the fifth category of variables are specified to allow changes 
in the quality composition of the supply of these products to influence 
price levels. An increase in the percentage of cows slaughtered, CCQ/CAQ, 
or in the percentage of sows slaughtered, HSQ/HQ, would be expected to 
alter the relationship between the quality specific price variable and 
the aggregate consumption variable, and are therefore included as 
expanatory variables in the two specifications. The trend dummy variable 
T allows changes in tastes and preferences over time to be accounted for. 
Beef price equation specification 
BPW(I), PPW(I), LPW(I), BRPW(I), TRPW(I): BCN(I), CCQ(I)/CAQ(I) ; 
DYN(I), UNEMP(I), CPI(I), FMW(I), T(I) SI.15 
Pork price equation specification 
PPWU), LFw(I) ,  BRrvJ(I) ,  TRrW(I) :  rCîî(I) ,  H£Q(I)/HQ(ï)  •  
DYN(I), UNEMP(I), CPI (I), FMW(I), T(I) S2.9 
108 
Lamb price equation specification 
LPW(I), BPW(I), PPW(I), BRPW(I), TRPW(I): LCN(I); DYN(I), 
UNEMP(I), CPI(I), FMW(I), T(I) S3.4 
Broiler price equation specification 
BRPW(I), BPW(I), PPW(I), LPW(I), TRPW(I): BRCN(I); DYN(I), 
UNEMP(I), CPI(I), FMW(I), T(I) S4.7 
Turkey price equation specification 
TRPW(I), BPW(I), PPW(I), LPW(I), BRPW(I): TRCN(I) ; DYN(I), 
UNEMP(I), CPI(I), FMW(I), T(I) S5.8 
To permit tests of hypotheses concerning seasonal differences in 
intercept and slope coefficients, two combinations of dummy variable 
constructs were also utilized along with the five equation specifications 
presented above. Equation specifications which do not allow either inter­
cept or slope parameters of the functions to vary seasonally will be 
referred to as Model I. Specifications which allow intercepts but not 
slope coefficients to vary seasonally are referred to as Model II. 
Model III specifications allow both intercept and slope coefficients to 
vary seasonally. The Model III specification is tantamount to individual 
quarterly equation specifications. 
The estimation of this simultaneous system of equations was 
accomplished through the autoregressive Two-Stage Least Squares procedure 
(A.T.L.S.), described in Chapter II. As in all other equations estimated, 
the presence of first order autocorreiated errors is assumed at Lue ou&eL. 
Empirical evidence supporting such an assumption for demand equations 
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estimated from quarterly time series data can be found in both Buttimer 
(3) and Ladd and Martin (47). Since this is a single equation method, 
the estimation procedure was sequentially applied to each of the three 
alternative model specifications (i.e. Model I, Model 11 and Model 111) 
for each commodity in the system excluding lamb and mutton.^ Thus, a 
total of 14 equations were estimated. Prior to this estimation, however, 
the presence of high collinearity between several of the regressor 
variables—CPI, FMW, DYN and T—implied a need to construct artificial 
variables to reduce this multicollinearity. Initially the variables CPI, 
FMW and DYN were each regressed linearally on the regressor variable T 
in an attempt to obtain artificial variables—the residual vectors—for 
inclusion in the demand equations. However, visual observation of these 
residuals plotted against time indicated a lack of fit due to functional 
form specification error. The use of the demand equations for forecasting 
purposes made these results unacceptable because extrapolation of the 
residuals into the future would quickly yield values that exceeded the 
crude range obtained over the sample period. Thus, the CPI, FMW and DYN 
were alternatively fit assuming that they were semilogarithmic functions 
of T. By regressing the logarithms of the three regressand variables, 
CPI, FMW, and DYN, on T, the classical O.L.S. model was again utilized. 
The residuals of these equations then became artificial regressor variables 
in the demand equations replacing the regressor variables CPI, FMW and DYN. 
^An intercept and slope shift coefficient model. Model 111, was not 
estimated for the lamb relation. 
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Having estimated the 14 equations which contain the above defined 
artificial variables, covariance analysis was completed on the alternative 
models specified for each commodity. The F test statistics and the level 
of significance of each are summarized in Table 5.1. 
Table 5.1. Covariance analysis results of the wholesale demand equations 
Commodity 
F test statistic 
I versus II 
obtained for Model 
II versus III 
Beef 10.306* 
__ a 
Pork 0.624 1.683 
Lamb and Mutton 2.384*** 
Broilers 22.555* 0.569 
Turkey 1.694 4.086** 
***: ** and * imply significance at the 10, 5 and 1 percent level of 
significance respectively. 
^The error sum of squares increased absolutely when the additional 
variables were added to the model. This result is possible because the 
second stage equations contain instrumental variables derived from 
different regressor variable sets. 
These results indicate that the null hypothesis of the equality of 
intercepts, under a maximum Type I error constraint of 10 percent, can be 
rejected only for beef, lamb and broilers.^ We fail to reject the null 
hypothesis for pork and turkey. Conditional on the Model II construct, 
we can reject the null hypothesis of no significant seasonal slope shifts 
only for the turkey price equation. We conclude that neither the level 
nor the slope of the pork price equation varies significantly between 
quarters of the year. That the levels, but not the slopes, of the beef. 
Rejection of the null hypothesis of no difference under the 10 
percent Type I error constraint will be referred to as a significant 
difference in this discussion. 
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lamb and broiler price equations show significant seasonal variation. 
And that the slope of the turkey price equation, but not the level, vary 
significantly between quarters. 
The empirical findings just presented for the beef and broiler 
equations are consistent with the work of Buttimer (3). However, the 
failure to find any significant seasonal fluctuations in the pork price 
equation and significant seasonal intercept differences differs from that 
study. Buttimer (3, pp. 65-77) failed to reject the null hypothesis of 
no quarterly slope differences for pork but found a significant difference 
among quarterly intercept changes. In regard to the lamb relation, 
Buttimer found the Model I relation (i.e. no seasonal intercept or slope 
differences) to be the superior functional relation. Buttimer's analysis 
differed somewhat from this study as he utilized retail price data. For 
the turkey demand relation, Soliman (66, p. 8), using farm level prices, 
reported rejections of the null hypotheses for both seasonal level and 
slope shifts. The findings for this study are that slopes of the 
functional relation but not intercepts vary significantly between 
seasons of the year. 
The estimation results for the five normalized equations are 
presented below. These equations conform to the specifications indicated 
by the covariance tests presented in Table 5.1 to be superior. 
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Beef price equation 
BPW(I) = 121.6 - 0.154PPW(I) - 0.032LPW(I) - O.OIABRPW(I) 
(2.15) (0.45) (0.14) 
- 0.055TRPW(I) - 4.709BCN(I) + 60.40LRCPI(I) - 1.960LRFMW(I) 
(0.74) (14.0) (3.97) (0.30) 
+ 41.00LRDYN(I) - 0.686UNEMP(I) + 0.911T(I) + 2.007D4 
(3.07) (3.20) (12.1) (3.22) 
+ 5.054D3 + 1.641D2 + 0.494CCQ(I)/CAQ(I) 
(4.88) (2.44) (4.91) 
F=51.63 R^=0.918 S=1.066 r=0.0 El.15 
Pork price equation 
PPW(I) = 24.90 + 0.467BPW(I) - 0.054LFW(I) - 0.447BRPW(I) 
(2.87) (0.33) (1.96) 
+ 0.409TRPW(I) - 2.433PCN(I) - 82.67LRCPI(I) + 8.485LRFMW(I) 
(1.99) (5.15) (1.91) (0.60) 
+ 77.27LRDYN(I) - 0.055UNEMP(I) + 0.194T(I) 
(2.77) (0.18) (2.91) 
+ 0.152HSQ(I)/HQ(1) 
(1.35) 
F=10.23 R^=0.621 5=2.394 r=0.539 E2.9 
(4.40) 
Lamb price equation 
LPW(I) = 62.34 + 0,325BPW(I) + O.OllPPW(I) + 0.158BRPW(I) 
(2.77) (0.11) (1.02) 
- 0.112TRPW(I) - 29.57LCN(I) + 16.04LRCPI(I) - 20.86LRFMW(I) 
(0.87) (8.23) (0.61) (1.74) 
+ 3.458LRDYN - 0.471UNEMP(I) + O.lllT(I) + 0.082D4 
(0.18) (1.35) (3.62) (0.09) 
(1.07) (2.02) 
F=66.04 R^=0.931 3=1.792 r=0.Q E3.5 
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Broiler price equation 
BRPW(I) = 18.99 + 0.039BPW(I) + 0.270PPW(I) - 0.215LPW(I) 
(0.38) (2.41) (2.06) 
+ 0.160TRPW(I) - 4.806BRCN(I) - 14.21LRCPI(I) 
(1.42) (5.98) (0.55) 
+ 3.023LRFMW(I) + 48.66LRDYN(I) + 0.136UNEMP(I) + 0.318T(I) 
(0.36) (2.99) (0.47) (4.19) 
+ 2.449D4 + 8.829D3 + 5.663D2 
(3.10) (6.20) (6.82) 
F=11.88 R^=0.695 S=1.450 r=0.469 E4.6 
(4.11) 
Turkey price equation 
TRPW(I) = 24.24 - 0.095BPW(I) + 0.203PPW(I) - 0.151LPW(I) 
(0.51) (1.03) (0.81) 
+ 0.273BRPW(I) - 5.684TRCN(I) + 2.652TRCN4(I) - 3.191TRCN3(I) 
(1.06) (2.15) (1.77) (2.48) 
- 6.441TRCN2(I) + 59.50LRCPI(I) - 6.556LRFMW(I) 
(2.68) (1.32) (0.42) 
+ 2.010LRDYN(I) - 0.275UNEMP(I) - 0.004T(I) 
(0.06) (0.47) (0.06) 
F=3.310 R^=0.326 S=2.708 r=0.452 E5.8 
(3.92) 
To facilitate further discussion of the system of normalized equations 
just presented, they will now be rewritten in matrix notation. 
The estimated system of equations for the period can be 
expressed as 
BY(I) + CX(I) - RBY(I-l) - RCX(I-l) = E(I) 5.1 
or 
BY(I) = -ex(I) - RCX(I-L) + RBY(i-i) f É(i> 5.2 
where 
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Y (I) is a 5 X 1 column vector of endogenous variables in the 
observation period. 
Y'(I) = [BPW(I), PPW(I), LPW(I), BRPW(I), TRPW(I)] 5.3 
X(I) is a 19 X 1 column vector consisting of a 1 and observations on the 
18 predetermined variables for the period. 
X'(I) = [l, BCN(I), PCN(I), LCN(I), BRCN(I), TRCN(I), TRCN4(I), 
TRCN3(I), TRCN2(I), LRCPI(I), LRFMW(I), LRDYN(I), UNEMP(I), 
T(I), D4, D3, D2, CCQ(I)/CAQ(I), HSQ(I)/HQ(I)] 5.4 
E (I) is a 5 X 1 column vector of estimated equation errors in the 
observation period. 
B is a 5 X 5 matrix of endogenous variable coefficient estimates 
obtained from the sample period. 
B = 
1.000 0.154 0.032 0.014 0.055 
-0.467 1.000 0.054 0.447 -0.409 
-0.325 -0.011 1.000 -0.158 0.112 
-0.039 -0.270 0.215 1.000 -0.160 
0.095 -0.203 0.151 -0.273 1.000 
C is a 5 X 19 matrix of estimated coefficients for the constant term 
and the predetermined variables. 
R is a 5 X 5 diagonal matrix of autocorrelation coefficient estimates 
for the five commodity equations. 
The derived reduced form of this simultaneous structural system of 
equations is required for prediction or forecasting. This reduced 
system for the period can be obtained by the post multiplication of 
-1 
nquoLluu 5.2 B . This yields the cyctes 
Y(I) = -B"^CX(I) - B"^RCX(I-1) + B"^RBY(I-1) + B'^E(I) 5.6 
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which can be written as 
Y(I) = AZ(I) + B"^E(I) 5.7 
where 
Z(I) is a 43 X 1 column vector which can be partitioned into the sub-
vectors X(I), X(I-l) and Y(I-l). 
121.5 53.97 62.34 35.78 44.20 
-4.709 0.0 0.0 0.0 0.0 
0.0 - 2.433 0.0 0.0 0.0 
0.0 0.0 -29.57 0.0 0.0 
0.0 0.0 0.0 -4.806 0.0 
0.0 0.0 0.0 0.0 -5.684 
0.0 0.0 0.0 0.0 2.652 
0.0 0.0 0.0 0.0 -3.191 
0.0 0.0 0.0 0.0 -6.441 
60.40 -82.67 16.04 -14.21 59.50 
1.960 8.485 -20.86 3.023 - 6.556 
41.00 77.27 3.458 48.66 2.010 
0.686 - 0.055 - 0.471 0.136 - 0.275 
0.910 0.194 0.111 0.318 - 0.004 
2.007 0.0 0.082 2.449 0.0 
5.054 0.0 1.356 8.829 0.0 
1.641 0.0 1.595 5.663 0.0 
0.494 0.0 0.0 0.0 0.0 
0.0 0.152 0.0 0.0 0.0 
R = 
0.0 0.0 0.0 0.0 0.0 
0.0 0.539 0.0 0.0 0.0 
0.0 0.0 0.0 0.0 0.0 
0.0 0.0 0.0 0.469 0.0 
0.0 0.0 0.0 0.0 0.452 
A is defined as a 5 x 34 matrix of derived coefficients that can be 
partitioned into the three submatrices indicated below 
-B"^ C -B RC 
- 1  
B RB 
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The elements of the matrix A are presented in Table 5.2. No attempt has 
been made to evaluate the statistical reliability of these estimates in 
this study. 
The matrix A can be used to evaluate numerous bits of information 
of interest to price analysts such as price flexibilities and price 
elasticities, Houck (36). Due to space and time limitations these 
endeavors will not be pursued further here. 
Wholesale-to-Farm Margin Equations 
In specifying the wholesale-to-farm margin relationships it is 
assumed that the farm level demand is derived from the wholesale level 
relations previously discussed. Farm prices are thus sequentially 
estimated from the wholesale price levels which have already been 
established. Equations for finished steers, feeder steers, butcher hogs 
and lambs are the four relations specified and estimated. The 
specifications are essentially drawn from the work of Craddock (8, 
pp. 96-98). 
The food marketing wage rate FMW is used in these relations as a 
proxy variable reflecting the marketing costs from the wholesale to the 
farm level. The seasonal dummies are again included to allow the level 
of the functional relations to vary seasonally. Only the estimation 
results are presented for these equations. 
Beef margin equations 
Steer price equation The price of choice slaughter steers is 
estimated by the following equation 
Table 5.2. Derived reduced form coefficients matrix A for wholesale demand system 
Column 
Row 1 23456789 
1 106.7588 - 4.3987 0.3875 0.2872 - 0.1244 0.6335 - 0.2955 0.3557 0.7179 
2 144.9370 - 1.7567 - 2.2213 1.0161 1.6184 - 1.7203 0.8025 - 0.9659 - 1.9494 
3 99.3240 - 1.5199 0.0667 -29.0030 - 0.6291 0.6707 - 0.3129 0.3766 0.7600 
4 43.0322 - 0.2839 - 0.7090 7.5831 - 4.3598 - 1.6466 0.7682 - 0.9245 - 1.8659 
5 34.4848 0.2125 - 0.6910 6.6336 - 0.7539 - 6.6439 3.0994 - 3.7303 - 7.5285 
Table 5.2. (Continued) 
Column 
Row 10 11 12 13 14 15 16 17 18 
1 6%.4318 - 2.1700 26.9981 - 0.5932 0.8273 1.9373 4.9360 1.6640 0.4614 
2 -30.6920 4.7293 69.9411 - 0.4184 0.4040 - 0.0788 - 1.1343 - 1.3495 0.1843 
3 2».6107 -20.1556 20.6403 - 0.6320 0.4394 1.0488 4.1171 2.8353 0.1594 
4 -20.2118 8,5468 68.8204 0.1070 0.3704 2.3217 7.9657 4.8269 0.0298 
5 37.5214 - 0.1142 29.2982 - 0.1788 0.0338 0.2752 0.8525 0.4564 - 0.0223 
Table 5.2. (Continued) 
Row 19 20 21 22 
Column 
23 24 25 26 27 
1 - 0.0242 0.0 0.0 - 0.2087 0.0 0.0583 - 0.2862 0.1335 - 0.1607 
2 0.1387 -78.0630 0.0 1.1964 0.0 - 0.7592 0.7771 - 0.3625 0.4363 
3 - 0.0042 0.0 0.0 - 0.0359 0.0 0.2951 - 0.3030 0.1413 - 0.1701 
4 0.0443 -20.1864 0.0 0.3819 0.0 2.0452 0.7438 - 0.3470 0.4176 
5 0,0432 -15.5768 0.0 0.3722 0.0 0.3536 3.0011 - 1.4000 1.6850 
Table 5.2. (Continued) 
Column 
Row 28 29 30 31 32 33 34 35 36 
1 - 0.3243 - 3.9220 0.3610 6.1377 - 0.0202 0.0125 - 0.0297 - 0.1072 - 0.0687 
2 0.8805 30.2676 - 2.7981 -30.5816 0.0859 - 0.0443 0.3869 1.3946 0.8945 
3 - 0.3433 2.8237 - 0.4098 - 1.7398 - 0.0238 - 0.0169 - 0.1504 - 0.5421 - 0.3477 
4 0.8428 11.2341 - 1.7602 -33.0949 - 0.0132 - 0.1653 - 1.0422 - 3.7570 - 2.4098 
5 3.4006 -17.7260 1.9412 -16.4599 0.1435 - 0.0507 - 0.1802 - 0.6496 - 0.4167 
Table 5.2. (Continued) 
Column 
Row 37 38 39 40 41 42 43 
1 0.0 0.0130 0.0348 - 0.0788 - 0.0097 - 0.0125 - 0.0172 
2 0.0 - 0.0747 - 0.2103 0.5065 0.0132 0.0248 - 0.0391 
3 0.0 0.0022 - 0.0005 - 0.0205 0.0043 0.0693 - 0.0571 
4 0.0 - 0.0238 - 0.0774 0.0156 0.1197 0.4601 - 0.0014 
5 0.0 - 0.0232 - 0.0242 0.0260 0.1039 - 0.0020 0.4537 
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CSP(I) = -1.271 + 0.635BPW(I) + 1.468FMW(I) + 0.329D4 
(28.4) (2.95) (3.18) 
+ 0.575D3 + 0.480D2 
(4.91) (4.76) 
F=270.1 R^=0.980 3=0.409 r=0.752 El.16 
(8.00) 
Feeder steer price equation The general level of feeder prices is 
derived from finished steer price levels. The lagged ratio of the cattle 
finishing profitability indicator to feeder steer prices is also included 
to reflect this relationship in the recent past. Range-feed conditions G 
reflect the availability of feed supplies to ranchers. The sign of the 
coefficient for this variable can be expected to be positive reflecting 
the need of feeders to bid up the price of feeder steers to obtain them 
for feedlot placements purposes as ranchers' reservation demand increases 
when grazing conditions improve. The estimation results of this equation 
are 
GFSP(I) = 0.721 + 0.431CSP(I) + 8.575FCPI(I-1)/CFSP(I-1) 
(4.83) (1.64) 
+ 0.088G(I) - 0.598D4 - 0.288D3 + 1.042D2 
(1.53) (1.63) (0.60) (4.03) 
F=94.25 R^=0.950 8=1.119 r=0.961 El.17 
(21.3) 
Pork margin equation 
Butcher hog price estimates are obtained through the following 
equation 
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HP(I) » - 1.152 + 0.612PPW(I) - 0.811FMM(I) - 0.276D4 
(26.5) (1.15) (2.35) 
+ 0.158D3 + 0.326D2 
(1.09) (2.95) 
F=421.5 R^=0.987 S=0.465 r=0.828 E2.11 
(0.03) 
Lamb margin equation 
The farm price of lambs is estimated through the equation 
LP(I) = - 0.230 + 0.417LPW(I) + 1.132FMW(I) - 1.743D4 
(14.3) (1.60) (1.02) 
- 1.903D3 - 0.393D2 
(8.08) (2.27) 
F=169.8 R^=0.968 8=0.627 r=0.669 E3.6 
(6.59) 
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CHAPTER VI. SIMULATION MODEL CONSTRUCT 
A computer program was developed that would permit simulation of the 
time paths of the endogenous variables using the estimated system of 
equations presented in the preceding three chapters.^ This computer 
program will be referred to as SIMUIII. It is the third generation 
program constructed by the author to perform this task. Each major 
revision was made in the interest of meeting the operational managability 
and flexibility objectives of this study. 
SIMUIII Description 
The computer program is written in the FORTRAN IV language and the 
source program contains 1430 statements. Compilation and linkage edit 
steps of the source program load module require 112,000 bytes and 96,000 
bytes of memory capacity, respectively. The execution step of the load 
module utilizes 128,000 bytes of high speed memory capacity and 64,000 
bytes of low speed memory or "bulk core" capacity. Through the proper 
utilization of object decks, which reduce the compilation step time 
requirements, the program central processing unit (CPU) time on the IBM 
system model 360/65 computer at the Iowa State University Computation 
2 
Center is less than 30 seconds. 
^Initial computer program developments relied heavily on the work 
of Craddock (8). 
2 
Under the present charge structure used by the Iowa State University 
CompuLaLioii Cantsr, SIMUIII runs in this form have not exceeded six 
dollars in cost per run. 
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Program organization 
SIMUIII is organized into 12 separate source program segments. 
These segments consist of the main program (MAIN) and 11 SUBROUTINE 
subprograms.^ The names, number of statements, and size requirements of 
these 12 program segments in their sequential execution order are 
presented in Figure 6.1. 
The controlling program (MAIN), in addition to the SUBROUTINE CALL 
statements of the subprogram presented in Figure 6.1, contains the DO 
statement which permits the "dating" and generation of the quarterly and 
annual time paths of the endogenous variables over the time period 
selected by the user. It also contains the arithmetic expressions which 
compute the estimated wholesale price levels for the five commodities 
utilizing the derived reduced form system and estimated coefficients 
presented in Chapter V. MAIN also outputs the estimated wholesale price 
vectors at the completion of each run and has other output options which 
2 
aid in debugging operations. 
The function of SUBROUTINE DLIM is to provide control parameters to 
the program which denote the type of output listings desired, the mode of 
operation and the temporal constraints for a specific run of the program. 
By design, this subprogram requires very little compilation time and is 
therefore typically maintained in source program form to provide ready 
^SUBROUTINE subprograms are commonly used operations which are 
grouped into program segments that are executed under the control of 
another program (i.e. MAIN). 
2 
The term output in this context refers to the transfer of data to 
a printer device and listing it on paper. Debugging is a program error 
existence, error isolation and error correcting process. 
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access for the user in changing the values of the various control 
parameters. The program name and the function of these control 







1 MAIN 148 86098 
2 DLIM 26 2136 
3 SUBI 179 30546 
4 CATTLE 201 79138 
5 HOGS 110 24920 
6 LAMB 72 12336 
7 BRLER 57 13136 
8 TRKEY 128 21016 
9 IMPORT 81 12386 
10 CSUMPT 166 32884 
11 FPRICE 57 13456 
12 VERIFY 205 96064 





ICQ - An incremented integer constant which is used to define the quar­
ters of the year (i.e. first, second, third and fourth quarter).* 
IDEND - An integer constant specifying the quarter to which the last 
(most recent) endogenous variables pertain and are to be read into 
the data set. 
ILEND - An integer constant specifying the first quarter for which pre­
dictions by the simulation procedure are designed (must be the 
first quarter of any year since 1960). 
lUEND - An integer constant specifying the last (most recent) quarter for 
which actual endogenous variables are to be supplied to the model 
(i.e. estimates replaced by actuals). The constant may specify 
any quarter of the year as long as lUEND ^ IDEND. 
KK - Quantity (number) of exogenous and predetermined endogenous 
variables in the derived reduced form demand system. 
KG - Quantity (number) of jointly dependent variables in demand system. 
LDEND - An integer constant which is the annual counterpart of IDEND. 
LLEND - An integer constant which is the annual counterpart of ILEND. 
LUEND - An integer constant which is the annual counterpart of IDEND. 
NDEND - An integer constant specifying the last (most recent) quarter for 
which exogenous variables are to be read into the data set. 
NEXOG - An integer constant specifying the number (quantity) of exogenous 
variables which are to be read into the data set. 
NMAX - An integer constant specifying the last quarter (most recent) for 
which simulation estimates of the endogenous variables are desired 
(NMAX K NDEND). 
NVCl - An integer constant specifying the number of endogenous variables 
which are to be read into the data set for the beef subsector. 
NVC2 - The number of variables in hog subsector data set. 
NVC3 - The number of variables in lamb subsector data set. 
NVC4 - The number of endogenous variables in broiler subsector data set. 
NVC5 - The number of endogenous variables in turkey subsector data set. 
RESET - An integer constant indicating the quarter of the year for which 
observed values of the endogenous variables are to be used to 
replace estimates (this permits the annual simulation option). 
* 
An integer constant is a whole number written without a decimal 
point. 
Figure 6.2. SIMUIII SUBROUTINE DLIM control parameters 
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SUBROUTINE SUBI provides several useful functions necessary for the 
operation of SIMUIII. It contains statements which input and output the 
data set into or from the load module and performs various variable trans­
formations including the construction of the artificial variables used in 
the demand equations. The static nature of this subprogram permits its 
utilization in object deck form to be the most economical. 
As connotated by their names, SUBROUTINE CATTLE, HOGS, LAMB, BRLER 
and TRKEY contain statements which reproduce both the form and sequential 
order of the production relations presented in Chapter IV of this study. 
SUBROUTINE FPRICE contains statements which duplicate the wholesale-farm 
price level derivation equations presented at the end of Chapter V. These 
SUBROUTINES (i.e. CATTLE through FPRICE) also contain statements which 
output vectors of the estimates, observed values—if they exist—and 
percentage error indexes for the endogenous variables of the structural 
equations which form the SUBROUTINES. 
SUBROUTINE VERIFY performs the I/O operations and calculations 
integral to the simulation model validation process which will be discussed 
and presented in Chapter VII. 
Dating and definition of variable arrays 
The annual and seasonal quarter time period associated with the 
subscript L and I are identified in Tables 6.1 and 6.2, respectively. For 
completeness, the corresponding annual and seasonal quarter datings are 
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Table 6.1. Time period corresponding to the annual time subscripts in 
Basic Data Set, estimation data set and SlHUIll 
Value of L in 
Basic 









1958 9 1 
1959 10 2 
1960 11 3 
1961 12 4 
1962 13 5 
1963 14 6 
1964 15 7 
1965 16 8 
1966 17 9 
1967 18 10 
1968 19 11 
1969 20 12 
1970 21 13 
1971 22 14 
1972 23 15 
1973 24 16 
1974 25 17 
Any specified Year-1949 Year-1 
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Table 6.2. Time period corresponding to the quarterly time subscripts 




Value of I in 
Basic 
Data Set SIMUIII 
1952 1 1 
1953 1 5 
1954 1 9 
1955 1 13 
1956 1 17 
1957 1 21 
1958 1 25 1 
1959 1 29 5 
1960 1 33 9 
1962 1 41 17 
1963 1 45 21 
1964 1 49 25 
1965 1 53 29 
1966 1 57 33 
1967 1 61 37 
1968 1 65 41 
1969 1 69 45 
1970 1 73 49 
1971 1 77 53 
1972 1 81 57 
1973 1 85 61 
1974 1 89 65 
1975 1 93 69 
Any specified 1 4(Year-1952)+l 4(Year-1958)+l 
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also identified for the Basic Data Set.^ The initial quarterly observa­
tion period for the SIMUIII Data Set is the first seasonal quarter of 1958 
(i.e. December of calendar year 1957 and January and February of calendar 
year 1958). The initial subscript on the annually measured variables— 
cattle and sheep inventory data variables—denotes their January 1, 1958 
values. 
The SIMUIII program array names which correspond to the mnemonic 
code names of the endogenous variables of the model are presented in Table 
6.3. The names of three other arrays used in the program in conjunction 
with these endogenous variable vectors are also presented. These 
auxiliary arrays are used to maintain unique records of the variables, 
2 
their equation generated estimates and a percentage error index. They 
also facilitate the transfer of data between subprograms and permit the 
multiple operating modes discussed later in this chapter. The program 
array names which correspond to the mnemonic code names of the quarterly 
measured exogenous variables are presented in similar fashion in Table 
6.4. The only annually measured exogenous variable in the model is CDCS. 
This variable, which reflects milk cow and heifer inventory numbers, has 
^The Basic Data Set is the fundamental data source of the entire 
model. The SIMUIII Data Set and all other data sets constructed to 
estimate the relations presented in this study originated from this 
source. Consistent with the operationality objectives of this study, 
arrangements for periodic updating and revision of this Basic Data Set 
have been made with Mrs. Charlotte Latta, Supervisor of the Iowa State 
University Economics Department Computing Room. A copy of the source 
program used to generate the equation estimation data sets (VGEN) from 
che Basic Data Set can be obtained from the author. 
2 
The percentage error index is defined by dividing the actual value 
of the endogenous variable into the estimated value and then multiplying 
this result by 100. 
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Table 6.3. Endogenous variable mnemonic code names and their associated 
SIMUIII array names 
Sequence Mnemonic name Actual Estimated Error 
Number Code Array Value Value Index 
Beef Subsector 
1 CBCS CBCS(L) Y1(L 1) EY1(L 1) EI1(L 1) 
2 CCVS CCVS(L) Y1(L 2) EY1(L 2) EI1(L 2) 
3 CSTS CSTS(L) Y1(L 3) EY1(L 3) EI1(L 3) 
4 CHES CHES(L) Y1(L 4) EY1(L 4) EI1(L 4) 
5 CCQ CCQ(I) Y1(I 5) EY1(I 5) EI 1(1 5) 
6 CSTQ CSTQ(I) Y1(I 6) EY1(I 6) EI1(I 6) 
7 CHEQ CHEQ(I) Y1(I 7) EY1(I 7) Ell (I 7) 
8 CAQ CAQ(I) Y1(I 8) EY1(I 8) EI 1(1 8) 
9 CAW CAW (I) Y1(I 9) EY1(I 9) Ell (I 9) 
10 CY CY(I) Y1(I 10) EY1(I 10) EI 1(1 10) 
11 BQ BQ(I) Y1(I 11) EY1(I 11) Ell (I 11) 
12 BS BS(I) Y1(I 12) EY1(I 12) Ell (I 12) 
13 BT BT(I) Y1(I 13) EY1(I 13) Ell (I 13) 
14 BC BC(I) Y1(I 14) EY1(I 14) Ell (I 14) 
15 BPW BPW (I) Y1(I 15) EY1(I 15) Ell (I 15) 
16 CSP CSP(I) Y1(I 16) EY1(I 16) Ell (I 16) 
17 CFSP CFSP(I) Y1(I 17) EY1(I 17) Ell (I 17) 
Pork Subsector 
1 HSFQ HSFQ(I) Y2(I 1) EY2(I 1) EI2(I 1) 
2 HSQ HSQ(I) Y2(I 2) EY2(I 2) EI2(I 2) 
3 HBGQ HBGQ(I) Y2(I 3) EY2(I 3) EI2(I 3) 
4 HQ HQ(I) Y2(I 4) EY2(I 4) EI2(I 4) 
5 HAW HAW(I) Y2(I 5) EY2(I 5) EI2(I 5) 
6 PQ PQ(I) Y2(I 6) EY2(I 6) EI2(I 6) 
7 PS PS (I) Y2(I 7) EY2(I 7) EI2(I 7) 
g PC PF;(T> Y2(I 8) EY2CI 8) EI2(I 8) 
9 PPW PPW (I) Y2(I 9) EY2(I 9) EI 2 (I 9) 
10 HP HP (I) Y2(I 10) EY2(I 10) EI2(I 10) 
133 
Table 6.3. (Continued) 
Mnemonic name 
Sequence Actual Estimated Error 
Number Code Array Value Value Index 
Lamb Subsector 
1 LES LES(L) Y3(L, 1) EY3(L, 1) EI3(L, 1) 
2 LQ LQ(I) - Y3(I, 2) EY3(I, 2) EI3(I, 2) 
3 LS LS(I) Y3(I, 3) EY3(I, 3) EI3(I, 3) 
4 LC LC(I) Y3(I, 4) EY3(I, 4) EI3(I, 4) 
5 LPW LPW (I) Y3(I, 5) EY3(I, 5) EI3(I, 5) 
6 LP LP (I) Y3(I, 6) EY3(I, 6) EI3(I, 6) 
Iroiler Subsector 
1 BRTP BRTP(I) Y4(I, 1) EY4(I, 1) EI4(I, 1) 
2 BRH BRH(I) Y4(I, 2) EY4(I, 2) EI4(I, 2) 
3 BRQ BRQ(I) Y4(I, 3) EY4(I, 3) EI4(I, 3) 
4 BBS BRS(I) Y4(I, 4) EY4(I, 4) EI4(I, 4) 
5 BRC BRC(I) Y4(I, 5) EY4(I, 5) EI4(I, 5) 
6 BRPW BRPW(I) Y4(I, 6) EY4(I, 6) EI4(I, 6) 
'urkey Subsector 
1 TRTPH TRTPH (I) Y5(I, 1) EY5(I, 1) EI5(I, 1) 
2 TRTPL TRTPL(I) Y5(I, 2) EY5(I, 2) EI5(I, 2) 
3 TRHH TRHH(I) Y5(I, 3) EY5(I, 3) EI5(I, 3) 
4 TRHL TRHL(I) Y5(I, 4) EY5(I, 4) EI5(I, 4) 
5 TRQ TRQ(I) Y5(I, 5) EY5(I, 5) EI5(I, 5) 
6 TRS TRS(I) Y5(I, 6) EY5(I, 6) EI5(I, 6) 
7 TRC TRC (I) Y5(I, 7) EY5(I, 7) EI5(I, 7) 
8 TRPW TRPW(I) Y5(I, 8) EY5(I, 8) EI5(I, 8) 
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Table 6.4. Exogenous variable mnemonic code names and their associated 













1 P P(I) X(I,l) 9 G G (I) X(I, 9) 
2 CPI CPI(I) X(I,2) 10 BM BM(I) X(I,10) 
3 FMW FMW(I) X(I,3) 11 PM PM(I) X(I,11) 
4 DY DY(I) X(I,4) 12 LM LM(I) X(I,12) 
5 ECLF ECLF (I) X(I,5) 13 PT PT(I) X(I,13) 
6 TCLF TCLF(I) X(I,6) 14 LT LT(I) X(I,14) 
7 CP CP (I) X(I,7) 15 BRT BRT (I) X(I,15) 
8 S BMP SBMP(I) X(I,8) 16 TRT TRT(I) X(I,16) 
the program array name of CDCS(L) and is defined through a DATA ' 
Initialization statement in SUBROUTINE CATTLE. 
The elements of the 5 x 34 derived reduced form coefficient estimate 
matrix A obtained for the wholesale demand system (see pages 116-120), 
are defined as a two dimensional array in SIMUIII. The structural 
coefficient estimates for the remaining equations are defined by unique 
array names within each commodity subsector. The two dimensional array, 
Bl(j,k) contains the estimated structural coefficients, other than the 
estimated autocorrelation coefficients, for the beef subsector equations. 
The subscript j takes on the values of the sequential order of the 
endogenous variables within the beef subsector. The subscript k has a 
fixed range of 1 to 12 and permits the user to have a maximum of 12 
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structural coefficient estimates for each equation. The estimated auto­
correlation coefficients for equations in the beef subsector are defined 
by the array Rl(j). The element of R1 is the estimated autocorrelation 
coefficient of the equation for the beef subsector equation in the 
sequential order. For exançle, the arrays Bl(ll,k) and Rl(ll) contain 
the structural coefficient estimates for the commercial beef production 
BQ relation. 
The estimated structural coefficients for the pork subsector related 
endogenous variable equations are contained in the arrays B2(j,k) and 
R2(j). Similarly the lamb, broiler and turkey endogenous variable 
equation coefficient estimates are defined as B3(j,k) and R3(j), B4(j,k) 
and R4(j) and B5(j,k) and R5(j), respectively. 
Temporal constraint options and their selection 
The SIMUIII program is constructed such that initial condition 
assignment for all endogenous variables may be made as early as the first 
quarter of 1960 (i.e. 1=9 and 1=3 of Table 6.2 and 6.1, respectively). 
The present array size specifications for the endogenous and exogenous 
variables provide space for up to 72 words of data.^ Thus, the calendar 
date temporal extremes for generating the simulated time paths of the 
endogenous variables are from the first quarter of 1960 to the fourth 
quarter of 1976. 
Selection of any temporal operating constraints within these two 
extremes are made by the user through the use of two of the delimiter 
^The DIMENSION statements of the program may easily be altered to 
provide larger array storage space if so desired. However, the size of 
the program expands rapidly due to the large number of arrays being 
stored and execution costs increase. 
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parameters presented in Figure 6.2. The initial quarter for which 
simulated time paths are desired is indicated to the program through the 
integer constant ILEND. The user is limited to selecting the first 
seasonal quarter of any fiscal year within the temporal extremes of the 
program. Termination of the simulated time paths of the endogenous 
variables is determined by the value of the integer constant NMAX. The 
user may select any seasonal quarter that is greater than ILEND and less 
than or equal to the most recent quarter that exogenous variables have 
been defined—this time period is defined in the program through the 
integer constant NDEND. The temporal constraint ranges for the annually 
generated endogenous variables are automatically defined within the program 
from the seasonal quarter integer constant values. 
Operating modes and their selection 
Operating modes are defined by the frequency with which initial 
conditions are respecified in the SIMUIII program. The program presently 
presents the user with three basic operating mode options. These three 
basic options are quarterly, annual and inceptive. If the initial 
conditions (i.e. the observed values for the endogenous variables of the 
model) are respecified at the end of every quarter the operating mode is 
defined as quarterly. If the initial conditions are respecified annually--
once every four quarters—the operating mode is defined as annual. 
Inceptive simulation refers to the specification of the initial conditions 
of the model prior to the first quarter of the selected temporal constraints 
only. Under this operating mode (inceptive), the estimated time paths of 
the endogenous variables are not "trued" periodically to reality but left 
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to evolve through the estimated system of equations. 
As they are defined above, both the quarterly and annual simulation 
operating modes imply estimated time paths of an historical nature. 
Operation of the program under these two modes requires that the empirical 
counterpart of the endogenous variables of the model be available.^ 
However, the inceptive simulation operating mode can be utilized in 
either historical simulation or forecasting endeavors. 
Net beef import restriction 
Compliance with the institutional restriction placed on the level 
of beef imports after the first quarter of 1965 by Public Law 88-482 is 
2 
approximated through the following five-step procedure. 
Step 1. Define the base net import quantity as 923 million pounds, 
carcass weight, or the average annual net imports of beef subject to 
the quota legislation during the 1959-1963 fiscal year period. 
Step 2. Define the change in U.S. commercial beef production since 
the 1959-1963 fiscal year base period as the difference between current 
production--an average of the estimated commercial production for the 
fiscal year in which the quota may be applied and the two preceding 
years—and the 1959-1963 average. Commercial production for the fiscal 
year in which the quota may be applied is estimated by assuming that the 
annual increase will be equal to the average increase in the seasonal 
^The quarterly and annual operating modes are very useful for model 
verification and program debugging. 
2 
An explanation of the content of Public Law 88-482 is presented in 
Chapter V of this study. 
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quarter estimates generated by the commercial production equation (i.e., 
the estimates for BQ) thus far in the given fiscal year. 
Step 3. Define the maximum amount of net beef imports, subject to 
the quota legislation, permissible without requiring imposition of the 
quota during the fiscal year. This amount is the result of the multiplica­
tion of the base import quota quantity obtained in Step 1 by the 
percentage change in domestic production since the base period calculated 
from the information obtained in Step 2 by 1.10.^ 
Step 4. Define the maximum amount of net beef imports, subject to 
the quota legislation, permissible without requiring imposition of the 
quota during the seasonal quarter. This amount is estimated by assuming 
that net inçorts for the elapsed quarters of the fiscal year will be the 
same proportion of the fiscal year total as realized during the two 
preceding years. 
Step 5. Determine if 85 percent of the endogenous variable net beef 
import estimate BT for the given quarter exceeds the quarterly quota 
2 
maximum obtained in Step 4. If this condition is found to be true, the 
estimate of BT for the seasonal quarter is assigned the value of 118 
percent of the quarterly quota maximum. If the condition is false the 
estimates obtained for BT through the structural equation is left 
unchanged. 
^The legislation does not require the President to impose the. quota 
unless anticipated imports are more than 10 percent above the adjusted 
base quantity. 
2 
Of total net beef imports realized during the 1964-1970 fiscal 
years, approximately 85 percent have been items which are subject to the 
quota legislation. 
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This net beef import restriction is the only externally imposed 
restraint placed on the endogenous variable time paths generated by the 
estimated structural system of equations. It should also be noted that 
the President has not imposed the meat import quota during the history 
of the legislation. 
Exogenous Variable Forecasting 
Forecasts of the time paths of the exogenous variables are prerequisites 
to endogenous variable forecasting since SIMUIII is an open system simula­
tion model. The need for accuracy in forecasting the exogenous variables is 
paramount as the endogenous variable forecasts are conditioned by these 
values. Initial forecast values for the 16 exogenous variables of the 
system presented in Table 6.4 are provided by a special computer program 
developed expressly for this purpose.^ These tentative forecast values 
for the exogenous variable time paths are then subjected to scrutiny and 
change based on expert opinion. This expert opinion has been provided by 
Gene A. Futrell and Robert N. Wisner, Extension Economists who specialize 
in providing outlook information at Iowa State University. 
2 
Exogenous variable forecasting program (FEXOG) description 
The purpose of exogenous variable forecasting computer program is to 
provide a systematic method for obtaining tentative forecasts of the 
SIMUIII exogenous variable vectors. The program is based on a seasonalized 
^Extrapolation of the annually measured exogenous variable CDCS(L)— 
milk co~ cr.d heifer inventory numbers—is accomplished through semi-
logarithmic graphing procedures. 
2 
A copy of this computer program (FEXOG) may be obtained from the 
author. 
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trend extrapolation procedure and provides printed, punched and graphed 
output of the forecast values. The FORMAT of the punched output is such 
that the cards can be inserted directly into the SIMUIII Data Set. The 
data set requirements for the operation of FEXOG is provided by the 
exogenous variable observations in the Basic Data Set. The quarterly time 
subscripts of the program are identical with those defined for the SIMUIII 
program in Table 6.2. 
To estimate the trend coefficient for use in extrapolating the 
selected exogenous variable the user is optionally presented with two 
alternative simple linear regression models. The first model specifies 
that changes in the exogenous variable are related in a constant 
arithmetical fashion to changes in time. Using the variable Y to denote 
any selected exogenous variable, this model for the I^^ time period can be 
written as 
Y(I) = B(0) + B(1)T(I) + E(I) 6.1 
The second model specifies that changes in the exogenous variable are 
related to time changes in a constant proportional fashion. This semi-
logarithmic regression model for the I^^ time period—using Y again to 
denote any selected exogenous variable—can be expressed linearly through 
the utilization of natural logarithms as 
LnY(I) = LnB(O) + LnB(l)T(I) + LnE(I) 6.2 
The sample period used to induce the trend coefficient estimates are 
defined by the user in the source program with integer constants. 
Estimates of the seasonal pattern of the exogenous variables over 
the four seasonal quarters, relative to their time trend estimates, can be 
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calculated by three optional methods. One method obtains a sing)le 
average, the second an exponentially weighted average and the third a 
fiscal year centered simple average of the seasonal indexes defined for 
the seasonal quarter over the user specified historical base period. 
Define SI(k,i) as the seasonal index (i.e. the ratio of the observed to 
the trend estimated value of the exogenous variable), for the seasonal 
quarter of the i^^ fiscal period. Then the simple average seasonal index 
for the k^^ seasonal quarter over the n fiscal time periods is defined as 
n 
SI(k,.) = E SI(k,i)/n k = 1, ..., 4 6.3 
i=l 
In cases where the amplitude of the seasonal index pattern has been 
consistently changing over time it is desirable to assign more weight to 
the most recent information rather than the equal weighting of the simple 
average. To provide this flexibility the program allows the user to 
select a weighting or smoothing constant to exponentially smooth the 
historical seasonal indexes over the n observation sample period. If we 
denote the smoothing constant by a(0< a <1)» the weighted seasonal index 
for the k'^ seasonal quarter can be defined as 
1 n 
SI(k,.) = (l-a)*"^SI(k,l) + a Z (l-a)'^'^SI(k,i) V k 6.4 
i=2 
Increases in the value specified for the smoothing constant over its range 
implies that more recent information is incorporated into the resulting 
seasonal index estimate. 
The fiscal year ccuLei-cJ acasonal iûdex cpticr. ic czplcysd to 
extrapolate the range-feed conditions exogenous variable (G). Because 
this variable primarily reflects weather conditions it is assumed a priori 
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to have a trend parameter of zero. Thus, extrapolations for this variable 
are based on its mean value over the selected historical sample period and 
symmetric seasonal index estimates. These symmetric estimates are 
obtained by scaling the indexes obtained for the four seasonal quarters, 
as defined in relation 6.3, until they average unity. The seasonal 
index utilized for the range-feed conditions variable G is defined as 
4 
SI(k) = SI(k,.)(4/ Z SI(k,.)) 6.5 
k=i 
The extrapolation procedure proceeds by first deseasonalizing the 
most recent observed or forecast exogenous variable value. The quarterly 
trend coefficient estimate is then added to this deseasonalized value. 
Finally, the forecast value for the ensuing seasonal quarter is obtained 
by multiplication of the trend adjusted value with the appropriate 
quarterly seasonal index. 
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CHAPTER VII. SIMULATION MODEL VALIDATION 
Simulation models are typically based on hypothesized functional 
relationships. Models of this type which have not been validated in some 
manner are void of meaning. Yet the subject of simulation model validation 
has been largely avoided and remains an elusive and unsatisfactorily 
resolved methodological problem. In this chapter an attempt will be made 
to delineate the validation problem and to apply a proposed simulation 
model validation process to the SIMUIII model. 
The Validation Problem 
The validation process is concerned with the establishment of the 
"truth" of a simulation model. Plato, speaking through Socrates, describes 
the truth as being something that is self-evident and about which no 
disagreement exists. However, this type of transcendental and absolute 
truth is not likely to be applicable in a simulation model validation 
context. Truth is more a matter of professional consensus. To "prove" a 
simulation model true doesn't mean that we have an established set of 
criteria for distinguishing between those models which are "true" and 
those which are "false", nor that these criteria can be applied objectively 
to evaluate a proposed simulation model. Instead, the validation process 
refers to the capability of being able to justify and defend a simulation 
model through dialectic discussion. The validity rests not only on the 
assumptions and hypotheses underlying the construct itself but also on the 
statistical cecunlyues emyloyad tc cstisctc the structural parameters and 
the accuracy of the final outputs of the simulation model. To "prove" a 
simulation model valid means that fellow professionals agree that: 
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(1) the model construct and its structural relationships are 
within the postulates of economic theory and the precepts 
of mathematical theory, 
(2) the methods used to inductively generate the unknown 
parameters of the quantitative system are founded on 
appropriate statistical theory, and 
(3) the verification index of the simulation model is within 
some arbitrarily determined acceptable maximum.1 
Thus, some form of multi-stage process is required to validate simulation 
models. 
Multi-stage validation 
The multi-stage validation concept emphasizes the point that each of 
the previously enumerated simulation model validation components are 
necessary but that none of them are, by themselves sufficient for model 
validation. The first stage of this process requires that the model 
construct be mathematically sound and describes the system to be simulated 
in sufficient detail to capture its essence. The adequacy of this endeavor 
depends largely on the researchers comprehension of the system and its 
characteristics. 
The second stage of this process focuses on the attempt made by the 
researcher to "fit" these theoretically founded relationships. From 
samples of empirical data, statistical procedures must be applied to 
estimate the unknown structural parameters of the model. Has the researcher 
1 
The concepts of validation and verification are used distinctly in 
this discussion. The verification process refers to determining the 
arnnracy of the outDuts--endogenous variable time paths--of the simulation 
model. It is argued that verification is but one of several stages of the 
simulation model validation process. Obtaining the "right" estimates is 
not a sufficient condition for model validation but only one of the three 
necessary conditions enumerated. 
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selected the most appropriate proxy variables? Has he selected estimation 
techniques which will yield the "best" estimates of the structural 
parameters of the system? Cognizance of statistical techniques and 
information regarding the statistical properties of the structural equation 
estimation results are required to answer questions such as these. 
The third stage of the validation process consists of evaluating the 
performance of the simulation model. In this stage some measure of the 
degree of agreement must be made between the estimated and observed time 
paths of the endogenous variables of the model and a verification index 
obtained. 
Verification Procedures 
The verification process is concerned with the measurement of the 
degree of concordance between the time paths of the variables generated 
as outputs of the simulation model and the corresponding set of empirical 
variables. Due to the requirement of observed variables as inputs for the 
verification process, a dichotomy between direct and indirect verification 
can be made. Simulation model estimates which are forecasts are by 
definition only indirectly verificable. Time must elapse "SeTore 
verification indexes can be obtained and the verification process 
performed. Indirect verification procedures provide an extremely limited 
information input into the simulation model validation process at the 
point in time during which an evaluation of the model is likely to be 
made. Direct verification procedures however, can be performed 
concurrently with the operation of the simulation model. Several 
alternative criteria which could be used for direct verification indexes 
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will now be explored. 
The output of a simulation model is usually a set of time series of 
the estimated values for the endogenous variables in the system simulated. 
Evaluating the degree of concordance of these generated time series is a 
difficult problem because of the many possible dimension parameters one 
could meaningfully use. Richard J. Cyert (13) suggests that any of the 
following measures might be appropriate: 
(a) number of turning points 
(b) timing of turning points 
(c) direction of turning points 
(d) amplitude of the fluctuations for corresponding time segments 
(e) average amplitude over the whole series 
(f) simultaneity of turning points for different variables 
(g) average matching of variables 
(h) exact matching of values of variables (ideal verification index) 
and he also indicates that more dimensions could readily be added. 
The size of the preceding list makes one appreciate why many 
researchers have restricted themselves to purely graphical verification 
procedures. In a graph, qualitative judgments on all of these measures 
can be deduced and the procedure is easily applied. However, graphical 
verification procedures result in scientifically unsatisfactory subjective 
statements such as, "In general, we feel that the fit of the model 
estimates to empirical data is surprisingly good..." Also, graphical 
verification procedures become more cumbersome as the number of endogenous 
variables of the model increase. The aggregate verification process (more 
than one endogenous variable time path to verify), requires that the 
performanr.p of the model in generating several time series be appraised 
simultaneously. This difficult task is even aggravated further if the 
researcher would like to assign unique weights to alternative variables in 
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deducing an aggregate verification index. 
A quantitative verification procedure which would yield indexes of 
performance for all of the measures in the list proposed by Cyert would be 
very complex and the computational difficulties would likely also be unman­
ageable. However, due to the unsatisfactory nature of purely graphical 
verification procedures for a model as large as SIMUIII our discussion will 
now turn to the presentation of two techniques which are amenable to 
quantification and numerical analysis and will be used in this study. 
Readers interested in pursuing graphical verification techniques further 
should consult Theil (71). 
To facilitate the following discussion let us define the following: 
A(i,j) = the observed value of the endogenous variable for the 
i^^ time period (i = 1,...,N; j = 1,...,M). 
$A(i,j)= the observed change in the value of the endogenous 
variable over the i^^ time period (i = 2,...,N; 
j = 1,...,M). 
P(i,j) = the predicted value of the endogenous variable for 
the i^^ time period (i = 1,...,N; j = 1,...,M). 
$P(i,j)= the predicted change in the value of the endogenous 
variable over the i*"^ time period (i = 2,...,N; 
j = 1,... ,M) . 
M = the number of endogenous variables of concern for 
verification. 
N = the number of time periods endogenous variable estimates 
are to be generated over. 
The task is to define a quantitative measure for evaluating the quality of 
the SIMUIII model estimates over the N times M ordered pairs of predicted 
and observed values.^ 
^For variables measured annually N denotes the total number of annual 
time periods and i the i^h annual time period. For variables measured 
quarterly N denotes the total number of quarterly time periods and i the 
i^h quarterly time period. 
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A commonly used and computationally simple performance measure which 
will be used to calculate verification indexes for SIMUIII is a percentage 
error index. This verification measure for evaluating the exact matching of 
the estimated and observed ordered pairs of variables is defined as 
EI(i,j) = [P(i,j)/A(i,j)]*100.0 ^  i,j 
or 7.1 
EI(i,j) = 100.0 * P(i,j)/A(i,j) V- i,j 
The use of this measure to provide an index of the average matching of 
the endogenous variable vector of estimated and observed values over the 
N time periods is defined as 
N N . 
EI(.,j) =/r [|P(i,j) - A(i,j)|]/ r A(i,j)j * 100.0 V j 
i=l i=l 
N N 7.2 
EI(.,j) = 100.0 * Z [|P(i,j) - A(i,j)|]/ Z A(i,j) V j 
M 
By defining h(j) as a proportional weighting scheme (i.e., Z" h(j) = 1) 
th 
indicating the relative importance of the accuracy or quality of the j 
endogenous variables estimates to the researcher, an aggregate verification 
index for the entire model can be derived. This aggregate verification index 
would be defined as 
M 
EI(.,.) = r h(j)EI(.,j) 7.3 
j=l 
The second verification index to be utilized in appraising the quality 
of the directional change estimates of SIMUIII is what Theil (71, p. 28) 
defines and denotes as an inequality coefficient. This measure evolves from 
a quadratic loss criterion and has the root mean square predicted change 
izcrctcr. The dsnozinator is the root mean sauare of the 
observed or realized changes. This measure for the endogenous variable 
is defined as the square root of 
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U^j) = Z [$P(i,j)-$A(i,j)f/ E $A^(i,j) V j 7.4 
1=2 i=2 
A geometric illustration of the possible values of the inequality 
coefficient which correspond to given ratios of the predicted to 
realized changes (i.e. for the case when N=2) in the values of the 
endogenous variable time paths is presented in Figure 7.1. A value of U 
equal to zero is possible only if all (i.e. over all i) estimated changes 
are correct or perfect. Naive no-change extrapolation (i.e. $P(i,j) = 0 
¥ i), leads to an inequality coefficient value of unity. The inequality 
coefficient has no finite upper bound and it is possible to obtain an 
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Ratio of predicted to realized change 
Figure 7.1. Geometric illustration of inequality coefficient values 
corresponding to ratios of predicted and realized changes 
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considerably worse than would be obtained under no-change extrapolation. 
As with the percentage error index criterion, an aggregate direct 
verification index can be obtained through a weighting function. Letting 
h(j) be the proportional weight assigned to the importance of the quality 
of the estimate for the endogenous variable, an aggregate verification 
index utilizing the M inequality coefficients is defined as 
M 
U(.) = E h(j)U(j) 7.5 
j=l 
Several other procedures for obtaining quantitative verification 
criteria, including methods which utilize regression analysis, spectral 
analysis and factor analysis, are suggested by Naylor and Finger (57, 
Pp. B-97 to B-99). A 2x2 contingency table and the chi-square distribu­
tion is used by Karg (40, Pp. 126a-127), in evaluating the performance of 
cattle and hog price prediction equations. By rejecting the null 
hypothesis of independence between the four possible combinations of 
predicted and observed turning points, he demonstrated greater turning 
point prediction accuracy than could be expected by chance alone. 
The validation process previously described involves the subjective 
judgment of the researcher and fellow professionals. This precludes a 
simulation model from being absolutely valid and makes it more a matter of 
degree. This degree of validity is a function of the consensus of opinion 
among the researcher and other evaluators. It is conceivable that a 
simulation model's validity might be confirmed at a point in time and 
later questioned it a "superior" model becomes available. CI coarSc, 
the degree of validity of a simulation model increases as the number of 
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positive conformities of opinion regarding its validity increases relative 
to the negations. How many nonconformities make a simulation model 
construct invalid? A categorical answer to this question is impossible, 
however it would depend on the researcher's demonstrated research 
competence and expertise relative to other professionals. 
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CHAPTER VIII. SIMULATION MODEL VERIFICATION RESULTS 
This chapter will present the results obtained when the two proposed 
verification procedures are applied to alternative sets of SIMUIII model 
estimates. It is assumed that the first two stages of the multi-stage 
validation process have been satisfied by the material presented in the 
preceding portions of this study. 
Aggregate Verification Index Weights 
Application of the aggregate verification index criterion requires 
proportional weighting functions. In this study, six proportional 
weighting schemes are defined for this purpose. Five of the six—those 
used for evaluating the quality of the SIMUIII model estimates for the 
beef, pork, lamb, broiler and turkey subsector endogenous variables—are 
entirely subjective in nature. They were constructed by the author in 
collaboration with Gene A. Futrell.^ The procedure involved first 
assigning an arbitrary priority index of 1000 to the endogenous variable 
in each subsector which indicates the quantity of commercial production. 
Then, Mr. Futrell was asked to assign a priority index ranking to the 
remainder of the variables, excluding the consumption variable, in each 
subsector. This ranking was to reflect the importance of estimation 
accuracy of the respective variable relative to the commercial production 
variable in outlook endeavors. From these priority rankings a proportional 
weighting function was obtained. The rank order, variable name, subsector 
sequence number^ nriority index ranking and corresponding proportional 
^Mr. Futrell is an Extension Economist who specializes in outlook 
work at Iowa State University. 
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weights for each subsector are presented in Table 8.1 through Table 8.5. 
The consumption variables, which are defined through identity equations 
of other weighted endogenous variables, are omitted from the weighting 
scheme. 
The sixth proportional weighting scheme, which is used to calculate 
the aggregate verification index for evaluating the quality of the 
performance of the entire model, is constructed in a different manner. 
In this case, the average magnitude of cash receipts from farm marketings 
and value of products consumed in farm households for each commodity over 
the 1967 to 1971 period is used as the indicator of relative importance 
of subsector estimation quality. The average cash receipt magnitudes for 
each subsector and their corresponding proportional weights are presented 
in Table 8.6. 
Direct Verification Index Results 
In evaluating the quality of the performance of the SIMUHI model, 
seven different sets of estimates under alternative temporal constraints 
and operating modes will be discussed. To facilitate their reference in 
this discussion, these seven alternative SIMUIII model outputs are cate­
gorized in Table 8.7. The three temporal constraints which will be con­
sidered are denoted by the arabic numerals, 1, 2 or 3. A 1 signifies that 
the SIMUIII output has been generated over the period from the first sea­
sonal quarter of 1960 through the fourth seasonal quarter of 1970. These 
temporal constraints are within the sample period used in estimating the 
unknown structural coefficients of the model construct. To permit direct 



















SIMUIII beef subsector aggregate verification index weights 
Variable Sequence Priority Proportional 
name number index weight 
BPW 15 2000 0.1581 
CSP 16 1800 0.1423 
CBCS 1 1700 0.1344 
GSTS 3 1600 0.1265 
CHES 4 1200 0.0949 
GOVS 2 1100 0.0870 
BQ 11 1000 0.0790 
CAQ 8 900 0.0711 
CAW 9 300 0.0237 
CFSP 17 250 0.0198 
BT 13 225 0.0178 
CSTQ 6 200 0.0158 
CHEQ 7 150 0.0118 
CCQ 5 100 0.0079 
6S 12 75 0.0059 
CY 10 50 0.0040 
BC 14 
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Table 8.2. SIMUIIl pork subsector aggregate verification index weights 
Rank Variable Sequence Priority Proportional 
order name number index weight 
1 PPff 9 2000 0.2524 
2 HP 10 1800 0.2271 
3 HSFQ 1 1500 0.1893 
4 PQ 6 1000 0.1262 
5 HQ 4 900 0.1136 
6 HAW 5 300 0.0378 
7 HBGQ 3 200 0.0252 
8 HSQ 2 125 0.01582 
9 PS 7 100 0.0126 
10 PC 8 
Table 8.3. SIMUIIl lamb subsector aggregate verification index weights 
Rank Variable Sequence Priority Proportional 
order name number index weight 
1 LPW 5 2400 0.3211 
2 LP 6 2200 0.2943 
3 LES 1 1800 0.2408 
4 LQ 2 1000 0.1338 
5 LS 3 75 0.0100 
6 LC 4 
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Table 8.4, SIMUIII broiler subsector aggregate verification index weight 
Rank Variable Sequence Priority Proportional 
order name number index weight 
1 BRPW 6 2000 0.3670 
2 BRH 2 1500 0.2752 
3 BRQ 3 1000 0.1835 
4 BRTP 1 800 0.1468 
5 BRS 4 150 0.0275 
6 BRC 5 
Table 8.5. SIMUIII turkey subsector aggregate verification index weight 
Rank Variable Sequence Priority Proportional 
order name number index weight 
1 TRPW 8 2000 0.3077 
2 TRHH 3 • 1500 0.2308 
3 TRQ 5 1000 0.1538 
4 TRS 6 900 0.1385 
5 TRTPH 1 700 0.1077 
6 TRHL 4 300 0.0462 
7 TRTPL 2 100 0.0153 
8 TRC 7 
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Beef 12,803,447 0.6635 
Pork 4,285,753 0.2224 
Lamb 322,935 0.0168 
Broiler 1,409,075 0.0732 
Turkey 465,195 0.0241 
All subsectors 19,286,405 1.0000 
^Cash receipts from farm marketings and value of products consumed 
in farm households. 
coefficient estimation sample period was purposely truncated at the fourth 
seasonal quarter of 1970. This left the first seasonal quarter of 1971 
through the first seasonal quarter of 1972 (five quarterly periods) to be 
used for this evaluative purpose. These temporal constraints are 
denoted by the numeral 2. The eight quarter forecasting period which is 
commensurate with the intermediate term design of the model are 
generated from the second seasonal quarter of 1972 through the first 
seasonal quarter of 1974. These estimates are denoted by the numeral 3. 
The second element of the two-way classification presented in Table 
8.7 is a letter denoting the operating mode or initial condition 
replacement frennency of the simulation model. The quarterly, first 
quarter annual and inceptive operating modes are signified by the letters 
a, b, or c respectively. Note that the quarterly and annual operating 
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Table 8.7. Categorization of SIMOIII model output by temporal constraint 
and operating mode 
Operating mode 
First Quarter 
Temporal constraints Quarterly Annual Inceptive 
First seasonal quarter 
1960 through fourth 
seasonal quarter 1970 
(within coefficient 
estimation sample period) 
Output la Output lb Output Ic 
First seasonal quarter 
1971 through first 
seasonal quarter 1972 
(outside coefficient 
estimation sample period) 
Output 2a Output 2b Output 2c 
Second seasonal quarter 
1972 through first 
seasonal quarter 1974 
(outside coefficient 
estimation sample period) 
Undefined Undefined Output 3c 
modes are undefined under the prospective estimation or forecasting 
temporal constraints. 
« 
Only six of the seven output categories delineated are amenable to 
direct verification procedures. These output categories are la, lb, Ic, 
2a, 2b and 2c. A summary of the aggregate direct verification indexes of 
these outputs for each subsector and for the entire model are presented in 
Table 8.8. These aggregated indexes are obtained using the proportional 
Table 8.8. SIMUIII aggregate direct verification indexes under alternative operating modes and 
temporal constraints 
Operating mode 
a b c 
Aggregation Quarterly Annual Inceptive 
Temporal constraints level U EI U EI U EI 
First seasonal quarter Beef subsector 0.37 1. ,50 0. ,76 3. ,12 1. 02 4. 04 
1960 through Pork subsector 0.24 2. 26 0. ,49 4. ,36 0. 83 7. 78 
fourth seasonal quarter Lamb subsector 0.44 2. 52 0. 62 3. 75 0. 89 5. 24 
1970 Broiler subsector 0.41 3. 31 0. 53 4. 24 0. 65 5. 20 
(within coefficient Turkey subsector 0.32 6. 51 0. 36 7. 64 0. 50 11. 11 
estimation sample period) Entire model 0.34 1. 87 0. 68 3. 54 0. 94 5. 15 
First seasonal quarter Beef subsector 0.45 1. 83 0. 45 2. 10 1. 40 5. 27 
197] through Pork subsector 0.32 3. 01 0. 51 4. 80 0. 72 6. 45 
first seasonal quarter Lamb subsector 0.57 4. 37 0. 65 4. 41 0. 80 5. 37 
1972 Broiler subsector 0.62 3. 91 0. 61 3. 87 0. 55 3. 75 
(outside coefficient Turkey subsector 0.74 13. 45 0. 94 18. 04 0. 93 18. 12 
estimation sample period) Entire model 0.44 2. 52 0. 49 3. 19 1. 18 5. 72 
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weights shown in Tables 8.1 through 8.6 and the verification index 
relations 7.3 and 7.5. As would be expected, the output category la is 
indicated by the aggregate verification indexes to be of superior quality. 
Estimation over the 44 quarterly periods yields an inequality coefficient 
and percentage error index for the entire model of 0.34 and 1.87, 
respectively. These results imply variable change estimation far 
superior to naive no-change extrapolation and have an average estimation 
level error of only 1.87 percent. In looking at the individual subsector 
aggregate verification indexes, the direction of change in the variables 
was estimated most accurately in the pork subsector which has an 
inequality coefficient of 0.24. The error in variable level estimation 
was the lowest in the beef subsector with an average absolute error of 
1.5 percent. The acceptability of these verification index results from 
a model validation viewpoint will be left to the interpretation of the 
reader. However, the output la verification index results do provide a 
benchmark for use in evaluating the alternatives presented.^ 
No attempt will be made to discuss in detail the ramification of the 
verification indexes obtained for each output alternative. However, to 
aid in evaluating the estimation performance of the model, the time paths 
of the estimated and observed variables and percentage error index values 
obtained for each endogenous variable in outputs Ic and 2c are presented 
2 
in Appendix B and Appendix C, respectively. For completeness, the time 
paths of the exogenous variables which condition the results of the model 
^An ideal simulation model would have an inequality coefficient 
value and percentage error value of zero. 
2 
The percentage error index values are defined through relation 7.1. 
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are also presented in each appendix. The individual equation (i.e., for 
endogenous variable), evaluating indexes obtained through relations 
7,2 and 7.4 for output Ic are presented in Table 8.9. The equation 
verification indexes obtained for output 2c are presented in Table 8.10. 
In Table 8.8 the inequality coefficient of the entire model for 
output 2c is indicated to be greater than the naive no-change extra­
polation value of unity. This result is due to the poor variable change 
estimation performance of the beef subsector. The crucial underlying 
factor of these poor results, which can be deduced from the verification 
indexes presented in Table 8.10 and Appendix Table C.l, is the relatively 
large overestimation of the beef steer and heifer inventory levels (CSTS 
and CHES). Significant estimation performance improvement over 2c is 
noted in the verification index results of output 2b. In fact, the 
verification indexes for outputs lb and 2b indicate that the quality of 
the model estimates are relatively high under the annual operating mode. 
This also implies that the model could be expected to provide relatively 
good forecasting performance under the inceptive operating mode within 
a four quarter temporal constraint. Subject to exogenous variable fore­
casting accuracy, these operating conditions could provide prospective 
estimates of high quality for a period of 3 to 12 months into the future. 
In general the model performance is of poorest quality in the 
estimation of the turkey subsector variable time paths. This is 
especially the case in estimating absolute level. The percentage error 
indexes lùi: Luis àubsector ara unccnifcrtcbly high. The niodel verifica­
tion indexes also indicate that the estimation quality of the beef 
Table 8.5. Aggregate direct verification indexes for SIMUIII model under the inceptive operating 
mode for the first seasonal quarter of 1960 through fourth seasonal quarter of 1970 
Subsector 
se- Beef subsector Pork subsector Lamb subsector 
qUence Variable 
number Fame U(j) EI(.,.) 
Variable Variable 
Name U(j) EI(.,.) Name U(j) EI(., ) 
Broiler subsector Turkey subsector 
Variable Variable 
Name U(j) EI(.,.) Name U(j) EI(...) 
= 1 C:BCS 0.71 2.08 
2 ccvs 1.00 2.41 
3 C:STS 1.42 4.36 
4 CHES 1.00 2.01 
5 CCQ 0.80 10.22 
6 CSTQ 0.67 3.18 
7 CHEQ 0.93 6.15 
8 (;AQ 0.77 3.13 
9 (LAW 0.60 0.82 
10 (JY 0.90 0.60 
11 IJQ 0.78 2.47 
12 liS 1.38 16.08 
13 ]$T 0.84 18.21 
14 UC 0.55 1.89 
15 IJPW 1.12 4.72 
16 CSP 0.99 4.94 
17 CFSP 3.23 14.96 
HSFQ 0.27 7.03 LES 1.13 5.42 BRTP 0.45 7.82 TRTPH 0.16 12.30 
HSQ 0.34 7.69 LQ 0.80 4.72 BRH 0.29 3.00 TRTPL 0.50 20.44 
HBGQ 0.41 5.33 LS 1.08 22.53 BRQ 0.36 3.20 TRHH 0.11 9.10 
HQ 0.48 5.02 LC 0.71 4.40 BRS 1.36 21.57 TRHL 0.46 20.20 
HAW 0.70 0.70 LPW 0.74 4.34 BRC 0.35 3.12 BRQ 0.13 10.20 
PQ 0.49 4.92 LP 0.90 5.71 BRPW 1.10 5.57 TRS 0.47 17.96 
PS 0.61 17.98 TRC 0.12 6.58 
PC 0.76 4.57 TRPW 1.09 7.74 
PPW 1.29 8.19 
HP 1.28 00
 
Table 8. 10. Aggregate direct verification indexes for SIMUIII model under the inceptive operating 
mode for the first seasonal quarter of 1971 through first seasonal quarter of 1972 
Subsecto r 
se- Beef subsector 
quence Variable 
number Name U(J) EI(.,j) 
Pork subsector 
Variable 
Lamb subsector Broiler subsector Turkey subsector 
Variable Variable Variable 
Name U(j) EI(..j) Name U(j) EI(.,.) Name U(j) Name U(j) EI(.,^) 
: 1 CBCS 0.02 0.12 
2 OCVS 0.14 0.74 
3 OSTS 2.99 4.42 
4 CHES 0.28 2.15 
5 OCQ 3.32 10.78 
6 CSTQ 0.67 2.68 
7 GHEQ 1.77 13.86 
8 CAQ 1.83 6.94 
9 CAW 0.17 0.34 
10 CY 1.50 0.45 
11 BQ 2.16 5.25 
12 BS 1.04 5.29 
13 BT 0.75 7.98 
14 BC 1.96 5.02 
15 BPW 2.04 10.27 
16 CSP 1.73 9.15 
17 CFSP 1.39 6.09 
HSFQ 0.40 9.70 LES 1.16 4.80 BRTP 1.53 9.62 TRTPH 0.19 18.91 
HSQ 0.47 8.53 LQ 0.80 5.63 BRH 0.13 1.00 TRTPL 1.44 24.46 
HBGQ 0.12 1.10 LS 0.61 10.40 BRQ 0.49 2.94 TRHH 0.46 21.82 
HQ 0.13 1.11 LC 0.62 5.19 BRS 2.30 19.93 TRHL 1.48 27.21 
HAW 1.08 0.55 LPW 0.39 3.47 BRC 0.49 2.81 TRQ 0.45 25.22 
PQ 0.27 1.78 LP 0.95 7.63 BRPW 0.36 2.65 TRS 0.51 23.24 
PS 0.83 22.32 TRC 0.34 18.42 
PC 0.79 1.69 TRPW 1.87 7.53 
PPW 1.19 5.78 
HP 1.04 10.32 
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subsector variables is superior to estimating the other variables in the 
subsectors of the model. 
Simulation Model Forecasts 
To permit indirect verification of SIMUIII model output 3c, the 
output along with the conditioning exogenous variable forecasts are pre­
sented in Appendix D. Forecasts of the exogenous variable time paths. 
Appendix Table D.6, were made initially by the trend extrapolation 
program FEXOG described previously. These tentative forecasts were then 
revised in view of expectations that economic activity will show a fairly 
strong advance through the remainder of 1972 and continue strong with 
fairly uniform growth through 1973 and the first seasonal quarter of 1974. 
Disposable personal income DY for fiscal 1972 is projected to increase 
from year earlier levels by around 7 percent. An additional 10 percent 
increase from the 1972 level is projected for the 1973 fiscal year. 
These disposable income gains are expected to be the result of both 
further wage rate and employment increases. Thus, the food marketing 
wage rate FMW is assumed to continue to increase and the unemployment 
rate UNEMP to decline slightly over the eight quarter forecasting period. 
However, price level increases (reflected in the consumer price index 
variable CPI) will continue to erode the purchasing power of the income 
dollar by estimated increases of 3.2 percent and nearly 4 percent in 1972 
and 1973, respectively. Population growth is projected to continue at 
a 1.2 percent annual rate. Corn and soybean oilmeal prices are assumed 
to remain at relatively high levels throughout the eight quarter fore­
casting period but are projected to decline from their estimated 1972 
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production year levels. Extrapolations of the military consumption levels 
of beef, pork and lamb as well as foreign trade levels in pork, lamb, 
broilers and turkey are unrevised FEXOG estimates. A five year 
historical base period (1967 through 1971), was used to estimate both 
their trend and seasonal patterns. The trend coefficient estimates were 
obtained through the arithmetical linear model defined in relation 6.1 
of Chapter VI. Seasonal index estimates were obtained by the simple 
average procedure defined in relation 6.3 of Chapter VI. 
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CHAPTER IX. SUMMARY AND CONCLUDING REMARKS 
The principal objective of this study was to develop a systematic 
quantitative procedure for generating intermediate term outlook informa­
tion for use by decision makers in the five major meat producing 
industries in the United States. These five industries include those 
producing beef, pork, lamb and mutton, broiler and turkey meat. This 
procedure was to be operationally manageable and capable of meeting the 
"on-line" temporal requirements of an active Extension outlook 
information program. 
Initially a 47 equation open structural system econometric model of 
these interrelated industries was specified and structural coefficient 
estimates obtained. These equations were classified into three functional 
categories and presented by commodity and sequential ordered sets of 
production relations, supply-disappearance relations and price determina­
tion relations. Under a seasonal quarter time dimension, the structural 
system was postulated to be primarily of a recursive nature except for a 
block of five wholesale price level determination relations which were 
treated as simultaneous. All structural coefficient estimates were 
obtained by estimation schemes which accounted for autocorrelation in 
equation errors. Even though several distributed lag models were 
specified that had reduced equations containing nonlinear coefficients, 
all except one—the beef cow inventory equation—were estimated as 
though they were linear. One reason for this treatment was the 
unavailability, to the author of a procedure for economically obtaining 
nonlinear coefficient estimates until late in the completion stages of 
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the study. However, this treatment can also be justified on other 
grounds. First, it can be argued that the hypotheses of major concern 
in the equation specifications was the effect of various regressor 
variables on the regressand variables and not the unique parameter 
estimates themselves. Second, parameter interpretation problems arise 
with nonlinear estimation because the reduced equations of models with 
quite diverse behavioral assumptions yield exactly the same regressor 
variables. 
Since the system of structural equations was complete (i.e., an 
equation was specified and estimated for each endogenous variable in the 
system), a computer program was developed which permitted simulation of 
the endogenous variable time paths. Given structural coefficient 
estimates, time paths for the 16 exogenous variables of the system and 
initial endogenous variable values, the program was designed to generate 
endogenous variable estimates over specified temporal constraints and 
operating modes. With the present computer simulation model data set, 
the user has the option of initial condition assignment for any quarterly 
period from the first seasonal quarter of 1960 through the first seasonal 
quarter of 1972. The program also permits initial condition reassignment 
after every seasonal quarter or once every four seasonal quarters under 
the quarterly or annual operating modes, respectively. Initial conditions 
are assigned only for the seasonal quarter immediately preceding the 
quarter selected for simulation initiation under the inceptive 
operating mode. 
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To aid in systematizing and automating the generation of prospective 
estimates of the exogenous variables, which are prerequisite to 
endogenous variable forecasting, another computer program was developed. 
Tentative prospective estimates of the exogenous variables, based on 
historical trend and seasonal pattern relationships, are provided through 
this exogenous variable forecasting program. These naive estimates are 
then subjected to scrutiny and alteration on the basis of authoritative 
opinion derived from independently conducted economic analyses. 
To establish the meaningfulness and empirical relevance of the 
endogenous variable estimates made with the computerized model, a 
methodological framework for simulation model validation was then 
proposed. It is argued that model validity depends not only on the 
ability of the construct to generate the endogenous variable time paths 
with a high degree of precision (i.e., model verifiability), but also on 
the appropriateness of the econometric methodology utilized in the 
construct's evolution. Although the simulation model validation process 
defies absoluteness, the degree of model validity depends on the amount 
of consensus in the opinion of evaluators. 
To assist in evaluating the validity of the model construct, two 
quantitative procedures for measuring the estimation quality (verifiability) 
of the simulation model estimates were then proposed and presented. 
These were a percentage error index and an inequality coefficient index 
criteria. They were utilized for verifying the simulation model 
£5tin;aticn quality in predicting the absolute and level changes of 
the endogenous variable time paths, respectively. 
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Upon the assumption that the model construct embodied in this study 
is founded on appropriate econometric methodology, the proposed 
verification index criteria are then applied to the simulated endogenous 
variable time paths generated under alternative temporal constraints and 
operating modes. Aggregate verification index criteria for the entire 
model and each of the five commodity subsectors are calculated with 
weighting schemes defined for this purpose. As would be anticipated, the 
verification index results indicate that the estimation quality of the 
model is highest in reproducing the endogenous variable time paths within 
the range of the structural coefficient estimation sample period- Also, 
as the initial condition replacement frequency is reduced, the estimation 
quality of the model declines. Verification index results obtained from 
both continuous simulation (i.e., no initial condition replacement after 
simulation initiation), experiments conducted over periods of forty-four 
and five quarters in length were uncomfortably high. For both 
experiments, the percentage error index for the entire model were in 
excess of five percent. The inequality coefficient values were near 
unity and indicated that the variable change estimation performance of 
the model was approximately equal to naive no-change extrapolation. 
However, substantial quality improvements were noted in the estimation 
experiments conducted under the first seasonal quarter annual and 
quarterly operating modes. Percentage error verification index values 
for the model dropped to less than or equal to three and one-half percent 
and inequality coefficient uem of less than or equal to seven-tenths. 
These experimental results indicate that the present model construct can 
potentially provide--subject to exogenous variable forecasting accuracy 
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and unaccounted for structural changes—prospective estimates of the 
endogenous variable of the system with relatively high quality for 
periods of up to four quarters into the future. 
The study terminates with the presentation of model generated 
endogenous variable forecasts for the second seasonal quarter of 1972 
through the first seasonal quarter of 1974. The assumptions used in 
forecasting the conditioning exogenous variable time paths are also 
discussed. 
A Suggestion for Further Research 
In this study two procedures for measuring the degree of association 
between the observed and estimated endogenous variable time paths to 
ascertain estimation quality vere defined and utilized. However, 
ambiguities in the interpretation of the inequality coefficient as it 
varies from its ideal value of zero through and beyond its naive no-change 
extrapolation value of unity prompts the suggestion of an alternative 
verification index measure. 
A criterion which is also based on the quadratic loss function 
concept and is a statistic commonly used to measure the degree of 
association between variables is the correlation index. In regression 
2 
theory it is referred to as the coefficient of determination or R . 
Utilizing the notation presented in Chapter VII and denoting the 
correlation error index as CEI, this measure can be defined and used 
for evaluating the quality of the absolute level estimates of the 
endogenous variable over the N estimation periods through the relation 
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Z A^(i,j) - [ E A(i,j)l /N] - Z rA(I,J)-P(I,J)] 
^ -
Z A^(i,j) - E A(i,j) /N 
i=l Li=i J 
A verification measure for evaluating the quality of the variable change 
estimates could also be defined through a relation similar to 9.1. 
This measure is independent of the units in which the variables are 
measured and has a well defined upper bound (CEI< 1). Increases in the 
value of CEI(j) indicate improved estimation performance for the 
endogenous variable as the model generated estimates would be explaining 
a greater degree of the total variation in the observed values. The 
correlation index computed for each endogenous variable could in turn be 
utilized, with the weighting schemes presented, to obtain aggregate 
verification index measures of similar interpretation for the five 
commodity subsectors and the entire model. 
1 
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APPENDIX A. MULTIPLE MODEL LEAST SQUARES (M.M.L.S.) 
DESCRIPTION AND OPERATING MANUAL^ 
This program can be used to estimate the parameters of equations 
2 
conforming to the following general form: 
a a 
Y(t) = a(0)(l-X)(l-c)(l-r) + 2 a(i)X(i,t) - (c+r) 2 a(i)X(i,t-l) 
i=l i=l 
a b b 
+ CT 2 a(i)X(i,t-2) + 2 b(j)Z(j,t) - (X+r) 2 b(j)Z(j,i-l) 
i=l j=l j=l 
B 
+ Xr Z b(j)Z(j,t-2) + (X+c+r)Y(t-l) 
j=l 
C 
- [a+c)r + Xc]Y(t-2) + AcrY(t-3) + 2 d(k)D(k,t) + e(t) (1) 
k=l 
where 
Y(t-m) = the current and lagged values of the dependent variable 
(m=0, 1, 2, 3) 
X(i,t-m) = the current and lagged values of the regressor variables 
associated with the lag parameter 1 (np=0, 1, 2) 
Z(j,t-m) = the current and lagged values of the regressor variables 
associated with the lag parameter u (opO, 1, 2) 
D(k,t) = the current regressor and/or dummy variables which are 
not associated with a lag 
e(t) = the errors in the equation 
a(0)(1-X)(1-c)(1-r) = the pure constant term 
a(i) = the parameters of the set of regressor variables, 
X(i,t), (i = 1, A) 
b(j) = the parameters of the set of regressor variables, 
Z(j,t), (j = 1, B) 
This manual is an adaptation and modification of Martin's (52). 
2 
The derivation of Equation 1 is presented in Martin (54). 
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d(k) = the parameters associated with the set of regressor 
variables, D(k,t) 
X = the lag parameter associated with the set of regressor 
variables, X(i,t) 
c = the lag parameter associated with the set of regressor 
variables, Z(j,t) 
r = the first order autocorrelation coefficient 
The estimation procedure used is presented in more detail by Fuller and 
Martin (29), and includes the modification to insure convergence, Fuller 
and Martin (30). 
Card Input Deck Description 
This program is designed so that both multiple jobs (one or more 
regressions on a given Basic Data Set) and multiple problems (one or more 
jobs on unique Basic Data Sets) can be performed sequentially. For any 
problem a matrix of variables is constructed and defined to be the Basic 
Data Set. Then, for a given job in this problem set, column vectors are 
selected from this matrix through the use of an equation control card. 
The program allows the user the flexibility of making transformations on 
variables input into the Basic Data Set from the Card Input Deck and also 
from the Basic Data Set into an equation specification or job. 
A given problem data set may contain the following cards in the 
order specified; 
(a) Title Card 
(b) Data Set Control Card 
(c) Decimal Card(s) 
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(d) Basic Data Set Card Input Deck 
(e) Blank Card 
(f) Equation Control Card(s), (one card is required for each Job) 
(g) Transformation Card(s) 
(h) A priori Parameter Control Card 
(i) Start Vector Card(s) 
(j) 3 Blank Cards 
Multiple Job processing is accomplished by the sequential repetition 
of items (f) through (i). Multiple Problem processing is accomplished by 
reducing the number of blank cards in item (j) to one and placing 
additional Problem Data Sets in sequential order. 
Problem Data Set Card Descriptions 
Description of title card The Title Card specifies a unique 
alphameric name that identifies the Problem Data Set. This name can be 
up to 80 characters in length. 
Description of Data Set Control Card 
Columns Description 
1 D 
2-6 Job number (JOB) 1 
7-8 The number of observations on the variables in the 
data set. (IE) 
9-10 The number (quantity) of variables in the data set. (JE) 
^The name of the various items as they appear in the FORTRAN source 
program is presented in parentheses. 
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11-12 The FORMÂT under which the data set is to be read. 
(MODE) 
0 = read data column-wise FORMAT (4X, 12, 14, 1GF7.0) 
1 = read data column-wise FORMAT (4X, 12, 14, 7F10.0) 
2 - read data row-wise FORMAT (8F9.0, 8X) 
13-14 Is the data set to be printed or listed? (MPBT) 
0 = no, the data set is not to be listed 
1 - yes, the data set is to be listed 
15-16 Are the means and simple correlations of the variables 
in the data to be computed and listed? (KG) 
0 a no, the means and correlations are not to be printed 
1 = yes, calculate and print the means and correlations 
Description of Decimal Card(s) The Decimal Card is used to alter 
the position of the decimal placement from the Basic Data Set Card Input 
Deck. 
Columns Description 
I-10 Any alphameric information 
II-12 The power of 10 that the first variable is to be 
multiplied by 
13-14 The power of 10 that the second variable is to be 
multiplied by 
79-80 The power of 10 that the 35^^ variable is to be 
multiplied by 
If there are more than 35 variables in the Basic Card Input Deck then 
additional decimal cards must be added. 
Description of Basic Card Input Data Set Data may be read into 
the program under any one of the three formats described on the Data Set 
Ccr^trcl Card, Rovj-vise coding refers to the left-to-right sequential 
placement of all the observations on a given variable in the Card Input 
Data Set. Column-wise coding refers to the inclusion of only one 
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observation on each variable in the Card Input Data Set per observation 
record. 
The program will presently allow a maximum of 80 observations on 60 
or less variables in a given Basic Card Input Data Set. 
Description of Equation Control Card 
Columns Description 
1 E 
2-6 The Job number (JOBNO). This number must correspond to 
the Job number appearing on the Data Set Control Card. 
7-10 A number which can be used to identify an equation in a 
particular job, the equation number. (lEQU) 
11-12 The total number of regressor variables associated with 
the lag parameter X,AsO. (lA) 
13-14 The total number of regressor variables associated with 
the lag parameter CjBaO. (IB) 
15-16 The total number of regressor variables and/or dummy 
variables which are not associated with a lag parameter 
CzO. (ID) 
17-18 The total number of parameters which are to specified 
a priori. (NSKIP) 
19 The max number of lags on the dependent variable in the 
specification. (ILG=0,1,2,3) 
20 The power to which the base 10 is to be raised and then 
divided into .01 to define the "test criterion" used to 
half the iterative process in nonlinear jobs. (TEST) 
A value for TEST of 2 (a criterion of .0001) is 
recommended for most nonlinear jobs. 
21 "1" if the calculation of the pure constant term is 
desired, otherwise, "0" when regressions through the 
origin are desired. (ISS2) 
22 "1" If a listing of the means and correlation matrix 
is desired, otherwise, "0". (ICORR) 
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23 "0" if the residual and Durbin-Watson d statistic 
are not desired. (lERR) 
"1" if the residuals and d are to be listed. 
"2" residuals and d are listed plus residuals 
punched on cards under FORMAT (8F9,3,8X). 
24 "0" no simplotter graphs desired (ISIM) 
"1" plot residuals against time 
25 "0" if the run is: (1) the first Job in a Problem, 
(2) involves a different variable from the preceding 
Job or (3) involves a different computation on the 
pure constant term from the preceding Job, otherwise, 
"1" (NAME 1) 
26 "1" if a transformation card is to follow the Equation 
Control Card specifying transformation on certain 
variables. (Jl) 
27 "1" if Start Vector Cards are to be punched, otherwise, 
"0" (NSV) (column 23 must be zero if NSV«1) 
28-34 Blank 
35-36 "01" for O.L.S. model estimation (ISSl) 
"22" for A.L.S. Jobs immediately following the O.L.S. 
Job which is used to provide a start parameter vector 
"24" for all other Jobs 
37-38 The number (quantity) of variables in the equation. 
(IP) 
(under present program restrictions IP615) 
39-40 The number of the first regressor variable in the 
equation. 
41-42 The number of the second independent variable in the 
equation. 
The number of the IP^^ variable which must be the 
regressand variable of the equation. 




3-4 Transformation operation code (Jl) 
01 - Observations on the variable in the basic 
data set will be added to the n^^ variable of 
the basic data set and defined to be the jth 
variable in the equation specification. 
02 - Observations on the n^^ variable in the basic 
data set will be subtracted from the variable 
of the basic data set and defined to be the 
variable in the equation specification. 
03 - Observations on the variable in the basic 
data set will be multiplied by the n^^ variable 
of the basic data set and defined to be the 
variable in the equation specification. 
04 - Observations on the m^^ variable in the basic 
data set will be divided by the n^^ variable of 
the basic data set and defined to be the 
variable in the equation specification. 
05 - Observations on the m^^ variable in the equation 
specification will be added to the n^^ variable 
of the basic data set and defined to be the 
variable in the equation specification. 
06 - Observations on the n^^ variable in the basic 
data set will be subtracted from the variable 
in the equation specification and defined to be the 
variable in the equation specification. 
07 - Observations on the variable in the equation 
specification will be multiplied by the n 
variable of the basic data set and defined to be 
the variable in the equation specification. 
08 - Observations on the variable in the equation 
specification will be divided by the n^^ variable 
of the basic data set and defined to be the 
variable in the equation specification. 
09 - Observations on the n^^ variable in the equation 
specification will be expressed as natural 
logarithms and defined to be the variable in 
the equation specification. 
10 - Observations on the n^^ variable in the equation 
specification will be expressed as^base 10 
logarithms and defined to be the j variable in 
the equation specification. 
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5-6 Further transformation indicator 
00 - No further transformations are to be made. 
01 - Transformations indicated on a succeeding 
transformation card are to be made prior to 
"fitting" the equation specification. 
Selection of variables involved in transformation 
(the field placement of the column number of the 
data variables determines the position of the newly 
defined variable in the equation specification). 
Field i=l (the variable specified in this field will 
be used to define the first variable in the equation 
specification). 
7-8 The variable of the transformation. 
9-10 The n^^ variable of the transformation. 
Field 1=2 (the variable specified in this field will 
be used to define the second variable in the equation 
specification). 
11-12 The variable of the transformation. 
13-14 The n*"^ variable of the transformation. 
Field i=J (the variable specified in this field will 
be defined as the variable in equation 
specification). 
7+4(J-1) - 8+4(J-1) The n^^ variable of the transformation. 
Description of A priori Parameter Control Card (Conditional 
regressions) This card specifies the parameters of a given Job that 
are to be assigned values prior to estimation. It is to be included in the 
Card Input Deck only for those Jobs that have a 24 appearing in columns 
35-36 of the Equation Control Card. 
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The total number of parameters which are to be controlled a priori is 
indicated in columns 17-18 of the Equation Control Card. The information 
to be entered on this card is the position order of the parameters to be 
controlled in the Job. It is always assumed that the position order of 
the first A+Brl-C parameters corresponds to the sequential position, order 
from left-right of the regressor variables as they appear on the Equation 
Control Card (the regressor variable number appearing in column 39-40 of 
the Equation Control Card has the sequential position order of 01. The 
parameters X,c and r are always assumed to follow in consecutive position 
order after these. Thus, the total number of parameters for any Job is 
always assumed to be A+B+C+3. To control the value of any of these 
parameters their position order, defined in the above manner, is punched 
on the a priori Parameter Control Card as follows: 
Columns Description 
1-2 The position of the first parameter to be controlled. 
3-4 Blank 
5-6 The position order of the second parameter to be 
controlled. 
7-8 Blank 
Description of Start Vector Card(s) Start Vector Cards, similar 
to A priori Parameter Control Cards, are included in the Card Input Deck 
only for those Jobs that have a 24 appearing in columns 35-36 of the 
Equation Control Card. 
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The Start Vector Card(s) contain initial parameter estimates for all 
the parameters of a Job. This total number is A+B+C+3 parameters. The 
first A+B+C parameter estimates are punched into card(s) in the order 
corresponding to the sequential position order of the regressor variables 
on the Equation Control Card (the first initial parameter estimate would 
be for the variable appearing in column 39-40 of the Equation Control Card). 
The last three initial parameters estimates would be for the parameters X,c 
and r, respectively. The start vector cards are read into the program 
under FORMAT (7F10.0, lOX). Thus, Jobs containing more than four regressor 
variables on the Equation Control Card require additional Start Vector 
Cards. 
Alternative Model Estimation 
The parameters of several types of single equation models may be 
estimated with M.M.L.S. by proper utilization of the Equation Control Card, 
the A priori Parameter Control Card and the Start Vector Card(s) previously 
described in the Problem Data Set Card Description. These various model 
types are all achieved by the proper assignment of the regressor variables 
to either the X(i,t),Z(j,t) or D(k,t) regressor sets and the conditional 
assignment of the three parameters X,c, and r. For example, assignment of 
all regressor variables to the set D(k,t) and conditional assignment of 
X=c=r=o, yields the O.L.S. model. Also, by assignment of all regressor 
variables to the set X(i,t) and conditional assignment of X=c=o with r=l, 
a ritàt difference model with independent errors is obtained. The Auto-
regressive Least Squares model (A.L.S.) — i.e., static models with auto-
correlated errors — is obtained by assignment of all regressor variables 
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to the set X(i,t), conditional assignment of A=c=o and providing initial 
parameter estimates of all other parameters in the model. The explicit 
instructions for obtaining the O.L.S. and Â.L.S. models will now be 
presented. Only the unique information required to obtain the model being 
described is presented. The user is referred to the Card Input Deck 
Description section for other details. 
Static models with independent errors 
This is the ordinary least squares (O.L.S.) model. The estimation 
of this model is achieved from the general form equation by assuming the 
sets of variables X(i,t) and Z(j,t) do not exist and by the a priori 
setting of X=c=r=0. Under these assumptions Equation 1 becomes 
C 
Y(t) = a(o) + "S d(k)D(k,t) + e(t) 2 
k=l 
Estimation of this equation is accomplished by placing an "01" in 
columns 35-36 of the Equation Parameter Card and defining all regressor 
variables as belonging to the set D(k,t). The A priori Parameter Control 
Card and Start Vector Card(s) are not required and must not appear in the 
Job (items (f) through (i) of the Problem Data Set). 
Static models with autoregressive errors 
This is the A.L.S. model. The estimation of this model can be 
achieved in two ways. First, if initial parameter estimates are not 
available, then the sequential placement of two Equation Control Cards 
with and "Oi" and *•22" in columns 35-36 and witu tue regtessûï vâiriâules 
defined as being in the set D(k,t) and X(i,t) respectively, will 
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automatically generate an initial parameter start vector and proceed to 
estimate the nonlinear A.L.S. equation. Under this estimation alternative, 
the A priori Parameter Card and Start Vector Card(s) must not appear in 
the Problem Data Set. 
The alternative to the above procedure is to place a "24" in 
columns 35-36 of the equation control card, define all regressor 
variables as belonging to the set X(i,t) and supply the appropriate 
A priori Parameter Control Cards and Start Vector Card(s) containing 
initial parameter estimates. The model being estimated then becomes 
A A 
Y(t) = a(0)(l-r) + 2 a(i)X(i,t) - r 2 X(i,t-1) 3 
i=l i=l 
+ rY(t-l) + e(t) 
Several other model alternatives can also be obtained with the 
placement of a "24" in columns 35-36 of the Equation Control Card and use 
of the A priori Parameter Control Card and Start Vector Card(s) in a 
manner consistent with the assignment of the regressor variables to the 
three alternative sets. Most of these model alternatives are explicitly 
identified in Martin (52, pp. 8-14). 
Output Description 
At the conclusion of the run, the printed output will consist of 
(1) For each Problem: 
a. Title Card 
b. Data Deck Parameter Card 
c. Decimal Card(s) 
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(2) For each Job: 
a. Equation Parameter Card 
b. Transformation Card(s) 
c. Start Vector Card(s) 
d. Optional information requested on Equation 
Parameter Card 
e. Regressor variables number(s) 
f. Hegressand variable number 
h. Inverse matrix at last iteration 
i. F ratio test statistic 
j. Estimated equation standard error S 
(3) For each iteration and trial 
a. k, IDF, TSS, SSE, MSE, SSR, RSQUARE 
(4) For the final iteration and trial on the parameter 
estimate 
a. j, THETA, D THETA, TEST, VARIANCE, STAND ER, 
STUDENT T 
where 
k The denominator in the geometric series 1, 1/2, 1/4, 
IDF S The degrees of freedom 
TSS ss The total sum of squares 
SSE The sum of squares for error 
MSE The mean square error 
SSR The sum of squares for regression 
R SQUARE Multiple coefficient of determination 
j The parameter sequence number 
THETA s The estimate of the parameter 
DTHETA a The change in the parameter estimate 
TEST (DTHETA)^/VARIANCE of the parameter 
VARIANCE = The cctizated variance of the j parameter estimate 
STAND ER = The estimated standard error of the parameter estimate 
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STUDENT T = The Student's t test statistic 
F ratio " MRS/MSE 
S = Square root of MSE 
All printed output possesses column headings above the numerical 
data. A listing of the M.M.L.S. source program is available from the 
author upon request. 
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APPENDIX B. SIMULATION MODEL OUTPUT AND CONDITIONING 
EXOGENOUS VARIABLE VALUES FOR THE FIRST 
SEASONAL QUARTER OF 1960 THROUGH 
FOURTH SEASONAL QUARTER OF 1970 
Table B.l. Estimated, observed and percentage error index values for the 
endogenous variables of the SIMUIII beef subsector under the 
inceptive operating mode for the first seasonal quarter of 
1960 through fourth seasonal quarter of 1970 
Year Variable code name 
and CBCS CCVS CSTS 
quarter Est. Obs. EI Est. Obs. El Est. Obs. EI 
































*Three period lagged variables in the beef COM inventory equation 
CBCS, do not permit estimation of 1960 beef cow inventory levels given the 
present SIMUIII data set. Therefore, the estimate is assigned to be equal 




Obs. EI Est. 
Variable code name 
CCQ 
Obs. EI Est. 
CSTQ 
Obs. EI 
10,056 10,226 98.3 1,021.4 1,313.5 77.8 3,265.3 3,263.1 100.1 
948.1 1,249.6 75.9 3,453.0 3,470.2 99.5 
1,222.7 1,486.3 82.3 3,591.6 3,668.5 97.9 
1,588.1 1,677.6 94.7 3,303.8 3,408.7 96.9 
10,146 10,287 98.6 1,237.3 1,374.6 90.0 3,265.1 3,154.9 103.5 
1,031.8 1,156.7 89.2 3,529.5 3,612.2 97.7 
1,363.6 1,246.5 109.4 3,645.0 3,932.1 92.7 
1,720.2 1,499.0 114.8 3,344.8 3,529.4 94.8 
10,447 10,543 99.1 1,285.6 1,257.6 102.2 3,380.8 3,515.1 96.2 
1,223.4 1,154.5 106.0 3,656.5 3,815.8 95.8 
1,459.8 1,368.3 106.7 3,765.5 3,973.8 94.8 
1,807.8 1,656.8 109.1 3,498.9 3,381.0 103.5 
10,731 11,055 97.1 1,366.9 1,286.4 106.3 3,547.9 3,537.1 100.3 
1,295.6 1,101.1 117.7 3,870.7 4,025.6 96.2 
1,571.9 1,261.4 124.6 3,992.7 4,110.9 97.1 
1,892.0 1,529.2 123.7 3,765.8 3,911.4 96.3 
11,027 11,445 96.3 1,568.9 1,378.8 113.8 3,833.2 3,928.0 97.6 
1,486.1 1,247.5 119.1 4,091.6 4,527.5 90.4 
1,653.9 1,575.8 105.0 4,215.6 4,748.1 88.8 
1,943.8 2,108.1 92.2 3,946.0 4,230.6 93.3 
11,287 11,680 96.6 1,581.6 1,798.7 87.9 3,988.8 4,219.7 94.5 
1,483.9 1,606.8 92.4 4,258.0 4,275.9 99.6 
1,704.7 2,096.1 81.3 4,363.6 4,184.1 104.3 
2,018.7 2,466.9 81.8 4,084.0 3,853.5 106.0 
11,561 11,750 98.4 1,698.6 2,121.2 80.1 4,123.2 3,995.6 103.2 
1,458.8 1,776.1 82.1 4,416.7 4,209.2 104.9 
1,675.2 1,820.6 92.0 4,507.9 4,488.5 100.4 
1,876.4 1,992.9 94.2 4,252.6 4,271.1 99.6 
11,863 11,900 99.7 1,700.2 1,770.1 96.1 4,314.7 4,299.8 100.3 
1,548.9 1,517.4 102.1 4,530.9 4,620.7 98.1 
1,734.8 1,658.8 104.6 4,637.3 4,680.9 99.1 
1,968.4 1,846.6 106.6 4,334.1 4,332.2 100.0 
Table B.l. (Continued) 
Year Variable code name 
and CBCS CCVS CSTS 
quarter Est. Obs. El Est. Obs. El Est. Obs. El 























12,063 11,950 100.9 1,711.3 1,719.7 99.5 4,342.8 4,390.7 98.9 
1,519.0 1,497.0 101.5 4,521.0 4,606.0 98.2 
1,546.8 1,714.5 90.2 4,619.6 4,653.0 99.3 
1,860.7 1,943.9 95.7 4,266.1 4,422.0 96.5 
12,297 11,920 103.2 1,591.7 1,704.6 93.4 4,289.8 4,516.5 95.0 
1,438.4 1,569.2 91.7 4,546.3 4,538.9 100.2 
1,555.1 1,761.0 88.3 4,648.7 4,516.9 102.9 
1,824.6 1,859.8 98.1 4,369.9 4,527.6 96.5 
12,579 12,318 102.1 1,728.7 1,609.2 107.4 4,387.6 4,573.2 95.9 
1,479.2 1,418.9 104.3 4,663.0 4,788.8 97.4 
1,597.7 1,506.2 106.1 4,795.5 4,762.4 100.7 
1,792.7 1,625.3 110.3 4,526.5 4,682.8 96.7 
Table B,l. (Continued) 
Variable code name 
CHEQ CAQ CAW 
Est. Obs. El Est. Obs. El Est. Obs. El 
1,179.7 1,262.8 93.4 5,515.0 5,902.5 93.4 1,029.2 1,027.3 100.2 
1,231.6 1,217.3 101.2 5,700.1 6,023.3 94.6 1,016.9 1,010.0 100.7 
1,248.0 1,344.0 92.9 6,156.2 6,608.6 93.2 997.6 987.0 101.1 
1,371.0 1,493.8 91.8 6,355.0 6,673.7 95.2 998.2 997.3 100.1 
1,245.1 1,392.3 89.4 5,808.5 5,995.8 96.9 1,024.3 1,023.7 100.1 
1,321.7 1,442.7 91.6 5,956.5 6,302.1 94.5 1,016.9 1,021.0 99.6 
1,339.8 1,405.6 95.3 6,451.8 6,672.9 96.7 995.9 1,012.0 98.4 
1,479.7 1,567.9 94.4 6,646.2 6,671.9 99.6 996.5 1,008.0 98.9 
1,324.2 1,363.3 97.1 6,056.5 6,189.8 97.8 1,026.4 1,024.3 100.2 
1,433.5 1,285.8 111.5 6,401.2 6,325.7 101.2 1,015.0 1,016.3 99.9 
1,456.1 1,417.9 102.7 6,793.3 6,846.8 99.2 996.5 996.3 100.0 
1,602.0 1,638.7 97.8 7,018.6 6,748.6 104.0 997.6 988.7 100.9 
1,414.9 1,369.1 103.3 6,403.5 6,251.2 102.4 1,028.9 1,028.3 100.1 
1,515.1 1,476.3 102.6 6,776.9 6,667.7 IO0.6 1,017.6 1,031.3 98.7 
1,517.2 1,468.5 103.3 7,204.0 6,907.5 104.3 997.9 1,019.7 97.9 
1,636.7 1,647.2 99.4 7,413.1 7,149.8 103.7 1,000.6 1,015.0 98.6 
1,442.0 1,500.9 96.1 6,933.9 6,869.5 100.9 1,029.1 1,044.0 98.6 
1,598.8 1,489.8 107.3 7,287.2 7,340.9 99.3 1,016.5 1,043.0 97.5 
1,638.8 1,537.4 106.6 7,639.4 7,954.0 96.0 999.0 1,006.3 99; 3 
1,796.4 1,726.0 104.1 7,811.8 8,171.0 95.6 1,002.0 997.0 100.5 
1,600.5 1,578.1 101.4 7,265.2 7,696.3 94.4 1,032.4 1,021.7 101.0 
1,718.0 1,700.5 101.0 7,573.8 7,693.0 98.5 1,020.6 1,006.7 101.4 
1,743,6 1,830.2 95.3 7,949.1 8,260.0 96.2 1,001.5 984.0 101.8 
1,912.2 2,170.6 88.1 8,148.0 8,638.0 94.3 1,003.6 988.0 101.6 
1,740.3 1,946.0 89.4 7,666.8 8,199.0 93.5 1,032.9 1,019.7 101.3 
1,886.3 2,036.7 92.6 7,877.9 8,162.0 96.5 1,023.5 1,011.3 101.2 
1,931.0 2,229,6 86.6 8,253.4 8,695.0 94.9 1,003.8 999.3 100.5 
2,062.3 2,274.0 90.7 8,319.6 8,687.0 95.8 1,010.1 1,007.3 100.3 
1,850.8 2,068.6 89.5 7,974.0 8,243.0 96.7 1,036.8 1,035.6 100.1 
1,990.2 2,204.1 90.3 8,194.1 8,452.0 96.9 1,024.9 1,028.3 99.7 
2,050.9 2,179.8 94.1 8,568.7 8,652.0 99.0 1,005.4 1,008.3 99.7 
2,250.7 2,292.0 98.2 8,690.3 8,594.0 101.1 1,009.4 1,009.3 100.0 
2.091.3 2.243.3 93.2 8,257.5 8,458.0 97.6 1,037.8 1,029.7 100.8 
2,261.5 2,246.5 100.7 8,427.0 8,463.0 99.6 1,026.0 1,024.3 100. Z 
2,320.2 2,389.0 97.1 8,624.0 8,914.0 96.7 1,010.9 1,003.0 100.8 
2,516.1 2,537.6 99.2 8,775.7 9,100.0 96.4 1,013.0 1,003.7 100.9 
202 
Variable code name 
CY BQ BS 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
57.6 57.4 100.5 3,277.1 3,445.0 95.1 169 185 91.4 
58.0 57.7 100.7 3,354.2 3,469.0 96.7 154 148 103.9 
57.9 57.6 100.5 3,524.3 3,720.0 94.7 160 153 104.6 
57.1 56.9 100.3 3,583.6 3,751.0 95.5 206 169 122.1 
57.4 57.1 100.5 3,401.2 3,470.0 98.0 202 143 140.7 
58.0 58.2 99.8 3,506.5 3,700.0 94.8 180 153 117.5 
57.8 58.4 99.0 3,682.9 3,900.0 94.4 178 167 106.5 
57.0 57.7 98.9 3,745.9 3,840.0 97.5 219 201 108.7 
57.5 57.5 100.1 3,561.6 3,607.0 98.7 214 169 126.7 
57.9 58.0 100.0 3,747.4 3,685.0 101.7 199 141 141.5 
57.9 57.8 100.2 3,888.2 3,902.0 99.6 197 137 143.9 
57.2 56.9 100.5 3,977.3 3,760.0 105.8 239 170 140.2 
57.6 57.5 100.2 3,777.5 3,663.0 103.1 226 177 128.1 
58.1 58.6 99.2 3,982.0 3,984.0 100.0 208 185 112.9 
57.9 58.5 99.1 4,135.7 4,078.0 101.4 208 201 103.4 
57.3 57.8 99.2 4,227.4 4,154.0 101.8 248 268 92.9 
57.5 58.1 99.1 4,077.1 4,129.0 98.7 241 268 90.1 
58.0 58.6 99.1 4,268.4 4,440.0 96.1 224 272 82.4 
58.1 58.1 100.0 4,403.9 4,611.0 95.5 221 288 76.8 
57.5 57.1 100.8 4,483.0 4,613.0 97.2 262 293 89.6 
57.8 57.3 100.9 4,300.3 4,461.0 96.4 253 255 99.3 
58.2 57.7 101.0 4,466.2 4,422.0 101.0 230 205 112.5 
58.2 57.3 101.7 4,603.4 4,617.0 99.7 221 179 124.0 
57.6 56.7 101.7 4,694.6 4,795.0 97.9 261 235 111.3 
57.8 56.9 101.7 4,539.7 4,704.0 96.5 255 248 103.1 
58.5 57.5 101.8 4,674.9 4,689.0 99.7 233 206 113.4 
58.5 58.0 100.9 4,812.9 4,988.0 96.5 225 216 104.3 
58.1 58.1 100.0 4,854.3 5,024.0 96.6 259 273 95.1 
58.0 58.1 100.0 4,749.9 4,905.0 96.8 253 313 81.1 
58.5 58.7 99.8 4,867.6 5,051.0 96.4 229 288 79.7 
58.6 58.9 99.6 5,011.3 5,091.0 98.4 223 245 91.3 
58.2 58,1 100.2 5,077.6 4,994.0 101.7 262 267 98.5 
58.2 58.3 100.0 4,936.7 5,022.0 98.3 258 254 101.6 
58.8 58.9 99.6 5,uza.8 5,057.0 55.4 232 
I O N  A  
• V 
59.0 59.0 100.1 5,099.4 5,235.0 97.4 219 232 94.5 
58.5 58.6 99.9 5,168.5 5,314.0 97.3 254 296 86.1 
Table B.l. (Continued) 
Variable code name 
CHEQ CAQ CAW 
Est. Obs. El Est. Obs. El Est. Obs. El 
2,318.6 2,311. 7 100.3 8,307.0 8,648.0 96.1 1,043.1 1,022.3 102.0 
2,448.6 2,208. 7 110.9 8,556.3 8,452.0 101.2 1,031.2 1,015.7 101.5 
2,483.9 2,339. 3 106.2 8,827.8 8,790.0 100.4 1,013.6 1,003.0 101.1 
2,642.5 2,629. 9 100.5 8,970.3 9,170.3 97.8 1,017.7 1,016.7 100.1 
2,456.5 2,318. 0 106.0 8,690.7 8,630.0 100.7 1,043.1 1,049.3 99.4 
2,613.0 2,201. 9 118.7 8,884.0 8,546.3 104.0 1,033.7 1,041.7 99.2 
2,657.6 2,394. 1 111.0 9,197.1 8,824.6 104.2 1,015.8 1,022.3 99.4 
2,787.2 2,557. 9 109.0 9,241.2 9,016.6 102.5 1,022.6 1,026.3 99.6 
204 
Variable code name 
CY BQ BS 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
58.5 58.5 100.1 5,011.0 5,136.0 97.6 247 271 91.3 
59.0 58.8 100.5 5,142.8 5,008.0 102.7 223 246 90.7 
59.1 58.9 100.5 5,239.5 5,165.0 101.4 211 267 79.2 
58.7 59.2 99.2 5,315.7 5,489.0 96.8 249 333 75.0 
58.6 59.0 99.3 5,234.8 5,319.0 98.4 250 374 66.9 
59.2 59.5 99.5 5,352.0 5,276.0 101.4 227 353 64.5 
59.3 59.6 99.6 5,472.9 5,350.0 102.3 217 289 75.3 
58.9 59.6 98.9 5,508.1 5,489.0 100.3 253 318 79.8 
Table B.l. (Continued) 
Variable code name 
ET BC BPW 
Est. Obs. El Est. Obs. El Est. Obs. El 
221 190 116.4 3,426 3,546 96.6 44.64 43.96 101.6 
242 163 148.5 3,522 3,580 98.4 43.47 45.70 95.1 
314 241 130.5 3,737 3,861 96.8 43.40 43.07 100.8 
281 154 182.6 3,735 3,806 98.1 44.50 42.42 104.9 
236 134 176.3 3,562 3,550 100.3 43.57 45.09 96.6 
254 199 127.9 3,692 3,798 97.2 42.06 41.27 101.9 
312 326 95.8 3,912 4,127 94.8 43.93 38.32 114.6 
286 273 105.1 3,887 3,974 97.8 44.91 40.37 111.2 
251 239 105.1 3,733 3,794 98.4 43.84 42.43 103.3 
249 305 81.7 3,919 3,926 99.8 42.50 41.97 101.3 
320 380 84.3 4,115 4,190 98.2 43.89 41.73 105.2 
293 398 73.8 4,137 4,032 102.6 43.19 45.69 94.5 
250 349 71.8 3,950 3,915 100.9 42.70 42.43 100.6 
252 353 71.6 4,157 4,234 98.2 40.37 36.93 109.3 
313 447 70.2 4,360 4,418 98.7 42.35 38.69 109.5 
293 444 66.1 4,390 4,441 98.8 41.04 38.21 107.4 
232 326 71.2 4,218 4,356 96.8 41.33 36.06 114.6 
239 260 92.1 4,395 3,566 96.3 40.44 34.47 117.3 
321 328 98.1 4,592 4,786 95.9 41.58 37.39 111.2 
301 229 131.7 4,615 4,709 98.0 39.79 39.05 101.9 
242 159 152.8 4,445 4,549 97.7 40.21 38.52 104.4 
252 210 120.4 4,610 4,550 101.3 39.73 41.11 96.6 
329 231 142.8 4,799 4,730 101.5 42.09 43.96 95.7 
312 250 125.0 4,806 4,827 99.6 41.37 42.35 97.7 
253 219 115.8 4,654 4,766 97.7 41.70 42.04 99.2 
281 200 140.9 4,813 4,766 101.0 40.88 42.12 97.1 
357 335 106.8 5,016 5,151 97.4 42.37 39.53 107.2 
351 330 106.4 5,008 5,134 97.5 41.82 39.35 106.3 
273 266 103.0 4,868 4,970 98.0 42.09 39.42 106.8 
290 228 127.3 5,004 5,126 97.6 41.98 39.07 107.5 
373 349 107.1 5,202 5,295 98.3 43.29 42.38 102.1 
361 372 97.3 5,238 5,182 101.1 41.55 42.64 97.4 
289 306 94.6 5,019 5,129 97.9 44.28 42.50 104.2 
323 273 118.3 5,204 5,217 99.6 43.53 43.12 
423 410 103.3 5,367 5,438 98.7 44.91 44.13 101.8 
402 447 90.0 5,385 5,547 97.1 44.52 44.19 100.7 
206 
Variable code name 
CSP CFSP 

























































































































































































































Table B.l. (Continued) 
Variable code name 
BT BC BPW 
Est. Obs. El Est. Obs. El Est. Obs. El 
338 210 161.0 5,197 5,212 99.7 46.12 45.92 100.4 
361 409 88.3 5,383 5,297 101.6 45.87 49.61 92.5 
452 479 94.6 5,586 5,505 101.5 47.55 49.51 96.1 
438 405 108.2 5,589 5,702 98.0 47.62 45.07 105.7 
353 417 84.7 5,467 5,573 98.1 48.57 45.53 106.7 
385 363 106.3 5,624 5,524 101.8 48.04 48.43 99.2 
476 455 104.6 5,837 5,747 101.6 48.80 48.99 99.6 
466 434 107.6 5,842 5,798 100.8 47.49 46.06 103.1 
208 
Variable code name 
CSP CFSP 
Est. Obs. EI Est. Obs. EI 
28.22 27.84 101.4 32.96 29.66 111. 1 
28.60 30.86 92.7 34.44 33.79 101. 9 
29.79 31.98 93.2 34.47 34.17 100. 9 
29.68 28.05 105.8 33.72 32.84 102. 7 
30.06 28.50 105.5 33.97 34.18 99. 4 
30.27 30.38 99.6 35.30 37.90 93. 1 
30.90 30.52 101.2 34.83 38.65 90. 1 
29.90 28.40 105.3 33.95 35.98 94. 3 
Table B.2. Estimated, observed and percentage error index values for the 
endogenous variables of the SIMUIII pork subsector under the 
inceptive operating mode for the first seasonal quarter of 
1960 through fourth seasonal quarter of 1970 
Year Variable code name 
and HSFQ HSQ HBGQ 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 
1960 1 2,727 2,511 108.6 1,494.2 1,487.4 100.5 21,051 21,496 97.9 
2 4,500 4,279 105.2 1,487.1 1,470.8 101.1 18,844 18,872 99.9 
3 3,119 3,042 102.6 2,241.4 2,168.6 103.4 14,518 15,230 95.3 
4 2,809 2,813 99.9 1,707.4 1,633.6 104.5 19,330 17,763 108.8 
1961 1 2,782 2,529 110.0 1,468.5 1,285.2 114.3 19,213 18,235 105.4 
2 4,351 4,500 96.7 1,439.7 1,316.0 109.4 18,572 18,271 101.6 
3 3,059 3,099 98.7 2,131.8 2,354.2 90.6 15,009 14,820 101.3 
4 2,805 2,854 98.3 1,638.6 1,647.6 99.5 19,554 19,078 102.5 
1962 1 2,809 2,587 108.6 1,458.4 1,340.4 108.8 18,997 18,710 101.5 
2 4,196 4,436 94.6 1,374.3 1,377.5 99.8 18,450 19,026 97.0 
3 3,157 3,177 99.4 1,992.9 2,194.2 90.8 15,256 15,287 99.8 
4 2,886 2,993 96.4 1,635.3 1,592.4 102.7 19,704 19,031 103.5 
1963 1 2,829 2,608 108.5 1,552.2 1,267-7 122.4 19,099 19,548 97.7 
2 3,989 4,524 88.2 1,380.0 1,341.8 102.9 19,343 20,297 95.3 
3 3,064 3,182 96.3 1,988.0 2,268.1 87.7 16,016 15,217 105.3 
4 2,729 2,909 93.8 1,640.4 1,671.9 98.1 19,963 20,254 98.6 
1964 1 2,591 2,366 109.5 1,506.3 1,501.0 100.4 18,667 20,916 89.2 
2 3,700 4,230 87.5 1,271.0 1,325.6 95.9 18,975 19,732 96.2 
3 3,031 2,903 104.4 1,805.6 2,080.0 86.8 15,323 15,184 100.9 
4 2,712 2,622 103.4 1,595.0 1,670.7 95.5 18,810 20,052 93.8 
1965 1 2,633 2,178 120.9 1,460.4 1,416.3 103.1 17,905 19,269 92.9 
2 3,657 3,712 98.5 1,256.5 1,316.3 95.5 19,170 18,289 104.8 
3 3,051 2,548 119.7 1,830.0 1,652.0 110.8 15,730 14,389 109.3 
4 2,636 2,458 107.3 1,605.6 1,338.0 120.0 19,225 17,484 110.0 
1966 1 2,584 2,218 116.5 1,319.6 1,049.6 125.7 17,922 15,806 113.4 
2 3,704 3,977 93.2 1,186.4 1,281.2 92.6 19,339 17,253 112.1 
3 3,112 3,006 103.6 1,809.2 1,990.3 90.9 15,596 14,306 109.0 
4 2,662 2,799 95.1 1,617.8 1,549.8 104.4 19,617 19,211 102.1 
1967 1 2,451 2,447 100.2 1,350.6 1,306.9 103.3 18,626 19,727 94.4 
2 3,574 4,117 86.8 1,139.2 1,353.6 84.2 19,932 19,213 103.7 
3 3,029 2,971 102.0 1,706.0 1,801.0 94.7 15,737 16,398 96.0 
4 2,624 2,922 89.8 1,548.7, 1,519.1 102.0 18,990 20,581 92.3 
lybb 1 2,512 2,334 SG. 4 T ].7S ^ 1 2 "^6 1 88. 8 IR.nn 19.906 90.5 
2 3,773 4,109 91.8 1^046.1 1^263.7 82.8 19,471 20,391 95.5 
3 3,344 3,149 106.2 1,671.7 1,543.8 108.3 15,809 17,154 92.2 
4 2,853 2,974 95.9 1,559.1 1,432.6 108.8 19,557 21,332 91.7 
210 
Variable code : name 
HQ HAW PQ 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
22,628 23,068 98.1 235.3 233.3 100.9 3,091.0 3,123.0 99.0 
20,416 20,452 99.8 236.1 235.0 100.5 2,806.6 2,796.0 100.4 
16,866 17,497 96.4 239.9 240.0 100.0 2,340.2 2,426.0 96.5 
21,133 19,480 108.5 235.4 235.7 99.9 2,925.1 2,686.0 108.9 
20,773 19,619 105.9 236.2 237.3 99.6 2,884.6 2,727.0 105.8 
20,105 19,671 102.2 236.2 238.3 99.1 2,799.6 2,726.0 102.7 
17,255 17,272 99.9 239.3 242.0 98.9 "2,420.0 2,419.0 100.0 
21,295 20,827 102.3 235.6 234.0 100.7 2,981.1 2,865.0 104.1 
20,555 20,137 102.1 236.5 238.3 99.3 2,887.4 2,831.0 102.0 
19,925 20,533 97.0 237.0 238.7 99.3 2,813.7 2,906.0 96.8 
17,367 17,693 98.2 239.6 242.7 98.8 2,467.6 2,518.0 98.0 
21,450 20,756 103.3 236.4 237.3 99.6 3,039.7 2,931.0 103.7 
20,762 20,962 99.0 236.8 238.3 99.4 2,948.0 2,978.0 99.0 
20,831 21,792 95.6 236.3 236.3 100.0 2,958.9 3,079.0 96.1 
18,130 17,715 102.3 239.1 240.7 99.3 2,594.7 2,530.0 102.6 
21,722 22,073 98.4 235.8 236.7 99.6 3,098.7 3,139.0 98.7 
20,290 22,568 89.9 236.7 240.3 98.5 2,910.1 3,265.0 89.1 
20,358 21,207 96.0 236.9 239.7 98.8 2,928.1 3,046.0 96.1 
17,257 17,438 99.0 239.7 243.7 98.4 2,509.8 2,535.0 99.0 
20,530 21,846 94.0 237.8 240.0 99.1 2,985.6 3,185.0 93.7 
19,488 20,847 93.5 237.8 237.7 100.1 2,840.2 3,005.0 94.5 
20,545 19,731 104.1 237.4 237.0 100.2 2,988.0 2,850.0 104.8 
17,696 16,150 109.6 239.9 239.7 100.1 2,600.7 2,365.0 110.0 
20,963 18,930 110.7 237.8 238.3 99.8 3,074.2 2,770.0 111.0 
19,368 16,947 114.3 238.2 241.0 98.9 2,856.4 2,499.0 114.3 
20,650 18,567 111.2 238.2 243.3 97.9 3,040.6 2,803.0 108.5 
17,548 16,373 107.2 240.9 244.0 98.8 2,620.7 2,467.0 106.2 
21,374 20,864 102.4 237.8 239.7 99.2 3,158.5 3,122.0 101.2 
20,111 21,119 95.2 238.0 241.3 98.6 2,984.3 3,188.0 93.6 
21,202 20,656 102.6 237.9 239.0 99.6 3,141.4 3,085.0 101.8 
17,590 18,303 96.1 241.0 242.7 99.3 2,656.0 2,770.0 95.9 
20,683 22,189 93.2 239.4 240.7 99.5 3,110.2 3,346.0 93.0 
19,326 21,325 90.6 23y.5 Z3y. / 99.9 2,921.3 5,231.0 90.4 
20,653 21,757 94.9 240.3 239.3 100.5 3,122.1 3,287.0 95.0 
17,634 18,805 93.8 242.6 240.3 101.0 2,708.5 2,834.0 95.6 
21,268 22,864 93.0 240.9 239.0 100.8 3,236.6 3,454.0 93.7 
Table B.2. (Continued) 
Year Variable code name 
and HSFQ HSQ HBGQ 
quarter Est. Obs. El Est. Obs. EI Est. Obs. El 
1 2,786 2,567 108.5 1,223. 9 1,363. 7 89. 8 19,449 20,742 93. 8 
2 3,946 3,787 104.2 1,084. 1 1,146. 2 94. 6 21,202 20,459 103. 6 
3 3,479 2,921 119.1 1,836. 0 1,545. 1 118. 8 17,459 17,122 102. 0 
4 2,778 2,800 99.2 1,629. 3 1,512. 4 107. 7 21,216 19,884 106. 7 
1 2,683 2,750 97.6 1,178. 2 1,108. 8 106. 3 20,515 18,734 109. 5 
2 3,886 4,421 87.9 1,063. 8 1,004. 0 106. 0 21,949 19,607 111. 9 
3 3,359 3,493 96.2 1,796. 1 1,662. 9 108. 0 17,279 17,435 99. 1 
4 2,669 3,412 78.2 1,606. 3 1,610. 7 99. 7 21,286 22,284 95. 5 
212 
Variable code name 
HQ HAW PQ 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
20,818 22,277 93.5 239.9 237.3 101.1 3,160. 5 3,387. 0 93.3 
22,429 21,772 103.0 240.2 236.3 101.7 3,393. 5 3,306. 0 102.6 
19,459 18,837 103.3 242.4 240.0 101.0 2,986. 6 2,879. 0 103.7 
23,007 21,568 106.7 239.7 239.7 100.0 3,491. 4 3,266. 0 106.9 
21,845 19,989 109.3 239.4 240.7 99.5 3,325. 1 3,091. 0 107.6 
23,162 20,742 111.7 239.9 240.7 99.7 3,519. 4 3,228. 0 109.0 
19,246 19,239 100.0 242.9 241.7 100.5 2,991. 3 2,979. 0 100.4 
23,060 24,079 95.8 239.5 239.7 99.9 3,524. 3 3,689. 0 95.5 
213 
Table B.2. (Continued) 
Variable code name 
PS PC PPW HP 
Est. Obs. El Est. Obs. El Est. Obs. El Est. Obs. El 
327 342 95.4 2,958 2,975 99. 5 38.79 36.25 107.0 14.33 12.81 111.9 
343 386 89.0 2,746 2,708 101. 4 41.35 41.04 100.8 16.37 16.21 101.0 
152 220 69.3 2,504 2,564 97. 6 44.80 43.13 103.9 18.45 17.53 105.3 
198 153 129.4 2,846 2,719 104. 7 40.39 43.06 93.8 15.43 17.52 88.1 
275 235 117.4 2,770 2,608 106. 2 39.90 43.48 91.8 15.60 18.00 86.7 
324 268 120.8 2,715 2,656 102. 2 40.33 41.72 96.7 16.26 17.36 93.7 
163 136 119.4 2,547 2,516 101. 2 44.20 42.45 104.1 18.52 17.97 103.1 
213 193 110.6 2,886 2,763 104. 4 40.92 42.60 96.0 16.13 17.42 92.6 
279 235 118.9 2,790 2,759 101. 2 42.48 40.56 104.7 17.38 17.18 101.1 
326 338 96.4 2,738 2,774 98. 7 42.10 39.38 106.9 17.49 16.26 107.6 
173 181 95.5 2,586 2,640 97. 9 44.74 42.65 104.9 18.97 18.33 103.5 
222 211 104.9 2,955 2,865 103. 2 40.58 42.62 95.2 16.02 17.68 90.6 
277 275 100.8 2,854 2,876 99. 2 42.07 39.55 106.4 17.18 15.92 107.9 
334 356 93.9 2,852 2,949 96. 7 39.97 36.12 110.6 16.22 14.66 110.7 
182 220 83.0 2,698 2,618 103. 1 43.45 42.08 103.2 18.20 18.11 100.5 
216 250 86.7 3,009 3,055 98. 5 40.16 39.15 102.6 15.76 15.50 101.7 
249 382 65.4 2,786 3,041 91. 6 43.70 37.62 116.2 18.17 15.05 120.8 
305 468 65.1 2,818 2,905 97. 0 42.98 36.72 117.1 18.05 15.04 120.0 
148 229 64.7 2,612 2,719 96. ,0 47.02 40.55 116.0 20.36 17.26 117.9 
175 275 63.9 2,914 3,095 94. ,2 44.54 39.25 113.5 18.13 16.02 113.2 
216 319 67.8 2,776 2,938 94. ,5 46.05 39.25 117.3 19.58 16.82 116.4 
305 292 104.8 2,883 2,862 100. ,7 43.88 42.45 103.4 18.56 18.90 98.2 
165 135 122.9 2,734 2,515 108. ,7 47.90 51.88 92.3 20.86 24.60 84.8 
197 142 138.9 3,020 2,741 110. 2 46.33 52.05 89.0 19.46 24.15 80.6 
222 186 119.8 2,841 2,466 115. ,2 48.54 59.52 81.5 21.07 28.49 73.9 
314 268 117.4 2,960 2,732 108. 3 45.99 52.22 88.1 19.79 24.02 82.4 
167 140 119.6 2,754 2,582 106, .7 49.98 54.38 91.9 22.07 25.77 85.7 
206 206 100.3 3,104 3,041 102, .1 47.01 50.02 94.0 19.81 22.22 89.1 
237 290 82.1 2,943 3,094 95, .1 48.99 47.65 102.8 21.25 20.47 103.8 
323 336 96.2 3,050 3,033 100, .6 46.94 45.65 102.8 20.29 19,97 101.6 
160 199 80.7 2,815 2,904 97 .0 50.85 50.78 100.1 22.51 22.45 100.3 
176 279 63.4 3,076 3,249 94, .7 48.59 45.85 106.0 20.70 18.89 109.6 
201 291 69.4 2,912 3,234 90, . i 51.92 46.Go 112.7 n o  A / .  IS 5S 12'> 0 
300 388 77.6 3,011 3,178 94 .7 49.79 46.78 106.4 21.91 19.43 112.8 
162 197 82.5 2,818 2,997 94 .1 53.24 48.95 108.8 23.85 21.70 109.9 
197 237 83.3 3,183 3,396 93 .8 50.36 47.06 107.0 21.62 19.86 108.9 
214 
Table B.2. (Continued) 
Variable code name 
PS PC PFw HP 
Est. Obs. El Est. Obs. El Est. Obs. El Est. Obs. El 
243 264 92.3 3,062 3,308 92. 6 51. 59 48 .18 107. 1 22. 59 20.84 108. 4 
348 299 116.5 3,298 3,281 100. 5 47. 12 49 .72 94. 8 20. 15 22.70 88. 8 
203 168 121.3 3,129 3,008 104. 0 50. 78 56 .25 90. 3 22. 21 27.16 81. 8 
230 221 104.1 3,446 3,194 107. 9 48. 34 57 .42 84. 2 20. 24 26.88 75. 3 
254 237 107.5 3,322 3,097 107. 3 50. 09 59 .79 83. 8 21. 52 28.79 74. 8 
341 351 97.2 3,451 3,132 110. 2 47. 36 56 .35 84. 1 20. 14 26.03 77. 4 
164 218 75.6 3,197 3,143 101. 7 50. 96 55 .32 92. 1 22. 15 24.76 89. 5 






































Estimated, observed and percentage error index values for the 
endogenous variables of the SIMUIII lamb subsector under the 
inceptive operating mode for the first seasonal quarter of 
1960 through fourth seasonal quarter of 1970 
Variable code name 
LES LQ LS 
Est. Obs. EI Est. Obs. EI Est. Obs . EI 
23,543 22,406 105.1 185.7 192.0 96.7 12 12 104.1 
206.1 181.0 113.9 16 10 169.9 
191.5 182.0 105.2 15 13 119.6 
218.4 202.0 108.1 15 12 127.5 
22,756 22,199 102.5 212.0 197.0 107.7 13 12 111.0 
204.6 221.0 92.6 16 24 67.2 
193.7 194.0 99.9 14 23 64.5 
203.9 205.0 99.5 13 18 77.4 
21,793 21,252 102.5 200.1 205.0 97.6 12 16 81.1 
193.3 200.0 96.7 16 18 90.5 
180.9 183.0 98.9 15 12 125.3 
194.9 209.0 93.3 14 11 129.4 
20,897 20,028 104.3 188.6 192.0 98.2 12 21 58.1 
175.9 184.0 95.6 15 21 74.6 
175.5 181.0 97.0 15 20 76.5 
179.9 200.0 90.0 13 17 81.2 
19,997 18,723 106.8 181.3 186.0 97.5 12 18 71.7 
177.2 174.0 101.9 16 16 101.8 
173.7 166.0 104.6 15 16 97.8 
180.6 178.0 101.5 14 13 111.6 
19,073 17,502 109.0 176.1 166.0 106.1 13 11 119.6 
171.7 160.0 107.4 16 11 147.2 
156.1 153.0 102.0 14 10 146.1 
166.2 168.0 98.9 14 12 118.0 
18,257 16,850 108.3 164.9 147.0 112.2 13 11 119.9 
163.6 168.0 97.4 16 20 82.1 
160.4 161.0 99.6 15 22 69.1 
156.1 163.0 95.8 13 18 75.4 
17,356 16,218 107.0 160.0 168.0 95.3 13 15 87.1 
156.6 159.0 98.5 15 17 93.6 
147.6 151.0 97.8 15 11 137.9 
158.3 160.0 99.0 14 15 95.8 
16,335 15,282 106.9 159 = 9 1 sfi, n in?.S 13 13 104.4 
156.4 145.0 107.9 16 12 136.6 
150.5 142.0 106.0 15 11 136.8 
155.9 152.0 102.6 13 15 93.2 
216 
Variable code i name 
LC LPW LP 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
201 208 96.7 42.44 39.59 106.9 19.29 18,25 105.7 
212 194 109.6 42.09 45.99 91.5 18.80 20,39 92.2 
207 194 107.2 43.19 45.24 95.5 17.78 17.47 101.8 
220 205 107.6 39.96 41.37 96.6 16.62 16.13 103.1 
229 212 108,0 38.19 38.98 98.0 17.49 16,70 104.7 
238 246 97.1 39.01 37.50 104.0 17.46 15.66 111,5 
223 223 100.0 43.68 40.34 108.3 17.90 15.67 114.2 
219 225 97.7 42.58 39.60 107.5 17.62 15.45 114.1 
233 239 97.5 39.14 37.73 103.7 17.96 16.60 108.2 
233 241 96.7 41.87 38.75 108.1 18.73 15.06 124,4 
207 214 96.8 47.59 43.57 98.0 19,60 19.14 102.4 
217 232 93.9 43.30 44.01 98.4 17,99 18.34 98.1 
256 248 103.5 35.97 40.61 88.6 16.72 18.69 89.4 
212 224 94.8 45.01 42.35 106.3 20.12 19.04 105.7 
207 214 97.2 47.61 46.47 102.5 19.69 19.31 102.0 
196 218 90.1 46.69 41.87 111.5 19,49 17.27 112,9 
217 220 98.7 42.82 40.58 105.5 19.66 18,84 104,4 
197 200 98.9 48.62 45.34 107.2 21.72 20,73 104,8 
195 187 104.5 50.52 50.54 100,0 20.99 20.81 100,9 
185 185 100.4 46.28 46.48 99,6 19.80 20.07 98,6 
184 175 105.4 48.61 46.29 105.0 22.15 21.54 102.8 
184 176 105.0 51.41 53.08 96.9 22.95 23,84 96.3 
178 175 102.1 54.56 52.85 103.2 22.74 23,25 97.8 
189 189 100.4 50.49 49.91 101.2 21.23 22.33 95.1 
184 167 110.3 50.85 55.92 90.9 23.15 26.49 87.4 
203 202 100.7 50.57 52.43 96,0 22.62 24.09 93.9 
203 201 101.3 52.00 50.72 102.5 21.78 21.70 100.3 
175 185 95.0 53.72 50.51 106.3 22,69 21,67 104.7 
185 196 94.7 51.62 49.75 103.8 23.60 21.75 108.5 
180 184 98.3 54.92 52.33 104.9 24.63 22.27 110.6 
171 180 95.2 57.71 57.00 101.2 24.29 23.21 104.7 
194 191 101.7 51.53 53.37 96.6 21.89 21.13 103.6 
195 193 101.4 51.57 52.29 98.6 23.74 23.09 102.6 
188 181 104.2 54.82 56.54 97,0 24.77 25.82 95.9 
193 185 104.8 55.47 56.16 98.8 23.54 24.56 95.8 
186 178 105.0 54.06 55.93 96.7 23.17 23.94 96,8 
Table B.3. (Continued) 
Year Variable code name 
and LES LQ LS 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 
1969 1 15,464 14,690 105.3 156.6 143.0 109.5 13 9 145.6 
2 154.4 136.0 113.6 15 16 99.8 
3 137.7 127.0 108.5 14 15 95.7 
4 146.0 136.0 107.4 13 17 81.4 
1970 1 14,381 13,908 103^4 147.7 132.0 112.0 13 18 74.4 
2 141.8 143.0 99.2 15 19 84.2 
3 135.6 129.0 105.2 14 23 64.4 
4 132.6 134.0 99.0 13 20 68.3 
218 
Variable code name 
LC LPW LP 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
166 158 105.4 56.99 57.03 99.9 26.19 25.89 101.2 
199 177 112.8 54.65 60.88 89.8 24.87 27.90 89.1 
182 171 106.6 58.73 61.44 95.6 25.08 26.88 93.3 
181 169 107.4 56.43 59.12 95.4 24.35 26.11 93.3 
184 167 110.3 55.74 59.35 93.9 25.89 28.00 92.4 
173 176 98.5 59.48 58.44 101.6 27.11 26.62 101.8 
174 163 107.2 60.18 60.64 99.2 25.92 26.01 99.7 
138 142 97.7 62.12 58.40 106.4 26.96 25.41 106.1 
Table B.4. Estimated, observed and percentage error index values for the 
endogenous variables of the SIMUIII broiler subsector under 
the inceptive operating mods for the first seasonal quarter 






Variable code name 
BRH BRQ 

















































































































































































































































































































































































Variable code name 
BRS BRC BRPW 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
22.9 20.6 111.1 838 874 96.0 28.85 29.17 98.9 
19.0 17.5 108.9 1,060 1,054 100.5 29.87 29.67 100.7 
21.3 20.2 105.4 1,254 1,201 104.4 28.14 29.00 97.0 
26.7 24.2 110.6 1,103 1,075 102.7 25.09 26.77 93.7 
25.2 19.4 130.0 1,004 930 107.9 25.79 27.80 92.8 
21.6 19.9 108.8 1,161 1,234 94.1 27.57 26.03 105.9 
22.7 30.4 74.6 1,285 1,402 91.7 27.68 22.40 123.6 
26.8 33.1 80.8 1,131 1,157 97.8 25.38 21.80 116.4 
24.1 18.5 129.8 1,056 950 111.1 27.14 27.60 98.3 
20.2 19.2 105.1 1,215 1,232 98.6 27.81 26.13 106.4 
22.4 21.1 105.8 1,382 1,346 102.7 25.38 25.77 98.5 
27.0 24.3 111.3 1,251 1,212 103.2 22.76 26.20 86.9 
23.4 25.3 92.6 1,124 1,121 100.2 26.86 25.83 104.0 
19.2 20.4 94.2 1,268 1,272 99.7 25.63 26.13 98.1 
21.4 20.6 103.9 1,453 1,438 101.1 24.31 25.07 97.0 
25.9 26.3 98.3 1,288 1,240 103.9 22.39 24.97 89.7 
22.0 27.9 78.7 1,168 1,219 95.7 26.41 24.40 108.3 
18.4 23.2 79.5 1,334 1,327 100.5 26.68 24.43 109.2 
21.1 23.3 90.7 1,530 1,463 104.5 25.51 25.33 100.7 
26.2 24.4 107.5 1,391 1,290 107.8 23.96 25.37 94.5 
23.9 25.5 93.9 1,293 1,249 103.5 24.55 25.20 97.4 
21.5 20.0 107.6 1,444 1,403 102.9 25.16 26.50 94.9 
23.2 19.4 119.9 1,600 1,598 100.2 25.45 26.67 95.4 
26.9 21.9 123.0 1,446 1,458 99.2 25.12 25.37 99.0 
23.5 18.6 126.3 1,347 1,391 96.8 26.48 27.37 96.7 
21.7 15.5 140.1 1,532 1,550 98.8 26.85 28.83 93.1 
23.4 21.2 110.2 1,691 1,728 97.8 27.22 28.70 94.8 
27.8 34.8 79.8 1,539 1,632 94.3 24.49 25.10 97.6 
23.4 43.1 54.4 1,413 1,494 94.6 27.27 24.77 110.1 
20.7 39.2 52.9 1,584 1,651 95.9 27.40 25.40 107.9 
22.3 36.2 61.6 1,761 1,794 98.2 26.75 25.70 104.1 
26.3 40.2 65.3 1,630 1,639 99.5 25.30 23.57 107.4 
23.4 31.2 74.9 1,530 1,509 101.4 2/.6Û 25.20 109.5 
22.4 21.9 102.4 1,714 1,649 104.0 27.80 27.27 101.9 
25.1 16.6 151.1 1,884 1,787 105.4 27.73 28.13 98.6 
29.3 18.2 160.7 1,733 1,670 103.7 25.65 25.70 99.8 
Table B.4. (Continued) 
Year Variable code name 
and BRTP BRH BRQ 
quarter Est. Ob s. EI Est. Obs. EI Est. Obs. EI 
1969 1 7.45 7.14 104.4 713.2 692.3 103.0 1,642.5 1,618. 6 101.5 
2 6.29 7.19 87.4 819.2 816.3 100.4 1,804.2 1,762. 0 102.4 
3 5.61 5.93 94.7 775.6 770.5 100.7 1,970.5 1,915. 3 102.9 
4 7.86 7.77 101.2 688.0 717.4 95.9 1,828.9 1,841. 3 99.3 
1970 1 7.48 7.95 94.2 742.8 779.2 95.3 1,710.7 1,800. 2 95.0 
2 6.44 7.72 83.4 844.6 888.0 95.1 1,882.4 1,959. 2 96.1 
3 5.57 7.15 77.9 807.7 813.8 99.3 2,041.1 2,102. 8 97.1 
4 7.93 7.83 101.3 716.0 695.4 103.0 1,916.0 1,912. 8 100.2 
222 
Variable code name 
BRS BRC BRPW 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
26.4 21.7 121.7 1,628 1,598 101.9 25.83 26.67 96.8 
24.1 20.5 117.7 1,781 1,738 102.5 27.21 28.63 95.1 
25.3 21.6 117.3 1,945 1,890 102.9 27.29 30.97 88.1 
28.6 21.8 131.2 1,805 1,820 99.2 25.31 28.10 90.1 
24.5 28.9 85.0 1,697 1,775 95.6 27.19 27.17 100.1 
22.3 29.2 76.6 1,860 1,935 96.2 28.01 26.87 104.2 
22.4 32.5 69.1 2,015 2,074 97.2 28.58 25.80 110.8 
26.4 38.6 68.5 1,886 1,880 100.3 24.78 25.37 97.7 
Table B.5. Estimated, observed and percentage error index values for the 
endogenous variables of the SIMUIII turkey subsector under the 
inceptive operating mode for the first seasonal quarter of 
1960 through fourth seasonal quarter of 1970 
Year Variable code name 
and TRTPH TRTPL TRHH 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 
1960 1 1,380.8 1,331.4 103.7 10.99 12.17 90.3 174.1 166.0 104.9 
2 219.7 183.0 120.1 55.82 46.64 119.7 93.4 81.4 114.8 
3 348.9 467.6 74.6 19.39 18.22 106.4 90.1 81.5 110.6 
4 1,475.2 1,903.5 77.5 3.54 4.38 80.8 106.4 111.7 95.3 
1961 1 1,336.3 1,561.8 85.6 12.06 18.64 64.7 161.6 177.8 90.9 
2 216.3 228.3 94.7 49.64 59.32 83.7 91.0 122.3 74.4 
3 353.6 492.3 71.8 19.83 22.48 88.2 82.3 56.6 145.6 
4 1,589.3 1,728.0 92.0 3.60 4.37 82.3 105.2 54.5 193.1 
1962 1 1,310.8 1,396.2 93.9 13.82 11.16 123.8 156.3 127.4 122.7 
2 212.8 261.8 81.3 54.00 54.30 99.5 90.1 78.1 115.4 
3 350.0 193.2 181.2 21.36 21.63 98.8 78.9 48.4 163.2 
4 1,644.1 1,734.3 94.8 3.50 3.12 112.1 97.4 72.9 133.6 
1963 1 1,276.3 1,414.6 90.2 13.91 11.24 123.7 146.0 166.3 87.8 
2 199.0 177.1 112.4 54.99 55.22 99.6 81.6 69.8 117.0 
3 343.3 210.0 163.5 22.25 21.76 102.2 71.1 51.0 139.4 
4 1,667.3 1,612.7 103.4 3.21 3.00 106.8 87.1 87.1 100.1 
1964 1 1,245.5 1,423.2 87.5 14.10 12.59 112.0 136.8 132.2 103.5 
2 182.2 185.6 98.2 57.71 57.70 100.0 74.3 76.5 97.2 
3 336.1 248.5 135.3 23.31 23.03 101.2 67.0 75.0 89.4 
4 1,679.2 1,641.2 102.3 3.49 2.25 155.0 86.0 79.2 108.7 
1965 1 1,213.3 1,322.0 91.8 14.79 12.39 119.3 132.4 151.3 87.5 
2 163.9 183.7 89.2 58.66 60.37 97.2 69.2 57.5 120.4 
3 327.2 294.0 111.3 24.15 26.69 90.5 62,6 85.4 73.4 
4 1,682.1 1,913.7 87.9 3.38 3.05 110.8 81.9 78.4 104.6 
1966 1 1,188.8 1,371.6 86.7 15.65 17.09 91.6 130.6 104.1 125.5 
2 146.7 177.0 82.9 60.07 64.83 92.7 65.8 108.8 60.5 
3 324.4 390.2 83.1 25.20 25.91 97.3 62.9 82.2 76.6 
4 1,674.8 2,175.3 77.0 3.31 3.33 99.4 75.8 83.9 90.4 
1967 1 1,172.0 1,169.3 100.2 16.03 23.93 67.0 126.1 142.3 88.7 
2 133.1 162.2 82,1 62.09 66.42 93.5 61.3 110.9 55.3 
3 321,8 461,9 69,7 26.18 28.29 92.5 60.3 33.1 182.4 
4 1,666.5 1,660.6 100.4 3.65 4.60 79.4 75.9 68.3 111.3 
1968 1 l,i4b.D i,U4/.6 iiu.l 17.35 14.95 116.3 12C.5 37.7 145.5 
2 118.2 182.9 64.7 61.42 55.98 109.7 65.9 62.3 105.9 
3 318.3 232.0 137.2 27.04 25.73 105.1 63.6 69.1 92.2 
4 1,665.6 1,682.5 99.0 4.13 3.74 110.4 81.6 79.6 102.6 
224 
Variable code name 
TRHL TRQ TRS 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
2.07 1.99 104.0 163.6 168.0 97.4 114:5 123.9 92.4 
3.67 3.72 98.6 47.3 69.4 68.2 53.9 74.3 72.6 
5.04 4.46 113.0 294.4 254.1 115.8 127.6 112.5 113.4 
1.96 1.67 117.6 758.9 641.1 118.4 255.5 209.9 121.7 
2.44 2.66 91.6 188.2 211.0 89.2 166.2 152.3 109.1 
4.00 4.75 84.2 63.2 109.7 57.6 90.7 93.7 96.8 
4.96 4.74 104.6 290.4 357.7 81.2 145.7 188.8 77.2 
2.01 0.98 204.0 691.7 811.8 85.2 250.3 318.0 78.7 
2.43 1.20 203.3 188.7 218.8 86.2 167.9 218.5 76.8 
4.07 3.16 128.7 85.3 77.6 109.8 99.0 131.9 75.1 
4.96 4.14 119.9 334.4 267.1 125.2 165.6 159.5 103.8 
2.06 1.09 188.4 744.0 749.2 99.3 270.2 264.6 102.1 
2.45 1.70 144.2 197.8 200.4 98.7 178.9 176.5 101.4 
4.04 3.29 122.9 77.8 69.8 111.4 100.7 95.9 105.0 
4.92 4.25 115.8 348.4 296.2 117.6 176.6 155.4 113.7 
2.02 1.36 148.2 750.2 771.7 97.2 278.5 287.7 96.8 
2.43 2.08 116.5 221.5 217.3 101.9 186.7 188.1 99.3 
3.99 4.16 95.8 90.3 73.9 122.2 103.6 99.9 103.7 
4.88 4.78 102.2 366.5 331.5 110.6 181.5 149.1 121.8 
2.01 1.94 103.4 810.3 834.9 97.1 294.8 273.5 107.8 
2.44 2.19 111.5 229.9 214.7 107.1 195.4 168.8 115.8 
4.05 4.06 99.6 90.3 65.2 138.5 107.3 82.4 130.2 
4.91 4.71 104.2 369.8 358.8 103.1 185.6 147.2 126.1 
2.02 2.36 85.8 821.4 870.4 94.4 300.1 280.3 107.1 
2.46 2.93 84.1 257.7 235.0 109.7 201.8 156.4 129.0 
4.07 4.61 88.3 92.5 83.4 110.9 104.4 69.4 150.5 
4.97 6.65 74.8 397.6 445.1 89.3 195.2 171.3 113.9 
2.05 3.99 51.5 807.3 897.0 90.0 299.2 312.0 95.9 
2.55 3.15 81.1 278.2 276.2 100.7 203.3 253.8 80.1 
4.08 3.45 118.1 105.4 110.9 95.1 103.7 149.4 69.5 
5.00 6.79 73.6 424.5 567.6 74.8 201.4 332.0 60.7 
2.07 3.17 65.5 886.7 925.0 95.9 319.5 428.6 74.5 
O C.Q 2.34 110.2 306.5 2R? ? 215-8 310.3 69.6 
4.15 3.30 125.6 120.5 96.3 125.1 108.9 194.1 56.1 
5.11 5.64 90.6 425.6 428.1 99.4 198.9 304.7 65.3 
2.22 2.83 78.6 876.6 825.7 106.2 313.1 385.6 81.2 
Table B.5. (Continued) 
Year Variable code s name 
and TRTPH TRTPL TRHH 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 
1969 1 1,139.3 839.1 135.8 18.76 16.95 110.7 131.6 110.4 119.2 
2 112.5 98.5 114.2 62.90 56.56 111.2 67.6 55.5 121.9 
3 314.0 267.2 117.5 28.04 26.00 107.8 63.4 71.0 89.4 
4 1,659.6 1,598.4 103.8 4.07 3.09 131.4 79.1 52.3 151.4 
1970 1 1,130.6 821.9 137.6 19.63 20.45 96.0 131.9 93.5 141.2 
2 105.0 91.4 114.9 65.35 58.93 110.9 65.0 83.8 77.7 
3 320.7 411.7 77.9 29.29 29.08 100.7 65.7 99.5 66.1 
4 1,643.3 1,760.8 93.3 4.17 4.18 67.5 74.0 94.8 78.1 
226 
Variable code name 
TRHL TRQ TRS 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
2.72 1.88 144.3 300.7 253.0 118.9 210.9 254.3 82.9 
4.31 2.83 152.2 134.5 93.4 144.0 111.1 122.9 90.4 
5.23 4.18 125.0 444.9 466.1 95.5 204.0 237.1 86.1 
2.32 2.64 88.1 893.2 808.5 110.5 316.9 283.8 111.7 
2.80 2.70 103.3 331.7 233.4 142.1 214.3 132.6 161.6 
4.36 3.21 135.9 123.1 105.0 117.3 99.5 74.2 134.1 
5.34 4.47 119.4 485.3 548.4 88.5 218.6 240.3 91.0 
2.36 3.62 65.2 912.3 851.6 107.1 327.6 313.0 104.6 
227 
Table B.5. (Continued) 
Variable code name 
TRC TRPW 


























































































































































































































Table B.5. (Continued) 
Variable code name 
TRC TRPW 
Est. Obs. El Est. Obs. El 
395.2 376.5 105.0 36.47 34.40 106.0 
225,1 215.6 104.4 34.86 32.80 106.3 
344.8 344.6 100.0 34.22 36.50 93.7 
767.2 748.6 102.5 37.79 40.70 92.8 
426.0 376.2 113.2 37.77 46.48 81.3 
232.8 158.2 147.1 35.63 42.31 84.2 
358.9 375.0 95.7 35.28 36.72 96.1 
788.3 763.8 103.2 37.41 38.98 96.0 
Table B.6. SIMUIII exogenous variable values for the first seasonal 
quarter of 1960 through fourth seasonal quarter 1970 
Year and 
quarter CPI 
Variable code name 
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Variable code name 
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APPENDIX C. SIMULATION MODEL OUTPUT AND CONDITIONING 
EXOGENOUS VARIABLE VALUES FOR THE FIRST 
SEASONAL QUARTER OF 197I THROUGH 
FIRST SEASONAL QUARTER OF 1972 
Table C.l. Estimated, observed and percentage error index values 
obtained for the endogenous variables of the SIMUIII beef 
subsector under the inceptive operating mode for the first 
seasonal quarter of 1971 through first seasonal quarter 
of 1972 
Year Variable code name 
and CBCS CCVS CSTS 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 




1972 1 38,745 38,725 100.1 31,539 31,723 99.4 16,714 15,711 106.4 
Table C.2. Estimated, observed and percentage error index values 
obtained for the endogenous variables of the SIMUIII pork 
subsector under the inceptive operating mode for the first 
seasonal quarter of 1971 through first seasonal quarter 
of 1972 
Year Variable code name 
and HSFQ HSQ HBGQ 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. 
1971 1 2,775 3,009 92.2 1,677.6 1,404. 6 119.4 22,779 22,545 
2 3,959 4,270 92.7 1,194.7 1,281. 5 93.2 23,660 23,512 
3 2,947 3,201 92.1 1,809.8 1,619. 8 111.7 19,898 20,073 





1972 1 2,218 2,665 83.2 1,220.0 1,270.3 96.0 20,197 20,665 97.7 
233 
Variable code name 
CHES CCQ CSTQ 
Est. Obs. El Est. Obs. El Est. Obs. El 
12,893 12,521 103.0 1,569.5 1,509.4 104.0 4,745.8 4,617. 1 102.8 
1,617.3 1,564.2 103.4 5,020.1 4,925. 3 101.9 
1,686.8 1,613.1 104.6 5,183.8 4,995. 6 103.8 
1,969.5 1,670.4 117.9 4,871.9 4,768. 3 102.2 
13,351 13,171 101.4 1,926.5 1,558.9 123.6 4,806.2 4,677. 9 102.7 
Variable code name 
HQ HAW PQ 
Est, Obs. El Est. Obs. El Est. Obs. El 
24,641 24,105 102.2 239.5 238.0 100.6 3,754.3 3,714.0 101.1 
25,026 25,018 100.0 237.1 237.7 99.8 3,781.5 3,819.0 99.0 
21,895 21,919 99.9 241.2 240.0 100.5 3,370.4 3,407.0 98.9 
23,795 24,001 99.1 238.7 238.3 100.2 3,647.7 3,732.0 97.7 
21,589 22,112 97.6 240.7 238.0 101.2 3,363.6 3,488.0 96.4 
Table C.l, (Continued) 
Variable code name 
CHEQ CAQ CAW 
Est. Obs. El Est. Obs. El Est. Obs. El 
2,315 .0 2,248.6 103. 0 8,759. 4 8,505. 3 103.0 1,052.7 1,046 .0 100. 6 
2,602 .8 2,170.3 119. 9 9,393. 8 8,809. 5 106.6 1,046.5 1,044 .0 100. 4 
2,648 .2 2,497.3 106. 0 9,683. 5 9,288. 7 104.3 1,019.4 1,015 .0 100. 4 
2,846 .2 2,469.0 115. 3 9,843. 7 9,074. 1 108.5 1,022.5 1,021 .0 100. 2 
2,721 .2 2,149.6 126. 6 9,595. 8 8,531. 3 112.5 1,045.9 1,047 .3 99. 9 
Table C.2. (Continued) 
Variable code name 
PS PC PPW 
Est. Obs. El Est. Obs. El Est. Obs. El 
367 344 106.7 3,715 3,699 100.4 47.82 46.42 103.0 
422 498 84.8 3,752 3,691 101.7 43.95 45.29 97.0 
240 332 72.4 3,589 3,610 99.4 46.49 48.12 96.6 
207 327 63.5 3,692 3,749 98.5 45.88 49.82 92.1 
197 287 68.9 3,440 3,595 95.7 49.08 54.92 89.4 
235 
Variable code name 
CY BQ BS 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
59.2 59.6 99.4 5,348.8 5,284.0 101.2 297 305 97.7 
59.4 59.5 99.9 5,684.8 5,400.0 105.3 289 285 101.5 
59.5 59.5 100.1 5,780.1 5,595.0 103.3 277 333 83.3 
59.0 59.6 99.1 5,868.8 5,498.0 106.7 311 326 95.7 
58.8 59.2 99.4 5,787.9 5,274.0 109.7 309 308 100.4 
HP 
Est. Obs. EI 
19.07 18.00 106.0 
17.14 17.86 96.0 
18.64 20.15 92.5 
17.92 20.14 89.0 
20.14 25.07 80.3 
Table C.l. (Continued) 
Variable code name 
BT BC BPW 
Est. Obs. El Est. Obs. El Est. Obs. El 
342 329 104.1 5,622 5,537 101.5 50.72 48.08 105.5 
376 352 107.0 5,943 5,645 105.3 47.75 52.68 90.6 
472 456 103.6 6,166 5,907 104.4 48.90 53.05 92.2 
458 425 107.8 6,201 5,839 106.2 46.42 52.81 87.9 
356 427 83.5 6,072 5,644 107.6 48.05 57.01 84.3 
237 
Variable code name 
CSP CFSP 
Est. Obs. EI Est. Obs. EI 
31.31 29.35 106.7 37.42 34.53 108.4 
30.09 32.38 92.9 37.79 36.10 104.7 
31.03 32.90 94.3 37.33 36.73 101.6 
29.31 32.85 89.2 36.32 37.87 95.9 
30.23 35.47 85.2 36.38 40.99 88.7 
Table C.3. Estimated, observed and percentage error index values 
obtained for the endogenous variables of the SIMUIII lamb 
subsector under the inceptive operating mode for the first 














1971 1 13,243 13,623 97.2 130.3 141.0 92.5 17 20 87.0 
2 129.0 142.0 90.9 21 22 97.9 
3 123.3 124.0 99.5 18 19 94.1 
4 125.1 139.0 90.0 16 19 88.8 
1972 1 11,963 12,854 93.1 137.4 137.0 100.3 16 13 126.1 
Table C.4. Estimated, observed and percentage error index values 
obtained for the endogenous variables of the SIMUIII broiler 
subsector under the inceptive operating mode for the first 
seasonal quarter of 1971 through first seasonal quarter of 
1972 
Year Variable code name 
and BRTP BRH BRQ 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 
1971 1 7.69 7.88 97.6 757.9 762.2 99.4 1,724.4 1,798.8 
2 6.69 7.05 94.9 866.3 851.9 101.7 1,920.0 1,965.2 
3 6.03 6.45 93.4 823.3 817.0 100.8 2,093.5 2,116.7 





1972 1 7.42 6.36 116.5 806.6 808.7 99.7 1,858.5 1,970.5 94.3 
239 
Variable code name 
LC LPW LP 
Est. Ob s. EI Est. Obs. EI Est. Obs. EI 
149 158 94.9 47.82 46.42 103.0 28.35 23.63 120.0 
149 165 90.9 43.95 45,29 97.0 28.67 26.08 109.9 
147 147 100.0 46.49 48.12 96.6 27.91 26.94 103.6 
154 167 92.5 45.88 49.82 92.1 26.32 25.95 101.4 
143 149 96.6 49.08 54.92 89.4 28.91 27.62 104.7 
Variable code name 
BRS BRC BRPW 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
32.6 30.2 108.3 1,709 1,786 95.7 27.74 26.00 106.7 
27.4 25.7 107.0 1,901 1,945 97.7 27.31 27.10 100.8 
25.7 28.3 91.1 2,063 2,082 99.1 27.48 28.90 95.1 
24.9 32.0 78.0 1,937 1,967 98.4 25.50 25.60 99.6 
20.1 36.8 54.8 1,836 1,938 94.7 26.39 26.30 100.3 
Table C.5. Estimated, observed and percentage error index values 
obtained for the endogenous variables of the SIMUIII turkey 
subsector under the inceptive operating mode for the first 
seasonal quarter of 1971 through first seasonal quarter of 
1972 
Year Variable code name 
and TRTPH TRTPL TRHH 
quarter Est. Obs. EI Est. Obs. EI Est. Obs. EI 




















1972 1 960.2 840.9 114.2 116,5 87.5 133.2 20.12 24,15 83.3 
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Variable code name 
TRHL TRQ TRS 
Est. Obs. EI Est. Obs. EI Est. Obs. EI 
3.74 3.70 101. 2 328.5 255.9 128.4 211.3 174.2 121.3 
4.80 2.73 175. 9 173.9 170.6 102.0 111.5 111.5 100.1 
5.36 4.02 133. 5 558.5 583.6 95.7 242.9 307.6 79.0 
2.43 3.49 69. 7 1,115.9 815.2 136.9 384.7 308.7 124.6 
2.91 2.86 101. 8 404.3 276.2 146.4 254.1 180.5 140.8 
242 
Table C.5. (Continued) 
Variable code name 
TRC TRPW 
Est. Obs. El Est. Obs. El 
424. 3 389. 1 109. 0 37. 72 38.57 97.8 
269. 9 229. 4 117. 6 33. 03 35.53 93.0 
422. 6 382. 9 110. 4 31. 79 38.15 83.3 
965. 3 805. 3 119. 9 35. 69 38.06 93.8 
528, 3 397. 7 132. 8 35. 75 37.83 94.5 
Table C.6. SIMUIII exogenous variable values for the first seasonal 
quarter of 1971 through the first seasonal quarter of 1972 
Year and Variable code name 
quarter 
P CPI FMW DY UNEMP CP S BMP 
1971 1 203.09 138.65 3.19 716.86 7.13 1.56 79.92 
2 203.69 139.85 3.24 730.75 6.18 1.53 76.50 
3 204.28 141.68 3.26 748.05 4.70 1.46 81.50 
4 204.91 142.38 3.29 750.85 5.93 1.10 73.60 
1972 1 205.52 143.48 3.40 759.55 6.12 1.21 84.47 
244 
G BM PM LM PT LT BRT TRT CDCS 
72.70 89,00 43.00 1.00 67.00 18.00 20.85 5.94 12,414 
71.30 127.00 60.00 1.00 86.00 28.00 23.75 3.87 
76.70 98.00 39.00 3.00 76.00 23.00 31.66 4.58 
80.30 91.00 32.00 3.00 44.00 28.00 19.33 8.75 
78.41 75.00 35.50 1.00 102.00 8.00 27.17 6.64 12,279 
245 
APPENDIX D. SIMULATION MODEL FORECASTS AND CONDITIONING 
EXOGENOUS VARIABLE FORECASTS FOR THE SECOND 
SEASONAL QUARTER OF 1972 THROUGH FIRST 
SEASONAL QUARTER OF 1974 
Table D.l. Forecasts of endogenous variables in SIMUIII beef subsector for 
second quarter 1972 to first quarter 1974 
Year and 
quarter CCVS CSTS CHES 
Variable code name 
CCQ CSTQ CHEQ CAQ 
1972 2 1,159.2 4,969.3 2,829.4 9,099.0 
3 1,255.1 5,136.4 2,962.3 9,504.4 
4 1,640.4 4,769.8 3,152.4 9,707.1 
1973 1 39,766 32,660 16,888 13,801 1,659.4 4,851.3 2,933.0 9,576.5 
2 1,510.4 5,238.1 3,263.7 10,162.7 
3 1,576.2 5,438.8 3,259.7 10,438.1 
4 1,981.7 5,098.7 3,438.4 10,682.0 
1974 1 40,713 33,403 17,349 14,161 1,981.0 5,102.2 3,245.8 10,481.4 
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CAW CY BQ BS BT BC BPW CSP CFSP 
1,043. 5 60.0 5,551.7 282.2 374.8 5,877.1 52.11 33.07 40.93 
1,027. 5 60.1 5,774.5 272.7 502.7 6,220.7 51.44 32.88 40.08 
1,029. 9 59.5 5,846.8 304.8 478.9 6,233.0 50.80 32.38 39.27 
1,055. 1 59.3 5,850.0 310.0 406.8 6,173.2 51.82 32.91 39.51 
1,043. 9 59.8 6,170.0 303.6 425.6 6,523.5 47.04 30.49 39.56 
1,027. 8 59.9 6,282.6 291.1 517.4 • 0,743.6 48.26 31.44 39.27 
1,028. 6 59.4 6,400.4 326.4 489.1 6,790.7 46.64 30.27 38.03 
1,053. 4 59.2 6,353.2 327.4 386.5 6,656.8 49.10 31.68 38.35 
Table D.2. Forecasts of endogenous variables in SIMUIII pork subsector for second quarter of 1972 
to first quarter of 1974 
Year and Variable code name 
quarter 
HSFQ HSQ HBGQ HQ HAW PQ PS PC PPW HP 
1972 2 4,240. 6 1,108.9 22,096 23,378 239.1 3,648.8 338.9 3,689. 4 48.34 21.16 
3 3,359. 0 1,891.2 18,821 20,906 241.6 3,292.6 173.1 3,536. 1 50.43 22.12 
4 2,862. 8 1,629.7 22,319 24,136 238.9 3,741.8 189.1 3,769. 4 49.48 20.96 
1973 ] 2,411. 6 1,212.6 22,101 23,491 239.4 3,648.8 236.2 3,674. 7 51.39 22.22 
? 3,966. 8 1,019.5 22,645 23,838 239.8 3,703.6 309.4 3,731. 6 47.54 20.07 
3,107. 6 1,922.5 18,169 20,290 243.4 3,230.0 144.0 3,480. 0 52.99 23.14 
L. 2,494. 7 1,554.2 21,276 23,020 240.3 3,615.2 153.0 3,654. 3 52.21 22.15 
1974 ] 2,220. 3 941.34 20,883 22,000 241.0 3,478.6 198.7 3,512. 4 54.60 23.75 
249 
Table D.3. Forecasts of endogenous variables in SIMUIII lamb subsector 
for second quarter 1972 to first quarter 1974 
Year and 
quarter 





1972 2 134.6 15.5 141.4 65.45 29.18 
3 131.1 14.1 141.4 66.60 28.48 
4 133.9 13.0 140.8 64.08 27.85 
1973 1 11,585 135.0 13.8 139.9 64.31 29.94 
2 126.8 17.2 132.5 65.96 30.40 
3 118.3 15.3 128.8 67.90 29.79 
4 119.6 14.5 125.9 65.36 28.99 
1974 1 10,608 129.2 15.0 134.4 64.83 30.66 
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Table D.4. Forecasts of endogenous variables in SIMUIII broiler subsector 
for second quarter 1972 to first quarter 1974 
Year and Variable code name 
quarter 
BRTP BRH BRQ BRS BRC BRPW 
1972 2 6.05 899.7 2,061,8 31.6 2,033 26.76 
3 5.75 849.5 2,185.1 29.0 2,148 28.83 
4 7.80 770.1 2,029.0 27.4 1,996 27.69 
1973 1 7.44 828.0 1,933.7 23.2 1,912 28.80 
2 6.45 932.0 2,115.3 20.6 2,086 29.16 
3 5.91 885.1 2,274.4 21.3 2,236 31,53 
4 7.87 807.7 2,129.2 23.7 2,095 29.90 
1974 1 7.15 874.4 2,045.5 21.2 2,024 30,65 
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Table D.5. Forecasts of endogenous variables in SIMUIII turkey subsector 
for second quarter 1972 to first quarter 1974 
Year and Variable code name 
quarter 
TRIPH TRTPL TRHH TRHL TRQ TRS TRC TRPW 
1972 2 183 65 76.4 4.4 178 100 254 33.65 
3 347 60 30.3 4.9 554 228 420 32.72 
4 1,517 66 4.5 2.5 1,070 361 927 37.17 
1973 1 904 107 19.6 3.0 364 232 486 38.22 
2 135 58 66.4 4.4 150 105 273 35.47 
3 335 58 31.7 5.3 483 206 377 37.59 
4 1,563 74 4.8 2.5 974 331 839 41.21 
1974 1 971 126 23.1 3.1 423 228 519 39.83 
Table D.6. Forecasts of exogenous variables in SIMUIII for second 
quarter of 1972 to first quarter of 1974 
Year and Variable code name 
quarter 
P CPI FMW DY UNEMP CP S BMP G 
1972 2 206.1 144.4 3,46 770.0 5.88 1.23 93.53 75.5 
3 206.7 146.0 3.48 802.4 4.30 1.26 99.00 80.6 
4 207.4 147.1 3.53 816.6 5.43 1.22 92.00 78.8 
1973 1 207.9 148.7 3.63 836.9 5.62 1.30 93.00 75.0 
2 208.4 150.0 3.69 854.6 5.28 1.35 99.00 75.5 
3 209.0 151.9 3.72 886.1 3.80 1.33 100.00 80.6 
4 209.7 153.2 3.77 899.7 5.03 1.15 80.00 78.8 
1974 1 210.2 154.5 3.88 920.6 5.40 1.21 82.00 75.0 
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BM PM LM PI LT BRT TRT CDCS 
75.1 43.8 2.2 136.4 11.6 34.2 4.9 --
66.0 37.0 3.0 114.7 11.9 39.8 5.1 
60.7 29.2 2.3 773.0 8.1 34.2 10.4 --
78.4 35.1 2.1 108.1 7.9 25.4 6.6 12,119 
78.6 43.3 2.3 144.4 11.5 31.9 4.9 --
69.0 36.6 3.2 121.4 11.8 37.2 5.1 --
63.4 28.9 2.5 77.1 8.0 31.9 10.4 --
81.9 34.7 2.2 114.2 7.9 23.7 6.6 11,961 
