In the paper we present a simple result concerning the asymptotic normality and strong consistency of maximum likelihood estimators of a vector valued parameter based on type II right censored samples from bivariate distributions.
Introduction
Consider a sequence of independent identically distributed bivariate random variables {(X n ,Y n )> having the common density function f_(•,•), 0-e ® c R . Let X . denote the j-th order 0Q 0 n j statistic corresponding to X 1 ,...,X n , and Y n^ be the covariate associated with x n j» j = l,...,n. Y n j is called the concomitant of the j-th order statistic (introduced by David (1973) ) or the j-th induced statistic (introduced by Bhattacharya (1974) ). In Bhattacharya (1984) we find a survey of various small and large sample properties of induced order statistics and their applications (e.g. regression analysis, life testing problems).
We will assume that the observed sample consists of the first r order statistics X . of an original sample of size n n nj and their concomitants Y n^. This observation model appears in many life-testing problems when only a part of an original sample is available (because of, for instance, the cost of an experiment) and X R j denotes the j-th shortest life-time of n units under investigation. On the basis of such censored sample we find maximum likelihood estimators of an unknown parameter 0 Q and establish their asymptotic, normality and strong consistency under appropriate regularity conditions. Our investigation follows the results of Bhattacharyya (1985) on the asymptotics of the maximum likelihood method for type II censored samples from an univariate absolutely continuous distribution. Bahattacharyya's treatment is based on the wellknown property of order statistics: the conditional distribution of X nl''*"' X n(r-1)
as the distribution of the order statitics of a random sample of size r-1 from the distribution truncated at X . It turns nr out that in the bivariate case the similar property holds, i.e. the conditional distribution of (X ,,Y ,),..., nl nl (X . , W Y , , >) given (X , Y ) is the same as the v n(r-l)' n(r-l)' ^ 1 nr' nr' distribution of the ordered sample, with respect to X's values, of r-1 independent and identically distributed bivariate random variables with the distribution of (X^,Y^) truncated at X . The latter and the asymptotics of the sample p-th quantile X nr (r = [np], 0 < p < 1), and the result of Sethuraman (1961) , used in Bhattacharyya (1985) , on limit distribution of random vectors given the asymptotic behaviour of the marginal and conditional distributions turns the treatment of the maximum likelihood method for the type II censored data to the simplicity of the classical case, as pointed out by Bhattacharyya (1985) .
Another approach to limiting behaviour of maximum likelihood estimators in the described situation is presented in Ferenstein (1987) . It is based on the asymptotic normality of functions of order statistics. As it refers to very general classes of statistics the suitable regularity conditions are much stronger than the assumptions used in this note. To prove the theorem we will need to know the assymptotic behaviour of the below statictics T , S (0) which appear in the maximum likelihood equation written in the form of a Taylor expansion: (3) T n + sn( e n ) ( a n -0 O ) = 0, where
The proof of the theorem is based on asymptiotic properties of { >,{ S n (0) }, which follow the presented below Lemmas 1 and 2, and the standard arguments of the maximum likelihood method. 
Proof of the main result
First, we will prove Lemma 1 which is a bivariate analog of Theorem 1 in Bhattacharyya (1985) . Proof of the theorem. The proof follows the lines of the proof presented in Bhattacharyya (1985) . Hence, we will outline here the main steps. Suppose that { S n > is a strongly that the sequence { § n } converges to 6 Q with probability 1 and (R9) is assumed. The strong consistency of { 0^} may be proved as in Bhattacharyya (1985) .
