Abstract. We describe a unification of several apparently unrelated factorizations arisen from quantum field theory, vertex operator algebras, combinatorics and numerical methods in differential equations. The unification is given by a Birkhoff type decomposition that was obtained from the Baker-Campbell-Hausdorff formula in our study of the Hopf algebra approach of Connes and Kreimer to renormalization in perturbative quantum field theory. There we showed that the Birkhoff decomposition of Connes and Kreimer can be obtained from a certain Baker-Campbell-Hausdorff recursion formula in the presence of a Rota-Baxter operator. We will explain how the same decomposition applies in the factorization of formal exponentials and uniformization in vertex operator algebras and conformal field theory, and the even-odd decomposition of combinatorial Hopf algebra characters as well as to the Lie algebra polar decomposition as used in the context of the approximation of matrix exponentials in ordinary differential equations.
Introduction
The results presented in this paper grew out of an extension of the study on Rota-Baxter algebras and their applications to areas of mathematics and physics, including quantum field theory, classical integrable systems, number theory, operads, combinatorics and Hopf algebras.
In recent works of Connes and Kreimer [CK1999, CK2000, CK2001, Krei1999], triggered by Kreimer's seminal paper [Krei1998] , new progresses were made in the understanding of the process of renormalization in perturbative quantum field theory, both in terms of its mathematical One key result in the works of Connes and Kreimer is the Birkhoff decomposition of Feynman rules that captures the process of renormalization. Working in a fully algebraic framework of complete filtered Rota-Baxter algebras, it was shown in [EGK2004, EGK2005] that the Connes-Kreimer decomposition follows from an additive decomposition in a Rota-Baxter (Lie) algebra through the exponential map. Thereby the well-known Bogoliubov formulae, which form the backbone of the standard BPHZ renormalization procedure [BoPa1957, Hepp1966, Zim1969] , were derived as a special case of a generalization of Spitzer's classical identity. As a side remark we mention here that a similar factorization was independently established as a fundamental theorem for Lie algebras in integrable systems [BBT2003, Sem1983, Sem2000] .
These results rely in part on general properties of Rota-Baxter operators, but also on a recursive equation based on the famous Baker-Campbell-Hausdorff formula. We will show that in certain favorable cases we are able to give the recursion in closed form. The main topic of this paper is the exploration of further applications of this recursive equation, which was dubbed BCH-recursion. We will show its appearance in several fields. First, by applying the recursion to the decomposition for certain Lie algebras, we derive the factorization of formal exponentials and uniformization in the work of Barron, Huang and Lepowsky [BHL2000] which is itself a generalization of several of their earlier results. Then, in the context of Rota-Baxter algebra, it is shown to be a generalization of the Magnus expansion known from matrix initial value problems. Furthermore, we link explicitly the BCH-recursion with the even-odd decomposition of characters of connected graded Hopf algebras derived in recent work of Aguiar, Bergeron and Sottile [ABS2003] . This way we achieve an exponential form of their decomposition. This result also relates to our last point. We give a simplified approach to the polar decomposition in the work of Munthe-Kaas and collaborators [MQZ2000, MQZ2001, Zan2004] on numerical solutions of differential equations.
Let us outline the organization of this paper. After the above introduction, Section 2 provides the key result. In subsection 2.1 we introduce a certain Baker-Campbell-Hausdorff type equation as the main object of this work, together with a general factorization theorem for complete filtered associative and Lie algebras. Solutions to this recursion are given under particular assumptions. Subsection 2.2 combines the former results with the notion of RotaBaxter algebra, giving rise to a generalization of Spitzer's classical identity. We relate the BCH-recursion to Magnus' expansion in the context of weight zero Rota-Baxter maps. As a motivational example we recall in Section 3 how this, together with Atkinson's factorization theorem, applies to the work of Connes and Kreimer in perturbative quantum field theory. Section 4 relates our findings to the work of Barron, Huang and Lepowsky on the factorization of formal exponentials and uniformization. After that, we deduce in Section 5 the even-odd decomposition of combinatorial Hopf algebra characters defined by Aguiar, Bergeron and Sottile. Finally, in Section 6 using similar ideas we briefly mention a simplified approach to some results in the work of Munthe-Kaas and collaborators.
The general set up
In the following K denotes the base field of characteristic zero, over which all algebraic structures are defined. Many results remain true if it is replaced by a commutative ring where 2 is invertible.
Here we establish general results to be applied in later sections. We start with a complete filtered associative algebra A together with a filtration preserving linear map P on A as general setting. We obtain from the Baker-Campbell-Hausdorff (BCH) series a non-linear map χ on A which we called BCH-recursion in [EGK2004, EGK2005, EG2005] . This recursion gives a decomposition on the exponential level, and a one-sided inverse of the BCH series with the later regarded as a map from A × A → A. The results naturally apply in the Lie algebra case. We then consider the above setting in the realm of a complete filtered associative Rota-Baxter algebra giving rise to a generalization of Spitzer's classical identity. We conclude this section by showing how the BCH-recursion can be seen as a generalization of the Magnus expansion in the context of Rota-Baxter algebras.
2.1. The Baker-Campbell-Hausdorff recursion. Let A be a complete filtered associative algebra. Thus A has a decreasing filtration {A n } of sub-algebras such that A m A n ⊆ A m+n and A ∼ = lim ←− A/A n (i.e., A is complete with respect to the topology from {A n }). For instance, consider for A being an arbitrary associative algebra, the power series ring A := A[[t]] on one (commuting) variable t. Another example is given by the subalgebra M ℓ n (A) ⊂ M n (A) of strictly (upper) lower triangular matrices in the algebra of n × n matrices with entries in A, and with n finite or infinite. By the completeness of A, the functions exp :
n n are well-defined and are the inverse of each other. The Baker-Campbell-Hausdorff formula is the power series BCH(x, y) in the non-commutative power series algebra A := Q x, y (which is the free noncommutative complete Q-algebra with generators x, y) such that [Reu1993, Var1984] exp(x) exp(y) = exp x + y + BCH(x, y) .
Let us recall the first few terms of BCH(x, y) which are
where [x, y] := xy − yx is the commutator of x and y in A. Also denote C(x, y) := x + y + BCH(x, y). So we have C(x, y) = log exp(x) exp(y) , which is a special case of the Hausdorff series [Lod1994] Z(x 1 , . . . , x n ) := log exp(x 1 ) · · · exp(x n ) .
Then for any complete Q-algebra A and u, v ∈ A 1 , C(u, v) ∈ A 1 is well-defined. So we get a map C :
Now let P : A → A be any linear map preserving the filtration of A. We defineP to be id A −P . For a ∈ A 1 , define χ(a) = lim n→∞ χ (n) (a) where χ (n) (a) is given by the BCH-recursion
and where the limit is taken with respect to the topology given by the filtration. Then the map χ :
This map appeared in [EGK2004, EGK2005, EG2005] , where also more details can be found.
The following proposition gives further properties of the map χ, improving a result in [Man2001] (in the arXiv version, Paragraph II.6.).
Proposition 1. For any linear map P : A → A preserving the filtration of A there exists a (usually non-linear) unique map χ :
for any i ≥ 1, and such that, withP := id A − P we have
This map is bijective, and its inverse is given by
Proof. Equation (3) can be rewritten as
with F a : A 1 → A 1 defined by
This map F a is a contraction with respect to the metric associated with the filtration: indeed if b, ε ∈ A with ε ∈ A n , we have
The right-hand side is a sum of iterated commutators in each of which ε does appear at least once. So it belongs to A n+1 . So the sequence F n a (b) converges in A 1 to a unique fixed point χ(a) for F a .
Let us remark that for any a ∈ A i , then, by a straightforward induction argument, χ (n) (a) ∈ A i for any n, so χ(a) ∈ A i by taking the limit. Then χ(a) − a = BCH P χ(a) ,P χ(a)
clearly belongs to A 2i . Now consider the map ψ :
It is clear from the definition of χ that ψ • χ = id A . Then χ is injective and ψ is surjective. The injectivity of ψ will be an immediate consequence of the following lemma Lemma 2. The map ψ increases the ultrametric distance given by the filtration.
Proof. For any x, y ∈ A 1 the distance d(x, y) is given by e −n where n = sup{k ∈ N, x−y ∈ A n }.
We have then to prove that ψ(x) − ψ(y) / ∈ A n+1 . But
The rightmost term inside the large brackets clearly belongs to A n+1 . As x − y / ∈ A n+1 by hypothesis, this proves the claim.
The map ψ is then a bijection, so χ is also bijective, which proves Proposition 1. Now let g be a complete filtered Lie algebra. Let A := U(g) be the universal enveloping associative algebra of g. Then with the induced filtration from g, A is a complete filtered associative algebra. A is also a complete Lie algebra under the bracket [x, y] := xy − yx and contains g as a complete filtered sub-Lie algebra. Let P : g → g be a linear map preserving the filtration in g. It extends to a linear map P : A → A that preserves the filtration in A. As is well-known [Reu1993, Var1984] , the power series C(x, y) and BCH(x, y) ∈ Q x, y are Lie series. Therefore, the map χ : A 1 → A 1 in Eq. (2) and Proposition 1 restricts to a bijective map χ : g 1 → g 1 with its inverse given by Eq. (4). Further, for u, v ∈ g 1 , C(u, v) is a well-defined element in g 1 . We thus have
as in the associative case.
The following theorem contains the key result of our exposition. It states a general decomposition on A implied by the map χ.
Theorem 3. Let A be a complete filtered associative algebra or Lie algebra with a linear, filtration preserving map P : A → A.
(1) For any a ∈ A 1 , we have
exp(a) = exp P (χ(a)) exp P (χ(a)) .
(2) C : A 1 × A 1 → A 1 has a right inverse D P given by
(3) C restricts to a bijection C :
(4) Furthermore, for any subset B of A 1 , C restricts to a bijection
Proof.
(1) follows since C P (χ(a)),P (χ(a)) = a.
(2) follows since
(3) is a general property of maps:
(4) is equally clear.
The particular case when the map P is idempotent deserves special attention.
Theorem 4. Let P : A → A be an idempotent linear map preserving the filtration of A. Let A = A − ⊕ A + be the corresponding vector space decomposition, with A − := P (A) and A + :=P (A). Let A 1,− := P (A 1 ) and A 1,+ :=P (A 1 ). Let χ : A 1 → A 1 be the BCH-recursion map associated to the map P , and letχ : A 1 → A 1 be the BCH-recursion map associated toP
(1) (Factorization Theorem) C restricts to a bijection
(2) (Formal Uniformization Theorem) There exists a unique bijection
where π ± : A 1,− × A 1,+ → A 1,± are the projectors. (3) (Closed Formula) The inverse map of C − in part (1) is given by
and the uniformization map Ψ in part (2) writes
(1) We already know from item (3) of Theorem 3 that D P is a right inverse for C − . But it is also a left inverse, as for any (x, y) ∈ A 1,− × A 1,+ there is a unique v ∈ A 1 such that x = P (v) and y =P (v), and we have
(2) By the same argument as for part (1), C restricts to a bijection
Its inverse is now DP . Since A 1 = A 1,+ ⊕ A 1,− = A 1,− ⊕ A 1,+ , we can define Ψ by the following diagram
Here σ is just a cosmetical way to write the identity map
Ψ is bijective since C + and C − in the diagram are. We see also from the diagram that this Ψ is the unique map such that
(3) This follows from the above commutative diagram and part (1): now we can compute
which ends the proof of Theorem 4.
Corollary 5. Under the hypotheses of Theorem 4, for any η ∈ 1 + A 1 there are unique η − ∈ exp A 1,− and η + ∈ exp A 1,+ such that η = η − η + .
Proof. This follows directly from the first item of Theorem 3 and the first item of Theorem 4, as the exponential map is a bijection from A 1 onto 1 + A 1 .
Let us finish this section with two observations simplifying the BCH-recursion considerably. The first one is of more general character. To begin with it might be helpful to work out the first few terms of the recursion for the map χ in (1). For this let us introduce a dummy parameter t and write χ(at) = t k≥0 χ (k) (a)t k . For k = 0, 1, 2 we readily find χ (0) (a) = a and
In the last both casesP = id A − P has completely disappeared. Therefore, we might expect to find a simpler recursion for the map χ, without the appearance ofP . Indeed, such a simplification follows using the factorization property, implied by the χ map on A in item (1) of Theorem 3.
Lemma 6. [EGK2005]
Let A be a complete filtered algebra and P : A → A a linear map preserving the filtration. The map χ in (2) solves the following recursion
Proof. For any element u ∈ A we can write u = P (u) + (id A − P )(u) using linearity of P . The definition of the map χ then implies for u ∈ A 1 that exp(u) = exp P (χ(u)) exp P (χ(u)) , see Eq. (5). Furthermore,
Bijectivity of the exp map then implies that
From which Equation (8) follows.
Our second observation is of more particular type. Again, it concerns the linear map P in the definition of the BCH-recursion χ. We will treat a special case, providing a solution, i.e., closed form, for the BCH-recursion. Further below in Section 5 we will observe another instance where a closed form for the BCH-recursion can be derived, see Eq. (50).
Let us now assume that the linear map P : A → A in the BCH-recursion in Eq. (8) of Lemma 6 is an idempotent map, and moreover that it respects multiplication in A. This makes P respectivelyP = id A − P a Rota-Baxter map to be introduced in the following section although the mapP is not an algebra morphism. We then have Lemma 7. Let A be a complete filtered associative algebra with filtration preserving linear map P : A → A, which moreover is an idempotent algebra homomorphism. Then the map χ in Eq. (8) of Lemma 6 has the simple form
Proof. The proof follows from Lemma 6, since P (χ(u)) = P (u). The latter results from the multiplicativity of P , i.e., applying P to Eq. (2) we obtain
Since P is idempotent, we have P •P = P − P 2 = 0. Thus P (χ(u)) = P (u).
Remark: With the foregoing assumptions on P the factorization in item (1) of Theorem 3 simplifies considerably. For any a ∈ A 1 , we have (10) exp(a) = exp P (a) exp P (a) + BCH − P (a), a . Now we assume that A is an associative algebra and P a Rota-Baxter operator of weight θ satisfying the Rota-Baxter relation (11) P (x)P (y) + θP (xy) = P xP (y) + P P (x)y for all x, y ∈ A [Bax1960, Rota1969, Rota1995, RoSm1972]. A Rota-Baxter algebra of weight θ is an algebra with a Rota-Baxter operator denoted by the pair (A, P ). The operatorP := θ id A − P also is a Rota-Baxter map of weight θ, such that the mixed relation
is satisfied for all x, y ∈ A. The image of P as well asP are subalgebras in A. A Rota-Baxter ideal I is an ideal I of A such that P (I) ⊆ I. The case θ = 0 corresponds to the integration by parts property of the usual Riemann integral. An important class of examples is given by idempotent Rota-Baxter maps, i.e., projectors, where identity (11) (of weight θ = 1) implies that the Rota-Baxter algebra A splits as a direct sum into two parallel subalgebras given by the image respectively kernel of P . Assuming P to be an idempotent algebra morphism is sufficient to imply that it is a RotaBaxter map. As an example of idempotent Rota-Baxter map which is moreover an algebra morphism, truncate the Taylor expansion of a real function at a point a at zeroth order, i.e., evaluate a real function at a point a, P for all x and y in A. For a modified Rota-Baxter operator B coming from an idempotent Rota-Baxter map P , we have B 2 = id A , B • P = −P , and B •P =P .
Taking the Lie algebra associated to (A, P ), with commutator bracket [x, y] := xy − yx, for all x, y ∈ A, we find the Rota-Baxter Lie algebra, (L A , P ), of weight θ with P fulfilling (14) [P (x),
Similarly, for the modified Rota-Baxter map. Both equations are known as (the operator form of) the (modified) classical Yang-Baxter 1 equations [BelDri1982, Sem1983] .
Every Rota-Baxter algebra (A, P ) of weight θ allows for a new product defined in terms of the Rota-Baxter map P
such that the vector space A with this product is a Rota-Baxter algebra of same weight, with P as its Rota-Baxter map. We will denote it by (A P , P ). The Rota-Baxter map P becomes an (not necessarily unital) algebra homomorphism from A P to A, P (a * P b) = P (a)P (b). For P we haveP (a * P b) = −P (a)P (b).
A complete filtered Rota-Baxter algebra is defined to be a Rota-Baxter algebra (A, P ) with a complete filtration of Rota-Baxter ideals {A n }. Again, consider for any weight θ RotaBaxter algebra (A, P ) the power series ring A := A[[t]] and define an operator P : A → A, P( ∞ n=0 a n t n ) := ∞ n=0 P (a n )t n . Then (A, P) is a complete filtered Rota-Baxter algebra of weight θ. In the case of the algebra of strictly (upper) lower triangular matrices M ℓ n (A) with n ≤ ∞ and entries in a weight θ Rota-Baxter algebra (A, P ), define the Rota-Baxter map
The normalized map θ −1 P is a Rota-Baxter operator of weight one. In the following we will assume that any Rota-Baxter map is of weight one, if not stated otherwise. The next proposition contains the generalization of Spitzer's identity to non-commutative Rota-Baxter algebras.
Proposition 8. [EGK2004, EGK2005, EG2005]
Let (A, P ) be a complete filtered Rota-Baxter algebra. The factors on the right hand side of Equation (5) (16) exp(a) = exp P (χ(a)) exp P (χ(a))
for a ∈ A 1 are the unique solutions to the equations
whereb := exp(−a) − 1 in A 1 . Its inverses satisfy uniquely the equations
The following theorem is due to Atkinson [Atk1963] .
Theorem 9. For the solutions x and x ′ in (18) (resp. its inverses in (17)) with b := exp(a)−1
we have
If P is idempotent, i.e., the algebra A decomposes directly into the images of P andP , the factorization of 1 + b is unique.
The next corollary follows readily and is stated for completeness.
1 Refereing to the Australian physicist Rodney Baxter.
Corollary 10. Let (A, P ) be a complete filtered Rota-Baxter algebra. For the solutions u and u ′ in (17), we find the equations
where x and x ′ are solutions of Eqs. (18), respectively.
As a proposition we mention without giving further details the fact that, using the double Rota-Baxter product * P in (15) for θ = 1, we may write
where exp * P denotes the exponential defined in terms of the product in (15). This implies
corresponding to the first recursion, x = 1 − P (x b), in (18). Replacing the Rota-Baxter map P by the identity map, the above identity reduces to the geometric series for the element −b ∈ A 1 . Proofs of this identity in the commutative case have been given by quite a few authors, including the aforementioned Atkinson [Atk1963], Cartier [Car1972] , Kingman and Wendel [King1962, Wen1962] as well as Rota and Smith [RoSm1972] . In fact, Rota [Rota1969] showed that this identity is equivalent to the classical Waring identity relating monomial symmetric functions and fundamental symmetric functions.
Remark: Coming back to Lemma 7 respectively Eq. (10) we see immediately that in the case of a non-commutative Rota-Baxter algebra (A, P ) with idempotent and multiplicative RotaBaxter map P and thence necessarily of weight one, implying P (χ(a)) = P (a), for all a ∈ A 1 , we have the surprising result that the exponential solution to the recursion x = 1 − P (x b) in (18) can be written as a geometric series
.
Observe that the BCH-recursion χ disappeared after the first equality, since P (χ(a)) = P (a).
The normalization of the weight one Rota-Baxter map P to θP gives a Rota-Baxter map of weight θ. This implies the following modification of Proposition 8.
Proposition 11. For a weight θ = 0 Rota-Baxter operator P , the map χ in factorization (16) of Proposition 8 generalizes to
Similarly the recursion in Eq. (8) of Lemma 6 transposes into
Such that for all a ∈ A 1 we have the decomposition
The factors on the right hand side of Equation (25) are inverses of the unique solutions of the equations
where 1 + θb := exp(θa) in A.
From this proposition we arrive at
Corollary 12. Spitzer's identity for a complete filtered non-commutative Rota-Baxter algebra (A, P ) of weight θ = 0 is
We call χ θ the BCH-recursion of weight θ ∈ K, or simply θ-BCH-recursion. As we will see in the next part, the particular appearance of the weight θ in Eqs. (23,24) reflects the fact that in the case of weight θ = 0, henceP = −P , Atkinson's factorization formula (19) in Theorem 9 collapses to (28) xx
for any b ∈ A 1 , which is in accordance with (26) for θ → 0. . Remark: It should be clear that the decomposition in Eq. (25) in the above proposition is true for any complete filtered algebra A with filtration preserving linear map P andP θ := θid A − P . Hence, Eqs. (23-24) generalize Theorem 3. The Rota-Baxter property only enters in the last part with respect to the equations in (26), respectively Corollary 12.
2.3. The case of vanishing weight and the Magnus recursion. Regarding Eq. (28) in connection with the factorization in Eq. (25) for a weight θ = 0 Rota-Baxter algebra, it is interesting to observe the limit of θ going to zero in formula (24) for the θ-BCH-recursion. The terms in the BCH series on the right hand side of (24) vanish except for those which are linear with respect to the second variable. In general we may write C(a, b)
where H n (a, b) is the part of C(a, b) which is homogenous of degree n with respect to b. Especially, H 0 (a, b) = a. For n = 1 we have
(see e.g. [Go1982] ). Hence we get a non-linear map χ 0 inductively defined on the pro-nilpotent Lie algebra A 1 by the formula:
where P is now a weight zero Rota-Baxter operator. We call this the weight zero BCHrecursion. The coefficients b n := As a particular example we assume P to be the Riemann integral operator defined by P {a}(x) := x 0 a(y)dy, which is a Rota-Baxter map of weight zero, i.e., it satisfies the integration by parts rule P {a 1 }(x)P {a 2 }(x) = P a 1 P {a 2 } (x) + P P {a 1 }a 2 (x).
The functions a i = a i (x), i = 1, 2 are defined over R and supposed to take values in a noncommutative algebra, say, matrices of size n × n. Then we find
Let us write the terms in (32) explicitly P {a}(x) = Baxter's original motivation was to generalize the integral equation (37) f (x) = 1 + P {f a}(x)
corresponding to the first order initial value problem
with unique solution
by replacing the Riemann integral by another Rota-Baxter map P of non-zero weight θ (11) on a commutative algebra. The result is the classical Spitzer identity (21), which in the more general non-zero weight θ case takes the form
This follows form (27) with b = −a, since χ θ = id A in the commutative case. One readily verifies that the left-hand side of this identity reduces to the exponential exp P (a) , compare with (39), in the limit θ → 0.
To summarize, Proposition 11 generalizes Proposition 8 to non-commutative weight θ = 0 Rota-Baxter algebras. Corollary 12 describes an extension of Baxter's result on Spitzer's identity to general associative Rota-Baxter algebras of weight θ = 0, i.e., not necessarily commutative. The particular case of vanishing weight θ → 0 is captured by the following Lemma 13. Let (A, P ) be a complete filtered Rota-Baxter algebra of weight zero. For a ∈ A 1 the weight zero BCH-recursion χ 0 : A 1 → A 1 is given by the recursion in Eq. (29) χ 0 (a) = − adP χ 0 (a) 1 − e adP (χ 0 (a)) (a).
(1) The equation x = 1 − P (x a) has a unique solution x = exp − P (χ 0 (a)) .
(2) The equation y = 1 + P (a y) has a unique solution y = exp P (χ 0 (a)) .
Atkinson's factorization for the weight zero case, Eq. (28), follows immediately from the preceding lemma.
In view of example (32) the last lemma leads to the following corollary. Recall the work by Magnus [Mag1954] on initial value problems of the above type but in a non-commutative setting, e.g., for matrix-valued functions. He proposed an exponential solution 
Comparison with (29) (and also (30) and (31)) settles the link between Magnus recursion and BCH-recursion in the context of a vanishing Rota-Baxter weight, namely Corollary 14. Let A be a function algebra over R with values in an operator algebra. P denotes the indefinite Riemann integral operator. Magnus' Ω expansion is given by the formula
Hence, the θ-BCH-recursion (23) generalizes Magnus' expansion to general weight θ = 0 Rota-Baxter operators P by replacing the weight zero Riemann integral in F = 1 + P {aF }.
The following commutative diagram (45) summarizes the foregoing relations. Generalizing the simple initial value problem in (38) twofold. First we go to the integral equation in (37). Then we replace the Riemann integral by a general Rota-Baxter map and assume a noncommutative setting.
Hence, we start with a complete filtered non-commutative associative Rota-Baxter algebra (A, P ) of non-zero weight θ ∈ K. The top of (45) contains the solution to the recursive equation
for b ∈ A 1 which is given in terms of Spitzer's identity generalized to associative otherwise arbitrary Rota-Baxter algebras (27),
The θ-BCH-recursion χ θ is given in (24). The left wing of (45) describes the case when first, the weight θ goes to zero, hence reducing χ θ → χ 0 . This is the algebraic structure underlying Magnus' Ω-expansion. Then the algebra A becomes commutative which implies χ 0 = id A . The right wing of diagram (45) just describes the opposite reduction, i.e., we fist make the algebra commutative, which gives the classical Spitzer identity for non-zero weight commutative RotaBaxter algebras (40). Then we take the limit θ → 0.
w w n n n n n n n n n n n n n exp P χ 0 (b)
Both paths eventually arrive at the simple fact that equation (43) is solved by a simple exponential in a commutative weight zero Rota-Baxter setting. This is the general algebraic structure underlying the the initial value problem in (38) respectively its corresponding integral equation (37).
Renormalization in perturbative QFT
This section recalls some of the results from [EGK2004, EGK2005] . We derive Connes' and Kreimer's Birkhoff decomposition of Hopf algebra characters with values in a commutative unital Rota-Baxter algebra. For more details we refer the reader to [EG2005, EK2005, FGB2005, Man2001] .
In most of the interesting and relevant 4-dimensional quantum field theories (QFT), to perform even simple perturbative calculations, one can not avoid facing ill-defined integrals. The removal of these (ultraviolet) divergencies, or short-distance singularities, in a physically and mathematically sound way is the process of renormalization [Col1984] .
In the theory of Kreimer [Krei1998] , and Connes and Kreimer Feynman graphs as the main building blocks of perturbative QFT are organized into a Hopf algebra. In particular, Connes and Kreimer discovered a Birkhoff type decomposition for Hopf algebra characters with values in the field of Laurent series, which captures the process of renormalization. We will briefly outline an algebraic framework for this decomposition based on the above results of Spitzer and Atkinson.
We work in the setting of Connes and Kreimer [CK2000] . Recall that in the language of Kreimer for a given perturbative renormalizable QFT, denoted by F , we have a graded, connected, commutative, non-cocommutative Hopf algebra H F := (H := n≥0 H n , ∆, m H , ε H , S) of one-particle irreducible (1PI) Feynman graphs with coproduct ∆ defined by
Here the sum is over all 1PI ultraviolet divergent subgraphs γ in Γ and Γ/γ denotes the corresponding cograph. The decomposition of Γ in ∆(Γ) essentially describes the combinatorics of renormalization.
The space Hom(H F , C) of linear maps H F → C equipped with the convolution product f ⋆ g := m H •(f ⊗g)•∆ is an associative algebra with the counit ε H as unit. Hom(H F , C) contains the group G := Char(H F , C) of Hopf algebra characters, i.e., algebra homomorphisms, and its corresponding Lie algebra g := g F = ∂Char(H F , C) of derivations (infinitesimal characters). Feynman rules in F provide such an algebra homomorphism from H F to C.
In general, ultraviolet divergencies demand for a regularization prescription, where by introducing extra parameters, the characters become algebra homomorphisms, say for instance,
, the field of Laurent series (dimensional regularization scheme). We denote
the group of L-valued, or regularized, algebra homomorphisms. Hence, now the set of Feynman rules together with dimensional regularization amounts to a linear map from the set of 1PI Feynman graphs to L and hence an algebra homomorphism denoted by φ ∈ G L from H F to L. We will now make the connection to subsection 2.2. The field of Laurent series actually forms a commutative Rota-Baxter algebra (L, R) with the projector
to the strict pole part of a Laurent series as the idempotent weight-one Rota-Baxter map (minimal subtraction scheme). It was shown in [CK2000, Krei1998] that this setup allows for a concise Hopf algebraic description of the process of perturbative renormalization of the QFT F . To wit, Connes and Kreimer observed that Bogoliubov's recursive formula for the counter term in renormalization has a Hopf algebraic expression given by inductively defining the map
with φ − (Γ) = −R(Γ) if Γ is a primitive element in H F , i.e., contains no subdivergence. The mapR
for Γ ∈ ker(ε H ) is Bogoliubov's preparation map. This lead to the Birkhoff decomposition of Feynman rules found by Connes and Kreimer [CK1999, CK2000, CK2001, Krei1999], described in the following theorem.
Theorem 15. The renormalization of φ ren.
− − → φ + follows from the convolution product of the counter term φ − (46) with φ, φ + := φ − ⋆ φ, implying the inductive formula for φ +
Further, the maps φ − and φ + are the unique characters such that φ = φ −1 − ⋆ φ + gives the algebraic Birkhoff decomposition of the regularized Feynman rules character φ ∈ G L .
The following theorem describes the Birkhoff decomposition of Connes and Kreimer in Theorem 15 using the algebraic setting developed in the earlier sections. 
It is evident that one can replace the particular choice of the field of Laurent series L by any other commutative Rota-Baxter algebra with idempotent Rota-Baxter map. Proposition 8 provides us with a recursion for the renormalization of φ 
Recall that the inverse of φ ∈ G L is given by the composition with the antipode, φ −1 = φ • S.
We should mention that in recent work [EGGV2006, EG2005] the first two authors showed, together with J. M. Gracia-Bondía and J. C. Várilly, how the combinatorics of perturbative renormalization can be represented by matrix factorization of unipotent upper (lower) triangular matrices with entries in a commutative Rota-Baxter algebra. As we have seen above such triangular matrices provide a simple example of a complete filtered Rota-Baxter algebra.
Normal exponentials
In this section we consider now the factorization of formal exponentials described by Barron, Huang and Lepowsky in [BHL2000] in the context of the BCH-recursion map χ. Let us first recall their notations and results.
Let g be a Lie algebra with a decomposition g − ⊕ g + of the underlying vector space. Equivalently, there is an idempotent linear map P : g → g. Then we have the corresponding decomposition of the complete Lie algebra
Consider the (restriction of the) BCH map
Theorem 18.
[BHL2000]
(1) (Factorization Theorem of Barron-Huang-Lepowsky) The map
is bijective. The theorem of Barron, Huang and Lepowsky generalizes a well-known result in the case when g is a finite-dimensional Lie algebra over R or C. In this special case, the proof was obtained by a geometric argument on the corresponding Lie group. Actually, their proof is algebraic, making use of a more precise expression of C(x, y) and the gradings given by s and t. We will show here how to derive this result from Theorem 4. We also show that this theorem gives an answer to Problem 19. 
is bijective with inverse
Then to prove Theorem 18, we only need to show
Let us now prove the inclusion χ(V ) ⊆ V , i.e.,
by using the definition of BCH-recursion: for any v ∈ V , χ(v) is the limit of χ (n) (v) (for the topology defined by the filtration) recursively defined by χ (0) (v) = v and
It is clear, from the same argument as above, that χ (n−1) (v) ∈ V implies χ (n) (v) ∈ V , so χ (n) (v) ∈ V for any n by induction. We then deduce χ(v) ∈ V by taking the limit, as V is closed. We deduce immediately from this inclusion that
(2) Recall that the map Ψ in Theorem 18. (2) is given by the following diagram
Here again σ is just the identity map
Then the proof of part (2) follows from part (1). Part (3) is readily verified.
Combinatorial Hopf algebras
In Section 3 we applied the factorization property of the BCH-recursion χ together with the Rota-Baxter relation to Hopf algebras, in the context of the Hopf algebraic description of renormalization by Connes and Kreimer. This section consists of another application of χ to connected graded Hopf algebras. We analyze explicitly the even-odd decomposition of Aguiar, Bergeron, and Sottile [ABS2003] .
For a connected graded Hopf algebra (H = ⊕ n≥0 H n , ∆, m, ε, S), we define the grading operator Y (h) := |h|h := nh, for a homogeneous element h ∈ H n , and extend linearly.
The grading on H defines a canonical involutive automorphism on H, denoted by : H → H, h := (−1) |h| h = (−1) n h, for h ∈ H n . It induces by duality an involution on Hom(H, K),
H naturally decomposes into H − := n>0 H 2n−1 and H + := n≥0 H 2n on the level of vector spaces
As a remark we mention that H + is a subalgebra of H, whereas H − is just a subspace, hence neither π − nor π + := id H − π − are Rota-Baxter maps. Instead, we have
The set of characters G := Char(H, K), i.e., multiplicative maps φ ∈ Hom(H, K), forms a group under convolution, defined by
for f, g ∈ Hom(H, K). A character φ ∈ G is called even if it is a fixed point of the involution, φ = φ, and is called odd if it is an anti-fixed point, φ = φ −1 = φ • S. The set of odd and even characters is denoted by G − , G + , respectively. Even characters form a subgroup in G.
Whereas the set of odd characters forms a symmetric space. The following theorem is proved in [ABS2003] .
Theorem 22.
[ABS2003] Any φ ∈ Char(H, K) has a unique decomposition φ = φ − ⋆ φ + with φ − ∈ G − being an odd character, and φ + ∈ G + being an even character.
Both projectors π − : H → H − and π + : H → H + lift to Hom(H, K). Implying for the complete filtered Lie algebra g := ∂Char(H, K), with filtration from H, the direct decomposition g = g − ⊕ g + into the Lie subalgebra g + and the Lie triple system g − . Such that for any Z ∈ g, we have Z = Z − + Z + , Z ± ∈ g ± unique. Then by Theorem 3, there is a BCH-recursion, χ : g 1 → g 1 such that, for any φ = exp(Z) ∈ Char(H, K), Z ∈ g 1 , we have
Here the exponential is defined with respect to the convolution product, exp(Z) := n≥0 Z ⋆ n n! , but we will skip the ⋆ in the following to ease the notation.
Theorem 23. The even-odd factorization of a character in Theorem 22 coincides with the factorization in item (1) of Theorem 3.
The proof follows from the following properties of the involution : H → H. Recall the definition of an algebra involution on an algebra A, which is an algebra homomorphism  : A → A such that  2 = id A . Dually, define now a coalgebra involution to be a linear map  on a coalgebra C such that  2 = id C and ( ⊗ )
Lemma 24. Let H be a connected filtered Hopf K-algebra. Let  : H → H be a coalgebra involution preserving the filtration. Then by pre-composition,  defines an algebra involution, still denoted by , on the filtered algebra A := Hom(H, K) that preserves the filtration.
Proof. For h ∈ H, we have
So  : A → A is an algebra homomorphism. Clearly,  preserves the filtration and  2 = id.
Lemma 25. Let  be an algebra involution on the complete filtered algebra A that preserves the filtration.
(1) If (a) = ±a for a ∈ A 1 , then (exp(a)) = exp(±a).
(2) Let A 1,± := {a ∈ A 1 (a) = ±a} and G ± := {η ∈ 1 + A 1 (η) = η ±1 }. Then exp A 1,− = G − and exp A 1,+ = G + .
Proof. Since  preserves the filtration,  is a continuous map with respect to the topology defined by the filtration. So for any a ∈ A 1 , we have We should remind the reader that the results of Proposition 8 do not apply here. We cannot calculate the exponentials φ ± using Spitzer's recursions in (18), since neither the projector π + nor π − are of Rota-Baxter type. Nevertheless, the particular setting allows for a significant simplification of the BCH-recursion. In fact, using that φ ± ∈ G ± hence φ − = φ 
Polar decomposition
The factorization of Aguiar et al. in the context of connected graded Hopf algebras is related to a general result elaborated in more detail in [MQZ2000, MQZ2001] and [Zan2004] . There it is shown that any connected Lie group G, together with an involutive automorphism σ on G allows locally for a decomposition similar to the above one.
We will briefly outline the setting of [MQZ2000, MQZ2001, Zan2004] and show that our BCH-recursion provides an efficient mean for calculations. We should stress that the BCHrecursion approach gives only formal series. Let G be a connected Lie group, and g its corresponding Lie algebra. We assume the existence of an involutive automorphism σ on G. Let G − := {ψ ∈ G | σ(ψ) = ψ −1 } denote the symmetric space of anti-fixed points of σ, and by G + := {ψ ∈ G | σ(ψ) = ψ} we denote the subgroup of fixed points of σ. Also we denote by π ± the lifted projections on g corresponding to σ. Hence for the Lie algebra g we have the direct decomposition in terms of the images of these projectors, g = g − ⊕ g + , where π + (g) =: g + is a Lie subalgebra and π − (g) =: g − a Lie triple system. In this setting Munthe-Kaas et al. derive a differentiable factorization of ψ = exp(tZ) ∈ G, Z ∈ g for sufficiently small parameter t. Using the additive decomposition of g in terms of the projectors π ± corresponding to σ, the factors, ψ ± (t) := exp X ± (Z; t) in ψ(t) = ψ − (t)ψ + (t) are calculated solving differential equations in t. This way explicit complicated recursions are derived for the terms in X ± (Z; t) = i>0 X (i) ± (Z) t i , using the relations between the spaces g ± , i.e.,
The results coincide with those following by the simpler BCH-recursion map χ (2), which we state here again χ(Z) = Z − BCH π − (χ(Z)), π + (χ(Z)) , or Eq. (8) respectively its simple closed form in Eq. (50). The π ± projections of the first three terms of χ(Zt) = t k≥0 χ (k) (Z)t k are π ± (χ (0) (Z)) = Z ± and for the next two non-trivial parts (6,7) we find in order t 
