The Impact of Saharan Dust on Atlantic Convective Systems: A Case Study by Liang, Jianyu
 
 
 
THE IMPACT OF SAHARAN DUST ON ATLANTIC 
CONVECTIVE SYSTEMS: A CASE STUDY 
 
 
JIANYU LIANG 
 
A DISSERTATION SUBMITTED TO 
THE FACULTY OF GRADUATE STUDIES 
IN PARTIAL FULFILLMENT OF THE REQUIREMENTS 
FOR THE DEGREE OF 
DOCTOR OF PHILOSOPHY 
 
GRADUATE PROGRAM IN EARTH AND SPACE SCIENCE 
YORK UNIVERSITY 
TORONTO, ONTARIO 
 
 
August 2018 
© Jianyu Liang, 2018 
ii 
 
Abstract 
 
Tropical weather systems such as the African Easterly Waves (AEWs), the African Easterly 
Jet (AEJ), and tropical cyclones usually interact with the Saharan Air Layer (SAL) and mineral 
dust aerosols embedded in the SAL. Previous studies have debates about the strength and even the 
direction of the impact from the dust and SAL on the development of the tropical systems. In this 
study, the sole impact from the dust on a hurricane is quantified using carefully designed numerical 
experiments.  
Hurricane Earl (2010) was originated from an AEW disturbance over Africa. It was 
influenced by the dusty SAL especially in its early development stage. We conduct numerical 
experiments using the Weather Research and Forecasting model coupled with Chemistry (WRF-
Chem) to simulate Hurricane Earl (2010) starting from a weak disturbance.  
Experiments with 36-km resolution show that without moist convection, dust slightly 
weakens the low-pressure system in North Africa by cooling the atmosphere. This scenario mainly 
results from a reduction of the boundary layer heating during the daytime and from the 
enhancement of the outgoing longwave radiative cooling during the nighttime. The zonal mean of 
the AEJ is intensified slightly (less than 1m/s) in its southern part and weakened in its northern part 
when dust is included in the model. Adding dust weakens the AEWs at 850 hPa and 600 hPa levels 
and the tropical cyclone.  
High-resolution (4-km) cloud-resolving model experiments show that dust deepens the 
system slightly but does not affect the track. In the tropical low stage, dust increases the low-level 
cloud at 1-2 km height. It reduces rainfall in the outer edge of SAL region between 250 km to 350 
km radii while it increases rainfall in the inner edge at around 200 km. The associated latent heat 
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release shifts the updraft radially inward. The dynamical consequence is the acceleration of the 
tangential wind and the mid-level circulation. In the tropical depression stage, adding dust increases 
the number of cloud droplets in most of the regions and enhances the convection around the center, 
which generates more ice, snow, and rain. Overall, the impact of dust aerosols on Earl is small, the 
center minimum sea-level pressures only differ by less than 1 hPa at the end of the simulation. This 
suggests that pure meteorological model may be sufficiently accurate to forecast hurricanes if the 
dynamical and thermodynamical features of the SAL are properly described.  
In order to predict aerosols, one can use a simple chemistry model such as GOCART which 
only has aerosol direct effects. Using the Ensemble Kalman Filter (EnKF) to assimilate 
conventional observations and MODIS aerosol optical depth (AOD) data, both forecasts of the 
track of the storm and the aerosol can be improved.  
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 Introduction 
 
Tropical cyclone (TC) is a rotating system with low-pressure center and organized 
thunderstorms. Under some favorable conditions, it can evolve into a hurricane with maximum 
sustained wind speeds of at least 119 km/h (74 mph). Since tropical cyclones can severely interrupt 
people’s lives by bringing heavy rain, flood and high winds to the coastal region, it is essential to 
improve the accuracy of the tropical cyclone forecast. Over the years, the forecasts have been 
significantly improved due to the increased scientific understanding of the tropical convective 
systems and the development of forecast techniques. Tropical cyclones developed on the eastern 
Atlantic Ocean may be impacted by many factors such as the African Easterly Jet (AEJ), African 
Easterly Waves (AEWs), the Saharan Air Layer (SAL), and aerosols inside the SAL (Figure 1-1 
and Figure 1-2). Many studies have investigated how these factors involved in the development of 
tropical cyclones. An overview of them will be given in the following sections. 
 
 (a)       (b) 
  
Figure 1-1. (a) Satellite image and (b) schematic diagram of major synoptic and mesoscale systems in tropics 
and subtropics. (The COMET program/ UCAR 2017). 
 
Sahel region 
Sahara Desert 
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Figure 1-2. SAL conceptual model illustrates the following properties: geographic location of the African 
continent, ITCZ, dust plume, surface flow (solid yellow arrows), particle trajectories (dashed yellow arrows), 
mid-level easterly jet (thick red arrow), 700 hPa wave axis (thin red arrow), regions of convection, and the 
rise of the SAL base to the west (Karyampudi et al. 1999). 
 
 
1.1 African Easterly Jet and African Easterly Waves  
 
In North Africa, on the poleward side of Sahel region (~15oN), the atmosphere over the 
Sahara Desert is dry, hot, and well mixed in the boundary layer. A thermal low is usually located 
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over this region. On the other hand, on the equatorial side of the Sahel region, the air is relatively 
cool and moist. Therefore, there is a positive meridional temperature gradient below the 600-700 
hPa level. The temperature gradient is opposite above that level. Due to the thermal wind balance, 
a maximum easterly wind, i.e. AEJ, is located in the lower troposphere at 600-700 hPa layer and 
over 15-17oN region (Figure 1-3). AEJ normally confines to the area between 15oE and 20oW 
because the meridional temperature gradient is weaker on the west coast of Africa. The wind speed 
of AEJ can reach up to 12-15 m/s (Carlson 1969a; Burpee 1972; Thorncroft and Blackburn 1999). 
Many factors can affect the maintenance of AEJ. For example:  
(1) AEJ is sensitive to the radiation, surface temperature, humidity gradient (Thorncroft and 
Blackburn 1999), orography, and soil moisture (Wu et al. 2009).  
(2) The presence of Saharan dust may impact the location and the intensity of AEJ because 
dust can change the temperature gradient due to its direct radiative effect (Reale et al. 2011a; 
Tompkins et al. 2005). The basic state (zonal mean) of AEJ can move vertically or meridionally 
under different temperature profiles over the Saharan dry region. 
(3) Convective systems such as squall lines can intensify AEJ by the rear-to-front flow below 
the trailing stratiform (Diongue et al. 2002). 
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Figure 1-3. Idealized cross section of thermally direct, ageostrophic meridional circulation and its position 
relative to the mid-tropospheric easterly jet, adapted from Burpee (1972).  
 
AEWs are westward propagating synoptic-scale disturbances that develop over North Africa 
from June to October with a period of 3-4 days and wavelength of 2000-4000 km (Burpee 1972; 
Thorncroft et al. 1994). They reach maximum intensity at about 600-700 hPa (Carlson 1969a; 
Burpee 1972). AEWs are often first observed in the east of Africa, and they then propagate to the 
west at a speed of around 8 m/s. Convective activities sometimes occur ahead of the AEW trough 
or its maximum vorticity region (Redelsperger et al. 2002; Brammer and Thorncroft 2017; Carlson 
1969b; Diongue et al. 2002). Some waves experience decay once they move further to the west 
coast of Africa because they encounter the relatively cool temperature over the ocean (Burpee 1972; 
Thorncroft and Hodges 2001). However, some waves can develop into tropical cyclones under 
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favorable conditions. AEWs can be responsible for half of the cyclone activities in the eastern 
Atlantic Ocean (Burpee 1972; Thorncroft et al. 1994). 
AEWs are triggered convectively and grow through the mixed baroclinic and barotropic 
instability mechanism associated with AEJ (Burpee 1972; Thorncroft et al. 1994; Thorncroft and 
Hodges 2001). “Charney-Stern instability criterion” is the necessary condition for barotropic and 
baroclinic instability. The criterion states that for an unstable flow to occur, either: (a) potential 
vorticity gradient on a constant pressure surface changes sign in the fluid interior while the 
temperature gradient is close to zero at the lower boundary, or (b) the potential vorticity gradient  
everywhere and the temperature gradient at the lower boundary have opposite signs (Charney and 
Stern 1962; Thorncroft et al. 1994; Burpee 1972).  
AEWs typically have two circulation centers, one to the south of AEJ around 600 hPa and 
one to the north around 850 hPa (Pytharoulis and Thorncroft 1999) (Figure 1-4). To the south of 
AEJ, there is positive potential vorticity gradient at 600 hPa resulting from ITCZ heating 
(Thorncroft and Blackburn 1999). Together with a negative potential vorticity gradient at the jet 
core and the zero temperature gradient at the lower boundary, the “Charney-stern instability 
criterion” is satisfied. AEWs grow significantly at this level (Figure 1-5). Disturbances at this level 
may form over as far as Ethiopian highlands or in the region west of 20oE. Waves grow due to 
barotropic and baroclinic instability as they move westward. Clouds are formed and organized once 
they reach the region between 10oE and the west coast of Africa, where they encounter the moist 
air from the ocean (Carlson 1969b; Burpee 1972). AEWs can also be amplified by latent heat 
release over the sea just off the west coast of Africa. But they may also decay further to the west 
due to relatively cool SST or wave dispersion (Carlson 1969b; Thorncroft and Hodges 2001). 
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Figure 1-4. Schematic of the meridional gradients of PV (𝜕𝑞/𝜕𝑦), the low-level meridional gradient of 
potential temperature (𝜕𝜃/𝜕𝑦), and their interactions (indicated by the arrows) over North Africa. The plus 
(+) and minus (-) signs denote positive and negative values. Adapted from Pytharoulis and Thorncroft 
(1999). 
 
 
 
 
 
Figure 1-5. Climatological tracking statistics at 600 hPa based on the ERA data (1979–93) and the ECMWF 
analyses (1994–98). Genesis density per unit area (~106 km2) per season (MJJASO), shading for values 
greater than 5. Adapted from Thorncroft and Hodges (2001). 
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  In the core of the AEJ and on its poleward side, the meridional gradient of potential 
vorticity is negative while the temperature gradient at the lower boundary is positive (Figure 1-4). 
This configuration also satisfies “Charney-Stern instability criterion”. The northern AEW 
circulations may grow due to baroclinic instability and orographic process in the region 
(Pytharoulis and Thorncroft 1999; Thorncroft and Hodges 2001; Thorncroft et al. 1994). Genesis 
density plot shows that AEWs in this region reach maximum intensity around 850 hPa (Figure 1-6). 
AEWs in this region generally start to decay before they reach the coast while some waves can 
move across AEJ to the south (Ross and Krishnamurti 2007).   
Despite often being part of the same AEW structure, they impact the weather and climate 
differently. The southern circulations form and move to the west. With moist convection, they are 
more responsible for tropical cyclogenesis. While the northern circulations are mainly associated 
with dry convective processes in Sahara area. When they propagate westward into the ocean, they 
bring dry and dusty Saharan air, known as SAL, that may influence AEW and TC development. 
AEWs can merge, split and dissipate when they reach the ocean (Reed et al. 1988; Ross and 
Krishnamurti 2007).  
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Figure 1-6. Climatological tracking statistics at 850 hPa based on the ERA data (1979–93) and the ECMWF 
analyses (1994–98). Genesis density per unit area (~106 km2) per season (MJJASO), shading for values 
greater than 5. Adapted from Thorncroft and Hodges (2001). 
 
 
1.2 Saharan Air Layer Impacts Tropical Weather Systems 
 
Originated from North Africa, Saharan Air Layer (SAL) is an elevated layer of warm, dry 
and dusty air. Under the influence of easterly wind, the air mass moves westward off the North 
African coast and it covers a large region in the North Atlantic Ocean (Figure 1-7) (Dunion and 
Velden 2004; Burpee 1972). SAL usually forms from late spring to early fall. When its active 
period overlaps with the hurricane season, it potentially influences the evolution of Atlantic tropical 
cyclones.  
SAL usually contains small dust particles with size ranging from 0.1 to 5 μm. They can be 
carried away for a very long distance along with the warm air by the easterly wind (Satheesh and 
Moorthy 2005). Dust affects the characteristic of the SAL by radiative effect and microphysical 
effect which we will discuss later. 
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Previous observational and modeling studies show that SAL or dust aerosols can impose 
positive or negative, or unclear impacts on the development of tropical convective systems. Table 
1-1 summarizes some studies. Detailed discussions will follow.  
 
 
Figure 1-7. Example of a split window "SAL" image (CIMSS/ University of Wisconsin-Madison). 
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Table 1-1. Summary of previous studies on the impact of SAL and/or dust on AEWs or tropical convective 
systems. 
Method Positive impact Negative impact Unclear or little impact 
Observation  
and  
re-analysis 
SAL has a positive 
impact on AEWs 
(Burpee 1972) 
 
Dust has a positive 
impact on AEWs (Jones 
et al. 2004; Hosseinpour 
and Wilcox 2014)  
 
 
 
SAL has a negative impact on 
TCs   (Dunion and Velden 2004a; 
Sun et al. 2008) 
 
SAL has a negative impact on 
convections (Wong and Dessler 
2005; Ismail et al. 2010; Sun et al. 
2008)  
 
Dust has a negative impact on 
AEWs  (Jury and Santiago 2010)  
 
Dust has a negative impact on 
TCs  (Sun et al. 2008; Evan et al. 
2006) 
 
Positive or negative (Shu 
and Wu 2009)  
 
SAL has a negative 
impact on TCs at the 
early stage, but no impact 
later (Braun and Sippel 
2013)  
 
Unclear (Braun 2010)  
 
Idealized 
Simulation 
Dust has a positive 
impact on AEW 
(Grogan et al. 2016; Ma 
et al. 2012)  
Dust has a negative impact on TC 
(Zhang et al. 2007a) 
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Real case 
simulation  
SAL has a positive 
impact on AEW, but 
dust has a negative 
impact on AEW 
(Karyampudi and 
Carlson 1988)  
 
Dust has a positive 
impact on AEW 
(Lavaysse et al. 2011) 
SAL has a negative impact on  
AEW (Vizy and Cook 2009; 
Reale et al. 2009)  
 
SAL has negative impact on TC 
(Wu et al. 2006; Jones et al. 2007; 
Sun et al. 2009)  
 
Dust has a negative impact on TC 
(Reale et al. 2014; Chen et al. 
2010)  
SAL has a negative 
impact on TCs at the 
early stage, but no impact 
later (Sippel et al. 2011; 
Braun and Sippel 2013)  
 
 
1.2.1 Negative impact   
 
The mechanisms that the SAL suppresses the development of convective systems are:  
a) Enhanced low-level temperature inversion (Dunion and Velden 2004; Wong and Dessler 
2005; Jury and Santiago 2010; Ismail et al. 2010; Sun et al. 2009): The temperature in the SAL is 
warmer than the average tropical sounding. This temperature anomaly enhances the trade wind 
inversion and suppresses vertical motion in AEWs. These are unfavorable to the development of 
TCs.  
b) Dryer layer (Dunion and Velden 2004; Wong and Dessler 2005; Wu et al. 2006; Vizy and 
Cook 2009; Ismail et al. 2010; Jones et al. 2007; Sun et al. 2009): Dryness associated with the SAL 
increases evaporation. This will generate negative buoyancy and create the downdraft. It also 
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reduces convective available potential energy (CAPE). Numerical simulations show that dry air 
from the SAL slows down the intensification of a TC at its early stage (Sippel 2011).  
c) Stronger vertical wind shear (Dunion and Velden 2004; Wu et al. 2006; Vizy and Cook 
2009; Jury and Santiago 2010; Jones et al. 2007; Sun et al. 2009; Chen et al.  2010): The AEJ is 
usually located at the southern edge of the SAL. Its intensity is determined by the horizontal 
temperature gradient between the warm SAL and cool tropical air to the south. Stronger AEJ brings 
stronger vertical wind shear in this region, which is unfavorable for TC development.  
d) Dust direct radiative effect: Dust aerosols inside the SAL absorbing shortwave radiation 
enhances the warm temperature anomaly. The low-level temperature inversion in enhanced. The 
increased stability is less favorable to TC development. The warm temperature anomaly also 
increases the vertical wind shear which suppresses TC development (Chen et al. 2010). Sea-surface 
temperature (SST) is cooler because dust reduces solar insolation at the ocean surface (Foltz and 
McPhaden 2008; Yoshioka et al. 2007; Evan et al. 2012; Jury and Santiago 2010).  
e) Dust indirect effect: Dust act as cloud condensation nuclei (CCNs) which decrease the 
average size of cloud droplets and increase their number. The precipitation is reduced (Jury and 
Santiago 2010). 
 
 
1.2.2 Positive impact 
 
a) The SAL promotes convection on its southern edge and enhances AEWs.  More prominent 
SAL leads to larger differential heating that is more favorable to the growth of AEWs. Numerical 
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model studies indicate that representation of the SAL in the initial conditions is important for the 
development of AEWs (Karyampudi and Carlson 1988).  
b) Dust enhances AEWs. Using 12 years of satellite data, Hosseinpour and Wilcox (2014) 
found that dust AOD is positively correlated with AEW activities in the downstream offshore 
region. Model simulations also show that dust strengthens the AEJ and AEWs because dust 
increases baroclinicity by absorbing solar radiation (Lavaysse et al. 2011). Idealized model 
experiments indicate that AEW is intensified when dust radiative process is included in the model, 
which increases the barotropic and baroclinic energy conversion (Ma et al. 2012; Grogan et al. 
2016). After analyzing statistically 22 years of dust data from a global transport model and 
NCEP/NCAR analysis increment data, Jones et al., (2004) suggested that dust modulates the 
amplification of AEWs.  
 
1.2.3 Positive/negative or unclear 
 
a) SAL can have both positive or negative effects on TC development depending on its 
relative location and time to the TC. Observational studies show that the SAL favors TC 
development when it is located in the northwest quadrant of TC, but it negatively impacts TC when 
the dry air intrudes within 360 km of the TC center. The SAL may intensify TCs in their earlier 
stage, but weaken them later (Shu and Wu 2009). 
b) Warm temperature associated with the SAL may not change the convection south of its 
border (Braun 2010). Although the warm temperature within the SAL increases the stability of the 
region (Dunion and Velden 2004), it may have limited impact on the convection developed south 
of the SAL (Braun 2010). 
14 
 
c) Dry air from the SAL does not necessarily inhibit hurricane. The dry air can be associated 
with the strongest hurricane which is less susceptible to entrainment of dry air (Sippel 2011). In 
addition, dry air does not necessarily only come from SAL, it can come from the air above SAL 
(Braun 2010; Hopsch et al. 2010; Brammer and Thorncroft 2017). Dry air from Sahara is only 
confined in the low level (below 700-600 hPa). In the mid-level between 600 and 400 hPa, the 
humidity is increased due to deep convection over this region. In the subtropical and eastern 
Atlantic regions, the low relative humidity in the mid-level and upper-level can come from the 
large-scale descent. 
d) The AEJ does not necessarily strengthen or weaken TC development (Braun 2010). The 
AEJ intensities in the developing TC and non-developing TC scenarios are similar although the 
AEJ in the developing TC can be 2 m/s larger than that in the non-developing TC case after the 
cyclogenesis. The vertical wind shear brought by the AEJ may only negatively impact its 
underlying region. But it can be favorable to TC development to its south by providing positive 
vorticity (Braun 2010). This might be the reason why different conclusions are made by different 
studies based on the relative position of the TC development and the SAL. 
e) There are no significant differences in SAL features for strengthening and weakening 
storms (Braun 2010)  
f) The SAL may only have impacts on TC development at the early stage. Dryness from the 
SAL slows down the development of TC in its pre-depression and depression stages, but it has no 
effect later (Sippel 2011; Braun and Sippel 2013). Other factors such as SST have more influence 
on the development of TC.  
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1.3 Aerosol, Cloud, and Precipitation  
 
Discussions in the previous section focus on how the dynamic and thermal dynamic features 
of the SAL and the associated dust aerosols might change the development of tropical convective 
systems. In this section, how dust and other types of aerosols impact the microphysical processes 
in the atmosphere is specifically discussed.  
 
1.3.1 Aerosols in Cloud Physics 
 
Aerosols can act as cloud condensation nuclei (CCN) (Jones et al. 1994; Twohy et al. 2009). 
The effectiveness of aerosols as CCN depends on their size, composition, mixing state, and ambient 
environment (IPCC 2007). Aerosols can be categorized into soluble aerosols (such as sulfate, sea 
salt) and insoluble aerosol (such as dust).  
(1) For soluble aerosols, Köhler theory explains the growth process of a particle. The Köhler 
equation is  
𝑙𝑛⁡(
𝑝𝑤(𝐷𝑝)
𝑝0
) =
4𝑀𝑤𝜎𝑤
𝑅𝑇𝜌𝑤𝐷𝑝
−
6𝑛𝑠𝑀𝑤
𝜋𝜌𝑤𝐷𝑝
3          (1.1) 
where  𝑝𝑤  is the droplet water vapor pressure, 𝑝
0⁡is the corresponding saturation vapor pressure 
over a flat surface, 𝜎𝑤 is the droplet surface tension, 𝜌𝑤⁡is the density of pure water, 𝑛𝑠 is the modes 
of solute, 𝑀𝑤 is the molecular weight of water, 𝐷𝑝 is the cloud drop diameter, T is the temperature 
in Kelvin, and R is the gas constant. 
 The Köhler curve is drawn based on this equation (Figure 1-8). The peak value is defined as 
the critical supersaturation at the critical diameter. If the supersaturation of the environment 
exceeds the critical supersaturation, the particle will be activated; it will then grow rapidly and 
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become a cloud droplet. Particles with larger dry diameters have larger critical diameters and lower 
critical supersaturation. Hence, larger particles are easier to grow under the same supersaturation 
in the environment.  
 
 
Figure 1-8. Köhler curves for NaCl particles with dry diameters of 0.05, 0.1, and 0.5𝜇𝑚 at 293K (Kohler 
1936; Seinfeld 2006).  
 
 (2) For a mixture of soluble and insoluble aerosols (dust, elemental carbon, etc.), assuming 
the insoluble portion does not interact with water, a modified Köhler equation is:   
𝑙𝑛⁡(
𝑝𝑤(𝐷𝑝)
𝑝0
) =
4𝑀𝑤𝜎𝑤
𝑅𝑇𝜌𝑤𝐷𝑝
−
6𝑛𝑠𝑀𝑤
𝜋𝜌𝑤(𝐷𝑝
3−𝑑𝑢
3)
         (1.2) 
where du is the diameter of the insoluble material. 
We can see that the effect of insoluble material is to increase the concentration of soluble 
material for the same overall droplet diameter, which makes the solute effect more significant.  
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Although dust particles are insoluble, they sometimes contain some hygroscopic materials 
from the emission source, or they interact with other hygroscopic aerosols.  In such case, dust can 
also be a good source of CCN, especially in regions near the dust source (Figure 1-9) (Karydis et 
al. 2011; Twohy 2015; Twohy et al. 2009).  
 
 
Figure 1-9. Predicted annual mean contribution (%) of mineral dust to total CCN for 0.4% supersaturation 
for the lowest cloud-forming level (960 hPa). White represents areas that are free of warm clouds throughout 
the year (Karydis et al. 2011). 
 
In addition to acting as CCN, dust aerosols can become ice nuclei (IN) (Sassen et al. 2003; 
Twohy et al. 2009; Twohy 2015). Dust enhance the formation of ice crystal and change the 
precipitation pattern (Smoydzin et al. 2012). Observational studies show that dust particles can be 
wrapped into the anvil of tropical storms and become the dominant aerosols in that area (Twohy 
2015). However, the amount of dust in the TC anvil is much less than that in the SAL. Not all dust 
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particles are wrapped inside the anvil; even if they do, many of them may have been precipitated 
before they reach the cloud anvil.  
 
1.3.2 Aerosols decrease precipitation 
 
As more aerosols become CCN, they increase the number of cloud droplets. For the same 
amount of water content, the droplets compete each other and decrease the average cloud droplet 
size (Lohmann and Feichter 2001; Haywood 2000; IPCC 2007; Twohy et al. 2009). Large cloud 
droplets grow faster and rain out earlier if they collect other small cloud droplets. Reducing the 
size of cloud droplets after adding aerosols leads to the reduction in precipitation. Both 
observational and modeling studies support this mechanism (Chapman et al. 2008; Mahowald 
2003).  
Dust particles can be a good source of CCN if they contain soluble component (Karydis et 
al. 2011; Twohy et al. 2009). There is a positive correlation between dust and low thin cloud in the 
west coast of North Africa (Mahowald 2003). The precipitation is suppressed in the Saharan dusty 
region due to little coalescence (Rosenfeld et al. 2001). In addition, more anthropogenic aerosols 
produce more thin cloud and reduce precipitation (Givati et al. 2004; Chapman et al. 2008). 
 
1.3.3 Aerosols increase precipitation 
 
Although small dust particles and anthropogenic aerosols suppress precipitation, when dust 
particles are coated with sulfate and other aerosols from evaporation of cloud droplets, they can act 
as giant cloud condensation nuclei (GCCN) and increase precipitation. With a maximum diameter 
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of 3.8-6 µm, large dry salt-dust CCN requires less supersaturation to be activated. They grow 
rapidly at the expense of the smaller droplets by diffusion and by collision-coalescence (Rudich 
2002). Thus, the warm rain precipitation process will be faster (Levin et al. 2005; Yin et al. 2002; 
Levin et al. 1996; Rudich 2002; Karydis et al. 2011). This effect is more significant in the 
continental clouds, but not significant in the maritime-type clouds (Levin et al. 2005). Smoydzin 
et al. (2012) showed that the role of GCCN in the enhancement of precipitation is small. They also 
found that dust aerosols enhance the formation of ice crystals. The total amount of precipitation 
does not change significantly except in the mountain region where the glaciation of clouds by 
orographic ascent leads to a local enhancement of rainfall.  
Sea salt itself is also a giant aerosol which can grow large enough to collect small droplets. 
Thus, it accelerates the precipitation at the beginning of the warm rain process (Johnson and 
Johnson 1982). 
 
1.4 Aerosol Radiative Effect 
 
Dust inside the SAL can alter radiative forcing, which in turn may impact tropical convection. 
Starting with aerosols radiative effect as general, we discuss the dust radiative effect. 
In the earth-atmosphere system, radiative forcing is defined as “measure of the influence a 
factor has in altering the balance of incoming and outgoing energy in the Earth-atmosphere system 
and is an index of the importance of the factor as a potential climate change mechanism.” (Bernstein 
et al. 2007). Radiative forcing comes from changes in the incoming solar radiation, volcanic 
eruption, active gas, aerosols, etc. (Seinfeld 2006). The radiative forcing is calculated using the 
change of the radiation flux at different levels in the earth-atmosphere system.  
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Aerosols can scatter and absorb the radiation. The ratio of scattering efficiency to the 
extinction efficiency is called single-scattering albedo (w). The ratio can determine the relative 
importance of scattering and absorbing of aerosols. Different chemical components of aerosols 
have different abilities to scatter and absorb radiation. A complex refractive index N=n+ik can be 
used to measure those effects. The real part n represents the scattering effect while the imaginary 
part k represents the absorption effect. Negative imaginary part means the aerosol absorbs the 
radiation. Refractive index is also a function of the wavelength of the radiation. The extinction 
coefficient also depends on the radius of the particles and the wavelength of the radiation.  
Aerosol positive forcing indicates that the earth-atmosphere system receives more energy 
when the aerosol is present while the negative forcing is the opposite. The aerosol radiative forcing 
can be categorized into aerosol direct effect, semi-direct effect, and indirect effect.   
The aerosol radiative effects have been investigated by many studies. Although observations 
cannot evaluate these radiative effects directly, they do reveal that cloud and precipitation patterns 
in areas with different aerosol concentrations are different. This can indirectly reveal the 
mechanism of radiative effects. Many numerical simulations were conducted to study these effects 
using global climate models (GCM) and high-resolution models with fully interactive aerosol-
cloud feedback mechanism (e.g. Gustafson et al. 2007). 
 
1.4.1 Aerosol direct radiative effect 
 
 “The direct effect is the mechanism by which aerosols scatter and absorb shortwave and 
longwave radiation, thereby altering the radiative balance of the earth-atmosphere system,” 
according to IPCC report (IPCC 2007). The direct radiative effect of aerosols is evaluated at 
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different altitudes: at the top of the atmosphere (TOA), in the atmosphere and at the surface. 
Radiative forcing at TOA is the sum of radiative forcing within the atmosphere and at the surface. 
Within each category, we can further classify the direct effect into shortwave direct effect and 
longwave direct effect. 
 
A. At the top of the atmosphere (TOA) 
(a) For shortwave radiation, there is a scattering-absorbing model of an aerosol layer 
described by Seinfeld (2006). According to this model, the change of outgoing radiative flux can 
be calculated by the following formula   
∆𝐹 = 𝐹0⁡(1 − 𝐴𝑐)𝑇𝑎
2 [(𝑟 +
𝑡2𝑅𝑠
1−𝑅𝑠𝑟
) − 𝑅𝑠]     (1.3) 
where t = e−τ +ω(1 − β)(1 − e−τ)⁡ 
r = (1 − e−τ)ωβ  
∆F = change⁡in⁡outgoing⁡radiative⁡flux,Wm−2 
F0⁡ = incident⁡solar⁡flux,Wm
−2 
Ac = fraction⁡of⁡the⁡surface⁡covered⁡by⁡clouds 
Ta = fractional⁡transmittance⁡of⁡the⁡atmosphere 
Rs = albedo⁡of⁡the⁡underlying⁡Earth⁡surface⁡ 
ω = single⁡scattering⁡albedo⁡of⁡the⁡aerosol 
β = upscatter⁡fraction⁡of⁡the⁡aerosol 
τ = aerosol⁡optical⁡depth 
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𝐼𝑓⁡ (𝑟 +
𝑡2𝑅𝑠
1−𝑅𝑠𝑟
) > 𝑅𝑠, 𝑡ℎ𝑒𝑛⁡ ∆𝐹>0. There is more outgoing flux from the earth-atmosphere 
to the space after adding aerosols, which leads to negative forcing.  
𝐼𝑓⁡ (𝑟 +
𝑡2𝑅𝑠
1−𝑅𝑠𝑟
) < 𝑅𝑠, 𝑡ℎ𝑒𝑛⁡ ∆𝐹<0. There is less outgoing flux from the earth-atmosphere to 
the space after adding aerosols, which leads to positive forcing.  
𝐼𝑓⁡ (𝑟 +
𝑡2𝑅𝑠
1−𝑅𝑠𝑟
) = 𝑅𝑠, 𝑡ℎ𝑒𝑛⁡  ∆𝐹 =0. This is the boundary between aerosols cooling and 
warming. Based on this formula, we can get the critical single-scattering albedo of the aerosol that 
defines the boundary between cooling and heating.  
 
𝐼f⁡ (r +
t2Rs
1−Rsr
) = Rs,⁡by assuming common values to the variables, Figure 1-10 shows the 
critical single scattering albedo.  
The single-scattering albedo corresponds to the albedo value of the underlying earth surface 
Rs and up-scatter fraction β. If the aerosol has higher single-scattering albedo value than the value 
on the curve, it scatters more radiation back to space, which leads to the cooling of the earth system. 
Thus, the cooling region (negative forcing) is above the curve while warming region (positive 
forcing) is below the curve. The positive slope of the curve means higher albedo of the underlying 
earth surface corresponds to higher single-scattering albedo of the aerosol.  
 
23 
 
 
Figure 1-10. The critical single scattering albedo 𝜔𝑜, at which the clear-sky radiative forcing changes sign 
as a function of surface reflectance 𝑅𝑠, for different backscattered fractions 𝛽(adapted from Haywood 2000). 
 
Observational studies also support this relationship. From the flight data on Morocco on 19 
May 2006, the Saharan mineral dust experiment shows the aerosol shortwave radiative forcing at 
TOA is linearly and positively correlated with the surface albedo (Bierwirth et al. 2009). At very 
high surface albedo (>0.25), the solar forcing at the top of the atmosphere is positive (Figure 1-11). 
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Figure 1-11. Correlation plot of the solar radiative forcing in dependence on the surface albedo for the flight 
on 19 May 2006 (Bierwirth et al. 2009). The triangle symbols and the rectangular symbols represent solar 
forcing at the top of the atmosphere and at the surface respectively.    
 
The dark surfaces such as ocean and dark forest have small albedo. According to Figure 1-10, 
a small amount of scattering by aerosols is enough to produce the cooling effect over the dark 
surfaces. Figure 1-12 indicates the direct radiative effect of different kinds of aerosols at the 
tropopause. As aerosols quantities are close to zero above the tropopause, we can use this figure to 
indicate the aerosol direct radiative effect at TOA. This is verified by comparing figures in two 
papers: Takemura et al. (2002) and Heald et al. (2014) (figure not shown).  Scattering aerosols (for 
example sulfate, sea salt, and organic carbon) and partially absorbing aerosols (for example dust) 
enhance scattering of the incoming solar radiation back to the space, and they have negative 
radiative forcing at the top of the atmosphere (Quaas et al. 2008; Takemura et al. 2002). Black 
carbon has strong absorption and small scattering characteristics. It exerts positive radiative forcing 
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(Seinfeld 2006; Takemura et al. 2002). Mineral dust is partially absorbing aerosol, and its radiative 
forcing at TOA is negative above the dark surface (Lin et al. 2009; Zhu et al. 2007; Conant et al. 
2003; Otto et al. 2007; Takemura et al. 2002) (Figure 1-12 and Figure 1-14). Sea salt has negative 
shortwave radiative forcing by scattering the incoming solar radiation (Ayash et al. 2008; Ma et al. 
2008; Takemura et al. 2002) (Figure 1-12d). 
On the other hand, when aerosols are above clouds or bright surfaces (desert, snow, and ice), 
according to the curve, only very strong scattering aerosols can stay in the area above the curve 
(cooling region); sulfate is an example of this kind of aerosol (Figure 1-12b). For most other 
aerosols, their radiative forcing is positive because they reduce the albedo of the earth-atmosphere 
system (Huang et al. 2009; Islam and Almazroui 2012; Otto et al. 2007; Bierwirth et al. 2009; IPCC 
2007; Takemura et al. 2002) (Figure 1-12). 
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Figure 1-12. Annual mean distributions of the simulated direct radiative forcing at tropopause by each 
aerosol species of (a) carbonaceous (OC and BC), (b) sulfate, (c) soil dust, and (d) sea salt at the tropopause 
27 
 
under clear-sky (left) and whole-sky (overcast) (right) conditions in W m-2 (Adapted from Takemura et al. 
2002). 
 
(b) For longwave radiation, the radiative forcing is only substantial if aerosol particles are 
large and occur in considerable concentrations at higher altitudes (Tegen et al. 1996; IPCC 2007). 
Large aerosols such as mineral dust have positive longwave radiative forcing above both bright 
and dark surfaces because there is a reduction of outgoing longwave radiation due to absorption by 
dust (Figure 1-14) (Deepshikha et al. 2006; Zhu et al. 2007; Huang et al. 2009; Bierwirth et al. 
2009). Dust has higher positive longwave radiative forcing when the higher surface temperature is 
high (Figure 1-13). Because sea salt particles are relatively large, they efficiently absorb the 
longwave radiation from the surface, which renders positive longwave radiative forcing (Ma et al. 
2008; Ayash et al. 2008).  
 
 
Figure 1-13. Integral thermal infrared radiative forcing for dust conditions of 19 May 2006, and for the 
surface temperature range during SAMUM: 15oC for the coldest night and 56oC for a hot noon (Bierwirth 
et al. 2009).  
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Combining the shortwave and longwave radiation, depending on the surface albedo, the total 
effect of dust at TOA can be negative or positive (Tegen et al. 1996).  Over a dark surface, because 
dust negative shortwave radiative forcing is stronger than its positive longwave radiative forcing, 
the total radiative forcing is negative (Zhu et al. 2007). Over a bright surface, since dust shortwave 
radiative forcing is positive, together with positive longwave radiative forcing,  the total effect is 
still positive (Tegen et al. 1996; Huang et al. 2009).  
 
B. In the atmosphere 
Depending on the chemical composition of aerosols, they will either induce positive forcing 
or negative forcing in the atmosphere. Black carbon is the most efficient aerosol to absorb radiation 
due to its small single-scattering albedo value, and it heats up the atmosphere (Liu et al. 2014; 
Seinfeld 2006). Mineral dust is another aerosol which absorbs the incoming solar radiation and 
heats up the atmosphere, with maximum heating in the dust layer (Figure 1-14; Figure 1-15) (Zhao 
et al. 2010; Mohalfi et al. 1998; Huang et al. 2009; Zhu et al. 2007; Satheesh and Moorthy 2005; 
Davidi et al. 2012). Dust can double the shortwave radiation absorption under clear-sky conditions 
(Satheesh and Moorthy 2005). There is almost no absorption of shortwave radiation by sea salt and 
sulfate (Takemura et al. 2002; Seinfeld 2006). 
 Depending on the single-scattering albedo, the warming effect due to absorption of solar 
radiation can be different. The average dust aerosol single-scattering albedo is high in Sahara (an 
average ω of 0.95 at 0.67 μm) and Asia (an average ω of 0.93 at 0.67 μm), which produces a small 
warming effect in the atmosphere (Forster et al. 2007). While in some areas such as Taklimakan, 
the single-scattering albedo of dust aerosols is 8% less than that in Sahara (an average ω of 0.87 at 
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0.67 μm), and it produces stronger warming effect (Huang et al. 2009). The net heating rate due to 
dust aerosols is about 0.5–1.0 K/day below and above the dust layers. The maximum warming 
occurs near the surface, which is about 0.5 K/day (Huang et al. 2009). The uncertainty of the 
absorption factors can have an impact on the heating rate in the lower atmosphere (1–3 km). Zhao 
et al. (2010) found a maximum heating rate of 0.8±0.5 K/day and an average rate of 0.5±0.2 K/day. 
In addition, dust aerosols can increase absorption when they are mixed with pollutants (Sohn et al. 
2007). 
There is a cooling effect within and at the top of the dust layer for longwave radiation (Figure 
1-14 and Figure 1-15). However, since the shortwave radiative heating during the daytime is 
dominant, the total effect is warming within and above the dust layer (Figure 1-14 and Figure 1-15) 
(Zhu et al. 2007; Otto et al. 2007; Huang et al. 2009). Below the dust layer in the boundary layer 
over the desert, the longwave radiative forcing due to dust is positive because dust absorbs the 
outgoing longwave radiation (Figure 1-15) (Huang et al. 2009; Zhu et al. 2007). Some other 
scattering aerosols such as sulfate have negative forcing in the atmosphere. Dust aerosols have a 
‘‘warming’’ effect over the Saharan desert which counteracts the shortwave ‘‘cooling effect’’ of 
other scattering aerosols.  
 
C. At the surface 
The aerosol shortwave radiative forcing is negative because the aerosols above the surface 
scatter and absorb the solar shortwave radiation and reduce the incoming radiation reaching the 
earth surface (Figure 1-14) (Evan and Mukhopadhyay 2010; Tegen and Fung 1994; Jim Haywood 
et al. 2003; Zhao et al. 2010; Seinfeld 2006). Such radiative effects are found to be most 
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pronounced over the desert regions (Mohalfi et al. 1998). Zhao et al. (2010) found that dust can 
reduce the downwelling shortwave radiation at the surface by 22 Wm-2. 
On the other hand, having mean particle sizes of the order of several micrometers, dust 
aerosols can effectively reduce the earth’s outgoing longwave radiation and thereby warm the 
surface (Figure 1-14) (Sokolik et al. 1998; Zhang 2003; Tegen and Lacis 1996). However, it is not 
enough to compensate for the loss of the solar radiation reaching the surface (Huang et al. 2009; 
Zhu et al. 2007). From the climate point of view, dust longwave warming offsets 58% of dust 
shortwave cooling, and the overall dust radiative effect is to cool the Earth system (Xia and Zong 
2009).  
 
 
 
Figure 1-14. Clear-sky regional and seasonal mean SW, LW, and total (SW + LW) radiative forcing (W m-
2) by dust plumes (Zhu et al. 2007). 
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Figure 1-15. Profiles of the shortwave, longwave as well as total radiative heating rates for the reference 
case: measured ACE-2 dust over the ocean (solid) and desert (dashed) (Otto et al. 2007). 
 
The radiative direct forcing mentioned earlier has some uncertainties. The factors contribute 
to the uncertainties in calculating the radiative forcing of aerosols include: the size distribution of 
aerosols, the vertical profile of the aerosol concentration, aerosol loading, surface reflectance, 
incoming solar zenith angle, refractive indices, single-scattering albedo, stratospheric adjustment, 
clouds, surface temperature, relative humidity, diurnal averaging, etc.(Osborne et al. 2011; 
Haywood and Boucher 2000; Seinfeld, John H. 2006). Clouds modify the aerosol radiative forcing. 
If the aerosol is below the clouds, since the clouds already scatter some part of the solar radiation 
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upward, the aerosol radiative forcing effect is reduced. Thus, aerosols above the clouds contribute 
to most of the aerosol radiative forcing in the cloudy region (Seinfeld 2006). 
 
1.4.2  Aerosol semi-direct radiative effect 
 
The semi-direct effect is “Absorption of shortwave radiation by tropospheric aerosols leads 
to heating of the troposphere that in turn changes the relative humidity and the stability of the 
troposphere and thereby influences cloud formation and lifetime. “(IPCC 2007). Absorption by 
aerosols such as black carbon and mineral dust contributes to the warming of the atmosphere and 
increases the evaporation of the cloud. Thus, the cloud will be reduced (Miller and Tegen 1999; 
Hansen et al. 1997; Johnson et al. 2004; Miller and Tegen 1998; Huang et al. 2009).  
 
1.4.3 Aerosol indirect radiative effect  
 
The aerosol indirect effect can be mainly classified as the first indirect effect, the second 
indirect effect, and the glaciation indirect effect. 
(1) First indirect effect. Aerosols such as anthropogenic sulfate, carbonaceous aerosols, and 
dust act as CCNs. Higher concentration of these particles increases the number of cloud droplets. 
For the same amount of water content, as they compete with each other for CCNs, the average 
cloud droplet size is reduced (Jones et al. 1994; Haywood 2000; IPCC 2007; Lohmann and Feichter 
2001; Jin et al. 2016). As more smaller cloud droplets scatter more shortwave radiation back to 
space,  the shortwave radiative forcing at TOA is negative (Figure 1-16) (Jones et al. 1994; Jiang 
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et al. 2001; Penner et al. 2006; Boers et al. 2006; Saide et al. 2012). This also means that cloud 
albedo is increased.  
 
(a)           (b)
  
Figure 1-16. Hadley center GCM simulation. (a) Annual-mean composite of the instantaneous change in 
low cloud droplet effective radius due to changing from natural-only to total aerosol (sulfate) concentration. 
(b) distribution of the indirect radiative forcing due to the change in aerosol concentration, in terms of the 
change in the top of the atmosphere(TOA) net radiation (Jones et al. 1994). 
 
(2) Second indirect effect. Because the formation of more cloud droplets due to aerosols 
such as sulfate and dust decreases the average size of cloud droplets, the precipitation efficiency is 
decreased, and the cloud lifetime is increased. The radiative forcing of cloud lifetime effect alone 
is negative at the top of the atmosphere (Haywood 2000; Rotstayn and Liu 2005; IPCC 2007).      
For sulfate aerosols, the combination of the first and second indirect effects is negative at the 
top of the atmosphere (Haywood and Boucher 2000). Uncertainties related to the aerosol indirect 
effects are the parameterization of the auto-conversion, size distribution of the aerosols, chemical 
composition, etc. 
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(3) Glaciation indirect effect. Aerosols such as ice nuclei (IN) increase the precipitation and 
decrease cloud cover and cloud lifetime. Their effect on the radiation is positive (Yu et al. 2014)   
 
 
1.5 Aerosol Microphysical Effect on Tropical Convection 
 
In section 1.3, we discuss how dust and other types of aerosols modify atmospheric 
microphysics processes. They may change the development of a convective system as well. 
Aerosols can have positive or negative or small impacts on the development of TC. 
 
(1) Negative impact  
 
The mechanism can be explained by invigoration in the peripheral clouds of TC (Figure 1-17) 
(Rosenfeld et al. 2012; Wang et al. 2014; Zhang et al. 2009; Khain et al. 2010; Jenkins et al. 2008). 
In the peripheral rain band, as more CCNs from aerosols decrease the average size of cloud droplets 
and increase the number of cloud droplets, the warm rain process is suppressed. Thus, more cloud 
droplets are transported upward and form the ice crystals. The formation of ice crystal releases 
latent heat which invigorates (enhance) the convection. Thus, the enhancement of the vertical 
motion at the periphery of the storm reduces the flow towards eyewall at the low levels. This means 
that the convergence at the low levels is weakened, and the pressure at the storm center becomes 
higher. As the invigoration process continues in the periphery of TC, precipitation in a deep 
convection induces downdraft. The subsequent melting and evaporation bring colder and dryer 
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temperature to the lower atmosphere and create a cold pool. The cold pool suppresses the eyewall 
development by blocking low-level inflow and bringing colder air into the eyewall. The TC finally 
becomes weaker and larger in size.  
In addition, absorbing aerosols such as black carbon will further enhance the invigoration in 
the periphery of the storm because the absorption of shortwave radiation by aerosols increases the 
instability (Wang et al. 2014).  
Invigoration process mainly occurs in the periphery of the hurricane because, in the eyewall 
and inner spiral cloud bands, giant CCN produced by strong wind-induced sea spray will prevent 
invigoration and increase warm rain. The warm rain washes out the aerosols that remain in the 
eyewall (Rosenfeld et al. 2012; Khain et al. 2010), 
This mechanism is summarized after many model studies. Idealized models show that dust 
from SAL acts as CCNs to decrease hurricane intensity and to increase the convection in the outer 
rainband (Carrio and Cotton 2011; Zhang et al. 2007, 2009). Climate model simulations reveal that, 
in the long term, the frequency of tropical storms is negatively correlated with anthropogenic 
aerosol concentration (Dunstone et al. 2013). High-resolution studies show that anthropogenic 
aerosols reduce cyclone intensity by the invigoration mechanism (Xinyong et al. 2017; Wang et al. 
2014).  
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Figure 1-17. A conceptual model of aerosol impacts on tropical cyclones. The (a) undisturbed and (b) 
disturbed states are shown. (b) Pollution or dust aerosols slow the formation of warm rain in the peripheral 
clouds, causing invigoration and electrification of the clouds and warming aloft, coupled with stronger 
downdrafts and intensified low-level cold pools. Strong nucleation and precipitation scavenging and sea 
spray from the rough sea promote warm rain in the inner cloud bands and eyewall clouds, which reduces 
the suppression effect resulting from any remaining pollution aerosols that were not washed down, so that 
little aerosol-induced invigoration can occur there. The convection in the outer cloud bands decreases the 
inflow toward the eyewall. The cold pools also partially block the inflow, causing cooling, weakening and 
widening the eyewall, leading to weaker winds. The closure of the circulation system with subsiding air far 
away from the TC is denoted (blue lines). Adapted from Rosenfeld et al. (2012) 
 
(2) Positive impact 
 
  Contrary to the results we discussed earlier, some studies such as Herbener et al. (2014) 
showed that aerosols may increase the hurricane intensity and decrease its size. By using idealized 
models, they claimed that the sign (positive or negative) of the impact depends on whether aerosols 
penetrate the eyewall or not. If aerosols only concentrate in the peripheral rainband, their influence 
on the TC is negative as we discussed earlier. However, if aerosols penetrate the eyewall (Figure 
1-18a), the invigoration increases the convection in the eyewall and stretches the vortex vertically 
(Figure 1-18b). The surface wind will increase. The vertically stretch of the vortex in the eyewall 
draws lower equivalent potential temperature (𝜃𝑒) from the surroundings towards the eyewall and 
cool the column temperature of the rainband. As a result, the low-level pressure in the rainband 
region will be higher, and the pressure gradient between the TC core and the rainband will increase, 
which enhances the TC intensity. 
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Figure 1-18. Schematic showing aerosol–cloud dynamics interactions taking place in the sensitivity 
simulations. The sequence of actions: (a) convective invigoration within the eyewall, then (b) vortex 
stretching in the storm core region, then (c) advection of lower 𝜃𝑒 air followed by column cooling in the 
rainband region, and finally, the increase of the horizontal pressure gradient between the rainband and storm 
core regions (Herbener et al. 2014). 
 
(3) Small impact 
 
Anthropogenic pollution may not have a noticeable impact on the intensity and track of 
typhoon in some cases, but it changes the precipitation, distribution of water hydrometeors, and 
microphysical processes (Huang et al. 2016). The precipitation rate in the rainband decreases after 
more aerosols are added into the model.  
 
  
1.6 Thesis objectives 
 
The above summary shows that there are still many debates about the interaction between 
tropical weather systems and the SAL/aerosols. In our study, we only focus on the dust effect given 
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the presence of the SAL.  We try to quantify the sole impact from the dust on the convective system 
using carefully designed experiments.  
We notice that researchers who find the large differences in TC/AEW intensity between clean 
air and polluted air (including dust) often use models with simplified settings to study the subject. 
Their methods have two main issues:  
(1) A prescribed average aerosol profile is often used as the initial and boundary conditions 
in the simulations (Zhang et al. 2007b; Wang et al. 2014b). Given the non-linear nature of AEWs 
and TCs, inaccurate aerosols in the initial and boundary conditions may produce a large error as 
the system evolves. In addition, sensitivity tests in those studies usually give the uniform change 
of aerosols in their domain. However, in reality, the change of aerosols can be different at different 
levels and in different regions due to the physical processes. 
(2) Some important physical processes are ignored in the simulations in some studies. For 
instance, a fixed aerosol layer is used in an idealized model in which transport and removal process 
are ignored (Ma et al. 2012). In reality, aerosols can be transported horizontally or vertically, which 
results in a change of aerosol distribution with time. Some studies focus on the radiative effect of 
dust but ignore the effect of dust in the microphysics processes (Grogan et al. 2016). Some 
researchers ignore longwave radiation in the model (Wang et al. 2014; Zhao et al. 2010). In some 
studies, the model background is not accurately described. For example, the distribution of dust is 
prescribed, an average sounding is assigned, but the SAL is ignored (Zhang et al. 2007). However, 
when TC is heavily surrounded by the SAL, the condensation will be prohibited due to its dryness 
no matter dust is present or not. It is not clear whether dust still significantly weakens TC if the 
SAL is considered. 
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In summary, the non-linear interactions between aerosols, cloud, and tropical systems are 
complicated. Assigning idealized aerosol profiles or ignoring some processes in idealized or 
simplified models may influence the results dramatically. Because of the limitations of the 
experiment designs in some of the previous studies, they reached different conclusions.  
We here propose some methods to overcome those limitations. The first issue mentioned 
above can be addressed by using realistic initial and boundary conditions of the atmosphere, which 
can be obtained from existing global model data or from a data assimilation system. The second 
issue can be resolved by using a more “complete” model which considers as many important 
processes as possible. Particularly, a meteorological model coupled with an online 
chemistry/aerosol module can describe the interactions between aerosols and other meteorological 
variables in a complete manner. More recent works have already taken this approach to study how 
anthropogenic aerosols can affect TC developments in their mature stage (Jiang et al. 2016; Shen 
2017). However, relatively few studies have applied these coupled models to study the relationship 
between SAL/dust and tropical weather systems. In this thesis, we will fill this gap.  
The early development stage of Hurricane Earl (2010) is chosen in our study. Given the storm 
is weak and in the vicinity of the direct downstream of the Sahara Desert, we anticipate the dust 
may play a bigger role in determining the fate of the storm. The early development stage of the 
hurricane Earl (2010) consists of a weak disturbance stage, a tropical low stage, and a tropical 
depression stage. For simplicity, we use ‘Earl’ throughout this thesis without distinguishing its 
strength and stages. A coupled atmosphere and chemistry/aerosol model is used to investigate this 
impact qualitatively and quantitatively. The initial and boundary conditions for the aerosols in our 
simulation are taken from the global aerosol models. Thus, we can compare our results to previous 
studies given that our experiment designs can overcome their limitations mentioned above.   
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1.7 Thesis overview 
 
The thesis is organized into the following chapters. Chapter 2 describes the numerical model 
and the observation. Chapter 3 describes a case study of hurricane Earl (2010) in numerical 
simulations. We first validate the meteorological forecast by the model using observations and 
reanalysis data. Then we validate the aerosol forecast using aerosol observations. Finally, we 
analyze the model result. We discuss the following topics: (1) dust aerosols direct radiative effect; 
(2) dust aerosols impact the zonal mean of AEJ and AEW; (3) dust aerosols affect the tropical low 
and the tropical depression. Chapter 4 illustrates how data assimilation technique can improve the 
forecast of the TC and aerosols. Chapter 5 gives conclusions and future works. 
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 Data and model description 
 
2.1 MODEL 
 
To accurately evaluate the effect of SAL and dust aerosols in modeling hurricanes, we use 
the Weather Research and Forecasting model coupled with Chemistry (WRF-Chem) in our study. 
The model contains meteorological component and chemistry component. The chemistry 
component of the model is consistent with the meteorological component. Both components use 
the same transport scheme, the same grid, and the same physics schemes for subgrid-scale transport 
(Grell et al. 2005).  
WRF-Chem has been widely used in the scientific community for different research purposes 
including studying aerosol direct and indirect effects (Zhao et al. 2010; Saide et al. 2012; Chapman 
et al. 2008; Jose et al. 2015; Baro et al. 2015). Generally speaking, models can simulate a variety 
of variables spatially and temporally more accurately when aerosol direct and indirect effects are 
included in the model. For instance, the model used by Saide et al. (2012) can well represent the 
liquid water path, cloud optical depth, top and base height, rain rate, and droplet concentration 
when the aerosol-cloud interaction process is included in the model.  
The model domain in our study is shown in Figure 2-1. The horizontal resolution is 36 km. 
There are 376 x 163 horizontal grid points and 57 vertical levels up to 10 hPa.  
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Figure 2-1. Model domain for the case study. 
 
 
2.1.1 Meteorological Initial and Boundary Conditions 
 
Regional atmospheric models require initial and boundary conditions. NCEP (National 
Center for Environmental) FNL Operational Global Analysis data can provide the regional model 
with the meteorological initial and boundary conditions (http://rda.ucar.edu/datasets/ds083.2). 
FNL has 1-degree by 1-degree grid spacing prepared operationally every six hours using the Global 
Data Assimilation System (GDAS). It continuously collects and assimilates various observational 
data for analyses. The analyses are available on the surface and at 26 mandatory (and other pressure) 
levels from 1000 hPa to 10 hPa. The boundary conditions of our simulation derived from FNL data 
are also updated every 6 hours.  
 
2.1.2 Model Physics Schemes 
 
WRF offers multiple physical options, enabling users to optimize its performance for specific 
scales, geographical locations, and applications. Based on earlier sensitivity test results, the physics 
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schemes that are chosen for all the experiments in this thesis are summarized in Table 2-1. The 
interactions among the physics schemes are shown in Figure 2-2. 
 
 Table 2-1. WRF physics schemes chosen in this study. 
Options in WRF Name of the physics scheme 
Radiation RRTMG scheme 
Cumulus New Grell scheme 
Microphysics Morrison double moment scheme 
Surface layer Revised MM5 Monin-Obukhov scheme 
land-surface Unified Noah land-surface model 
Planetary Boundary Layer Yonsei University scheme 
 
 
Figure 2-2.  Direct interactions of parameterizations in WRF (Dudhia and Wang 2014). 
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We particularly describe Morrison double-moment microphysics scheme here since it is 
important in our study. The two-moment scheme (or double moment scheme) is better than the 
one-moment scheme. One-moment microphysics scheme only predicts the mass concentration of 
different particles. For example, the equation for the mass concentration of each hydrometeor 
species (cloud droplets, cloud ice, snow, and rain) can be written as  (Morrison et al. 2005):  
 
𝜕𝑞
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= ⁡−∇ ∙ (𝒗𝑞) +
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𝜕𝑧
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   (
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+ (
𝜕𝑞
𝜕𝑡
)
𝑀𝐿𝑇/𝐹𝑅𝑍
+ (
𝜕𝑞
𝜕𝑡
)
𝑀𝑈𝐿𝑇
        (2.1)  
 
where the 𝑞 is the mass mixing ratio of each hydrometeor species,  𝒗 is the 3D wind vector,  𝑉𝑞𝑥 
denote the mass-weighted terminal particle fall speed for each species. ∇𝐷is a turbulent diffusion 
operator for models that parameterize turbulent mixing.  
The first three terms of the righthand side of the equation involve spatial derivatives: 
advection, sedimentation, and turbulent diffusion. The remainder of the terms on the right-hand 
side are the microphysical processes. The last six terms are primary production (ice nucleation or 
droplet activation), condensation/deposition (evaporation/sublimation), autoconversion 
(parameterized transfer of mass and number concentration from the cloud ice and droplet classes 
to snow and rain due to coalescence and diffusional growth), collection between hydrometeor 
species, melting/freezing, and ice multiplication (transfer of mass from the snow class to ice).  
 However, in reality, the number concentration of particles can be independent of their mass 
concentrations. For instance, during the accretion or breakup of particles, the mass concentration 
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and number concentration change independently. An additional equation is needed to predict the 
evolution of the number concentration:  
  
𝜕𝑁
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where 𝑁⁡is the number concentration of each hydrometeor species in the model: cloud droplets, 
cloud ice, snow, and rain. The last seven terms on the right side are primary production, 
evaporation/sublimation, autoconversion, self-collection, collection between hydrometeor species, 
melting/freezing, and ice multiplication.  
 
Because the radiative transfer is impacted by the absorption and scattering of the cloud 
droplets, predicting cloud droplets number concentration and their size distributions more 
accurately will improve the accuracy of the radiative transfer process (Chapman et al. 2009). 
Moreover, cloud droplet activation depends on the aerosol distribution, chemical components, and 
supersaturation of the environment. Thus, the two-moment microphysics scheme can be coupled 
with an aerosol scheme to study the aerosol-cloud interaction, i.e. the indirect effect. 
In the WRF-Chem model, if the chemistry process is turned on, the number of cloud droplets 
are activated by aerosols. The aerosols are predicted by the chemistry aerosol module. If the 
chemistry process is turned off, we choose to use the two-moment microphysics scheme with 
prescribed aerosols for cloud droplet activation. 
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2.1.3 Chemistry and Aerosol schemes 
 
a. Gas-phase chemistry 
 
CBM-Z chemical mechanism (Zaveri and Peters 1999) is used for gas-phase chemistry in 
our study. The scheme has 67 species and 164 reactions in a lumped structure approach which 
classifies organic compounds according to their internal bond types. Rates for photolytic reactions 
within CBM-Z are derived using the Fast-J scheme (Wild et al. 2000). 
 
b. Aerosol chemistry 
 
The aerosol module used in our study is Model for Simulating Aerosol Interactions and 
Chemistry (MOSAIC). MOSAIC is implemented into WRF-Chem (Fast et al. 2006; Zaveri et al. 
2008). The scheme treats major aerosol species such as sulfate, nitrate, chloride, carbonate, black 
carbon, primary organic mass, and other inorganic mass (OIN). Dust is considered as OIN. 
The aerosol size distribution in MOSAIC is described in a sectional approach. There are 8 
bins, and each bin has its upper and lower diameters defined in Table 2-2. Each bin is assumed to 
be internally mixed, which means that all particles in each bin have the same chemical components.  
One of the limitations of the MOSAIC aerosol scheme is that the diameter of the dust 
particles in reality can be larger than the maximum bin size (10 µm) in the model. The dust effect 
in the vicinity of its source region may be underestimated because of this limitation. Those large 
particles are heavy and tend to sediment before they move off the coast. Hence having 10 µm 
maximum bin size is expected to not generate large bias over the ocean.  In spite of the limitation, 
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WRF-Chem with MOSAIC 8-bin aerosol scheme has successful simulated many aerosol processes 
in the scientific community for different research purposes (Zhao et al. 2010; Chapman et al. 2008).  
 
 Table 2-2. Particle dry-diameter ranges for MOSAIC 8 bins module. 
 Bin 1 Bin 2 Bin 3 Bin 4 Bin 5 Bin 6  Bin 7  Bin 8 
Minimum 
Diameter 
(µm) 
0.039 0.078 0.156 0.312 
 
0.625  
 
1.25 2.5 5.0 
Maximum 
Diameter 
(µm) 
0.078 0.156 0.312 
 
0.625  
 
1.25 2.5 5.0 10.0 
 
The aerosol direct effect is included in the WRF-Chem model. RRTMG radiation scheme 
has been coupled to MOSAIC aerosol module to include radiation feedback from aerosols (Zhao 
et al. 2011). Each chemical component has a specific refractive index which depends on the 
wavelength and the chemical composition. For dust aerosols, the refractive index for shortwave 
radiation is 1.55+0.003i, which is the default value in WRF and is used in other studies (Zhao et 
al. 2010). The overall refractive index for a given size bin is calculated by volume averaging all 
the refractive indices of all the chemical components. By using Mie theory, the aerosol optical 
properties such as extinction efficiency, scattering efficiency, and intermediate asymmetry factor 
are then determined and are passed to radiation scheme to calculate direct forcing (Fast et al. 2006). 
Aerosol-cloud interaction can be studied by connecting MOSAIC and microphysics scheme 
such as Morrison double moment scheme. Aerosol size distribution and composition determine 
CCN. Within double moments schemes, cloud droplet number nucleation and evaporation rates 
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correspond to the aerosol activation and resuspension rates from the aerosol module (Chapman et 
al. 2009).  
 
2.1.4 Emission 
 
A large portion of aerosols come from the emission from the ground. Dust in the atmosphere 
is lifted by wind from the dust source. An “off-line” model named Georgia Tech/Goddard Global 
Ozone Chemistry Aerosol Radiation and Transport (GOCART) describes the dust emission process 
(Ginoux et al. 2001; Chin et al. 2000a,b; Chin et al. 2002). WRF-Chem adapts this scheme but 
changes to “on-line” mode (Zhao et al. 2010).  
Dust flux equation is  
𝐹𝑝 = 𝐶𝑆𝑠𝑝𝑢10𝑚
2 (𝑢10𝑚 − 𝑢𝑡)⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝑖𝑓⁡𝑢10𝑚 > 𝑢𝑡   
   or 𝐹𝑝 = 0⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡otherwise   (2.3) 
          𝐹𝑝:  dust flux (𝜇𝑔⁡𝑚
−2𝑠−1) 
𝐶 : a dimensional factor (𝜇𝑔⁡𝑠2𝑚−5), it is tunable  
𝑆: source function. It comprises surface factors and potential dust source regions 
𝑠𝑝 : a fraction of each dust size class in the emission 
𝑢10𝑚 : 10-meter horizontal wind speed (m/s) 
𝑢𝑡  : threshold of wind velocity, a function of surface wetness, air density, and particle size 
(m/s) 
 
It is a common practice that, based on different experiments, the emission is tuned to match 
the observation. Constant ‘C’ in the flux equation can be tuned. There is another constant (we name 
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it constant ‘B’) to adjust the emission inside the model code, which acts the same purpose as the 
constant ‘C’ in the flux equation. Using a test experiment, we change the constant ‘B’ from 1.0 to 
0.5 to fit the MODIS AOD observation while keeping the ‘C’ unchanged. 
The emission rate for sea salt is reduced in our study as well. A constant is adjusted from 1.0 
to 0.8 to match the MODIS AOD value. Other researchers also suggested that WRF-Chem model 
tends to overestimate sea salt (Saide et al. 2012). 
 
2.1.5 Chemistry Initial Condition and Boundary Conditions 
 
Usually, when researchers use the aerosol model, they provide a climatological chemistry 
initial and boundary conditions to the model. Since they are the climatological average of the 
chemistry quantities, we underestimate the chemistry quantities if we use them to study some 
weather events. Therefore, taking the initial and boundary conditions from another chemistry 
model is an effective way to improve the representation of chemistry species (Liu et al. 2011). 
Especially, time-varying chemical boundary condition from global chemistry models can improve 
the regional model accuracy (Tang et al. 2009).  
In our study, two model outputs are potentially suitable for providing initial and boundary 
conditions. They are MOZART-4/GEOS-5 (Model for Ozone and Related Chemical Tracers, 
version 4 and Goddard Earth Observing System Model, Version 5) and MACC-II (Monitoring 
Atmospheric Composition and Climate, version 2). Both include the MOZART model as their 
chemical transport model (CTM). MOZART is version 4 in MOZART-4/GEOS-5 and is version 3 
in MACC-II. 
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MOZART is an off-line global chemical transport model built on the framework of the Model 
of Atmospheric Transport and Chemistry (MATCH) (Rasch et al. 1997; Emmons et al. 2010a). Sea 
salt and dust are divided into four size bins. Other aerosols such as sulfate, black carbon, organic 
carbon, secondary organic, and ammonium nitrate are assumed to have lognormal number 
distributions. As MOZART is an off-line model, it requires meteorological fields from other 
models to drive it. These models can be climate models, NCEP/NCAR reanalysis (Kalnay et al. 
1996), Goddard Earth Observing System Model Version 5 (GEOS-5), European Centre for 
Medium-Range Weather Forecasts’ (ECWMF) Integrated Forecast System (IFS), etc.  
Although GEOS-5/MOZART-4 has a newer version of the MOZART model, it tends to 
overestimate aerosol optical depth (AOD) over North Atlantic Ocean compared to MODIS AOD 
retrievals (Emmons et al. 2010). We found the same result in our study. Other disadvantages of 
this model are: (1) The data set is not available before 2007; (2) dust is the time average value 
which prevents us to generate high-temporal resolution boundary conditions, as we need to update 
the aerosol boundary conditions every 6 hours. Because of these disadvantages, we use MACC-II 
data in our study. 
MACC-II product has MOZART version 3 as its chemical transport model (CTM) which 
coupled with ECWMF Integrated Forecast System (IFS). It predicts chemically reactive gases, 
greenhouse gases, and aerosols. Such coupled system is used by IFS data assimilation system to 
assimilate satellite observations for both meteorology and chemistry fields. In this coupled system, 
IFS and CTM run parallelly, and they exchange information every hour. IFS has 80 km horizontal 
resolution, while CTM has 1.125o × 1.125o resolution to save the model running time. Both models 
have 60 vertical levels up to 0.1 hPa.  
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MACC-II includes dust, sea salt, organic carbon, black carbon, and sulfate aerosols. The 
modeled AOD has been validated against AOD observations from AERONET, MODIS, and 
CALIPSO (Morcrette et al. 2009). The model generally produces a comparable result to the 
observations horizontally and temporally. Satellite observations were assimilated into the model to 
improve the background and produced a better analysis. More detail description of MACC-II can 
be found in Inness et al. (2013). Many numerical studies have used MACC-II aerosol output as 
their model initial and boundary conditions (Archer-Nicholls et al. 2014, 2015; Giordano et al. 
2015; Wang et al. 2015). 
In the reanalysis product from MACC-II, AOD is mainly from dust, sea salt, black carbon, 
organic carbon, and sulfate. These aerosol species are converted from MOZART 4 bins in MACC-
II to MOSAIC 8 bins in WRF-Chem to drive the model. Detailed conversions method is shown in 
the appendix.  
 
 
2.2 Observations 
 
2.2.1 Conventional Observations 
 
Conventional observations include radiosonde observations, aircraft observation, marine 
surface observations, land surface observations (https://rda.ucar.edu/datasets/ds337.0/#!access).  
The radiosonde measurement is used to verify the simulations in our study. Other observations are 
used in the data assimilation. Their descriptions can be found in chapter 4.  
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2.2.2 Satellite Retrievals  
 
(1) CIMSS Satellite wind data (http://tropic.ssec.wisc.edu/#): They are assimilated into the 
model. Detail will be discussed in chapter 4. 
(2) Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO) 
(https://www.nasa.gov/mission_pages/calipso/main/index.html): It includes extinction coefficient, 
attenuated backscattering, depolarization ratio, and backscattering color ratio data. This dataset is 
used to verify the vertical distribution of the aerosol in our model forecast.   
(3) Atmospheric Infrared Sounder (AIRS) (https://airs.jpl.nasa.gov/): It provides a daily 
global view of the three-dimensional physical state of the atmosphere (air temperature, water vapor, 
and clouds). Temperature profiles from the data achieve an accuracy of 1K for every 1 km layer in 
the troposphere and an accuracy of 1 k for every 4 km layer in the stratosphere. Humidity profiles 
from the data achieve an accuracy of 15% in 2 km layers in the lower troposphere and an accuracy 
of around 50% in the upper troposphere.  
The AIRS Level 3 products contain gridded statistical summaries of the AIRS Level 2 
geophysical quantities. It has daily, eight-day, and monthly Grid products. We use Level 3 data to 
analyze the temperature and humidity fields in the Atlantic Ocean and Sahara regions. 
There are three processing streams of each Level 2 and Level 3 data type in the latest version 
(version6) data product: AIRS+AMSU, AIRS+AMSU+HSB, and AIRS-only. They differ in the 
combination of instrument radiances used in the retrieval process. AIRS+AMSU is the main 
version 6 product based on the combined AIRS and AMSU observations (Texeira 2013). Since this 
product is commonly used in the science community, we also use it. 
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 (4) The Moderate Resolution Imaging Spectroradiometer (MODIS) 
(https://modis.gsfc.nasa.gov/):  It monitors the ambient aerosol optical thickness over the oceans 
globally and over a portion of the continents. Satellite products used in this research include (a) 
Level 2 aerosol data which are based on narrow-swath subsets along CloudSat field of view track. 
Within each day, there are many files which represent different observation time. Data assimilation 
experiments in our study assimilate this product; (b) Level 3 daily joint aerosol/water vapor/cloud 
product, which is a combination of Level 2 product. It is used to verify the forecast of AOD from 
the model. Both are from the newest collection 6.1 version. A detailed description of Level 2 data 
will be provided later in the data assimilation chapter. 
 
2.2.3 Aeronet 
 
The Aerosol Robotic Network (AERONET) established by NASA and PHOTONS provides 
globally distributed observations of spectral AOD (https://aeronet.gsfc.nasa.gov/). This data is used 
in our study to verify the forecast of AOD from the model. 
 
2.2.4 Hurricane observation 
 
The “best track” data from National Hurricane Center (NHC) contain tropical cyclone center 
locations, the minimum sea level pressure, and the maximum surface wind speed 
(https://www.nhc.noaa.gov/data/#hurdat). We use them to verify our simulations. 
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 Case study: Hurricane Earl (2010) 
 
3.1 Overview 
 
Earl developed from a tropical wave over the west coast of Africa on August 24, 2010. It 
became a hurricane on August 29, 2010 (Figure 3-1). Earl continued to intensify to a Category 4 
hurricane, and it started to weaken when it later turned north-eastward. During the weakening stage, 
it made landfall on Nova Scotia on September 4, 2010 as a Category 1 hurricane. It brought 
damages to areas where it passed. It claimed five lives, caused a storm surge which destroyed many 
houses. The NHC official track forecasts starting from August 26 to 30, 2010 for hurricane Earl 
are shown in Figure 3-2. While its genesis was predicted, the forecasted tracks in the early stage 
were biased toward the east.  
 
 
Figure 3-1. Hurricane Earl best track from 24 August to 4 September 2010 (Cangialosi 2011). 
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Figure 3-2. Official track forecast from 26 August to 30 August (Cangialosi 2011). 
 
 
3.2 Observational analysis of SAL 
 
Hurricane Earl (2010) was under the influence of SAL when it was located in the central and 
eastern Atlantic (Cangialosi 2011). The combined Dry Air/SAL images showed that SAL signal 
was significant on the west African coast (Figure 3-3). On August 24, 2010, when it was a tropical 
low, it was located to the west of the African coast (Figure 3-3a). At the same time, SAL was 
located on its north side.  One day later on August 25, SAL extended further to the west, and it 
began to wrap around Earl as it moved to the west side of Earl (Figure 3-3b). On August 26, the 
“wrap up” process was intensified as the leading edge of SAL moved to the south-west side of Earl 
(Figure 3-3c). On August 27, the “wrap up” process was weakened since SAL signal around Earl 
was weaker, especially on the west and north side (Figure 3-3d). Earl finally escaped and moved 
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ahead of SAL (Figure 3-3f). Given the above-mentioned process, it is reasonable to expect that 
SAL might impact the formation and development of Earl. 
  
  
Figure 3-3. +METEOSAT-7/GOES-11 combined Dry Air/SAL Product (CIMSS/ University of Wisconsin-
Madison) at (a) 00UTC 24 August, (b) 00UTC 25 August, (c) 00UTC 26 August,  (d) 00UTC 27 August, 
(e) 00UTC 28 August,  (f) 00UTC 29 August 2010. Red letter C indicates the position of Earl or its precursor. 
 
 
  (a)         (b)
  
 (c)        (d) 
  
(e)         (f) 
  
 
C 
C 
C C 
C C 
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SAL is dry, warm and dusty. We can verify these properties by using AIRS and MODIS 
products. From August 24 to 29, there is a warm region in North Africa and its west coast (Figure 
3-4). Comparing the temperature distribution among all the layers (figures not shown), the 
temperature gradient is highest at around 850 hPa level. Relative humidity has a similar pattern as 
the temperature (Figure 3-5). At 850 hPa, relative humidity to the northwest coast of Africa can 
reach under 10%. MODIS AOD L3 product (Figure 3-6) shows that aerosols indicated by high 
AOD values generally collocate with dry and warm air.  
 
(a)            (b) 
  
(c)            (d) 
  
(e)            (f) 
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Figure 3-4. Temperature (oC) from AIRS L3 at 850 hPa on (a)  24 August,  (b) 25 August, (c) 26 August, 
(d) 27 August, (e) 28 August,  (f) 29 August 2010. 
 
(a)            (b)
  
(c)            (d)
  
(e)            (f)
  
 
Figure 3-5. Relative humidity from AIRS L3 at 850 hPa on (a)  24 August,  (b) 25 August, (c) 26 August, 
(d) 27 August, (e) 28 August,  (f) 29 August 2010. 
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(a)            (b) 
   
(c)            (d)
   
(e)            (f) 
   
 
Figure 3-6. Aerosol optical depth at 550nm from MODIS L3 on (a) 24 August, (b) 25 August, (c) 26 August, 
(d) 27 August, (e) 28 August,  (f) 29 August 2010.  
 
 
3.3 Model simulation 
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3.3.1 Experiment design 
 
To conduct the sensitivity test of the impact of aerosols on the hurricane, WRF control 
experiment excluding chemistry process is conducted first. A series of experiments are carried out 
to choose a suitable initial time for the control experiment. WRF simulations are initialized at 
different times ranging from 12 UTC August 19 to 00UTC August 23 and run for 5 days. Figure 
3-7 shows the simulated tracks and the NHC best track. All tracks are plotted from 00UTC August 
24 when a closed-surface circulation developed.  Better track forecasts generally are achieved when 
the models are initialized at a later time. However, we notice that when the model is initialized at 
12UTC August 20 and 00UTC August 21, the simulated tracks are less accurately placed compared 
to the simulation launched at 00UTC on August 20. This means that the initial conditions from 
FNL at these two times may contain larger errors. Initializing the model at 00UTC on August 20 
also does not produce good results because the model produces a spurious hurricane later (figure 
not shown). Thus, we choose to initialize the model at 12UTC on August 21, which is early enough 
to include significant impacts from dust and can lead to a reasonable track forecast among all the 
simulations.   
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Figure 3-7. Model simulated tracks from different initial times and the best track (Black line). All tracks are 
plotted from 00UTC 24 August 2010. The legends on the upper right corner indicate different initial times.  
 
 We notice that TC forecast errors grow significantly with forecast time. According to NHC 
tropical cyclone report for hurricane Earl (Cangialosi 2011), the track forecast errors arrange from 
377.6 km (203.9 n mi (nautical mile)) to 768.6 km (415 n mi) at 120h from different models.  The 
track forecast error in ExC is 527.8 km (285 n mi) at 120h (12UTC 26), which is still in the 
reasonable range of the official forecasts. Therefore, we will not attempt to correct the track errors 
at this time, rather we will focus on how aerosols will affect the forecasts.  
Two additional experiments (experiment ExO and ExDO) are based on the control 
experiment ExC, but the chemistry processes are added to the model (Table 3-1). All experiments 
are initialized at 12UTC on August 21, 2010 and run for 5.5 days until 00UTC August 27. As 
mentioned earlier, the control experiment is conducted using the WRF model without any 
chemistry. The experiment ExO is WRF-Chem simulation with aerosols (black carbon, organic 
carbon, sea salt, sulfate, but no dust) included into the model initial and boundary conditions. In 
the experiment ExDO, dust and other aerosols mentioned above are added to the model. By 
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comparing the experiment ExO and the experiment ExDO, we can investigate the added effect of 
dust.   
 
Table 3-1. Experiment configurations.  
 Chemistry  Dust  Black carbon, Organic carbon, Sea salt, 
Sulfate 
Control experiment ExC None None None 
Experiment ExO Yes None Yes 
Experiment ExDO Yes Yes Yes 
 
 
3.3.2 Model evaluation 
 
3.3.2.1 Evaluation of Meteorological variables  
 
The model simulated track is determined by locating the minimum sea level pressure of the 
system. We can see that three simulations have similar tracks, and they are biased to the north-east 
(Figure 3-8). As forecasts from other models such as ECWMF show no better results, our track 
biases are not a result of the deficiency in our experimental design. Possible reasons are errors in 
the initial and boundary conditions in the models. The track of a tropical cyclone is mainly 
controlled by its ambient large-scale flows and interactions between the TC and other weather 
systems. In the case of Earl, hurricane Danielle (2010) developed before Earl may have disturbed 
the environmental flow in front of Earl (Figure 3-3). Improving the TC forecast requires the 
improvement of the prediction of multiscale physical processes over disparate regions of the 
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hemisphere, rather than just locally over the disturbance of interest (Fowler and Galarneau 2017). 
We will show later in chapter 4 that the data assimilation indeed can improve the track forecast 
when the large-scale background flow becomes more accurate. Here we focus on one aspect of the 
model errors, that is whether considering aerosols especially dust will change the TC forecast. 
Adding aerosols to the model improves the track slightly before 18UTC on August 25 (east 
of 29 oW) since both tracks in ExDO and ExO are closer to the best track. ExDO track forecast 
outperforms ExC throughout the whole period with track error reduced by 7% on average from 
00UTC 24 to 12UTC 26 (60h to 120h). Overall, the track forecast improvement is small but 
noticeable when the simulations include aerosols. 
All simulations produced stronger sea-level low pressure and higher maximum wind 
compared to the observations. (Figure 3-9 and Figure 3-10). Many factors may have contributed to 
this overprediction. For example, interactions between the storm and its environment including the 
ocean, and the cumulus parameterization scheme that may trigger too much convection. After 
12UTC on August 25, the minimum pressure in ExDO becomes higher than that in the other 
simulations, and its maximum wind becomes lower. It shows that dust aerosols reduce the intensity 
overprediction by 35% in the minimum SLP and 32% in the maximum wind at the 120h forecast. 
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Figure 3-8. The simulated tracks and the best track for Earl. The ECMWF track forecast is from 12UTC 24 
to 12UTC 26 at every12 hours. The other tracks are from 00UTC 24 to 00UTC 27 August 2010. The track 
from ExC and the best track are in 6 hours interval. The tracks from ExDO and ExO are in 3hours intervals. 
The numbers indicate the days. Detail description of the experiment configurations can be found in Table 
3-1.  
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Figure 3-9. Minimum sea level pressure (units: hPa). ExC and best track are in 6 hours interval while ExDO 
and ExO are in 3hours intervals. Detail description of the experiment configurations can be found in Table 
3-1. 
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Figure 3-10.  Maximum surface wind speed (units: m/s). ExC and best track are in 6 hours intervals while 
ExDO and ExO are in 3-hour intervals.  
 
Although the simulations produce stronger low-pressure center and biased track compared to 
the observations, the overall distribution and evolution of the systems are comparable to the FNL 
reanalysis (Figure 3-11).  At 12UTC on August 22, one day after the simulation starts, in the 
experiment ExDO, a low-pressure system is present in North Africa (Figure 3-11a). The system is 
stronger and is located to the south in our simulations than that in FNL. We will analyze this system 
in detail in the following chapters, to show this system is a part of the AEW system that generates 
hurricane Earl later.  
At the beginning of tropical low stage at 00UTC on August 24, a low-pressure center is 
located on the west coast Africa (Figure 3-11b). The location in our simulation is close to FNL 
reanalysis, but our simulation still shows a stronger center. One day later at 00UTC on August 25, 
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the system moves to the west and develops into a tropical depression (Figure 3-11c). The system 
in our simulation is still stronger than that in FNL, and its location is to the north of its position in 
FNL. Other experiments (ExC and ExO) have similar patterns in sea-level pressure as the 
experiment ExDO (figures not shown). 
 
(a) 
 
(b) 
 
(c) 
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Figure 3-11. Sea level pressure (hPa, shading) and wind vector for  (left) the experiment ExDO, (middle) 
the FNL reanalysis, and (right) the difference (ExDO-FNL) at (a) 12UTC 22; (b) 00UTC 24; (c) 00UTC 25 
August 2010. 
 
The low-pressure system at the surface is a part of a complex convective system which has a 
wave pattern at the upper levels. We named the wave “African Easterly Wave” (AEW) which is 
significant at 600 hPa level. A local maximum relative vorticity and a curvy streamline can be seen 
at around 10oN, 0oE at the beginning of the simulation ExDO at 12UTC on August 21, 2010 (Figure 
3-12). This indicates the location of the AEW trough. The dense streamline represents African 
Easterly Jet (AEJ) which is an axis of maximum easterly wind. AEW and AEJ continue to move 
to the west. AEW is located at 10oW one day later at 12UTC 22 August (Figure 3-13).  The denser 
streamline and higher relative vorticity in ExDO simulation compared to FNL indicate that the 
wave is stronger in the simulation. The stronger wave corresponds to a stronger low-pressure 
system at the surface. One day later at 12UTC 23 August (Figure 3-14), AEW in the simulation is 
still stronger than that in FNL, and its trough position is to the north of AEW in FNL. At the tropical 
low stage at 00UTC 24 August (Figure 3-15), the stronger AEW corresponds to the stronger surface 
pressure in the simulation. Its trough is still biased to the north compared to FNL. Such bias remains 
in the whole life of this system in the simulation (Figure 3-8). AEWs in other simulations (ExO 
and ExC) have similar patterns as the experiment ExDO (figures not shown). 
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Figure 3-12. The 600 hPa streamline and the relative vorticity (shading) at the beginning of the simulation 
ExDO at 12UTC 21 August 2010. 
(a)       (b) 
 
Figure 3-13. The 600 hPa streamline and the relative vorticity (shading) at 12UTC 22 August 2010 for (a) 
ExDO, (b) FNL. 
(a)       (b)
 
Figure 3-14. Same as Figure 3-13 but at 12UTC 23 August 2010. 
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(a)       (b)
 
Figure 3-15.  Same as Figure 3-13 but at 00UTC 24 August 2010. 
 
 
AEJ is important to provide energy to the growth of AEW which can trigger convective 
systems over the ocean. We compare the time and zonal average of the zonal wind between our 
simulation ExDO and FNL (Figure 3-16). A maximum of easterly wind is located at around 600-
700 hPa level indicates AEJ is present in the region. AEJ and associated low-pressure system at 
the surface are stronger in our simulation. The westerly wind under AEJ is a part of the monsoon 
flow that supplies air to the low-pressure system. It is stronger in our simulation as well. The 
meridional cross section of the averaged zonal wind shows that the position of AEJ in our 
simulation is comparable to FNL, the location of its trough related to the precursor of  Earl 
generally is biased to the north against FNL as shown in Figure 3-12 to Figure 3-15. AEJ in other 
simulations (ExO and ExC) also have similar patterns to the experiment ExDO (figures are shown). 
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(a)           (b)                                                (c)   
 
Figure 3-16. The vertical meridional cross sections of 5-day-averaged (from 12UTC 21 to 12UTC 26) zonal 
wind, averaged between 10W and 10E for (a) experiment ExDO, (b) FNL reanalysis, (c) and their difference 
(ExDO-FNL). 
 
 Radiosonde observations from three stations are selected to validate the simulation results 
( 
Figure 3-17). In-Salah station is located in the Sahara region where the atmosphere is dry. 
Niamey-Aero station is located near Sahel region (around 15oN) where it shares the boundary 
between dry and wet regions. Guimar-Tenerife station is located on the west coast of North Africa.  
At In-Salah station, 24 hours after the model was initialized, at 12UTC 22, the Skew-T plot 
of the radiosonde data shows that the layer is very dry since the difference between the dewpoint 
and the temperature is large (Figure 3-18a). The environmental temperature has a dry adiabatic 
lapse rate up to 600 hPa, which indicates that the boundary layer is well mixed and thick. This is a 
result of strong heating over the desert region. Such sounding profile is typical in the Sahara region 
(e.g. Messager et al. 2010). The Skew-T plot from the simulation has the similar sounding profile 
(Figure 3-18b). 12 hours later at 12UTC 23, while the radiosonde observation changes little, the 
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profile from the simulation becomes wetter as indicated by smaller dewpoint depression (Figure 
3-19). 
 
 
Figure 3-17. Locations of the radiosonde stations 
 
(a)        (b)
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Figure 3-18. The Skew-T plot at In-Salah station at 12UTC 22 August 2010 for (a) radiosonde from the 
station, and (b) the simulated sounding profile in ExDO. The radiosonde observation is obtained from the 
University of Wyoming. 
 
(a)        (b) 
  
Figure 3-19. Same as Figure 3-18 but at 12UTC 23 August 2010. 
 
At around 15oN where Niamey-Aero station is located, the sounding profile is significantly 
different from the sounding profile in the dry region in the north (Figure 3-20). The dewpoint 
depression is much smaller, and the air is relatively wet. This is the boundary region between the 
dry air in the north and the tropical wet air in the south. Because the AEJ is located in this region, 
the AEW usually forms here and increases the moisture in this region by convection. The model 
simulations produce similar sounding profiles to the observations, although the simulation is wetter 
(Figure 3-20, Figure 3-21, Figure 3-22). 
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(a)        (b)
 
Figure 3-20.  Same as Figure 3-18 but for Niamey-Aero station at 12UTC 22 August 2010. 
 
(a)        (b)
 
Figure 3-21.  Same as Figure 3-18 but for Niamey-Aero station at 00UTC 23 August 2010. 
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(a)        (b) 
 
Figure 3-22.  Same as Figure 3-18 but for Niamey-Aero station at 12UTC 23 August 2010. 
 
 
 
 The Guimar-Tenerife station located off the west coast of North Africa and over the Atlantic 
Ocean has a significantly different sounding profile compared to the stations on land (Figure 3-23, 
Figure 3-24, Figure 3-25). In both observations and the simulation, a clear temperature inversion 
layer can be seen between 850 hPa and 950 hPa levels. The dewpoint has its minimum in this layer. 
The warmness and dryness of this layer is a part of the Sahara Air Layer which dominates over 
North Africa in the summer and fall. The layer is undercut by the moist atmosphere near the ocean 
surface below 950 hPa. The sounding profiles from the simulation also show the dry inversion 
layer. It indicates that the model can represent the SAL features over the ocean. 
Overall, the simulation produces similar sounding profiles as the radiosonde observations on 
dry land, wetland and over the ocean near the coast. Although we only show the sounding profiles 
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of the experiment ExDO, other experiments (ExO and ExC) have similar profiles (figures not 
shown). Thus, the model can represent the meteorological characteristics of the atmosphere in our 
simulated region. 
  
(a)        (b)
 
Figure 3-23. The Skew-T plot at Guimar-Tenerife station at 12UTC 22 August 2010 for (a) radiosonde from 
the station, and (b) the simulated sounding profile in ExDO. 
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(a)        (b)
 
Figure 3-24. Same as Figure 3-23 but at 00UTC 23 August 2010.  
 
(a)        (b)
 
Figure 3-25.  Same as Figure 3-23 but at 12UTC 23 August 2010.  
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3.3.2.2 Evaluation of Aerosols 
 
Modeling the evolution of aerosols including dust is crucial for quantifying the dust effects 
reasonably. The AOD measurement from AERONET is a standard aerosol dataset for validation. 
Here AERONET level 2.0 data are used to validate the model performance because these data have 
been pre-field and post-field calibrated, cloud-screened, and quality-assured. AERONET provides 
AOD measurements at different wavelengths. As the model outputs simulated AOD at 550 nm, 
AERONET AODs at 440 nm and 675 nm are utilized to obtain the AERONET AOD at 550 nm 
using the following equation:     
 
 
𝜏𝜆
𝜏𝜆0  
= (
 𝜆
𝜆0
)−α          (3.1) 
where  𝜏𝜆 is the AOD at wavelength 𝜆, and 𝜏𝜆0 is the AOD at the reference wavelength 𝜆0 . α is 
Angstrom exponent which is calculated by  
 
  α= -
𝑙𝑜𝑔
𝜏𝜆1
𝜏𝜆2
𝑙𝑜𝑔
𝜆1 
𝜆2 
            (3.2) 
where 𝜏𝜆1  and 𝜏𝜆2 are measurements of AOD  taken at two different 
wavelengths 𝜆1  and 𝜆2  respectively.  (Tan et al. 2015) 
 
Angstrom exponent α covering the wavelength range 440-675 nm is already provided by 
AERONET data. Thus, following the first formula above, AOD (at 550nm) =AOD (at 440nm) * 
(550/440) -α. 
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The AERONET AOD is the total AOD from all aerosols. Simulated AOD from ExDO, which 
also contains all aerosols, is compared with AERONET AOD in every three hours. Because the 
observation time of AERONET measurement is not exactly at the 3-hour time (00UTC, 03UTC, 
etc.), we define a time window (±1hour) every three hours. An observation within the time window 
and closest to the 3-hours time is treated as the observation at that 3-hour time. 
Five AERONET sites are selected (Figure 3-26). The Capo Verde and Darkar stations are 
located in the western coastal region, while the other three stations are located around the Sahel 
region. The comparisons of these stations show that although model AOD is not exactly matching 
the AERONET AOD on some occasions, the model can predict the time evolution of AOD 
reasonably well. It can represent the general trend and the timing of the peak and the trough (Figure 
3-27). For example, the model AOD at Zinder airport shows the upward trend from 06 UTC 22 to 
06 UTC 25 similar to AERONET AOD observations. The AERONET AOD and model AOD both 
reach peak at 06 UTC 25 and valley at 15 UTC 22.   
 
Figure 3-26. The locations of AERONET stations. 
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Figure 3-27. AOD at 550 nm from five AERONET sites and the corresponding simulated AOD from the 
experiment ExDO from 21UTC 21 to 00UTC 27 August 2010. 
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MODIS AOD Level 3 product provides daily horizontal distribution of aerosols. AOD from 
the experiment ExDO and MODIS AOD are compared to verify whether the model can represent 
the aerosol horizontal distribution and time evolution (Figure 3-28). Both model and observational 
AOD include contributions from all aerosol species. The left column shows the result from the 
simulation ExDO at 12UTC from day 21 to day 26. The right column shows MODIS AOD from 
day 21 to 26. There is no hour information in MODIS Level 3 product, only one figure each day. 
We use AOD from the model at 12UTC each day to compare with the MODIS AOD daily product. 
This comparison is not ideal since MODIS level 3 product is a daily product containing many 
granules throughout the whole day. However, since only Level 3 product provides a whole picture 
of AOD, and the model AOD does not very quickly within a day, this comparison is reasonable. 
Figure 3-28 shows that high AODs are mainly located over the Sahara Desert and its 
downstream region in both simulation and MODIS observations. Dust contributes to the most part 
of AOD, verified by MACC-II model AOD (figures not shown).  
At the beginning of the simulation, the AOD value in the model is lower than the observation 
(Figure 3-28a, b). On 22 August, AOD from the model is under 0.7 while AOD can reach 1.3 in 
MODIS. The distribution is similar in the north and west coast of Africa between the model and 
the observation. The low bias in the modeled AOD is improved as more dust being emitted into 
the atmosphere in the simulation. Overall, AOD on the west coast of Africa is underestimated in 
the simulation while AOD in north Africa gradually matches with the AOD from the observation. 
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(a)           (b) 
  
(c)           (d) 
   
(e)            (f) 
    
(g)           (h)       
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(i)           (j) 
  
(k)           (l) 
   
 
Figure 3-28. Aerosol optical depth from the simulation ExDO (left column) and MODIS L3 product (right 
column). In August 2010 at (a)12UTC 21th, (b) 21th, (c)12UTC 22th, (d)22th,  (e)12UTC, 23th, (f) 23th, 
(g)12UTC, 24th, (h) 24th, (i) 12UTC, 25th, (j) 25th, (k)12UTC, 26th, (l) 26th.   
 
The vertical distribution of dust and other aerosols from the model can be verified by the 
CALIPSO aerosol subtypes data. The dust aerosols extinction coefficient in the model is 
approximated by the difference between the total extinction coefficient in ExDO and ExO (Figure 
3-29 to Figure 3-32). At 14UTC 22, dust aerosol extinction coefficient from the simulation reaches 
4 km (Figure 3-29d) while the CALIPSO data shows the dust aerosols can reach 5 km height 
(Figure 3-29c). At 14UTC 23, CALIPSO data shows the dust lays above the other aerosols (Figure 
3-30c). The simulated extinction coefficient also indicates dust is the main aerosol type reach upper 
atmosphere above 1 km (Figure 3-30d), and other aerosols are concentrated in the lowest 1 km 
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beneath the dust(Figure 3-30e). At 14 UTC 25 (Figure 3-31), dust extinction coefficient region 
coincides with CALIPSO data. At 15 UTC 26 (Figure 3-32), although the modeled dust extinction 
coefficient only appears in a layer between 3 km and 4 km, the simulation picked up a contribution 
from other aerosols observed by CLLIPSO. Overall, the horizontal and vertical distribution of dust 
and other aerosols match the CALIPSO observation.    
 
(a)         (b) 
  
(c)         (d)            (e)
   
Figure 3-29. Comparison of the aerosol subtypes in CALIPSO and the aerosol extinction coefficient in the 
model at 14 UTC 22 August 2010. (a) CALIPSO track. (b) Position of the cross section in the model (blue 
line). (c)  CALIPSO aerosol subtype. Yellow color indicates dust; deep blue indicates dusty marine aerosol; 
light blue indicates marine aerosol. (d) The difference (ExDO-ExO) of aerosols extinction coefficient at 550 
nm represents dust contribution. (e) extinction coefficient at 550 nm due to other aerosols (without dust) in 
ExO. Red frame in (c) is the area that compare to (d) and (e).  
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(a)         (b) 
  
(c)            (d)          (e) 
    
Figure 3-30. Same as Figure 3-29 but at 14UTC 23 August 2010. 
 
(a)         (b) 
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(c)          (d)         (e)
   
Figure 3-31. Same as Figure 3-29 but at 14UTC 25 August 2010. 
 
(a)         (b) 
  
(c)              (d)              (e)
   
Figure 3-32. Same as Figure 3-29 but at 15UTC 26 August 2010. 
 
In summary, compared to best track and reanalysis data, the simulations produce stronger 
AEW, AEJ, and surface low-pressure system. Their tracks are biased to the north-east but similar 
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to all other operational forecasts. The evolution of the low-pressure system generally agrees with 
the reanalysis data. The model depicts SAL vertical structure over land and ocean reasonably well 
when we compare the model sounding profiles to the radiosonde data. The model also predicts 
reasonable horizontal and vertical distributions of the aerosols, and it can forecast their evolution.  
 The model verification gives us confidence that the simulation results can be used to study 
the impact of dust aerosols on Earl.  
 
3.3.3 Model result analysis 
 
3.3.3.1 Dust direct effect 
 
To understand how the dust affects the convective system, we begin to analyze the system 
when it is located in North Africa. Prior to its westward movement towards the Atlantic Ocean, the 
low-pressure system is free of clouds due to the absence of abundant moisture. Thus, dust directly 
affects the radiation budget of the earth-atmosphere system.  
Dust begins to influence the atmosphere when the model is initialized at 12UTC 21 August 
2010. One hour after the simulation starts, at 13UTC, we take a horizontal area average (indicated 
by the red box in Figure 3-33) to obtain the vertical heating profiles for both ExDO and ExO. Their 
differences show the dust effect.  
Shortwave radiation warms up the atmosphere in both experiments (Figure 3-34a). This is a 
result of the absorption of the solar shortwave radiation by the atmosphere. However, when dust is 
considered in the model (experiment ExDO), the heating rate is larger than that in the experiment 
excluding dust effect (experiment ExO) (Figure 3-34b). Dust aerosols absorb extra shortwave 
88 
 
radiation from the sun. Because the dust aerosol concentration decreases with height, dust-induced 
heating also decreases with height. The maximum dust heating rate, which is around 0.01K/hour, 
is located at the lowest level, and it drops to close to zero above 10 km (Figure 3-34b).  
We further conduct the cross-section analysis of the heating rate. The cross-section is 
obtained by zonally averaging between 10oE and 10oW. The shortwave radiative heating rate is 
positive in the cross-section in the experiment ExO (without dust) (Figure 3-35a). If the model 
includes dust, the heating rate is increased in the dusty region, with maximum heating rate located 
below 3 km to the north of 17.2 oN (Figure 3-35b). The magnitude of the maximum heating can be 
around 0.03 K/hour, larger than the maximum area-averaged heating rate (0.01 K/hour).  
While the atmosphere absorbs shortwave radiation, it also emits longwave radiation upward 
and downward at the same time. The outgoing longwave radiation decreases the temperature of the 
atmosphere above 800 meters (Figure 3-36a and Figure 3-37a). At this layer, although the 
atmosphere is also absorbing longwave radiation from the surface, the warming effect is smaller 
than the cooling effect from the outgoing longwave radiation in the atmosphere. However, in a thin 
layer near the surface (below 800 meters), the absorption of longwave radiation from the surface 
need to be considered, which is larger than the outgoing longwave radiation in this layer. Thus, the 
heating rate is positive in this thin layer (below 800 meters) (Figure 3-36a and Figure 3-37a).  
When dust is added to the model, the following changes are noticed: above 800 meters, the 
cooling effect due to longwave radiation becomes stronger while below 800 meters, the positive 
heating effect becomes weaker (Figure 3-36b and Figure 3-37b). We discuss these changes 
separately. (1) Above 800 meters, dust enhances the longwave cooling (Figure 3-36b and Figure 
3-37b). Dust absorbs shortwave radiation from the sun and heats up the atmosphere, and higher 
temperature emits more longwave radiation at the same time. (2) Below 800 meter, although the 
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longwave radiative heating rate is still positive even when the dust is present, the addition of dust 
reduces the positive heating rate (Figure 3-36b and Figure 3-37b). The heating rate considered here 
is a combination of upward and downward longwave radiation in the atmosphere and the absorption 
of longwave radiation from the surface. Two reasons can explain this dust effect: firstly, upward 
and downward longwave radiation becomes stronger, which is a result of enhancing radiation 
cooling in the dust layer as we mentioned earlier; secondly, the presence of dust reduces the 
longwave radiation from the ground (Figure 3-45b) because the temperature is reduced at the 
surface (Figure 3-44b) due to absorption of shortwave radiation by dust (Figure 3-34b). As the 
longwave radiation from the ground is reduced, the warming below 800 meters is reduced as well. 
Because of these two reasons, the total effect near the surface layers is negative after dust is 
considered in the model (Figure 3-36b).  The negative effect due to dust in the whole column is 
greatest at the lowest level, around -0.02 K/hour on the domain average. 
Considering both shortwave and longwave radiations of the atmosphere, the heating rate is 
positive because the shortwave radiation dominates over the longwave radiation except at the near 
surface levels (Figure 3-38a and Figure 3-39a). At the near surface levels (below 800 meters), the 
longwave radiative heating is larger than the shortwave radiative heating, and the total effect is still 
warming. The maximum heating rate is around 0.6K/hour in the domain average, and it exceeds 1 
K/hour in the zonal averaged vertical cross-section (Figure 3-38a and Figure 3-39a).  
When dust effect is considered in the model, the combined shortwave and longwave radiative 
heating rate is stronger above 800 meters because dust shortwave radiation warming effect is 
stronger than dust longwave radiation cooling effect (Figure 3-38b and Figure 3-39b). At the near 
surface level in some areas, however, the reduction of the longwave radiative heating from the 
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surface is stronger than the enhancement of the shortwave radiative heating. Therefore, the total 
heating rate becomes smaller. 
We compare our findings to a typical observational study by Huang et al. (2009) who 
investigated dust effect using satellite observations in Taklimakan Desert (Figure 3-40). There are 
several differences between our results and theirs:  
(1) Dust vertical distribution in their case is different from ours. Since there is a single 
elevated dust layer at about 5 km above the ground in their case, the maximum shortwave radiative 
heating and longwave radiation cooling are concentrated at around 5 km height. In our experiment, 
however, the maximum warming rate and cooling rate are near the surface where the most dust 
aerosols are located.  
(2) In their case, dust longwave radiation heats up the atmosphere below the dust layer 
because of the enhancement of downward longwave radiation from the dust layer, which acts like 
“greenhouse effect”. While in our case, dust longwave radiation effect is negative above 800 meters 
because the emission of longwave radiation is enhanced due to dust. While below 800 meters, the 
effect is still negative in our case as discussed earlier.  
(3) In their case, the net radiative heating is positive within and below the dust layer. On the 
other hand, our experiment shows the net heating effect is positive within the dust layer except at 
the surface. The averaged net heating rate by dust in our case is around 0.12 K/day (0.01K/hour * 
12 hours), which is much less than 6 K/day in their case. This could be because the dust 
concentration in our case is less than theirs, and the dust single-scattering albedo over Sahara in 
our case is higher than that over Taklimakan desert in their case. Thus, dust aerosols over Sahara 
absorb less shortwave radiation, and dust heating rate in our case is smaller.   
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  Figure 3-33. The aerosol optical depth(shading) and the sea level pressure (contour, units: hPa) in ExDO 
at 13UTC 21 August 2010. Red rectangular frame indicates the area where the horizontal averages are taken.  
(a)       (b) 
 
Figure 3-34. The averaged potential temperature tendency (K/hour) due to the shortwave radiation at 13UTC 
21 August 2010 in (a) the experiment ExDO (with dust) (Red line) and the experiment ExO (only other 
aerosols, no dust) (purple line); (b) their difference (ExDO-ExO) (red line), zero value line (purple line).  
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(a)       (b)    
 
Figure 3-35. Vertical cross sections (height vs latitude) of zonal mean (10oW to 10oE) of potential 
temperature tendency due to shortwave radiation (shading, K/hour), and extinction coefficient at 550nm 
(contour) at 13UTC 21 August 2010 for (a) the experiment ExO, and (b) the difference due to dust (ExDO-
ExO). 
 
(a)       (b)
 
Figure 3-36. Same as Figure 3-34 but for longwave radiation. 
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(a)       (b)             
 
Figure 3-37. Same as Figure 3-35 but for longwave radiation 
 
(a)       (b)
    
Figure 3-38. Same as Figure 3-34 but for shortwave + longwave radiation. 
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(a)       (b)  
 
Figure 3-39. Same as Figure 3-35 but for shortwave+longwave radiation. 
 
 (a)    (b)       (c) 
         
Figure 3-40. Daily averaged heating rates due to dust aerosols. Orbit-averaged vertical profile for 29 July. 
Unit: K day-1. (a) Short wave radiative heating; (b) Long wave radiative heating; (c) Net radiative heating. 
Adapted from Huang et al.(2009). 
 
The modeled potential temperature tendency in the boundary layer is closely related to the 
land-surface scheme and the planetary boundary layer (PBL) scheme. The land-surface models 
(LSMs) use the information of the surface layer, radiative forcing, precipitation forcing, and land-
surface properties to provide heat and moisture fluxes over land and sea ice. These fluxes then give 
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a lower boundary condition for the vertical transport in PBL schemes (Skamarock 2008). PBL 
scheme computes the vertical transport of heat, water vapor, and momentum due to turbulent 
mixing (Kalverla et al. 2016).  
We analyze the potential temperature tendency due to the boundary layer process. We also 
calculate the surface energy budget. As shown in Figure 3-41a and Figure 3-42a, positive heating 
produced by the PBL scheme has a depth of around 3~4 km. In the daytime, the heat fluxes, which 
includes sensible heat flux (Figure 3-49a) and latent heat flux (figure not shown) from the surface 
to the boundary layer. Because the region is desert where the air is very dry, the latent heat flux is 
negligible, and sensible heat flux is responsible for the heating in this layer.  
In North Africa where dust and high surface temperature are located (Figure 3-44a), the net 
shortwave radiation flux to the surface in the experiment ExDO is smaller than that in the 
experiment ExO (Figure 3-43b). This means the shortwave radiation received at the surface is 
reduced when dust is added to the model.  
 The reduction of shortwave radiation received at the surface makes the surface temperature 
lower by 0~1oC in the experiment with dust (Figure 3-44b). The cooler surface in the experiment 
ExDO emits less longwave radiation upward (Figure 3-45b). This explains why the longwave 
radiative heating effect below 800 meters in the atmosphere is reduced as we mentioned earlier. 
Downward longwave radiation from the atmosphere heats up the surface (Figure 3-46a). In the dust 
experiment, such downward flux is enhanced (Figure 3-46b). This is because, as mentioned earlier, 
the longwave radiation cooling in the atmosphere is enhanced by dust radiative effect, and this 
enhanced longwave radiation will increase the downward longwave radiation to the surface. Thus, 
the surface receives more longwave radiation because of the presence of dust. This effect is similar 
to the “greenhouse effect”.   
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The combination of upward longwave radiation from the surface and the downward 
longwave radiation fluxes received by the surface is shown in Figure 3-47a. The value of the net 
longwave radiation (downward-upward) is negative, which indicates that the upward longwave 
radiation dominates over the downward longwave radiation. The surface transfer energy to the 
atmosphere. The difference in the net longwave radiation between these two experiments is positive 
indicating that the net longwave radiation flux from the surface is reduced when dust is considered 
in the process (Figure 3-47b). This results from dust reducing the upward longwave radiation from 
the surface and dust enhancing the downward longwave radiation to the surface.  
Net shortwave radiation dominates net longwave radiation (Figure 3-48a). During the 
daytime, surface receives shortwave radiation flux from the sun. Surface transfers energy to the 
atmosphere by emitting longwave radiation flux, which is less than the downward shortwave 
radiation flux. The difference between the experiment ExDO and ExO is negative, which indicates 
that the surface gets less solar energy because of the dust radiative effect (Figure 3-48b).  
During the daytime, the temperature at the surface is higher than the temperature in the lower 
atmosphere. Sensible heat transfers from the surface to the lower atmosphere (Figure 3-49a). When 
dust is added into the model, because surface receives less energy and becomes cooler, the sensible 
heat flux from the surface to the lower atmosphere becomes less (Figure 3-49b). As a result, the 
heating at the boundary layer is reduced, which can explain the reduction of the heating rate in the 
lower atmosphere when dust is included in the simulation (Figure 3-41b and Figure 3-42b).   
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(a)       (b)
 
Figure 3-41. The averaged potential temperature tendency (K/hour) due to the boundary layer heating at 
13UTC 21 August 2010. (a) the experiment ExDO (with dust) (Redline), the experiment ExO (only other 
aerosols, no dust) (purple line). (b) the difference due to dust (ExDO-ExO) (red line), zero value line (purple 
line).  
 
(a)       (b) 
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Figure 3-42. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the potential 
temperature tendency due to the boundary layer heating (shading, K/hour), and the extinction coefficient at 
550 nm (contour) at 13UTC 21 August 2010 for (a) the experiment ExO, and (b) the difference due to dust 
(ExDO-ExO). 
 
 (a)       (b)
 
Figure 3-43. The net shortwave radiation flux (W/m2) received at the surface at 13UTC 21 August 2010 
from (a) the experiment ExO, and (b) difference due to dust (ExDO-ExO). The positive number in (b) means 
downward flux is increased. 
 
(a)       (b)
 
Figure 3-44. The surface skin temperature (oC) at 13UTC 21 August 2010 from (a) the experiment ExO, 
and (b) the difference due to dust (ExDO-ExO).  
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(a)       (b)
 
Figure 3-45.  The upward longwave radiation flux (W/m2) from the surface at 13UTC 21 August 2010 from 
(a) experiment ExO, and (b) the difference due to dust (ExDO-ExO). The positive number in (b) means 
upward flux is increased. 
 
(a)       (b) 
 
Figure 3-46. The downward longwave radiation flux (W/m2) to the surface at 13UTC 21 August 2010 from 
(a) the experiment ExO, and (b) the difference due to dust (ExDO-ExO). The positive number in (b) means 
downward flux is increased. 
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(a)       (b)
 
Figure 3-47.  The net longwave radiation flux (W/m2) (downward-upward) at 13UTC 21 August 2010 from 
(a) the experiment ExO, and (b) the difference due to dust (ExDO-ExO). Positive number means downward 
direction. 
 
(a)       (b) 
 
Figure 3-48.  The net shortwave radiation + net longwave radiation flux (W/m2) at the surface at 13UTC 21 
August 2010 from (a) the experiment ExO, and (b) the Difference due to dust (ExDO-ExO). Positive number 
means downward direction. 
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(a)       (b)
 
Figure 3-49. The sensible heat flux (W/m2) from the surface at 13UTC 21 August 2010 from (a) the 
experiment ExO, and (b) the difference due to dust (ExDO-ExO). Positive number means upward direction. 
 
 
 Total potential temperature tendency includes the heating contributed from radiation, PBL 
parameterization, cumulus scheme, potential temperature advection, and microphysical latent heat 
release. The heating from the radiation and boundary layer processes is the major contributing 
factors; other heating terms are negligible (which is the case for this selected region and time, 
figures not shown). The combination of these two terms leads to a positive heating from the surface 
up to 4~5 km in the atmosphere. There is a maximum heating rate at the surface due to the strong 
sensible heat flux (Figure 3-50a and Figure 3-51a).  
When dust is added to the simulation, the heating rate becomes smaller below 2.5 km (Figure 
3-50b and Figure 3-51b). Although dust radiative effect warms up the atmosphere in this layer, it 
cannot compensate the dust cooling effect in the boundary layer. Above 2.5 km height, dust heats 
the atmosphere due to its radiative effect.  
The difference in the potential temperature vertical profile between these two experiments is 
similar to the difference in the total heating rate vertical profile, with cooling under 2.5 km and 
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warming above it (Figure 3-52b and Figure 3-53b). Thus, the temperature difference between these 
two experiments is a result of total heating difference due to dust. 
  
(a)       (b) 
 
Figure 3-50. The averaged potential temperature tendency (K/hour) due to the total tendency (radiation + 
PBL parameterization + cumulus scheme + microphysics latent heat+ advection) at 13UTC 21 August 2010. 
(a) experiment ExDO (with dust) (Red line), experiment ExO (only other aerosols, no dust) (purple line). 
(b) Difference due to dust (ExDO-ExO) (red line), zero value line (purple line). 
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(a)       (b)   
 
     Figure 3-51. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the 
potential temperature tendency due to the total tendency (radiation + PBL parameterization + cumulus 
scheme + microphysics latent heat+ advection) (shading, K/hour), and the extinction coefficient at 550nm 
(contour) at 13UTC 21 August 2010 for (a) the experiment ExO, and (b) the difference due to dust (ExDO-
ExO). 
(a)       (b)
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Figure 3-52.  The average potential temperature (K) at 13UTC 21 August 2010. (a) experiment ExDO (with 
dust) (Red line), experiment ExO (only other aerosols, no dust) (purple line). (b) Difference due to dust 
(ExDO-ExO) (red line), zero value line (purple line).  
 
(a)       (b)            
 
Figure 3-53. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the potential 
temperature (shading, K) and the extinction coefficient at 550 nm (contour) at 13UTC 21 August 2010 for 
(a) the experiment ExO, and (b) the difference due to dust (ExDO-ExO). 
 
 At 00UTC 22, we use the same cross-section and area previously used at 13UTC 21 to 
analyze the heating rate and the impacts of dust (Figure 3-54). There is no shortwave radiation at 
nighttime, the longwave radiation cools the atmosphere (Figure 3-55a and Figure 3-56a). The 
cooling rate decreases with height below 3 km because the temperature decreases with height, and 
layers with lower temperature emit less longwave radiation. Although the atmosphere receives 
longwave radiation from the surface at the lower levels, it emits much more than it receives. Thus, 
the maximum cooling rate is around -0.3K/hour at the lowest level (Figure 3-55a). When the 
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simulation includes dust, the cooling effect is stronger (Figure 3-55b and Figure 3-56b). The 
downward longwave radiation to the surface is stronger between 15~30oN and 10oE~10oW (Figure 
3-57b). The maximum of downward longwave radiation difference corresponds to the maximum 
surface temperature difference (Figure 3-58b), which indicates that dust has a “greenhouse effect” 
at the surface. The maximum temperature difference in Figure 3-58b is also matching the maximum 
upward longwave radiation flux in the same region because the surface with higher temperature in 
the dust experiment emits more longwave radiation to the atmosphere (Figure 3-59). 
 
 
Figure 3-54. The aerosol optical depth (shading) and the sea level pressure (contour, units: hPa) at 00UTC 
22 August 2010. Red rectangular frame indicates the area where the horizontal domain average is taken.  
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(a)       (b)
 
 
Figure 3-55. The averaged potential temperature tendency (K/hour) due to longwave radiation at 00UTC 
22 August 2010. (a) experiment ExDO (with dust) (Redline), experiment ExO (only other aerosols, no dust) 
(purple line). (b) Difference due to dust (ExDO-ExO) (red line), zero value line (purple line). 
 
(a)       (b)   
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Figure 3-56. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the potential 
temperature tendency due to the longwave radiation (shading, K/hour), and extinction coefficient at 550nm 
(contour) at 00UTC 22 August 2010 for (a) the experiment ExO, and (b) the difference due to dust (ExDO-
ExO). 
 
(a)       (b) 
 
  Figure 3-57. (a) The downward longwave radiation flux (W/m2) to the surface at 00UTC 22 August 2010 
from (a) the experiment ExO, and (b) the difference due to dust (ExDO-ExO). Thee positive number in (b) 
means downward flux is increased.  
 
(a)       (b)
 
Figure 3-58. The surface skin temperature (oC) at 00UTC 22 August 2010 from (a) experiment ExO, and 
(b) difference due to dust (ExDO-ExO). 
 
(a)       (b) 
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Figure 3-59. The upward longwave radiation flux (W/m2) from the surface at 00UTC 22 August 2010 from 
(a) experiment ExO, and (b) the difference due to dust (ExDO-ExO). Positive number in (b) means upward 
flux is increased. 
 
 At night, the surface temperature is lowered faster than the atmosphere near the surface. This 
results in a downward sensible heat flux near the surface (Figure 3-60a). The potential temperature 
tendency due to boundary layer parameterization is negative in the boundary layer (below 500 m 
in Figure 3-61a and below 1 km in Figure 3-62a), which indicates that the boundary layer is cooled 
down because of the downward sensible heat flux.  
Dust enhances the downward longwave radiation flux from the dust layer, the surface 
temperature drops less than the experiment without dust. The temperature difference between the 
surface and the boundary layer is smaller. With the reduction of downward sensible heat flux, the 
cooling rate in the boundary layer is reduced below 1 km (Figure 3-61b and Figure 3-62b). The 
domain averaged potential temperature tendency due to boundary heating in the boundary layer 
changes very little between 1 km and 4 km height when dust is added. Overall, these nighttime 
changes are small comparing to the daytime changes.  
The horizontal domain averaged total heating rate due to all physical processes (including 
radiation, PBL parameterization, cumulus scheme, microphysics latent heat, and advection) is 
negative. It means the atmosphere over this region is losing energy in the whole column (Figure 
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3-63a). The cooling above 1 km is contributed from the longwave radiation cooling. While below 
1 km, it results from a combination of longwave radiation cooling and the turbulence mixing. 
Several warming patches in the cross-sections are due to the advection (Figure 3-64a).  
In the presence of dust, the atmosphere overall loses more energy because of stronger 
longwave radiation cooling (Figure 3-63b and Figure 3-64b). There is a slight warming (less cooling) 
due to dust at the lowest level (Figure 3-63b). The reason has been mentioned earlier. The change 
of potential temperature due to dust is corresponding to the change of total heating rate, and the 
atmosphere has lower potential temperature after adding dust (Figure 3-65b and Figure 3-66b).  
 
(a)       (b)
 
Figure 3-60. The sensible heat flux (W/m2) from the surface at 00UTC 22 August 2010 from (a) the 
experiment ExO, and (b) the difference due to dust (ExDO-ExO). Positive number means upward direction. 
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(a)       (b)
 
Figure 3-61. The averaged potential temperature tendency (K/hour) due to boundary layer heating at 00UTC 
22 August 2010. (a) experiment ExDO (with dust) (Red line), experiment ExO (only other aerosols, no dust) 
(purple line). (b) Difference due to dust (ExDO-ExO) (red line), zero value line (purple line). 
 
(a)       (b)
 
Figure 3-62. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the potential 
temperature tendency due to the boundary layer heating (shading, K/hour) and extinction coefficient at 550 
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nm (contour) at 00UTC 22 August 2010 for (a) the experiment ExO, and (b) the difference due to dust 
(ExDO-ExO). 
 
(a)       (b)
 
Figure 3-63. The averaged potential temperature tendency (K/hour) due to all physical processes at 00UTC 
22 August 2010. (a) experiment ExDO (with dust) (Red line), experiment ExO (only other aerosols, no dust) 
(purple line). (b) Difference due to dust (ExDO-ExO) (red line), zero value line (purple line). 
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(a)       (b)
 
Figure 3-64. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the potential 
temperature tendency due to all physical processes (shading, K/hour), and extinction coefficient at 550nm 
(contour) at 00UTC 22 August 2010 for (a) the experiment ExO, and (b) the difference due to dust (ExDO-
ExO). 
(a)       (b)
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Figure 3-65. The average potential temperature (K) at 00UTC 22 August 2010. (a) experiment ExDO (with 
dust) (Red line), experiment ExO (only other aerosols, no dust) (purple line). (b) Difference due to dust 
(ExDO-ExO) (red line), zero value line (purple line).  
 
(a)       (b)        
 
Figure 3-66. The vertical cross sections (height vs latitude) of the zonal mean (10oW to 10oE) of the potential 
temperature (shading, K) and extinction coefficient at 550 nm (contour) at 00UTC 22 August 2010 for (a) 
the experiment ExO, and (b) the difference due to dust (ExDO-ExO). 
 
 
The radiation flux, sensible heat flux and surface skin temperature at the surface at the times 
we analyzed above in the two experiments are shown in Figure 3-67~Figure 3-70 and Table 3-2~ 
Table 3-5. We summarize the findings as follows.   
(1) During the daytime, at 13UTC 21 August 2010 (Figure 3-67 and Table 3-2), dust reduces 
net shortwave radiation to the surface by 2.23% by scattering and absorbing shortwave radiation 
above the surface. Shortwave radiation dominates longwave radiation, the combination of 
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shortwave and longwave radiation is reduced by 2.22% considering dust. The net reduction of 
radiation leads to the reduction of surface skin temperature by 0.64% and the reduction of upward 
longwave radiation from the surface by 0.41%. Less energy received at the surface leads to the 
reduction of sensible heat flux from the surface to the atmosphere by 3.03%. Downward longwave 
radiation is enhanced by 0.31%. Net longwave radiation at the surface is upward, which is reduced 
by 2.26% in ExDO because the reduction of upward longwave radiation by the surface is larger 
than the enhancement of downward longwave radiation emitting to the surface.  
One day later, at 12UTC 22 August 2010 ( 
Figure 3-69 and Table 3-4), the changes of fluxes and surface skin temperature are similar 
except the magnitudes are larger because the dust concentration is higher. Especially, the reduction 
of total shortwave and longwave radiation is 17.33 W/m2. The value is close to the values obtained 
by Zhu et al. (2007a) and Miller and Tegen (1998), but it is less than half of the value found by 
Huang et al. (2009). 
(2) During the nighttime, at 00UTC 22 August 2010 (Figure 3-68 and Table 3-3), downward 
longwave radiation is increased by 0.68% if dust is present because dust absorbs longwave 
radiation from the ground and reemits it back to the surface. This reduces the loss of energy at the 
surface, and the surface skin temperature is up by 0.24%. Higher surface skin temperature emits 
more longwave radiation upward by 0.09%. As the surface loses more longwave radiation than it 
receives, the net longwave radiation is upward, and it is decreased by 6.47% due to dust 
“greenhouse effect”. Since the ground loses more energy than the lower atmosphere does, the 
surface sensible heat flux is downward towards the surface from the atmosphere. Dust reduces such 
flux by 2.25%. The similar situations occur one day later at 00UTC 23 August except at larger 
magnitudes (Figure 3-70 and Table 3-5).  
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Figure 3-67. Compare different fluxes (W/m2) at the surface at 13UTC 21 August 2010. The positive values 
indicate the fluxes are downward. 
 
Table 3-2. Surface skin temperature (oC) at 13UTC 21 August 2010. 
ExDO(dust) (oC) ExO(No dust) (oC) Differnece(ExDO-ExO) (oC) Percentage change 
(%) 
52.373 52.53 
 
-0.33 -0.64 
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lw_down lw_up
ExDO 654.06 493.10 -220.53 -160.97 420.57 -581.54
ExO 668.97 504.28 -227.43 -164.69 419.27 -583.95
difference -14.90 -11.18 6.90 3.72 1.30 2.41
difference (percentage respective to
EXO)
-2.23 -2.22 -3.03 -2.26 0.31 -0.41
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Figure 3-68. Compare different fluxes (W/m2) at the surface at 00UTC 22 August 2010. The positive values 
indicate the fluxes are downward. 
 
Table 3-3. Surface skin temperature (oC) at 00UTC 22 August 2010. 
ExDO(dust) (oC) ExO(No dust) (oC) Differnece(ExDO-ExO) (oC) Percentage change(%) 
29.23 29.16 0.07 0.24 
 
net_sw
(down-up)
net_sw_lw
(down-up)
sensible
heat flux
net_lw
(down-up)
lw_down lw_up
ExDO 0.00 -33.10 16.48 -33.10 400.76 -433.86
ExO 0.00 -35.39 16.86 -35.39 398.06 -433.46
difference 0.00 2.29 -0.38 2.29 2.69 -0.40
difference (percentage respective to
EXO)
0.00 -6.47 -2.25 -6.47 0.68 0.09
-500.00
-400.00
-300.00
-200.00
-100.00
0.00
100.00
200.00
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400.00
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00UTC 22
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Figure 3-69. Compare different fluxes (W/m2) at the surface at 12UTC  22 August 2010. The positive values 
indicate the fluxes are downward. 
 
Table 3-4. Surface skin temperature (oC) at 12UTC 22 August 2010. 
ExDO(dust) (oC) ExO(No dust) (oC) Differnece(ExDO-ExO) (oC) Percentage change (%) 
49.94 50.78 -0.84 -1.65 
 
net_sw
(down-up)
net_sw_lw
(down-up)
sensible
heat flux
net_lw
(down-up)
lw_down lw_up
ExDO 642.38 493.40 -262.79 -148.98 416.62 -565.60
ExO 668.98 510.73 -275.33 -158.25 413.21 -571.47
difference -26.60 -17.33 12.55 9.27 3.40 5.87
difference (percentage respective to
EXO)
-3.98 -3.39 -4.56 -5.86 0.82 -1.03
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 Figure 3-70. Compare different fluxes (W/m2) at the surface at 00UTC 23 August 2010. The positive values 
indicate the fluxes are downward. 
 
Table 3-5. Surface skin temperature (oC) at 00UTC 23 August 2010. 
ExDO(dust) (oC) ExO(No dust) (oC) Differnece(ExDO-ExO) (oC) Percentage 
change (%) 
29.96 29.84 0.12 0.39 
 
 
 Temperature over the whole atmosphere column in ExDO is colder than that in ExO 
because of the above-mentioned changes of heating rates and fluxes due to dust (Table 3-6). The 
cooling effect of dust has an increasing trend (Figure 3-71).  The major processes involved in the 
dust direct effect in this dry region can be illustrated in Figure 3-72. Adding dust contributes to the 
cooling of the atmosphere column by a chain of related processes. Because the low-pressure system 
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is a warm core system in this case, the lowered temperature will raise the surface pressure and 
weaken the low-pressure system.  
 
Figure 3-71. Column temperature (oC) difference (ExDO-ExO) from 12UTC 21 to 12UTC 23 August 2010. 
The column temperature is a mass-weighted average of the whole atmosphere column.  
 
Table 3-6. Averaged column temperature (oC) from 12UTC 21 to 12UTC 23 August 2010.  
ExDO(dust) (oC) ExO(No dust) (oC) Differnece(ExDO-ExO) (oC) Percentage change (%) 
-18.539 -18.504 -0.0347 -0.19 
 
 
 
 
 
 
 
Figure 3-72. The changes of variables due to dust. 
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3.3.3.2 Dust impacts on AEJ  
 
Hurricane Earl (2010) developed from an AEW disturbance. The origins of the AEW 
disturbances are believed to be generated by the instability of the AEJ over North Africa (Burpee 
1972). AEJ provides energy for the growth of AEW when AEW. Therefore, any changes in AEJ 
caused by dust may be considered as the first stage of dust effect on tropical cyclones. We 
decompose the fields into basic states (zonal mean) and perturbations superimposed on them. We 
first analyze the effect of dust on the basic states of AEJ. 
When the zonal wind is averaged between 10oW and 10oE over a period of 5 days (12UTC 
21 to 12UTC 26), the AEJ can be identified in the 550-700 hPa layer and between 12.4N-15.7N. 
Its maximum intensity is about 16m/s (Figure 3-73 a, b). The westerly wind below AEJ is part of 
the monsoon system. The easterly wind is also present between 22.1oN and 28.6oN where the 
atmosphere is dry and hot over the Sahara Desert. The mean changes in the troposphere are 
generally barotropic with a magnitude less than 1 m/s (Figure 3-73c). AEJ is intensified in the south 
and weakened in the north when the simulation includes dust. It implies a slight southward shift of 
AEJ. We also notice that the bottom part of AEJ located at around 13 oN is intensified. The 
maximum intensification is around 1 m/s at about 750 hPa. The monsoon westerly beneath it is 
also enhanced by as much as 1 m/s. This increased shear indicates a stronger temperature gradient 
in the low level.  
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(a)      (b)    (c)
 
Figure 3-73. The vertical meridional cross sections of 5-day-averaged (from 12UTC 21 to 12UTC 26) zonal 
mean wind (10W to 10E, shading, m/s) and aerosol extinction coefficient at 550 nm (contour) in (a) 
Experiment ExDO, (b) Experiment ExO, and (c) their difference (ExDO-ExO). 
 
Figure 3-74 shows the meridional cross-section of the zonal mean potential temperature. The 
horizontal potential temperature gradient is strongly positive below 600 hPa and slightly negative 
above it near 13oN (Figure 3-74a, b). It is where the strongest vertical wind shear occurs due to 
thermal wind balance. The AEJ core is located at around 600 hPa. Looking at the difference in 
potential temperature (Figure 3-74c), north of 22oN, dust cools the atmosphere up to 600 hPa. Such 
cooling effect supports our previous analysis that adding dust cools the atmosphere. However, at 
the same time, dust warms the atmosphere between 600-850 hPa layer south of 22oN.  
The analysis in the previous subsections has revealed that on average dust cools the 
atmosphere in the lower part of the troposphere. The cooling effect appears in the dusty region 
north of 22oN and south of 17oN. With slight warming in between (Figure 3-74c). The enhanced 
temperature gradient in the southern branch of the maximum cooling leads to the formation of the 
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increased vertical wind shear below the AEJ core and the slight southward shift of the AEJ shown 
in Figure 3-73. However, the weakening of the westerly at around 10oN and the decreased 
temperature gradient do not match. We have yet to find the exact reason.  
 
(a)      (b)    (c)
 
Figure 3-74. Same as Figure 3-73, but shading is for potential temperature(K). 
 
One possible reason is that the impact of dust on the system does not maintain a consistent 
pattern. For example, the 84-hour forecast shows that adding dust cools most of the area (Figure 
3-75c). Similar patterns can be seen before that time (figures not shown). Such cooling effect was 
discussed in previous sections. After this time, a positive temperature difference primarily due to 
moist convection grows at 9.2oN and then propagates to 22.1oN. It gradually replaces the negative 
difference caused by dust cooling effect in the north.   
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(a)      (b)    (c)
 
Figure 3-75. The vertical meridional cross sections of the potential temperature (shading, K) and the aerosol 
extinction coefficient at 550 nm (contour) at 00UTC 25, average between 10W and 10E. (a) Experiment 
ExDO, (b) Experiment ExO, (c) Difference (ExDO-ExO). 
 
Reale et. al. (2011b) used the NASA GEOS-5 global model to study the impact of aerosols 
on AEJ. They observed a systematic shift of AEJ to the north and to the higher altitude when the 
simulation includes aerosols (mainly mineral dust in North Africa) (Figure 3-76 left panel). The 5-
day averaged temperature is warmer north of 22oN after adding dust. It increases the temperature 
gradient and leads to the northward and upward shift of AEJ. The magnitudes of the temperature 
and the wind changes are less than 1 K and 1 m/s respectively, similar to our findings. However, 
the changes in their simulations are opposite to that in our case, and the change of temperature in 
their results is more organized than ours, which might explain an organized change of AEJ.  
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Figure 3-76. Vertical meridional cross sections of (left) 5-day-averaged zonal wind (m/s) and (right) 
temperature (oC), averaged between 10W and 10E in the GEOS-5NOA25 simulation initialized at 0000 UTC 
25 Aug 2006. In both panels, solid lines with whole numbers represent NOA 25 (no aerosols) and the IAA 
25 (with aerosols)-NOA25 differences are color shaded. In the right panel, the solid line with decimal 
numbers shows the corresponding dust mixing ratio (10-6 kg kg-1). Adapted from Oreste Reale, Lau, & da 
Silva (2011b) 
 
 
3.3.3.3 Dust impacts AEJ and AEW 
 
Past studies have shown that, under suitable conditions, the AEW can grow by drawing 
energy from the AEJ (e.g. Burpee 1972; Thorncroft et al. 1994). The zonal and 5-day average of 
the potential vorticity is positive everywhere except in the south border of the domain (Figure 3-77). 
In the south, the maximum potential vorticity is between 750 to 300 hPa levels over 9.2oN to 12.4oN. 
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To its north, the meridional potential vorticity gradient is negative while it is positive to the south. 
Such pattern satisfies the “Charney-Stern instability criteria” in which the potential vorticity 
gradient on a constant pressure surface changes sign in the fluid interior while the temperature 
gradient is close to zero at the lower boundary (Pytharoulis and Thorncroft 1999) (Figure 1-4).  
AEW can potentially grow at around 600 hPa level.  
Over the Sahara region, the strong heating produces strong potential vorticity below 950 hPa. 
The potential vorticity gradient above 950 hPa is small and helps to maintain the strong negative 
meridional potential vorticity gradient at around 12.4oN. At the surface, the meridional potential 
temperature south of 12.4oN is positive (Figure 3-74). As a result, meridional potential vorticity 
gradient at 600 hPa and meridional potential temperature gradient at the surface have opposite sign 
and therefore again satisfies the “Charney-Stern instability criteria”. Under these conditions, low-
level waves may grow by drawing kinetic energy from AEJ. The meridional potential vorticity 
gradient at AEJ region seems to have not changed after adding dust (Figure 3-77c). 
 
(a)      (b)    (c)
 
126 
 
Figure 3-77. Vertical meridional cross sections of 5-day-averaged (from 12UTC 21 to 12UTC 26) potential 
vorticity (shading) and aerosol extinction coefficient at 550 nm (contour), average between 10W and 10E. 
(a) Experiment ExDO, (b) Experiment ExO, (c) Difference (ExDO-ExO). 
 
 
The evolution of the AEW disturbance, the precursor of Earl, at 600 hPa and 850 hPa levels 
are shown in Figure 3-78. The AEW disturbance at 600 hPa is tracked by following the trough, 
which can be identified as the local maximum in relative vorticity field at 600hPa (Green and blue 
lines in the figure). At 850 hPa, AEW has a closed circulation pattern, so its track is found by 
following the local minimum wind at 850 hPa level from 12UTC 21 to 21UTC 24 and by following 
the local maximum 850 hPa relative vorticity after 21UTC 24 (magenta and light blue lines in the 
figure).  
When AEW is over land, the trough position at 600 hPa level (9oN, 2oE) is to the south of 
850 hPa circulation center at (15oN, 2oE) (The circulation at 7oN, 1oE is not related to our study). 
This is a typical pattern observed in this region (Ross and Krishnamurti 2007; Thorncroft and 
Hodges 2001; Pytharoulis and Thorncroft 1999). However, in those studies, AEW at 850 hPa level 
is located in the north of the average position of AEJ (15oN). Although AEW can grow as a 
consequence of both barotropic and baroclinic instability (Thorncroft et al. 1994), the further it is 
positioned to the north, the more it may show its baroclinic nature because the strong meridional 
temperature gradient over Sahara interacts with positive meridional potential vorticity above 
(Pytharoulis and Thorncroft 1999). Since the AEW at 850 hPa level in our case is not positioned 
far to the north, it may be more barotropic in nature. Finally, we observe that once AEW moves 
over the ocean, the vertical alignment of the trough at 600 hPa and the center at 850 hPa occurs 
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(Figure 3-78), similar to what other studies have observed. At 00UTC 24, the disturbance becomes 
a tropical low, and its circulation extends vertically. At 00UTC 25, it becomes a tropical depression.  
 
 
Figure 3-78. Tracks of the convective systems. The Green line is the positions of  the maximum relative 
vorticity at 600 hPa in ExDO; The Blue line is the positions of the maximum relative vorticity at 600 hPa 
in ExO; The Magenta line is the positions of the minimum wind speed (from 12UTC 21 to 21UTC 24) and 
the maximum relative vorticity (after 21UTC24) at 850 hPa in ExDO; The cyan line is the positions of the 
minimum wind speed (from 12UTC 21 to 21UTC 24) and the maximum relative vorticity (after 21UTC24) 
at 850 hPa in ExO; all begin from 12UTC 21.  The black line is the best track from 00UTC 24. The position 
symbols are plotted every 6 hours. 
 
The intensity of the maximum relative vorticity can be used to indicate the strength of AEW. 
Hurricane Earl can be traced back to a disturbance at 600 hPa level located at (2oE,9oN) at 12UTC 
21 August ( 
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Figure 3-79a, black dot). AEJ can be represented by the dense streamline at 600 hPa, which 
extends from (20oE, 20oN) in the east to (0oW, 10oN) in the west at 12UTC 21 ( 
Figure 3-79a). The position of the maximum wind (indicating the intensity of AEJ) around 
the trough is marked by the green dot. 
AEW at 850 hPa has a circulation center at (2oE, 15oN) just beneath the AEJ ( 
Figure 3-79b). Other studies have shown that AEW at 850 hPa usually forms to the north of 
AEJ when the baroclinic instability plays a bigger role than barotropic instability. AEW in our case 
seems to have more barotropic characteristics. The 600 hPa trough is located to the south of the 
circulation center at 850 hPa, and they move together to the west.  
 
(a)           (b)  
  
Figure 3-79. Streamline and relative vorticity (shading) at 12UTC 21 (a) at 600 hPa and (b) at 850 hPa. 
Black dot indicates the local maximum relative vorticity at the trough, green dot indicates position of the 
maximum wind around the trough. 
 
Figure 3-85 shows that the maximum relative vorticity and the maximum wind at 600 hPa 
have an upward trend and then a downward trend before 21UTC 22. After the trough moves over 
the ocean at 06UTC 23, the system begins to intensify because of the increased moisture and latent 
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heat release (figure not shown). The intensification can be also seen at the 850 hPa level (Figure 
3-87).  
Dust seems to have no effect to the system during the first 18 hours before 06UTC 22, as the 
maximum relative vorticity values and maximum wind at 600 hPa are very close in both the 
experiments ExDO and ExO (Figure 3-80a, b and Figure 3-85). The positions of the circulation 
center and the maximum wind at 850hPa are also similar between the two experiments (Figure 
3-80c, d and Figure 3-87). 
However, starting from 09UTC 22, the wave amplitudes and their positions in two 
experiments begin to show more differences (Figure 3-81 to Figure 3-85). From 12UTC 22 to 
12UTC 23, the position of maximum relative vorticity at 600 hPa in ExDO is always on the west 
or south-west of the position in ExO (Figure 3-81 to Figure 3-83). This indicates that wave grows 
on the equatorial side of the AEW trough after adding dust. In addition, the position discrepancy 
gets larger when the system moves closer to the west coast of Africa. This could be due to moisture 
processes amplify the difference (Figure 3-83). 
When AEW moves over the ocean at 00UTC 23, the cyclogenesis occurs (e.g. Thorncroft 
and Hodges 2001). Dust can sometimes strengthen and sometimes weaken AEW at 850 hPa before 
09UTC 23 (Figure 3-87).   
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(a)       (b)
 
 (c)       (d)
 
Figure 3-80. Streamline and relative vorticity (shading) at 00UTC 22. (a) at 600 hPa from ExDO; (b) at 
600 hPa from ExO. Black dot indicates the local maximum relative vorticity at the trough, green dot 
indicates the maximum wind around the trough; (c) at 850 hPa from ExDO; (d) at 850 hPa from ExO. 
 
(a)       (b) 
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(c)       (d)
 
Figure 3-81. Same as Figure 3-80, but at 12UTC 22. 
(a)       (b) 
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(c)       (d)
 
Figure 3-82. Same as Figure 3-80 but at 00UTC 23.
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(a)       (b) 
 
(c)       (d)
 
Figure 3-83. Same as Figure 3-80 but at 12UTC 23. 
 
 After 09UTC 23, the maximum wind speed at 600 hPa takes the upward trend, which 
indicates that the system is growing by gaining significant energy from release latent heat (Figure 
3-85). The maximum relative vorticity and the maximum wind speed near the 600 hPa trough in 
ExDO are smaller than that in ExO ( 
Figure 3-84a, b, Figure 3-85 and Figure 3-86).  
The intensity of AEW at 850 hPa is weaker in ExDO as well after 09UTC 23, indicated by 
the reduction of the maximum wind speed if dust is added into the simulation (Figure 3-87). Thus, 
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dust reduces the intensity of the convective system just before the tropical low forms, and the 
system continues to weaken during its remaining lifetime. 
 (a)      (b) 
(c)       (d) 
 
Figure 3-84. Same as Figure 3-80, but at 00UTC 24. 
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Figure 3-85. Time series of the maximum wind speed and the maximum relative vorticity at 600 hPa in 
ExDO and ExO. 
 
 
Figure 3-86. Time series of the maximum wind speed and the maximum relative vorticity differences at 600 
hPa between ExDO and ExO (ExDO-ExO). Y-axis on the left is the value for wind speed difference, and 
Y-axis on the right is for relative vorticity difference. 
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Figure 3-87. Time series of the maximum wind speed at 600 hPa and 850 hPa in ExDO and ExO. 
 
In summary of this section, hurricane Earl can be traced back to the AEW originated in Africa. 
AEW at 600 hPa level is located to the south of AEJ while AEW at 850 hPa is just below AEJ. The 
waves are found to be more susceptible to barotropic instability.   
AEW at 600 hPa decays gradually before it moves to the ocean where it benefits from the 
abundant moisture. AEW at 600 hPa southward slightly after adding dust. Figure 3-86 shows that,  
compared to the no dust experiment, the intensity of AEW (maximum relative vorticity) changes 
little at the beginning, then increases, and finally decreases. At the same time, adding dust increases 
AEJ intensity at the beginning, and decreases it later as indicated by the change of the maximum 
wind at 600 hPa.  
AEW at 850 hPa generally increases as it moves to the west due to the availability of more 
moisture. Adding dust strengthens AEW at first, then weakens it later, shown by the maximum 850 
hPa wind (Figure 3-87).  
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Overall, the convective system becomes weaker when dust is added in the model. 
 
3.3.3.4 Dust impacts the tropical low and the tropical depression  
 
The AEW we analyzed above continues to move over the ocean and develops into a tropical 
low and then into a tropical depression. When the system moves over the ocean, moisture processes 
become more important. The previous simulations (ExDO and ExO) have used both cumulus and 
microphysics schemes. With a horizontal resolution of 36 km, convective moist processes 
represented by the cumulus parameterization scheme. The microphysics scheme contributes less. 
However, once the system moves over the ocean, accurate representation of the microphysics 
processes becomes essential, particularly when the dust aerosols indirect effect need to be 
considered.  It is therefore necessary to increase the model horizontal resolution and to resolve the 
clouds explicitly.  
 
3.3.3.4.1 High resolution model configuration 
 
Four nested higher resolution simulations are launched at 00UTC 23 August before the low-
pressure system reaches the ocean (Table 3-7). Figure 3-88 shows the nested domain with a 
horizontal resolution of 4 km. One-way nest strategy is used. A WRF utility program called “ndown” 
is applied to generate high resolution initial and boundary conditions from the coarse resolution 
simulation output.  
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The experiment ExC-H is a high-resolution counterpart of ExC. It uses the interpolated 
output of ExC from 00UTC 23 to 00UTC 27 as the initial and boundary conditions. The cumulus 
scheme is turned off. In addition, the chemistry scheme is turned off. 
Similarly, the experiment ExDO-H is a high-resolution counterpart of ExDO, its initial and 
boundary conditions are from ExDO. It considers all the aerosols including dust.  
The experiment ExO-H is a high-resolution counterpart of ExO. It includes all aerosols 
except dust.  
In previous sections, we compared the results from ExDO and ExO to investigate the 
radiative effect of dust and its impact on AEW and AEJ when the convective system was over land. 
When the system moves over the ocean, we now compare higher resolution simulations (ExDO-H 
and ExO-H) to investigate the radiative effect and microphysical effect of dust on the tropical low 
and the tropical depression. 
Finally, we conduct high-resolution simulation ExDO-H-TurnoffDust and compare it to 
ExDO-H. As indicated in the previous section, ExDO-H-TurnoffDust has the same configuration 
as ExDO-H, except that it does not have dust in its initial and boundary conditions. We are 
interested in studying whether removing dust can have impacts on the development of the system 
given the identical initial conditions except for dust. We want to emphasize that ExDO-H-
TurnoffDust is different from ExO-H. Although both do not contain dust, they obtain their initial 
and boundary conditions from different “parent” simulations.  
 In the following sections, we first analyze ExC-H, ExDO-H, and ExO-H, and then we 
compare them to ExDO and ExO presented previously. Then we compare ExDO-H and ExDO-H-
TurnoffDust.  
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Figure 3-88. Model domain, rectangular frame d02 indicates the nested domain. 
 
Table 3-7. Experiment set up for the higher resolution simulations. 
Experiment Chemistry 
scheme 
Start 
time 
Initial and 
boundary 
condition 
Dust Other 
aerosols 
Cumulus 
scheme 
Microphysics 
scheme 
ExC-H No 00UTC 
23 
From ExC No No No Yes 
ExDO-H Yes 00UTC 
23 
From 
ExDO 
Yes Yes No Yes  
ExDO-H-
TurnoffDust 
Yes 00UTC 
23 
From 
ExDO 
No Yes No Yes 
ExO-H Yes 00UTC 
23 
From ExO No Yes No Yes 
 
3.3.3.4.2 Model evaluation 
 
The hurricane tracks in the high resolution simulations are obtained by following the position 
of the minimum surface wind from 00UTC 24 to 18UTC 24 because the system is weak at the 
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beginning, and the position of the minimum pressure is not necessarily the center of the system. 
After 18UTC 24, the position of minimum sea level pressure is used as the tracking criteria.  
Before 03UTC 25, when the system is located around 17oN, 27oW, the tracks from all higher 
resolution simulations are located to the south of their ‘parent’ 36-km resolution simulations 
(ExDO and ExO) (Figure 3-89). Then their tracks move closer to ExDO and ExO. Overall, the 4-
km resolution simulations produce tracks that are not worse than the tracks in the 36-km resolution 
simulations. 
However, the central sea level pressure values in 4-km simulations are all higher than those 
in the 36-km resolution simulations, and they are closer to the observation (Figure 3-90). For 
experiments ExC and ExC-H, the error of the central pressure is reduced by 58% in the higher 
resolution. Similarly, 4-km resolution simulations have better forecasts of the maximum surface 
wind speed than 36-km resolution simulations. The error is reduced by 46%. Thus, the intensity 
prediction has been improved by increasing the model resolution.  
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Figure 3-89. Tropical convective system tracks. The best track positions are in 6 hours intervals. Other 
tracks are in 3hour intervals. 
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Figure 3-90. Minimum sea level pressure (hPa). The x-axis represents days. The best track data are in 6 
hours intervals. Other data are in 3 hours intervals. 
 
 
 
 
Figure 3-91. Maximum surface wind speed (m/s). The x-axis represents days. The best track data are in 6 -
hour intervals. Other data are in 3-hour intervals. 
 
 
3.3.3.4.3  Development of the tropical low and the tropical depression 
 
 Tropical low begins to form at 00UTC 24 as indicated by NHC forecast (Figure 3-92). The 
difference in the sea level pressure from the two experiments shows that the system in ExDO-H is 
weaker than that in ExO-H (Figure 3-92c). It is consistent with our analysis of the AEW 
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development in the coarse resolution simulations ExDO and ExO. The weaker system is a result of 
adding dust into the model at the beginning when the system is in the form of AEW over Africa. 
From 12UTC 21 to 00UTC 24, the system gets weaker because of dust. 
The system remains stable between 00UTC 24 and 00UTC 25 in both experiments ExDO-H 
and ExO-H. But the center positions and the locations of the maximum 10-wind fluctuate (Figure 
3-90 to Figure 3-93).  
 
(a)         (b)            (c)
 
Figure 3-92. Sea level pressure (shading) and wind bars at 00UTC 24 from the simulation. (a) ExDO-H, (b) 
ExO-H, and (c) ExDO-H minus ExO-H. Black dot indicates center position and green dot indicates 
maximum 10-meter wind. 
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(a)         (b)            (c) 
 
Figure 3-93. Same as Figure 3-92 but at 12UTC 24. 
 
At 00UTC 25, the system starts to deepen quickly. Its pressure drops and wind speed 
increases (Figure 3-90 and Figure 3-91). The area of low pressure at the center shrinks in ExDO-
H (Figure 3-94a). This rapid development corresponds to the tropical depression stage. The system 
in the simulation reaches this stage 12 hours earlier than the observed time-12UTC 25 reported by 
NHC forecast.  
The intensity fluctuates after becoming the tropical depression (Figure 3-90and Figure 3-91). 
The system in ExDO-H is always weaker than that in ExO-H (Figure 3-95 and Figure 3-96). 
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(a)         (b)            (c) 
 
Figure 3-94. Same as Figure 3-92 but at 00UTC 25. 
 
(a)         (b)            (c) 
 
Figure 3-95. same as Figure 3-92 but at 00UTC 26. 
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(a)         (b)            (c)
 
Figure 3-96. Same as Figure 3-92 but at 00UTC 27. 
 
 
3.3.3.4.4 Dust impacts microphysics and dynamics  
 
The 4-km high-resolution simulations we compared above (ExDO-H and ExO-H) are based 
on their ‘parent’ 36-km resolution simulations (ExDO and ExO). Since the 36-km resolution 
simulations started at 12UTC 21, 60-hour simulations have been performed when the 4-km nested 
run starts. The differences between these two high resolution simulations arise not only from the 
differences in aerosols but also from meteorological fields. To isolate the effect of dust on the 
dynamic and microphysical processes of the convective system, we launch another high resolution 
simulation as mentioned in Table 3-7. The experiment ExDO-H-TurnoffDust uses the same initial 
and boundary conditions as ExDO-H except that the dust aerosols are removed.  
The AOD and sea level pressure for these experiments are shown in Figure 3-97 to Figure 
3-100. At the beginning of the simulation at 00UTC 23, dust indicated by large AOD is present in 
the center of the low-pressure system (Figure 3-97a). One day later in the tropical low stage, at 
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00UTC 24, both dust and other aerosols increase in the atmosphere, and they still occupy the center 
of the system (Figure 3-98a). At 00UTC 25, when the system becomes a tropical depression, some 
dust aerosols are carried by the circulation and wrapped around the center (Figure 3-99a). At 
00UTC 26, the system continues to move to the west. Some dust remains inside the system, while 
the transport of dust from the north-east direction is cut-off. Thus, the system is less influenced by 
dust (Figure 3-100a).   
Although dust stays inside and around the system for several days, its impact on the system 
is limited. Dust barely changes the dynamical behavior of the system. Removing dust aerosols 
produces almost identical tracks (Figure 3-89). The central pressure of the system becomes higher 
in the tropical depression stage when dust is removed, but the difference is small (less than 1 hPa) 
(Figure 3-90). The maximum wind speed fluctuates, and the differences between the two 
experiments can reach 5 m/s after two days. But considering it is a single grid point value, the 
difference may be overemphasized. Overall, dust has little effect on the dynamics of this tropical 
system. In typhoon aerosol simulation papers (Jiang et al. 2016; Shen 2017), they also found that 
increasing pollutant concentration does not affect the typhoon circulation in its mature stage.  
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(a)        (b)
 
Figure 3-97. Aerosol optical depth (Shading) and sea level pressure (contour, hPa) from the model at 00UTC 
23 for (a) ExDO-H and (b) ExDO-H-TurnoffDust 
 
(a)        (b)
 
Figure 3-98. Same as Figure 3-97 but at 00UTC 24. 
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(a)        (b)
 
Figure 3-99. Same as Figure 3-97 but at 00UTC 25. 
 
(a)        (b)
 
Figure 3-100. Same as  Figure 3-97 but at 00UTC 26. 
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Although dust seems to have little impact on the intensity and track of the system, it is still 
important to understand its effects on the dynamics and microphysical processes in detail.  
At the beginning of the higher resolution simulations at 00UTC 23, the low-pressure center 
with a minimum sea-level pressure of 1002.6 hPa is located over the land (Figure 3-101a). When 
it moves westward, it is weakened (Figure 3-101b). At 12 UTC 23, the minimum sea-level pressure 
rises to 1006.3 hPa. At 18UTC 23, the circulation at the surface appears to the south of 15N (Figure 
3-101c). The minimum sea-level pressure associated with it is 1008 hPa. The southwest-ward jump 
of the surface low-pressure center is caused by the decay of the low-pressure system in the north 
and the new development of a surface low in the south. We will discuss this in detail. 
As shown in Figure 3-78 to Figure 3-82, AEW at 850 hPa has a circulation pattern, and it 
moves continuously from the east to the west. The AEW trough at 600 hPa and the 850 hPa 
circulation aligned vertically when they moved over to the ocean.  AEW at low levels leads to the 
surface cyclogenesis (e.g. Thorncroft and Hodges 2001). Therefore, we can use the maximum wind 
at 850 hPa to track the tropical cyclone at this later stage.   
 
 
(a)        (b)              (c)
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Figure 3-101. Sea level pressure (shading) and wind barbs in ExDO-H-TurnoffDust. (a) 00UTC 23, (b) 
12UTC 23, (c) 18UTC 23. Black dot is the center of the circulation. Green dot is the position of the 
maximum wind around the center. 
 
Figure 3-102 shows that the maximum wind speed at 850 hPa is larger than that at the surface. 
It is usually true before a tropical cyclone becomes a mature hurricane. When the system is over 
the ocean after 18UTC23,  the maximum wind speeds at the 850 hPa and at the surface follow each 
other. Their correlation is 0.6. The maximum wind speed changes at 850 hPa and at the surface due 
to dust are also similar. As a result, it further confirms that the maximum wind speed at 850 hPa 
can be an indicator of the storm intensity. 
 
 
Figure 3-102. The maximum wind speed at the surface and 850 hPa in different experiments. 
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The NHC reported that the system became tropical low at 00UTC 24 and tropical depression 
at 12UTC 25. However, our simulation shows that the storm experiences stronger development at 
00UTC 25. Therefore, we divided the evolution of the system into three stages: (1) prior to the 
tropical low stage from 00UTC 23 to 00UTC 24, (2) tropical low stage from 00UTC 24 to 00UTC 
25, and (3) tropical depression stage after 00UTC 25. We will analyze the storm structure and how 
dust changes it in different stages. 
 
A. Prior to tropical low stage 
 
The high-resolution simulation is initialized at 00UTC 23. Within the first 24 hours, the 
simulated system undergoes the spin-up process in which the dynamic and thermodynamic fields 
are adjusted toward a new balance.  
Figure 3-103 shows the maximum wind speed at 850 hPa.  The maximum wind speed at 850 
hPa is reduced in the first 12 hours at the higher resolution simulations, suggesting the spin-up 
process takes about 12 hours. Turning off the dust process from the beginning of the simulation 
may only add insignificant influence that has been overwhelmed by the spin-up process. Thus, we 
leave the analysis of dust impact at the later stages.   
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Figure 3-103. The maximum wind speed at 850 hPa in different experiments. 
 
 
B. Tropical low stage 
 
Following the storm center, we compute the azimuthal and time-averaged fields including 
vertical velocity, tangential wind, radial wind, CCN, extinction coefficient, number of cloud 
droplets, cloud mass mixing ratio, ice mass mixing ratio, rain mass mixing ratio, snow and graupel 
mass mixing ratio, latent heating rate, relative humidity, water vapor mass mixing ratio, and total 
heating tendency (Figure 3-105 to Figure 3-122).  
In the tropical low stage, both experiments have broad upward motions within 500 km radius 
except in the mid-level between 4-10 km and within 200km (Figure 3-105a). Vertical motions can 
be enhanced by latent heat release or dynamical forcings. As we analyzed in previous sections, the 
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convergence associated with the low-level AEW trough triggers upward motions. In the presence 
of water vapor and CCN, condensation may occur. If the updraft is strong enough, freezing may 
happen above the melting level. Latent heat release from condensation or freezing will, in turn, 
enhance upward motion. As shown in Figure 3-106a, the pattern of microphysical latent heat 
release is similar to the vertical velocity. Negative latent heat release caused by the evaporation or 
melting is associated with the downward motion. 
Several cross-sections are taken to analyze the storm structure. The positions of the cross-
sections relative to the storm center are shown in Figure 3-104. Figure 3-105 b ~e show that upward 
motions are stronger on the southern side of the system. The maximum positive vertical velocity is 
located more than one hundred kilometers away from the center. The air is also wetter there, as 
shown by the higher relative humidity in Figure 3-107. There are two dry layers: one is in the 
Sahara Air Layer (SAL) (2-4 km), and the other dry layer above 6 km comes from the large-scale 
descending air in the mid to upper-levels over the subtropical and eastern Atlantic region (Braun 
2010). The downward motion in the center at about 7 km height is from the large-scale descent 
motion in the mid and upper atmosphere. 
In the high relative humidity region, with the presence of CCN, the cloud droplets form below 
6 km (Figure 3-108). Inside SAL from 2 km to 3 km, there are fewer cloud droplets. The number 
of cloud droplets reaches maximum below 1km where the relative humidity is high (Figure 3-107 
and Figure 3-108). The number of cloud droplets is fewer in the downdraft region because 
downward motion suppresses condensation and increases evaporation. The cloud mass mixing 
ratio has a similar distribution as the number of the cloud droplets (Figure 3-109). Water cloud 
forms below 7 km height, while ice cloud forms above 8 km height in regions with a strong updraft. 
Strong updraft transports cloud droplets to higher altitudes, and the cloud droplets change into ice 
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particles. The latent heat released by the freezing will reinforce the upward motion. Some ice 
particles are transported toward the center by the radial inflow (Figure 3-111).  
In the experiment ExDO-H, more cloud droplets are formed due to increased CCN from dust 
(Figure 3-108 and Figure 3-109). Specifically, the increment is largest below 2 km where the 
relative humidity is high, which makes the condensation more efficient (Figure 3-107).  
Rain and snow+graupel distributions are similar to the above-mentioned cloud droplet 
distribution (Figure 3-110). Inside 108 km radius, there are relatively few clouds, and the rain is 
also less. However, outside the 108-km radius, the rain is heavier. Snow and graupel form above 5 
km. The rain is generated by the mixed-phase rain process in which cloud droplets grow into rain 
droplets, and ice particles grow into the snow. The process is much efficient than warm rain process 
which does not have ice particles formed. The region of snow and rain coincides with the area of 
positive vertical motion because stronger updraft increases the formation of snow and rain, and 
vice versa. There are more rain, snow, and graupel on the southern periphery of the system where 
convection is more active (Figure 3-110c, d, e). 
The rain is suppressed in some region after adding dust, as shown by azimuthally averaged 
and cross-section plots (Figure 3-110). Outside the 216-km radius in the azimuthally averaged plot, 
the rain is reduced after adding dust (Figure 3-110a, right column). “Invigoration theory” is 
typically used to explain this phenomenon (Rosenfeld, et al. 2012). The theory states that as more 
cloud droplets compete with each other to obtain water vapor to grow, the average cloud droplet 
size will decrease. It reduces the efficiency of the formation of precipitation and increases the cloud 
lifetime. More cloud droplets will be transported upward and turned into ice. As more ice particles 
are formed, the diabatic heating increases the upward motion.  Such theory might not explain the 
phenomenon in our study. We notice that the upward motion is reduced (Figure 3-105a, right 
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column). Cloud water and ice mixing ratios are decreased in the region, particularly between 250-
350 km radius where the main convective region is located in the azimuthally averaged sense 
(Figure 3-109a). The rain and snow+graupel mixing ratios are also decreased in this region. The 
diabatic heating is reduced correspondingly (Figure 3-106). However, the cross-sections show that 
upward motion increases slightly inside the main convective region at around 200 km radius in the 
dust experiments (Figure 3-105). More rain, ice, and snow are found in the same region. The 
strengthened and weakened upward motions and latent heat release after adding dust happen along 
the edge of the dust region, mainly on the south side of the system (Figure 3-105 and Figure 3-106). 
Convections occur only in the moist region or along the edge of SAL where there is strong moisture 
gradient. Dust is inside the SAL. Only at the edge of the SAL, dust starts to interact with strong 
convections. The invigoration process may be active in the inner edge of dusty SAL to enhance 
vertical motion. But dust reduces the convection in the outer edge of SAL. The dynamic 
consequence is the contraction of updraft and acceleration of tangential wind inside of the 
convective region (Figure 3-105).  
  Latent heat release dominates over other heating processes, as can be seen by comparing 
the latent heating rate with the total heating rate which includes shortwave radiative heating, 
longwave radiative heating, boundary layer heating, latent heat rate, and temperature advection 
(Figure 3-113). The latent heating rate pattern resembles the total heating rate pattern.  
We summarize the process in the tropical low stage.  Convection is more active on the 
southern periphery of the system where more moisture is available. Convection promotes the cloud, 
rain, snow, and graupel formed in the convection. Latent heat release increases the convection. 
Downward motion around the center in the mid-level is not a result of SAL; it is the large-scale 
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descent motion from the mid and upper atmosphere. Latent heating dominates over other heating 
processes; while earlier when the system is on land, boundary heating is the largest heating source. 
Dust increases the low-level cloud at 1-2 km height. It reduces the rain in the outer edge of 
the SAL region between 250 km to 350 km radii. While increase rain in the inner edge at around 
200 km. The associated latent heat release shifts the updraft radially inward. The dynamical 
consequence is the acceleration of tangential wind and the mid-level cyclogenesis.   
 
 
Figure 3-104. The water vapor mass mixing ratio (shading, units: g/kg) at 600hPa and cross-section 
positions relative to the tropical system at 00UTC 24 August 2010. (b) –(e) indicate the IDs of the following 
cross-sections. The value is the angle started from the east direction. Arrows indicate the positive direction 
in the cross-sections. 
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(a)
 
(b) 
 
(c)
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(d)
 
(e)
 
Figure 3-105. (a) The azimuthally averaged and time-averaged vertical velocity (shading, units: m/s) and 
tangential wind (contour, units: m/s). Solid contour lines indicate positive values and dashed contour lines 
indicate negative values. The time average is taken from 00UTC 24 August to 00UTC 25 August 2010. (b)-
(e) are cross-sections in time average for the same variables. (b) Cross-section at 0o; (c) Cross-section at 45o; 
(d) Cross-section at 90o; (e) Cross-section at 135o. Their positions are indicated in Figure 3-104. (left) 
ExDO-H; (middle) ExDO-H-TurnoffDust; (right) ExDO-H minus ExDO-H-TurnoffDust. 
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(a)
 
(b) 
 
(c)
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(d)
 
(e) 
 
Figure 3-106. (a) The azimuthally averaged and time-averaged vertical latent heating rate (shading, units: 
K/hour) and extinction coefficient at 550nm (contour, units: km-1). The time average is taken from 00UTC 
24 August to 00UTC 25 August 2010. (b)-(e) are cross-sections in time average for the same variable. (b) 
Cross-section at 0o; (c) Cross-section at 45o; (d) Cross-section at 90o; (e) Cross-section at 135o. Their 
positions are indicated in Figure 3-104. (left) ExDO-H; (middle) ExDO-H-TurnoffDust; (right) ExDO-H 
minus ExDO-H-TurnoffDust (Solid contour lines indicate positive values and dashed contour lines indicate 
negative values). 
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(a)
 
(b)
 
(c) 
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(d)
 
(e) 
 
Figure 3-107. (a) The azimuthally averaged and time-averaged relative humidity (shading) and the 
extinction coefficient at 550nm (contour, units: km-1). The time average is taken from 00UTC 24 August to 
00UTC 25 August 2010. (b)-(e) are cross-sections in time average for the same variables. (b) Cross-section 
at 0o; (c) Cross-section at 45o; (d) Cross-section at 90o; (e) Cross-section at 135o. Their positions are 
indicated in Figure 3-104. (left) ExDO-H; (middle) ExDO-H-TurnoffDust; (right) ExDO-H minus ExDO-
H-TurnoffDust (Solid contour lines indicate positive values and dashed contour lines indicate negative 
values). 
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(c) 
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(d)
 
(e)
 
Figure 3-108. (a) The azimuthally averaged and time-averaged cloud droplets number (shading, units: 
1e+06/kg), extinction coefficient at 550nm (black contour lines, units: km-1), and CCN number (Red contour 
lines, units: cm-3). Solid contour lines indicate positive values and dashed contour lines indicate negative 
values. The time average is taken from 00UTC 24 August to 00UTC 25 August 2010. (b)-(e) are cross-
sections in time average for the same variables. (b) Cross-section at 0o; (c) Cross-section at 45o; (d) Cross-
section at 90o; (e) Cross-section at 135o. Their positions are indicated in Figure 3-104. (left) ExDO-H; 
(middle) ExDO-H-TurnoffDust; (right) ExDO-H minus ExDO-H-TurnoffDust. 
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(c) 
 
167 
 
(d)
 
(e)
 
Figure 3-109. (a) The azimuthally averaged and time-averaged cloud mass mixing ratio (shading, units: 
g/kg) and the ice mass mixing ratio (contour, units: g/kg). The red solid line is zero isotherm. Solid contour 
lines indicate positive values and dashed contour lines indicate negative values. The time average is taken 
from 00UTC 24 August to 00UTC 25 August 2010. (b)-(e) are cross-sections in time average for the same 
variables. (b) Cross-section at 0o; (c) Cross-section at 45o; (d) Cross-section at 90o; (e) Cross-section at 135o. 
Their positions are indicated in Figure 3-104. (left) ExDO-H; (middle) ExDO-H-TurnoffDust; (right) 
ExDO-H minus ExDO-H-TurnoffDust. 
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(d)
 
(e) 
 
Figure 3-110. (a) The azimuthally averaged and time-averaged rain (shading, units: g/kg) and snow+ graupel 
(contour, units: g/kg). The red solid line is zero isotherm. Solid contour lines indicate positive values and 
dashed contour lines indicate negative values. The time average is taken from 00UTC 24 August to 00UTC 
25 August 2010. (b)-(e) are cross-sections in time average for the same variables. (b) Cross-section at 0o; 
(c) Cross-section at 45o; (d) Cross-section at 90o; (e) Cross-section at 135o. Their positions are indicated in 
Figure 3-104. (left) ExDO-H; (middle) ExDO-H-TurnoffDust; (right) ExDO-H minus ExDO-H-
TurnoffDust. 
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(a)     (b)    (c)
 
Figure 3-111. The azimuthally averaged and time-averaged radial wind (shading, units: m/s) and the 
tangential wind (contour, units: m/s). Positive values in the shading indicate outward direction. Solid 
contour lines indicate positive values and dashed contour lines indicate negative values. The time average 
is taken from 00UTC 24 August to 00UTC 25 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) 
ExDO-H minus ExDO-H-TurnoffDust.  
 
(a)     (b)    (c)
 
Figure 3-112. The azimuthally averaged and time-averaged water vapor mass mixing ratio (shading, units: 
g/kg) and potential temperature (contour, units: K). The time average is taken from 00UTC 24 August to 
00UTC 25 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust 
(Solid contour lines indicate positive values and dashed contour lines indicate negative values). 
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(a)     (b)    (c)
 
Figure 3-113. The azimuthally averaged and time-averaged total tendency (shading, units: K/hour) and 
extinction coefficient at 550nm (contour, units: km-1). Total tendency includes shortwave radiative heating 
rate, longwave radiative heating rate, boundary heating rate, latent heating rate, and advection. The time-
averaged is from 00UTC 24 August to 00UTC 25 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) 
ExDO-H minus ExDO-H-TurnoffDust (Solid contour lines indicate positive values and dashed contour lines 
indicate negative values). 
 
C. Tropical depression stage 
 
During the tropical depression stage, beginning from 01UTC 25 August 2010, the storm 
intensifies rapidly. Time-averaged and azimuthally averaged plots are produced to analyze the 
system. Contrary to the previous stage, the vertical velocity of the system at this stage is mainly 
positive around the center, with the strongest values above 6 km (Figure 3-114). The upward 
motion assists the growth of cloud droplets below 7 km and ice particles above 9 km (Figure 3-115). 
Above 9 km, cloud droplets turn into ice, and they release a large amount of latent heat which 
increases the upward motion. Accompanied by the upward motion around the center, the cloud, 
ice, rain, and snow all move towards the center (Figure 3-115, Figure 3-116, Figure 3-117). The 
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concentrations of the rain, snow, and graupel are much larger compared to the previous tropical 
low stage. The mixed rain process is stronger in which ice grows into snow, and snow melts into 
rain droplets below freezing level.  
 In the experiment ExDO-H which contains dust, on average, the vertical velocity is 
increased within 80-km radius while it is reduced between 80-km to 160-km radius (Figure 3-114). 
Because stronger vertical velocity helps cloud droplets grow to rain and snow, the change of 
precipitation (Figure 3-117c) matches the change of vertical velocity. In most of the areas, the 
number of cloud droplets and the cloud mass mixing ratio are increased in the dust experiment 
because adding dust increase CCN number (Figure 3-115c and Figure 3-116c).  
 The system has a stronger circulation compared to the previous stage. The tangential wind 
increases with a maximum of 10 m/s at around 300 km radius and 4 km height. (Figure 3-119). 
The near-surface radial inflow reaches about 2 m/s around the radius of maximum tangential wind. 
The radial inflows below 1 km and between 6 km and 8 km are enhanced after considering dust, in 
response to stronger ascent in the center. In a mature TC, such strengthened low-level inflow will 
increase low-level tangential wind. Here the enhanced radial inflow accelerates the mid-level 
vortex and moves it inward. But it decreases the tangential wind near the surface and moves closer 
to the center. This creates a stronger cyclonic shear that may favor the vortex development in the 
low level. 
 Adding dust also increases the moisture, especially at around 5-km height in the core region 
(Figure 3-120 and Figure 3-121). The relative humidity rises up by 10%. A possible reason for the 
moistening is the upward transport by stronger updrafts and evaporation in the downdrafts.   
 In summary, the dynamics at this stage is different from the previous stage. The vertical 
motion becomes stronger and concentrates around the center of the system. Stronger convection in 
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the center produces more cloud droplets, rain droplets, and ice particles. Once the upward motion 
can no longer support the weight of the hydrometers, they fall and generate precipitation. Since the 
convection is stronger in the center, it reduces the center pressure by warming up the mid-
troposphere. Once center pressure is reduced, the stronger inflow from outside increases. They 
bring more mass and angular momentum inward, so that the tangential wind and vertical motion 
close to the center are both strengthened.  
 Adding dust increases the convection around the center inside 80 km radius. More ice, snow, 
and rain appear there. Since dust aerosols can be CCN, they increase the number of cloud droplets 
and cloud mass mixing ratio in most of the region. Rain, snow & graupel maxing ratios increase in 
the enhanced updraft region, but they are reduced in the weakened updraft region between 80 to 
150 km.  
  
(a)     (b)    (c)
 
Figure 3-114. The azimuthally averaged and time-averaged vertical velocity (shading, units: m/s) and 
tangential wind (contour, units: m/s). Solid contour lines indicate positive values and dashed contour lines 
indicate negative values. The time average is taken from 00UTC 25 August to 00UTC 27 August 2010. (a) 
ExDO-H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust. 
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(a)     (b)    (c)
 
Figure 3-115. The azimuthally averaged and time-averaged cloud mass mixing ratio (shading, units: g/kg) 
and the ice mass mixing ratio (contour, units: g/kg). The red solid line is zero isotherm. The time average is 
taken from 00UTC 25 August to 00UTC 27 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) 
ExDO-H minus ExDO-H-TurnoffDust (Solid contour lines indicate positive values and dashed contour lines 
indicate negative values). 
 
(a)     (b)    (c) 
 
Figure 3-116. The azimuthally averaged and time-averaged cloud droplets number (shading, units: 
1e+06/kg), extinction coefficient at 550nm (black contour lines, units: km-1), and CCN number (Red contour 
lines, units: cm-3). The time average is taken from 00UTC 25 August to 00UTC 27 August 2010. (a) ExDO-
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H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust (Solid contour lines indicate 
positive values and dashed contour lines indicate negative values). 
 
(a)     (b)    (c) 
 
Figure 3-117. The azimuthally averaged and time-averaged rain (shading, units: g/kg) and snow+ graupel 
(contour, units: g/kg). The red solid line is 0o C freezing level. The time average is taken from 00UTC 25 
August to 00UTC 27 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-
TurnoffDust (Solid contour lines indicate positive values and dashed contour lines indicate negative values). 
 
(a)     (b)    (c)
 
Figure 3-118. The azimuthally averaged and time-averaged latent heating rate (shading, units: K/hour) and 
extinction coefficient at 550nm (contour, units: km-1). The time average is taken from 00UTC 25 August to 
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00UTC 27 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust 
(Solid contour lines indicate positive values and dashed contour lines indicate negative values). 
 
(a)     (b)    (c)
 
Figure 3-119. The azimuthally averaged and time-averaged radial wind (shading, units: m/s) and tangential 
wind (contour, units: m/s). Solid contour lines indicate positive values and dashed contour lines indicate 
negative values. The time average is taken from 00UTC 25 August to 00UTC 27 August 2010. (a) ExDO-
H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust. 
 
(a)     (b)    (c) 
 
Figure 3-120. The azimuthally averaged and time-averaged relative humidity (shading) and the extinction 
coefficient at 550nm (contour, units: km-1). The time-average is taken from 00UTC 25 August to 00UTC 
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27 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust (Solid 
contour lines indicate positive values and dashed contour lines indicate negative values). 
 
(a)     (b)    (c)
 
Figure 3-121. The azimuthally averaged and time-averaged water vapor mass mixing ratio (shading, units: 
g/kg) and potential temperature (contour, units: K). The time average is taken from 00UTC 25 August to 
00UTC 27 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; (c) ExDO-H minus ExDO-H-TurnoffDust 
(Solid contour lines indicate positive values and dashed contour lines indicate negative values). 
 
(a)     (b)    (c)
 
Figure 3-122. The azimuthally averaged and time-averaged total tendency (shading, units: K/hour) and 
extinction coefficient at 550nm (contour, units: km-1). Total tendency includes shortwave radiative heating 
rate, longwave radiative heating rate, boundary heating rate, latent heating rate, and advection. The time 
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average is taken from 00UTC 25 August to 00UTC 27 August 2010. (a) ExDO-H; (b) ExDO-H-TurnoffDust; 
(c) ExDO-H minus ExDO-H-TurnoffDust (Solid contour lines indicate positive values and dashed contour 
lines indicate negative values). 
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 Data assimilation 
 
4.1 Data assimilation methods 
 
Modern numerical weather forecasts use data assimilation to improve their accuracy. In this 
study, we want to examine how data assimilation improves the forecast of meteorological fields 
and aerosols.  
Data assimilation is a method to combine information from models and observations. There 
are several data assimilation techniques: Optimal Interpolation(OI), three-dimensional variational 
analysis (3D-Var), four-dimensional variational data assimilation (4D-Var), Ensemble Kalman 
Filter (EnKF), etc.  
EnKF is discussed here in detail since we use it in our experiments. Mathematically, data 
assimilation is an optimization problem. It is to find an optimal estimate of the current state given 
a first guess (which can be model forecast) and (previous or current) observations. Before EnKF 
was introduced, there were Kalman filter (Kalman 1960) for linear dynamic models and extended 
Kalman filter (EKF) for nonlinear dynamic models. EKF can be split into two alternative steps:  
 
analysis step i,        forecast step i to i+1   
 
            (4.1) 
 
 
𝐾𝑖 = 𝑃𝑖
𝑓𝑯𝑖
𝑇[𝑯𝒊𝑃𝑖
𝑓𝑯𝑖
𝑇 + 𝑅]−1  
𝑥𝑖
𝑎 = 𝑥𝑖
𝑓 + 𝐾𝑖[𝑦
𝑜 −𝑯𝑥𝑖
𝑓] 
𝑃𝑖
𝑎 = [𝐼 − 𝐾𝑖𝑯𝒊]𝑃𝑖
𝑓
 
𝑥𝑖+1
𝑓 = 𝑴(𝑥𝑖
𝑎) 
𝑃𝑖+1
𝑓 = 𝑴𝑖𝑃𝑖
𝑎𝑴𝑖
𝑇 + 𝑄𝑖 
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 Superscript a means analysis, f means forecast. Subscript i is the time index. K is a gain 
matrix, P is the error covariance matrix, it is continuously updated in an analysis and forecast cycle. 
H  is observation operator, R is observational error covariance, x is the state vector, yo is observation, 
Q is the model error covariance, M is the full nonlinear model, and Mi is a linearized model.  
However, in nonlinear and high dimensional models such as atmospheric models, EKF has 
disadvantages: (1) storage and computational cost issue; for example, in the EKF scheme above, 
the dimensions of matrix 𝑃 are large; (2) require linearization when deriving error covariance 
evolution equation.  
To overcome the drawbacks of EKF, Evensen et al. (1994) proposed to use the ensemble to 
approximate and propagate the error covariance. Compared to EKF which explicitly forecasts the 
evolution of the complete forecast error covariance matrix using linear dynamics, EnKF estimates 
this matrix from a sample ensemble of fully nonlinear forecasts. The EnKF also addresses the 
computational difficulty of propagating and storing the forecast error covariance matrix, whose 
size equals to the square of the dimension of the forecast model (number of grid points times 
number of variables). Under assumptions of linearity of error growth and normality of observation 
and forecast errors, this scheme produces the correct background error covariances as ensemble 
size increases (Burgers et al. 1998). The ensemble Kalman filter (EnKF) was firstly applied in 
oceanography by Evensen et al., (1994) and in atmospheric research by Houtekamer & Mitchell 
(1998). Since then, EnKF has been widely used. There are several assumptions in this method: 1) 
Monte Carlo approximation to probability distribution functions; 2) Gaussian distributions used 
for computing update; 3) Localization in space: for each model grid point, only nearby observations 
are used to compute the analysis increment. 
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To implement EnKF in our experiments, we use the Data Assimilation Research Testbed 
(DART) developed at the National Center for Atmospheric Research (NCAR). It helps researchers 
to investigate data assimilation method in idealized models and high dimensional models easily. 
DART has several flavors of EnKF implemented. Here we choose the ensemble adjustment filter 
(Anderson 2001). The combination of DART and WRF has been used by many researchers for 
data assimilation and forecast of tropical cyclones (Torn and Torn 2010; Chen and Snyder 2007; 
Liu et al. 2012).  
The data assimilation process can be demonstrated by the following diagram (Figure 4-1). 
The steps are:  
(1) Use model to advance ensemble to time at which next observation becomes available. 
(2) Get prior ensemble sample of observation, y=h(x), by applying forward operator h to 
each ensemble member. 
(3) Get observed values and observational error distributions from the observing system. 
(4) Find the increments for the prior observation ensemble.  
(5) Use the ensemble samples of y and each state variable to linearly regress observation 
increments onto state variable increments. 
(6) When all ensemble members for each state variable are updated, there is a new analysis 
that is integrated to the time of next observation. 
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Figure 4-1. Data assimilation process. Adapted from DART website. 
 
 
In this study, we modify the default WRF/DART: 
(1)   Replacing WRF by WRF-Chem to include chemistry;  
(2)   Adding required chemistry variables into the state variable vector;  
(3) Adding the observation forward operator for MODIS AOD, which derives from the 
extinction coefficient at 550 nm from the WRF-Chem output;  
(4)  Implementing variable localization: MODIS AOD observation assimilation can only 
change AOD and AOD-related chemistry variables in the state vector, but not other meteorological 
fields. Meanwhile, assimilating meteorological observations can only change the meteorological 
fields but not the chemistry variables. Chemistry variables vary by the internal processes such as 
emission, transportation, and deposition in WRF-Chem; 
(5)  Data conversion tools are developed to convert MODIS AOD in HDF format to DART 
observation format.  
 
 
 
 
 
① 
② 
③ ④ 
⑤ 
⑥ ① 
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4.2 Observation 
 
Observations used in our study are conventional observations including radiosonde, aircraft 
communications addressing and reporting system(ACARS), Marine surface observations, and 
observations on land. Other observations are satellite wind, GPS refractivity, AIRS, and MODIS. 
 
4.2.1 Conventional observations 
 
A list of variables in a variety of conventional platforms is shown in Table 4-1. They are 
assimilated into the model by DART. Locations of the data in different platforms are shown in 
every 6 hours on 22 August 2010 (Figure 4-2 to Figure 4-5). Their locations are similar in other 
days. Radiosonde measurement has most of the data at 00UTC and 12UTC. They are mainly 
located on land and in the coastal region. Marine and ACARS observations cover the ocean. The 
plots shown here indicate the locations of the data before they are assimilated into the model. Some 
of them are rejected due to quality control in the data assimilation. The locations of the observations 
which are actually assimilated are not shown here. 
 
Table 4-1. Variables in the conventional observations that were assimilated. 
Data platform Variables 
Radiosonde  u wind component   
v wind component   
temperature 
surface altimeter 
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relative humidity 
Aircraft Communications Addressing and 
Reporting System (ACARS) 
u wind component   
v wind component     
temperature   
Marine  surface u wind component   
surface v wind component   
surface temperature    
surface altimeter 
surface relative humidity   
Surface altimeter on land 
 
altitude                                                
 
(a)       (b)  
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(c)       (d)  
  
Figure 4-2. Locations of the conventional observations which are assimilated at 00UTC 22, August 2010. 
(a) Radiosonde; (b) ACARS; (c) Marine; (d) Land. Quality control value is no greater than 3 in DART.  
 
 
(a)       (b)  
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(c)       (d)  
  
Figure 4-3. Same as Figure 4-2 but at 06UTC 22, August 2010.  
 
 
 
(a)       (b)  
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(c)       (d)  
  
Figure 4-4. Same as Figure 4-2 but at 12UTC 22, August 2010.  
 
(a)       (b) 
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(c)       (d)  
  
Figure 4-5. Same as Figure 4-2 but at 18UTC 22, August 2010.  
 
 
4.2.2 Satellite wind                                                              
 
Satellite wind data are taken from the University of Wisconsin – CIMSS. The data coverage 
in our experiment is shown in Figure 4-6. Satellite data is useful in the data assimilation since it 
has much larger coverage compared to conventional observations. 
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(a)       (b)  
 
(c)       (d)  
 
Figure 4-6. Locations of satellite wind data from CIMSS which are assimilated at (a) 00UTC 22; (b) 06UTC 
22; (c) 12UTC 22; (d) 18UTC 22. 
 
                                                    
4.2.3 GPS refractivity 
 
GPS Radio Occultation data are being returned from a series of satellites as part of 
the COSMIC project. The locations of the data are shown in Figure 4-7.  
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(a)       (b)  
   
(c)         (d) 
  
Figure 4-7. Locations of GPS refractivity data from COSMIC which are assimilated at (a) 00UTC 22; (b) 
06UTC 22; (c) 12UTC 22; (d) 18UTC 22. 
 
4.2.4 MODIS AOD 
 
AOD value can represent aerosol loadings in the atmosphere. Thus, assimilating AOD 
observation can correct aerosols in the model indirectly. MODIS AOD product provides abundant 
data which cover a large area. Assimilating MODIS AOD has been implemented into ECMWF 
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aerosol forecast (MACC-II product). There are a few other studies assimilated MODIS AOD as 
well. For example, Yin et al. (2016) used the Local Ensemble Transform Kalman Filter (only ten 
members) to assimilate MODIS AOD into an aerosol-coupled global model. 3DVAR data 
assimilation technique has been used to assimilate MODIS AOD into the WRF-Chem model 
(GOCART aerosol module) (Liu et al. 2011; Chen et al. 2017). They all result in an improved 
forecast of aerosols. However, very few people applied EnKF to assimilate MODIS AOD to 
investigate aerosol transport and its effects on the development of the tropical weather system. 
Because EnKF can provide flow-dependent background error covariance for the data assimilation, 
it is a good candidate for studying tropical convective system. We will apply this method in our 
study. 
MODIS data are available from Aqua and Terra satellites. The MODIS instruments on Terra 
and Aqua image the same areas on Earth in approximately three hours apart. To maximize the 
availability of the data in our data assimilation experiment, both products are used. 
There are mainly three aerosol algorithms in MODIS aerosol product: (1) Deep blue and 
Enhanced Deep Blue (DB/eDB) for land, (2) Dark Target (DT) for dark land, (3) Dark Target for 
the ocean (Table 4-2). Correspondingly, there are several datasets available: DB for land, DT for 
land, DT for the ocean, DT for both land and ocean, and merge version DB+DT for land and ocean. 
Since there are so many products can be chosen from, we need to have a plan to pick up some 
datasets to suit our experiments.  
For MODIS AOD products over land, there are three types of datasets are available: DB, DT, 
and a merged version DB+DT. Beginning from the latest collection (version 6), Deep Blue product 
has been expanded from covering up only bright surface in the previous version to include 
vegetated region where it overlaps with Dart Target product. The correlation between DT and DB 
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is very high in the overlapping regions (Sayer et al. 2014). A merged version of them is also present 
in the current collection. All three products (DB, DT, and DB+DT) are suitable for quantitative 
applications (Sayer et al. 2014). However, only DB product has standard deviation provided 
directly in the data which is useful for data assimilation, while DT and DB+DT datasets do not 
have it. Only DB covers the desert region where we are interested in. Besides, DB also includes 
the region covered by DT. As a result, we only use Deep Blue product over land when we apply 
the data assimilation (Table 4-3).  
In Deep blue product, quality assurance (QA) value ranges from 1 to 3, and the corresponding 
quality is from low to high. QA=1 is not recommended for scientific applications because the error 
may be underestimated due to cloud contamination (Hsu 2017). AOD with QA=3 in MODIS 
closely agrees with AERONET (Figure 4-8), while QA=2 has slightly higher uncertainty and 
should be suitable for most of the applications as well (Sayer et al. 2013). We only use data with 
QA equals to 2 and 3 (Table 4-3). 
The expected error (EE) is provided in the deep blue product, which is one-standard deviation 
Gaussian confidence. It is estimated based on its comparison with AERONET data (Sayer et al. 
2013). Higher AOD has a higher EE. EE value is used as the observation error in the data 
assimilation.  
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Table 4-2. Algorithm summaries for MODIS AOD, adapted from Sayer (2014). 
 
 
 
Figure 4-8. Scatter density histograms comparing AERONET and MODIS (a) AOD at 550 nm, (b) 
Angstrom exponent α, and (c) α for only those points where 𝜏𝐴 > 0.3. Only QA = 3 MODIS data are used. 
Adapted from Sayer et al. (2013) 
 
Over the ocean, we use the DT product. MODIS AOD also matches AERONET well over 
the ocean (Figure 4-9). The expected error can be obtained from the value of AOD (τ), which is (-
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0.02 τ - 10%), (+0.04 τ+10%) in collection 6.1. In the data assimilation, since we assume AOD 
follows a normal distribution which is symmetric, we use (+0.04 τ+10%) as the error.  
 
 
Figure 4-9. Frequency scatter plots for AOD at 0.55 μm over DT-ocean compared to AERONET (gray and 
color dots) and MAN (black dots), plotted from 6 months of Aqua (January and July; 2003, 2008 and 2010), 
computed with C6 algorithm. The one-one lines and EE envelopes (+(0.04 + 10 %), −(0.02 + 10 %), 
asymmetric) are plotted as solid and dashed lines. Collocation statistics are presented in the panel. Adapted 
from Levy et al. (2013). 
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Table 4-3. Datasets in MODIS that are used in the data assimilation. 
 Dataset name Data description How to 
use 
Land Deep_Blue_Aerosol_Optical_Depth_550_Land_Bes
t_Estimate 
 
Deep Blue AOT at 0.55 
micron for land with 
higher quality data 
(Quality flag=2,3) 
 
Deep_Blue_Aerosol_Optical_Depth_550_Land_Est
imated_Uncertainty 
Estimated uncertainty 
(one-sigma confidence 
envelope) of Deep Blue 
AOT at 0.55 micron for 
land for all quality data 
(Quality flag=1,2,3) 
 
Ocean Effective_Optical_Depth_Average_Ocean Retrieved AOT for 
'average' solution at 0.47, 
0.55,0.66,0.86,1.24,1.63,
2.13 µm 
Use 
0.55µm 
Expected error for AOD over ocean +(0.04 + 10 %), −(0.02 + 
10 %) 
+-(0.04 + 
10 %) 
Land_Ocean_Quality_Flag Quality Flag for Land and 
ocean Aerosol retrievals 
0= bad; 1 = Marginal; 2= 
Good; 3=Very Good 
Only use 
2 and 3  
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 The original resolution of MODIS AOD data is 10-km. Because our model horizontal 
resolution is 36-km, there are several MODIS AOD observations available in every model grid 
point. Since DART assimilates the observations sequentially, the model value at each grid point 
may be corrected by too many observations, which will over-correct the model value and makes 
the analysis too confident. Thus, we need to apply data thinning technique to the MODIS AOD 
data. The grid value from MODIS is selected in every 3 points. That leads to the average of 30-km 
resolution which is closer to the model resolution. By comparison of the data coverage, the 
distribution of the thinning data is similar to the distribution of the original data (figures not shown). 
MODIS AOD is usually available at 06UTC, 12UTC, and 18UTC for this domain, and most of the 
data are at 12UTC (Figure 4-10). 
 
(a)       (b) 
  
Figure 4-10. Locations of MODIS AOD which are assimilated at (a) 12UTC 22 and (b) 18UTC 22.  
 
 
The data assimilation analysis step is performed every 6 hours at 00UTC, 06UTC, 12UTC, 
18UTC. There is a time window at each analysis time. Data which have observation time within 
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the time window are assimilated. Different observations are given different time windows based 
on the data coverage, frequency, and common practice (Table 4-4).  
 
Table 4-4. Assimilation window for different data products. 
Observation platform Assimilation window. units: hour 
RADIOSONDE ± 1 
ACARS ± 1 
LAND ± 1 
MARINE ± 0.5 
CIMSS ± 1.5 
COSMIC ± 2 
MODIS ± 1.5 
 
 
4.3 Model configuration 
 
WRF-Chem used in previous chapters apply MOSAIC 8 bins module to treat aerosol 
processes. The dust process is treated by the GOCART dust scheme.  Because running WRF-Chem 
with MOSAIC 8 bins module is computationally expensive, and EnKF data assimilation requires 
a set of ensemble runs, an aerosol module which is relatively fast and accurate enough is needed 
in our early study of using data assimilation to improve the aerosol forecast. Since dust is the main 
aerosol in our region, and other chemical processes are less important, we can choose another 
“simple GOCART” module available in WRF-Chem to deal with simple chemistry processes and 
dust process. 
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“Simple GOCART scheme” in WRF-Chem adapts the GOCART model. A detailed 
description of the GOCART model can be found in Chin et al. (2000a,b) and Ginoux et al. (2001).  
Originally, this is an “off-line” model which is driven by meteorological fields from other models. 
The GOCART algorithm is implemented in WRF-Chem, thus WRF/GOCART becomes an “on-
line” model. The model has been evaluated by comparing between the ground-based measurements 
and satellite data with the model simulations in terms of aerosols size distributions and optical 
depth. The simulations generally agree with the observations (Chin et al. 2000a,b; Ginoux et al. 
(2001).  
GOCART model contains several major aerosol types:  dust, sulfate, organic carbon (OC), 
black carbon (BC), and sea salt. Dust and sea salt in GOCART are treated using the sectional 
approach, in which there are five bins for dust and four bins for sea salt. The size bins are based on 
dry physical diameter. In each bin, the particles are assumed to be spherical and internally mixed. 
On the contrary, OC and BC are treated using the bulk approach, in which mass mixing ratio is 
used. 
GOCART dust process in this “simple GOCART scheme” is the same as the dust process in 
MOSAIC 8 bins module in our previous experiments except the number of bins is different. It only 
considers dust direct effect. The model has been used widely to study the dust direct effect (Chen 
et al. 2017). 
In this experiment, the initial and boundary conditions are also obtained from MACC-II. The 
data conversion of dust, sea salt, OC and BC from MACC-II to the GOCART aerosols module in 
WRF-Chem is similar to previous experiments, except dust and sea salt have different bins. 
Similar to the reason of modifying emission factors in MOSAIC module, we also tune the 
emission factors for dust and sea salt in this simple GOCART scheme to better match MODIS 
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AOD in test experiments. After the test, the emission factor for dust is changed from 1.0 to 0.5 (the 
same as MOSAIC 8 bins), and the emission factor for sea salt is changed from 1.0 to 0.4 (from 1.0 
to 0.8 in MOSAIC 8 bins). 
Table 4-5 lists all the experiment configurations. For simplicity, we name all observations 
except MODIS as conventional observations. They include Radiosonde, Marine, ACARS, Land, 
Satellite wind, and GPS. MODIS observation includes AOD. 
In ExC, we run WRF without any chemistry. This is the same control experiment we 
conducted before. 
In ExC+C, based on ExC, we assimilate conventional observations.  
In ExDO, we use simple GOCART chemistry option in WRF-Chem. Dust and other aerosols 
are included in the model. 
In ExDO+CM, based on ExDO, we assimilate conventional observations and MODIS AOD.  
 
In the experiment ExC+C, the ensemble perturbations for meteorological initial and 
boundary conditions are generated by drawing spatially correlated noise from static background 
error covariance. The perturbations are added to the initial and boundary conditions of the control 
run to form the ensemble members. We run the ensemble models from the perturbed 
meteorological initial and boundary conditions at 12UTC 21 for six hours. From 18UTC 21, we 
assimilate conventional observations followed by another 6-h forecast before the next assimilation. 
The 6-h forecast and analysis cycle runs until 00UTC 27. 
 
For the experiment ExDO+CM, we divide the data assimilation period into two stages:  
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(1) The initial ensemble generation is the same as ExC+C.  Then from 18UTC 21 to 12UTC 
22, we assimilate conventional observations but not MODIS AOD because we need to generate 
chemistry perturbations before assimilating MODIS AOD.  
(2) MODIS AOD is assimilated began at 12UTC 22, and the data assimilation cycle is 
performed every 6 hours until 00UTC 27. 
 
Table 4-5. Data assimilation set up.  
Experiment name Model 
 
Aerosol 
module 
Assimilate observations 
 
ExC WRF None None 
ExC+C WRF None Conventional observations (Radiosonde, 
Marine, ACARS, Land, Satellite wind, 
GPS) 
ExDO WRF-Chem GOCART None 
ExDO+CM WRF-Chem GOCART Conventional observations (Radiosonde, 
Marine, ACARS, Land, Satellite wind, 
GPS) and MODIS 
 
 
4.4 Data assimilation results 
 
Comparing ExC and ExC+C, data assimilation of conventional observations improves the 
storm track as it moves closer to the best track (Figure 4-11). The track error is reduced by 43%. 
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We see the similar improvement from ExDO to ExDO+CM, the track error is reduced by 48%. 
This indicates that although we assimilate both conventional observations and MODIS AOD at the 
same time, the major improvement for estimating the storm track mainly comes from assimilating 
conventional observations. In ExDO+CM, the model has a better meteorological background for 
the aerosol forecast.  
 
 
 
 
Figure 4-11. Simulated tracks and best track from 00UTC 24 to 00UTC 27 August 2010. The interval 
between neighboring dots is six hours. 
 
In ExDO+CM, we want to first verify whether the assimilation of conventional observations 
is reasonable. For radiosonde temperature, both root mean square error (RMSE) and total spread 
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(the square root of the sum of the ensemble variance and the error variance associated with the 
observation) show reasonable values before data assimilation, and they are reduced after 
assimilating conventional observations. The averaged RMSE of radiosonde temperature in the 
prior is 1.385, and it is reduced to 1.2499 in the posterior (Figure 4-12a). The RMSE from 500 hPa 
to 700 hPa is about 1K in both the prior and the posterior, which is a reasonable value. The same 
conclusion can be drawn for the satellite wind (Figure 4-12b). 
 
 
    
Figure 4-12. RMSE and total spread in prior and posterior from 00UTC 22 to 00UTC 27 August 2010 for 
(a) radiosonde temperature, (b) satellite horizontal wind. 
 
(
a) 
(b) (a) 
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In ExDO+CM, the model AOD in the forecast (prior) has a lower bias, especially comparing 
to high MODIS AOD values at the beginning of the assimilation (12UTC 22) (Figure 4-13a). The 
bias is reduced gradually as the model continues to assimilate data every 6 hours. The open circle 
in Figure 4-14 indicates the number of available MODIS AOD observations and the cross symbol 
indicates the number of MODIS AOD observations that are assimilated. They are close to each 
other. That means most of the data can be assimilated into the model because model AOD is not 
far away from MODIS AOD, 
AOD RMSE is reduced after the data assimilation in every analysis time (Figure 4-14a). 
Although RMSE increases in the forecast when MODIS AOD observations are not available, 
RMSE has a decreasing trend. On average, RMSE is reduced from 0.14785 in the forecast to 
0.10168 in the analysis. Figure 4-14b shows total spread. The total spread of model AOD in the 
analysis is close to the forecast after assimilating MODIS AOD (Figure 4-14b). 
 
   
(b) (a) 
204 
 
  
Figure 4-13. Ensemble mean in the prior (y axis) vs MODIS AOD (x axis) in August 2010.  (a) 12UTC 22; 
(b) 12UTC 24; (c) 12UTC 25; (d) 12UTC 26. 
 
  
Figure 4-14. AOD diagnostics in the forecast and the analysis from 22 to 27 August 2010 from the 
experiment ExDO+CM. (a) RMSE; (b) total spread. 
 
 
The horizontal distribution of the model AOD shows that relatively large differences in the 
forecast and analysis are on Sahara and on its west coast where MODIS observations are available 
(d) 
(a) (b) 
(c) 
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(Figure 4-15). At the beginning of the data assimilation period at 12UTC 22, the largest increment 
after the data assimilation is on the west coast of Africa. Because assimilating MODIS AOD 
corrects the model AOD gradually, the patterns in the forecast and in the analysis are getting closer 
with time. 
We compare AOD before and after the data assimilation with AERONET AOD (Figure 4-16). 
We use the same method in section 3.3.2.2 to obtain AERONET AOD. During the data assimilation 
period, many stations in the domain reported missing data. Moreover, our experiment only does 
the analysis every 6 hours, but AERONET does not have many observations taken at the same 
analysis time. Thus, we only find two stations in the Sahel region, which can provide a decent 
amount of data for comparison.  
At the Banizoumbou station, AOD values from ExDO (before the data assimilation) are 
generally larger than the AERONET AOD. Data assimilation lowers the model AOD values and 
moves them towards the AERONET AOD, although the AOD biases can be larger sometimes after 
the data assimilation. At the Zinder airport, model AOD is worse after the data assimilation 
compared to half of the AERONET observations. We then produce a composite plot for the Sahel 
region. Since Zinder airport is close to Banizoumbou station, when both Zinder airport and 
Banizoumbou station have observations at the same time, we take an average of AOD in these two 
stations to represent AOD in Sahel region. For the period when observations are only available 
from Zinder airport, we just use those observations. The composite plot shows that the error of the 
model AOD is reduced by 46% after the data assimilation.   
In summary, data assimilation proves to be a good technique to improve the track forecast 
and the aerosol forecast. In spite of the usefulness of the data assimilation, we didn’t use it before 
the sensitivity analyses in the previous chapters. The reasons are:  
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(1) Assimilating the meteorological variables include temperature will wipe out the 
effect from the dust. If we want to study the pure dust effect, we should avoid that. 
(2) Assimilating only the MODIS AOD can indeed improve the dust forecast and 
provide a better background for analyses. However, because the model domain is large, the running 
speed of the aerosol scheme is slow, and EnKF requires an ensemble of models, we cannot afford 
to conduct such data assimilation before the sensitivity analyses at the moment. In the future, we 
can consider that and compare to our current results.   
 
(a)
 
(b)  
 
(c) 
 
Figure 4-15. Model AOD (shading) and sea level pressure (contour, units: hPa) from the experiment 
ExDO+CM. (left) Model AOD after assimilating MODIS AOD, (middle) Model AOD before assimilating 
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MODIS AOD, (right) Difference (after assimilation – before assimilation) at (a) 12UTC 22, (b) 12UTC 24, 
(c) 12UTC 25.   
 
  
 
Figure 4-16. AOD from model and AERONET at the Banizoumbou and Zinder airport stations. The 
composite plot is the combination of AOD from two stations. 
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 Conclusion and Future work 
 
In this thesis, we investigate the impact of Saharan dust aerosols on the development of the 
tropical weather systems such as AEWs, the AEJ and tropical cyclones. The impact is quantified 
by studying the Hurricane Earl (2010) which developed from the AEW under the influence of SAL. 
The WRF model coupled with online chemistry module (WRF-Chem), which includes 
aerosol-cloud interaction and radiative effect, is used to study this subject. We forecast the system 
from 12UTC 21 August 2010 to 00UTC 27 August 2010. The forecasts from some operational 
centers in this period have tracks biased to the north-east. Our model also produces biased tracks, 
but the biases are within a reasonable range compared to the operational forecasts. The AEWs, 
AEJ, and the surface low-pressure system in our simulations are stronger compared to the best 
track observation and reanalysis data. Model verification shows that the model can represent the 
SAL structure. The model can also forecast the distribution and the evolution of the aerosols 
reasonably well. We first study the dust effect by conducting two 36-km resolution simulations: 
one with all aerosols including dust (ExDO), and the other exclude dust (ExO).  
At the surface, a surface low-pressure system is present while AEWs are existing in upper 
levels. When the low-pressure system is over North Africa, heating from the boundary during the 
daytime is the dominant heating source in the lower atmosphere. Dust has a direct radiative effect 
but not indirect effect because the region is free of clouds. Adding dust reduces the boundary 
heating in the daytime by reducing the surface temperature. The reduction of the surface 
temperature is a result of the reduction of shortwave radiation reaching the surface due to dust 
blocking partial incoming solar radiation. Although dust absorbs solar radiation and warms up the 
atmosphere, it cannot compensate for the loss of boundary heating. During the nighttime, longwave 
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radiative cooling is the dominant process. Adding dust increases such cooling effect. Overall, dust 
cools the column of the atmosphere. Because the low-pressure system is a warm core system in 
this region, the temperature cooling due to dust increases the surface center pressure. Therefore, 
the low-pressure system becomes weaker. However, the magnitude of the difference is minimal-
less than 1 hPa on average. 
The AEJ is generated and maintained by the horizontal temperature gradient and the thermal 
wind balance. Warmer temperature is located in the north where the atmosphere over Sahara is dry 
and hot. The AEJ is intensified in the south and weakened in the north when the simulation includes 
dust. It implies a slight southward shift of AEJ. 
The AEW at 600 hPa associated with the surface low-pressure system decays gradually 
before it moves to the ocean. Then it intensifies as more moisture become available over the ocean. 
The intensity of the AEW at 850 hPa generally increases as it moves to the west due to more 
moisture available. The AEW at 600 hPa shifts to the south slightly after adding dust at the 
beginning. When dust is included, AEW intensity changes little at the beginning, then increases, 
and finally decreases. The AEWs at 850 hPa and 600 hPa merge when they move to the ocean, and 
they trigger tropical cyclogenesis. AEWs and low-pressure center at the surface are getting closer 
with time. The AEWs in the experiment containing dust are weaker than those without dust. Such 
difference grows larger with time. 
When the system moves to the ocean, latent heat release by moist convection becomes the 
dominant heating and cooling sources. We conduct two additional higher resolution simulations 
(4-km resolution, ExDO-H includes dust and ExO-H excludes dust) which take the outputs from 
the previous two coarse resolution simulations (36-km resolution) to study dust microphysical 
effect. The simulations use double-moment microphysics scheme to study the interaction between 
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aerosols and microphysical processes. Increasing the model resolution reduces the intensity of the 
cyclone and brings the intensity closer to the observation. The error of the central pressure and the 
maximum surface wind speed are reduced by 58% and 46% respectively. However, the track 
forecast errors remain. The system is weaker in the simulation with dust, following the same trend 
as the coarse resolution simulations. Their difference can be traced back to the difference of the 
AEW developed over Africa.   
These two high-resolution simulations do not separate the difference solely due to dust 
microphysics effect and the difference in the initial meteorological fields. Thus, we conduct one 
additional high resolution simulation (ExDO-H-TurnOffDust) in which we eliminate dust in the 
initial and boundary conditions in the experiment ExDO-H. We then compare them to understand 
how dust play a role when the system is over the ocean.  
The tracks of the cyclone in these two experiments are almost identical (ExDO-H vs ExDO-
H-TurnOffDust). The minimum sea-level pressure in the center in the experiment with dust is 
slightly lower than its counterpart. The difference is less than 1 hPa for most of the time. Thus, 
dust microphysics effect alone has a small impact on the dynamics of the cyclone.  
In the tropical low stage, convection is more active in the southern periphery of the system. 
Convection promotes the formations of cloud, rain, snow, and graupel in the region. Downward 
motion around the center is not a result of the SAL; it is the large-scale descent motion from the 
mid and upper atmosphere. Dust increases the low-level cloud at 1-2 km height. It reduces rainfall 
in the outer edge of the SAL region between 250 km to 350 km radii, but increases rainfall in the 
inner edge at around 200 km. The associated latent heat release shifts the updraft radially inward. 
The dynamical consequence is the acceleration of tangential wind and the mid-level cyclogenesis.   
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The tropical depression stage has different dynamics than the tropical low stage.  The system 
becomes stronger as the upward vertical motion intensifies and concentrates around the center of 
the system. Stronger convection in the center promotes cloud droplets growing into rain droplets 
and ice particles. Adding dust increases the convection around the center inside 80 km radius. More 
ice, snow, and rain appear there. Dust aerosols act as CCNs to increase the number of cloud droplets 
and cloud mass mixing ratio in most of the region. Rain, snow, and graupel mixing ratios increase 
in the enhanced updraft region, but they are reduced in the weakened updraft region between 80 to 
150 km.  
 There is no simple relationship between the storm intensity and dust. Contrary to most 
previous studies which claim dust imposing a significant impact on tropical storms. In our case, 
the changes of the tropical storm, the AEJ, and the AEWs due to dust are smaller compared to 
many other studies. We believe those studies which found significant dust or SAL effects usually 
utilize simplified models or simple specifications of dust and/or SAL. Since our model includes 
more processes and applies an interactive aerosol module to study this subject, it is relatively more 
accurate, at least for this case. Our results suggest a pure meteorological model without complicated 
chemistry is sufficient for hurricane track and intensity forecast as long as the SAL is properly 
represented. 
Finally, we use a simple chemistry model GOCART to forecast aerosols. Both conventional 
observations and MODIS AOD are assimilated using the EnKF data assimilation. Data assimilation 
improves the forecast for the storm and the aerosols.   
The main contributions of this study to the scientific community are: 
(1) After conducting a thorough overview of the literature, we compare the differences 
of their experiment designs and conclusions, and then identify the reasons behind the discrepancies. 
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(2)  We try to overcome the limitations of the experiment designs in some previous 
studies. We use a coupled atmosphere and chemistry/aerosol model with better physical processes 
to investigate the sole impact of dust qualitatively and quantitatively. The initial and boundary 
conditions for the aerosols in our simulation are taken from the global aerosol models.  
(3) We developed the method and tool to convert the aerosols from global aerosol 
forecast model to the WRF model. 
(4) Our experiments include different stages of the tropical storm from the AEW to the 
tropical depression. The impact from dust to different stages of the system are evaluated, which are 
rarely done by many previous studies. 
(5) We conduct the analysis in a variety of ways. The dust radiative and microphysical 
effects are both investigated.   
(6) We use EnKF data assimilation to assimilation MODIS AOD to improve the aerosol 
forecast. According to the author’s current knowledge, we are one of the few people to do that.  
 
Although we conduct the experiments carefully, there are some limitations in our study as 
well. Since we just use one case in our study, our conclusions for this case may not apply to other 
cases. In the near future, we will select more cases to study this subject. Furthermore, we might 
also consider using global high-resolution models with aerosol forecasts to study the dust 
climatological effects on tropical weather systems.     
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Appendix A:  Conversion from MACC-II to MOSAIC 
 
1. Convert dust 
 
The dust in MACC-II and MOSAIC is bin model, but they have different bin sizes. The 
diameters for dust bins in MACC-II are 0.03-0.55, 0.55-0.9, 0.9-20. Units: μm.  
The diameters for dust bins in MOSAIC are: 0.039-0.078, 0.078-0.156, 0.156-0.312, 0.312, 
0.625, 0.625-1.25, 1.25-2.5,2.5-5, 5-10. Units: μm. 
We will use the following deduction to explain how to convert dust from MACC-II to 
MOSAIC 8 bins model. 
 
The volume differential  
 𝑑𝑉 = 𝑛𝑉
𝑒 (𝑙𝑛𝐷𝑝)𝑑𝑙𝑛𝐷𝑝            (1) 
where 𝑛𝑉
𝑒(𝑙𝑛𝐷𝑝)⁡is⁡aerosol⁡volume⁡lognormal⁡distribution⁡ 
 
if density 𝜌 is uniform among different sizes of particles   
 𝜌𝑑𝑉 = 𝜌𝑛𝑉
𝑒 (𝑙𝑛𝐷𝑝)𝑑𝑙𝑛𝐷𝑝         (2) 
 𝑑𝜌𝑉 = 𝜌𝑛𝑉
𝑒 (𝑙𝑛𝐷𝑝)𝑑𝑙𝑛𝐷𝑝         (3) 
 
The mass differential  
 𝑑𝑀 = 𝑛𝑀
𝑒 (𝑙𝑛𝐷𝑝)𝑑𝑙𝑛𝐷𝑝         (4) 
where 𝑛𝑀
𝑒 (𝑙𝑛𝐷𝑝) is⁡aerosol⁡mass⁡lognormal⁡distribution 
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𝑇ℎ𝑢𝑠,
𝑑𝑀
𝑑𝑙𝑛𝐷𝑝
= 𝑛𝑀
𝑒 (𝑙𝑛𝐷𝑝)            (5) 
 
In bin mode, we assume mass distribution function is uniform in each bin, thus, 
 
𝑑𝑀
𝑑𝑙𝑛𝐷𝑝
= 𝑛𝑀
𝑒 (𝑙𝑛𝐷𝑝) =
𝛥𝑀
𝛥𝑙𝑛𝐷𝑝
            (6) 
 
For every model grid in MACC-II model, we define the total mass of particles within each 
bin are M1, M2, M3; the ranges of these three bins are D0~D1, D1~D2, D2~D3, as shown in the 
following figure 
 
 
 
 
 
 
Aerosol⁡mass⁡lognormal⁡distribution nM
e (lnDp) for each bin in MACC-II model will be:  
 
MACC-II bin1:   𝑛𝑀,1
𝑒 (𝑙𝑛𝐷𝑝) =
𝛥𝑀
𝛥𝑙𝑛𝐷𝑝
=
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
     (7) 
MACC-II bin2:   𝑛𝑀,2
𝑒 (𝑙𝑛𝐷𝑝) =
𝛥𝑀
𝛥𝑙𝑛𝐷𝑝
=
𝑀2
𝑙𝑛𝐷2−𝑙𝑛𝐷1
 
MACC-II bin3:   𝑛𝑀,3
𝑒 (𝑙𝑛𝐷𝑝) =
𝛥𝑀
𝛥𝑙𝑛𝐷𝑝
=
𝑀2
𝑙𝑛𝐷3−𝑙𝑛𝐷2
 
 
 MACC-II bin1 contains the first three MOSAIC bins (d0~d1, d1~d2, d2~d3) and part of the 
fourth bin (d3~ D1), as figure shows below 
D0 D1 D2 D3 
M1 M2 M3 
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m1 ~m8 are total mass of particles within each bin in MOSAIC, d0~d8 are diameters for bins. 
 
For MOSAIC bin1(d0~d1), because it is within MACC-II bin1, it uses the same mass 
distribution function as MACC-II. Thus, for MOSAIC bin1, its mass distribution function   
𝑛𝑚,1
𝑒 (𝑙𝑛𝐷𝑝) = 𝑛𝑀,1
𝑒 (𝑙𝑛𝐷𝑝) =
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
      (8) 
The mass of MOSAIC bin1 is the integration of the mass distribution function 
 
𝑚1 = ∫ 𝑛𝑚,1
𝑒 (𝑙𝑛𝐷𝑝)
𝑙𝑛𝑑1
𝑙𝑛𝑑0
𝑑𝑙𝑛𝐷𝑝,        (9) 
however, to keep the mass conserved, we extend the lower boundary in the integration 
 
𝑚1 = ∫ 𝑛𝑚,1
𝑒 (𝑙𝑛𝐷𝑝)
𝑙𝑛𝑑1
𝑙𝑛𝐷0
𝑑𝑙𝑛𝐷𝑝        (10) 
 
Since the distribution function nm,1
e (lnDp) is uniform from D0 to D1, the integration can be 
expressed as  
 
𝑚1 = 𝑛𝑚,1
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑1 − 𝑙𝑛𝐷0)       (11) 
      = 
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
× (𝑙𝑛𝑑1 − 𝑙𝑛𝐷0) 
Similarly,  
D0 D1 
d0 d1 d2 d3 
D2 D3 
d4 d5 d6 d7 d8 
M1 M2 M3 
m1 m2 m3 m4 m5 m6 m7 m8 
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𝑚2 = 𝑛𝑚,2
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑2 − 𝑙𝑛𝑑1) = 𝑛𝑀,1
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑2 − 𝑙𝑛𝑑1) =
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
×
(𝑙𝑛𝑑2 − 𝑙𝑛𝑑1)           (12) 
 
𝑚3 = 𝑛𝑚,3
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑3 − 𝑙𝑛𝑑2) = 𝑛𝑀,1
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑3 − 𝑙𝑛𝑑2) =
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
×
(𝑙𝑛𝑑3 − 𝑙𝑛𝑑2)           (13) 
 
Whenever the MOSAIC bin expands two MACC-II bins, for example, MOSAIC bin4, its 
calculation is separated into two parts. 
 
First, calculate the mass of the particles which are within the first MACC-II bin, 
 
𝑚4,1 = 𝑛𝑚,4,1
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝐷1 − 𝑙𝑛𝑑3) = 𝑛𝑀,1
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝐷1 − 𝑙𝑛𝑑3) =
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
×
(𝑙𝑛𝐷1 − 𝑙𝑛𝑑3)          (14) 
 
Second, get the mass of the particles which are within the second MACC-II bin 
       
𝑚4,2 = 𝑛𝑚,4,2
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑4 − 𝑙𝑛𝐷1) = 𝑛𝑀,2
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑4 − 𝑙𝑛𝐷1) =
𝑀2
𝑙𝑛𝐷2−𝑙𝑛𝐷1
× (𝑙𝑛𝑑4 −
𝑙𝑛𝐷1)            (15) 
 
𝑚4 = 𝑚4,1 +𝑚4,2 =    
𝑀1
𝑙𝑛𝐷1−𝑙𝑛𝐷0
× (𝑙𝑛𝐷1 − 𝑙𝑛𝑑3) +
𝑀2
𝑙𝑛𝐷2−𝑙𝑛𝐷1
× (𝑙𝑛𝑑4 − 𝑙𝑛𝐷1) (16) 
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By applying the similar methods, the mass of all other bins will be 
 
𝑚5,1 = 𝑛𝑚,5,1
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝐷2 − 𝑙𝑛𝑑4) = 𝑛𝑀,2
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝐷2 − 𝑙𝑛𝑑4) =
𝑀2
𝑙𝑛𝐷2−𝑙𝑛𝐷1
×
(𝑙𝑛𝐷2 − 𝑙𝑛𝑑4)          (17) 
 
𝑚5,2 = 𝑛𝑚,5,2
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑5 − 𝑙𝑛𝐷2) = 𝑛𝑀,3
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑5 − 𝑙𝑛𝐷2) =
𝑀3
𝑙𝑛𝐷3−𝑙𝑛𝐷2
×
(𝑙𝑛𝑑5 − 𝑙𝑛𝐷2)          (18) 
 
𝑚6 = 𝑛𝑚,6
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑6 − 𝑙𝑛𝐷5) = 𝑛𝑀,3
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑6 − 𝑙𝑛𝐷5) =
𝑀3
𝑙𝑛𝐷3−𝑙𝑛𝐷2
×
(𝑙𝑛𝑑6 − 𝑙𝑛𝐷5)          (19) 
 
𝑚7 = 𝑛𝑚,7
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑7 − 𝑙𝑛𝐷6) = 𝑛𝑀,3
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝑑7 − 𝑙𝑛𝐷6) =
𝑀3
𝑙𝑛𝐷3−𝑙𝑛𝐷2
×
(𝑙𝑛𝑑7 − 𝑙𝑛𝐷6)          (20)  
 
𝑚8 = 𝑛𝑚,8
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝐷3 − 𝑙𝑛𝑑7) = 𝑛𝑀,3
𝑒 (𝑙𝑛𝐷𝑝) × (𝑙𝑛𝐷3 − 𝑙𝑛𝑑7) =
𝑀3
𝑙𝑛𝐷3−𝑙𝑛𝐷2
×
(𝑙𝑛𝐷3 − 𝑙𝑛𝑑7)          (21) 
 
 
Sea salt is also a bin mode in MACC-II, it follows similar conversion method as dust. 
However, sea salt from MACC-II has a high bias in our case. Some studies also found the same 
situation (Giordano et al. 2015). Thus, sea salt initial and boundary conditions are excluded from 
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the conversion. Instead, sea salt in the atmosphere can be generated by emission from the sea by 
sea salt parameterization in the model.  
 
2. Convert Black carbon, organic carbon, and sulfate 
 
For Black carbon, organic carbon and sulfate, they follow a log-normal distribution.  
Their parameters are given in the following table1, which is adapted from table 6 from 
Emmons et al. (2010). 
 
Table1. Bulk aerosol parameters used in calculation of surface area: number distribution mean diameter 𝐷𝑝̅̅̅̅ , 
geometric standard deviation 𝜎𝑔 and density⁡𝜌 
Aerosol 𝐷𝑝̅̅̅̅  (µm)  𝜎𝑔(µm) 𝜌⁡(𝑔/𝑐𝑚
3) 
BC1, BC2 0.0236 2.00 1.0 
OC1, OC2 0.0424 2.20 1.8 
Sulfate 0.139 2.03 1.7 
 
The volume distribution function is   
 
𝑛𝑉(𝐷𝑝) =
(
𝜋
6
)𝑁𝑡
(2𝜋)1/2𝐷𝑝𝑙𝑛𝜎𝑔
𝑒𝑥𝑝⁡(3𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅ +
9
2
𝑙𝑛2𝜎𝑔) × 𝑒𝑥𝑝⁡(−
[𝑙𝑛𝐷𝑝−(𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅̅ +3𝑙𝑛
2𝜎𝑔)]
2
2𝑙𝑛2𝜎𝑔
)  (22)  
(8.52 from Seinfeld, John H. 2006) 
 
⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐷𝑝⁡𝑖𝑠⁡𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒⁡𝑑𝑖𝑎𝑚𝑒𝑡𝑒𝑟 
 𝑁𝑡⁡𝑖𝑠⁡𝑡ℎ𝑒⁡𝑡𝑜𝑡𝑎𝑙⁡𝑛𝑢𝑚𝑏𝑒𝑟⁡𝑜𝑓⁡𝑝𝑎𝑟𝑡𝑖𝑐𝑙𝑒𝑠⁡ 
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⁡𝜎𝑔⁡𝑖𝑠⁡geometric⁡standard⁡deviation, its value is given in table1 
⁡𝐷𝑝𝑔̅̅ ̅̅ ̅̅  is median diameter 
 
⁡⁡⁡⁡⁡⁡⁡⁡⁡𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ⁡is⁡volume⁡median⁡diameter, its relation to number median diameter is  
 
         𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ = 𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅ + 3𝑙𝑛
2𝜎𝑔    (8.53 from Seinfeld, John H. 2006)  (23) 
 
𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ⁡can⁡be⁡expressed⁡using⁡the⁡given⁡valuse⁡by⁡the⁡following⁡steps 
  
Because 
𝐷𝑝̅̅̅̅ = 𝐷𝑝𝑔̅̅ ̅̅ ̅exp⁡(
𝑙𝑛2𝜎𝑔
2
),        (24) 
Where 𝐷𝑝̅̅̅̅ ⁡is⁡mean⁡diameter⁡  （8.44 from Seinfeld, John H. 2006) 
 
Thus, ⁡𝐷𝑝𝑔̅̅ ̅̅ ̅=𝐷𝑝̅̅̅̅ /exp⁡(
𝑙𝑛2𝜎𝑔
2
)       (25) 
 
formula (2)     will be 
𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ = 𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅ + 3𝑙𝑛
2𝜎𝑔 =ln(
𝐷𝑝̅̅ ̅̅
exp(
𝑙𝑛2𝜎𝑔
2
)
) + 3𝑙𝑛2𝜎𝑔⁡   (26) 
 
⁡𝐷𝑝̅̅̅̅ ⁡, 𝜎𝑔⁡ are given in the table1.  𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ⁡can⁡be⁡calculated⁡ 
 
let A=
𝜋
6
𝑒𝑥𝑝⁡(3𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅ +
9
2
𝑙𝑛2𝜎𝑔)      (27) 
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which is a constant number for specific type of aerosol 
 
Formula (1) becomes  
 
𝑛𝑉(𝐷𝑝) =
𝐴𝑁𝑡
(2𝜋)1/2𝐷𝑝𝑙𝑛𝜎𝑔
× 𝑒𝑥𝑝⁡(−
[𝑙𝑛𝐷𝑝−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅]
2
2𝑙𝑛2𝜎𝑔
)    (28) 
In which 𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ =ln(
𝐷𝑝̅̅ ̅̅
exp(
𝑙𝑛2𝜎𝑔
2
)
) + 3𝑙𝑛2𝜎𝑔 
 
Aerosol number distribution  
𝑛𝑉(𝐷𝑝) =
𝑁𝑡
(2𝜋)1/2𝐷𝑝𝑙𝑛𝜎𝑔
× 𝑒𝑥𝑝⁡(−
(𝑙𝑛𝐷𝑝−𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅̅ )
2
2𝑙𝑛2𝜎𝑔
) (8.34 from Seinfeld, John H. 2006) (29) 
 
can be transformed into cumulative distribution function 
𝑁(𝐷𝑝) =
𝑁𝑡
2
+
𝑁𝑡
2
erf⁡(
ln(𝐷𝑝)−𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅̅ )
√2𝑙𝑛𝜎𝑔
) ) (8.39 from Seinfeld, John H. 2006)  (30) 
 
Defining the normalized cumulative distribution 
?̃?(𝐷𝑝) =
𝑁(𝐷𝑝)
𝑁𝑡
=
1
2
+
1
2
erf⁡(
ln(𝐷𝑝)−𝑙𝑛𝐷𝑝𝑔̅̅ ̅̅ ̅̅
√2𝑙𝑛𝜎𝑔
)  (8.46 from Seinfeld, John H. 2006) (31) 
 
 
Similarly, volume distribution (3) can also be written as volume cumulative distribution 
function 
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𝑉(𝐷𝑝) =
𝐴𝑁𝑡
2
+
𝐴𝑁𝑡
2
erf⁡(
ln(𝐷𝑝)−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅
√2𝑙𝑛𝜎𝑔
)       (32) 
Defining the normalized volume cumulative distribution 
?̃?(𝐷𝑝) = 𝑉(𝐷𝑝)/𝐴𝑁𝑡 
 
?̃?(𝐷𝑝) =
1
2
+
1
2
erf⁡(
ln(𝐷𝑝)−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅
√2𝑙𝑛𝜎𝑔
)       (33) 
 
Given 𝐷𝑝,1  as the lower boundary of one bin, the value of the volume cumulative distribution 
function:  
𝑉1̃(𝐷𝑝) =
1
2
+
1
2
erf⁡(
ln(𝐷𝑝,1)−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅
√2𝑙𝑛𝜎𝑔
)        (34) 
 
𝐷𝑝,2  as the upper boundary of the bin, the⁡value⁡of⁡the⁡volume⁡cumulative⁡distribution⁡fuction 
 
𝑉2̃(𝐷𝑝) =
1
2
+
1
2
erf⁡(
ln(𝐷𝑝,2)−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅
√2𝑙𝑛𝜎𝑔
)       (35) 
 
The volume of all the particles within the bin will be the difference between the cumulative 
distribution function value 
 
∆?̃? = 𝑉2̃(𝐷𝑝) − 𝑉1̃(𝐷𝑝) =
1
2
erf (
ln(𝐷𝑝,2)−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅
√2𝑙𝑛𝜎𝑔
) −
1
2
erf⁡(
ln(𝐷𝑝,1)−𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ̅
√2𝑙𝑛𝜎𝑔
)     (36) 
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𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ ⁡can⁡be⁡obtained⁡using⁡formular : ⁡𝑙𝑛𝐷𝑝𝑔𝑣̅̅ ̅̅ ̅̅ =ln(
𝐷𝑝̅̅ ̅̅
exp(
𝑙𝑛2𝜎𝑔
2
)
) + 3𝑙𝑛2𝜎𝑔 , ⁡ 
𝜎𝑔⁡for⁡different⁡aerosols⁡are⁡given⁡in⁡the⁡table1 
 
Since Ṽ is normalized, ∆Ṽ⁡value is between 0 and 1, which is the percentage of the total 
volume of all bins.  
Because the density is uniform among different particle sizes, ∆Ṽ⁡   is also the mass 
percentage of the total mass of all bins. Thus, for black carbon, organic carbon and sulfate, the 
mass ratio in each of all 8 bins can be obtained using the above formula (5)  
 
3. Programing 
 
(1) NCL  
Horizontal regrid from MACC rectilinear grid to WRF curvilinear grid, using the bilinear 
method 
Vertical interpolation from MACC model level to WRF model level 
Output netCDF files 
 
 (2) Python 
Read netCDF file 
Redistribution bins aerosol and bulk aerosol, using the formulas above 
Calculate the tendency for boundary  
Replace wrfinput_d01 and wrfbdy_d01 
