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Abstract
We consider the problem faced by a retailer that selects the set of products
to allocate in finite capacity stores to maximize patronage. The purchase
decision is made by customers that purchase exactly one product that maxi-
mizes her utility that depends on the product price, distance traveled to the
store and reservation price, known to the retailer. The retailer’s bilevel op-
timization problem is transformed into an integer optimization formulation.
Small size instances are solved optimally, while for large instances, we ex-
plore Benders Decomposition, Branch and Cut and Cut and Branch to solve
the problem. Our computational results show that the proposed Cut and
Branch method obtains the best results, and improves on the current state
of the art.
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1. Introduction
Inventory and product obsolescence costs are very significant in the retail in-
dustry. Reducing these costs requires a fast turnaround of the inventory,
which depends, in turn, on a good knowledge of customers’ preferences.
When the products being offered to customers do not match these prefer-
ences, there is a slow inventory turnaround and high end-of-season stock
levels. To get rid of the stock, and free shelf and storage space in their
stores, retailers must significantly mark the prices down.
Furthermore, consumers’ preferences and buying power depend on their loca-
tions. A retailer with several outlets in different cities, or different neighbor-
hoods of a city must have information on what are the products and brands
that fit each store customers’ preferences. Matching these preferences to the
right products, sizes, colors, and brands is essential to avoid maintaining
long-term stocks of products that do not sell. This issue is coupled with the
fact that display space in stores and supermarkets is limited, which precludes
displaying all possible products, and requires displaying and having stock of
only those products that are right for local customers. This strategy can also
be accompanied by a controlled markdown strategy that, although reduces
unit profit, maximizes sales as it attracts more customers.
We address these issues in the case of a retailer with several stores that
desires to select, for each location, a subset of mutual imperfect substitute
products, i.e., products that serve the same customers’ needs, but differ in
color, appearance, flavor, and similar attributes, such that a customer pur-
chases only one of them at a time. The choice of such subset must be optimal
to fit the limited space, as well as the preferences of the local customers, and
it can include a smart marking down strategy. In this, we follow a JCPenney
executive who states that assortments, allocations, markdown pricing are all
linked and optimized together at his company (Ghoniem and Maddah, 2015).
The assortment selection problem has attracted much attention. In (Green
and Krieger, 1985), the authors present two formulations to help a retailer
make decisions on the composition of a set of similar products, introducing
heuristic algorithms to solve the problems. A review of the literature on
product selection is presented in (Green and Krieger, 1989), discussing issues
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such as cannibalization between products, different objectives, and differen-
tiation of buyers by buying power. They focus on the line of products of
a manufacturer, although the work is applicable to a retailer. The models
require knowledge of the positioning of the products and consumers in an
attribute space. Display and storage space is not an issue. In (Belloni et al.,
2008), a ranking-based formulation is presented for the Product Line Design
(PLD) problem where the utility of each client is introduced in the formu-
lation as a constraint. In (McBride and Zufryden, 1988), a comparison is
performed between different heuristics for the PLD problem. The authors
present a new ranking-based formulation, and solve it with Lagrangian Re-
laxation. These previous approaches ((Belloni et al., 2008) and (McBride
and Zufryden, 1988)) are compared in (Bertsimas and Mǐsić, 2019), which
also introduces a strong formulation for (Belloni et al., 2008). A Benders
Decomposition (BD), together with an efficient algorithm, is used to solve
the problem, where the master problem defines the available products and a
separable slave problem solves each client’s purchase decision. The efficiency
of the BD is evaluated on synthetic data, providing good results.
The problem of selecting a subset of products and allocating them to a lim-
ited, integer number of shelves in a supermarket, so that a function of costs
and revenues is maximized is addressed in (Zufryden, 1986). In that work,
the demand for the product depends on shelf space, price, advertising, promo-
tions, and store attraction, among other factors and a dynamic programming
solution method is used. In (Dobson and Kalish, 1993), the authors use con-
joint analysis to decide the product assortment, based on each products fixed
and variable costs, as well as its cannibalization effects on other products,
rather than storage and shelf space. Each customer segment purchases the
product that provides her with the best utility. The problem is solved us-
ing a heuristic. Demand substitution, which means that a consumer prefers
to buy a product that is an imperfect substitute of her best choice, rather
than not making the purchase at all is addressed in (Yücel et al., 2009).
Their problem considered also exogenous demand, supplier selection, shelf
space limitations and inventory management considerations. In (Ghoniem
and Maddah, 2015), the product assortment is optimized, together with the
pricing and inventory decisions, not considering either space limitations or
preferences variation across the region of interest. They consider multiple
periods and customer segments, and determine optimal prices and inventory
levels for the subset of products in each time period. A deterministic utility
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function is used depending on reservation and selling prices, and make cus-
tomers purchase their best choice. They also do the exercise of calibrating
consumers reservation price. In (Ghoniem et al., 2016), the optimal prod-
uct assortments and pricing for multiple product categories are found when
these are complementary (nachos, cheese spread and guacamole). Consumers
can choose to purchase the primary product (nachos) and make a mix with
complementary categories (a brand of cheese spread or guacamole). Cus-
tomers choose according to a deterministic utility function. The problem
of assortment planning and pricing in a competitive setting is addressed in
(Besbes and Sauré, 2016) using a multinomial logit model for consumers
demand. The paper (Moon et al., 2017) solves the problem of selecting a
mutual substitute product line by a retailer who also selects the price among
a set of discrete prices. They include limited shelf space and dynamic sub-
stitution, the behavior that makes consumers purchase products that are
not necessarily their best choice when it is unavailable. They consider one
line of products without differentiating by store and solve it using a genetic
algorithm. In (Hübner and Schaal, 2017) the authors optimize shelf-space
planning in a store, taking into account products that are substitutes to each
other (e.g., different brands) and the effects of not listing products or replac-
ing them by other products, and the effect of these actions on the demand
for other products. Their main problem is allocation of products to shelves
and deciding how much space to allocate to each product.
A frequent practice is optimizing shelf space together with the determination
of a set of products to be displayed, that are not substitutes of each other, i.e.,
items that consumers could purchase together (Chen and Lin, 2007). Other
authors that address the same problem with different variants are (Flamand
et al., 2017, Hübner and Schaal, 2017, Kök et al., 2008, Hübner and Kuhn,
2012), who offer a review on the subject. A later review is presented by
(Kök et al., 2015), which states that no dominant solution has yet emerged
for assortment planning, so assortment planning represents a wonderful op-
portunity for academia to contribute to enhancing retail practice
Reviews of planning of mutual substitute products assortment can be found
in (Shin et al., 2015), on planning of product lines and (Mou et al., 2017)
on retail store operations, including a good section on product assortment.
There exists also commercial software, which solves the problem of product
allocation to stores using simple rules of thumb (Hübner and Kuhn, 2012).
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In (Chen et al., 2015), markdowns are dealt with. They assume multiple
stores owned by different chains, served by a single warehouse over a time
horizon during which, products can take different discrete prices from a set.
Store owners must follow a set of rules to maintain a fair competition and
inventory turnover. There is just one product and demand is stochastic. von
Stackelberg pricing was the subject of (Briest and Krysta, 2011), who assume
customers that purchase sets of products and are not capable of computing
their exact utilities, as they are computationally bounded. Somewhat related
is the competitive facility location problem (see Eiselt et al., 2015). How-
ever, the players of the von Stackelberg game are the firms locating their
stores, as opposed to a firm and customers. For a review of bi-level models
for competitive location, (see Aras and Küçükaydın, 2017). Finally, (Bhat-
nagar and Syam, 2014), address the problem of product allocation among
brick-and-mortar stores and online stores belonging to the same chain. None
of the reviewed papers takes into account the geographical distribution of
customers, the possibility of customers purchasing at different stores, and
the fact that different stores belonging to the same retailer can offer different
product lines with possibly different mark-downs. This is our contribution.
Note that the structure of the MPLP is similar to that of the Facility Loca-
tion Problem with Clients’ Preferences (FLPCP). Valid inequalities for the
FLPCP are developed in (Cánovas et al., 2007) and (Vasilyev and Klimen-
tova, 2010), for their use within a Branch & Cut solution procedure.
We present a bilevel formulation to this problem, which is collapsed to a single
level integer optimization formulation. We adapt valid inequalities that have
been used for the Facility Location problem with Preferences to solve our
problem using Branch and Cut (B&C) and Cut and Branch (C&B) meth-
ods. We compare the B&C and C&B with existing Benders’ decomposition
methods for the single-store case.
The paper is organized as follows: Section 2 presents the problem, the bilevel
formulation, three different single-level formulations, and some valid inequal-
ities. In section 3, the proposed solution methods are described. Computa-
tional testing comparing the different formulations and methods is presented
in Section 4. Finally we present our conclusions and lines for future work in
section 5.
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2. Problem definition and formulations
This Section presents a description of the Multi-Product Location Problem
(MPLP) considered in this work. We provide three different formulations for
the MPLP and introduce valid inequalities that are used later.
2.1. Problem description
A firm owns a set J of stores, geographically distributed over a region. A set
K denotes all products in a category, e.g., TV sets of a certain screen size.
All products in this set are imperfect substitutes of each other that differ
in secondary characteristics and price. Let πj,k be the unit price of product
k ∈ K at store j ∈ J . There are capacity constraints, indicating that each
store j ∈ J can display (and offer) up to pj products of the set K.
There is also a set I of consumers or potential clients. The distance between
consumer i and store j is dij. We assume that distances are symmetric, i.e.
the distance of the round trip between client i and store j is 2 · dij. Each
consumer i ∈ I is interested only in those products in a set Ki ⊂ K and has a
reservation price rik for product k in Ki. Customers will buy at most one unit
of product at one store, provided that the full cost (price plus travel cost)
of the purchase does not exceed the reservation price for that product. Each
consumer chooses the product and store that maximizes her utility, i.e., the
surplus obtained subtracting the full cost of the product from the reservation
price. The firm must decide what products in K to display at each store, to
maximize its revenue.
Tables 1 and 2 present the set and parameter notation used in this work.
Table 1: Set notation
I set of clients
J set of stores
K set of products
Ki set of products client i ∈ I is interested in
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Table 2: Model parameters
dij distance between client i ∈ I and store j ∈ J
pj maximal number of products assigned to store j ∈ J
πj,k unit price for product k ∈ K in store j ∈ J
rik reservation price of client i ∈ I for product k ∈ K
2.2. Bilevel model formulation
The multi-product location problem can be formulated as a linear bilevel
optimization problem. We begin by introducing two sets of binary decision
variables: a variable yjk for j ∈ J , k ∈ K that represents the retailer’s
decision to place product k in store j (yjk = 1) or not (yjk = 0); and a
variable x̃ijk, for i ∈ I, j ∈ J , k ∈ Ki, that encodes the decision of whether
client i purchases product k at store j (x̃ijk = 1) or not (x̃ijk = 0).
With these variables we can express the retailer’s MPLP of placing product in














yjk ≤ pj j ∈ J (2)
yjk ∈ {0, 1} j ∈ J , k ∈ K (3)
for each i ∈ I we have






(rik − πjk − 2dij)x̃ijk (4)




x̃ijk ≤ 1 (6)
x̃ijk ∈ {0, 1} j ∈ J , k ∈ Ki (7)
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Note that customer i would not purchase a product for which the reserva-
tion price rik is smaller than the price πjk plus the distance traveled 2dij.
Therefore we can define the set of products/locations that are attractive to
customer i as: Ti = {(j, k)|rik − πjk − 2dij ≥ 0} . With this notation we can
set x̃ijk = 0 if (j, k) 6∈ Ti. We replace variable x̃ijk, with variable xijk with






(rik − πjk − 2dij)xijk∑
(j,k)∈Ti
xijk ≤ 1 .
2.3. Single level model formulation
We now present a single level formulation for the MPLP, following the ap-
proach in (Hansen et al., 2004), which enforces the second level optimality
conditions through constraints. This approach considers the following order
relation for all i ∈ I:
(j, k)  (j′, k′) if and only if rik − αjkπj,k − 2dij ≤ rik′ − αj′k′πj′,k′ − 2dij′
that sorts product/location pairs. This order means that (j′, k′) is greater
than (j, k) if it provides a larger reward for customer i ∈ I. Then we define
the set of products/locations that are preferred to (j, k) ∈ Ti for client i ∈ I
by Bijk = {(j′, k′) ∈ Ti|(j, k)  (j′, k′)}. Note that (j, k) ∈ Bijk. A vector
x, feasible for the second level problem (4)-(7), is optimal for this problem
if and only if it satisfies the following set of constraints (see Hansen et al.,
2004) ∑
(j′,k′)∈Bijk
xij′k′ ≥ yjk i ∈ I, (j, k) ∈ Ti . (8)
This gives the following equivalent single level integer programming formu-
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yjk ≤ pj j ∈ J (10)∑
(j′,k′)∈Bijk
xij′k′ ≥ yjk i ∈ I, (j, k) ∈ Ti (11)
xijk ≤ yjk i ∈ I, (j, k) ∈ Ti (12)∑
(j,k)∈Ti
xijk ≤ 1 i ∈ I (13)
xijk ∈ {0, 1} i ∈ I, (j, k) ∈ Ti (14)
yjk ∈ {0, 1} j ∈ J , k ∈ K . (15)
We now consider alternative constraints to (11). For this define the set
of products that are not preferable to (j, k) ∈ Ti for client i ∈ I, that is
Wijk = {(j′, k′) ∈ Ti|(j, k)  (j′, k′)}. Which satisfies Wijk ∩ Bijk = ∅ and














By (13), the left hand side of (16) is less than or equal to 1. With this
derivation it is possible to show M1 is equivalent to a problem that substitutes




xij′k′ ≤ 1 i ∈ I, (j, k) ∈ Ti . (17)
We define by M2 the optimization problem obtained by replacing (11) in M1
by (17). Note that this change does not increase the size of the formulation





Here we introduce additional valid inequalities for the MPLP that are con-
structed considering the interaction between more than one client i ∈ I, to
help define tighter equivalent formulations for the problem.
We strengthen constraint (17) by considering the set of product/locations
that are worse than (j, k) for a second client i′ but not for i. That is the set
Wii′jk = Wi′jk ∩ Bijk. Using this set, similar to (Cánovas et al., 2007), we





xi′j′k′ + yjk ≤ 1 i, i′ ∈ I, (j, k) ∈ Ti . (18)
Note that this inequality is satisfied when
∑
(j′,k′)∈Wijk xij′k′ = 1, because in
that case, yj̃,k̃ = 0 for any (j̃, k̃)  (j, k). This means that xij̃k̃ = 0 for any




Constraint (18) can be generalized to multiple clients, as shown in (Cánovas
et al., 2007). Given i1, . . . , is ∈ I, and (j, k) ∈ Ti1 , then the following in-









xitj′k′ + yjk ≤ 1 . (19)
We now present valid inequalities that do not arise from strengthening of con-
straint (11). The next two sets of valid inequalities are stated in propositions
that establish relationships between variables involving two customers.
Proposition 1. Let x, y be a feasible solution for M1. Then for i, i′ ∈ I,
(j, k) ∈ Ti, we have
xijk ≤ xi′jk if Bi′jk ⊆ Bijk (20)
Proof: Assume that Bi′jk ⊆ Bijk. If xijk = 1 then, with (13), we have that
xij′k′ = 0 for all (j
′, k′) ∈ Bijk \ {(j, k)}. This implies that yj′,k′ = 0 for all
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(j′, k′) ∈ Bijk \ {(j, k)} by using (11) and that Bij′k′ ⊆ Bijk \ {(j, k)} for any




If xi′jk = 0 then there exists some (j
′, k′) ∈ Bi′jk \ {(j, k)} such that xi′j′k′ =
1, which in turn, by (12) implies yj′k′ = 1. This is a contradiction since
(j′, k′) ∈ Bijk \{(j, k)} by the hypothesis and we showed above that yj′k′ = 0.
Therefore xi′jk = 1 completing the proof. 
Proposition 1 generalizes a result in (Cánovas et al., 2007) to the case when
the sets of preferred products are different for each client. That result, when
Bijk = Bi′jk, can be obtained as a corollary by repeating Proposition 1.
Corollary 1. Let x, y be a feasible solution for M1. Then for i, i′ ∈ I,
j ∈ J , k ∈ K,
xijk = xi′jk if Bijk = Bi′jk (21)
The following result, requires the definition of the set Bii′jk = Bijk ∩ Ti′ of
product/location pairs that are preferred to (j, k) for i that are profitable for
i′. Note that this set Bii′jk is empty if Ti ∩ Ti′ = ∅.
Proposition 2. Let x, y be a feasible solution for M2. Then for i, i′ ∈ I,





xi′j′k′ ≤ 1 . (22)
Proof: Note that if Bii′jk = ∅, (22) is true as it is implied by (13). Assume
therefore that Bii′jk 6= ∅. If the first sum is equal to one, then there exists
(j′, k′) ∈ Wijk such that xij′k′ = 1. This means, considering (17) for (ĵ, k̂) 
(j, k), that yĵk̂ = 0 for all (ĵ, k̂) ∈ Bijk. In particular, yĵk̂ = 0 for all (ĵ, k̂) ∈
Bii′jk. This and (12) imply the second sum is zero. Consider now that the
second sum is equal to 1. Then there exists (j′, k′) ∈ Bii′jk ⊆ Bijk such
that xi′j′k′ = 1. Because of (12), yj′k′ = 1, and therefore xiĵk̂ = 0 for all
(ĵ, k̂) ∈ Wij′k′ due to equation (17). This implies the first sum is zero since
(j′, k′) ∈ Bijk means Wijk ⊆ Wij′k′ . 
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Using the above valid inequalities we construct two additional equivalent
formulations for the MPLP. We note that (20) has at most
∑
i∈I |Ti| total
constraints, while (22) could have up to |I|
∑
i∈I |Ti| total constraints.
We denote by M3 the problem that considers valid inequalities (20) and re-
places (11) in M1 with (18). This formulation considers constraints that
model interactions between pairs of consumers. We also define M4 as the
problem that incorporates valid inequalities (20) and replaces (11) in M1
with (19), modeling interactions between sets of customers. These formula-
tions are summarized in Table 3. Since constraints (17), (18), and (19) are
Table 3: Summary of the different formulations
(9) (10) (11) (12) (13) (17) (18) (19) (20)
M1 X X X X X
M2 X X X X X
M3 X X X X X X
M4 X X X X X X
increasingly stronger constraints, the corresponding formulations are tighter
formulations of the MPLP. Our approach to solve large instances of M3
and M4 will consider subsets of constraints (18) and (19), respectively. In
addition, we consider the effect of including inequalities (22) in these formu-
lations. Since there is a large number of these constraints we add them using
cutting plane approaches, similar to (Vasilyev and Klimentova, 2010), as we
see below.
3. Solution methods
The formulations M2, M3 and M4 of the MPLP problem presented above
are binary optimization problems that can be directly handled by a com-
mercial solver. To efficiently solve large instances we investigate different
decomposition strategies for the MPLP. In this section we present a Benders
decomposition strategy that is applicable to M2, problem reductions for M3
and M4, and a cut generation method for inequalities (22). We finish with
some variable and constraint simplifications for MPLP.
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3.1. Existing Benders decomposition method
In (Bertsimas and Mǐsić, 2019), a Benders decomposition approach is pre-
sented, using a formulation similar to M2, when there is only one store. The
method considers the decision of which products to place in the store as the
master problem, letting the customer’s purchase decision be the second stage
problem, which is separable in |I| independent sub-problems.
An efficient algorithm to solve these sub-problems is introduced. This so-
lution method first assigns to every client the highest value product that is
available to her, then for each client uses a greedy algorithm to solve the
dual problem, which generates the Bender’s Cuts that are added as lazy con-
straints. To the best of our knowledge, this is the most efficient solution
method available for the one store problem, and we use this solution method
as a benchmark for the solution methods proposed here.
To adapt this Benders decomposition method to our multiple store case, we
let the master problem solve the product availability problem at all stores,
and given the solution of the master problem, the sub-problems remain each
customer’s purchase decision. In the case of the M2 formulation, these sub-
problems remain separable in |I| sub problems and can still be solved ef-
ficiently using the algorithm suggested in (Bertsimas and Mǐsić, 2019). In
this adaptation of the Benders decomposition method, each sub-problem can
generate a Benders’ cut in every iteration.
The fact that formulations M3 and M4 consider constraints that involve
multiple clients breaks the separability of the sub-problems and generates
sub-problems that cannot be solved with the method proposed in (Bertsimas
and Mǐsić, 2019). Adapting this solution method for these formulations in
the multiple store problem is not straightforward and the topic of future
research. We therefore only consider this Benders decomposition method on
formulation M2, and refer to it as M2-BD.
3.2. Cut generation methods
To reduce problem size, here we introduce relaxations to problems M3 and
M4 by considering only a subset of constraints (18) and (19). We also present
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a cut generation approach that gradually incorporates constraints (22). Cut
generation approaches can either be used to add cuts only at the root node of
the branch and bound tree, known as a Cut and Branch (C&B) approach or
used to add cuts throughout the branch and bound tree as needed, a Branch
and Cut (B&C) approach.
The other potentially large set of constraints, (20), does not generate a com-
putational difficulty in our computational experiments either due to the fact
that they are precedence constraints or because the condition Bi′jk ⊆ Bijk is
difficult to satisfy.
3.2.1. A subset of constraints (18)
Note that for a particular constraint (18) to be different from the constraints
in (17) it is necessary that Wii′jk 6= ∅. Given the definition of the set Wii′jk
this set can be large when the attractive products for two clients overlap
significantly. Therefore, the subsets of constraints (18) that are selected,
correspond to pairs of clients i, i′ ∈ I with i 6= i′ that have a large set of
common attractive product/locations, i.e. large cii′ = |Ti ∩ Ti′ |.
To find a set of pairs of clients that have a large number of common attractive












(zi,i′ + zi′,i) = 1 i ∈ I
zi,i′ ∈ {0, 1} (i, i′) ∈ I, i 6= i′
The optimal solution to this optimization problem indicates which pair of
clients to use to build the subset of constraints (18). We then include one
such constraint for each pair i, i′ such that zi,i′ = 1. Note that the number
of constraints generated are equal to the number of constraints in (17), since
we generated the constrains for (i, i′), (j, k) ∈ Ti and (i, i′), (j, k) ∈ Ti′
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3.2.2. A subset of constraints (19)
There is a set of constraints (19) for every possible group of clients {i1, . . . , ir}.
To identify which groups of clients we use to generate the subset of (19) we
use the following procedure, introduced in (Cánovas et al., 2007).
1. Let (j, k) ∈ J × K and let C = {i1 ∈ I : ∃i2 ∈ I | Wi1jk ∩ Wi2jk =
∅, Wi1jk ∩ Bi2jk 6= ∅, Wi2jk ∩ Bi1jk 6= ∅}.
2. We consider the graph obtained from associating a node to each element
of C and an edge to each pair (i1, i2) ∈ C×C such thatWi1jk∩Wi2jk =
∅, Wi1jk ∩ Bi2jk 6= ∅, Wi2jk ∩ Bi1jk 6= ∅.










xitj′k′ + yjk ≤ 1.
4. Nodes i1, . . . , ir are removed form the graph and the process is repeated
with the remaining nodes until a graph with no edges is obtained.
This procedure, modifies constraints (17) in step 3 by replacing them with
constraints of the form (19). Since at every iteration we are introducing
tighter constraints, the resulting subset of (19) implies constraints (17).
3.2.3. Cut generation
For the cut generation strategy we solve problem M4 adding a subset of
constraints (22). Given a solution to this problem, we check whether any of
the remaining (22) constraints is violated. For each client, We generate at
most one of the violated constraints, including it in the formulation. Then,
we re-optimize and repeat this procedure until the optimal solution satisfies
all constraints (22). A similar cut generation strategy for constraints (19)
was not competitive.
A critical part in constructing an effective cut generation strategy is to be able
to quickly check if there are violated constraints. For the case of constraint
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(22) we begin by noting that it is not necessary to check all inequalities
indexed in (j, k) ∈ Ti for a given pair i, i′ ∈ I. For this define σi(j, k) as the
position of pair (j, k) in the set of preferences Ti (in increasing order with





max = arg max
(j,k)∈S∩Ti′
{σi(j, k)}, where S = {(j, k)|xijk > 0 (j, k) ∈ Ti}.
We now show that for any (j, k) 6∈ [(j, k)imin, (j, k)imax] variable x satisfies
constraint (22).
By definition we have that xij′k′ = 0 for all (j






xij′k′ = 0 hence inequality (22) is satisfied. Likewise,





0 hence inequality (22) is satisfied.
The process to generate cuts by only verifying the range [(j, k)imin, (j, k)
i
max]
for each i, i′ ∈ I is described in Algorithm 1 below. Note that we add at
most one valid inequality for each client in each iteration. These inequalities
are added to the problem as lazy constraints.
3.3. Problem preprocessing
To speed up the solution for these models, we remove or simplify constraints
that are easy to check, reducing the problem size. In particular we conduct
the following simplifications for model M2:
• If |Wijk| = 0 (|Bijk| = Ti) then the pair (j, k) is the worst for client i.
Constraint (17) becomes yjk ≤ 1 and can be removed.
• If |Wijk| = |Ti| − 1 (|Bijk| = 1) then the pair (j, k) is the best option
for client i. Constraint (17) becomes yjk ≤ xijk, but by (12) yjk ≥ xijk.
Both constraints are removed and replaced by yjk = xijk.
Similarly, we conduct the following simplification for model M3
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Algorithm 1 Cut generation
1: stop = True
2: for i ∈ I and stop = True do
3: S = {(j, k)|xijk > 0 (j, k) ∈ Ti}
4: jkimin = arg min
(j,k)∈S
{σi(j, k)}
5: jkimax = arg max
(j,k)∈S
{σi(j, k)}
6: if y(j,k)imax < 1 then
7: for i′ ∈ I \ {i} do
8: (j, k)i
′
max = arg max
(j,k)∈S∩Ti′
{σi(j, k)}














xi′j′k′ ≤ 1 then
13: add cut(i, i′, ĵ, k̂)
14: stop = False
15: break
• If |Wii′jk| = 0 and |Wijk| = 0 then the pair (j, k) is the worst for client
i. Constraint (18) becomes yjk ≤ 1, and it can be removed.
• If |Wii′jk| = 0 and |Wijk| 6= 0 then constraint (18) becomes equal to
constraint (17) and can be removed.
• If |Wii′jk| 6= 0 and |Wijk| = 0 then constraint (18) becomes equal to
constraint (17) and can be removed.
• If |Wijk| = |Ti|−1 and |Wii′jk| = 0 then the pair (j, k) is the best option
for client i. Constraint (18) becomes yjk ≤ xijk, but by (12) yjk ≥ xijk,
so both are removed and replaced by yjk = xijk.
4. Computational experiments
In this section we present the computational tests performed. All procedures
and algorithms have been written using the language Python and, for MIP
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problems, we used CPLEX version 12.9. We begin describing the synthetic
data that was used in our experiments. Our computational results explore
the strength of the different formulations and the use of existing Benders de-
composition strategies (Subsection 4.2), the effectiveness of the constraints
(22) in Subsection 4.3, and the comparison of the proposed decomposition
methods and a benchmark method on the multiple location problem (Sub-
section 4.4).
4.1. Instances: description
The data sets were adapted from Beasley’s OR-Library (Beasley, 1990).
Values dij, rk and r
k
i were build based on data files pmed10, pmed25 for
the uncapacitated warehouse location problem. |I| nodes were selected ran-
domly as clients. To select |J | nodes as stores we solved an uncapacitated
p-median problem. The distances between each client i and each store j are
immediate to obtain. The remaining parameters were determined as follows:
πk ∈ [1.5d, 5d] and rki ∈ [2di + π, 2di + π], where d is the average of all dis-
tances, π is the average of all products prices; di and di are the distances
between the client i and the closest and farthest store respectively. Finally,
we fixed a capacity pj arbitrarily for each store. Without loss of generality,
we fixed all stores with equal capacity, i.e p = pj.
For the number of customers, stores, products, and capacities, we used the
values |I| = 100, 160, 250, 400, |J | = 4, 8, 12, |K| = 20, 30, 40, 50, 80 and
pj = p = 5, 10 ∀j ∈ J .
Each instance so defined, was run using five different scenarios. Table 4.1
shows statistics of the generated instances, obtained over the five scenarios.
The Table is divided in three blocks displaying the same statistics for 4, 8
and 12 stores. Each block is divided in seven columns. The first three show
minimum, average and maximum number of clients (i) per pair (j, k), i.e.
(product, store), while columns four, five and six show the converse. Column
seven shows the average number of clients with the same set Ti.
We performed several experiments to compare our formulations and meth-
ods with each other, and to compare these with the Benders Decomposition
approach.
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Table 4: Statistics of generated instances
4 stores stores 8 stores 12
clients x (j, k) items x clients same
clients
clients x items items x clients same
clients
clients x items items x clients same
clientsmin avg max min avg max min avg max min avg max min avg max min avg max
100
20 12,2 20,8 28,4 12,2 16,6 28,0 0,6 12,0 20,5 29,2 12,0 32,8 84,0 0,2 11,2 20,5 28,8 11,2 32,8 56,0 0,2
30 11,4 20,6 29,8 11,4 24,7 40,0 0,0 11,0 20,7 29,6 11,0 49,8 120,0 0,0 11,0 20,7 30,4 11,0 49,6 80,0 0,2
40 10,8 20,7 31,4 10,8 33,2 55,6 0,0 9,2 20,3 30,2 9,2 64,9 164,8 0,0 8,6 20,3 30,8 8,6 64,9 109,6 0,0
50 12,2 21,5 31,6 12,2 43,0 72,0 0,0 8,4 20,8 33,8 8,4 83,3 209,8 0,0 9,8 20,8 32,6 9,8 83,3 143,6 0,0
80 10,2 21,1 34,6 10,2 67,4 110,4 0,0 7,6 20,3 31,6 7,6 130,1 327,4 0,0 8,8 20,3 32,2 8,8 130,1 216,4 0,0
160
20 22,8 34,1 45,4 22,8 17,1 28,0 1,6 20,2 33,6 45,4 20,2 33,6 84,0 1,0 19,6 33,6 45,8 19,6 33,6 56,0 1,4
30 19,6 32,1 43,0 19,6 24,1 40,0 0,2 17,8 30,9 43,0 17,8 46,3 120,0 0,0 17,8 30,9 42,6 17,8 46,3 79,8 0,0
40 21,4 33,7 46,0 21,4 33,7 56,0 0,0 15,2 32,5 45,4 15,2 65,1 167,4 0,0 18,6 32,5 46,8 18,6 65,1 110,6 0,0
50 22,2 34,3 46,4 22,2 42,9 72,0 0,0 16,6 33,5 45,8 16,6 83,7 213,0 0,0 19,2 33,5 46,8 19,2 83,7 143,6 0,0
80 21,6 34,2 49,4 21,6 68,4 111,4 0,0 15,4 33,5 48,0 15,4 133,8 326,0 0,0 17,8 33,5 46,4 17,8 133,8 217,6 0,0
250
20 30,8 52,3 67,2 30,8 16,7 28,0 3,4 33,4 51,3 66,6 33,4 32,8 84,0 3,6 31,4 51,3 67,4 31,4 32,8 56,0 2,6
30 30,4 49,6 66,2 30,4 23,8 40,0 0,0 28,2 49,4 67,0 28,2 47,4 120,0 0,0 30,0 49,4 66,8 30,0 47,4 80,0 0,0
40 33,2 50,8 71,4 33,2 32,5 56,0 0,0 28,8 50,2 69,8 28,8 64,2 168,0 0,0 31,6 50,2 69,0 31,6 64,2 112,0 0,0
50 32,6 52,5 73,2 32,6 42,0 72,0 0,0 27,0 52,6 71,4 27,0 84,2 214,2 0,0 28,0 52,6 71,2 28,0 84,2 143,0 0,0
80 28,6 51,3 72,0 28,6 65,7 109,8 0,0 27,0 51,7 71,2 27,0 132,4 327,4 0,0 29,6 51,7 71,0 29,6 132,4 220,4 0,0
400
20 56,6 81,0 103,4 56,6 16,2 28,0 10,0 51,2 79,6 103,8 51,2 31,9 84,0 8,0 53,0 79,6 103,4 53,0 31,9 56,0 10,8
30 51,2 78,5 100,6 51,2 23,6 40,0 0,4 50,4 78,7 104,2 50,4 47,2 120,0 0,2 49,2 78,7 103,4 49,2 47,2 80,0 0,4
40 52,8 80,7 105,2 52,8 32,3 56,0 0,0 47,2 80,2 104,4 47,2 64,1 168,0 0,0 52,0 80,2 108,2 52,0 64,1 112,0 0,0
50 54,2 83,7 108,0 54,2 41,8 71,8 0,0 52,8 83,6 107,6 52,8 83,6 216,0 0,0 52,4 83,6 106,6 52,4 83,6 143,8 0,0
80 52,8 82,3 107,4 52,8 65,8 111,6 0,0 49,8 82,0 108,6 49,8 131,2 333,6 0,0 49,6 82,0 107,8 49,6 131,2 222,2 0,0
In the results below we denote each instances with its problem size, as either
”|I| |J | |K|” or “|I| |K|” depending on what is being compared with. For
each problem we consider 5 different random instances, all results presented
are the average over these 5 instances.
The headers of the tables presenting the computational results use the fol-
lowing nomenclature:
• |I| |J | |K| or |I| |K|: Name of instance.
• GAP (%) : average gap (UB−LB
LB
) × 100%, where UB(LB) is the best
upper(lower) bound.
• GAPLP (%) : average integrality gap (LP−LBLB )×100%, with LP = linear
relaxation value
• TIME : average CPU time in seconds (Total time)
• TIMELP : average CPU time in seconds of the linear relaxation
• Ni : number of instances solved to full optimality
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4.2. Efficiency of problem formulation and benders decomposition on multi
store instances
Table 5 shows the comparison between M2, M3 and M4 in terms of GAP ,
GAPLP and TIME, using the default CPLEX’s Branch & Cut. The formu-
lations M3 and M4 use the subset of constraints described in Section 3. The
results show that M4 dominates M3, which in turn, dominates M2 in terms
of GAP . Except for three instances, M4 dominates M3 in GAPLP , and M3
always dominates M2, suggesting that M4 has the tightest LP relaxation. In
terms of TIME, there is no clear winner.
Table 5: Comparison of GAP , GAPLP and TIME between the formulations M2, M3 and
M4
M2 M3 M4
|I| |J | |K| GAP GAPLP TIME GAP GAPLP TIME GAP GAPLP TIME
100-4-20 0,00 4,18 25 0,00 2,31 23 0,00 2,55 23
100-4-30 0,00 3,06 62 0,00 2,22 62 0,00 2,13 41
100-4-40 0,00 3,07 244 0,00 2,67 224 0,00 2,38 110
100-4-50 0,00 1,82 423 0,00 1,60 113 0,00 1,49 86
100-4-80 0,00 1,41 752 0,00 1,31 346 0,00 1,16 335
160-4-20 0,00 5,17 33 0,00 2,61 56 0,00 2,59 54
160-4-30 0,00 3,89 278 0,00 2,92 348 0,00 2,72 174
160-4-40 0,00 3,29 1220 0,00 2,71 675 0,00 2,47 611
160-4-50 0,29 2,48 2124 0,09 2,23 1513 0,00 2,06 1049
160-4-80 0,67 1,94 3094 0,25 1,76 2961 0,12 1,60 2455
250-4-20 0,00 7,48 99 0,00 3,10 48 0,00 3,11 78
250-4-30 0,00 5,64 615 0,00 3,66 417 0,00 3,25 510
250-4-40 0,00 4,40 1389 0,00 3,62 1365 0,00 3,24 1073
250-4-50 2,06 5,11 3600 1,78 4,27 3600 0,78 3,75 3050
250-4-80 2,78 4,20 3600 2,50 3,59 3600 2,23 3,62 3600
400-4-20 0,00 8,17 269 0,00 3,30 286 0,00 3,17 556
400-4-30 0,49 6,33 1882 0,00 3,65 2013 0,00 3,40 2306
400-4-40 2,25 5,77 3600 1,83 4,28 3600 1,11 3,61 3600
400-4-50 3,13 5,16 3600 2,72 4,23 3600 1,74 3,57 3600
400-4-80 3,75 4,72 3600 3,22 3,87 3600 2,26 3,02 3600
In Table 6 we compare the results obtained by different existing solution
methods on formulation M2. Column M2 indicates default CPLEX as before,
column M2-CPLEX-BD is CPLEX with its available Benders decomposition
strategy, and M2-BD uses the algorithm proposed in (Bertsimas and Mǐsić,
2019). In the largest instances, the best results were those of M2-BD while
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for medium and small instances, the best results were obtained with M2-
CPLEX-BD.
Table 6: Computational results of model M2
M2-CPLEX-BD M2-BD M2
|I| |J | |K| GAP Ni TIME GAP Ni TIME GAP Ni TIME
100-4-20 0.00 5 25 0.01 5 18 0.00 5 36
100-4-30 0.00 5 62 0.01 5 67 0.00 5 81
100-4-40 0.00 5 244 0.01 5 671 0.00 5 301
100-4-50 0.00 5 423 0.01 5 441 0.00 5 131
100-4-80 0.00 5 752 0.01 5 429 0.00 5 428
160-4-20 0.00 5 33 0.01 5 32 0.00 5 67
160-4-30 0.00 5 278 0.01 5 595 0.00 5 536
160-4-40 0.00 4 1.220 0.15 4 1.601 0.01 4 1.406
160-4-50 0.29 3 2.124 0.47 2 2.260 0.17 3 2.204
160-4-80 0.67 1 3.094 0.57 1 3.087 0.47 1 2.964
250-4-20 0.00 5 99 0.01 5 163 0.00 5 173
250-4-30 0.00 5 615 0.07 4 1.508 0.05 4 1.152
250-4-40 0.00 5 1.389 0.47 4 2.813 0.29 3 2.239
250-4-50 2.06 - 3.600 2.18 - 3.600 1.86 - 3.600
250-4-80 2.78 - 3.600 2.26 - 3.600 2.70 - 3.600
400-4-20 0.00 5 269 0.01 5 273 0.00 5 487
400-4-30 0.49 4 1.882 0.88 2 3.440 0.25 4 2.492
400-4-40 2.25 - 3.600 2.16 - 3.600 2.19 - 3.600
400-4-50 3.13 - 3.600 2.55 - 3.600 2.89 - 3.600
400-4-80 3.75 - 3.600 2.64 - 3.600 3.13 - 3.600
Comparing Tables 5 and 6, it is clear that the method that dominates in
both gap and time (except for instance 400-4-20), is M4. This method even
outperforms the Benders decomposition approaches on multiple location in-
stances.
4.3. The effectiveness of constraints (22)
To assess the effect of constraints (22), we added all of them to problem M3
for small instances and compare the results in terms of gap, linear relax-
ation run time, and total run time with solving problem M3 without these
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constraints. We slightly modified M3 by adding all constraints (18), rather
than a subset of them. We call this model M3*. We set the product ca-
pacity of all stores to two. Table 7 compares model M3* with and without
constraints (22). Adding these constraints clearly reduces GAPLP and, al-
though TIMELP increases, the total solution time TIME is reduced in the
largest instances. We remark that we did not use model M4 in this compar-
ison, due to the high computational cost of generating all constraints (19).
Table 7: Comparison of GAPLP , TIME and TIMELP between formulations M3 and M3
plus (22). Store capacity p = 5
M3* M3* + (22)
|I| |J | |K| GAPLP TIME TIMELP GAPLP TIME TIMELP
30-4-5 1.14 0.03 0.01 0.00 0.05 0.01
35-4-15 0.56 0.71 0.09 0.13 1.26 0.28
40-4-25 1.41 3.52 0.27 0.11 2.11 0.98
50-4-30 0.77 14.07 0.82 0.19 17.73 3.71
50-4-40 0.92 27.02 1.24 0.35 29.64 4.55
50-8-30 1.25 150.81 4.48 0.25 92.25 13.07
50-8-35 0.89 659.93 12.67 0.04 169.12 35.71
50-8-40 0.84 1127.90 15.61 0.14 365.75 46.05
50-8-45 0.92 1010.72 15.90 0.27 518.06 41.39
50-8-50 0.39 665.13 19.29 0.02 298.21 61.65
In Table 8 we explore the efficiency of valid inequalities (22) on large in-
stances. In this case we consider model M4 incorporating inequalities (22)
using C&B (with CPLEX default cuts turned off) and compare its gap,
number of solved instances, and solution time with that of solving model
M4 and model M4o (with CPLEX default cuts off). We observe that model
M4o obtains a similar efficiency to model M4, showing that CPLEX default
inequalities do not significantly influence the solution of model M4 and that
C&B, adding cuts (22) at the root node, dominates both M4 and M4o.
We finish the evaluating the impact of constraint (22) solving the single
1Two instances reached the TIME limit before solving the root node; thus, there is no
GAP in these instances. Therefore, the GAP average reported in the Table is the average
of the three remaining instances.
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Table 8: Comparison of valid inequality (22) with default CPLEX cuts and C&B. Store
capacity p = 5
|J | = 4 |J | = 8 |J | = 12
C&B M4o M4 C&B M4o M4 C&B M4o M4
|I| |K| GAP TIME GAP TIME GAP TIME GAP TIME GAP TIME GAP TIME GAP TIME GAP TIME GAP TIME
100-20 0,00 2 0,00 20 0,00 23 0,00 3 0,08 1078 0,00 753 0,00 7 0,46 1934 0,41 1783
100-30 0,00 3 0,00 34 0,00 41 0,00 10 0,10 1650 0,00 1398 0,00 13 0,53 2913 0,59 3357
100-40 0,00 8 0,00 134 0,00 110 0,00 15 0,37 1900 0,38 2132 0,00 31 1,49 2649 1,69 3025
100-50 0,00 10 0,00 91 0,00 86 0,00 21 0,04 1606 0,03 1445 0,00 17 0,14 2364 0,14 2715
100-80 0,00 21 0,00 215 0,00 335 0,00 46 0,35 3125 0,36 3172 0,00 50 0,47 3600 0,54 3600
160-20 0,00 5 0,00 43 0,00 54 0,00 10 0,16 2304 0,28 2285 0,00 16 1,21 3367 1,29 3496
160-30 0,00 13 0,00 188 0,00 174 0,00 21 0,65 3460 0,72 3318 0,00 37 1,99 3600 2,01 3600
160-40 0,00 55 0,00 391 0,00 611 0,00 52 2,21 3600 2,16 3600 0,00 172 3,15 3600 3,21 3600
160-50 0,00 33 0,00 1148 0,00 1049 0,00 71 1,06 3308 0,87 3301 0,00 239 2,67 3600 2,98 3600
160-80 0,00 247 0,18 2435 0,12 2455 0,00 474 1,51 3600 1,73 3600 0,00 733 2,18 3600 2,81 3600
250-20 0,00 14 0,00 68 0,00 78 0,00 33 0,29 1223 0,14 1676 0,00 51 2,16 3600 2,38 3600
250-30 0,00 37 0,00 364 0,00 510 0,00 331 2,17 3550 2,35 3600 0,00 297 3,50 3600 3,83 3600
250-40 0,00 45 0,00 921 0,00 1073 0,00 661 2,35 3600 2,07 3600 0,00 318 3,89 3600 4,49 3600
250-50 0,00 718 0,72 3229 0,78 3050 0,00 491 3,33 3600 3,41 3600 0,00 1166 5,32 3600 5,01 3601
250-80 0,00 944 1,68 3600 2,23 3600 0,03 1703 3,40 3600 3,83 3601 0,12 2398 4,10 3601 11,90 3600
400-20 0,00 50 0,00 386 0,00 556 0,00 257 3,17 3029 2,85 3279 0,00 260 4,77 3600 5,00 3600
400-30 0,00 123 0,00 2189 0,00 2306 0,00 607 3,89 3600 3,64 3600 0,00 1044 5,73 3600 4,94 3601
400-40 0,00 308 0,99 3600 1,11 3600 0,00 636 4,10 3600 3,76 3600 0,03 1224 4,48 3600 4,24 3601
400-50 0,00 609 1,83 3600 1,74 3600 0,03 2360 3,68 3600 3,67 3601 2,71 2480 4,28 3601 4,10 3600
400-80 0,15 2745 2,55 3600 2,26 3600 0,48 3600 18,71 3601 25,45 3600 14,11 1 3600 16,21 3600 17,66 3600
store instances in (Bertsimas and Mǐsić, 2019) with B&C and C&B and
comparing it to the Benders’ method proposed in that paper. As Table 9
shows, all methods arrived at the optimal solution. For the small and medium
instances, the C&B obtained the best results. When the number of clients
exceeds 500 and the number of products is 50 or more, the Benders’ method
solves most of the instances faster.
4.4. Evaluation of decomposition methods on multi store instances
Considering that M2 with the Benders Decomposition approach of (Bert-
simas and Mǐsić, 2019) is the best strategy for the one-store problem, we
compare its results with the B&C and C&B approaches applied to model
M4 for multiple store problems. Table 10 and Table 11 show the average
GAP and TIME over 5 instances for each |I| |J | |K| combination. In the
three methods, we deactivate any cuts generated by default in CPLEX, and
used as a cut the valid inequality (22). The best results were obtained by
C&B in terms of GAP and TIME. In fact, this approach obtained the
optimal solution in most instances.
2Two instances reached the TIME limit before solving the root node; thus, there is no
GAP in these instances. Therefore, the GAP average reported in the Table is the average
of the three remaining instances.
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Table 9: Comparison of run TIME of instances (Bertsimas and Mǐsić, 2019). Stores
number |J | = 1
p = 5 p = 10 p = ∞
|I| |K| M2−BD B&C C&B M2−BD B&C C&B M2−BD B&C C&B
100-20 0.67 0.17 0.10 0.62 0.17 0.08 0.64 0.17 0.07
200-20 1.25 0.51 0.29 1.19 0.55 0.33 1.13 0.51 0.19
500-20 3.00 8.97 1.27 2.90 3.94 0.71 2.69 4.22 0.60
1000-20 5.57 21.53 2.75 5.43 12.05 1.98 4.85 11.92 1.69
100-50 1.81 1.69 0.67 2.21 0.47 0.40 2.19 0.43 0.31
200-50 9.39 7.20 2.49 4.53 1.94 1.59 3.98 1.52 1.18
500-50 9.39 71.62 34.36 10.75 24.03 11.14 9.04 20.26 7.90
1000-50 20.14 323.08 328.47 23.20 128.84 112.09 19.17 71.83 101.68
100-100 5.48 6.27 3.39 7.73 2.03 2.02 8.23 1.65 1.35
200-100 14.27 30.66 20.15 45.81 20.97 11.7 13.25 9.68 6.58
100-200 19.08 21.52 18.29 24.50 18.98 15.33 30.91 10.28 7.97
200-200 33.22 94.98 77.72 50.83 65.40 54.24 55.11 35.07 23.92
500-200 73.76 1295.61 1154.98 194.86 598.24 577.19 128.45 315.86 248.01
1000-200 205.63 3600.67 7550.79 482.51 3029.24 6379.81 407.56 1571.28 2229.27
100-500 90.56 132.34 107.86 123.72 98.67 77.63 216.71 56.34 38.14
200-500 189.44 593.00 722.58 314.71 381.79 395.58 527.32 225.23 241.53
500-500 448.54 3523.83 3492.77 1106.05 3024.71 2748.98 1114.97 1634.18 954.68
500-100 25.16 344.96 301.00 32.65 104.55 122.22 30.20 57.94 73.91
1000-100 60.73 1733.49 2339.39 54.41 367.52 334.23 51.57 283.97 223.27
Table 10: Comparison of GAP and run TIMEs. Store capacity p = 5
|J |= 4 |J | = 8 |J | = 12
C&B M2-BD B&C C&B M2-BD B&C C&B M2-BD B&C
|I| |K| GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME
100-20 0,00 5 2 0,01 5 17 0,00 5 17 0,00 5 3 0,01 5 1214 0,14 4 1135 0,00 5 7 1,13 1 3224 0,61 3 2571
100-30 0,00 5 3 0,01 5 91 0,00 5 36 0,00 5 10 1,17 1 3026 0,07 3 1979 0,00 5 13 1,48 0 3600 0,33 3 2968
100-40 0,00 5 8 0,05 4 1009 0,00 5 127 0,00 5 15 1,70 2 2937 0,37 3 1789 0,00 5 31 2,58 0 3600 1,60 2 2609
100-50 0,00 5 10 0,07 4 794 0,00 5 65 0,00 5 21 0,92 1 3212 0,03 4 1536 0,00 5 17 2,46 1 3440 0,13 3 2457
100-80 0,00 5 21 0,01 5 1274 0,01 5 298 0,00 5 46 0,77 1 2931 0,39 2 3099 0,00 5 50 0,87 0 3600 0,42 0 3600
160-20 0,00 5 5 0,01 5 33 0,00 5 37 0,00 5 10 2,41 0 3600 0,23 3 2282 0,00 5 16 3,57 0 3600 1,38 1 3368
160-30 0,00 5 13 0,01 5 710 0,00 5 185 0,00 5 21 3,78 0 3600 0,75 1 3407 0,00 5 37 3,86 0 3600 2,10 0 3600
160-40 0,00 5 55 0,25 3 1861 0,00 5 443 0,00 5 52 2,14 0 3600 2,25 0 3600 0,00 5 172 1,30 0 3600 2,80 0 3600
160-50 0,00 5 33 0,28 2 2273 0,00 5 1069 0,00 5 71 1,19 0 3600 1,02 1 3373 0,00 5 239 3,21 0 3600 2,50 0 3600
160-80 0,00 5 247 0,61 1 3165 0,11 3 2156 0,00 5 474 1,93 0 3600 1,43 0 3600 0,00 5 733 2,77 0 3600 2,47 0 3600
250-20 0,00 5 14 0,01 5 124 0,00 5 61 0,00 5 33 1,09 2 2974 0,21 4 1325 0,00 5 51 4,30 0 3600 1,87 0 3600
250-30 0,00 5 37 0,23 4 1486 0,00 5 301 0,00 5 331 4,49 0 3600 2,18 0 3600 0,00 5 297 5,08 0 3600 3,59 0 3600
250-40 0,00 5 45 0,70 2 3021 0,00 5 1043 0,00 5 661 4,84 1 2963 2,49 0 3600 0,00 5 318 4,85 0 3600 4,07 0 3600
250-50 0,00 5 718 2,34 0 3600 0,72 2 3449 0,00 5 491 4,05 0 3600 3,37 0 3600 0,00 5 1166 6,68 0 3600 4,92 0 3600
250-80 0,00 5 944 2,31 0 3600 1,74 0 3600 0,03 4 1703 5,78 0 3600 3,02 0 3600 0,12 3 2398 7,11 0 3600 4,32 0 3600
400-20 0,00 5 50 0,01 5 377 0,00 5 264 0,00 5 257 5,49 0 3600 3,12 1 2988 0,00 5 260 4,42 0 3600 4,82 1 3404
400-30 0,00 5 123 1,05 0 3600 0,00 5 1715 0,00 5 607 4,27 0 3600 3,91 0 3600 0,00 4 1044 5,50 0 3600 5,72 0 3600
400-40 0,00 5 308 2,48 0 3600 0,80 0 3600 0,00 5 636 4,88 0 3600 4,19 0 3600 0,03 4 1224 5,77 0 3600 4,48 0 3600
400-50 0,00 5 609 2,70 0 3600 1,66 0 3600 0,03 3 2360 3,27 0 3600 3,71 0 3600 2,71 3 2480 4,26 0 3600 4,61 0 3600
400-80 0,15 2 2745 2,56 0 3600 2,56 0 3600 0,48 0 3600 5,97 0 3600 9,23 0 3600 14,112 0 3600 7,38 0 3600 17,74 0 3600
As Table 10 and Table 11 show, as the store capacity increases, the time
required to solve the problem tends to decrease. The problem is solved to
full optimality within the one-hour time limit in almost all cases using the
B&C and C&B approaches, except in the few cases of the largest instances,
where these two methods are able to solve one more instance than the M2-
BD.
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Table 11: Comparison of GAP and run TIMEs. Store capacity p = 10
|J | = 4 |J | = 8 |J | = 12
C&B M2-BD B&C C&B M2-BD B&C C&B M2-BD B&C
|I| |K| GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME GAP Ni TIME
100-20 0,00 5 1 0,00 5 0 0,00 5 15 0,00 5 3 0,00 5 2 0,10 4 966 0,00 5 6 0,00 5 7 0,55 3 2585
100-30 0,00 5 2 0,00 5 1 0,00 5 26 0,00 5 8 0,01 5 12 0,11 3 1892 0,00 5 11 0,00 5 16 0,51 2 2811
100-40 0,00 5 5 0,00 5 4 0,00 2 94 0,00 5 11 0,00 5 16 0,35 v3 1756 0,00 5 25 0,00 5 134 1,64 2 2616
100-50 0,00 5 4 0,00 5 2 0,00 5 37 0,00 5 13 0,00 5 29 0,02 4 1427 0,00 5 17 0,00 5 8 0,13 3 1952
100-80 0,00 5 9 0,00 5 18 0,00 5 143 0,00 5 29 0,00 5 5 0,32 2 2872 0,00 5 36 0,00 5 37 0,42 0 3600
160-20 0,00 5 3 0,00 5 2 0,00 5 27 0,00 5 9 0,01 5 10 0,14 3 2204 0,00 5 16 0,00 5 53 1,29 1 3428
160-30 0,00 5 5 0,00 5 3 0,00 5 102 0,00 5 15 0,00 5 117 0,73 2 3532 0,00 5 41 0,00 5 193 2,12 0 3600
160-40 0,00 5 18 0,00 5 34 0,00 5 401 0,00 5 47 0,00 5 41 2,06 0 3600 0,00 5 121 0,01 5 161 3,05 0 3600
160-50 0,00 5 13 0,00 5 11 0,00 5 574 0,00 5 37 0,01 5 266 0,95 1 2193 0,00 5 146 0,01 5 430 2,51 0 3600
160-80 0,00 5 46 0,01 5 125 0,09 4 1847 0,00 5 204 0,06 4 1358 1,36 0 3600 0,00 5 331 0,13 2 2840 2,42 0 3600
250-20 0,00 5 9 0,00 5 3 0,00 5 39 0,00 5 29 0,00 5 10 0,15 4 1275 0,00 5 49 0,00 5 27 2,18 0 3600
250-30 0,00 5 25 0,00 5 11 0,00 5 187 0,00 5 339 0,00 5 110 2,18 1 3533 0,00 5 316 0,01 5 324 3,57 0 3600
250-40 0,00 5 23 0,00 5 23 0,00 5 612 0,00 5 257 0,00 5 122 2,23 0 3600 0,00 5 222 0,00 5 676 4,44 0 3600
250-50 0,00 5 213 0,00 5 420 0,56 3 2924 0,00 5 313 0,00 5 382 3,15 0 3600 0,00 5 651 0,00 5 210 5,12 0 3600
250-80 0,00 5 212 0,01 5 532 0,93 0 3600 0,00 5 843 0,79 5 1062 2,52 0 3600 0,03 4 1431 0,01 4 1909 3,34 0 3600
4000-20 0,00 5 48 0,00 5 17 0,00 5 191 0,00 5 256 0,00 5 335 3,05 1 2978 0,00 5 251 0,11 3 1790 4,81 1 3395
4000-30 0,00 5 87 0,00 5 49 0,01 4 1750 0,00 5 536 0,00 5 888 3,95 0 3600 0,00 5 981 0,08 3 2130 5,69 0 3600
4000-40 0,00 5 156 0,00 5 91 0,47 1 3503 0,00 5 333 0,19 2 2423 3,94 0 3600 0,03 4 1115 0,32 1 3257 4,54 0 3600
4000-50 0,00 5 424 0,01 5 394 1,16 1 3556 0,02 4 1359 0,32 2 2539 3,77 0 3600 0,12 3 2320 1,23 1 3197 4,41 0 3600
4000-80 0,00 5 733 0,00 5 932 1,34 0 3600 0,30 2 2715 6,44 0 4012 10,61 0 3600 7,42 1 3576 12,28 0 3600
5. Conclusions
Most results in the literature dealing with product line optimization, also
called assortment planning problem, do not consider that a firm can have
more than one store with different products, and that clients can patronize
different stores, if they are within reasonable distances. Neither they consider
the travel cost of the clients. Previous works consider that the firm has only
one store, so the geographical dimension is absent. The models proposed in
this paper incorporate the choice of store and product and the cost of travel
as part of the utility of the clients, when a firm has more that one store. The
clients can decide to travel farther away to buy at a lower price, or a product
that is unavailable at their closest store. This behavior cannot be represented
by previously published models and, in our case, leads to assortments that
capture more customers. A bi-level formulation is proposed that considers
the interaction between the choice of the client and the firm.
In our bi-level model, the first level is the retailer problem and the second level
is the purchaser problem. Due to its structure, we can collapse it into a single
level formulation. Three different single level formulations are proposed,
which are equivalent but possess different tightness characteristics
We adapted valid inequalities of the FLPCP to our problem to improve the
LP relaxation. As the number of valid inequalities is large, we use B&C and
C&B strategies to solve the problem. The numerical experiments were done
using published data, including that in (Bertsimas and Mǐsić, 2019). These
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experiments show that our approach not only solves a previously unsolved
problem, but it also obtains better results in synthetic data than the best
approach known so far, proposed in (Bertsimas and Mǐsić, 2019). For one
store, using synthetic data in (Bertsimas and Mǐsić, 2019), the Benders de-
composition algorithm solved faster the instances with 500 and 1000 clients.
There are several directions to extend the research in this paper. For simplic-
ity reasons, it was reasonable to consider here that clients buy at most one
unit of one product. In general, however, it is more common that clients pur-
chase different products. It is also interesting to consider the case in which
clients buy a bundle of products. There are several possibilities: the clients
can buy all of the products in the bundle in one store or in different stores
and incorporate the travel cost in their decision.
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