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An open problem at the forefront of physics is gaining a complete understanding of strongly
interacting quantum systems. Strong interactions are known to be present, for example,
between atoms in superfluid 4He and electrons in certain high-temperature superconductors
like the cuprates. Beyond academic interest, a solution to this problem has practical applica-
tions. It would enable technological advancements, such as the production of materials and
devices with novel characteristics, by exploiting the physics of strong interactions. Much of
the impediment to progress is that the models thought to contain the essential ingredients
that give rise to the observed behavior cannot be solved analytically and require prohibitive
amounts of computational resources in order to simulate numerically. These limitations are
exacerbated with the addition of disorder. Disorder is ubiquitous in nature and thus its
contribution to the observed properties of strongly interacting quantum systems must also
be understood. The approach taken in this thesis is to simulate a paradigm of disordered,
strongly interacting bosons called the “disordered Bose–Hubbard model” using ultracold
87Rb atoms moving in a disordered optical lattice.
The ground-state phase diagram of the disordered Bose–Hubbard model at unit filling
and zero-temperature is largely considered to be settled from a theory viewpoint, though
studies at arbitrary densities are missing. Aside from the issue of density, the phase diagram
at unit filling is only understood in the thermodynamic limit, which raises questions about
the physics of realistic finite systems. Furthermore, understanding finite temperature and
dynamics are also open problems. The experiment in this thesis probes the phase bound-
ary in the region of the phase diagram where interactions dominate. At fixed interaction
strength, it is argued that disorder destroys the excitation gap and drives a quantum phase
transition from an incompressible phase to a compressible phase.
We extracted the compressibility by measuring double occupancy and observed its be-
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havior as the disorder strength is varied. We found that the system has a small, thermally
induced compressibility that is nearly constant for small disorder strengths. As the disorder
strength is further increased, the compressibility increases by a factor of 5-10 over the range
of disorder strengths we explored. We quantified the threshold disorder strength beyond
which the compressibility begins to increase and found this threshold value increases with
increasing interaction strength. Our observations are in agreement with predictions in the
atomic limit and support the picture that the interplay between disorder and the excitation
gap is the underlying mechanism controlling the behavior of the compressibility. However,
the significant temperature of our experiment prevented us from probing the low-temperature
behavior and comparing to the predicted zero-temperature phase boundary. An investigation
into the effects of finite temperature by our theory collaborators indicates that experiments
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This thesis presents compressibility measurements of an ultracold gas of 87Rb atoms trapped
in a three-dimensional disordered optical lattice. The motivation for this experiment was to
provide physical insight through experiments into the quantum phase transition (QPT) the-
orized to occur when disorder is introduced to a bosonic Mott-insulator (MI). The proposed
behavior is that disorder will drive the system, where there is an incompressible phase in the
absence of disorder, to a compressible phase called the Bose-glass (BG), which is unlike any
of the existing phases for the clean (disorder-free) case. This disorder-driven compressibility
transition had yet to be probed experimentally before the work in this thesis. There are two
aspects to the theoretical arguments that may not be relevant to realistic physical systems.
These are: a fundamental dependence on the thermodynamic limit and zero-temperature.
For the purpose of this thesis, the thermodynamic limit refers to an infinite system with
finite density. In our experiment, the system size is small and the temperature is finite, and
we currently posses an incomplete picture of the effects which arise under these conditions.
The goal of this thesis was to add to our understanding of this transition by performing the
first experimental investigation of compressibility in the region of the phase diagram with
both strong interactions and disorder.
Magnetic and optical potentials superimposed on a gas of ultracold atoms offers the abil-
ity to study a wide range of physical phenomena. When a periodic potential is present, these
atomic gas systems are able to realize various Hamiltonians proposed as minimal models of
certain materials. With our system of interacting bosonic atoms moving on a disordered
optical lattice, we have a pristine realization of the paradigmatic disordered Bose–Hubbard
model (DBHM) [1]. This model was originally of interest in the context of superfluid 4He in
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porous media [2], granular superconductors [3, 4], disordered thin-film superconductors [5],
flux lattices in type-II superconductors [6], and Josephson-junction arrays [7, 8]. In contrast
to real materials where electrons experience the potential energy from the ions composing
the crystal lattice, our implementation consisting of 87Rb atoms in an optical lattice gen-
erated by a standing-wave electric field can be considered an artificial material. We realize
a quantum simulator by performing experiments with our artificial material. Simply put, a
quantum simulator is one quantum system that is able to emulate another quantum system,
because they are described by the same coarse-grained mathematical model.
This raises the question of the utility of quantum simulation. After all, if we are inter-
ested in understanding why a certain material has its observed properties, why not perform
experiments on the material itself? One of the primary motivators is that understanding
the physics of materials, or any physical system, rests on the interplay between theory and
experiment. In order to make theory predictions, certain microscopic properties of the sys-
tem are required in order to specify the values of a theory’s characterstic parameters. The
ability of experimentalists to provide the details of these properties relies on the techniques
they have at their disposable to characterize the system. These techniques are often limited
or absent in the field of condensed matter physics. For example, complete characterization
of the disorder present in a three-dimensional material is not yet attainable. It is also typi-
cally desired to compare theory predictions and experimental results over a broad range of
the characteristic parameters in order to rigorously verify the validity of the theory. This
requires the ability to tune the microscopic properties of the system on the experimental
side. This task presents a significant challenge with materials, since these properties are
often determined by their composition and are not easily or continuously tunable.
Experiments with ultracold atoms offer some advantages with respect to characterization
and control. The most popular elements composing the dilute gases employed in these exper-
iments are the alkali metals, which includes 87Rb, and have internal energy level structures
that are simple and well understood due to their similarity to hydrogen. This also means
we have a detailed understanding of how these elements interact with magnetic and electric
fields. Furthermore, magnetic fields can be shaped and controlled through coil geometry and
electrical current. Similarly, the power, polarization, spatial profile, and frequency of optical
and infrared lasers can be shaped and controlled with standard optics and electronics. As
a result, we can tailor potentials to fit our needs and obtain a complete microscopic char-
acterization of the system, allowing us to calculate the parameters of the DBHM from first
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principles and tune their values by adjusting the laser power or coil current.
The milestone experimental efforts that made quantum simulation experiments possible
are the production of Bose–Einstein condensates (BECs) in Boulder, CO [9] and Cambridge,
MA [10], and the observation of the superfluid (SF)–MI QPT in the clean Bose–Hubbard
model (BHM) [11–13]. In addition to quantum simulation experiments, ultracold neutral
atoms have been used to build an atomic clock [14–16], make precision measurements of fun-
damental constants [17, 18], implement qubits as the basis for building quantum computers
[19, 20], and test the foundations of quantum mechanics [21, 22].
1.1 Interest in Disorder
As desribed in the previous section, we perform quantum simulation experiments of the




















expressed in terms of the boson creation (annihilation) operator b̂†i (b̂i) and the density
n̂i = b̂
†
i b̂i, where i and j are site indices, and 〈i, j〉 indicates the sum is performed over the
sites j that are nearest-neighbors to i. We consider only the ground band, and the restric-
tion of tunneling to nearest-neighbor sites means that this is a tight-binding model. The
Hubbard parameters are tij, Ui, and εi. These are the nearest-neighbor tunneling, two-body
on-site interaction, and site occupation energies, respectively. The last term represents the
inhomogeneity due to the presence of the parabolic trapping potential, where Ω2 = mω2/2,
with m being the mass of a 87Rb atom and ω being the trap frequency.
When ω = 0, we recover the Hamiltonian for a uniform system. For this case, the physics
was first explored by Fisher et. al., where they argued that the ground-state phase diagram
supports SF, MI, and BG phases [1]. A detailed discussion is given in §2. The experiment
in this thesis probes the MI-BG transition in three dimensions at a density n ≈ 1. Since
these phases are most readily distinguished by their compressibility, we measured how the
compressibility of a MI is altered with the addition of disorder. This builds on a previous
measurement of the effect of disorder on transport [23]. The MI–BG transition could not be
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captured in that experiment because the MI and BG are both insulators. This experiment
is also complementary to a previous measurement probing the SF–BG transition at large
t/U through a quantum quench of disorder [24]. This leaves the MI–BG phase boundary
and a second SF–BG transition for the so-called re-entrant SF as the final features of the
ground-state phase diagram to be verified. The MI–BG transition is also an instance where
support from numerical calculations like quantum Monte Carlo (QMC) is not available due
to prohibitive system sizes and computational costs.
Our technique for measuring compressibility [25] allowed us to isolate the behavior of
the system center from that of the whole. This is crucial because the effect of the trapping
potential is to introduce an inhomogeneous distribution of phases. In our setup, a nearly in-
compressible MI resides at the center while the edge has finite compressibility. For increasing
disorder, we observed that the compressibility of the MI is approximately constant up to a
threshold disorder strength where the compressibility increased significantly above the base-
line level. Since the system has a non-negligible temperature, we identify this behavior as
a finite-temperature crossover between the thermal counterparts to the MI and BG phases.
The threshold disorders are in reasonable agreement with predictions from the atomic limit,
the Gutzwiller wavefunction, and QMC for the same experimental parameters.
1.2 Apparatus
This section gives an overview of the main components of the apparatus for preparing BECs
and implementing the disordered optical lattice. More detailed descriptions of the bulk of
the apparatus can be found in Refs. [26–28], while descriptions of more recent upgrades can
be found in Refs. [29, 30].
1.2.1 Magneto-Optical Trap
Our experiments take place inside a vacuum chamber, and our sample of atoms primarily
occupies one of two glass cells, as shown in Fig. 1.1. A large portion of the optics and
optomechanics are dedicated to cooling the 87Rb gas below the critical temperature for con-
densation, where the atoms exhibit macroscopic quantum behavior. The first stage of cooling
is the magneto-optical trap (MOT) [31], which takes place in the first glass cell that we call
the collection cell. The MOT combines several laser beams and a 10 G/cm magnetic field
gradient to capture and cool atoms from a background vapor. The MOT beams are three
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mutually orthogonal pairs of retro-reflected laser beams that intersect at the center of the
collection cell. An additional “repump” beam addresses atoms that spontaneously decay to
the F = 1 hyperfine manifold. The light from the MOT beams is provided by three diode
lasers that are injection-locked [32] using the light from a Toptica DL Pro laser at 780 nm
that serves as a frequency reference. We use a polarization spectroscopy lock [33, 34] to
select the operating frequency. The repump beam is supplied by a New Focus Vortex II laser
at 780 nm and its frequency is locked relative to the Toptica laser at an offset approximately
equal to the ground state hyperfine splitting using an optical phase-locked loop. The beat
frequency between the Toptica frequency reference and repump is obtained by spatially over-
lapping the two beams on an Electro-Optics Technology ET-4000 photodetector and passed
to an Analog Devices EVAL-ADF4007 board. This contains the ADF4007 high frequency
divider/phase-locked loop synthesizer, which divides the beat frequency down into the oper-
ating range, compares this to a stable RF frequency reference, and generates an error signal.
The error signal is processed by electronic loop filters to generate feedback signals for the
piezo voltage and diode current to set and stabilize the repump frequency.
The laser frequencies are precisely tuned relative to the electronic transitions of 87Rb,
shown in Fig. 1.2. The MOT beams are red-detuned 17 MHz from the F = 2 → F ′3/2 = 3
transition and the repump beam is tuned to the F = 1 → F ′3/2 = 2 transition. The atoms
scatter light from the near-resonant MOT beams as they move, and the combined influence of
the MOT beams and magnetic field gradient results in average scattering force in the region
where the beams intersect that opposes the motion of the atoms, thereby slowing them. The
repump beam addresses atoms ending up in the F = 1 hyperfine manifold through sponta-
neous decay. The net effect of the average scattering force is cooling. After approximately
30 seconds, the MOT has trapped and cooled several billions of atoms to < 100 µK from a
room-temperature vapor.
1.2.2 Transfer and Magnetic Traps
Before performing further cooling, the gas is transferred to the second cell, called the science
cell. The science cell has significantly lower vacuum pressure and results in a reduced rate
of collisions between trapped 87Rb atoms and the residual background gas. The transfer
is performed by a quadrupole magnetic field produced by a pair of anti-Helmholtz coils,
which move along a long-throw translation, ball-screw stage. The resulting potential from
5
Figure 1.1: CAD drawing of the vacuum system. Low pressure is maintained using the Ti
sublimation, 40 L/s and 20 L/s ion pumps.
6
Figure 1.2: Electronic hyperfine structure of 87Rb (not to scale). The transition wavelengths
are λ3/2 = 780.24 nm and λ1/2 = 794.98 nm
the spatially varying magnetic field is given by the first-order Zeeman shift
VB(~x) = mFgFµB| ~B(~x)|, (1.2)
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Figure 1.3: Plots of the magnetic quadrupole potential along the axial direction through the
center (left) and through an offset in the axial direction (right). The potential plotted along
the transverse direction would be scaled by a factor of 1
2
. Here, B′=265 G/cm corresponding
to the gradient during RF evaporation in the second magnetic quadrupole trap.
where mF is the hyperfine magnetic quantum number, gF is the hyperfine g-factor, µB is
the Bohr magneton, and ~B(~x) is the magnetic field. A confining potential is obtained when
mF and gF have the same sign. This can be accomplished by employing optical pumping to
prepare atoms in a state with the extremal mF value of the same sign as gF for the chosen
hyperfine ground state manifold. For 87Rb, these states are |F = 1,mF = −1〉 and |2, 2〉. In
the case of a quadrupole field,









where i, j, k denote the spatial components and B′ is the linear field gradient. The index
k corresponds to the axial direction of the coil configuration. A slice of the quadrupole
potential along the axial direction through the trap center and at an axial offset is shown in
Fig. 1.3.
Loading the gas from the MOT into the quadrupole trap involves multiple steps. First,
the detuning of the MOT beams is changed from 17 MHz to 50 MHz (still red detuned) in
order to decrease the radiation pressure and allow the cloud to shrink. We perform polariza-
tion gradient cooling [35] as the final step of cooling in the collection cell. The repump beam
is turned off before optically pumping the atoms into the |1,−1〉 hyperfine ground state using
σ−-polarized light resonant with the F = 2 → F ′3/2 = 2 transition. Finally, the quadrupole
current is rapidly ramped to 192 A in and the coils are moved down the translation stage to
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the science cell.
From here, a BEC is prepared through three stages of evaporative cooling. The first two
stages utilize RF-induced evaporation in the initial quadrupole trap and, after a transfer
process, in a second quadrupole trap. This technique takes advantage of the spatially de-
pendent Zeeman splitting (see Eq. 1.3) to selectively remove (evaporate) high-energy atoms
from the trap using an RF magnetic field. A linear sweep with decreasing RF frequency
is used to transfer atoms to an untrapped state, and rethermalization is achieved through
collisions and progressively lower temperatures are reached [36]. In the initial quadrupole
trap with an axial gradient of 195 G/cm at 192 A, an 80 MHz to 40 MHz sweep is performed
at a rate of 2 MHz/s. In the second quadrupole trap with an axial gradient of 265 G/cm at
585 A, two linear sweeps of the RF frequency are performed. A 50 MHz to 8 MHz sweep
is performed at a rate of 2.1 MHz/s, followed by an 8 MHz to 3.5 MHz sweep at a rate of
4 MHz/s. After RF-induced evaporation in the magnetic quadrupole traps, the peak atom
number we obtain is approximately 107 atoms at 20 µK.
1.2.3 Hybrid Optical Trap
The last stage of evaporative cooling takes place in a hybrid trap consisting of a quadrupole
magnetic field and two orthogonally-polarized 1064 nm laser beams intersecting at approxi-
mately 90◦. The position where the two beams intersect is displaced vertically beneath the
zero of the quadrupole magnetic field by approximately 200 µm. The forward and cross
beams have waists of 166 µm and 126 µm, respectively. The beam waists are determined
using a model of the trapping potential. We measure the minimum power needed to support
against gravity in a single-beam configuration of the hybrid trap and use that as an input to
the trap model. The waist of the forward beam is constrained by finding the minimum beam
waist resulting in a finite trap depth. A similar procedure is followed using the crossed-beam
configuration to constrain the waist of the cross beam.
The electric field from an off-resonant laser induces an electric dipole moment and results



















The sum is performed over the total electronic angular momentum J of the lowest nPJ
excited states, where n is the principal quantum number. The energy shift depends on the
beam intensity I(~x), which is a function of the axial and transverse spatial profile of the
laser beam, the excited state linewidth ΓJ , the excited state transition frequency ωJ , and
the laser frequency ω. The J-dependent multiplicative constant
CJ =
1 J = 122 J = 3
2
, (1.5)
gives the total coupling strength. The formula in Eq. 1.4 is valid for all alkali atoms in the
limit where ωJ − ω is much larger than the total excited state hyperfine splitting.
After RF-induced evaporation in the second magnetic quadrupole trap, the atoms are
transferred to the hybrid trap by ramping up the power in the 1064 nm laser to the desired
initial power over 200 ms, followed by reducing the quadrupole coil current from 585 A to
126.5 A in 200 ms. In the experiment, the initial power ranges from 2 W for a total atom
number of approximately 2×103 to 9 W for a total atom number of approximately 70×103.
To perform evaporating cooling, the trap depth is lowered by simultaneously reducing the
laser power and quadrupole current, allowing highly energetic atoms to escape [36]. The
final quadrupole current is 50 A, which corresponds to B′ ≈ 22.5 G/cm. The potential near
the end of evaporation is shown in Fig. 1.4. A partially condensed gas is produced near 100
nK and cooling is continued until we obtain a nearly pure BEC. The quadrupole current
is reduced using a linear ramp and the 1064 nm laser power is reduced using exponentials
ramps. The trap depth is then increased slightly by raising the laser power by 100-200 mW
using a sigmoidal ramp. The largest pure condensates we can obtain have approximately
150×103 atoms using multiple optimized exponentials ramps. This is shown in the Appendix.
Within this hybrid trap, the magnetic quadrupole potential improves stability during
evaporation resulting in significantly less variance in final atom number and temperature
compared to the bare optical dipole trap. This is a persistent issue with the optical dipole
trap and we have not yet been able to identify the cause. We suspect there is a lack of
pointing stability of the crossed beams. The support structure for the quadrupole coils is
less susceptible to perturbations that would disturb the position of the magnetic trap and
should compensate for pointing instability. The 1064 nm optics and optomechanics could
be affected by thermal lensing and failing mechanical components. So far, we have not
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Figure 1.4: Plots showing the shape of the hybrid optical trap potential along the north-
south (top), east-west (middle), and vertical (bottom) directions. The quadrupole gradient
is B′ ≈ 22.5 G/cm and the laser power is 3.8 W in the forward beam and 3 W in the cross
beam. The effect of gravity is included.
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found any correlation between the deviation of the position of the cross beam on a four-
quadrant photodetector and the final atom number and trap position that gives any clue to
the underlying cause.
1.2.4 Hybrid trap evaporation
One unique aspect of the experiment in this thesis is the requirement to prepare BECs with
relatively low atom number compared to previous experiments in our lab. The challenge
with this is that a lower final trap depth is typically required to achieve a similar condensate
fraction as the final atom number gets smaller. As the final trap depth gets lower, we become
more susceptible to the stability issues described above. To mitigate this, the parameters of
the linear ramp for the quadrupole current and the exponential ramp of the 1064 nm laser
power were optimized to prepare a sufficiently pure BECs where the final atom number has
sufficiently low variance over many experimental cycles. This evaporation sequence is shown
in the Appendix.
1.2.5 Disordered Optical Lattice
After preparation of a BEC, we introduce the lattice and disorder potentials. For the lattice
light, we use a Tekhnoscan Ti:Sapphire ring laser operated at λL = 812 nm, which is pumped
using a fraction of the output from a Coherent Verdi-V18. The lattice is formed from
three mutually orthorogonal pairs of retro-reflected laser beams derived from the Ti:sapphire




















where P is the total beam power, c is the speed of light, ε0 is the vacuum permittivity,




j is the radial coordinate. Indices denote
the spatial dimensions. The waist, radius of curvature, and Rayleigh length are given by




















Figure 1.5: Spatial profile of the speckle pattern (left) and plot of the autocorrelation A
(right).
The parameter w0 is the beam waist at the focus.
Along each direction, inteference of the counter-propagating beams a and b produces a








where sum index l denotes the spatial directions, sER is the lattice depth computed using











2 is determined by the waist at the focal point of beams a and b
propagating along direction l. This can be derived by summing the electric field from Eq. 1.6
for beams a and b with independent parameters and computing the resulting field intensity.
Beams a and b are counter propagating, and thus ka = −kb = kL. As a consequence of the
gaussian beam profile, there is an overall trapping potential with a spatial scale determined
by wab,l. Since the atoms sit near the focus, the approximations xk/z0  1 and rl  wab,l
are valid, and we expand to first order in r2. We then approximate the potential as a sum of
a lattice potential and parabolic potential along each direction. This yields the the source
of the last term in Eq. 1.1 and the inhomogeneous density profile in lattice experiments.
The superposition of the lattice and disorder potentials forms the disordered optical lat-
tice. The disorder beam has a wavelength λD = 532 nm. We use the remaining light not sent
to the lattice Ti:Sapphire laser from the Coherent Verdi-V18. This beam is passed through
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Figure 1.6: A 2D slice illustrating the resulting potential after combining the optical lattice
and optical speckle.
a high numerical aperture lens and a holographic diffuser, resulting in an optical speckle
pattern near the focus [40], as shown in Fig. 1.5. Along the axial and transverse directions
of the disorder beam, the autocorrelation lengths are 3 µm and 570 nm, respectively [26,
27]. For the axial direction, 3 µm is many times the lattice spacing of 406 nm. However,
the axial and transverse axes of the disorder beam do not coincide with any of the lattice
directions. Along the lattice directions, the autocorrelation lengths are 650 nm and 790 nm
[26, 27], which are less than two lattice spacings. Since the disorder beam has a gaussian
transverse spatial envelope, the speckle pattern will also have a transverse envelope, which
we approximate as gaussian. We measure the beam waist at the atoms to be 151 ± 15
µm by preparing a thermal gas at approximately 400 nK, pulsing on the disorder beam, and
measuring the displacement of the cloud after time-of-flight (TOF) as a function of the beam
position. Shown in Fig. 1.6 is a two-dimensional illustration of the resulting landscape from
the combined lattice and disorder potentials.
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1.2.6 Imaging
To conclude an experimental cycle, we perform absorption imaging, where the shadow cast
by the gas after being illuminated by a resonant laser is captured by a CCD camera. The
shadow is cast as atoms scatter the imaging light. The change in intensity of the imaging
beam is given by [31, 41]














where n(~x) is the density profile of the gas, δ = ω0−ω is the detuning, and Isat = πhcΓ/(3λ2)
is the saturation intensity. In the limits of δ/Γ 1 and I/Isat  1, Eq. 1.11 becomes
dI(~x) = −σn(~x)dxk, (1.12)
which admits the solution
OD(xi, xj) = ln(I0/I(xi, xj)) = σ
∫
n(~x)dxk, (1.13)
where σ = 3λ2/(2π) is the on-resonance scattering cross-section and OD is the optical depth.
In our apparatus, we first use the repump light to transfer the atoms to the F = 2 ground
state manifold. The cloud is then imaged using a laser resonant with the F = 2 → F ′3/2
transition. The CCD camera acquires three frames. The first is atoms frame ΦA, capturing
the shadow of the gas. This is followed by the light frame ΦL, which captures the intensity
profile of the imaging beam. Finally, a dark frame ΦD where the imaging light is absent to
use for background subtraction. The OD is determined according to






and yields the column-integrated density profile
∫
n(~x)dz.
1.3 Ultracold Atoms in a Disordered Optical Lattice
This section provides an overview of the theoretical basis for the clean and disordered Bose–
Hubbard models.
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1.3.1 Non-Interacting Particles in a Homogeneous Lattice














where l denotes the spatial dimensions. This reduces to a one-dimensional problem since
Eq. 1.15 is separable. For a periodic potential, we can apply Bloch’s theorem [42]
ψql(xl) = e
iqlxluql(xl), (1.16)
where ~ql is the quasimomentum and uql is a function with the same periodicity as the










(2 + ei(2kL)xl + e−i(2kL)xl). (1.18)













(δn,n′−1 + δn,n′+1). (1.19)
The eigenstates ψbl,ql are determined by solving the eigenvalue problem
HL,l~cbl,ql = Ebl,ql~cbl,ql , (1.20)
where ~cbl,ql is a column vector of the Fourier coefficients from Eq. 1.17 and Ebl,ql is the
particle energy.
The periodicity of the lattice breaks continuous translational symmetry, leaving only
discrete translational symmetry. The resulting dispersion relation Ebl,ql is a set of energy
“bands”, indexed by bl, separated by energy intervals devoid any states referred to as band
gaps. As opposed to the momentum ~kl for free particles, discrete translational symmetry
means ~ql is a conserved quantity. Good quantum numbers are now the band index bl and
ql. The band dispersions are periodic in ql, with the unique region typically defined within
the Brillouin zone −qB < ql < qB, where qB = 2π/λL. The solutions of Eq. 1.20 are found
numerically by truncating the sum in Eq. 1.17 at large n, meaning we ignore momentum
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Figure 1.7: Plots of the band structure for lattice depths s = 4 (left) and s = 12 (right).
The ground (solid gray), first excited (dashed red), and second excited (dotted blue) bands
are shown.
states with energy much larger than the states of interest. For the ground and low-excited
energy bands, we typically take |n| ≤ 10. The ~cbl,ql are pluggd into Eq. 1.16 to give the
quasimomentum states for each band. Solutions for the band energies are shown in Fig. 1.7.
This description is insufficient for the experiment because of the parabolic trapping po-









where a is the lattice spacing, are given by Mathieu functions [43]. For low energies, the
Mathieu functions are similar to ψbl,ql , in that they are delocalized across several lattice sites
near the trap center. A discrepancy arises at high energies, where the Mathieu functions
become localized to single sites, while there is no similar behavior in ψbl,ql . Despite this, we
typically continue using ψbl,ql and incorporate the effect of the trapping potentially approx-
imately. This is discussed in the following section, as well as the following chapter.
1.3.2 Disordered Bose–Hubbard Model
The eigenstates ψbl,ql for each spatial dimension of Eq. 1.15 are delocalized across the lattice.






Figure 1.8: Plot of Wannier functions for s=4 (solid green), s=10 (short-dashed blue), and
s=20 (long-dashed purple). The lattice potential is shown in red as a reference for the spatial
extent of the Wanner functions.
These are localized primarily to site j located at the position Rj. Shown in Fig. 1.8 are plots
of the Wannier functions for different values of sl. The three-dimensional function is
Wb,j(~x) = Wb1,j1(x1)Wb2,j2(x2)Wb3,j3(x3). (1.23)
Wannier functions are used as the basis states for expressing the Hamiltonian for inter-
acting bosons on a lattice in second-quantized form. We start with the Hamiltonian for N












+ VT (~x), (1.24)
where VT is the trapping potential. For the interacting part, the full interatomic potential





δ(~x′ − ~x), (1.25)
where m is the mass of 87Rb, as = 5.82 nm [45] is the s-wave scattering length, and δ(~x′−~x)
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where b̂ is the boson annihilation operator and α represents the three-component band and
site indices, b and i, respectively, Eq. 1.24 and Eq. 1.25 can be transformed and combined

































This expression can simpified significantly by applying several approximations.
First, since the thermal energy kBT is typically much smaller than the band gap, we
can ignore the contribution from the excited bands and consider the ground band only. The
indices α, β, γ, ϕ now consist of the site indices i, j,g,h only. We also take sl = s for all l,
since the lattice depth in each direction is the same in the experiment. For the combined
kinetic and periodic potential term in Eq. 1.27, we separate the terms from the sum where
i and j correspond to the same site and nearest neighbors. The remaining terms in the sum
correspond to next-nearest neighbors and further. For sufficiently deep lattices, s ≥ 4 in our
setup, these terms are much smaller and are neglected. This is the tight-binding approxima-
tion.
For the two-body interaction and trapping potential terms, we employ approximations
stemming from the spatial extent of the Wannier functions. Since each Wannier function only
has a small amplitude extending onto neighboring sites, there is a small overlap of Wannier
functions located on different sites. The sum for the interaction term can be immediately
simplified using this argument, where we approximate interactions as occurring only between
particles on the same site. Finally, for a slowly varying VT , the largest contribution comes
from Wannier functions on the same site. We approximate the trapping potential as constant
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where d = λL/2 is the lattice spacing, and evaluate the trapping potential at the site cen-
ter, VT (Rj). This is a good appoximation in typical experiments. For example, a parabolic
potential with a (relatively large) characteristic frequency of 120 Hz varies by a total of
approximately 0.18 ER between nearest neighbors at a distance of 30 lattice spacings from
the trap center. This is small compared to typical lattice depths s ≥ 4.













This is the inhomogeneous version of the BHM, where the indices i and j denote lattice
sites, t is the nearest-neighbor tunneling energy, U > 0 is the two-body on-site interaction
energy, Ω = mω2/2, and ri is the distance to site i from the trap center. The notation 〈i, j〉
indicates the sum is performed over sites j that are nearest neighbors to i. The Hubbard




















Since we use a cubic latice, t is independent of the particular site i and uniform with respect
to the spatial directions; thus the subscript l is dropped. The lattice potential determines
the values of t and U , and we control t/U by tuning the power in the lattice beams. There














equal to a constant site occupation energy.
The definition in Eq. 1.22 is no longer applicable in the presence of disorder because the
periodicity is broken, but we assume there exists a set of Wannier-like functions localized to
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each site of the disordered lattice. This has been explored in Ref. [46]. Now, the site indices
denote the dependence of the shape of the localized function in addition to the location.
















This is the inhomogeneous version of the DBHM. The disorder potential determines the
distribution of the εi, ti, and Ui.
In principle, the distributions of the Hubbard parameters can vary independently. How-
ever, the use of laser speckle in our setup has the effect of determining the distributions of





which is based on the distribution of the laser light intensity in a speckle pattern [40]. The
parameter ∆ is our measure of the disorder strength. In Ref. [46], the authors determined
the distributions of t, U , and ε, shown in Fig. 1.9, using a numerical simulation with our
experimental parameters, which provides precise knowledge of the microscopic details of our
system. The largest effect lies in the parameters ε and t, indicating the possible importance
of both diagonal and off-diagonal terms in order to fully understand experiments employ-
ing speckle disorder. For an exponential distribution, the mean and standard deviation are
equal. In the same study, it was determined that ∆ is approximately equal to those values.
The physics of the BHM and the DBHM as they pertain to the measurement in this
thesis are discussed in §2 for both the uniform and inhomogeneous cases.
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Figure 1.9: Probability distributions for the Hubbard parameters in the presence of speckle
disorder characterized by ∆/ER = 1 for an s/ER = 14 lattice potential. Top: The distri-
bution for ε shows exponential behavior with a lower bound given by the value in the clean
limit ε/ER = −10.6 as expected and indicated by the red arrow. The red curve is a fit to an
exponential function. Middle: The distribution of t is asymmetrically broadened with the
mode corresponding the value in the clean limit t/ER = 0.008. Bottom: The distribution of
U is assymetrically broadened with the mode corresponding to the value in the clean limit
U/ER = 0.36 in the clean limit. The red curve is a fit to a Laplace function. The plots are









|Ψ〉 = Ĥ|Ψ〉, (2.1)
where |Ψ〉 is the wavefunction and Ĥ is the Hamiltonian operator containing the kinetic and
potential energy terms relevant to the system. The constant i is the imaginary number and ~
is the reduced Planck constant. The Hamiltonian of interest describes repulsively interacting
bosonic particles tunneling between sites on a three-dimensional disordered lattice, and the
DBHM is paradigmatic for this quantum system.















where tij is the tunneling energy, Ui > 0 is the on-site repulsion energy, and εi is the occupa-
tion energy. Note that the sum index 〈i, j〉 restricts j to nearest neighbors of i, and that µ
is included here in order to tune the average density. The t, U , and ε energies are the basis
for understanding the ground-state phase diagram. Varying these parameters to different
regimes of relative scale yields different localized and delocalized phases. Both diagonal (εi
and Ui) and off-diagonal (tij) disorder are incorporated in Eq. 2.2. This model has been
invoked as a starting point for understanding various condensed-matter systems such as su-
perfluid 4He in porous media [2], granular [3, 4] and disordered thin-film [5] superconductors
and Josephson-junction arrays [7, 8].
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Over thirty years have passed since the first general theoretical investigation of the
ground-state phase diagram across the various regimes of the Hubbard parameters [1]. Since
that initial work, it took two decades until exact theoretical methods were applied and more
of the details were rigorously understood [47]. The primary challenge of studying this sys-
tem theoretically is the competition between energy scales of the Hubbard parameters. In
the case of the second term in Eq. 2.2, this makes it a many-body interacting quantum
problem. Even for the clean system, there are no general solutions known to diagonalize
the full many-body Hamiltonian. The problem is even more complex with disorder, such
that one or all of the Hubbard parameters acquire site-dependent values. This makes three
competing energy scales of tunneling, interactions, and disorder, along with an additional
fourth parameter in the density, and consequently a large volume of the parameter space
where there is no accurate approximation to capture the important physics. Computational
techniques are available in the absence of analytical solutions, but they demand time and
technological resources.
The clean system (εi = 0, ti → t, Ui → U) has been studied extensively both with
theoretical [1, 48, 49] and experimental work[11–13, 50]. With disorder, the ground-state
phase diagram is known at commensurate unit filling [47] but there have been few theo-
retical studies regarding structure of the phase diagram for arbitrary density or for T > 0.
For three dimensions, experimental investigations at low temperatures have been successful
probing the phase boundary in the large t/U regime [24] but similar experiments for small
t/U are lacking. Exploring this regime is the primary goal of this thesis. We will discuss
what is known about the DBHM by starting with the clean system, including the effects of
an inhomogeneous lattice and temperature. This is necessary for understanding the effects
introduced by the trapping potentials and finite temperatures inherent in experiments. From
there, we will move on to the disordered system.
2.1 Clean System at T = 0
The Hamiltonian in Eq. 2.2 simplifies when disorder is absent. These conditions allows us















At T = 0, the BHM supports a QPT between the SF and MI phases. A schematic ground-
state phase diagram in the µ/U − t/U plane is shown in Fig. 2.1. The SF is present in the
regime of large t/U , where the kinetic energy is enough to overcome the repulsion between
particles on the same site. The ground-state energy is then minimized when each particle
simultaneously delocalizes across the entire lattice corresponding to a SF phase, which is
standard of Bose particles at T = 0 [44, 51]. For small t/U , the repulsive interactions domi-
nate, so there is a large energy cost for particles to occupy the same site. The ground-state
energy is minimized when density fluctuations on each site are suppressed and particles sep-
arate from each other to the greatest extent possible. Occupying the lobes are MI phases of
fixed, integer density. Note that adjacent lobes only touch for t = 0 and that even at very
large U for t > 0, the SF phase surrounds the lobes.
The work in this thesis focuses on the regime of small t/U within the n = 1 Mott lobe.
While the ground-state many-body wavefunction is unknown, as stated previously, a good
approximation can be found be considering the t = 0 limit. This eliminates coupling between
sites and the resulting Hamiltonian is diagonal in the Fock basis of site occupation number















The most successful theoretical methods that have been applied to the BHM, including
the DBHM, are QMC [48–50, 52–55], the Gutzwiller variational wavefunction/site-decoupled
mean-field theory (SDMFT) [55–59], and the atomic limit. QMC is the prize technique be-
cause it treats the Hamiltonian exactly but it is limited in application to systems with
approximately 105 interacting bosonic particles [50] due to the technique being heavily in-
tensive from the perspective of computational time and resources. Additional complications
with fermions place even tighter restrictions on the application of QMC. This prevents using
QMC to study systems on the scale of macroscopic materials with approximately 1023 par-
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ticles. Fortunately, 105 interacting bosons is enough to compare with quantum simulation
experiments simulating Bose–Hubbard models.
The atomic limit is applicable when tunneling can be ignored. For T = 0, this is the
mostly unrealistic scenario where t = 0. However, it does serve as a good starting point for
understanding the structure of the phase diagram since the QPT occurs where U is greater
than t by almost two orders of magnitude. Building on the atomic limit is the Gutzwiller
wavefunction and SDMFT. The Gutzwiller wavefunction employs a variational ansatz, which
turns out to be equivalent to a mean-field treatment of the tunneling term in the Hamilto-
nian [56–59]. Since this is an approximation of the full many-body problem, it is expected
to underperform compared to QMC. Nonetheless, it still has utility because it is drastically
less computationally intensive and can still provide qualitatively, and in some regimes quan-
titatively, correct predictions for guiding our experimental investigations and comparison to
data.
The phase diagram of the clean system is well understood. The BHM in three dimensions
has been simulated using QMC to determine the phase boundary for the n = 1 MI [48]. The
critical value at the tip of the n = 1 Mott lobe was determined to be (t/U)c = 34.08× 10−3.
As well, the superfluid transition temperature was mapped from from the non-interacting
limit to (t/U)c. The predicted value of (t/U)c in 3D was verified using Cs atoms with tunable
interactions [60]. It has also been studied in lower dimensions using QMC for the 2D system
[49], and QMC [52–54] and renormalization group techniques [61–63] for the 1D system. A
comparison of different theoretical techniques in Ref. [64] shows that the critical value at
the tip of the n = 1 lobe in three dimensions as determined by SDMFT underestimates
the QMC result by 15%. Comparisons of predicted condensate fraction between QMC and
SDMFT show qualitatively correct agreement or better in the range 0.05 ≤ t/U ≤ 0.5 for a
central filling of 3 particles-per-site, while for a lower central filling of unity, the comparison
is worse. Supporting calculations suggest SDMFT overestimates the critical temperature for
condensation by approximately 50% [55]. Even with its shortcomings, this indicates that
SDMFT can be used as a reasonable starting point for understanding the physics of the BHM.
2.1.1 Excitation Spectrum and Compressibility
The quantum phases of the BHM and DBHM are characterized by the behavior of certain
physical properties. For example, the SF phase supports frictionless mass flow [65, 66], while
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Figure 2.1: Phase diagram of the BHM where the gray line indicates the phase boundaries.
For large t/U , a SF is present, and in the opposite limit there are MI phases of various integer
filling within the lobes. The critical value (t/U)c=34.08×10−3 for the SF–MI transition at
the tip of the n = 1 lobe was determined in Ref. [48].
strong interactions block transport in the MI [67]. Leveraging these differences between the
phases allows us to map the phase diagram both with theory and experiment. They are
also essential for understanding the effects of T > 0, which will be discussed later. Another
distinguishing property is the energy spectrum of excitations.
Starting with the MI, the wavefunction is (nearly) a product of definite n states of the
Fock basis (Eq. 2.4) in the low t/U limit. The excitations are particles and holes corre-
sponding to site vacancies (holons) and doubly occupied sites (doublons). Our experiments
take place in a closed system, which necessitates particle number conservation, and thus
holons and doublons must be created in pairs. Due to strong interactions, a finite amount of
energy Egap is needed to produce these excitations, making the MI a gapped phase [1, 68–71].
The relevant energy scale for the gap is U , which can be seen by going back to the t → 0




i(n = 1) = −2µ (see §3.1). The energy of a holon-doublon excitation is
Ehd = E
1(n = 2)+E2(n = 0) = U−2µ, making Egap = Ehd−En=1 = U . On the other hand,
the SF excitation spectrum has both gapped and gapless modes. The low-energy, gapless
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excitations correspond to phonons [51, 65, 66], while the gapped modes [68, 71–73] evolve
into the particle and hole excitations of the MI through a redistribution of spectral weight
upon crossing the QPT [68]. The spectrum of excitations for the SF and MI phases have
been investigated experimentally in Refs. [11, 12, 74–82].
The character of the excitation spectrum is in turn reflected in the compressiblity of each
quantum phase. Compressibility can be derived from the free energy
F = E − TS, (2.6)
which depends on the usual thermodynamic quantities P ,V , T, S, µ, andN of pressure, vol-
ume, temperature, entropy, chemical potential and particle number, respectively. Taking the
differential of both sides of Eq. 2.6 and using dE = TdS − PdV + µdN
dF = −PdV − SdT + µdN, (2.7)


























and the goal is to transform this into an expression involving the quantities that are more
natural to the BHM, µ and n. In order to accomplish this, we take advantage of the cyclic












































= N/V . (2.13)
































where we have used Eq. 2.9 and the interchangeability of partial derivatives. Applying the





























The primary task of this thesis is to distinguish phases and establish a phase boundary based
on compressibility. Specifically, measuring the change from κT = 0 to κT > 0. Because we





since it contains the necessary information to identify compressible and incompressible phases
and identify a phase boundary.
Intuitively, compressibility describes how the volume of the system reacts in response
to changes in pressure. From Eq. 2.10, we see that both T and, in particular, N are held
constant. For constant N , compressibility can be thought of in terms of the response of
the density since changes in V are accompanied by changes in n. By the Gibbs-Duhem
equation
dP = sdT + ndµ, (2.17)
where s = S/V , the quantities P , T , and µ cannot be specified independently. This implies
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where changes in P are expressed in terms of n and changes in µ. This completes the
connection from P and V to µ and n in defining the compressibility. The definition for
compressibility in Eq. 2.16 is more natural in the context of the BHM in Eq. 2.3 since the
system is directly described in terms of n and µ. With Eq. 2.16 in mind and inspecting the
phase diagram in Fig. 2.1, it is immediately obvious that the MI is incompressible. Within
the Mott lobes, n is fixed for a finite range of µ and thus κ = 0. This follows directly
from the finite excitation gap. The excitations of particles or holes in the MI translate
to a density perturbation on top of the uniform, integer filling. Since a finite amount of
energy, approximately equal to Egap, is needed to generate this excitation, n remains fixed
for infinitesimal changes in µ, meaning a gapped phase is incompressible. Conversely, the
SF is compressible because the excitations spectrum is gapless and density perturbations
can be created without an energy cost. Shown in Fig. 2.2 is a plot of the ground-state
phase diagram calculated using the Gutzwiller wavefunction illustrating the behavior of κ
for the MI and SF. The behavior of the density and incompressible nature of the MI has
been experimentally verified with bosons [83–88] and fermions [89–92].
2.2 Inhomogeneous Lattices due to Trapping Poten-
tials
An important aspect for understanding how the physics discussed above manifests itself in
experiments is inhomogeneity owing to the physical implementation of the models. Experi-
ments typically make use of traps consisting of smooth, spatially varying potentials to contain
particles in a desired region of space and prevent particle loss over time. In our experiment,
we employ laser beams with gaussian tranvserse spatial modes to form standing-wave electric
fields and generate a lattice potential (see §1.2.5). We typically treat the external poten-
tial by performing a low-order expansion of the gaussian spatial profile and introducing a













(µ− VT (~xi))n̂i, (2.19)
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Figure 2.2: Compressibility phase diagram in (nearly) the ground state for the BHM calcu-
lated using the Gutzwiller wavefunction for T/U = 0.001. The Mott lobes have fixed density
and are thus incompressible by Eq. 2.16, whereas the density of the SF varies continuously
yielding finite compressibility.
where µ is defined with respect to the minimum of the trapping potential VT . This is valid
so long as the single-particle eigenstates of the homogeneous system are localized to a single
site and the potential varies slowly. The validity of these assumptions is discussed in §1.3.2.
The starting point for understanding the physics of the inhomogeneous system is within
the local density approximation (LDA), which introduces the local chemical potential µi =
µ − VT [93–96]. The global chemical potential µ fixes the total particle number to be in
agreement with number of atoms prepared in the experiment. At positions away from the
center of the trap, µi is reduced from µ due to the external trapping potential. The value
of µi varies parabolically from µmax = µ in the center to µmin at the edge due to the spa-
tial dependence of VT . This is illustrated in Fig. 2.3 by the vertical line at fixed t/U . If
we assume the local quantum phase is the same as would be present in a uniform system
with a global chemical potential equal to µi, the connection between position and µi then
corresponds to a spatially dependent distribution of the quantum phases from the uniform
system. This has been verified both with experiment [83, 97] and theory [50, 98, 99]. The
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Figure 2.3: Illustrating the LDA. Left: Ground-state phase diagram of the BHM calculated
using perturbation theory in the mean-field limit. The vertical line represents the variation
of µi due to the presence of the external trapping potential at fixed t/U . The dark blue
shade corresponds to the MI and the light blue corresponds to the SF. Right: Plot of the
in situ density profile for a one-dimensional slice through the system center computed using
the Gutzwiller wavefunction. The dark and light blue (dashed) shading show the MI and SF
domains.
spatial distribution of phases is represented by the shading of the vertical line in Fig. 2.3.
This leads to the well-known shell structure, where MI and SF domains alternate as µi
decreases outwards from the trap center [93, 94, 98–102]. Starting at the arrow tip of the
vertical line in Fig. 2.3, where µi = µmax = µ in the trap center, the density is maximal
and gradually decreases away from the center (away from the arrow tip) until µi = µmin,
corresponding to the vacuum state where the density vanishes. The density plateaus in the
MI domains at fixed integer filling with the filling of each successive domain decreasing by
exactly one particle at each site. Moving outward between MI domains, the density of the SF
domains layered between decreases monotonically. A fortuitous consequence of the trapping
potential is that it lifts the restriction for having filling commensurate with the number of
lattice sites in order to observe the MI. This would be extremely prohibitive for experiments
because repeatable control of the total particle number down to the precision of a single
particle is beyond the current capabilities.
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2.2.1 Core Compressibility
The spatial distribution of phases because of the trap highlights the necessity of local ob-
servables, which requires specialized experimental techniques. For example, the QPT from
the SF to MI by varying t/U is obscured when tracking global observables in the confined
system because the edge of the system is always SF due to the decrease in µi. This is an
issue that affected the first experimental investigation with ultracold atoms where the QPT
was monitored through the momentum distribution [11]. There, the momentum distribution
characteristic of the SF phase persisted to smaller values of t/U than expected for a homoge-
neous system due to the simultaneous presence of both phases. Similarly, measurements of
global compressibility would also fail to accurately identify the appearance of the MI since
the edge SF makes a finite contribution. It took in situ probes of the density to defini-
tively observe the MI domains. In two-dimensional systems, a single layer can be prepared
and imaged to observe the density profile [83]. The advent of quantum gas microscopes
have increased imaging resolution down to the single-site level and have revealed the in situ
density in unprecedented detail [87, 88, 103]. Direct imaging of a three-dimensional sys-
tem is complicated by inherent column integration of the density profile that occurs during
imaging. Previous methods have relied on selectively imaging a slice through the gas [85, 86].
Our approach for dealing with this limitation is to take advantage of a local observ-
able. Specifically, we measure a local compressibility where the only contribution comes
from regions in the system where the density is above a chosen threshold level. This local
compressibility is called the core compressibility because the density is only able to exceed
the chosen threshold near the center of the system due to the effect of the confining potential.
Since we are interested in the physics of the n = 1 MI, the appropriate threshold for the
density is n = 1. Referring again to Fig. 2.3 and taking µmax to be within the n = 1 MI
lobe, the density along a 1D slice through the system core would be as shown in Fig. 2.4.
The core compressibility is then exactly what would allow us to isolate the MI from the SF
surrounding it because the density satisfies n < 1 away from the center. For regions where







where the left-hand side is the ratio of the core compressibility κc to the total compressibil-
ity κ and the right-hand side is the derivative of the number of double occupancies D with
respect to the total particle number N .
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The relation in Eq. 2.20 states that the core compressibility can be probed by measuring
how N changes D, instead of how µ changes n (as in Eq. 2.16). The connection between
N and µ is formed because the system is finite. In an infinite system, N is also infinite and
it is only meaningful to work with n. A finite system has finite volume and density which
ensures finite particle number. Since the density is controlled by µ and the particle number
is determined by integrating over the density, changes in µ also correspond to changes in N .
The difference between n and D is what gives κc/κ its local character. Compressibility is a
property related to changes in density. When n < 1, the probability for double occupancies
to appear is suppressed and only becomes significant when n ≥ 1. Thus, double occupancies
will only appear in regions which meet or exceed the n = 1 threshold. For a system with
parabolic confinement, these regions are located near the trap center. Double occupancies
will readily appear if the quantum phase near the trap center is compressible and will be
absent when the quantum phase is incompressible. The definition in Eq. 2.20 can also be
extended for a threshold of n = 2 and triple occupancies. When n < 2, triple occupancies
are suppressed and will only appear in regions where n ≥ 2, which exist near the trap center
for sufficiently large µ.
The locality of κc/κ is important for probing the MI because it excludes edge effects due
to the presence of the trap. This facilitates accomplishing one of the primary goals of simu-
lating lattice models. That is to make direct and quantitative comparison with the models
of materials, of which these lattice models are typically attempting to capture. In order to
make the most meaningful comparison between materials and their experimental simulation
counterparts on the MI side of the phase diagram, the simulators must be able to filter
out the edge effects due to the trap because the equivalent of an inhomogeneous confining
potential is non-existent in real materials. The center of the system closely resembles the
uniform system when the edge is effectively removed, allowing us to investigate properties
uniform systems even in the presence of the trap. Measuring double occupancies has been
previously been used to detect a MI of fermions [89] and probe the SF–MI phase boundary
of the clean BHM [84].
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Figure 2.4: Slice through the density profile of an inhomogeneous 3D system calculated using
the Gutzwiller wavefunction. The local density plateaus at n = 1 for the unit-filling MI,
shown by the dark blue line. When the local chemical potential drops below the MI–SF
phase boundary, the local phase is a SF, shown by the light blue (dashed) line.
2.3 Clean System at T > 0
The effects of finite temperature are relevant for the results in this thesis, so it is important
to extend the discussion of Bose–Hubbard physics to T > 0. The high-level picture for the
physics of the BHM is provided by the theory of QPTs [104, 105]. Formally, a QPT is a
T = 0 phase transition that occurs when varying a Hamiltonian parameter causes an abrupt
change in the ground state of the system. This is typically manifested in the behavior of
the transition order parameter which changes between zero and non-zero on opposite sides
of the critical value of the Hamiltonian parameter. In the case of the BHM, the appropriate
Hamiltonian parameter is t/U and the order parameter is the SF density. Varying t/U from
large to small values, the SF density goes from non-zero to zero upon crossing the critical
value (t/U)c.
The transition is driven by quantum fluctuations, whose characteristic spatial and tem-
poral scales diverge near the quantum critical point. For T > 0, thermal fluctuations of
energy kBT are unfrozen and begin to compete with quantum fluctuations. Those quantum
35
Figure 2.5: Finite T compressibility phase diagram of the BHM plotted calculated using the
Gutzwiller wavefunction and Eq. 3.34.
fluctuations with energy Elowqf < kBT are washed out by the thermal fluctuations, while those
with energy Ehighqf > kBT persist and continue to influence the behavior of the system for a
finite range of temperature above the quantum critical point [105]. This is the mechanism
that allows experiments, necessarily at T > 0, to observe signatures of the underlying QPT.
However, the activation of thermal fluctuations alters the transition due to the interplay
of quantum and thermal fluctuations. Observables that change discontinuously at (t/U)c,
such as the mobility and compressibility, are thermally activated and attain non-zero values
where they would vanish at T = 0.
The lowest temperature experiments have observed the SF–MI QPT in lattices up to
three dimensions [11–13, 106, 107]. More recently, experiments with quantum gas micro-
scopes have realized the goal of probing the physics of ultracold atoms on optical lattices
with single-site resolution in lower dimensions. Some of the first results from quantum
gas microscopres investigated the SF–MI transition in two dimensions [87, 88, 103]. For
t/U > (t/U)c, the SF persists as T increases until it undergoes a classical phase transition to
a normal fluid [48, 50]. On the other side of (t/U)c, finite T disrupts the MI. Here, thermal
fluctuations break the uniform integer filling present at T = 0 and give rise to κ > 0. If
we take the energy of the ground state to be zero, the first excited state corresponding to
a particle-hole excitation has an energy of Egap. For the thermal expectation value of the
density, we then have 〈n〉 ∝ e−Egap/(kBT ). Thus, density fluctuations are introduced for ar-
bitrarily low temperatures and κ is finite. This behavior of the MI at finite T was observed
in great detail in the experiment by Sherson et. al. at the single-atom and single-site level
[88].
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Figure 2.6: In situ plots of thermodynamic properties for an inhomogeneous system. Top
row: site density. Middle row: site entropy. Bottom row: site compressibility. The plots
were created using a Gutzwiller calculation including the external trap for t/U = 0.013 and
µ/U = 1.45 (the same parameters as for the plots in Fig. 2.3). The entropy is plotted in
units of kB. The parabolic external trap has a characteristic frequency ω = 2π × 50 Hz.
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For a homogeneous system at finite T , Fig. 2.5 shows how the ground-state compressibil-
ity phase diagram is altered. It is important to elaborate on the way entropy is distributed
at finite T for the inhomogeneous system in order to understand how temperature affects
the density and compressibility. The plots in Fig. 2.6 show the in situ density, entropy,
and compressibility distributions for a trapped system at t/U = 0.013 with µ/U = 1.45
for various values of T/U . At the lowest temperature where T/U = 0.001, the system is
essentially in the ground state (zero entropy). The density plateaus for the n = 2 MI in the
center, decreases gradually through the first SF shell before plateauing again for the n = 1
MI, and decreases gradually again through the second SF shell until it vanishes. Consistent
with the behavior of the density, the Mott regions are incompressible while the SF regions
have finite compressibility.
As temperature increases, the RMS size of the system increases and the MI of fixed
density gradually shrinks due to thermally activated excitations that become more probable
as kBT approaches Egap. The entropy in the MI remains small for a finite range and the
SF shells contain most of the total entropy. In this regime of low temperature, typically
quantified by T < Tmelt, where the MI melting temperature is defined as Tmelt ≈ 0.2U , the
characteristics of the thermal MI closely reflect the T = 0 phase [102, 108]. Increasing T
further, the entropy is distributed more evenly between the MI regions and SF shells. The
thermal MI in this temperature regime behaves as quantum fluid in the normal state. The
behavior of the local compressibility in the bottom row of Fig. 2.6 illustrates this. This
demonstrates that even though the MI strictly exists for T = 0, its compressibility behavior
can be probed for low enough T by measuring a local quantity like κc/κ, and the physics of
the uniform system is still accessible.
2.4 Strongly Interacting Disordered Bosons
The final ingredient to add is disorder. We first restrict our focus to the case of diagonal













This is the mostly widely theoretically studied form of Eq. 2.2 and the basis for understand-
ing our experiments, even though Eq. 2.2 is a more accurate description. While there have
been some theoretical investigations into the case of off-diagonal disorder in one dimension
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[109–112], a complete picture of its effects and the phase diagram in higher dimensions is
outstanding. The distribution of εi is not universal and can produce both qualitative and
quantitative differences in the resulting phase diagram depending on the specific probability
density of the disorder distribution. More specifically, whether it is bounded or unbounded
[47], and correlated or uncorrelated. We employ exponentially distributed disorder in our
experiment, while most of what is known of the properties of Eq. 2.21 comes from the sim-
ple yet physically unrealistic case of uniform disorder, with a probability distribution given
by
p(εi) =
 1∆ , |εi| ≤ ∆,0, |εi| > ∆. (2.22)
The definition of the disorder strength ∆ varies based on the specific disorder implementa-
tion. In the case of Eq. 2.22, ∆ represents the bound on the disorder distribution. In the
case of an exponential disorder distribution, ∆ characterizes the mean and variance and is
not related to a disorder bound.
2.4.1 Disordered System at T = 0
The ground state phase diagram for an infinite system described by Eq. 2.21 was first argued
by Fisher et al. using a uniform disorder distribution [1]. An additional phase is introduced
in the presence of disorder, the BG. Similar to the SF, the BG is gapless and compress-
ible, but it is an insulator like the MI. Shown in Fig. 2.7 are schematics of the expected
phase diagrams in the µ/U–t/U plane as a function of the disorder strength ∆ with uniform
disorder. For small and intermediate values of ∆, all three quantum phases exists in some
region of the phase diagram with two permitted QPTs, SF–BG and MI–BG. For the former,
the global SF order parameter vanishes as the disorder potential breaks the SF apart into
isolated regions of SF puddles devoid of mutual phase coherence. The variance of εi results
in an increasing potential energy difference between neighboring sites for increasing ∆ and
gradually suppresses tunneling to these sites. Eventually, the system becomes insulating be-
cause tunneling becomes energetically unfavorable across the entire system. However, there
are rare cases where the local disorder distribution is such that tunneling remains energeti-
cally favorable in that local region. Thus, the globally phase-coherent superfluid becomes an
insulator with spatially separated, locally phase-coherent superfluid regions which close the
excitation gap resulting in finite compressibility. Conversely, the MI–BG transition occurs
because of the interplay between interactions and disorder.
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Figure 2.7: Sketch of the ground-state phase diagram for the DBHM described by Eq. 2.21
for various values of ∆ with uniform disorder distribution as in Eq. 2.22. Figure taken from
Ref. [113].
For a system in the thermodynamic limit, it was not trivial to determine that the MI
would be driven directly to the BG by disorder. It was hypothesized in the original study of
the DBHM in Ref. [1] that this was the likely scenario (among two others), but it was not
rigorously solved for 20 years [47, 114]. The MI–BG QPT for the infinite system is a Griffiths-
type [115], disorder-driven transition where the gap is closed at the critical disorder strength
∆c as reflected in the discontinuous change in κ. The mechanism for this QPT was fully
established in Ref. [47] and is due to the occurrence of rare regions where the difference of oc-
cupation energies between neighboring sites is enough to compensate for the energy gap due
to interactions and allows tunneling to become energetically favorable. For a bounded disor-
der distribution in the interval [δlow, δhigh], this happens when δhigh − δlow = Egap. Particles
can then delocalize in isolated regions and form compressible SF puddles. The probability of
these regions occurring decreases exponentially with increasing size of the region. While this
does indeed ensure their rarity, they will always occur for an infinite system. This highlights
the difficulty studying this transition numerically or experimentally since it implies that it
is highly unlikely such regions will be present in finite systems.
The MI–BG transition is expected to appear at the perimeter of the MI lobes and grad-
ually expand into both SF and MI regions of the phase diagram as ∆ increases, as argued
in Ref. [1]. This can be argued by revisiting the physics behind the instability of the MI
towards the SF in the clean case, where the additional kinetic energy on top of µ is able
to overcome the interaction energy. Now, instead of additional kinetic energy being traded
for interaction energy, it is potential energy from the εi that is traded, which favors delocal-
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Figure 2.8: Phase diagram from the work of Gurarie et al. for the 3D DBHM at T = 0 and
unit filling calculated using QMC[47]. Notice the ratio between t and U for the horizontal
axis have been flipped compared to what has previously been used in this thesis to this
point. The disorder potential has a uniform distribution with εi ∈ [−∆,∆]. The MI–BG
phase boundary is drawn according to the value of Egap calculated in Ref. [48], instead of
the onset of finite compressibility.
ization in isolated regions corresponding to the SF puddles. The BG eventually consumes
the MI lobes entirely, leaving only SF and BG phases at large enough ∆. This picture is
supported with stochastic mean-field theory (SMFT) [116], but has yet to be verified with
exact methods.
Alternatively, Fig. 2.8 shows the ground-state phase diagram for the 3D system at com-
mensurate unit filling based on a QMC calculation [47]. For smaller values of U/t, the SF
exists and is particularly robust to disorder at U/t ≈ 40. For 40 . U/t . 120, there is the
so-called re-entrant SF. Since the interaction energy and disorder strength are large in this
region of the phase diagram, the critical temperature for the re-entrant SF is suppressed [47].
Inability to reach such low temperatures is likely the reason experiments have not observed
this phase to date. For larger U/t and small ∆, there is a MI while the BG eventually takes
over entirely at large ∆. The ground-state phase diagram for the analogous 2D system shows
a similar structure [117].
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As argued previously, a direct SF–MI transition is only predicted to occur for ∆ = 0, and
the BG intervenes for ∆ > 0. However, the phase boundary drawn in Fig. 2.8 is determined
by the value calculated for Egap in Ref. [48] and is not identified by the QMC calculation di-
rectly according to changes in physical properties as with the SF–BG boundary. This is due
to the rarity of the Griffiths regions and the current technological capabilities that limits the
accessible system sizes, ultimately preventing numerical realization of the Griffiths regions
and the determination of the boundary. An approximate numerical method analyzing the
percolation of SF clusters within a mean-field theory has shown good agreement with both
the QMC SF–BG data and the proposed MI–BG boundary in two dimensions [118]. However,
investigations of the MI–BG transition through exact numerical techniques and experiments
in 3D are lacking and necessary to understand the physics of this transition in finite systems.
2.4.2 Disordered System at T > 0
The effect of finite temperature on the ground-state phase diagram is also not fully under-
stood. To date, the only notable attempt to tackle this problem is using stochastic mean-field
theory for the cases of uniform and exponential disorder [119], though it has been pointed
out that SMFT predicts a direct MI–SF [118] in contradiction with proven theorems [47].
This means that finite temperature effects are another aspect of the disordered system re-
quiring further investigation. However, a simple argument can be made to give a qualitative
picture of the behavior of the MI compressibility with finite disorder and temperature. In
the homogeneous clean system, Egap is uniform and thermal fluctuations induce density per-
turbations and finite compressibility. With the addition of disorder, the occupation energy
of a neighboring site can be shifted such that a particle needs to overcome an energy smaller
than Egap to tunnel. Thus, thermal fluctuations of the same energy should become more
efficient at disrupting the MI.
The bulk of experimental studies of disordered bosons have been performed in one and
two dimensions. Quasi-periodic lattices in 1D [120–126] and 2D [127], as well as binary
disorder in 1D [124], have been employed with measurements of excitation spectra, mobility,
and phase coherence used to characterize the system. In 3D, experiments have explored the
DBHM in Eq. 2.2 across the full range of competing energy scales. Most notably, the SF–BG
transition was probed using a quantum quench measurement and found to be in agreement
with QMC predictions [24]. Additionally, the effect of disorder on peak fraction [128] and
transport [23] has been investigated as well. What remains for experiments, and also the
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goal of this thesis, is to investigate the MI–BG transition directly by measuring how disorder
changes the compressibility of a MI.
A general motivation is to answer the question of whether or not there are any signatures
of this QPT, which is mainly a theoretical issue due to the requirement of T = 0 and infinite
system size, both of which are impossible in practice. For the effect of temperature, some
intuition can be provided by considering the T > 0 SF–MI crossover in the BHM, which
results in a smooth change of κ from nearly incompressible to compressible. The proposed
character of SF puddles within the BG phase imply that the MI–BG will show similar
behavior for T > 0. This is also consistent with the simple picture for the effect of disorder
and temperature described previously. For finite system sizes, a similar smoothing of the
discontinuous compressibility transition at T = 0 is also expected to occur. This happens
because the disorder potential will only produce Griffiths regions for a fraction of finite-sized
samples. Averaging the compressibility over all realizations will smooth the discontinuous
kinks for the cases where Griffiths regions occur. If a signature of the QPT is present, we
are interested in characterizing how the observed behavior of compressibility is affected by




With the 87Rb apparatus, we are primarily focused on investigating the quantum behavior
of strongly interacting bosons moving on a lattice. In particular, this experiment probes
the interplay between strong interactions and disorder. The paradigm for understanding
this combination of ingredients in a system of bosonic particles is the DBHM. Solving the
Schrödinger equation for this model over the entire parameter space of kinetic, interac-
tion, and disorder energy scales is an open problem that is exceptionally difficult due to its
many-body nature. However, progress can still be made using numerical simulations and by
considering certain limits and approximations.
The inhomogeneous DBHM is described by the Hamiltonian in Eq. 1.33. To make this
problem more tractable, we solve the Schrödinger using approximations. These solutions
help guide our experimental investigation and provide predictions to compare against our
observations. The first approximation we use is the Gutzwiller variational wavefunction,
which is equivalent to SDMFT. The other is the atomic limit, where the kinetic energy
term is completely negligible. Finally, QMC calculations are utilized by our collaborators
to numerically verify the equivalence of the Gutzwiller wavefunction and the atomic limit in
the parameter regimes explored in this thesis.
3.1 Atomic Limit
The atomic limit takes t → 0, meaning the kinetic energy can be ignored. This limit is
relevant because the temperature and interaction regime of our experiment is such that
t < T < U . For the lattice depths used in the experiment, t/U ≤ 12.4 according to Eqs.
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1.30-1.31. We estimate the entropy of our system using a method described in §3.1.2. The
corresponding temperature at n = 1 satisfies t/(kBT ) ≈ 25 for the largest tunneling energy.






n̂i(n̂i − 1) + (εi + Ω2r2i )n̂i
]
, (3.1)
is site-decoupled since particles have no kinetic energy to move between sites, where Ω2 =
mω2/2, m is the particle mass, and ω is the trap frequency. The probability distribution of





As previously discussed in §1.2.5, site dependence in U is present as a result of employing
laser speckle for the disorder potential. The spread in the distribution of U is small compared
to εi and is ignored in our calculations. Since Eq. 3.1 is diagonal in the Fock basis |n〉 of n
particles per site, the full many-body wavefunction is a product of individual wavefunctions













respectively, in this limit.
3.1.1 Statistical Mechanics in the Atomic Limit
For the BHM with or without disorder, n is determined by t, U , and the chemical potential µ.
To make comparisons to measurements, we treat our physical system in the grand-canonical
ensemble in order calculate the total particle number N and the fraction of particles on




n̂i(n̂i − 1) + (εi + Ω2r2i − µ)n̂i (3.5)
for each lattice site. For T = 0, we can calculate the expectation value of Eq. 3.5 with
respect to each Fock state to obtain the energy eigenvalues. The state with the minimum











where Mni=2 is the number of lattice sites with ni = 2. Since the system is finite, disorder
averaging over many realizations is necessary to reduce statistical fluctuations in the calcu-
lated values due to the finite-sized sampling of the disorder distribution.
Incorporating finite temperature is also necessary to accurately compare with experi-
ments. Extension to T > 0 is accomplished using basic statistical mechanics. We must use
Boltzmann factors and the grand-canonical partition function to calculate thermal expecta-




exp(−β[Uni(ni − 1)/2 + (εi + Ω2r2i − µ)ni]), (3.8)
where β = 1/(kBT ) and kB is the Boltzmann constant. Along with N and D, we are inter-
ested in the entropy-per-particle S/N . Unlike condensated matter experiments, which are
in contact with a temperature bath, our experiments take place in an isolated environment.
To a good approximation, neither energy nor particles are exchanged with the environment.
Instead, we assume that our experiments occur at fixed S/N . Using Eq. 3.8, the site density























ni[U(ni − 1)/2 + εi + Ω2r2i − µ] exp(−βni[U(ni − 1)/2 + εi + Ω2r2i − µ])
ZGi
, (3.11)
respectively. Finally, by summing Eqs. 3.9-3.11 over all sites in the lattice we obtain the




















3.1.2 Determining Entropy and the Trap Frequency
Ultimately, knowledge and control of the density is crucial for this experiment because the
MI only exists at specific values of n. Since we cannot measure density directly, it must
be inferred using statistical mechanics in the atomic limit. We rely on the atomic limit to
provide predictions based on the assumption that the effects of tunneling should have negli-
gible impact since t/U  1 and we are interested in the MI. As it turns out, the S/N of our
system is such that t/T  1 as well, making t the smallest energy scale, and further validates
the use of the atomic limit. We implement a procedure involving quantitative comparison
between predictions and measurements of N and D at constant S/N and ω. This is done to
calibrate the values of S/N because they cannot be measured directly.
In a bare harmonic trap without a lattice, the typical procedure for determining ω is to
measure the period of oscillatory motion exhibited after imparting a small center-of-mass
momentum. Likewise, a standard procedure for determining S is through its dependence
on T . This is typically determined by measuring either the condensate fraction or rate
47
of expansion during TOF, and utilizing statistical mechanics. The strong interactions re-
sulting from the introduction of the lattice potential both prevents the atoms from moving
in the MI phase and prevents us from determining the connection between thermodynamic
variables and our observables. Thus, our techniques for measuring ω and T fail in the lattice.
The measurements taken to calibrate S/N and ω are the value of D over a large range
in N at ∆ = 0, which corresponds to sampling a range of µ approximately from the vacuum
through the second MI lobe. The density then varies in the range 0 < n < 3. This is done
to observe the full behavior of D from 0 to Dmax. To calculate N , D, and S/N using Eqs.
3.12-3.14, we first start with a 3D grid of lattice sites. The size of this grid is chosen such
that the density at the outermost sites is less than 10−9. A grid of 20× 20× 20 lattice sites
is sufficient for the parameters relevant to this thesis. We also need to truncate the sum over
the site occupation number n. The maximum occupation nmax is chosen to be much larger
than the average density. It is sufficient that nmax = 10 for the parameters relevant to this
thesis.
Figure 3.1: Plot of measured and predicted values for D. The black points are the observed
D and N at ∆ = 0 and s/ER = 20 where U/ER = 0.52. The blue curve is the predicted D
after the calibration procedure resulting in S/N = 0.84kB and ω/(2π) = 109 Hz.
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In order to calculate the right-hand side of Eqs. 3.12-3.14, it is necessary to determine
the correct value of T . We first specify the target entropy-per-particle (S/N)target and trap
frequency ωtarget. A single value of µ can be selected from a list over a sufficient range,
leaving T as the remaining free parameter. We compute a cost function
C1(T ) = |(S/N)rhs − (S/N)target|2, (3.15)
where (S/N)rhs is the right-hand side of Eq. 3.14. The correct value of T minimizes Eq.
3.15. With T computed for each µ in the appropriate range, we can compute the results of
Eq. 3.12 and Eq. 3.13. The predicted dependence of D for a continuous range of N at con-
stant S/Ntarget and ωtarget was inferred using interpolation using the Wolfram Mathematica
Interpolation function. This procedure is repeated for various choices of S/Ntarget and ωtarget.
Finally, the measured N and D are compared to predictions in the S/N and ω parameter
space. The values for experimental entropy-per-particle (S/N)exp and trap frequency ωexp





where Di and Ni are the measured values of D and N in observation i, respectively, and
DS/N,ω is the interpolation function for the predicted behavior of D in the atomic limit. The
values for (S/N)exp and ωexp are determined by finding the minimum of the Eq. 3.16. This
is accomplished by fitting a paraboloid of the form
z =








to Eq. 3.16 using least-squares minimization. The parameters xc and yc yield (S/N)exp and
ωexp.
3.1.3 Behavior of Double Occupancy
It is instructive to compute D as a function of N in order to build intuition for how S/N
and ω affect the behavior of D. Two cases are considered: where ω is fixed and we produce
various curves of D as a function of N at constant S/N and vice versa. The plot in Fig.
3.2 shows D for various of S/N at fixed ω. There are two features of note. The first is that
the maximum value of D, Dmax, that is attained increases with increasing value of S/N .
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Figure 3.2: Plot of D as a function of N for various values of S/N . Here, s/ER = 20
corresponding to U/ER = 0.52 and ω/(2π) = 109 Hz.
Increasing N from N = 0 and following as D → Dmax corresponds to µ approaching the
〈n〉 = 2 Mott lobe from below in the T = 0 phase diagram. However, thermally induced
density fluctuations destroy double occupancies at finite S/N , and the observed D will be
suppressed compared to D at T = 0. This effect is more severe for larger S/N since thermal
fluctuations are larger. The second feature is that the onset of D > 0 is suppressed to larger
values of N for decreasing S/N . Here, thermal fluctuations produce thermally excited double
occupancies for µ in the vicinity of the 〈n〉 = 1 Mott lobe. For decreasing S/N , thermal
fluctuations are reduced and 〈ni〉 = 1 (for sites i near the system center) persists to larger µ
before thermally induced double occupancies appear.
The plot in Fig. 3.3 shows curves of D for various value of ω at fixed S/N . There are
three features to note here. The first is that Dmax does not depend on the value of ω. This is
expected since thermal fluctuations should not depend on the spatial extent of the system.
The second is that the rate at which D → Dmax increases for increasing ω. This happens
because µ increases faster for sites away from the center which increases the number of sites
that are less energetically accessible. The volume is then effectively reduced and thus the
density increases at fixed N . The third is that the onset of D > 0 goes towards smaller
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Figure 3.3: Plot of D as a function of N for various values of ω. Here, s/ER = 20 corre-
sponding to U/ER = 0.52 and S/N = 0.4kB.
values of N for increasing ω, which follows the same reasoning just described.
This observation of the effects of S/N and ω in Fig. 3.2 and Fig. 3.3 strongly influenced
the experimental data that was obtained for the purpose of constraining (S/N)exp and ωexp.
Since S/N and ω can affect the behavior of D in similar ways, it is difficult to constrain
(S/N)exp and ωexp using data within a limited window in N that captures only a small seg-
ment of the entire behavior of D between D = 0 and Dmax. Thus, it is necessary to measure
D over a large enough range in N to observe the onset of finite D, along with onset and
achievement of the saturation of D = Dmax. This helps particularly with constraining the
value of ωexp. Other the other hand, observing Dmax is not sensitive to ω and is important
for constraining (S/N)exp.
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3.2 Gutzwiller Variational Wavefunction and
Site-Decoupled Mean-Field Theory
From the atomic limit, we can take a step closer to the complete description of the system by
using an approximation to the that allows us to reintroduce tunneling in a computationally
tractable way. Perhaps the most common is the Gutzwiller variational wavefunction [56, 57],











where |i〉 is the wavefunction on site i and cn are the variational coefficients. Recall that the


















We can calculate the matrix elements of Eq. 3.19 using the Gutzwiller wavefunction |Ψ〉 =∏
j |j〉 = |ψ〉|s〉 where j and s are site indices and |ψ〉 is the product of wavefunctions on all
sites excluding s.
The matrix elements take the form
〈Ψ′|ĤBH|Ψ〉 = 〈r|〈ψ′|ĤBH|ψ〉|s〉
= Hconst + Hs + Hcoup (3.20)
for sites r and s. The first term is a constant energy offset on each site and effectively serves
as a reference energy. The second term is the density-dependent energy stemming from the




ns(ns − 1)− µns. (3.21)












This term contains the coupling between nearest-neighbor sites through the expectation
value of the boson field operator αj = 〈b̂j〉 = 〈ψ′|b̂j|ψ〉.









in the tunneling term, where the first and second terms in Eq. 3.23 are the mean field and
fluctuations, respectively. We obtain







by expanding the tunneling term of Eq. 3.19 using Eq. 3.23, removing fluctuations of






i 〉. The similarity of this term to the coupling
term in Eq. 3.22 shows the Gutzwiller ansatz for the wavefunction and the mean-field treat-
ment of the boson field operators are identical approaches. They are also considered to be
strong-coupling expansions since we are considering perturbations about the mean field in
the tunneling term. The result in Eq. 3.24 implies that the validity of this approximation is
in the limit of δb̂i/〈b̂i〉  1 for low T . This is best satisfied when 〈n〉  1 or when δb̂i  1
as for MI states. For 〈n〉 ≈ 1 in the SF regime, we can expect significant deviations from
more exact theories [55]. In general, this is a good approximation when the U and/or kBT
energy scales dominate over t.
The quantity αi is the local superfluid order parameter. For an inhomogenous system, we
use the LDA where µi = µ− Ω2r2i , which treats the spatial variation of the site occupation
energy as a local chemical potential and necessarily results in spatially varying α. The local
chemical potential ranges from µmax = µ at the trap center, where µ is the global chemical
potential that would yield a density in the homogeneous system equal to the density at
the trap center for identical t/U , to µmin where the density vanishes at T = 0. Under
the assumption that the phase present on a site with chemical potential µi corresponds to
the phase that would be present in a uniform system with the same value of the chemical
























where z is the coordination number equal to the number of nearest neighbors.
In this case, we can consider Eq. 3.25 for a single site and calculate matrix elements in
the Fock basis of occupation numbers. To avoid calculating an infinite number of matrix
elements, we truncate the basis at an occupation number ntrunc much larger than the average




n(n− 1)− µin+ α2i , (3.26)
while the only off-diagonal elements are




〈n|ĥi|n− 1〉 = −ztα
√
n, (3.28)
which connect Fock states with a difference of occupation numbers equal to unity.
3.2.1 Statistical Mechanics with the Gutzwiller Wavefunction
We must use an iterative procedure to find a self-consistent solution for αi in Eq. 3.25 as
follows:
1. Choose an initial value α = α0.
2. Diagonalize ĥi with α0 to obtain the ground eigenstate |Ψ0〉.
3. Update α.
(a) For T = 0, calculate α1 = 〈Ψ0|b̂|Ψ0〉.







4. Repeat the previous two steps using αi−1 to calculate αi.
5. Stop when |αi−1 − αi| ≤ τ where τ is a chosen tolerance.
The value of τ is typically chosen in the range 10−6 − 10−3 and the procedure converges in
all cases since a solution is achieved in a finite number of iterations. With a self-consistent
solution for αi, various properties of the system can be calculated as a function of t, U , and
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µ. The density and entropy on each site are given by





















Expressions for N and S/N from ni and si can be calculated in a similar manner as in Eqs.
3.12-3.14 after finding the self-consistent solution for αi for all µi. We can also calculate the










captures the response of the total particle number to changes in the local chemical potential
on site i µi. The notation 〈Ô〉 represents the thermal expectation value of the operator Ô.
The compressibility in Eqs. 3.31-3.32 are ideal for distinguishing local phases because it
contains information on density correlations [25, 95]. Using the Gutzwiller wavefunction,







〈n̂2i 〉 − 〈n̂i〉2
)
(3.34)
The definition in Eq. 3.34 is attractive because it avoids computing derivatives. The results
of Eqs. 3.29, 3.30, and 3.34 are used to generate the plots of density, entropy, and compress-
ibility in §2.3.
Including disorder is relatively straightforward. As experimentalists, we typically only
deal with the case of disorder in the site occupation energies as a first approximation when
performing computations. Values for the random on-site occupation energies are obtained
according to the disorder distribution of interest. For our experiment, we use
εi = −∆ξi, (3.35)
where ξi is random variate from the exponential distribution e
−ξi . We assume the LDA is
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still valid and proceed in the same way as the inhomogeneous case. Recall again that disor-
der averaging is required since the system is finite.
3.2.2 Phase Boundary
The phase boundaries in the ground state can be determined by treating Eq. 3.25 pertur-
batively in α using Fock states as the basis. Since the mean-field tunneling term is linear in
b̂i, only even perturbation orders will contribute to the energy correction. The form for the
energy correction will then be
En = C +R|α|2 + O(|α|4). (3.36)
According to the Landau theory of phase transitions, by minimizing Eq. 3.36 with respect
to α, non-trivial solutions for the order parameter can be obtained. This corresponds to


























Setting R = 0, we determine solutions for µ/U , which identify the phase boundaries between



















The phase boundaries are plotted in Fig. 3.4 in the µ/U -t/U plane for the 3D system where
z = 6.
3.3 Quantum Monte Carlo
The most advanced theoretical technique for studying the underlying physics of the DBHM
is QMC. This is a numerical method that treats the Hamiltonian exactly and only suffers
from statistical sampling errors, which can be sufficiently suppressed through averaging. It
has been successful in predicting the properties of various BHMs including clean [48, 49,
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Figure 3.4: Plot of the phase boundaries of the BHM from a second-order perturbative
treatment of the tunneling term in Eq. 3.25.
52–54], disordered [24, 47, 130], inhomogenous [98, 99], and finite-temperature systems [46,
48, 131]. Employing this technique requires specialists due to its complexity, and thus the
details will not be given here. QMC calculations are performed by the research group of
Prof. Vito Scarola at Virginia Tech in supporting theoretical work for the measurements in
this thesis to verify the applicability of the approximate methods in the previous sections to
the relevant parameter regimes explored.
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Chapter 4
Compressibility of a Disordered
Mott-Insulator
This chapter focuses on the results of the experiment probing the disorder-driven MI–BG
QPT. In the case of 3D systems, lack of experimental investigations and the inaccessibility
of the transition to numerical calculations make it the least understood region of the phase
diagram in terms of direct quantitative studies. Our motivation for this experiment was to
complement the largely theoretical basis for this phase boundary with measurements and
contribute to the completeness of our understanding of the ground-state phase diagram.
More generally, quantum simulation experiments like this are important because they act
as an ideal testbed of certain models where the results of measurements are used to place
important constraints on proposed theories.
4.1 Overview
We measured the compressibility in the system center at finite temperature T and a filling
of n ≈ 1 over a range of disorder strength ∆ at fixed values of the interaction-to-tunneling
energy ratio U/t. We observed a small, constant compressibility for small disorder and
increasing compressibility for large disorder. This behavior is consistent with a disorder-
driven crossover between the thermal counterparts of the quantum MI and BG phases. We
verified this by extracting a “threshold disorder” required to affect the onset of increasing
compressibility and making quantitative comparison to predictions from our collaborators
in the theory group of Prof. Vito Scarola at Virginia Tech.
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The ground-state phase diagram for the uniform system at a density n = 1 calculated
using QMC in Ref. [47] is shown in Fig. 4.1. We focus on the large U/t regime where
the relevant phases are the MI and BG. To briefly summarize the previous discussion in
§2.1.1, these phases are distinguished by their excitation energy gap. The MI has a finite gap
where doublon (double occupancy) and holon (vacancy) pairs are the low-energy excitations.
In contrast, the BG excitation spectrum is gapless where the low-energy excitations are





where µ is the chemical potential, because excitations correspond to density perturbations.
For small changes in µ, the gap determines the behavior of the density. The presence of a
gap suppresses density perturbations and produces an incompressible phase (the MI), while
a compressible phase (the BG) results from a gapless spectrum.
Figure 4.1: Phase diagram for the 3D DBHM from the authors in Ref. [47] for T = 0 and
n = 1. The SF–BG boundary is the result of a QMC calculation and the error bars represent
the statistical uncertainty. The theoretical MI–BG boundary is based on the argument that
the transition occurs when the bound on the disorder potential exceeds the size of the
excitation gap. The boundary drawn here corresponds to the value of the gap.
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In this experiment, we have a finite-sized system and T > 0 due to non-negligible S/N .
For T > 0, the picture changes in two important ways: the MI, strictly a quantum (T = 0)
phase, is disrupted by thermal fluctuations. The QPT between these phases becomes a
crossover and discontinuous signatures of the QPT become continuous. The finite tem-
perature MI has finite compressibility caused by thermally excited particle-hole pairs and
smoothly transitions to increasing compressibility with increasing ∆ for the thermal BG.
While our goal was to be in the T → 0 limit, we are limited, most likely, by heating due to
off-resonant scattering from the lattice light and potential non-adiabaticity during prepara-
tion of the initial state in the disordered lattice. By comparing measurements of doublons
in the lattice to the prediction for doublons from an atomic limit (t = 0) calculation us-
ing identical parameters to the experiment, we estimate kBT/U ≈ 0.1. This also means
t/(kBT ) 1 for this experiment (see §3.1).
4.2 Measuring Core Compressibility
The goal of this experiment was to observe the onset of finite compressibility with increasing
∆ by measuring changes in n. Specifically, we measure the core compressibility ratio (see







where κc, κ, D and N are the core compressibility, total compressibility, number of double
occupancies and the total particle number, respectively. This quantity accurately tracks the
character of the compressibility for the phase occupying the system center. While κ is always
finite because the density gradually vanishes near the edge, when the core is incompressible
we have κc/κ = 0 and when the core is compressible we have κc/κ > 0. It also has two other
particularly desirable qualities.
First, the core compressibility ratio relates changes in n to changes in N instead of µ.
Experiments generally lack a “knob” giving direct control over µ. Instead, µ (and T ) is
typically obtained by determining the value which matches the measured S/N and N within
a lattice-based theory with experimental parameters as inputs. Conversely, N is controlled
directly in our experiment by tuning the evaporation parameters via varying the initial trap
depth through the power of the trap laser, and is readily measured and calculated using
standard experimental techniques. Second, it is sensitive to the physics at the center, where
the density profile resembles that for a uniform system, by relating the core compressibility
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to double occupancies. As discussed previously in §2.2, our physical realization of the DBHM
results in a density profile which is maximal at the center (n = 1 in this case) and drops
to zero at the edge. Within the LDA, this occurs due to a slowly decreasing local chem-
ical potential for lattice sites progressively farther from the trap center and results in an
inhomogeneous density profile due to a spatially varying distribution of phases. The spatial
distribution of phases also gives rise to spatially varying compressibility between the center
and the edge. By measuring a local compressibility, we can isolate and study the effects of
disorder on the MI.
The remaining ingredient in this measurement is D. Accessing the in situ density is
complicated due to the presence of an inhomogeneous density profile and the column in-
tegration performed on the 3D system as it is projected onto a 2D plane during imaging.
This has the effect of averaging the density making it difficult to quantify doublons. In this
experiment, we employ spin exchange, where pairs of atoms on the same lattice site undergo
collision-induced oscillations between spin states [84, 132, 133]. Since the interaction poten-
tial between two atoms preserves the total magnetization M (see Eq. 1.25), the spin states
accessible through collisions must satisfy m1,init + m2,init = m1,final + m2,final, where the m
denote the magnetic quantum numbers of each atom in the initial and final spin states. In
this experiment, we prepare the atoms in the |F = 2,mF = −1〉 hyperfine ground state.
This makes the two-atom initial state |2,−1〉⊗|2,−1〉 and the total magnetization M = −2,
which restricts the two-atom final state to |2,−2〉 ⊗ |2, 0〉.
The spin dynamics during the oscillation can then be described by a two-level system
using the Rabi rate Ω and detuning δ. The Rabi rate and detuning are determined by ma-
trix elements of the two-body interaction potential involving the initial and final two-atom
states, with the detuning containing an additional term given by the difference between the
initial and final state energies in a static magnetic field [133]. The lowest order contribu-
tion to the detuning is given by the second-order Zeeman shift, making it quadratic in the
magnetic field, because all two-atom states feel the same first-order Zeeman shift in a low
magnetic field. By using a small static magnetic field, we achieve the effective on-resonance
condition of δ/Ω  1 resulting in a peak amplitude at the oscillation π-time tπ that is ap-
proximately 97% of the on-resonance amplitude. Shown in Fig. 4.2 is the fraction of atoms
in |2,−2〉⊗ |2, 0〉 f for various hold times thold in the small magnetic field. This technique is
advantageous because it enables the measurement of N and D from the same sample, which
significantly reduces the number of samples required to quantify them with sufficiently small
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Figure 4.2: Plot of the observed spin exchange oscillation for N ≈ 40000 atoms.
uncertainty.
4.3 Experiment
To perform this measurement, we prepare nearly pure BECs of 87Rb atoms in the |1,−1〉
hyperfine ground state using a hybrid magnetic quadrupole-optical dipole trap. The diagram
in Fig. 4.3 shows the timing of the major components of the experimental sequence. We
adiabatically load the BEC over 100 ms into a 3D cubic disordered optical lattice at varied
lattice depth s and ∆. After a static hold of the lattice and disorder potentials for 2 ms, we
ramp to a 40 ER lattice in 0.5 ms to halt any dynamics and project the site density onto
the Fock space of site occupation numbers. We then prepare a magnetic field for controlling
the spin exchange process. This consists of sequentially ramping on a homogeneous bias
field, ramping off the quadrupole field and ramping a gradient field over a total 50 ms. The
homogeneous bias field acts as the switch for initiating spin exchange, and the gradient field
cancels a stray vertical magnetic field leaving a small residual field B ≈ 0.35 G during spin
exchange. We perform adiabatic rapid passage over 5 ms using a microwave field to transfer
the atoms to |2,−1〉 state for spin exchange. The bias field is then snapped off and spin ex-
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change occurs for tπ. Finally, an absorption image is obtained after releasing the atoms from
all trapping potentials and separating the spin states by utilizing Stern–Gerlach during TOF.
The image data is first defringed in order to improve the signal-to-noise ratio (SNR) of
the optical density using a similar procedure as in [134] and summarized below. Images are
composed of three frames: the dark frame ΦD, the light frame ΦL, and atoms frame ΦA (see
§1.2.6). First, an orthonormal basis of the ΦL is formed by numbering the images from 1 to
i, where i is the number of images, and computing
~Ol = ~ΦL,l −
∑
j<l
|~ΦL,l · ~ΦL,j|~ΦL,j, (4.3)
where ~Ol is a frame in the orthonormal basis represented as a 1D array of pixel values, ~ΦL
represents the array of pixel values obtained from flattening the 2D ΦL, and j, l ∈ [1, i].
Next, the cloud in each ΦA is masked by setting the pixel values in a rectangular region
covering the extent of the cloud to zero, and an optimal background frame ΦB is generated





|~ΦA,l · ~Oj| ~Oj, (4.4)
where ~ΦB is the optimal background frame represented as a 1D array of pixel values and ~ΦA
is the array of pixel values obtained from flattening the 2D ΦA. Finally, an optical depth
image is formed using the ΦD, ΦB, and ΦA. After defringing, we proceed to determining N
and D.










where N|2,m〉 is the number of atoms in the |2,m〉 hyperfine ground state. To quantify the
population of atoms in each spin state, we employ a method developed to increase the SNR,
especially at low D. First, we use least-squares minimization with a 2D gaussian function to
separately fit the regions containing the |2,−2〉 and |2, 0〉 populations. For each region, we




















































































s (ER) U (ER) t/U (10
−3) (S/N)exp (kB)
16 0.43 12.4 0.71 ± 0.1
20 0.52 4.8 0.84 ± 0.1
25 0.63 1.7 0.71 ± 0.1
Table 4.1: Relevant energy scales in the experiment. (S/N)exp is computed from a simulation
using the atomic limit with identical experimental parameters. The method for determining
(S/N)exp is described in §3.1.2.
obtained from fits to high SNR clouds. When |sx− sx| ≤ 2 and |sy− sy| ≤ 2 (units of pixels)
simultaneously, we use pixel summing to determine the cloud atom number. Otherwise, we
pass the region to a machine learning image classifier which returns the probability that the
region is empty Pe. We compare Pe to a threshold probability Pth. For Pe ≥ Pth, we classify
the region as empty and the cloud population is set to zero. For Pe < Pth, we classify the
region as containing an atomic cloud and the population is determined by pixel summing.
The initial step comparing sx,y to sx,y is performed in order to mitigate misclassification.
The population in the |2,−1〉 cloud is always determined by pixel summing since the SNR
is always large. Detailed information about the image classifier and analysis method is con-
tained in the Appendix.
Double occupancy data for s/ER = 20 and ∆/ER = 0, 0.16 are shown in Fig. 4.4. For
small ∆, we observe D = 0 for low N and increasing N is accompanied by increasing D. This
behavior is consistent with a low-temperature MI. Doublons are exponentially suppressed
with T for n ≈ 1. We determine the experimental entropy-per-particle (S/N)exp and lat-
tice trap frequency ωexp as the best fit values for minimizing the squared error between the
measured value of D at ∆ = 0 over a wide range in N to its predicted value for identical
parameters in the atomic limit. We find our (S/N)exp is such that D → 0 for n ≈ 1 in the
system center. The values of U and (S/N)exp for each s are shown in Table 4.1. Further
increasing N causes n to increase because of the overall harmonic trapping potential and
thermal energy. For T = 0, additional atoms will occupy sites at the system edge because of
the strong repulsive interactions. However, these atoms pay an increasing occupation energy
as the atoms occupy sites farther from the center. When the occupation energy exceeds the
interaction strength it becomes energetically favorable to create a doublon. Simultaneously,
as n→ 1 the probability of generating thermally-excited doublons increases. Therefore, for
n > 1 in the system center D, must also increase.
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Figure 4.4: Plot of the measured D at s/ER = 20 for ∆/ER = 0 (top) and ∆/ER = 0.16
(bottom). The black points are the experimental data points. The red lines is the result of
the linear fit to the data in the region |N1−N | ≤ 1000 and the light red shaded band is the
68% confidence interval from the fit.
For large ∆, the region of suppressed D has almost completely vanished. Instead, we
observe increasing D even at n = 1. This consistent with the disruption of the gap with
increasing disorder in the system which coincides with the argument for the mechanism of
the MI–BG QPT at T = 0 where regions extreme values of the εi compensate for excitation
gap causing tunneling, and thus the formation of doublons, to become energetically favor-
able. For T > 0, thermal fluctuations also produce doublons. First considering fixed T , the
reduction of Egap due to the disorder produces greater thermal fluctuations, increasing the
likelihood of the occurrence of doublons. This can be seen by considering the Boltzmann
factor for the first excited state e−Egap/(kBT ) in computing the thermally averaged density.
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Second, the disruption of the gap facilitates a redistribution of entropy from the edge to the
center, similar to the clean system as shown in §2.3, and the temperature increases due to
adiabatic heating [135], which further increases the likelihood for generating doublons.
4.4 Results
Images are obtained for a range of ∆ at s/ER =16, 20, 25. After extracting N and D as
described above, we perform fitting using least-squares minimization with a linear function
(y = mx + b, where m and b are the slope and y-intercept, respectively). The range of N
included in the linear fit corresponds to |N − N1| ≤ 1000, where N1 is the particle num-
ber corresponding to n ≈ 1. Since the disorder potential biases the chemical potential by
approximately ∆, we use N1 = N(µ = U/2 + ∆), where µ = U/2 (at ∆ = 0) is the median
value of the chemical potential for the n = 1 MI lobe in the t = 0 limit. The value for N1
is computed using the atomic limit given U , ∆, S/Nexp and ωexp. The values (S/N)exp and
ωexp are determined using an analysis method described in §3.1.2. For our measured value
of κc/κ, we take ∂D/∂N as the slope from the linear fit. A typical curve of the measured
∂D/∂N as a function ∆ is shown in Fig. 4.5. We observe constant, suppressed core com-
pressibility for small ∆ and increasing ∂D/∂N by up to a factor of 10 for large ∆ compared
to the value at small ∆.
The initial state in the system center is a low-entropy MI with a small, thermally acti-
vated compressibility, which is robust to disorder for small ∆. As ∆ increases further, the
gap is disrupted to the point where the compressibility rises, as signified by the proliferation
of doublons in Fig. 4.4. We argue that this behavior is consistent with a crossover between
the thermal counterparts to the MI and BG phases. While the above explanation for the
activation of doublons and hence compressibility is based on the effect of thermal fluctua-
tions, it is ultimately the disorder potential and its effect on the MI gap which drives them.
Destruction of the gap due to disorder is the proposed mechanism for the MI–BG transition
and suggests that the crossover behavior of ∂D/∂N observed in Fig. 4.5 is a remnant of the
QPT surviving to finite T . This hypothesis can be further supported by considering how
the behavior should change based on U since it is the energy scale that largely determines
the size of the gap. If the underlying physics is the disruption of the gap due to disorder,
then the region of suppressed compressibility will persist to larger values of ∆ for increasing
U because the gap will also increase, which pushes the MI–BG phase boundary to larger ∆
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Figure 4.5: Plot of ∂D/∂N for s/ER = 20. The black points are the slopes from linear
fits to the measured D such as the data shown in Fig. 4.4. The error bars show the
68% confidence interval from the linear fit. The data implies constant κc/κ within our
experimental resolution for small ∆. This behavior is observed for each s. The red line is a
fit to the piecewise linear function shown in Eq. (4.7) and the red shaded region is the 68%
confidence interval.
at T = 0.
This sets the goal of characterizing how the behavior of the measured ∂D/∂N depends
on ∆ for each U . Since the experiment takes place above the low-T limit, the expected
compressibility behavior is a smooth crossover. This lends to fitting the data to a smooth
curve and using the resulting best fit parameters to characterize the ∆ dependence. However,
appropriate smooth curves have too many parameters, resulting in large uncertainties in
their best fit values. We are limited by our SNR to distinguish when ∂D/∂N begins to rise
significantly above the baseline level at small ∆. Thus, we fit the data using least-squares
minimization with a piecewise linear function of the form
fPWL =
c for x < ∆thmx+ b for x ≥ ∆th , (4.7)
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where ∆th is the disorder strength beyond which ∂N/∂D begins to increase. The shape of
this curve is imperfect given the smooth behavior of a crossover, but the ∆th parameter is a
straightforward way to characterize and compare the ∆ dependence of ∂D/∂N . The result
of this analysis is shown in Fig. 4.6, where the experimental threshold disorder ∆expth data
points are plotted versus U . The data shows that the amount of disorder required to alter
the small-∆ compressibility grows with increasing U . This is similar behavior to what is
expected to occur for the T = 0 case.
Figure 4.6: Plot of ∆th for the values of U probed in the experiment. The black points are
the ∆expth extracted from data such as in Fig. 4.5. The blue line is the theory prediction
∆predth based κc/κ predictions in the atomic limit. The light blue shaded region indicates the
68% confidence interval.
To make quantitative comparison to the data, our theory collaborators Mi Yan and Vito
Scarola at Virginia Tech calculated the core compressibility by numerically simulating the
DBHM with the same experimental parameters. First, they compare predictions using the
atomic limit (t → 0), Gutzwiller/SDMFT and QMC using the stochastic series expansion
method with non-local updating and find agreement between all theories for the parameter
regimes of this experiment. From here, they continue with the atomic limit and calculate
κc/κ for various values of S/N at fixed U . We use parametric boostrapping as a way to
simulate our experiment using their predictions. This involves assuming that the atomic
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limit gives the correct behavior of the core compressibility and sampling that behavior ac-
cording to the uncertainty in the experimental data. A single run of the simulation involves
sampling the predicted κc/κ at similar ∆ as the experiment to generate a simulated curve
for the measured core compressibility.
The simulated data at each ∆ has a value and error bar that is generated based on the
predicted κc/κ and statistical uncertainty present in our measurement of ∂D/∂N . We fit
the simulated data with the same piecewise linear function in Eq. 4.7 and average the in-
dividual realizations to determine the entropy-dependent threshold disorder in the atomic
limit ∆ALth (S/N). This is shown in Fig. 4.7. We perform a linear fit to the simulated data
for similar S/N as in the experiment using least-squares minimization. As S/N → 0, the
compressibility exhibits sharp behavior (but not perfectly sharp) at ∆ = U/2. As a con-
sistency check on our simulation, we compare ∆ALth (S/N = 0) to U/2 (see Table 4.2) and
find reasonable agreement for s/ER=20, 25. A significant discrepancy is observed for s/ER
= 16. Note that the sharp behavior at ∆ = U/2 is an artifact of the atomic limit. As
S/N → 0, and especially for t/U near (t/U)c, the assumption that tunneling is negligible
becomes increasingly worse since T < t.
We compare our measurement to theory predictions at the average entropy-per-particle in
the experiment (S/N)avg = (0.75± 0.06)× kB. The predicted threshold disorder is obtained
using ∆predth = ∆
AL
th ((S/N)avg) for the curves at each s in the experiment. The uncertainty
comes from product of the slope from the best-fit line to ∆ALth and the uncertainty in (S/N)avg.
The results are shown as a solid line in Fig. 4.6. We find agreement with the experimental
data, which supports the argument that the disruption of the gap by the disorder potential
drives the crossover from a nearly incompressible thermal MI to a compressible thermal BG.
We have not explored the cause of the discrepancy between the experiment and theory at
the lowest U in depth, but we have identified two possible explanations. The first is that the
actual S/N for the experimental data is larger than calculated, meaning that it would be
more appropriate to compare to theory at larger S/N . From Fig. 4.7, this would lower the
predicted ∆th and result in a smaller discrepancy. It is also possible that for smaller U/t,
tunneling has a significant effect on the disruption of the MI and resulting behavior of the
compressibility that the atomic limit fails to capture.
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Figure 4.7: Plot of ∆ALth versus S/N for s/ER = 16 (top), s/ER = 20 (middle), and s/ER = 25
(bottom). The black points are the results of simulations at each S/N in the vicinity of the
(S/N)exp used for the atomic limit calculation. The relationship is approximately linear and
the error bars are about the size of the points. The solid red line is a linear fit to the black
points and the light red shaded band shows the 68% confidence interval. The dashed red
line shows the intercept. Table 4.2 shows the comparision between the intercepts and U/2.
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s (ER) U/2 (ER) ∆
AL
th (S/N = 0) (ER)
16 0.22 0.27 ± 0.01
20 0.26 0.29 ± 0.01
25 0.32 0.34 ± 0.02
Table 4.2: Comparison of ∆ALth in the limit of zero temperature to U/2 at each lattice depth
in the experiment.
4.5 Outlook
The original goal of this experiment was to observe the low-temperature compressibility be-
havior of the DBHM in the strongly interacting regime to provide physical evidence for the
effect of disorder on the MI, particularly for a realistic system. However, the entropy we
were able to obtain was (S/N)exp ≈ 0.75kB. While this yields a low-entropy, nearly incom-
pressible MI in the system center for small ∆, the disorder potential gradually compromises
the gap resulting in larger thermal fluctuations and leads to entropies that are too large to
observe the compressibility behavior for the low-temperature BG. The central S/N in the
experiment is shown in Fig. 4.8. A calculation of the critical entropy-per-particle (S/N)c for
the existence of a low-temperature BG at U/ER = 0.52 by our theory collaborators using the
Gutzwiller wavefunction shows that (S/N)exp ≤ 0.06kB is necessary at finite ∆, as shown in
Fig. 4.8. To satisfy this in our experiment, we are required to achieve (S/N)exp ≤ 0.034kB
at ∆ = 0. This corresponds to preparation of a BEC with condensate fraction greater than
99% in the harmonic trap [44], assuming completely adiabatic loading into the disordered
lattice and no heating from the lattice and disorder beams. As such, this is beyond the
capabilities of most experiments. This relatively miniscule S/N is required due to the severe
effect of disorder-induced adiabatic heating, which causes an almost 10-fold increase in the
central S/N in our experiment.
In summary, we extracted the finite-T core compressibility, Eq. (4.2), by finding the slope
of the measured D at various ∆ for fixed U/t. We observe constant, near-zero D for small ∆
and increasing D for large ∆. In accordance with this observation, we find constant, nearly
incompressible behavior of the core compressibility for small ∆ and increasing behavior for
large ∆. This is consistent with the crossover behavior expected to occur at finite T . Limited
by our SNR, we analyze the data by fitting to a piecewise linear function, Eq. (4.7), in order
to characterize the disorder strength needed to significantly increase the core compressibility.
We compare this measured threshold disorder to theory by performing a bootstrapping
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Figure 4.8: Plot of S/N at the system center for the experimental data and (S/N)c for
the BG as determined by the Gutzwiller variational wavefunction. For ∆/U ≤ 0.1, the
experiment S/N is low enough to support a low-temperature BG, but adiabatic heating
increases the S/N in the system center above (S/N)c at the relevant ∆.
simulation to generate simulated data, and analyze it in an identical manner to obtain a
predicted threshold disorder. We find good agreement between theory and experiment. Even
though the temperature is significant, this still implies that the fundamental physics driving
the behavior of the compressibility is the interplay between disorder and the excitation gap,
and is in general support of the theoretical mechanism for the MI–BG QPT. To probe the
MI–BG transition in the low-temperature regime, extremely low entropies which test the




The work in this thesis contributes to our understanding of the interplay between disorder
and interactions in the disordered Bose–Hubbard model. We probed the Mott-insulator–
Bose-glass phase transition by measuring how disorder changes the compressibility. This
is accomplished with our apparatus for quantum simulation experiments employing 87Rb
Bose–Einstein condensates in a disordered optical lattice. Since it has been operating in
its current capacity for many years [24, 26–29], I developed and implemented new tools,
consisting of experimental techniques and data analysis methods, that made this experiment
possible.
En route to measuring the compressibility, our experimental toolkit was expanded to
include spin-changing collisions, first introduced and explored by other groups[84, 132, 133],
as a means of measuring double occupancy. While this is not new to the field, it is a marked
improvement over our group’s previous technique using light-assisted collisions, where near-
resonant light facilitates the rapid loss of atoms on doubly-occupied sites. Utilizing spin-
changing collisions instead is much more efficient and reliable since a single image can be
used to determine atom number and double occupancy simultaneously, bypassing the need
to infer these quantities separately from multiple images.
Using the measured double occupancy and the atomic limit (see §3.1.1), we developed a
method for determining the values for entropy-per-particle and trap frequency of the overall
harmonic confinement by measuring properties of the system in the lattice. This is an impor-
tant advancement since these quantities are typically inferred based on measurements before
the lattice is introduced. Additionally, the atomic limit is not computationally intensive, so
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specialists are not required to perform calculations. This method is ideal for a clean system
when the ratio of tunneling and interaction energies are well in the Mott-insulator regime.
It is possible that this method could also be extended to produce accurate estimates for the
entropy and trap frequency in the superfluid regime by predicting double occupancy using
the Gutzwiller wavefunction. The degree of success would depend on how well the Gutziller
wavefunction captures the density distribution. This could be verified through comparison
to quantum Monte Carlo calculations. Finally, machine learning techniques were introduced
as a method for image analysis. While our use case, classifying a region of an image as empty
or containing an atomic cloud, is relatively simple, it demonstrates the viability of the use
of machine learning in data analysis.
The measurement described in §4 demonstrated that the change in compressibility of a
disordered Mott-insulator is controlled by the disruption of the excitation gap by the disorder
potential. The mechanism for this transition is understood only in the thermodynamic limit,
but this suggests that a Mott-insulator–Bose-glass transition is possible even in relatively
small systems. Since the temperature of our system was considerable, we interpreted the
observed behavior of the compressibility as a finite-temperature remnant of the proposed
Mott-insulator–Bose-Glass quantum phase transition. However, this means the experiment
was unable to test the validity of the proposed location for the phase boundary [47]. Work
by theory collaborators at Virginia Tech indicates that the Bose-glass critical temperature
is beyond reach for current quantum simulation experiments. Significant improvements in
experimental techniques are required if the low-temperature transition is to be observed.
The outlook is the same for the re-entrant superfluid. Existing in the region of the phase
diagram where disorder and interactions are both strong, this superfluid is fragile and is
expected to have a small critical temperature [47]. This means that, in the absence of a
breakthrough in the field with cooling techniques, this experiment effectively completes the
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[8] A. van Oudenaarden, S. J. K. Várdy, and J. E. Mooij, “One-dimensional localization
of quantum vortices in disordered Josephson junction arrays”, Phys. Rev. Lett. 77,
4257–4260 (1996).
[9] M. H. Anderson, J. R. Ensher, M. R. Matthews, C. E. Wieman, and E. A. Cornell,
“Observation of Bose-Einstein condensation in a dilute atomic vapor”, Science 269,
198–201 (1995).
76
[10] K. B. Davis, M. Mewes, M. R. Andrews, N. J. van Druten, D. S. Durfee, D. M. Kurn,
and W. Ketterle, “Bose-Einstein condensation in a gas of sodium atoms”, Phys. Rev.
Lett. 75, 3969–3973 (1995).
[11] M. Greiner, O. Mandel, T. Esslinger, T. W. Hänsch, and I. Bloch, “Quantum phase
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Measuring core compressibility is achieved by finding the slope of double occupancies for
small changes in total atom number at a fixed average filling of approximately one atom per
site as explained previously. As described in section §4, atoms are prepared in the MI regime
of the Bose–Hubbard ground state phase diagram with zero disorder. We observe suppressed
double occupancies and a small but finite compressibility for small disorder strengths as a
result of finite temperature. Increasing the disorder strength beyond a threshold value,
we observe that the compressibility increases noticeably above the compressibility at small
disorder strengths. This change in compressibility is manifested as an increase in double
occupancies. We detect double occupancies by transferring atoms on doubly occupied sites
to auxilliary spin states that can be separately identified during imaging. For small double
occupancy, the challenge for data analysis is devising a technique that is able to detect the
small signals of the auxilliary spin clouds in an absorption image. Ideally, this is accom-
plished in manner that produces small uncertainty in the measured compressibility, avoids
unphysical results for observables, is unbiased, and can be systematically characterized.
The first technique implemented to quantify double occupancy was pixel summing. As a
general summary of this technique, a sum of the optical depth OD for the pixels in the region
of each cloud is obtained and used to calculate an atom number using a known conversion
factor. The advantage of this method lies in its simplicity, but it has significant shortcomings.
The number of images required to perform sufficient averaging and observe statistically sig-
nificant behavior of the compressibility combined with the length of time required to obtain
a single image would have made this experiment unfeasible from a time perspective. Other
groups that have measured double occupancy have implemented a threshold value for defin-
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ing empty regions [89], which reduces the scatter when the SNR is small. However, this can
introduce bias by artificially suppressing the measured core compressibility. Pixel summing
also presents a problem because it allows for the possibility of obtaining negative values for
atom numbers from images with low SNRs (populations in the auxilliary states, |2,−2〉 and
|2, 0〉, of approximately 100 atoms or less), yielding a negative value for double occupancy.
This is an unphysical result. Finally, since the fraction of atoms on doubly occupied sites
is inversely proportional to the total atom number, the SNR for this quantity decreases as
atom number decreases and increases the uncertainty of the measured compressibility.
Due to its rise in popularity, we were intrigued at the possibility of employing machine
learning models as a novel and efficient method of identifying clouds in an absorption im-
age. This is what we ultimately pursued and marks the first use of machine learning in the
DeMarco group. The initial approaches were based on classification and regression models,
where the goal was to develop a model that would take an image with a cloud as an input
and give the atom number in the cloud an output. A regression model is ideal for this task
because the output is continuous and can interpolate between a finite sampling of possible
atom numbers on the input. On the other hand, classifier models are best suited for tasks
where there is a discrete set of outputs. Since atom number is effectively continuous, this
would require a very large training set in order sufficiently sample a suitable range in atom
number and obtain reasonable performance. However, early indications were that the per-
formance of both models in determining atom number was not significantly better than pixel
summing and thus these methods were abandoned.
The next attempt was developing a binary classification model for detecting images with
a cloud versus empty images. This approach was motivated by the behavior of the measured
core compressibility after our initial analysis of the data, where double occupancy was quan-
tified using pixel summing. For small disorder strengths where double occupancy is small
and insensitive to the total atom number, the measured core compressibility data points had
a large uncertainty and scatter in contrast to the small, near-constant core compressibility
that was expected. For larger disorder strengths where double occupancy was sensitive to
the total atom number, a trend of increasing core compressibility was visible. This suggested
that the limiting issue for resolving the behavior of the core compressibility over the entire
range of disorder strengths was the scatter in the data when quantifying double occupancy
with pixel summing. The binary classification model would make it possible to reduce the
scatter by implementing a rule where the atom number is set to zero for an image classified
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as empty instead of using the pixel sum value.
We used the highly automated machine learning toolbox in the Wolfram Mathematica
software to develop the models. The image classifier is generated using the Classify function
including the three options Method, PerformanceGoal, and ValidationSet. For the op-
tions Method and PerformanceGoal, ''GradientBoostedTrees'' and ''Quality'' are chosen,
respectively. The Classify function takes a set of examples as inputs and algorithmically
determines the optimal model parameters based on the label assigned to each example. Gen-
erally, this is accomplished through minimization of a cost function by iteratively varying the
model parameters. The cost function quantifies how close the labels assigned by the model
at each iteration are to the true labels. The set of examples given as the input is called
the training set and is used for evaluating the cost function and determining how the model
parameters are tuned. A second set of examples called the validation set are provided using
the option ValidationSet and are used to decide when to halt training. Training is ceased
when the performance of the model in classifying each example in the validation set at each
iteration step stops increasing. This is done to prevent what is known as overfitting, where
the model learns specific variations and noise patterns that result in better performance on
the training data but decrease performance when making predictions on new examples.
As described above, developing a model requires training and validation data. Ideally,
an appropriate set of data already exists and is readily accessible. For example, to develop
a model for classifying images of animals, a large set of images could be obtained from the
internet. In this instance, there is no pre-existing set of data available. Our options for
obtaining training and validation data were to manually obtain images using the apparatus
and generate images artificially. Images from the apparatus are ideal because the data that
would ultimately be classified by the model are also images from the apparatus. However,
this method presented practical limitations. First, we want to provide training images with
small atom number in order to allow the model to learn the difference between those and
empty images. This is important because the presence of the BG is essentially signified by
the appearance of double occpancies when introducing disorder. To be as sensitive to the
presence of double occupancies as possible, the model should be exposed to both kinds of
images during training. However, images containing clouds with low atom number can be
hard to identify by eye because of the low SNR. This introduces the possibility of erroneously
labeling images. Second, the number of images in the eventual dataset is greater than 70000.
Given the time to gather a single image from the apparatus, it would have taken at least a
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Figure A.1: Histograms of the parameters for gaussian density profiles.
week of collecting images continuously to obtain the training and validation data.
We decided instead to generate artificial images. This method is fast, allows us to avoid
incorrect labeling, and enables us to select the properties of the images to closely imitate
the experiment images that will be classified. There are two components needed to generate
an artificial image: the density distribution of the atomic cloud and the characteristics of
the noise background. The density distribution of the atomic cloud is modeled as having a
two-dimensional gaussian profile







where A is the peak amplitude, xc and yc are the x and y cloud centers, and sx and sy are
the x and y cloud widths. Images from the experiment containing clouds with high SNR
are fit using least-squares minimization to a gaussian function to determine the xc, yc, sx,
and sy distributions. These are shown in Fig. A.1. Artificial clouds for training images
are generated by choosing an atom number for the cloud and randomly selecting center and
width values from the intervals xc ∈ {xc − 2, xc + 2} (units of pixels), yc ∈ {yc − 2, yc + 2}
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Figure A.2: Histograms of the OD in empty images for the |2,−2〉 region (left) and the |2, 0〉
region (right). The blue curves are gaussian distributions with the same mean and standard
deviations as the image OD.
(units of pixels), and sx,y ∈ {sx,y − 2, sx,y + 2} (units of pixels). The corresponding gaussian
density profile can then be generated.
Histograms of the OD for empty images indicate the background noise has a gaussian
distribution. Some examples are shown in Fig. A.2. The distributions of the mean µOD
and standard deviation σOD across all images are shown in Fig. A.3. No correlation was
observed between µOD and σOD. An artificial background can then be obtained by randomly
selecting µOD and σOD from the intervals µOD ∈ {−4, 4} (units of pixels) and σOD ∈ {8, 18}
(units of pixels) and generating gaussian random variates. A training image is composed of
the superposition of an artificial background and cloud.
Two sets of 74250 artificial images were generated for developing the models used in
image analysis. These were used to train two models, one for each of the |2,−2〉 and |2, 0〉
states. The size of the training set for each model is 60000 images, 5000 containing a cloud
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Figure A.3: Histograms of µOD (left) and σOD (right) for the gaussian noise background.
of atoms and 55000 without. The remaining 13000 were used for the the validation set with
1250 images containing a cloud and 13000 empty images. The performance of the classifier is
evaluated using test sets of 5000 artificial images containing clouds of known atom number,
Ntest. For each image in a set, the probability that the image is empty Pe is obtained from
the image classifier. Shown in Fig. A.4 is a histogram of the Pe for each test set. The prob-
ability threshold Pth for classifying an image as empty is determined from the distribution
of Pe from the Ntest = 0 set. The value of Pth was chosen such that Pe ≥ Pth for 99.9% of
images in the Ntest = 0 set. This criterion was chosen heuristically to reduce the uncertainty
and scatter in the measured ∂D/∂N at low ∆.
A second plot for characterizing the classifier performance is shown in Fig. A.5, called the
receiver operating characteristic (ROC) curve. This curve gives the true positive rate TPR
as a function of the false positive rate FPR as Pth is varied between 0 and 1. In this case,
empty images correspond to the positive class. This was produced by passing a test set of
artificial images to the classifier containing 2500 empty images and 2500 images containing
clouds of up to 1000 atoms. The cut off of 1000 atoms corresponds to the largest cloud
92
Figure A.4: Distribution of Pe from the image classifier for sets of 5000 artificial images
containing a cloud of Ntest atoms.
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in the |2,−2〉 and |2, 0〉 regions, allowing the performance of the classifier to be evaluated
for experimentally relevant atom numbers. The performance for a model based on random
guessing is indicated by the dashed black line. Models which outperform random guessing
have a TPR above that of random guessing at the same FPR. When comparing two models,
the better model has a larger TPR at fixed FPR. For the chosen Pth, TPR ≈ 0.999 and
FPR ≈ 0.14. Two other standard metrics are the precision
precision =
no. of images correctly predicted empty




no. of images correctly predicted empty
no. of true empty images
(A.3)
For the chosen Pth, the precision and recall are approximately 0.88 and 0.999, respectively.
Using these models, a two step technique was developed for analyzing images from the
experiment. First, least-squares fitting with a gaussian function is performed on the |2,−2〉
and |2, 0〉 cloud regions. For each region, the gaussian widths, sx,y, are compared to the
respective average cloud widths, sx,y, determined from gaussian fits to high SNR clouds in
the experiment. If |sx − sx| ≤ 2 and |sy − sy| ≤ 2 (in units of pixels) simultaneously, the
region is considered to contain a cloud and the atom number is obtained from the pixel sum.
Essentially, the SNR is large enough to obtain reasonable fit parameters, which implies the
presence of cloud. For clouds with less than roughly 150 atoms, sx,y can deviate largely from
sx,y, either approaching 0 or the size of the fit region and larger. The total spread of sx,y
around sx,y for clouds containing about 200 atoms, where large deviations in the gaussian
widths are not observed, is approximately 2 pixels.
For clouds where sx,y do not meet the above criteria, the region is passed to the image
classifier to obtain the probability of the region being empty, Pe. If Pe ≥ Pth, the region is
considered empty and the atom number is set to zero. If Pe < Pth, the region is considered
to contain a cloud and the atom number is taken to be equal to the pixel sum result. The
initial step comparing sx,y to sx,y serves to reduce the false positive rate. In the s=16 data
set, for example, this identifies 22% and 34% of |2,−2〉 and |2, 0〉 regions, respectively, with
Pe ≥ Pth as containing a cloud. Finally, any images with negative double occupancies after
this procedure are excluded.
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Figure A.5: The ROC curve for the image classifier plotted as the blue solid line. The red
dot and dashed red lines indicate the chosen Pth. The short-dashed black line gives the result
for random guessing.
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Shown in Fig. A.6 is a comparison of the measured double occupancy D with the pixel
summing and two-step ML analysis techniques. It is clear that the analysis technique sig-
nificantly increases the quality of the data. Impressively, the two-step analysis technique
affects the data overwhelmingly in the desired manner. At small N where D is constant,
most of the points that have finite D with pixel summing become zero which is consistent
with the presence of a MI. As D begins to increase, fewer and fewer of the pixel sum points
are affected until the two analysis methods agree. Cases of negative double occupancy due
to pixel summing are also greatly reduced. For instance, 75% of cases are eliminated in the
s/ER = 20 data set across all ∆. The two-step technique accomplishes the difficult feat of
improving double occupancy resolution in the experiment to the level of 0.01. Most impor-
tantly, the technique reduces the uncertainty in the measured compressibility. This is shown
in Fig. A.6, where the scatter is reduced around the atom number corresponding to unit
filling, N1, on which the fitting window for extracting the compressibility is centered. The
smaller scatter leads to a smaller uncertainty in the slope from the linear fit. Consequently,
the behavior of the core compressibility becomes much clearer. The reduced uncertainty in
the measured core compressibility also yields reduced uncertainty in the extracted threshold
disorder for characterizing the onset of increasing compressibility.
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Figure A.6: Comparing image analysis methods for s/ER = 20 at ∆/ER = 0. The red
dots are the result of applying the two-step ML analysis to the experimental images. The
black squares are the result of pixel summing. The blue arrow labels the total atom number





The code in this section contains evaporation sequences developed during this thesis.
B.1.1 Maximum N condensate
[ XTrapPinchEvap maxN ( ) ]
; Dipole parameters
f64 d ipo l eh i gh = 10000*mW;
f64 dipo leupt ime = 200*ms ;
f64 dipoledowntime1 = 10500*ms ;
f64 d ipo l e tau1 = 5500*ms ;
f64 d ipo l e low1 = 2450*mW;
f64 dipoledowntime2 = 6000*ms ;
f64 d ipo l e tau2 = 7000*ms ;
f64 d ipo l e low2 = 1540*mW;
f64 dipoledowntime3 = 3000*ms ;
f64 d ipo l e tau3 = 4000*ms ;
f64 d ipo l e low3 = 1250*mW;
f64 dipoledowntime4 = 3000*ms ;
f64 d ipo l e tau4 = 8000*ms ;
f64 d ipo l e l ow = 1300*mW;
f64 d i p o l e f i n a l = 1500*mW;
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f 64 compresstime = 500*ms ;
; Pinch parameters
f64 pinchhighdowntime = 200*ms ;
f64 p inch lowcurrent = 125 ;
f64 pinchlowdowntime = 5000*ms ;
f64 p i n ch f i n a l c u r r e n t = 50 ;
; Sequence
0 PinchQP TightEvap ( )
; Dipole up , pinch down
\DipoleBeamOn ( ) DipoleLinearRamp ( dipoleupt ime , 0 , d ipo l eh i gh )
\Pinch Ramp( pinchhighdowntime , 585 , p inch lowcurrent )
; Evaporation
\50 Pinch Ramp( pinchlowdowntime , p inchlowcurrent , p i n ch f i n a l c u r r e n t ) ,
100 DipoleExpRampDown( dipoledowntime1 , d ipo letau1 , d ipo l eh igh , d ipo l e low1 )
\ DipoleExpRampDown( dipoledowntime2 , d ipo letau2 , d ipo le low1 , d ipo l e low2 )
\ DipoleExpRampDown( dipoledowntime3 , d ipo letau3 , d ipo le low2 , d ipo l e low3 )
\ DipoleExpRampDown( dipoledowntime4 , d ipo letau4 , d ipo le low3 , d ipo l e l ow )
\100 DipoleSigRamp ( compresstime , d ipo le low , d i p o l e f i n a l )
B.1.2 Low N condensate
[ XTrapPinchEvap lowN ( ) ]
; Dipole parameters
f64 d ipo l eh i gh = 3400*mW;
f64 dipo leupt ime = 200*ms ;
f64 d ipo l e tau = 5000*ms ;
f64 dipoledowntime1 = 15000*ms ;
f64 d ipo l e low1 = 1500*mW;
f64 dipoledowntime2 = 12000*ms ;
f64 d ipo l e l ow = 1300*mW;
f64 d i p o l e f i n a l = 1500*mW;
f64 compresstime = 600*ms ;
; Pinch parameters
f64 pinchhighdowntime = 200*ms ;
f64 p inch lowcurrent = 126 . 5 ;
f64 pinchlowdowntime = 22000*ms ;
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f 64 p i n ch f i n a l c u r r e n t = 50 ;
; Sequence
0 PinchQP TightEvap ( )
; Dipole up , pinch down
\DipoleBeamOn ( ) DipoleLinearRamp ( dipoleupt ime , 0 , d ipo l eh i gh )
\Pinch Ramp( pinchhighdowntime , 585 , p inch lowcurrent )
; Evaporation
\50 Pinch Ramp( pinchlowdowntime , p inchlowcurrent , p i n ch f i n a l c u r r e n t ) ,
100 DipoleExpRampDown( dipoledowntime1 , d ipo le tau , d ipo l eh igh , d ipo l e low1 )
\ DipoleExpRampDown( dipoledowntime2 , d ipo le tau , d ipo le low1 , d ipo l e l ow )
\500 DipoleSigRamp ( compresstime , d ipo le low , d i p o l e f i n a l )
B.2 Machine Learning
The code in this section documents the procedure for generating artificial images for train-
ing and validating the machine learning classifer, and evaluating the performance through
the receiver operating characteristic curve, precision-recall curve and the distribution of the
classifier output for sets of images of fixed atom number.
Gaussian function for density profile.
(*Remove 'CompilationTarget' option when C compiler is not installed.*)
Clear[gauss]
gauss = Compile[{{N, Real}, {cx, Real}, {cy, Real}, {wx, Real}, {wy, Real},

















RuntimeAttributes→ {Listable},Parallelization→ True,CompilationTarget→ C];
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Generate the density profile for a gaussian cloud on the given grid
by randomly choosing the parameters. Specify the max atom num-
ber, the mean value for position, and the mean value for the gaus-
sian widths.
Clear[getCloud]
getCloud[Nmax , position ,widths , grid ]:=Module[{num, cx, cy,wx,wy},
num = RandomReal[{0.,Nmax}];
cx = RandomReal[position[[1]] + {−2., 2.}];
cy = RandomReal[position[[2]] + {−2., 2.}];
wx = RandomReal[widths[[1]] + {−2., 2.}];
wy = RandomReal[widths[[2]] + {−2., 2.}];
{num,wx,wy,Map[gauss[num, cx, cy,wx,wy,#[[1]],#[[2]]]&, grid, {2}]}
];
Generate the noise background on the given grid by sampling a
gaussian distribution with randomly chosen values for the mean
and standard deviation within the specified range.
Clear[getNoise]
getNoise[grid ,mean , stdev ]:=Module[{mn, std, sample},
mn = RandomReal[mean];
std = RandomReal[stdev];
sample = RandomVariate[NormalDistribution[mn, std],Dimensions[grid][[1;;2]]]
];
(*Generates a grid of (x, y) position.*)
Clear[getGrid]
getGrid[roi ]:=Table[{j, i}, {i, roi[[1, 2]], roi[[2, 2]]}, {j, roi[[1, 1]], roi[[2, 1]]}];
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SetSharedFunction[ParallelSow]
ParallelSow[expr , tag ]:=Sow[expr, tag]
Generate a set of artificial images for training a classifier func-
tion.
Clear[artificialImages]





noise = getNoise[grid,mean, stdev];






noise = getNoise[grid,mean, stdev];
{num, σx, σy, cloud} = getCloud[Nmax, center,width, grid];





Divides a set of images generated by function 'artificialImages' into
training and validation sets.
Clear[getTrainValSets]
getTrainValSets[images , numTrainEmpty , numTrainAtoms ]:=
Module[{train, validation},
train = Join[images[[1, 1;;numTrainEmpty]], images[[2, 1;;numTrainAtoms]]];
validation = Join[images[[1, numTrainEmpty + 1;;]], images[[2, numTrainAtoms + 1;;]]];
{train, validation}
];
Generate train and validation sets and train classifier functions.
Clear[getMLfunctions]
getMLfunctions[Ncmax , gridL , gridR , numExAtoms , numExZeros ,
numTrainAtoms , numTrainEmpty ]:=
Module[{cenL, cenR, sigma, bkgndMean, bkgndStDev, imagesL, imagesR,
trainL, trainR, validationL, validationR, cfL, cfR},
(*Specify image parameters.*)
cenL = {20, 25.};
cenR = {15., 25.};
sigma = {7.3, 7.3};
bkgndMean = {−4., 4.};
bkgndStDev = {8., 18.};
(*Generate image sets.*)
imagesL = artificialImages[gridL, bkgndMean, bkgndStDev,Ncmax, cenL,
sigma, numExAtoms, numExZeros];
103
imagesR = artificialImages[gridR, bkgndMean, bkgndStDev,Ncmax, cenR,
sigma, numExAtoms, numExZeros];
(*Randomize empty images and images with atoms separately.*)
imagesL = {RandomSample[imagesL[[1]]],RandomSample[imagesL[[2]]]};
imagesR = {RandomSample[imagesR[[1]]],RandomSample[imagesR[[2]]]};
(*Divide image sets into training and validation sets.*)
(*For reproducibility, these image sets should be saved to disk.*)
{trainL, validationL} = getTrainValSets[imagesL, numTrainEmpty, numTrainAtoms];
{trainR, validationR} = getTrainValSets[imagesR, numTrainEmpty, numTrainAtoms];
(*Train classifier functions.*)












testSet[grid ,mean , stdev , center ,width , atomNumList , numEx ]:=Reap[
Do[
If[atomNumList[[i]] 6= 0.,6 6
Parallelize[
Do[
x0 = RandomReal[center[[1]] + {−2., 2.}];
y0 = RandomReal[center[[2]] + {−2., 2.}];
σx = RandomReal[width[[1]] + {−2., 2.}];
σy = RandomReal[width[[2]] + {−2., 2.}];
cloud = Map[gauss[atomNumList[[i]], x0, y0, σx, σy,#[[1]],#[[2]]]&,
grid, {2}];
noise = getNoise[grid,mean, stdev];





noise = getNoise[grid,mean, stdev];







Get the scores for a set of images from the classifier.
Clear[cfScore]
cfScore[testData , classfunc ]:=Reap[
Do[
Sow[{testData[[i, 2]], classfunc[testData[[i, 1]], “Probability”→ “EMPTY”]}]; ,
{i, 1,Length[testData]}];
][[2, 1]];
Compute the CDF for the scores on empty images.
Clear[zerosCDF]
zerosCDF[cfScores ]:=Module[{zeroScores, nn},




Create a list of points for generating an interpolating function for
a CDF.
Clear[interpCDF]
interpCDF[cdf ]:=Module[{nf, points, interpFunc},
nf = Nearest[cdf[[;;, 1]]];
points = Join[Map[{#, 0.}&,−0.001(Range[10]− 1)],





Table [10.i, {i,Floor[Log[10,Min[cdf[[;;, 1]]]]],−1}]]]]]]] ,
Map[List[1.#, 1.]&,Range[9]]];
interpFunc = Interpolation[points, InterpolationOrder→ 1];
{points, interpFunc}
]
Get the score associated with a CDF probability.
getCDFinterval[cdf , vals ]:=Reap[
Do[
Sow[
{vals[[i]], x/.FindMinimum [(cdf[x]− vals[[i]])2, {x, 0.9, 0., 1.},
AccuracyGoal→ 1000000,Method→ “PrincipalAxis”][[2]]}]; ,
{i, 1,Length[vals]}]
][[2, 1]];
Calculate the precision, recall and specificity.
Clear[getMLstats]
getMLstats[targets , prob , threshold ]:=
Module[{predictions, conditions, posPred, truePos, recall, precision, specificity},
(*Predicted class. 1=“EMPTY”, 0=“ATOMS”*)
predictions = Map[If[# ≥ threshold, 1., 0.]&, prob];
(*Actualclass.*)
conditions = Map[If[# == 0., 1., 0.]&, targets];
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posPred = Total[predictions];
truePos = Total[MapThread[#1#2&, {predictions, conditions}]];
recall = truePos/Total[conditions];
precision = If[posPred == 0., 1., truePos/posPred];
specificity = Total[MapThread[#1#2&, {1.− predictions, 1.− conditions}]]/
Total[1.− conditions];
{threshold, recall, precision, specificity}
]
Get the distributions of scores for sets of images of equal atom
number.
Clear[getScoresDistribution]
getScoresDistribution[scoresList ]:=Module[{gb, hist, numList},
gb = GatherBy[scoresList,#[[1]]&];
hist = Map[HistogramList[#[[;;, 2]], 20, “Probability”]&, gb];
numList = gb[[;;, 1, 1]];
Table[MapThread[{#1, numList[[i]],#2}&,
{MovingAverage[hist[[i, 1]], 2], hist[[i, 2]]}], {i, 1,Length[numList]}]
]
Make a position grid the size of the ROI for the | 2, -2 〉 and | 2, 0 〉 clouds.
gridL = getGrid[{{1, 1}, {35, 50}}];
gridR = getGrid[{{1, 1}, {35, 50}}];
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Get the training, validation and classifier functions for the | 2, -2 〉
and | 2, 0 〉 regions.
{trainSetL, valSetL, cfL, trainSetR, valSetR, cfR} =
getMLfunctions[1000., gridL, gridR, 1000, 1000, 800, 800];
(*Atom numbers to use in building the test sets.*)
nlist = {0., 50., 100., 500., 1000.};
(*Test set for the | 2, -2 > region.*)
testSetL = testSet[gridL, {−5., 5.}, {6., 20.}, {20., 25.}, {7.3, 7.3}, nlist, 100];
(*Scores for the images in the test set.*)
scores = cfScore[testSetL, cfL];
CDF for the scores of empty images.
zCDF = zerosCDF[scores];
(*Interpolation function for the empty image CDF.*)
{pts, func} = interpCDF[zCDF]
Plot the interpolation function for the empty image CDF.
Plot[func[x], {x, 0., 1.},PlotRange→ Full]
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Find the score corresponding to a probability in the empty image
CDF.
probabilities = {0.25, 0.50, 0.68, 0.75, 0.95, 0.99};
getCDFinterval[func, probabilities]
Characterize the performance of the classifier function on the test
set.
statsL = Table[getMLstats[scores[[;;, 1]], scores[[;;, 2]], x], {x, 0., 1., 0.1}];
ROC curve.
Show[{ListLinePlot[Map[{1.−#[[4]],#[[2]]}&, statsL],PlotRange→ Full],
Plot[x, {x, 0., 1.},PlotStyle→ Red]}]
Precision - Recall curve.
ListPlot[statsL[[;;, 2;;3]],PlotRange→ Full]
Distribution of scores for image sets of fixed atom number.
scoreDist = getScoresDistribution[scores];






Graphics3D[{Thick, dLines},Axes→ True,Boxed→ False,BoxRatios→ {1, 1, 1},
FaceGrids→ {{−1, 0, 0}, {0, 1, 0}, {0, 0,−1}},AxesLabel→ {x, y, z},
PlotRangePadding→ None]
B.3 Atomic Limit Calculation
The code in this section implements calculations discussed in §3.1 for constraining the trap
frequency and entropy-per-particle, and determining the atom number corresponding to unit
filling at finite disorder.
Constants and parameters
h = 6.626 10−34;
kB = 1.38 10−23;
m = 86.9 1.67 10−27; (*mass of Rb-87*)
λ = 812. 10−9; (*lattice wavelength*)





ntrunc = 10; (*truncation value for occupation basiss*)
nL = 50; (*no. of lattice sites on each side of zero*)
Common code for atomic limit
Clear[Vharm]







Table[{1.i, 1.j, 1.k}, {i, 1, nL}, {j, 1, nL}, {k, 1, nL}],
2];
ij = Flatten[
Table[{1.i, 1.j, 0.}, {i, 1, nL}, {j, 1, nL}],
1];
ik = Table[{1.i, 0., 0.}, {i, 1, nL}];






rsq = #[[1]]2 + #[[2]]2 + #[[3]]2&;
rr = Map[rsq, ind];
aa = Gather[Partition[Riffle[rr, g], 2],First[#1] == First[#2]&];
RR = Take[aa[[;;, 1, 1]]]; (*Unique values for distance of sites from trap center.*)
G = Take[Total[aa, {2}][[;;, 2]]]; (*Degeneracy of unique site distance value.*)
spacersq = Table[1. (i2 + j2 + k2) ,
{i,−nL, nL},
{j,−nL, nL},
{k,−nL, nL}]; (*Distances from trap center for all lattice sites.*)
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Statistical mechanics functions
(*Remove 'CompilationTarget' option when C compiler is not installed.*)
Clear[ZGsite,Nsite, Ssite,Dsite]
ZGsite = Compile[{{V, Real}, {U, Real}, {µ, Real}, {T, Real}},
Total[Table[Exp[p(µ− V − U(p− 1.)/2.)/T ], {p, 0, 10}]],
RuntimeAttributes→ {Listable},Parallelization→ True,CompilationTarget→ C];
Nsite = Compile[{{V, Real}, {U, Real}, {µ, Real}, {T, Real}},
Total[Table[pExp[p(µ− V − U(p− 1.)/2.)/T ], {p, 0, 10}]]
/Total[Table[Exp[p(µ− V − U(p− 1.)/2.)/T ], {p, 0, 10}]],
RuntimeAttributes→ {Listable},Parallelization→ True,CompilationTarget→ C];
Ssite = Compile[{{V, Real}, {U, Real}, {µ, Real}, {T, Real}},
Log[Total[Table[Exp[p(µ− V − U(p− 1.)/2.)/T ], {p, 0, 10}]]]
−Total[Table[p(µ− V − U(p− 1.)/2.)Exp[p(µ− V − U(p− 1.)/2.)/T ]/T, {p, 0, 10}]]
/Total[Table[Exp[p(µ− V − U(p− 1.)/2.)/T ], {p, 0, 10}]],
RuntimeAttributes→ {Listable},Parallelization→ True,CompilationTarget→ C];
Dsite = Compile[{{V, Real}, {U, Real}, {µ, Real}, {T, Real}},
Exp[−(2.(V − µ) + U)/T ]/Total[Table[Exp[p(µ− V − U(p− 1.)/2.)/T ], {p, 0, 10}]],
RuntimeAttributes→ {Listable},Parallelization→ True,CompilationTarget→ C];
Atomic limit disorder finite T
(*Total number and entropy-per-particle.*)
Clear[getDisNS]
getDisNS[V ,U ?NumericQ, µ ?NumericQ,T ?NumericQ]:=Module[{num, ent},
num = Total[Quiet[Nsite[V, U, µ, T ]]];




(*Total number and double occupancy fraction.*)
Clear[getDisND]
getDisND[V ,U ?NumericQ, µ ?NumericQ,T ?NumericQ]:=Module[{num, fD},
num = Total[Quiet[Nsite[V, U, µ, T ]]];
fD = 2.Total[Quiet[Dsite[V, U, µ, T ]]]/num;
{num, fD}
];
(*Error function for determining temperature.*)
Clear[disErrFunc]










deltalist = {0.01, 0.03, 0.05, 0.07, 0.09, 0.1, 0.12, 0.14, 0.16, 0.18, 0.2};
disAvg = 10;
(*Solve for total particle number corresponding to unit filling






Vdisorder = −ddLog [1.− RandomReal [{1. 10−6, 1.} , {2nL + 1, 2nL + 1, 2nL + 1}]] ;
Vtot = Vtrap + Flatten[Vdisorder];




{t, 0.1, 0., 1000.},AccuracyGoal→ 10,Method→ “PrincipalAxis”]
];
{nsol, dsol} = getDisND[Vtot,Uint,mu, temp];
Sow[{dd, nsol,mu, temp, dsol}, dd]; ,
{i, 1, disAvg}, {j, 1,Length[deltalist]}]
][[2]];
unitFilling = Map[{#[[1, 1]],Mean[#[[;;, 2]]]}&, disorderSol]
Clean and finite T
(*Total number and entropy-per-particle.*)
Clear[getCleanNS]
getCleanNS[V ,U ?NumericQ, µ ?NumericQ,T ?NumericQ]:=Module[{num, ent},
num = Total[GQuiet[Nsite[V, U, µ, T ]]];
ent = Total[GQuiet[Ssite[V, U, µ, T ]]]/num;
{num, ent}];
(*Total number and double occupancy fraction.*)
Clear[getCleanND]
getCleanND[V ,U , µ ,T ]:=Module[{num, fD},
num = Total[GQuiet[Nsite[V, U, µ, T ]]];
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fD = 2.Total[GQuiet[Dsite[V, U, µ, T ]]]/num;
{num, fD}];
(*Error function for determining temperature.*)
Clear[cleanErrFunc]







freqList = {80, 85, 90, 92, 95, 97, 100, 103, 105, 108, 110, 113, 115};
muList = Join[
Table[i, {i, 0.02, 0.28, 0.03}],
Table[i, {i, 0.3, 1.0, 0.05}],
Table[i, {i, 1.1, 1.5, 0.1}]
];
entList = Table[i, {i, 0.1, 2.0, 0.1}];
(*Solve for total particle number and double occupancy fraction













{t, 0.001, 0., 10.},AccuracyGoal→ 10,Method→ “PrincipalAxis”]
];
{nsol, dsol} = getCleanND[pot,Uint,mu, temp];
Sow[{fL, entpp, nsol,mu, temp, dsol}]; ,
{i, 1,Length[muList]}, {j, 1,Length[entList]}],
{k, 1,Length[freqList]}]
][[2, 1]],
{#[[1]],#[[2]]}&];
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