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Abstract
We study the paramereteized complexity of the following connectivity problem. For a vertex
subset U of a graph G, trees T1, . . . , Ts of G are completely independent spanning trees of U if
each of them contains U , and for every two distinct vertices u, v ∈ U , the paths from u to v in
T1, . . . , Ts are pairwise vertex disjoint except for end-vertices u and v. Then for a given s ≥ 2
and a parameter k, the task is to decide if a given n-vertex graph G contains a set U of size at
least k such that there are s completely independent spanning trees of U . The problem is known
to be NP-complete already for s = 2. We prove the following results:
For s = 2 the problem is solvable in time 2O(k)nO(1).
For s = 2 the problem does not admit a polynomial kernel unless NP ⊆ coNP /poly.
For arbitrary s, we show that the problem is solvable in time f(s, k)nO(1) for some function
f of s and k only.
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binatorics, G.2.2 Graph Theory
Keywords and phrases Parameterized complexity, FPT-algorithms, completely independent
spanning trees
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1 Introduction
Two spanning trees T1 and T2 of a graph G are independent if they are rooted in the same
vertex r and for every vertex v 6= r of G, the two (v, r)-paths, one in T1 and one in T2,
are internally disjoint, i. e. having no edge and no internal vertex in common. Independent
spanning trees have applications to fault-tolerant protocols in distributed processor networks
[3, 11]. In 2001, Hasunuma in [7, 8] introduced the notion of completely independent spanning
trees, an interesting variant of the classical notion of connectivity. Formally, spanning trees
T1, . . . , Ts of a graph G are completely independent if for every two distinct vertices u, v ∈
V (G), the (u, v)-paths in T1, . . . , Ts, are pairwise vertex disjoint except for end-vertices u
and v.
The problem of deciding whether a graph G has two completely independent spanning
trees is NP-complete [8]. Since not every graph has even two completely independent span-
ning trees, the following optimization version of the problem is meaningful. For a given
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s ≥ 2, can one find a maximum set of vertices spanned by s completely independent trees?
More precisely, for a set of vertices U of a graph G, we say that a subgraph T of G is
a spanning tree of U if T is an inclusion-minimal tree in G containing all vertices of U .
Spanning trees T1, . . . , Ts of U are completely independent if for any two distinct vertices
u, v ∈ U , the (u, v)-paths in T1, . . . , Ts, are pairwise vertex disjoint except for end-vertices
u and v. Then the task is to find a set of vertices U of maximum size (we call the vertices
of U terminals) such that there are s completely independent spanning trees of U .
In this paper, we initiate the study of the following parameterized problem.
Independently s-Connected k-Set
Instance: A graph G and positive integers s ≥ 2 and k.
Parameter 1: s.
Parameter 2: k.
Question: Does G contain a set of terminals U of size at least k such that there are s
completely independent spanning trees of U?
Previous results. Hasunama [8] has shown that it is NP-complete to decide whether a
graph G has two completely independent spanning trees. He also obtained a number of
results about existence of completely independent spanning trees for some special graph
classes. Other, mostly combinatorial, studies of the problem were carried out by Hasunuma
and Morisaka [9] and Péterfalvi [12].
Our contribution. Our main result is stated in the following theorem.
I Theorem 1. Independently 2-Connected k-Set can be solved in time 2O(k)nO(1) for
n-vertex graphs.
We prove the theorem by applying a WIN/WIN approach. We start with a combinatorial
result, which is interesting on its own. In Section 3 we show that every 2-connected graph
of pathwidth at least k, contains as a minor a graph H, which is a tree on k vertices
plus one vertex adjacent to all other vertices. We also give a polynomial time algorithm
which either provide us H, or a path decomposition of width k − 1. As it is sufficient to
solve Independently 2-Connected k-Set for the blocks of the input graph, we either
obtain two completely independent spanning trees for k terminals, or construct a path
decomposition of width at most k−1. The next step is an algorithm given in Section 5 that
solves Independently 2-Connected k-Set in time single exponential in the treewidth of
the input graph. This step is based on the recent techniques of computing representative sets
of graphic matroids [4]. Combining together both cases, we obtain the proof of Theorem 1.
Let us remark, that the NP-hardness reduction in [8] from Not-All-Equal-3SAT reduces
to a graph of size linear in the number of variables and clauses of the formula. Thus, unless
the Exponential Time Hypothesis of Impagliazzo, Paturi, and Zane [10] fails, there is no
2o(k)nO(1) algorithm for Independently 2-Connected k-Set and thus our upper bound
is asymptotically tight up to ETH.
We complement our algorithm with a complexity result on kernelization for Independ-
ently 2-Connected k-Set, namely that the problem does not admit a polynomial kernel
unless NP ⊆ coNP /poly.
We also show that Independently s-Connected k-Set is FPT when parameterized
by s + k. It is not hard to reduce Independently s-Connected k-Set to the problem
of finding a topological minor of constant size in a graph. Then the result follows from a
deep Theorem of Grohe, Kawarabayashi, Marx and Wollan [6] on the parameterized testing
of topological minors.
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2 Preliminaries
Graphs. We consider finite undirected graphs without loops or multiple edges. The vertex
set of a graph G is denoted by V (G) and the edge set is denoted by E(G). For a set of
vertices S ⊆ V (G), G[S] denotes the subgraph of G induced by S, and by G− S we denote
the graph obtained from G by the removal of all the vertices of S, i. e., the subgraph of G
induced by V (G) \ S. For a single element set {v}, we write G− v instead of G− {v}. For
a vertex v, we denote by NG(v) its (open) neighborhood in G, that is, the set of vertices
which are adjacent to v. The degree of a vertex v is denoted by dG(v) = |NG(v)|, and ∆(G)
is the maximum degree of G. A vertex v is a cut-vertex of G if G − v has more connected
components than G. A connected graph with at least two vertices is 2-connected if it does
not contain a cut-vertex. A maximal 2-connected subgraph of G is called a 2-connected
component or block of G. Let T be a tree. For a vertex v ∈ V (T ), we say that v is a leaf if
dT (v) = 1 or dT (v) = 0 (if |V (T )| = 1), and we say that v is an internal vertex otherwise.
Minors. The edge contraction of e = uv removes u and v from G, and replaces them by a
new vertex adjacent to precisely those vertices to which u or v were adjacent. If u is a vertex
of degree two such that its neighbors x, y are not adjacent, then the vertex dissolution of u
removes u and adds a new edge xy. A graph H is a minor of G if H can be obtained from
a subgraph of G by a sequence of vertex deletions, edge deletions and edge contractions.
Alternatively, we can define minors as follows. For two non-empty vertex disjoint subsets
X1, X2 ⊆ V (G), X1 and X2 are adjacent if there is uv ∈ E(G) such that u ∈ X1 and
v ∈ X2. An H-witness structure W is a collection of |V (H)| non-empty vertex disjoint
subsets W (x) ⊆ V (G), one for each x ∈ V (H), called H-witness sets, such that each W (x)
induces a connected subgraph of G, and for all x, y ∈ V (H) with x 6= y, if x and y are
adjacent in H, then W (x) and W (y) are adjacent in G. It is straightforward to see that
H is a minor of G if and only if G has an H-witness structure. A graph H is a topological
minor of G if H can be obtained from a subgraph of G by a sequence of vertex deletions,
edge deletions and vertex dissolution. Notice that if H is a topological minor of G, then by
subdividing edges of H we can obtain a graph that is isomorphic to a subgraph of G.
Treewidth and pathwidth. A tree decomposition of a graph G is a pair (X,T ) where T is
a tree and X = {Xi | i ∈ V (T )} is a collection of subsets (called bags) of V (G) such that:
1.
⋃
i∈V (T )Xi = V (G),
2. for each edge xy ∈ E(G), x, y ∈ Xi for some i ∈ V (T ), and
3. for each x ∈ V (G), the set {i | x ∈ Xi} induces a connected subtree of T .
The width of a tree decomposition ({Xi | i ∈ V (T )}, T ) is maxi∈V (T ) {|Xi| − 1}. The
treewidth of a graphG (denoted as tw(G)) is the minimum width over all tree decompositions
of G.
If T is restricted to be a path, then (X,T ) is said to be a path decomposition. Re-
spectively, the pathwidth of a graph G (denoted as pw(G)) is the minimum width over all
path decompositions of G. Whenever we consider a path decomposition (X,P ), we assume
that the bags are enumerated in the path order with respect to P . In other words, a path
decomposition of G is a sequence of bags (X1, . . . , Xr).
3 Algorithm for Independently 2-Connected k-Set
In this section we design an algorithm for Independently 2-Connected k-Set. We start
by a simple characterization of completely independent spanning trees that we use in our
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arguments. This is followed by a a structural result that shows that if the pathwidth of
the input graph is large then the given instance is a yes instance. We use this to design a
algorithm mentioned in Theorem 1.
3.1 Characterization of completely independent spanning trees
Hasunuma proved in [7] that if T1, . . . , Ts are spanning trees of a graph G, then T1, . . . , Ts
are completely independent if and only if T1, . . . , Ts are edge-disjoint and for any vertex
v ∈ V (G), there is at most one spanning tree Ti such that dTi(v) > 1. We need a similar
claim for completely independent spanning trees of a set of terminals.
I Lemma 2. Let G be a graph, and let U ⊆ V (G) with |U | = k. Let also T1, . . . , Ts be
spanning trees of U . Then T1, . . . , Ts are completely independent spanning trees of U if and
only if
1. T1, . . . , Ts are edge disjoint,
2. for all i, j ∈ {1, . . . , s}, i 6= j, if v ∈ V (Ti) ∩ V (Tj), then v ∈ U ,
3. for each v ∈ U , there is at most one i ∈ {1, . . . , s} such that dTi(v) > 1.
Proof. We assume that k, s ≥ 2, as the claim is trivial otherwise. We first show the forward
direction. Suppose that T1, . . . , Ts are completely independent spanning trees of U .
We show that for any i, j ∈ {1, . . . , s}, i 6= j, Ti and Tj have no common vertex that is an
internal vertex of both the trees. To obtain a contradiction, assume that u ∈ V (Ti)∩ V (Tj)
is an internal vertex of both Ti and Tj . The vertex u is a cut-vertex of Ti. Because Ti is
an inclusion-minimal tree that contains U , there are two terminals x, y ∈ U that are in two
distinct components T ′i and T ′′i of Ti−u respectively. The tree Tj has the unique (x, y)-path
P and u /∈ V (P ). Since u is an internal vertex of Tj , Tj−u has at least two components, and
P lies completely in one component T ′j of Tj − u. By minimality, there is z ∈ U such that z
is in another component of Tj − u. Notice that z /∈ V (T ′i ) or z /∈ V (T ′′i ). Assume without
loss of generality that z /∈ V (T ′i ). Because x ∈ V (P ) and z are in distinct components of
Tj − u, u is an internal vertex of the (x, z)-path in Tj . Because z /∈ V (T ′i ) and x ∈ V (T ′i ), u
is an internal vertex of the (x, z)-path in Ti as well, but it contradicts the assumption that
T1, . . . , Ts are completely independent spanning trees of U .
The proved claim immediately implies (3). To show (1), assume that two distinct trees
Ti, Tj have a common edge uv. Because neither u nor v can be an internal vertex of the both
trees, we can assume without loss of generality that u is a leaf of Ti and v is a leaf of Tj .
Because Ti, Tj are inclusion-minimal trees that contains U , any leaf of Ti or Tj is a terminal,
and u, v ∈ U . Then we have that the (u, v)-paths in Ti and Tj have a common edge; a
contradiction. To prove (2), it is sufficient to observe that if v ∈ V (Ti) ∩ V (Tj) and v /∈ U ,
then by minimality of Ti, Tj , v is an internal vertex of both these trees, a contradiction.
Assume now that T1, . . . , Ts are spanning trees of U that satisfy (1)–(3). Consider any
distinct u, v ∈ U and i, j ∈ {1, . . . , s}. Let Pi, Pj be the (u, v)-paths in Ti and Tj respectively.
By (1), Pi and Pj are edge disjoint. If Pi and Pj have a common vertex x 6= u, v, then by
(2), x ∈ U , and then dTi(x), dTj (x) ≥ 2 contradicting (3). Hence, Pi and Pj are internally
vertex disjoint. J
Clearly, if G is a disconnected subgraph, then G has a set of terminals U of size at least
k such that there are s completely independent spanning trees of U if and only if there is
such a set of terminals in one of the components of G, i. e., we can consider only connected
graphs. Lemma 2 implies that we can restrict ourself by 2-connected graphs. To see it, it
is sufficient to observe that if a set of terminals U has two vertices that does not belong to
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the same block, then there is a cut-vertex of G that is an internal vertex of any spanning
tree of U contradicting Lemma 2.
I Lemma 3. Let G be a connected graph. For positive integers s and k, G has a set of
terminals U of size at least k such that there are s completely independent spanning trees of
U in G if and only if there is a block H of G with the same property.
3.2 Independent trees and pathwidth
In this section we show that if a 2-connected graph G has pathwidth at least k, then G
has a set of terminals U of size at least k such that there are two completely independent
spanning trees of U . We need some additional notations. Let G be a graph. For Z ⊆ V (G),
att(Z) is the set of all v ∈ Z with a neighbor in V (G) \ Z, and α(Z) = |att(Z)|.
I Theorem 4. Let G be a 2-connected graph with n vertices and m edges. Let also k be
a positive integer. If pw(G) ≥ k, then G has a minor H with the property that there is a
vertex w ∈ V (H) such that dH(w) ≥ k and H−w is a tree. Moreover, there is an algorithm
that in time O(nm) either produces a witness structure of such a minor H, or constructs a
path decomposition of G of width at most k − 1.
Proof. Suppose that Z is a non-empty proper subset of V (G) that satisfies the following
conditions:
(i) 1 ≤ α(Z) ≤ k,
(ii) there are vertex disjoint connected subgraph C0, . . . , Ct of G[Z] where t = α(Z) − 1
such that
for each i ∈ {0, . . . , t}, V (Ci) ∩ att(Z) 6= ∅,
G has an edge with one end-vertex in C0 and another in Ci for all i ∈ {1, . . . , t},
and
V (C1) ∪ . . . ∪ V (Ct) are in the same component of G− V (C0).
(iii) G[Z] has a path decomposition (X1, . . . , Xr) of width at most k−1 such that att(Z) ⊆
Xr.
Notice that att(Z) ⊆ V (C0) ∪ . . . ∪ V (Ct) and each Ci has the unique vertex in att(Z).
We prove the following claim.
I Claim A. Either α(Z) = k and G has a minor H with the property that there is a vertex
w ∈ V (H) such that dH(w) ≥ k and H −w is a tree, or |V (G) \Z| = 1 and pw(G) ≤ k− 1,
or there is Z ′ such that Z ⊂ Z ′ ⊂ V (G) and Z ′ satisfies (i)–(iii).
Proof of Claim A. Suppose that α(Z) = k = t + 1. Consider u ∈ att(Z) ∩ V (C0). There
is a neighbor v of u in V (G) \ Z. Let Ct+1 be the subgraph of G with the unique vertex
v. The graph G is 2-connected. Then G − u is connected, and G has a path that joins v
with at least one of C1, . . . , Ct that avoids C0. Because V (C1)∪ . . .∪V (Ct) are in the same
component of G−V (C0), we have that V (C1)∪. . .∪V (Ct+1) also are in the same component
of G− V (C0). Now we construct the minor H of G as follows. We contract the edges of C0
and denote the obtained vertex w. Then we contract the edges of the subgraphs C1, . . . , Ck
and denote the obtained vertices by u1, . . . , uk respectively. Let G′ be the obtained graph.
The vertices u1, . . . , uk are in the same component of G′ − w. Hence, G′ − w has a tree
T that contains u1, . . . , uk. We remove the vertices of V (G′) \ (V (T ) ∪ {w}). Finally, we
remove all the edges of the obtained graph except the edges of T and the edges that join w
and T . Because u1, . . . , uk ∈ V (T ) are adjacent to w, we have a required minor.
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Let now α(Z) < k and let |V (G) \ Z| = 1. By (iii), G[Z] has a path decomposition
(X1, . . . , Xr) of width at most k−1 such that att(Z) ⊆ Xr. Let Xr+1 = att(Z)∪(V (G)\Z).
It is straightforward to see that (X1, . . . , Xr+1) is a path decomposition of G of width at
most k − 1.
From now we assume that α(Z) < k and |V (G) \ Z| > 1. We show that the set Z
can be extended by one vertex in such a way that the obtained set satisfies (i)–(iii). Let
u ∈ att(Z)∩V (C0) and let v be an arbitrary neighbor of u in V (G)\Z. We set Z ′ = Z∪{v}
and let Xr+1 = att(Z) ∪ {v}.
Because V (G) \ Z ′ 6= ∅ and G is connected, α(Z ′) ≥ 1. Clearly, α(Z ′) ≤ α(Z) + 1 ≤ k.
Hence, (i) holds.
It is straightforward to verify that (X1, . . . , Xr+1) is a path decomposition of G[Z ′] and
att(Z ′) ⊆ att(Z) ∪ {v} ⊆ Xr+1. The width of this decomposition is max{w, t + 1} where
w is the width of (X1, . . . , Xr). Recall that w ≤ k − 1 and t+ 1 = α(Z) < k. It means that
(iii) is fulfilled.
It remains to show (ii). Let Ct+1 be the subgraph of G with the unique vertex v. Clearly,
att(Z ′) ⊆ V (C0)∪ . . .∪ V (Ct+1) and G has an edge with one end-vertex in C0 and another
in Ci for all i ∈ {1, . . . , t+ 1}. Since G is 2-connected, G−u is connected, and G has a path
that joins v with at least one of C1, . . . , Ct that avoids C0. Because V (C1) ∪ . . . ∪ V (Ct)
are in the same component of G − V (C0), we have that V (C1) ∪ . . . ∪ V (Ct+1) also are
in the same component of G − V (C0). Notice that it can happen that not all Ci have
vertices in att(Z ′). Let {C ′1, . . . , C ′t′} = {Ci|V (Ci) ∩ att(Z ′) 6= ∅, 1 ≤ i ≤ t + 1}. Because
V (C1) ∪ . . . ∪ V (Ct+1) are in the same component of G − V (C0), V (C ′1) ∪ . . . ∪ V (C ′t′) are
in the same component of G − V (C0) too. Observe that since |V (Ci) ∩ att(Z)| = 1 for
i ∈ {0, 1, . . . , t}, we have |V (C ′i) ∩ att(Z ′)| = 1 for i ∈ {1, . . . , t′}, |V (C0) ∩ att(Z ′)| ≤ 1,
and att(Z ′) ⊆ V (C0) ∪ V (C ′1) . . . ∪ V (C ′t′). We consider two cases.
Case 1. The vertex u has at least two neighbors in V (G) \ Z. Then C0 has the unique
vertex u in att(Z ′), and we have that α(Z ′) = t′ + 1 and (ii) holds for C0, C ′1, . . . , C ′t′ .
Case 2. The vertex v is the unique neighbor of u in V (G) \ Z. Observe that since G is 2-
connected, t′ ≥ 2 in this case. Consider the graph G′ obtained from G by contracting edges
of C ′1, . . . , C ′t′ and denote by x1, . . . , xt′ the vertices obtained from these graphs respectively.
We have that x1, . . . , xt′ are in the same component of G′−V (C0). We construct a spanning
tree T for {x1, . . . , xt′} in G′ − V (C0). Because t′ ≥ 2, T has at least two leaves. Without
loss of generality we assume that x1 is a leaf of T . Then x2, . . . , xt′ and, consequently,
V (C ′2), . . . , V (C ′t′) are in the same component of G′−(V (C0)∪{x1}) and G−(V (C0)∪V (C ′1))
respectively. We construct C ′0 by taking C0 ∪C ′1 and adding an edge that joins C0 and C ′1.
Then att(Z ′) ⊆ V (C ′0) ∪ V (C ′2) . . . ∪ V (C ′t′) and G has an edge with one end-vertex in C ′0
and another in C ′i for all i ∈ {2, . . . , t′}. Also V (C ′2)∪ . . .∪V (C ′t′) are in the same component
of G − V (C ′0). Because V (C ′1) ∩ att(Z ′) 6= ∅, |V (C ′0) ∩ att(Z ′)| = 1. Then α(Z ′) = t′ and
(ii) is fulfilled for C ′0, C ′2, . . . , C ′t′ . J
Observe that a non-empty proper subset Z of V (G) that satisfies (i)–(iii) always exists,
because for any vertex z ∈ V (G), Z = {z} satisfies (i)–(iii). Suppose that pw(G) ≥ k, and
let Z ⊂ V (G) be an inclusion-maximal non-empty proper subset of V (G) that satisfies (i)–
(iii). Then by Claim A, G has a minor H with the property that there is a vertex w ∈ V (H)
such that dH(w) ≥ k and H − w is a tree.
To complete the proof, it remains to observe that the proof of Claim A can be transformed
to an algorithm that either constructs H, or produces a tree decomposition of G of width at
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most k−1, or increases Z by adding one vertex. In the last case the algorithm also modifies
the subgraphs C0, . . . , Ct and adds a new bag to the path decomposition. Initially we choose
an arbitrary vertex z and set Z = {z}, t = 0 and C0 has the unique vertex z. Since each
iteration can be done in time O(m) and we have at most n iterations, we conclude that the
algorithm runs in time O(nm). J
This combinatorial result is tight in the following sense. If G = Kk, then pw(G) = k−1,
and G has a minorH with the property that there is a vertex w ∈ V (H) such that dH(w) ≥ k
andH−w is a tree. But clearlyG has no minors with a vertex of degree at least k. Theorem 4
gives us the following corollary.
I Corollary 5. Let G be a 2-connected graph with n vertices and m edges. Let also k be a
positive integer. If pw(G) ≥ k, then G has a set of terminals U of size at least k such that
there are 2 completely independent spanning trees of U . Moreover, there is an algorithm
that in time O(nm) either produces U and completely independent spanning trees T1, T2 of
U , or constructs a path decomposition of G of width at most k − 1.
We conclude this section by the observation that the bounds obtained in Corollary 5 is
almost tight. If G = Kk with k ≥ 4, we have pw(G) = k − 1, and there are two completely
independent spanning trees of V (G) where |V (G)| = k + 1 and the number of terminals
cannot be increased.
3.3 Proof of Theorem 1
In this section we give a proof of Theorem 1 by combining Lemma 3 and Corollary 5.
However, we also need the following lemma which gives an algorithm for Independently
2-Connected k-Set on graphs of bounded treewidth.
I Lemma 6. Let G be an n-vertex graph given together with its tree decomposition of width
tw. Then Independently 2-Connected k-Set on G can be solved in time 2O(tw)nO(1).
A naive algorithm for Independently 2-Connected k-Set would run in time
twO(tw)nO(1). To obtain the desired running time, we use the idea of representative families
introduced in [4] in our dynamic programming algorithm. By Lemma 2, we know that for
Independently 2-Connected k-Set we need to find two edge disjoint trees (F1, F2) sat-
isfying certain properties. Thus, if we take the intersection of the solution to some subgraph
of the input graph we get two forests (F ′1, F ′2). Let G be the input graph and H be an
induced subgraph of G such that |∂(H)| ≤ t where ∂(H) = N(V (G) \ V (H)). We call H,
a t-boundaried graph. At every node of the tree decomposition one can associate a t + 1
boundaried graph H of G. For H, we keep a family of partial solutions P that satisfies
a following property. Given a solution (L1, L2) to Independently 2-Connected k-Set,
there is a partial solution (Q1, Q2) ∈ P such that (Q1∪Lr1, Q2∪Lr2) is also a solution. Here,
Lr1 = L1 \ E(H) and Lr2 = L2 \ E(H). We use the ideas of matroids and representative
families in order to bound the size of P. One views each of the partial solution, (Q1, Q2),
as a pair of forests in a graphic matroid of a clique on the vertex set ∂(H). Thus these
forests correspond to a pair of independent sets in graphic matroid. Furthermore, for every
solution (L1, L2) to Independently 2-Connected k-Set, we view (Lr1, Lr2) as another
pair of independent sets in graphic matroid of a clique on the vertex set ∂(H). Now one
observes that (Q1 ∪ Lr1, Q2 ∪ Lr2) forms a pair of spanning tree of some induced subgraph
of the clique. Once we have identified partial solutions as pairs of independent sets in a
matroid one can show that the size of P is upper bounded by 2O(t). We finally give the
proof of our main result.
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Proof of Theorem 1. Let (G, k) be an input to Independently 2-Connected k-Set.
Also assume that G has n vertices and m edges. We first compute all the blocks of G, say
B1, . . . , B`, in O(m+ n) time. Now, by Lemma 3 we know that G is a yes-instance if and
only if there exists an i ∈ {1, . . . , `} such that (Bi, k) is a yes-instance. Now on each Bi, we
first apply Corollary 5 and in O(nm) time either produce a terminal set U and completely
independent spanning trees T1, T2 of U , or construct a path decomposition of Bi of width
at most k − 1. In the former case we return U and completely independent spanning trees
T1, T2 of U . In the later case we apply Lemma 6 and check whether (G, k) is a yes-instance
to Independently 2-Connected k-Set. This completes the proof. J
4 Lower Bound on Kernelization
We proved that Independently 2-Connected k-Set is FPT. Hence, it is natural to
ask whether this problem has a polynomial kernel. A parameterized problem Π is said
to admit a kernel of size f : N → N if every instance (x, k) can be reduced in polynomial
time to an equivalent instance with both size and parameter value bounded by f(k). When
f(k) = kO(1) then we say that Π admits a polynomial kernel. The study of kernelization has
recently been one of the main areas of research in parameterized complexity, yielding many
important new contributions to the theory. The development of a framework for ruling out
polynomial kernels under certain complexity-theoretic assumptions [1, 2, 5] has added a new
dimension to the field and strengthened its connections to classical complexity.
Using the results by Bodlaender et al. [1], we show that it is unlikely even if we restrict
ourself to 2-connected graph. We first give a few definitions required for our proof. A
composition algorithm for a parameterized problem Π is an algorithm that receives as an
input a sequence of instances (I1, k), . . . , (It, k) of Π where each Ii is an input and k is
a parameter, and in time polynomial in
∑t
i=1 |Ii| + k produces an instance (I ′, k′) of Π
such that i) (I ′, k′) is a YES-instance of Π if and only if (Ii, k) is a YES-instance for some
i ∈ {1, . . . , t}, and ii) k′ is polynomial in k. If Π has a composition algorithm, then it is said
that Π is compositional. Bodlaender et al. [1] proved the following theorem.
I Theorem 7 ([1]). If Π is a compositional parameterized problem such that the unpara-
meterized version of Π is NP-complete, then Π has no polynomial kernel unless NP ⊆
coNP /poly.
It is easy to see that Independently 2-Connected k-Set is compositional for general
(or connected) graphs. But by Lemma 3, it is sufficient to consider the problem for 2-
connected graphs. Hence, we prove the following theorem.
I Theorem 8. Independently 2-Connected k-Set has no polynomial kernel even for
2-connected graphs unless NP ⊆ coNP /poly.
Proof. As the unparameterized version of Independently 2-Connected k-Set is NP-
complete for 2-connected graphs by the results of Hasunuma in [8], it is sufficient to show
that Independently 2-Connected k-Set is compositional for 2-connected graphs.
Let (G1, k), . . . , (Gt, k) be a sequence of instances of Independently 2-Connected
k-Set where G1, . . . , Gt are 2-connected, and we assume without loss of generality that
k ≥ 3. Let also ni = |V (Gi)| ≥ 3 for i ∈ {1, . . . , t}, and denote by vi1, . . . , vini the vertices of
Gi for i ∈ {1, . . . , t}. We construct G′ as follows (see Fig. 1).
For each h ∈ {1, . . . , t} and for each ordered pair (i, j) of distinct i, j ∈ {1, . . . , nh},
construct a copy G(i,j)h of Gh; denote by x
(i,j)
h and y
(i,j)
h the vertices vhi and vhj of the
copy G(i,j)h of Gh respectively.
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Figure 1 The construction of G′.
For each h ∈ {1, . . . , t}, construct edges y(i,j)h x(r,s)h for distinct ordered pairs (i, j), (r, s)
such that either i = r and s = j + 1 or r = i+ 1 and j = nh, s = 1.
For each h ∈ {1, . . . , t}, construct edges y(nh,nh−1)h x(1,2)h+1 ; we assume here that x(1,2)t+1 =
x
(1,2)
1 .
We let k′ = 2k. Notice that for all x(i,j)h and y
(i,j)
h , G′ has the unique edges that join
these vertices with the vertices outside G(i,j)h . We call these edges by x
(i,j)
h and y
(i,j)
h -edges
respectively. Observe also that for all h, h′ and (i, j), (r, s), the graph G′ has a (y(i,j)h , x
(r,s)
h′ )-
path that contains y(i,j)h and x
(r,s)
h′ -edges.
It is straightforward to see that G′ is 2-connected. We show that (G′, k′) is a YES-
instance of Independently 2-Connected k′-Set if and only if (Gh, k) is a YES-instance
for some h ∈ {1, . . . , t}.
Suppose that there is h ∈ {1, . . . , t} such that Gh has a set of terminals U of size at least
k such that there are two completely independent spanning trees F, T of U . Because k ≥ 3,
F and T have internal vertices. We choose such vertices denoted by vhi are vhj respectively.
By Lemma 2, i 6= j. Denote by F (i,j)h , T (i,j)h and F (j,i)h , T (j,i)h the copies of F, T in G(i,j)h and
G
(j,i)
h respectively. Let P be a (y
(i,j)
h , x
(j,i)
h )-path in G′ that contains y
(i,j)
h and x
(j,i)
h -edges,
and let Q be a (y(j,i)h , x
(i,j)
h )-path in G′ that contains y
(j,i)
h and x
(i,j)
h -edges. Let T ′ be the
tree obtained by taking the union of T (i,j)h , T
(j,i)
h and P , and let F ′ be the tree obtained by
taking the union of F (i,j)h , F
(j,i)
h and Q. It remains to observe that F ′, T ′ are completely
independent spanning trees of U ′ where U ′ is the union of the copies of U in G(i,j)h and
G
(j,i)
h . Since |U ′| = 2|U | ≥ 2k, we have that G a set of terminals U ′ of size at least k′ such
that there are two completely independent spanning trees F ′, T ′ of U ′.
Suppose now that G a set of terminals U ′ of size at least k′ such that there are two
completely independent spanning trees F ′, T ′ of U ′.
We claim that there are at most two G(i,j)h that contain vertices of U ′. To obtain a
contradiction, assume that three distinct G(i1,j1)h1 , G
(i2,j2)
h2
, G
(i3,j3)
h3
have vertices of U ′. Then
by the construction of G′, there is s ∈ {1, 2, 3} such that F ′ contains the x(is,js)hs and y
(is,js)
hs
-
edges. Because F ′, T ′ are edge disjoint by Lemma 2, T ′ cannot contain any vertex of G(is,js)hs ;
a contradiction. We consider two cases.
Case 1. The set U ′ contains vertices of the unique G(i,j)h . If F ′, T ′ do not include the x
(i,j)
h
and y(i,j)h -edges, then F ′, T ′ are subtrees of G
(i,j)
h . By taking the copies of F ′, T ′ in Gh, we
have that Gh has a set of terminals of size at least k′ > k such that there are two completely
independent spanning trees of the set. Suppose that one of the trees, say F ′, contains at least
one of the x(i,j)h and y
(i,j)
h -edges. Because F ′ is a minimal spanning tree of U ′, F ′ contains
both the x(i,j)h , y
(i,j)
h -edges. Then F ′ has the unique (y
(i,j)
h , x
(i,j)
h )-path P with these edges,
and the internal vertices of P have degree two in F ′. Then the forest obtained from F ′
by the deletion of the edges and the inner vertices of P has two components F1 and F2.
Because V (F ′) ∩ U = (V (F1) ∩ U) ∪ (V (F2) ∩ U) and U1 = (V (F1) ∩ U), U2 = (V (F2) ∩ U)
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are disjoint, we can assume without loss of generality that |U1| ≥ k. Let F be the unique
minimal spanning subtree of U1 in F1. Because F ′ contains the x(i,j)h and y
(i,j)
h -edges, T ′ is
a subgraph of G(i,j)h by Lemma 2. Let T be be the unique minimal spanning subtree of U1
in T ′. We have that G(i,j)h has the set of terminals U1 of size at least k such that there are
two completely independent spanning trees F, T of U1. By taking the copies of F, T in Gh,
we obtain that Gh has a set of terminals of size at least k such that there are two completely
independent spanning trees of the set.
Case 2. The set U ′ contains vertices of two distinct G(i,j)h , G
(r,s)
h′ . Let U1 = V (G
(i,j)
h ) ∩ U ′
and U2 = V (G(r,s)h′ )∩U ′. Because U1, U2 is a partition of U ′, we can assume without loss of
generality that |U1| ≥ k. Notice that F ′, T ′ contain the x(i,j)h , y(i,j)h , x(r,s)h′ , y(r,s)h′ -edges, and
the x(i,j)h , y
(r,s)
h′ -edges (the y
(i,j)
h , x
(r,s)
h′ -edges respectively) are in the same tree. We assume
that F ′ contains the x(i,j)h , y
(r,s)
h′ -edges and T ′ has the y
(i,j)
h , x
(r,s)
h′ -edges. Then F ′ has the
unique (x(i,j)h , y
(r,s)
h′ )-pathQ and and T ′ has the unique (y
(i,j)
h , x
(r,s)
h′ )-path R, and the internal
vertices of Q and R have degree two in F ′ and T ′ respectively. Then the forest obtained
from F ′ by the deletion of the edges and the inner vertices of Q has exactly two components
F1, F2, and it can be assumed that F1 is a subgraph of G(i,j)h and F2 is a subgraph of G
(r,s)
h′ .
Notice that U1 ⊆ V (F1), and let F be the unique spanning tree of U1 in F1. By the same
arguments, the forest obtained from T ′ by the deletion of the edges and the inner vertices of
R has exactly two components T1, T2, and it can be assumed that T1 is a subgraph of G(i,j)h
and T2 is a subgraph of G(r,s)h′ . Again, U1 ⊆ V (F1), and we consider the unique spanning
tree T of U1 in T1. We have that G(i,j)h has the set of terminals U1 of size at least k such
that there are two completely independent spanning trees F, T of U1. By taking the copies
of F, T in Gh, we obtain that Gh has a set of terminals of size at least k such that there are
two completely independent spanning trees of the set.
In the both cases we have that there is h ∈ {1, . . . , t} such that (Gh, k) is a YES-instance
of Independently 2-Connected k-Set, and it competes the proof. J
5 FPT algorithm for Independently s-Connected k-Set and a
generalization
In this section we design an algorithm for Independently s-Connected k-Set. In fact,
what we show is that this problem is is FPT when parameterized by k + s. We show that
this problem can be reduced to checking existence of the bounded number of topological
minors of bounded size. As the checking of existence of topological minors can be done in
FPT-time by the recent results of Grohe et al. [6], we obtain the following theorem.
I Theorem 9. Independently s-Connected k-Set is FPT when parameterized by s+k.
Proof. If k = 1 or s = 1, then Independently s-Connected k-Set is trivial. If k =
2, then the problem can be solved in polynomial time by checking the existence of two
vertices that can be joined by at least s internally vertex disjoint paths. Also if s = 2, then
Independently s-Connected k-Set is FPT when parameterized by k by Theorem 1.
Hence, we can assume that s, k ≥ 3.
We prove the following two claims.
I Claim B. If H is a topological minor of G such that (H, s, k) is a YES-instance of In-
dependently s-Connected k-Set, then (G, s, k) is a YES-instance of Independently
s-Connected k-Set.
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Proof of Claim B. Suppose that (H, s, k) is a YES-instance of Independently s-
Connected k-Set for a topological minor H of G. Then there is a set of terminals
U ⊆ V (H) of size at least k and there are s completely independent spanning trees T1, . . . , Ts
of U in H. Since H is a topological minor of G, G has a subgraph H ′ such that H ′ can be
obtained from H by a sequence of edge subdivisions. Let T ′1, . . . , T ′s be the trees obtained
from T1, . . . , Ts by applying these edge subdivisions to the edges of these trees. Denote by
U ′ the set of vertices of G that correspond to the vertices of U in H ′. It remains to observe
that T ′1, . . . , T ′s are completely independent spanning trees of U ′ in G by Lemma 2, i. e.,
(G, s, k) is a YES-instance of Independently s-Connected k-Set. J
I Claim C. If (G, s, k) is a YES-instance of Independently s-Connected k-Set, then
G has a topological minor H with at most sk + k − 2s vertices such that (H, s, k) is a
YES-instance of Independently s-Connected k-Set.
Proof of Claim C. Suppose that (G, s, k) is a YES-instance of Independently s-
Connected k-Set. Then there is a set of terminals U ⊆ V (G) of size exactly k and
there are s completely independent spanning trees T1, . . . , Ts of U in G. Let H be a sub-
graph of G that is the union of T1, . . . , Ts. Denote by H ′ the graph obtained from H by the
recursive dissolutions of degree two vertices that have non-adjacent neighbors. Clearly, H ′ is
a topological minor of G. Notice that because s ≥ 3, the vertices of U are not dissolved, and
we can dissolve only internal vertices of T1, . . . , Ts. Let T ′1, . . . , T ′s be the trees obtained from
T1, . . . , Ts respectively by these dissolutions. Then T ′1, . . . , T ′s are completely independent
spanning trees of U in H ′ by Lemma 2, i. e., (H ′, s, k) is a YES-instance of Independently
s-Connected k-Set.
To obtain the bound on the number of vertices of H ′, we show that for each Ti, all
non-terminal internal vertices of degree two of Ti are dissolved. To obtain a contradiction,
assume that at some step, we could not dissolve a vertex u of degree two. It can happen only
if u has the neighbors x and y that are adjacent. Because Ti is a tree and the terminals are
not dissolved, x and y are joined in some other tree Tj , i. e., x, y ∈ V (Ti)∩V (Tj). Moreover,
x and y are joined in Ti, Tj by the unique (x, y)-paths Pi, Pj respectively such that the
internal vertices of Pi, Pj have degree two in Ti, Tj respectively. By Lemma 2, x, y ∈ U .
Because k ≥ 3, each of x, y is an internal vertex of one of the trees T1, . . . , Ts by Lemma 2.
Since s ≥ 3, either x or y is an internal vertex of at least two trees; a contradiction.
Thus, each T ′i has no non-terminal vertices of degree one or two. Therefore, because
|U | = k, T ′i has at most k−2 internal vertices. Then the total number of internal vertices of
T ′1, . . . , T
′
s is at most s(k−2), and the total number of vertices ofH ′ is at most s(k−2)+k. J
Now we can solve Independently s-Connected k-Set as follows. We consider all
2O(s2k2) graphs H with at most sk+ k− 2s vertices. For each H, we solve Independently
s-Connected k-Set using, e. g., brute force. If we obtain a yes-answer, then we check
whether H is a topological minor of G by the algorithm of Grohe et al. [6]. If H is a
topological minor of G, then (G, s, k) is a yes-instance of Independently s-Connected
k-Set by Claim B. If we have a no-answer for all H, then Independently s-Connected
k-Set for (G, s, k) has a no-answer by Claim C. J
A similar result can be obtained for the variant of the problem where a set of terminals
is fixed. Formally, Independent Trees for a Set of Terminals ask for a graph G,
positive integer s and a set U , whether there are s completely independent spanning trees of
U in G. Using the same arguments as in the proof of Theorem 9, we can show the following.
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I Theorem 10. Independent Trees for a Set of Terminals is FPT when paramet-
erized by s+ |U |.
6 Conclusions
In this paper we initiated parameterized complexity of a natural connectivity problem and
designed several FPT algorithms for it. We conclude with several open questions.
Is it possible to solve Independently s-Connected k-Set in time 2O(k)nO(1) for a
fixed s ≥ 3?
What can be said about the approximability of Independently s-Connected k-Set?
Is there a constant factor approximation algorithm for the problem for s = 2?
We have shown that Independent Trees for a Set of Terminals is FPT when
parameterized by s + |U |. Is it possible to obtain a more efficient algorithm for this
problem? In particular, is it possible to solve the problem in single-exponential in |U |
for s = 2?
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