Abstract-Advanced medical imaging technologies provide a wealth of information on cardiac anatomy and structure at a paracellular resolution, allowing to identify microstructural discontinuities which disrupt the intracellular matrix. Current stateof-the-art computer models built upon such datasets account for increasingly finer anatomical details, however, structural discontinuities at the paracellular level are typically discarded in the model generation process, owing to the significant costs which incur when using high resolutions for explicit representation. In this study, a novel discontinuous finite element (dFE) approach for discretizing the bidomain equations is presented, which accounts for fine-scale structures in a computer model without the need to increase spatial resolution. In the dFE method, this is achieved by imposing infinitely thin lines of electrical insulation along edges of finite elements which approximate the geometry of discontinuities in the intracellular matrix. Simulation results demonstrate that the dFE approach accounts for effects induced by microscopic size scale discontinuities, such as the formation of microscopic virtual electrodes, with vast computational savings as compared to high resolution continuous finite element models. Moreover, the method can be implemented in any standard continuous finite element code with minor effort.
I. INTRODUCTION

C
OMPUTATIONAL modeling of cardiac electrophysiology at the tissue and organ scale relies mostly on continuum formulations which characterize emergent bioelectric phenomena such as wavefront propagation at a macroscopic size scale. Such models are built upon the assumption of an electric syncytium, that is, diffusive material properties of the tissue are continuous. The validity of this assumption at a macroscopic size scale is supported by the successful application of macroscopic models such as the cardiac bidomain model [1] , whose predictions are very well in line with experimental observations [2] . When viewed at a finer microscopic size scale though, cardiac tissue is a discrete medium in which electrical impulses propagate discontinuously [3] . Under healthy conditions during normal propagation there are no direct significant manifestations of microscopic discontinuities which would play a major role at the tissue and organ scale, however, when external electric fields are applied [4] or when discontinuities become more pronounced as it may be the case under pathological conditions, conduction pathways at the microscopic size scale are altered to an extent which can cause noticeable effects at the macroscopic size scale as well. A particularly important case is fibrosis, a degenerative progressive disease in which connective tissue invades the intracellular matrix thus interrupting the intracellular space. While such disruptive lines or layers can be very thin, longitudinally they may grow over several space constants. Such elongated fibrotic inlays can induce discontinuous zig-zag propagation patterns which are associated with significant conduction delays [5] . Thus, despite their thinness, such structures lead to an apparent conduction slowing which shortens wavelength and induces wavefront fractionation, both factors which are known to promote the formation of arrhythmias.
In continuum models such fine-scale structures are not explicitly accounted for, particularly in larger tissue preparations or in whole organ models. The choice of spatial resolution h in continuum models is mainly dictated by the physics of the model equations and the level of geometric detail one wishes to account for. In terms of physical constraints upon h, the fast transients involved in electrical activation last less than 1 ms which translates into steep wave fronts of extent <1 mm, necessitating high spatiotemporal resolution. Current state-of-the-art organ scale models use fairly high paracellular resolutions with h ≈ 100 μm which correspond roughly to the length of a single cell [6] . While such high resolutions suffice to accommodate explicit representations of fine structures such as endocardial trabeculae or major vessels in the myocardium, they are insufficient to spatially resolve thin, but elongated fibrotic textures which may cause noticeable effects at a global macroscopic size scale.
Using standard continuous finite element (FE) techniques structures at such a fine size scale can only be represented explicitly by using sufficiently high spatial resolutions, which may be prohibitive in terms of the computational costs involved. In this study, a novel computationally efficient discontinuous FE (dFE) bidomain modeling approach is presented, which accommodates fine-scale structural detail without the need to increase spatial resolution. Instead, standard discretizations (h ≈ 100 μm) are used upon which the finer structures at size scales h are conformally projected. Insulation is enforced along the conformal projections in the intracellular space through splitting of FE nodes, while the interstitial space remains coupled. The method provides increased flexibility by allowing to account for microstructural details in bidomain simulations with minimal extra computational cost.
II. METHODS
A. Discontinuous Finite Element Approach
The basic idea of the proposed dFE technique is to model microscopic conduction barriers as infinitely thin insulating lines or surfaces in a conformal FE mesh. Geometry and topology of such barriers are extracted from high-resolution images and projected onto a coarse FE mesh by marking those element edges/faces which best approximate the topology of conduction barriers. Across the marked edges, electrical insulation of the intracellular space is enforced via no-flux boundary conditions which are imposed by decoupling nodes shared between adjacent elements. This is achieved by assigning a new nodal index to a shared node in a FE located at one side of an insulating line/surface, while keeping the original nodal index at the other side. Spatial coordinates of the split nodes remain unchanged, since the width of the isolating structure is assumed to be infinitely small. The basic principle is illustrated in Fig. 1(a) -(d). Renumbering of nodes 1 and 4 in elements Qd1 and Qd3 imposes no-flux boundary condition, thus impeding wavefront propagation across the insulating boundary. In this study, we aim at developing the discontinuous FE method for 2-D meshes. We start off from pure quadrilateral meshes which are derived from segmented decimated images of histologically processed tissue slices.
B. Governing Equations
The bidomain equations in the elliptic-parabolic form are given by
where φ i and φ e are the intracellular and extracellular potentials, respectively, V m = φ i − φ e is the transmembrane voltage, σ i and σ e are the anisotropic intracellular and extracellular conductivity tensors, respectively, σ b is the isotropic conductivity of a surrounding bath or of larger interstitial cleft spaces, β is the bidomain surface-to-volume ratio, C m is the membrane capacitance per unit area, and I ion is the ionic current density which depends on V m and a state vector η. At tissue boundaries, no-flux boundary conditions are imposed for φ i , with the potential φ e and the normal component of the extracellular current being continuous. At boundaries of the conductive bath surrounding the tissue, no-flux boundary conditions on φ e are imposed.
In a general case, the sizes of intracellular and extracellular domain are unequal, necessitating a domain mapping operator for data transfer between the domains. This is the case in the presence of a bath or larger cleft spaces within the myocardium, or, as in this study, when additional insulating boundary conditions are applied to the intracellular domain. The mapping operator P is shown in (6) , which gives the FE discretization of the bidomain equations
where K * and M * are stiffness and mass matrices, respectively, with * = e|i being either the extracellular space Ω e or the intracellular space Ω i , P is a prolongation operator from Ω i to Ω e , its transpose P T is a restriction operator from Ω e to Ω i , and I m is the transmembrane current.
In the continuous case in absence of a bath, P and P T are 1:1 injections. In the presence of a bath, data are mapped 1:1 within Fig. 2 . Generalized dFE mapping between intracellular domain Ω i , and extracellular domain Ω e in presence of a bath. Source terms from nodes 4 and 9 of the Ω i grid are mapped onto node 5 of the Ω e grid, i.e., node 5 in domain Ω e "sees" two source points. Conversely, nodes 4 and 9 in domain Ω i sense the same extracellular potential Φ e from node 5. Nodes which were not split, e.g. 6, map 1:1 to an extracellular node. Pure bath nodes such as 12 are not mapped. the myocardium and no mapping is performed in the bath. In the discontinuous case, within the myocardium, data are either mapped 1:1 or 1 : n at split nodes, where n is the multiplicity of the splitting (see Fig. 2 ).
C. Construction of a 2-D Test Case
1) Sectioning, Histological Staining and Image Acquisition:
For the sake of testing the proposed dFE method a 2-D test case is constructed. Rabbit ventricles were embedded in paraffin wax, microtome sliced and stained using Masson's trichrome staining [see Fig. 3(a) ]. Slices were imaged at high resolution.
A representative, artifact-free slice was chosen from which a square region of 2000 × 2000 pixels, pixel size of 10 × 10 μm 2 , was selected for model construction [see Fig. 3(a) ].
2) Image Segmentation: Trichrome stain labels myocytes pinkish-red and connective tissue bluish-green, interstitial cleft spaces remain unstained [see Fig. 3(a) ]. For the construction of a computer model only two spaces are discriminated, the intracellular space consisting of myocytes and the interstitial space consisting of cleft space and connective tissue. Fig. 3(b) shows binarization results, with connective tissue and cleft spaces appearing in white and myocytes in black.
3) Downsampling: For the dFE approach, a coarse representation of a domain is needed upon which fine scale details are projected. Such a coarse representation was derived from the segmented high-resolution image [see Fig. 3(b) ] by downsampling the image to 200 × 200 pixels (pixel size 100 × 100 μm 2 ) [see Fig. 3(c) ], a standard resolution in state-of-the-art models [6] , [7] . This reduction entailed a loss of information. Only structures >100 μm were retained and explicitly represented in the FE grid, any structures <100 μm disappeared.
4) Skeletonization:
A skeletonization algorithm was employed to extract the network of connective tissue from the high-resolution image. Fig. 3(d) shows the skeletonization result. Note that the skeletonized microstructure is visualized as thin lines of 1 pixel width. The topology of the connective tissue network is given now as a set of line segments which is a suitable format for being projected onto a 2-D FE mesh.
5) Fiber Detection:
Prevailing myocyte orientations a.k.a. "fiber orientations" were extracted by converting the color highresolution image to a grayscale image. The grayscale image was downsampled and an intensity gradient method [8] was applied to both high-and low-resolution images to compute fiber orientations.
D. Mesh Generation and Postprocessing
1) Generation of High and Lower Resolution Meshes:
Two sets of FE meshes were generated directly from the segmented images shown in Fig. 3 (b) and (c) [9] . In this process, each pixel was replaced by a 2-D quadrilateral element of the same size, i.e., 10 × 10 μm 2 for the high-resolution image and 100 × 100 μm 2 for the low-resolution image. In the FE mesh of the intracellular grid only those pixels were included which have been previously identified as myocardium, pixels classified as interstitial space or connective tissue were discarded whereas in the FE mesh of the extracellular grid, all pixels were considered. That is, two grids were generated, a high-resolution grid which accounted for all structural detail present in the histological images [see intersections, such as the numbers of two elements sharing an intersected edge, the element number of elements with intersected diagonals, and the index of the node closest to the intersection are stored.
3) Nodal and Element Splitting: By the end of the skeleton projection, all elements with intersections were processed. Those nodes in elements with intersections were marked for splitting [see Fig. 4 (c)]. Depending on number and location of marked nodes within the element, different procedures were implemented. In those rare cases where all four nodes of a quad were marked, the element was removed from the mesh. Special treatment was implemented for cases when two marked nodes were not directly connected by an element edge, i.e., the nodes were located at diagonals of a quad. In this case, the FE mesh was modified by splitting the quadrilateral element into two triangular elements, and by splitting the nodes that span the edge shared by the two triangular elements [see . In all other cases no grid modifications were required since electrical insulation across the assumed conduction barriers can be achieved by decoupling along preexisting edges of the quadrilateral element.
By the end of the splitting procedure a hybrid mesh, with quadrilateral and triangular elements, is generated. Information on nodal splitting is stored in a list, which holds the indices of the nodes marked for splitting, the indices of the elements where these nodes should be split and the new nodal index that should be attributed to these nodes. This list is used as input to the simulator to perform the nodal splitting on the fly. The nodal splitting is done via renumbering of nodes in elements of the intracellular grid. 
E. Simulation Setups
To evaluate the dFE method three different setups were used 3) the CM was used, but the dFE method was applied (dCM) which led to the insertion of 18 377 additional nodes. The total number of nodes N in each FE grid were 4004001, 40401, and 58778 for FM, CM, and dCM, respectively. A comparison between the setups is shown in Fig. 5 . In panel (A) the discontinuous structures represented by the decoupled nodes are presented over the CM. Note that the fine structures present in the FM are not present in the CM, but are included as the insulating lines shown in red, that were created by decoupling the highlighted nodes. In panel (B) the representation of the discontinuous structures is compared against the actual fine structures that are present in the FM. Note that, although the representation is slightly jagged, it matches the original structures fairly well. Fine structures that were below 200 μm of diameter were removed from the CM and dCM setups to reduce computational cost. Such small structures do not induce virtual electrodes polarizations, as shown in [10] , and thus can be ignored. Since numerical parameters were kept constant throughout all simulation runs, the relative computational costs are proportional to N . That is, the computational cost of CM and dCM relative to the FM were 1.00% and 1.46%, respectively.
The Beeler-Reuter-Drouhard-Roberge model as modified in [11] was employed to describe the cellular dynamics of a mammalian ventricular cell. To distinguish differences between FM and dFE simulations which arise due to the representation of structural discontinuity and the averaged representation of fiber orientations, two sets of conductivities were used. An isotropic setup, using intracellular and extracellular conductivities of 0.11963 and 0.625 S/m, respectively, served to assess differences attributable solely to the alternative representation of structural discontinuity. Alternatively, an anisotropic setup in which longitudinal conductivities in the intracellular and extracellular spaces were set to 0.11963 and 0.625 S/m, respectively, and transverse conductivities to 0.02621 and 0.236 S/m, respectively. This setup can be considered to be more realistic by accounting for anisotropy, however, for gauging the quality of approximation of the dFE approach it is less suitable, since additional discrepancies will incur due to the downsampling of the fiber field. Bidomain surface-to-volume ratio β and membrane capacitance C m were chosen as 1400 cm −1 and 1 μF/cm 2 , respectively.
Wavefront propagation was initiated by electric field stimulation applied via two line electrodes located at top and bottom of the domain, as shown at the right bottom of Fig. 6 . In line with our goal of evaluating the quality of the dFE approximation relative to high-resolution models, the application of an electric field has been chosen as a test case since induced virtual electrode polarization patterns [4] are highly sensitive to the presence of structural discontinuity. In particular, a field strength of 4 V/cm was applied for 2 ms which was sufficiently strong to elicit suprathreshold responses around finescale discontinuities. Cathodal and anodal stimulation were implemented as time-varying Dirichlet boundary conditions along which Φ e = 0 mV and Φ e = 8000 mV was enforced during the stimulus period. After the end of the stimulus, the anode was kept grounded while the cathodal Dirichlet boundary condition was removed, i.e., extracellular potentials Φ e along the top edge of the domain could float which is analog to opening the stimulation circuit in an experimental setting.
F. Evaluation of Discontinuous FE Method
The dFE method was evaluated by comparing against the FM grid. Potential benefits of the dFE method were investigated by assessing whether and as to which degree the dFE method provides more accurate predictions of activation patterns, i.e., differences to the reference FM grid are reduced, and the savings in terms of computational cost.
Simulation results were qualitatively evaluated by visually comparing the spatial distribution of transmembrane voltage V m and extracellular potential φ e between the three different setups FM, CM, and dCM 0.5 and 1.5 ms after the break of the stimulus, as shown in Fig. 6 . In addition, activation times were computed for the intracellular grid as the instant where a threshold of −10.0 mV is achieved. Difference in activation times relative to the FM grid was then calculated at all nodes which were present in both the FM as well as the CM/dCM grids. Execution times for the full bidomain simulation sequence were recorded and compared against the FM case. Speedup was calculated as the FM grid execution divided by CM/dCM grids execution times.
G. Computational Considerations
The bidomain equations were solved with the cardiac arrhythmia research package (CARP) [12] , running on 1 to 16 cores of an 8 Quad-Core AMD OpteronTM 8386 SE 2.8 GHz processors cluster with 128 GB of RAM running a 64-bit Linux system. The specifics of the numerical regimes used in CARP have been described extensively elsewhere [13] - [15] . Image segmentation and skeletonization were performed in custom written software (Courtesy of Prof. H. Ahammer). Fiber detection, downsampling, and mesh generation and postprocessing procedure were implemented in MATLAB (The Mathworks, Nantucket, USA). Visualization of results was performed with the custom written Meshalyzer software (Courtesy of Dr. E. J. Vigmond).
III. RESULTS
A. Evaluating Polarization Patterns and Activation Times
Postshock polarization patterns predicted by the dFE method were compared against the reference solution computed at the fine FM grid and the standard solution computed with the continuous FE method on the CM grid. Fig. 6 presents the spatial distribution of V m and Φ e for all three scenarios 0.5 and 1.5 ms postshock. Figs. 6(a) and (b) show results for isotropic conductivity settings in which case all observed differences are attributable to the presence or absence of fine-scale discontinuities, but not to differences in fiber orientations. While there were minor visible deviations between FM and dCM case, a qualitative visual comparison against the standard CM case reveals that the dFE method captures structure-induced polarizations more accurately than the standard FE approach, with the solution being much closer to high-resolution reference simulation. In the CM simulation many fine-scale discontinuities which were explicitly represented in the FM case were absent. Thus, virtual electrode polarizations were induced to a much lesser degree which was particularly striking in the lower left quadrant of the domain [see Fig. 6(a) and (c) ]. Hence, no wavefront propagation was initiated there, thus leading to a noticeable activation delay in this region. This is illustrated in the activation maps in Fig. 7(a) which present the spatial distribution of differences in local activation times relative to the reference FM case. Mean activation time errors and standard deviations were 1.37 ± 1.11 and 0.35 ± 0.69 ms in the isotropic CM and dCM cases, respectively.
In the anisotropic case, additional deviations emerged due to differences in fiber orientation between FM and dCM grid which influenced the formation of virtual electrode polarizations. This is apparent when comparing polarization patterns in FM/dCM panels between Fig. 6(a) and (c) or activation time errors between Fig. 7(a) and (b) . Nonetheless, the overall distribution of V m and Φ e achieved with the dFE method approximates the so- 
TABLE I SUMMARY OF EXECUTION TIMES (T ) AND SPEEDUPS (S) FOR SOLVING THE TOTAL SYSTEM USING FINE MESH (FM), COARSE MESH (CM) AND DECOUPLED COARSE MESH (dCM)
lution obtained with the high resolution FM significantly better than in the standard CM case, as evidenced by comparing the CM and dCM panels in Fig. 6 (c) and (d), albeit the match is not as close as in the isotropic case. In the anisotropic case, mean activation time errors and standard deviations were 1.40 ± 1.3 and 0.63 ± 1.03 ms, respectively.
B. Computational Costs
The reduction in terms of nodes in the coarser CM and dCM meshes relative to the FM mesh translated into significant savings in execution times. As shown in Table I , when running on a single core simulation using the coarse CM mesh executed 158.9× faster than the corresponding run which used the FM mesh. Such speedups are within the range expected due to the reduction in workload by a factor of ∼100. Comparable reductions in execution time (126.1×) were measured with the dFE method on the coarse dCM mesh, with speedups being slightly smaller than in the CM case, due to the marginally higher workload imposed by additional 18 377 nodes. While the overall speedups decreased slightly when increasing the number of compute cores n even with n = 16 reductions in execution time were significant. Solving the FM problem within similar time frames as the dCM problem would necessitate engaging a much larger number of cores, in the range n > 1000.
IV. DISCUSSION
In this study, a novel discontinuous FE approach for modeling fine-scale structural discontinuities in cardiac bidomain simulations has been developed. The method accounts for the presence of insulating microstructures, as they arise in the aging myocardium or under pathologies such as fibrosis, without increasing the mesh resolution to spatially resolve these structures explicitly. Instead, electrical insulation due to such structures arising at size scales below a given spatial resolution are accounted for by a nodal splitting approach which imposes no-flux boundary conditions on intracellular current density and allows for discontinuities in intracellular potential φ i while keeping the extracellular domain continuous. Simulation results demonstrate that the dFE method reduces computational costs significantly, by about two orders of magnitude. Qualitatively, relevant mechanisms such as virtual electrode formation around insulating obstacles, the subsequent initiation of wavefronts and their fractionation when encountering with such barriers, are captured faithfully. Quantitative comparison revealed only very minor differences relative to significantly more expensive simulation performed in a matching high-resolution mesh. The proposed method can be implemented in any continuous FE bidomain code with very minor effort which is a major advantage from a practical point of view. This additional flexibility renders the dFE method highly suitable for being used in modeling studies which seek to investigate bioelectric phenomena related to myocardial tissue structure at a microscopic size scale in the context of whole organ simulations.
A. Shock-Induced Polarizations and Activation Patterns
In the process of aging or in diseased hearts, active myocytes are being replaced by connective tissue which invades spaces between myocytes, thus interrupting the intracellular matrix. Current flux between myocytes situated at opposite sites of fibrotic lesions, no matter how thin they are, is prevented, which renders the intracellular space discontinuous along such fracture lines. Such discontinuities may not show any noticeable manifestations at a macroscopic size scale and, therefore, their presence is most often fully ignored in computer models. However, there are various important scenarios in which microscale fibrotic lesions show prominent effects which are not limited to minor modulation of local behavior in the vicinity of the lesion, but influence behavior at the tissue and organ scale.
One such important effect is the induction of virtual electrode polarizations when external electric fields are applied [4] . Virtual electrodes form around such discontinuities which may initiate propagating wavelets after the break of a shock. There is mounting evidence that this mechanism plays a crucial role in success and failure of defibrillation shocks [16] , [17] in addition to other mechanisms which are driven by continuous macroscopic size scale factors such as fiber rotation [18] or unequal anisotropy ratios [2] . It has been shown that a critical minimum size is required for such structures to elicit propagated responses [17] , [19] . However, even lesions which are thin in width and well below a critical size, if their spatial extent in the longitudinal direction is sufficient as it is the case with fibrotic textures classified as patchy fibrosis [20] , they constitute an important substrate for eliciting shock-induced propagated responses which clearly influence the outcome of defibrillation shocks.
Moreover, fibrosis does not only manifest during stimulation with electric fields, it has a profound impact upon activation patterns. Again, elongated lesions provide a substrate which structurally constrains conduction pathways through which electrical activation wave fronts stumble following complex zig-zag patterns. At a macroscopic size scale, these altered micropropagation patterns may not be noticeable, but they manifest as apparent conduction slowing an important factor known to promote arrhythmias by shortening the effective wavelength [21] . However, wavefront fractionation due to microscopic lesions may manifest at a macroscopic size scale depending on the incidence direction of wavefronts. Under incidence directions in parallel to a lesion electrogram fractionation at a given observation site may be negligible, however, large conduction delays between depolarization events may arise at the same observation site which are reflected as electrogram fractionation in the extracellular space, if incidence direction is orthogonal to the prevailing direction of fibrotic lesions [5] .
The dFE method accounts for these effects in a computationally efficient manner. As illustrated in Fig. 6(a) and (b) , virtual electrode polarization patterns were very similar between the FM and dCM case while computations were 126× to 203× less costly. In the standard CM case, many virtual electrode polarizations were missing, particularly in the lower left quadrant, which had a profound impact upon postshock evolution. The postshock excitable gap was much larger in this case and the total activation time needed to depolarize the tissue sheet was significantly prolonged. This was also reflected in a much closer match in local activation times between dCM and FM as compared to the CM case [see Fig. 7(a) and (b) ].
In the isotropic case, differences arose due to the imperfect approximation of fracture lines [see Fig. 4(b) ]. Including anisotropy gave rise to additional deviations as a consequence of extracting fiber orientations from low-resolution images. Induced polarizations depend on the angle between lesion and fiber orientation [18] . In the high-resolution FM case, there is a fine-grained variation in fiber angle along a lesion which is much coarser in the dCM case, thus leading to differences in average angle between dCM and FM. Despite these additional uncertainties, dCM results match the FM case much closer than the standard CM results.
B. Discontinuous FE Method Versus High-Resolution Models
In recent years, major advances in imaging technology [22] alongside with other factors such as a massive increase in available compute power [23] - [25] , significant advancements in numerical methods for solving the bidomain equations [13] , and image-based mesh generation techniques to spatially discretize complex geometries [26] , [27] led to an increased interest in using anatomically highly accurate tomographic reconstructions of individual hearts [6] , [7] . In ex vivo MRI scans, ultrahigh spatial resolutions of around ≈25 μm can be achieved [22] which allow us to identify fine structures at a paracellular size scale. Histological images such as used in this study provide even higher resolution and more structural detail, but typically these techniques are vastly time consuming, destructive, and susceptible to artifacts [6] which limits their application to smaller tissue samples [28] . Models using such high-spatial resolutions are feasible and have been employed to study the role of microstructure in the formation of virtual electrode polarizations, and in electrogram fractionation, however, these studies have been limited to simpler model geometries such as 2-D sheets [17] , thin ventricular or atrial slices [19] , [5] or small transmural wedge preparations [29] . While using such simplified model geometries can be insightful under many circumstances, mechanisms which govern success and failure of defibrillation therapy or formation and maintenance of arrhythmias can only be fully appreciated at the organ scale since factors such as biventricular geometry, structure of the endocardium, tissue orthotropy, specialized conduction system, physiological differences between right and left chambers as well as the presence of transmural, apico-basal, and regional heterogeneities are known to be implicated in the underlying processes.
With current technology organ scale simulations at such ultrahigh resolutions <25 μm which could explicitly resolve mezoscale structures as modeled in this study with the dFE method, are not feasible yet, however, such simulations may become feasible over the next decade. Further methodological advances will enable research to take advantage of massively parallel high-performance computers to deal with workloads imposed by problem sizes of several tens to hundreds of million of unknowns. However, even in such scenarios discontinuous FE methods such as dFE may be of great utility. Not only execution times alone, also handling the overall amount of data generated, the computational costs of postprocessing and visualization remain to be expensive. Further, using high resolutions in areas devoid of any mezo-scale structures may not be warranted. Therefore, it is common to reduce image resolution prior to mesh generation down to h ≈ 100 μm. Such paracellular resolutions at length of a single myocyte seem to be a viable tradeoff between compute cost and anatomical detail. Models at this spatial discretization resolve the physics of the bidomain equations with high numerical accuracy and allow fast simulation and analysis cycles, the sweeping of large parameters spaces, or performing simulations on cheaper hardware. However, valuable information on the cardiac microstructure, available at full resolution, is lost in the decimation process and, thus, its effects cannot be studied in the resulting model. While this may be negligible in many cases, particularly when macroscopic phenomena are under consideration, there are many problems of high practical relevance in which accounting for the myocardial microstructure may be crucial.
The strength of the proposed dFE is its ability to account for the presence of microscopic structures which are at size scales below a chosen spatial resolution without any increase in computational costs. While the dFE method cannot achieve an identical match with the high-resolution model, the observed differences are only marginal-particularly when viewed in context of uncertainties model parameters are afflicted with-and the savings in computational costs are vast. The main limitation is rather image processing and representation as a skeleton. Any inaccuracies in these preprocessing steps will introduce errors in the simulations. Any missing skeleton representation of a fibrotic structure cannot cause a secondary source during field stimulation. Therefore, activation patterns in these regions will locally differ from the high-resolution model. However, this is a limitation of the preprocessing methods only, not of the dFE method itself.
C. Comparison With Previous Studies and Other Techniques
In a previous study [30] , the basic principle of using the dFE method for modeling fibrotic cleft spaces has been outlined for a simpler monodomain formulation. This concept has been applied successfully in subsequent studies for this very purpose [31] . This paper extends this idea by generalizing the dFE method to render it suitable for being used with a full bidomain formulation. In this case, the two spaces-intracellular and interstitial-are treated differently. Only the intracellular space is decoupled, but not the interstitial space. Thus, there is no 1:1 relationship anymore between FE nodes in the two domains, requiring a more elaborate mapping procedure when exchanging data between the two interpenetrating grids. Further, in contrast to other previous studies, detailed simulations were performed to quantitatively assess potential deviations relative to the computationally more expensive standard method which relies upon high-resolution meshes. As a benchmark, a simulation setup has been chosen which aims at modeling microscopic size scale virtual electrode polarizations induced by electric field stimulation. In such a scenario, the use of a full bidomain formulation is mandatory and the induced polarization patterns are highly sensitive to the present fibrotic cleft spaces. In addition, the polarization patterns are also highly sensitive to fiber orientation and anisotropy. Therefore, in this study an anisotropic setup, which includes fiber orientation, is quantitatively compared against an isotropic setup.
Various methods for modeling of cracks using continuum FE discretizations have been developed for a variety of applications in other fields of research. Similar approaches which rely upon nodal renumbering, as proposed in this study, have been used in other application such as, e.g., [32] and [33] . While the proposed method bears similarities with other approaches, the way it is applied in this study is novel and unique due to the specific requirements imposed by the bidomain models where two spaces interpenetrate and isolation has to be enforced only in one of them.
Trew and coworkers developed a finite volume method for modeling discontinuities in cardiac tissue which would be applicable to the problem described in here as well [34] . They argued that the FVM paradigm has an distinct advantage over FE formulations in that planes of intracellular disruption can be represented without an implicit gain of extracellular volume. Their rationale was based on previous studies by Hooks et al. in which a FE formulation was used [28] . The gain of volume resulted from the fact that their standard FE formulation represented cleavage planes as volumetric elements so that the width of planes could not be smaller than the mesh resolution. While their argument is correct, the dFE method overcomes this very difficulty and allows to model cleavage planes of infinite thinness the same way as their FVM approach. Considering that a large percentage of currently used bidomain solver codes relies on FE discretizations, a key advantage of our dFE method lies in that the cost of extending an existing continuous FE bidomain code to support modeling of fine-scale discontinuities is very minor.
Whether to use the dFE method or the FVM-based method due to Trew et al. [34] is a question of preference, technically both methods achieve the same goal. The preprocessing task of identifying zero-flux faces is the same with both methods with the minor difference that in the dFE case the no-flux conditions are controlled on a per nodal basis and not over entire element faces. The FVM allows imposing no-flux conditions across faces in a mesh in a somewhat more natural way. With the dFE method the number of unknowns increases due to nodal splitting which increases the overall system size. However, in the most widely used scenario which relies on tetrahedral elements for spatial discretization, the dFE method may result in much smaller system sizes than the FVM since the sought after unknowns are potentials at element nodes and not potentials at element centers as it is the case with the FVM developed by Trew et al. [34] . Thus, the overall number of unknowns in this particular FVM scenario may be significantly higher, by about a factor of 5.
D. Extension to 3-D
For the sake of elucidating the basic principle of the dFE method in a bidomain context, 2-D grids were used in this study, however, the method extends naturally to 3-D without any further modifications. A simplified monodomain version of the dFE method has been employed already in a previous study which investigated the role of fibrosis in the formation and maintenance of arrhythmias in a 3-D model of the human atria [31] . In contrast to this study, bidomain effects were neglected and discontinuities in the fibrotic substrate were represented in a statistical sense. Thus, the additional complexity of intersecting fracture lines or surfaces with a preexisting FE mesh and the projection operations between intracellular and extracellular grids were not required.
As in the 2-D scenario, in 3-D the only information needed is on the elements marked for splitting, and the subset of nodes in these elements to be split, but neither dimensionality nor type of element matter. The more challenging problem are the preprocessing algorithms which generate the splitting information. To be of wider applicability all steps in the pipeline which include segmentation, mesh generation, finding discrete representation of discontinuities, and intersecting them with the previously generated mesh have to be executed in an almost fully automatic fashion, as it is the case for the 2-D method presented in this study. The critical difficulties in a generic 3-D scenario are to find discrete representations of the discontinuous planes and to intersect these planes with a fully unstructured grid. While this can be addressed in 2-D by skeletonization of fracture lines, analog skeletonization methods applicable in 3-D are not readily available.
In previous studies [28] , fracture planes were identified manually and represented by bilinear FEs. While this is a feasible approach for a small number of samples, for high throughput modeling studies it would be prohibitive. Moreover, these discrete representations were projected onto structured grids without attempts to remesh to accommodate discontinuities as smoothly as possible [34] . Thus, fracture planes are represented as jagged surfaces which may cause spurious polarizations when applying external electric field, since, unlike with unstructured grids which smoothly accommodate organ surfaces, fiber orientations cannot be aligned in parallel to the organ surface. This is a well-known artifact in defibrillation studies which represent complex geometries with structured voxel-based grids.
Ideally, accounting for fine-scale discontinuities is integrated in the mesh generation process to obtain smooth boundaryfitted representations. However, image-based mesh generation of complex structures such as organ-scale heart models at a paracellular resolution is a highly challenging problem in its own right [26] , [27] . To our knowledge, there are currently no mesh generation methods available which would be able to deal with this added complexity.
In the near future, we aim at extending the method presented in this study to a 3-D scenario by first developing an analog representation of the skeleton in 3-D using the available image processing technology. To our understanding, as the 3-D datasets typically consist of 2-D image stacks, the 3-D problem could be treated as a set of pseudo-2-D problems, that can later on be combined to construct a complete 3-D representation of the discontinuous structures. Moreover, extending the procedure used in this study to search for intersections between the discontinuous structures and the previously generated mesh to a 3-D scenario should be straightforward, with intersections now occurring between tridimensional planes instead of lines.
V. CONCLUSION
In this study, a novel computationally efficient discontinuous FE method is presented which allows us to account for effects due to uncoupling structures in cardiac tissue upon wavefront propagation and field-induced polarization patterns on a coarser computational grid, without the need to use high-resolution meshes to spatially resolve these structures explicitly. Comparison between computationally expensive high-resolution bidomain simulations and the novel dFE method used on coarser grids demonstrated that an excellent qualitative and quantitative match could be achieved at a fraction of the computational costs.
