Yoshinori
Isomichi* 
Introduction
In many regions of information science we encounter needs for analysis of multi modal distributions. The typical example of such distributions is shown in Fig. 1 (a) , where the number of measurements (dimension) is, for the sake of simplicity, restricted to two. In many actual cases, however, the numbers are greater than two. Certain data samples corresponding to this distribution are shown in Fig. 1 (b) . In this figure we can see three groups or clusters, which are corresponding to the three peaks in Fig. 1 (a) . In many cases we need to determine such regions of groups from a given distribu tion function or a sampled-data set. This type of problems are called "cluster analysis" or "numerical taxonomy."
Typical techniques for this problem are known under the name of "clustering method", (Sokal-Sneath 1963 , Fortier-Solomon 1964 .
In this paper an essentially new type of approach for this problem is presented ( §2). The essence of this new approach is to make some finite-mixture distribution fit for a given distribution. In §3 we introduce a new technique for cluster analysis, where the distribution function (which is unknown for the analyst) is not used but sequentially sampled data are used. If this technique is realized as a software or program, the system can be regarded as a learning system, which can learn the unknown distribution from a data sequence and, moreover, decide to which cluster a given sample may belong.
Notations and preliminaries
In this section some notations we use in this paper are explained. If Eq. (1) does not hold for some i we denote x y, which is not the same relation as x<y in cases of EN (N>2). Cluster names are denoted by C, , C2, ....... CK. The proportion of cluster Ch to the total is denoted by P(Ck). The probability density function of all clusters and that of cluster Ck are denoted by f(x) and f(xj Ck), respectively. For these functions the following relation holds :
The (cumulative) distribution function of f(x) and f(x I Ck) are denoted by F(x) and F(x I Ck), respectively. They satisfy following relations :
.f(x I Ck) = dx F(x I Ck) , Corresponding to the relation (2), the distribution function is expressed by
In this paper we assume that every cluster can be approximated by a known type of distribution function. Therefore it follows that the total distribution can be approximated by a finite-mixture of that type of distribution. The finite-mixture distribution (Teicher 1963 ) is defined as (in the form of probability density function)
where g(x:b) is a known type of probability density function and bk's are their para meter vectors.
For the later discussion, we introduce a function Q(j9) and parameters Nk to repre sent P(Ck), where
Using these notations we can describe the finite-mixture distribution in the next form (probability density form)
where a 0 (w N2, ....., /9K, bl, b2, ....., bK)
The equality about the distribution function which corresponds to Eq. (10) is given as follows. 
Clustering methods
In order to perform the cluster analysis let us use the approximation method of functions. We approximate
To do the task, we must construct some evaluation measure for the approximation.
In this paper we will use the norm defined by
It is known that square-integrable functions in the above sense form an abstract Hilbert space (Loeve 1955) . In terms of this measure, our first problem is expressed in the following form (Confer Tsypkin 1973) .
Minimizing Problem I Minimize with respect to
Using the variational method to solve the above problem, we get the following equation of the parameter vector a. (see Fig. 3 (a) )
EN
If we get one of the solutions a, then h(x:a) is one of the best approximations of f (x) (local minimum). In this equation, however, the analyst does not know the probability density function f(x). Therefore it is required to substitute some observ able existence for it. The usual substitute is the histogram of the distribution, which can be constructed based on a finite number of sample data (confer Aizerman et al. 1964 ) (see Fig. 3 (b) ). If we denote the histogram by f k (x), then Equation I is rewritten in the following form. This equation can be solved using some appropriate method of numerical computation. So far we have proceeded rather formally but there is a serious problem with this process. We have assumed that h(x:a) and f(x) are square-integrable functions, that is, II h II and II f II have finite values. However it is not always the case, especially when the distributions are discrete. To conquer this difficulty, we introduce our second problem. This problem is described as follows.
Minimizing Problem II
Minimize with respect to
Note that in the above problem the functions H and F are square integrable.
Using the variational method, we obtain the following equation of the parameter vector a.
EN
If we get one of the solutions a, then H(x:4) is one of the best approximations of F(x) (local minimum). However the analyst does not know the distribution function F(x). Therefore it is required to substitute some observable existence for it. One of reasonable substitutes for it is the empirical distribution function Fk(x), which is, using a finite number of sampled data, defined by 
EN (This equation can be rewitten in the form of summation type.) The above equation can be solved using some appropriate method of numerical computation (Confer Kabasawa et al. 1972 ). So far, we have not discussed the number of solutions. The most important case of the problem is Ceby §evian type, which is defined by the fact that the problem has essentially only one solution. The parameter vector a is composed of ((fl , bk)) k-1, so that K ! permutations with respect to k are also solutions if the original one is a solution of the problem. Therefore in Cebysevian type, the number of the local minimums is just K factorial and these local minimums are no more than the different 
Learning method
In the previous section, we introduced two formal or virtual clustering methods (I, II) and two data-oriented clustering methods (I', II'). In this section we verify that the problem II has real meaning, and Equation II, in spite of the unknownness of F(x), can be solved in a weaker sense. The new process for obtaining the solution is a kind of successive iteration, which gives better approximation (in the sense of statis tical expectation) when the iteration number becomes greater. In order to derive the learning process, we note the relation
= T EN xd
Using this equality, we can rewrite Equation II as follows.
The left side of the equation is the statistical expectation of {H(x: a)-x,(x)) VaH(x: a) .
Therefore we would say the successive iteration formula for obtaining the solution takes following form (Confer Isomichi 19731) Learning process We begin with 0-th step a (')=arbitrary parameter vector, and recursively n-th step (n> 1)
where x(n), y(n) are sample vectors which are sampled from the distribution F(x) and an's are nonnegative coefficients depending on the step number n only. For this learning process the following convergence theorem is proved.
[Theorem] If conditions 1) a pair of vectors (x("), y(n)) are randomly-sampled from the distribution F(x) and they are independent with respect to step number n, 2) ~ 2 an>0, E' tan=co, En_1an<oo,
3) H(x: a), VaH(x: a), Va®VaH(x: a) are uniformly bounded with respect to x and a, hold, then (a(")} satisfies lim p(a(n)) = 0, (almost certainly)
n oo limEyeI(a(n))12=0,
n-00
f EN N.B. Notation ® is the outer product defined in Schatten (1960) and E [.] means statistical expectation with respect to every realizable sample sequence. The proof is given at the appendix of this paper.
We have to note all of the solutions satisfy p(d)=O and we may regard the theorem as asserting that a (n) tends to a in a weak sense. We show by an example that the conditions in the theorem are not too strict.
Example We assume that the distribution F(x) can be fitted with a finite-mixture of normal distribution. In this case it is sufficient to take Q(fi), g(x:b) as follows.
Q(P) = #2/(1 + /92) .
_ (2 r)N12 -I S*S+ yl I where y>0 S is an N XN matrix, d is a 1 XN vector and I . I means a determinant. In this problem we must select y less than all of the variances of clusters. This is possible when we have some knowledges on the distribution. Bayesian decision The learning process gives us parameter vector a(n) at each step.
Therefore we have obtained estimated parameters (flk ), bk )) for the solution para meters (ak, bk). By using these values we can calculate
f(n)(xI Ck) °g (x: bk ~) .
We can obtain a Bayesian-decision function as follows.
1: k=l Wk I x) _ k l (32) 0 : $ where P(n)(C1) P(n)(xI C1) = Max P(n)(Ck) P(n)(xI Ck) k This decision rule performs the minimum-error-rate decision at clustering. In this section we have discussed Problem II of §3. For problem I, however, we could not obtain the learning process. This is caused by the impossibility of rewriting of Equation I. For, if we write just formally like
EN~'EN the left side contains a delta function, which is not an ordinary function. Thus we could not use {h(x: a)-8(x-y)} pah(x: a)
to construct the learning process (Confer. Aizerman et al. 1964 ).
Conclusions
We have discussed how to separate the clusters in a measurement-vector space. In §3 we have constructed the clustering method for a finite data set. In §4 we have constructed the clustering method for a sequential sample-train.
The method of §3 is powerful only in cases of less than several hundred samples.
(we assume each sample has several tens of measurement values). In case the samples are more than several hundred, they can not be treated in the computer at a time.
Hence in these cases we can not rely on the method of §3 and the method of §4 now becomes adequate, which needs only a small capacity of memory, and works as a powerful tool for clustering, even though the sequential sample-train is of finite number. From this viewpoint, both methods are new kinds of methods for the data analysis. The method of §4 gives more important meanings to the statistical theory. This method gives the real meaning to the virtual minimizing problem (Problem II), where "virtual" means the fact that F(x) is not known by the analyst of data .
On the contrary, Problem I remains virtual. This fact may assert that approximation in the form of probability density function is inadequate for the statistical treatment (Confer Isomichi 1973k) .
