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QUASICONFORMAL MAPS, ANALYTIC CAPACITY, AND
NON LINEAR POTENTIALS
XAVIER TOLSA AND IGNACIO URIARTE-TUERO
Abstract. In this paper we prove that if φ : C → C is a K-quasiconformal
map, with K > 1, and E ⊂ C is a compact set contained in a ball B, then
C˙ 2K
2K+1 ,
2K+1
K+1
(E)
diam(B)
2
K+1
≥ c−1
(
γ(φ(E))
diam(φ(B))
) 2K
K+1
,
where γ stands for the analytic capacity and C˙ 2K
2K+1 ,
2K+1
K+1
is a capacity associ-
ated to a non linear Riesz potential. As a consequence, if E not K-removable,
it has positive capacity C˙ 2K
2K+1 ,
2K+1
K+1
. This improves previous results that assert
that E must have non σ-finite Hausdorff measure of dimension 2/(K +1). We
also show that the indices 2K2K+1 ,
2K+1
K+1 are sharp.
1. Introduction
A homeomorphism φ : Ω → Ω′ between planar domains is called K-quasi-
conformal if it belongs to the Sobolev space W 1,2loc (Ω) and satisfies
max |∂αφ| ≤ K min
α
|∂αφ| a.e. in Ω.
If one does not ask φ to be homeomorphism, then one says that φ is quasiregular.
When K = 1, the class of quasiregular maps coincides with the one of analytic
functions.
A compact set E ⊂ C is said to be removable for boundedK-quasiregular maps
(or, K-removable) if for every open set Ω ⊃ E, every bounded K-quasiregular
map f : Ω \ E → C admits a K-quasiregular extension to Ω. It is well known
that E is K-removable if, and only if, for every planar K-quasiconformal map
φ, φ(E) is removable for bounded analytic functions (i.e. φ(E) is 1-removable).
The Painleve´ problem for K-quasiregular mappings consists in characterizing
K-removable sets in metric and geometric terms.
The analytic capacity of a compact set E ⊂ C is defined by
γ(E) = sup
f
|f ′(∞)|,
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where the supremum is taken over all bounded analytic functions f : C \E → C
with ‖f‖∞ ≤ 1, and
f ′(∞) = lim
z→∞
z(f(z)− f(∞)).
This function was introduced by Ahlfors in order to study the Painleve´ problem
for bounded analytic functions. He showed that E is removable for these functions
if and only if γ(E) = 0. By the relationship between 1-removable sets and
K-removable sets explained above, it turns out that E is K-removable if and only
if γ(φ(E)) = 0 for all planar K-quasiconformal maps.
An old theorem of Painleve´ shows that if γ(φ(E)) > 0, then φ(E) has positive
length, and so it has Hausdorff dimension at least 1. By the celebrated theorem of
Astala on the distortion of area [Ast94], this forces the Hausdorff dimension of E
to be at least 2/(K +1). Quite recently, in [ACM+08] it was shown that, in fact,
H
2
K+1 (E) must be positive and, moreover, non σ-finite. To prove this result, the
authors proved, on the one hand, that if H1(φ(E)) is non σ-finite, then H
2
K+1 (E)
is also non σ-finite (see [LSUT] for related recent results). On the other hand,
if H1(φ(E)) is σ-finite and γ(φ(E)) > 0, from David’s solution of Vitushkin’s
conjecture [Dav98] and the countable semiadditivity of analytic capacity [Tol03],
it turns out that φ(E) contains some rectifiable subset of positive length. Using
improved distortion estimates for the dimension of rectifiable sets, the authors
showed that in this case the Hausdorff dimension of E must be strictly larger
that 2/(K + 1), and so H
2
K+1 (E) is also non σ-finite in this case.
The main result of this paper sharpens the preceding results:
Theorem 1.1. Let E ⊂ C be compact and φ : C→ C a K-quasiconformal map-
ping, K > 1. If E is contained in a ball B, then
C˙ 2K
2K+1
, 2K+1
K+1
(E)
diam(B)
2
K+1
≥ c−1
(
γ(φ(E))
diam(φ(B))
) 2K
K+1
.
In this theorem, the constant c depends only on K. On the other hand,
C˙ 2K
2K+1
, 2K+1
K+1
is a Riesz capacity associated to a non linear potential. Recall that,
for α > 0, 1 < p <∞ with 0 < αp < 2, the Riesz capacity C˙α,p of F is defined as
C˙α,p(F ) = sup
µ
µ(F )p,
where the supremum runs over all positive measures µ supported on F such that
Iα(µ)(x) =
∫
1
|x− y|2−α dµ(x)
satisfies ‖Iα(µ)‖p′ ≤ 1, where as usual p′ = p/(p− 1).
It is easy to check that C˙α,p is a homogeneous capacity of degree 2− αp, that
is,
C˙α,p(λF ) = |λ|2−αp C˙ 2K
2K+1
, 2K+1
K+1
(F )
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for any compact set F ⊂ C and λ ∈ C. Therefore, C˙ 2K
2K+1
, 2K+1
K+1
has homogeneity
2/(K + 1). The indices α = 2K
2K+1
, p = 2K+1
K+1
, are sharp and cannot be improved
in the theorem. See Theorem 8.8 below for a more precise statement.
It is well known sets with positive capacity C˙α,p have non σ-finite Hausdorff
measure H2−αp. So as a direct corollary of Theorem 1.1 one recovers the result
of [ACM+08] that asserts that if γ(φ(E)) > 0, then H
2
K+1 (E) is non σ-finite.
On the other hand, not all sets with non σ-finite length have positive capacity
C˙ 2K
2K+1
, 2K+1
K+1
. So Theorem 1.1 provides new examples of K-removable sets. See
Section 8 for more details and examples.
For our purposes, the description of the Riesz capacities in terms of Wolff
potentials is more useful than the above definition of C˙α,p. Consider
W˙ µα,p(x) =
∫ ∞
0
(
µ(B(x, r))
r2−αp
)p′−1
dr
r
.
A theorem of Wolff asserts that
C˙α,p(F ) ≈ sup
µ
µ(F ),
where the supremum is taken over all measures µ supported on F such that
W˙ µα,p(x) ≤ 1 for all x ∈ F . See [AH96, Chapter 4], for instance. Notice that for
the indices α = 2K
2K+1
, p = 2K+1
K+1
, we have
W˙ µα,p(x) =
∫ ∞
0
(
µ(B(x, r))
r
2
K+1
)K+1
K dr
r
.
We will also prove the following result in this paper.
Theorem 1.2. Let 1 < p < ∞, E ⊂ C be compact and φ : C → C a K-quasi-
conformal mapping. Then,
(a) If E is contained in a ball B,
C˙ 2K
2Kp−K+1 ,
2Kp−K+1
K+1
(E)
diam(B)
2
K+1
&
(
C˙1/p,p(φ(E))
diam(φ(B))
) 2K
K+1
. (1.1)
(b) If φ is conformal outside E, K-quasiconformal in C, and moreover,
|φ(z)− z| = O(1/|z|) as z →∞, then
C˙1/p,p(E) ≈ C˙1/p,p(φ(E)) (1.2)
The constants in (1.1) and (1.2) only depend on p, K.
Notice that the capacity C˙1/p,p is homogeneous of degree 1, while C˙ 2K
2Kp−K+1 ,
2Kp−K+1
K+1
is homogeneous of degree 2/(K + 1).
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To understand the relationship between analytic capacity and non linear
potentials, we need to recall the characterization of analytic capacity in terms of
curvature. For x ∈ C, denote
c2µ(x) :=
∫∫
1
R(x, y, z)2
dµ(y)dµ(z), (1.3)
whereR(x, y, z) stands for the radius of the circle through x, y, z (withR(x, y, z)=
∞ if the points are colinear). In [Tol03] the following was proved:
Theorem A. For any compact E ⊂ C we have
γ(E) ' supµ(E),
where the supremum is taken over all Borel measures µ supported on E such that
µ(B(x, r)) ≤ r for all x ∈ C, r > 0 and c2µ(x) ≤ 1 for all x ∈ C.
It is easy to check that(
sup
r>0
µ(B(x, r))
r
)2
+ c2µ(x) ≤ C
∑
k∈Z
(
µ(B(x, 2k))
2k
)2
≤ C W˙ µ2/3,3/2(x).
From this fact, one infers that
γ(F ) ≥ c−1 C˙2/3,3/2(F ) (1.4)
for every compact set F . On the other hand, Theorem 1.2 tells us that
C˙ 2K
2K+1
, 2K+1
K+1
(E) ≥ c−1 C˙2/3,3/2(φ(E)) (1.5)
(assuming diam(B) = diam(φ(B)) = 1). If the estimate γ(F ) ≈ C˙2/3,3/2(F )
were true, then Theorem 1.1 would follow from this and (1.5). However, the
comparability of γ and C˙2/3,3/2 is false (for instance, if F is a segment, γ(F ) > 0,
while C˙2/3,3/2(F ) = 0).
Nevertheless, for Cantor type sets F such as the ones considered in [Mat96]
and [MTV03] it is true that γ(F ) ≈ C˙2/3,3/2(F ). So for this type of sets, the
estimate
C˙ 2K
2K+1
, 2K+1
K+1
(φ−1(F ))
diam(B)
2
K+1
≥ c−1
(
γ(F )
diam(φ(B))
) 2K
K+1
is a direct consequence of Theorem 1.2. On the other hand, by the results in
[ACM+08], if F is rectifiable (and thus γ(F ) > 0), then the Hausdorff dimension
of φ−1(F ) is strictly larger than 2/(K + 1), and so
C˙ 2K
2K+1
, 2K+1
K+1
(φ−1(F )) > 0.
The proof of Theorem 1.1 for general sets E follows by combining the arguments
in Theorem 1.2 with quantitative estimates for the distortion of rectifiable sets
(more precisely, for the distortion of sub-arcs of chord arc curves). To this end,
we will need to use a corona type construction similar to the one used in [Tol05]
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to prove the bilipschitz invariance of analytic capacity, modulo multiplicative
estimates.
The relationship between capacities γβ associated to Caldero´n-Zygmund
kernels of the form x/|x|β+1 in Rn and the capacities C˙α,p was first observed
by Prat, Mateu and Verdera [MPV05]. In this paper the authors proved that if
0 < β < 1, then
γβ ≈ C˙(n−β)2/3,3/2. (1.6)
An immediate consequence is that sets of positive but finite β-Hausdorff measure
are removable for γβ, as shown previously by Prat [Pra04]. In the case n = 2,
β = 1, the capacity γβ coincides with the analytic capacity γ, modulo multiplica-
tive constants, and the comparability (1.6) fails. Instead, only the inequality
(1.4) holds. It is an open problem to prove (or disprove) that (1.6) holds for
every non integer β ∈ (0, n).
The plan of the paper is the following: in next section we prove Theorem 1.2,
while Sections 3-7 are devoted to the proof Theorem 1.1. In the final Section 8
we show some examples that illustrate the sharpness of our results. As usual,
the letters c, C denote constants (often, absolute constants) that may change
at different occurrences, while constants with subscript, such as C1, retain their
values. The notation A . B means that there is a positive constant C such that
A ≤ CB; and A ≈ B means that A . B . A.
2. Distortion estimates for non linear potentials
2.1. Strategy for the proof of Theorem 1.2. Note that, that (1.1) holds for
all K-quasiconformal maps is equivalent to
C˙ 2K
2K+1
, 2K+1
K+1
(φ(E))
diam(φ(B))
2
K+1
≥ c−1
(
C˙1/p,p(E)
2K
K+1
diam(B)
) 2K
K+1
if E ⊂ B, (2.1)
for all K-quasiconformal maps φ.
Let µ be a measure supported on E such that W˙ µ1/p,p(x) ≤ 1 for all x ∈ C.
In a sense, we want to show how µ is distorted. A first attempt might consist
in obtaining suitable estimates for the Wolff potentials associated to the image
measure φµ. However, we have not been able to follow this approach.
Instead, to prove (2.1), we have transformed our original problem of estimating
distortion in terms of Riesz capacities into another involving “Hausdorff-like”
measures or contents, and then we have used arguments more or less analogous
to the ones in [ACM+08].
Throughout all this section we suppose that µ is a finite Borel measure sup-
ported on E such that W˙ µ1/p,p(x) ≤ 1 for all x ∈ C. In particular, notice that this
implies that θµ(B) := µ(B)/r(B) ≤ 1 for any ball B ⊂ C with radius r(B). We
plan to introduce Hausdorff-like measures associated to µ. To this end, first we
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need to define suitable gauge functions on all the balls in C. Given a parameter
a > 0, we consider the function
ψa(x) =
1
|x|1+a + 1 , x ∈ C. (2.2)
For the ball B = B(x, t) we define
εµ,a(x, t) = εµ,a(B) :=
1
t
∫
ψa
(y − x
t
)
dµ(y), (2.3)
and we consider the gauge function
hµ,a(x, t) = hµ,a(B) := tεµ,a(B). (2.4)
Notice that εµ,a(B) and hµ,a(B) can be considered as smooth versions of θµ(B)
and µ(B), respectively. One of the advantages of εµ,a(x, t) over θµ(x, t) (where, of
course, θµ(x, t) := θµ(B(x, t))) is that εµ,a(x, 2t) ≤ Cεµ,a(x, t) for any x and t > 0,
which fails in general for θµ(x, t). Analogously, we have hµ,a(x, 2t) ≤ C hµ,a(x, t),
while µ(B(x, t)) and µ(B(x, 2t)) may be very different.
Observe that, decomposing the integrals into annuli, for all x ∈ C we get∫ ∞
0
εµ,a(x, t)
p′−1dt
t
=
∫ ∞
0
1
tp′−1
(∫
ψa
(y − x
t
)
dµ(y)
)p′−1
dt
t
≤ C
∑
j∈Z
2−(p
′−1)j
(∑
k>j
µ(B(x, 2k))2(1+a)(j−k)
)p′−1
≤ C
∑
j∈Z
2−(p
′−1)j∑
k>j
µ(B(x, 2k))p
′−12(p
′−1)(1+a
2
)(j−k),
where we applied Ho¨lder’s inequality for p′−1 > 1, and the fact that (c+d)p′−1 ≤
cp
′−1 + dp
′−1 otherwise. Thus,∫ ∞
0
εµ,a(x, t)
p′−1dt
t
.
∑
k∈Z
µ(B(x, 2k))p
′−1 2−(p
′−1)(1+a
2
)k
∑
j<k
2(p
′−1)a
2
j
. W˙ µ1/p,p(x) . 1.
(2.5)
2.2. The measures Hh and the families G1 and G2. Let B denote the family
of all closed balls contained in C. We consider a function ε : B :→ [0,∞) (for
instance, we can take ε = εµ,a), and we define h(x, r) = r ε(x, r). We assume that
ε, h are such that h(x, r)→ 0 as r → 0, for all x ∈ C·. We introduce the measure
Hh following Carathe´odory’s construction (see [Mat95], p.54): given 0 < δ ≤ ∞
and a set F ⊂ C, we consider
Hhδ (F ) = inf
∑
i
h(Bi),
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where the infimum is taken over all coverings F ⊂ ⋃iBi with balls Bi with radii
smaller that δ. Finally, we define
Hh(F ) = lim
δ→0
Hhδ (F ).
Recall thatHh is a Borel regular measure (see [Mat95]), although it is not a “true”
Hausdorff measure. For the h-content, we use the notation Mh(E) := Hh∞(E).
We say that the function ε belongs to G1 if it verifies the following properties
for all balls B(x, r), B(y, s): there exists a constant C0 such that if |x− y| ≤ 2r
and r/2 ≤ s ≤ 2r, then
C−10 ε(x, r) ≤ ε(y, s) ≤ C0 ε(x, r). (2.6)
If moreover, there exists C ′0 such that∑
k≥0
2−k ε(x, 2kr) ≤ C ′0 ε(x, r), (2.7)
then we set ε ∈ G2.
Notice that (2.6) also holds with a different constant C0 if one assume |x−y| ≤
Cr and C−1r ≤ s ≤ Cr.
It is easy to check that the function εµ,a introduced above belongs to G1 for all
a > 0, and to G2 if 0 < a < 1 (see Lemma 2.4 below for a stronger statement).
Moreover, we have:
Lemma 2.1. If ε ∈ G1 and h(x, r) = r ε(x, r), then Frostman’s Lemma holds for
Hh. That is to say, given a compact set F ⊂ C, the following holds: Mh(F ) > 0 if
and only if there exists a Borel measure ν supported on F such that ν(B) ≤ h(B)
for any ball B. Moreover, one can find ν such that ν(F ) ≥ c−1Mh(F ).
The proof is almost the same as the one of the usual Frostman’s Lemma (for
instance, see [Mat95], p.112), taking into account the regularity properties of the
gauge functions h ∈ G1.
For h = hµ,a, we have the following.
Lemma 2.2. For any Borel set A ⊂ C, we have
Mhµ,a(A) ≥ C−1µ(A).
Proof. Given any η > 0, consider a covering A ⊂ ⋃iBi by balls so that∑
i
hµ,a(Bi) ≤Mhµ,a(A) + η.
Since µ(Bi) ≤ Chµ,a(Bi), we have
µ(A) ≤
∑
i
µ(Bi) ≤ C
∑
i
hµ,a(Bi) ≤ CMhµ,a(A) + Cη. 
8 X. TOLSA AND I. URIARTE-TUERO
Now, for technical reasons we need to extend the function ε(·) defined on B to
the whole family of bounded sets. Given an arbitrary bounded set A ⊂ C, let B
a ball with minimal diameter that contains A. We define ε(A) := ε(B). If B is
not unique, it does not matter. In this case, for definiteness we can choose the
infimum of the values ε(B) over all balls B with minimal diameter containing A,
for instance. Analogously, if h(x, r) = r ε(x, r), we define h(A) as the infimum
the h(B)’s.
It was mentioned above that εµ,a ∈ G2. Our next objective consists in show-
ing that if φ is a K-quasiconformal planar homeomorphism, then the function
defined by
ε(B) = εµ,a(φ(B))
for any ball B ⊂ C, also belongs to G2. In fact, because of the geometric properties
of quasiconformal mappings and the smoothness of φa, it is easily seen that ε
satisfies (2.6). To show that (2.7) also holds requires some more effort. First we
need a technical result, whose proof follows from an elementary calculation that
we leave for the reader:
Lemma 2.3. Let a, b > 0, a 6= b, and denote m = min(a, b). For all z ∈ C, we
have ∑
k≥0
2−bk
1(
2−k|z|)a + 1 ≤ C|z|m + 1 ,
with C depending only on a, b.
Lemma 2.4. Let φ : C → C be a K-quasiconformal mapping. If 0 < a < C1b
(where C1 is a positive constant depepending only on K), then,∑
j≥0
εµ,a(φ(B(x, 2
jr)))
2bj
≤ C(K) εµ,a(φ(B(x, r))).
In particular, if a is chosen small enough, the function ε defined by ε(B) =
εµ,a(φ(B)) for any ball B, belongs to G2.
Proof. We denote dj = diam(φ(B(x, 2
jr))). We have
S :=
∑
j≥0
εµ,a(φ(B(x, 2
jr)))
2bj
.
∑
j≥0
εµ,a(B(φ(x), dj))
2bj
.
∑
k≥0
∑
j:d02k≤dj<d02k+1
εµ,a(B(φ(x), 2
kd0))
2bj
.
For each j ≥ 0 we have
dj
d0
=
j∏
i=1
di
di−1
≤ C
j∏
i=1
diam(φ(B(x, 2ir)))
diam(φ(B(x, 2i−1r)))
≤ C(K)j = 2C2j,
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with C2 depending on K. Thus, for j, k such that d02
k ≤ dj < d02k+1,
2j ≥
(dj
d0
)1/C2 ≈ 2k/C2 .
Then we obtain
S .
∑
k≥0
∑
j:d02k≤dj<d02k+1
εµ,a(B(φ(x), 2
kd0))
2C1bk
≤ C
∑
k≥0
εµ,a(B(φ(x), 2
kd0))
2C1bk
,
with C1 = 1/C2. From Lemma 2.3, if 0 < a < C1b, we infer that∑
k≥0
εµ,a(B(φ(x), 2
kd0))
2C1bk
=
∑
k≥0
1
2(1+C1b)kd0
∫
1( |φ(x)− y|
2kd0
)1+a
+ 1
dµ(y)
. 1
d0
∫
1( |φ(x)− y|
d0
)1+a
+ 1
dµ(y)
= εµ,a(B(φ(x), d0)) . εµ,a(φ(B(x, r))). 
Another result that shows that some properties of the functions from G1 are
preserved under composition with quasiconformal maps is the following.
Lemma 2.5. Let φ : C → C be a K-quasiconformal mapping, and ε0 ∈ G1.
Define ε(B) = ε0(φ(B)) for any ball B ⊂ C. For any s > 0 we have∫ ∞
0
ε(x, r)s
dr
r
≤ C(K, s)
∫ ∞
0
ε0(φ(x), r)
s dr
r
.
Proof. We have∫ ∞
0
ε0(φ(B(x, r)))
s dr
r
≤ C(s)
∑
j∈Z
ε0(φ(B(x, 2
j)))s.
Denote now rj = diam(φ(B(x, 2
j)). We obtain∑
j∈Z
ε0(φ(B(x, 2
j))s =
∑
k∈Z
∑
j:2k≤rj<2k+1
ε0(φ(B(x, 2
j))s
.
∑
k∈Z
∑
j:2k≤rj<2k+1
ε0(B(φ(x), rj))
s
. C(K)
∑
k∈Z
ε0(B(φ(x), 2
k))s ≤ C(K, s)
∫ ∞
0
ε0(φ(x), r)
s dr
r
,
where we took into account that #{j : 2k ≤ rj < 2k+1} ≤ C(K) because of the
geometric properties of quasiconformal mappings. 
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2.3. The space Lipq(ε). Given 1 ≤ q < ∞ and a function ε : B → [0,∞), we
define Lipq(ε) as the class of all functions f : C → C for which there is some
constant M such that (
1
|B|
∫
B
|f − fB|q
)1/q
≤M ε(B)
for all balls B. In the definition, one can replace the average fB = |B|−1
∫
B
f by
any constant cB, getting the same class of functions. The infimum of all these
constants M is denoted by ‖f‖qLipq(ε).
Let us look at the behaviour of a function in Lip(ε) under a K-quasiconformal
mapping.
Lemma 2.6. Let ε0 ∈ G1 and let φ : C → C be a K-quasiconformal mapping.
Set
ε(B) := ε0(φ(B))
with a > 0, and h(x, r) = r ε(x, r). Then, given q with K < q < ∞, for all
f ∈ Lipq(ε0), we have f ◦ φ ∈ Lip(ε) and
‖f ◦ φ‖Lip(ε) ≤ C(q,K) ‖f‖Lipq(ε0).
Proof. We will follow the techniques used in [Rei74]. Given a ball B = B(x, t), we
can find a ball B0 centered at φ(x) such that B0 ⊃ φ(B) and |B| ≤ |φ−1(B0)| ≤
C(K) |B|, where C(K) depends only on K. We have:
1
|B|
∫
B
|f ◦ φ(z)− cB| dm(z) = 1|B|
∫
φ(B)
|f(w)− cB| Jφ−1(w) dm(w)
≤ 1|B|
∫
B0
|f(w)− cB| Jφ−1(w) dm(w)
≤ C(K) 1|B0|
∫
B0
|f(w)− cB| Jφ−1(w) dm(w) |B0||φ−1(B0)|
≤ C(K)
(
1
|B0|
∫
B0
|f(w)− cB|qdm(w)
)1/q ( 1|B0| ∫B0 Jφ−1(w)q′ dm(w))1/q′(
1
|B0|
∫
B0
Jφ−1(w) dm(w)
)
≤ C(K, q) ‖f‖Lipq(ε0) ε0(B0),
where the last inequality follows from the fact that the Jacobian satisfies the
reverse Ho¨lder inequality(
1
|B0|
∫
B0
Jφ−1(w)q
′
dm(w)
)1/q′
≤ C(K, q) 1|B0|
∫
B0
Jφ−1(w) dm(w)
for q′ < K/(K − 1), by [AIS01, p.37].
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Since ε0 ∈ G1, we have ε0(B0) ≈ ε0(φ(B)) = ε(B), and then
1
|B|
∫
B
|f ◦ φ(z)− cB| dm(z) ≤ C(K, q) ‖f‖Lipq(ε0) ε(B).
Thus ‖f ◦ φ‖Lip(ε) ≤ C(K, q)‖f‖Lipq(ε0). 
2.4. The capacities γh,q. Given 1 < q < ∞, for a bounded set F ⊂ C and a
function h : B → [0,∞), with h(x, r) = r ε(x, r), we set
γh,q(F ) = sup |〈∂f, 1〉| = sup |f ′(∞)|
where the supremum is taken over all Lipq(ε) functions with ‖f‖Lipq(ε) ≤ 1,
f(∞) = 0 and such that ∂f is a distribution supported on F .
Lemma 2.7. Let E be a compact set and ε ∈ G1. For 1 ≤ q < 2 we have
(a) γh,q(E) ≤ CMh(E).
(b) If moreover ε ∈ G2, then Mh(E) ≤ C(q) γh,q(E).
Proof. First we show (a). Fix a real number η > 0 and take a covering of E by
balls Bj, with radius rj, such that
∑
j h(Bj) ≤Mh(E) + η. Consider a partition
of unity associated to this covering, that is, for each j we take an infinitely
differentiable function ϕj supported on 2Bj with ‖∇ϕj‖∞ ≤ Crj , and so that∑
j ϕj = 1 on a neighbourhood of E. Then, if ‖f‖Lipq(ε) ≤ 1,
|〈∂f, 1〉| = |〈∂f,
∑
j
ϕj〉| = |
∑
j
〈∂(f − f2Bj), ϕj〉|
≤
∑
j
∫
2Bj
|f − f2Bj | |∂ϕj| dm ≤
∑
j
C
rj
∫
2Bj
|f − f2Bj | dm
≤ C
∑
j
rj ε(2Bj) ≤ C
∑
j
rj ε(Bj) ≤ C (Mh(E) + η).
Hence, γh,q(E) ≤ CMh(E).
To prove (b), we suppose that ε ∈ G2. If Mh(E) > 0 then by Frostman’s
Lemma there exists a positive measure ν, supported on E, such that ν(B(x, r)) ≤
h(x, r) and ν(E) ≥ CMh(E). The function f = ν ∗ 1
z
is analytic outside E,
f(∞) = 0 and 〈∂f, 1〉 = ν(E). Now, we will check that f ∈ Lipq(ε). Fix a ball
B = B(z0, r) and cB =
∫
C\2B
dν(w)
w−z0 . We have
1
|B|
∫
B
|f(z)− cB|q dm(z) ≤
≤ 1|B|
∫
B
(∫
2B
1
|w − z| dν(w) +
∫
C\2B
∣∣∣∣ 1w − z − 1w − z0
∣∣∣∣ dν(w))q dm(z).
(2.8)
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For the first term on the right side, by Ho¨lder’s inequality and Fubini’s Theo-
rem, since q < 2,
1
|B|
∫
B
(∫
2B
1
|w − z| dν(w)
)q
dm(z) ≤ ν(2B)
q−1
|B|
∫
2B
∫
B
1
|w − z|q dm(z) dν(w)
≤ Cν(2B)
q
rq
≤ C ε(2B)q ≤ Cε(B)q.
Since |w − z| ' |w − z0| for z ∈ B and w ∈ C \ 2B, we have∫
C\2B
|z − z0|
|w − z0|2 dν(w) ≤ Cr
∞∑
j=1
∫
2j+1B\2jB
dν(w)
|w − z0|2
≤ Cr
∞∑
j=1
h(x, 2j+1r)
(2jr)2
≤ C
∞∑
j=0
ε(2jB)
2j
≤ Cε(B),
using the fact that ε ∈ G2. Thus we get
1
|B|
∫
B
(∫
C\2B
∣∣∣∣ 1w − z − 1w − z0
∣∣∣∣ dν(w))q dm(z) ≤ Cε(B)q,
and so (b) follows. 
Recall that a quasiconformal mapping φ : C → C is called principal if it is
conformal outside a compact set and |φ(z)− z| = O(1/|z|) as z →∞.
Lemma 2.8. Let E be a compact set, and φ : C→C a principal K-quasiconformal
mapping, conformal on C \ E. Given ε0 ∈ G1, define
ε(x, r) = ε0(φ(B(x, r))
and h(x, t) = r ε(x, r). For q > K, we have
γh0,q(φ(E)) ≤ C γh,1(E).
Proof. Consider f ∈ Lipq(ε0) which is analytic in C \ φ(E), ‖f‖Lipq(ε0) ≤ 1 and
f(∞) = 0. Set g = f ◦ φ. Then g is analytic on C \ E and, by Lemma 2.6,
g ∈ Lip1(ε) and ‖g‖Lip1(ε) ≤ C(K) ‖f‖Lipq(ε0) ≤ C(K). So, we have |g′(∞)| ≤
C(K) γh,1(E). Moreover, since φ is principal, φ
′(∞) = 1 and so
|g′(∞)| = |f ′(∞)| |φ′(∞)| = |f ′(∞)|.
Consequently γh0,q(φ(E)) ≤ C(K) γh,1(E). 
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2.5. Distortion of h-contents. From Lemmas 2.7 and 2.8 we get:
Lemma 2.9. Let E be a compact set, and φ : C→C a principal K-quasiconformal
mapping, with K < 2, conformal on C \ E. Given ε0 ∈ G2, define
ε(x, r) = ε0(φ
−1(B(x, r))
and h(x, r) = r ε(x, r). We have
Mh0(E) ≤ CMh(φ(E)).
Proof. Take q such that K<q<2. By Lemma 2.7, we haveMh0(E) ≤ Cγh0,q(E).
By Lemma 2.8 (applied to φ−1), γh0,q(E) ≤ γh,1(φ(E)). Finally, by Lemma 2.7
again, γh,1(φ(E)) ≤Mh(φ(E)). 
Our next objective in this section is to extend Lemma 2.9 to the case K ≥ 2.
Lemma 2.10. Let ε : B → [0,∞) be a function from G1, and set h(x, r) =
r ε(x, r). Suppose that for any principal K0-quasiconformal mapping φ : C → C
conformal on C \ E, with K0 ≤ K, the function εφ : B → [0,∞) defined by
εφ(B) = ε(φ
−1(B)) is in G2. Then,
Mh(E) ≤ C(K)Mhφ(φ(E))
for any compact set E ⊂ C, where hφ(x, r) = r εφ(x, r).
Proof. We factorize φ so that φ = φn ◦ · · · ◦φ1, where φi are K1/n-quasiconformal
mappings conformal on C \ φn−1(E), with n big enough so that K1/n < 2. So we
have
E = E0
φ1−→ E1 φ2−→ . . . φn−1−→ En−1 φn−→ En = φ(E).
By Lemma 2.9, we have
Mh(E) =Mh(E0) ≤ CMh1(φ1(E0)) = CMh1(E1),
where ε1(B) = ε(φ
−1
1 (B)) (notice that ε ∈ G2 by hypothesis).
Denote now ε2(B) = ε1(φ
−1
2 (B)) = ε(φ
−1
1 (φ
−1
2 (B))) and h2(x, r) = r ε2(x, r).
Since ε1 ∈ G2 by the hypotheses above, by Lemma 2.9 again,
Mh1(E1) ≤Mh2(E2).
Going on in this way, after n steps we obtain
Mh(E0) ≤Mh1(E1) ≤ · · · ≤Mhn(En),
with E = E0, En = φ(E), hn(x, r) = r εn(x, r), and
εn(B) = ε(φ
−1
1 (φ
−1
2 (· · ·φ−1n (E)))) ≈ ε(φ−1(B)) = εφ(B). 
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2.6. Proof of Theorem 1.2 (b). Recall that µ is a Borel measure supported
on E such that W˙ µ1/p,p(x) ≤ 1 for all x ∈ C and such that C˙1/p,p(E) ≈ µ(E). We
know that Mhµ,a(E) ≥ C−1µ(E), with hµ,a defined in (2.4) and a small enough.
Set
ε(x, r) = εµ,a(φ
−1(B(x, r)))
and h(x, r) = r ε(x, r). By Lemma 2.4, ε ◦ φ−1 ∈ G2 for any K0-quasiconformal
mapping such that K0 ≤ K. Then, by Lemma 2.10 we have
Mhµ,a(E) ≤ CMh(φ(E)).
By Frostman’s Lemma there exists some measure ν supported on φ(E) such that
ν(φ(E)) ≥ C−1Mh(φ(E)) with ν(B) ≤ h(B) for all balls B. Recall that∫ ∞
0
εµ,a(x, r)
p′−1dr
r
. 1 for all x ∈ C,
by (2.5). From Lemma 2.5 we deduce that this also holds with ε instead of εµ,a,
and thus ∫ ∞
0
(
ν(B(x, r))
r
)p′−1
dr
r
≤
∫ ∞
0
(
h(x, r)
r
)p′−1
dr
r
≤ C.
In terms of Wolff’s potentials, this is the same as saying that
W˙ ν1/p,p(x) ≤ C
for all x ∈ C. Therefore,
C˙1/p,p(φ(E)) & ν(φ(E)) &Mh(φ(E)) &Mhµ,a(E) & µ(E) & C˙1/p,p(E). 
2.7. The main lemma on h-contents.
Lemma 2.11. Let ε0 ∈ G1 and set h0(x, r) = r ε0(x, r). Suppose that for any
K0-quasiconformal mapping ψ : C → C, with K0 ≤ K, we have ε ◦ ψ ∈ G2. Let
E ⊂ B(0, 1/2) be compact and φ : C→ C a principal K-quasiconformal mapping,
conformal on C \ D¯. Denote
ε(x, r) := ε0(φ
−1(B(x, r)))2K/(K+1), h(x, r) := r2/(K+1)ε(x, r). (2.9)
Then we have
Mh0(E) ≤ C(K)Mh(φ(E))(K+1)/2K .
Proof. Consider an arbitrary covering φ(E) ⊂ ⋃iBi by a finite number of balls
Bi := B(xi, ti) (recall that φ(E) is compact). For each i, take also a ball Di
centered at φ−1(xi) which contains φ−1(Bi) and which has comparable diameter.
We denote Ω =
⋃
iDi. Notice that E ⊂ Ω. Then we consider the decomposi-
tion φ = φ2 ◦ φ1, where φ1, φ2 are principal K-quasiconformal mappings. More-
over, we require φ1 to be conformal outside Ω and φ2 conformal in φ1(Ω)∪(C\D).
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By Lemma 2.10, we have
Mh0(E) ≤Mh0(Ω) ≤ CMeh(φ1(Ω)),
with
h˜(x, r) = r ε˜(x, r) := r ε0(φ
−1
1 (B(x, r))).
Now we will estimate M
eh(φ1(Ω)) in terms of Mh(φ(E)). For each i, let
D˜i be a ball centered at φ
−1
2 (xi) containing φ1(Di) and such that diam(D˜i) ≈
diam(φ1(Di)). Notice that we also have
Bi ⊂ φ2(D˜i) and diam(Bi) ≈ diam(φ2(D˜i)). (2.10)
By Vitali’s covering lemma there exists a subfamily of disjoint balls D˜j, j ∈ J ,
such that φ1(E) ⊂ 5D˜j. Applying Ho¨lder’s inequality twice, the fact that
J(φ−12 ) ∈ LK/(K−1)(φ(Ω)) because of the improved borderline integrability of
the Jacobian J(φ−12 ) under the assumption that φ2 : φ1(Ω) → φ(Ω) is conformal
(by [AN03, Lemma 5.2]), and (2.10), we obtain
M
eh(φ1(Ω)) ≤∑
j∈J
h˜(5D˜j) ≤ C
∑
j∈J
h˜(D˜j) = C
∑
j∈J
diam(φ1(Dj)) ε˜(D˜j)
≤ C
∑
j∈J
(∫
φ(Dj)
J(φ−12 ) dm
)1/2
ε˜(D˜j)
≤ C
∑
j∈J
(∫
φ(Dj)
J(φ−12 )
K/(K−1) dm
)(K−1)/2K
diam(φ(Dj))
1/K ε˜(D˜j)
≤ C
(∑
j∈J
∫
φ(Dj)
J(φ−12 )
K/(K−1) dm
)(K−1)/2K
×
(∑
j∈J
diam(φ(Dj))
2/(K+1) ε˜(D˜j)
2K/(K+1)
)(K+1)/2K
≤ C
(∑
j∈J
diam(Bj)
2/(K+1) ε˜(D˜j)
2K/(K+1)
)(K+1)/2K
Notice now that
ε˜(D˜j) = ε0(φ
−1
1 (D˜j)) ≈ ε0(Dj) ≈ ε0(φ−1(Bj)).
Recalling that
ε(x, t) := ε0(φ
−1(B(x, t)))2K/(K+1) and h(x, t) = t2/(K+1)ε(x, t),
we deduce
Mh0(E) ≤ CMeh(φ1(Ω)) ≤ C
(∑
j∈J
h(Bj)
)(K+1)/2K
.
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If we take the infimum over all coverings of φ(E) by balls Bj, then we get
Mh0(E) ≤ CMh(φ(E))K+12K . 
2.8. Proof of Theorem 1.2 (a). By standard methods, we may assume that
φ is a principal quasiconformal mapping, conformal on C \ D¯, and that E ⊂
B(0, 1/2) =: 1
2
B (and so diam(φ(B)) ≈ 1).
Let µ be a Borel measure supported on E such that W˙ µ1/p,p(x) ≤ 1 for all
x ∈ C and such that C˙1/p,p(E) ≈ µ(E). We know that Mhµ,a(E) ≥ C−1µ(E).
If 0 < a < 1 is small enough, then ε0 := εµ,a satisfies the assumptions of
Lemma 2.10, and so
Mhµ,a(E) ≤ C(K)Mh(φ(E))(2K−tK+t)/2K ,
with h given by (2.9) (replacing ε0 there by εµ,a). By the definition of ε and
Lemma 2.5,∫ ∞
0
ε(x, r)
(p′−1)(K+1)
2K
dr
r
=
∫ ∞
0
εµ,a(φ
−1(B(x, r)))p
′−1 dr
r
≤ C
∫ ∞
0
εµ,a(φ
−1(x), r)p
′−1 dr
r
≤ C
for all x ∈ C.
Now we apply Frostman’s lemma again, and we deduce that there exists some
measure ν supported on φ(E) such that ν(φ(E)) ≥ C−1Mh(φ(E)) with ν(B) ≤
h(B) for all balls B. So we have
∫ ∞
0
(
ν(B(x, r))
r
2
K+1
) (p′−1)(K+1)
2K dr
r
≤ C
for all x ∈ C. In terms of Wolff’s potentials, this is the same as saying that
W˙ να,q(x) ≤ C
for all x ∈ C, with
α =
2K
2Kp−K + 1 , q =
2Kp−K + 1
K + 1
.
Therefore,
C˙α,q(φ(E)) & ν(φ(E)) & C˙1/p,p(E)
2K
K+1 . 
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3. Strategy for the proof of Theorem 1.1
Sections 3-7 are devoted to the proof of Theorem 1.1. An equivalent way of
formulating this theorem consists in saying that if E ⊂ B(0, 1/2) is compact and
φ : C→ C a principal K-quasiconformal mapping, conformal on C\ B¯(0, 1), then
C˙ 2K
2K+1
, 2K+1
K+1
(φ(E)) ≥ c−1γ(E) 2KK+1 , (3.1)
by appropriate normalizations. To prove this result we will use the following
tools:
• the characterization of analytic capacity in terms of curvature in Theo-
rem A,
• a corona type decomposition for measures with finite curvature analogous
to the one used in [Tol05] to study the behavior of analytic capacity under
bilipschitz maps,
• the main Lemma 2.11 on the distortion of h-contents under quasiconfor-
mal maps,
• improved quantitative estimates for the distortion of sub-arcs of chord arc
curves.
Let us describe the arguments to prove (3.1) in more detail. Given, E ⊂ C
with γ(E) > 0, let µ be a measure supported on E such that µ(E) ≈ γ(E),
µ(B(x, r)) ≤ r for all x ∈ C, r > 0, and c2µ(x) ≤ 1 for all x ∈ C. As in the
preceding section, for each a > 0 we construct the measure Hha associated to µ,
with ha(x, t) = t εa(x, t), where
εa(x, t) =
1
t
∫
ψa
(y − x
t
)
dµ(y),
and ψa is defined as in (2.2). To simplify notation, now we will write εa and ha
instead of εµ,a and hµ,a. The main Lemma 2.11 on the distortion of h-contents
tells us that
Mh(φ(E)) &Mha(E) 2KK+1 & µ(E) 2KK+1 ,
where h is the gauge function defined by
h(x, t) := t2/(K+1)ε(x, t), ε(x, t) := εa(φ
−1(B(x, t)))2K/(K+1),
with a > 0 small enough.
By Frostman’s Lemma we deduce that there exists a measure ν supported on
φ(E) satisfying ν(φ(E)) ≈ µ(E) 2KK+1 and ν(B(x, r)) ≤ h(x, t). However, from the
last estimate we cannot infer that
W˙ ν2K
2K+1
, 2K+1
K+1
(x) ≤ C for all x ∈ C, (3.2)
as in the proof of Theorem 1.2, because now the estimate
W˙ µ2/3,3/2(x) ≤ C for all x ∈ C
may be false.
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To obtain a measure ν supported on φ(E) satisfying (3.2) we will use the
information on the curvature of µ. Indeed, by [Tol05, Main Lemma 3.1], there
exists some collection of squares Top(µ) such that∑
Q∈Top(µ)
θµ(Q)
2µ(Q) ≤ C
(
µ(E) +
∫
c2µ(x) dµ(x)
)
≤ Cµ(E), (3.3)
where θµ(Q) = µ(Q)/`(Q) (here `(Q) stands for the side length of Q). For each
square Q ∈ Top(µ) there exists some chord arc curve ΓQ (or a fixed finite number
of chord arc curves) satisfying some precise properties. Roughly speaking, if a
dyadic square P intersects E and `(P ) ≤ diam(E), then it belongs to some
“tree” with “root” Q ∈ Top(µ) and P is close to the curve ΓQ. For more precise
information, see [Tol05].
It is easy to check that (3.3) implies that∑
Q∈Top(µ)
εa(Q)
2µ(Q) ≤ Cµ(E).
By Tchebytchev, we infer that for all x in a subset E0 ⊂ E with µ(E0) ≥ µ(E)/2,∑
Q∈Top(µ):x∈Q
εa(Q)
2 ≤ C.
Arguing as in the preceding section, this implies that∑
Q∈φ(Top(µ)):x∈Q
(
h(Q)
`(Q)2/(K+1)
)K+1
K
≤ C (3.4)
for all x ∈ φ(E0). By Frostman’s Lemma, we deduce that there exists a measure
ν supported on φ(E) with ν(2Q) ≤ h(2Q) . h(Q) for all the squares Q, and so∑
Q∈φ(Top(µ)):x∈Q
(
ν(2Q)
`(Q)2/(K+1)
)K+1
K
≤ C.
In this inequality, if instead of summing over all the squares Q ∈ φ(Top(µ))
containing x we summed over all Q ∈ φ(D) containing x, then we would obtain
(3.2), and thus
C˙ 2K
2K+1
, 2K+1
K+1
(φ(E)) & ν(E) & µ(E0)
2K
K+1 & γ(E) 2KK+1 .
In a sense, to extend the sum in (3.4) from the squares in φ(Top) to the
entire collection of Q ∈ φ(D), we can use the geometric properties of the corona
decomposition (i.e. different scales). To be able to use this information, we have
to obtain improved distortion estimates for subsets of chord arc curves, in a more
quantitative way than the ones of [ACM+08, Section 3] for rectifiable sets. This
is what we do in next section.
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To tell the truth, in the arguments above, when we apply Tchebytchev to obtain
the subset E0 ⊂ E, some of the delicate properties of the corona decomposition
for µ are destroyed, and so we will follow a somewhat different approach, although
similar in spirit to the one outlined above. Because of this reason, we will need
to obtain a corona decomposition for µ slightly different to the one in [Tol05].
We carry out this task in Section 5. The required measure ν is constructed
in Section 6. A direct application of Frostman Lemma is not enough, and we
will have to use a more sophisticated argument more adapted to the corona
decomposition. Finally, in Section 7 we prove that the key estimate (3.2) holds
for ν.
4. Distortion of sub-arcs of chord arc curves
Our arguments are inspired by the ones used in [ACM+08] to obtain improved
distortion results for rectifiable sets. However, we need more precise quantitative
estimates.
Lemma 4.1. Let ε > 0 and let φ : C → C be a (1 + ε)-quasiconformal mapping
which is conformal on D, such that φ′(0) = 1. Denote α0 = 1 − c0ε2. Let
{In}n ⊂ ∂D be a collection of pairwise disjoint dyadic intervals.
(a) If c0 ≥ 20, we have∑
n
`(φ(In))
α1 ≤ C
(∑
n
`(In)
α0
)b
,
where α1 = 1 − 12c0ε2, and b > 0 depends only on c0; and C on on c0
and ε.
(b) If ∑
n
`(In)
α0 ≥ δ,
then ∑
n
`(φ(In))
α2 ≥ δ′,
where α2 = 1− (2c0 + 2)ε2 and δ′ > 0 depends on δ, c0, ε.
Proof. (a) Let Dj be the collection of the dyadic intervals of length 2−j of ∂D,
and set {In} = {Ijn}j,n, with Ijn ∈ Dj. Consider Whitney squares {Qjn}j,n ⊂ D so
that `(Qjn) ≈ `(Ijn) ≈ dist(Qjn, Ijn). Denote by zjn the center of Qjn. By Koebe’s
distortion theorem, we have
`(φ(Qjn)) ≈ |φ′(zjn)|`(Qjn) ≈ |φ′(zjn)| (1− |zjn|) ≈ |φ′(z)| (1− |z|), (4.1)
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for all z ∈ Qjn. Denoting `j = `(Qjn) = 2−j, rj = 1− `j, and Nj = #{Ijn}n, using
Ho¨lder’s inequality we get
`j
Nj∑
n=1
`(φ(Ijn))
α1 ≈ `j
Nj∑
n=1
`(φ(Qjn))
α1 .
∫
S
n I
j
n
`(Ijn)
α1 |φ′(rj eit)|α1 dt
= `α1j
∫
S
n I
j
n
|φ′(rj eit)|α1 dt
≤ N1/p′j `
α1+
1
p′
j
[∫
S
n I
j
n
|φ′(rj eit)|α1p dt
]1/p
for 1 < p <∞. Since φ is (1+ ε)-quasiconformal, we have the following estimate
for the integral means: ∫
S
n I
j
n
|φ′(rj eit)|q dt ≤ Cβ
`βj
,
with β > β(q). Recall also that
β(q) ≤ 9
(
K − 1
K + 1
)2
q2.
So if we choose β = 9ε2q2, we get
Nj∑
n=1
`(φ(Ijn))
α1 . N1/p
′
j `
α1−1+ 1p′−9ε2α21p
j .
Replacing Nj =
1
`α0j
∑Nj
n=1 `(I
j
n)
α0 , we obtain
Nj∑
n=1
`(φ(Ijn))
α1 .
( Nj∑
n=1
`(Ijn)
α0
)1/p′
`
α1−1+ 1p′−
α0
p′ −9ε2α21p
j . (4.2)
Since α1 ≤ 1, if we set α0 = 1− c0ε2 and α1 = 1− c1ε2, we get
α1 − 1 + 1
p′
− α0
p′
− 9ε2α21p ≥ α1 − 1 +
1
p′
− α0
p′
− 9ε2p ≥ ε2(c0 − c1 − 9p) =: a.
Since c0 ≥ 10, we can choose p ∈ (1,∞) and c1 > 0 such that
c0 − c1 − 9p > 0,
and so a > 0. By (4.2) and Ho¨lder’s inequality we get∑
j
∑
n
`(φ(Ijn))
α1 .
∑
j
( Nj∑
n=1
`(Ijn)
α0
)1/p′
`aj ≤
(∑
j
Nj∑
n=1
`(Ijn)
α0
)1/p′(∑
j
`apj
)1/p
.
Since a > 0, we have
∑
j `
ap
j ≤ C(c0, ε), and the statement (a) in the lemma
follows.
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(b) We use the same notation as in (a). Let `max = maxn `(In), and denote
Zj = {Ijn : |φ′(zjn)| ≤ `(Ijn)γ},
where γ > 0 is some small constant to be chosen below. Then we have
`1−γj #Zj .
∫
T
dt
|φ′(rjeit)| ≤
C(β)
`βj
,
for β > β(−1). So we infer that∑
I∈Zj
`(I)α0 = `α0j #Zj ≤ C(β)`γ−β+α0−1j .
Assuming that
γ − β + α0 − 1 > 0, (4.3)
summing on j ≥ 0 and setting Z = ⋃j Zj, we get∑
I∈Z
`(I)α0 ≤ C(β)
∑
j≥0
`γ−β+α0−1j ≤ C(β, γ, ε) `γ−β+α0−1max .
Therefore, if `max is small enough (depending on β, γ, δ, ε) we infer that∑
I∈Z `(I)
α0 ≤ δ
2
, and so ∑
I 6∈Z
`(I)α0 ≥ δ
2
.
For the intervals I 6∈ Z we use (4.1), and we obtain
`(I) ≈ 1|φ′(zI)| `(φ(I)) ≤
`(φ(I))
`(I)γ
,
where zI = z
j
n if I = I
j
n. We deduce
δ
2
≤
∑
I 6∈Z
`(I)α0 ≤
∑
I 6∈Z
`(φ(I))α0/(1+γ). (4.4)
Therefore, (b) holds if `max is small enough and we choose β and γ such that
(4.3) is true, that is, if
γ > β + c0ε
2 (4.5)
Using the estimate
β(−q) ≤ 9
(
K − 1
K + 1
)2
q2,
we derive β(−1) ≤ 9
4
ε2. Thus, (4.5) holds if we choose
γ = (3 + c0)ε
2,
say. Then we have
α0
1 + γ
=
1− c0ε2
1 + (3 + c0)ε2
≥ (1− c0ε2)(1− (3 + c0)ε2) ≥ 1− (3 + 2c0)ε2.
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From (4.4) we deduce
δ
2
≤
∑
n
`(φ(In))
1−(3+2c0)ε2 ,
if `max is small enough, i.e. if `max ≤ l0, where l0 is some constant depending on
c0, ε.
The case where `max is not small follows easily from the preceding estimates.
Indeed, let F be the family of dyadic intervals obtained by splitting each interval
In into 2
N pairwise disjoint dyadic intervals, with N big enough so that each
interval from F has length smaller than l0. If we have
In = I
′
1 ∪ . . . ∪ I ′2N ,
with I ′j ∈ F , then we get
`(In)
α0 ≤
2N∑
j=1
`(I ′j)
α0 ,
and thus, δ ≤∑I∈F `(I)α0 . So we infer that
δ
2
≤
∑
I∈F
`(φ(I))1−(3+2c0)ε
2 ≤ 2N
∑
n
`(φ(In))
1−(3+2c0)ε2 ,
with N depending on c0, ε. 
Lemma 4.2. Let ε > 0 and let φ : C→ C be a (1 + ε)-quasiconformal mapping.
Denote α0 = 1− c0ε2. Let {In}n ⊂ ∂D be a collection of pairwise disjoint dyadic
intervals such that ∑
n
`(In)
α0 ≥ δ0,
with α0 = 1− c0ε2. Then we have∑
n
`(φ(In))
α ≥ δ diam(φ(D))α,
where α = 1− Cε2 and δ > 0 depends on δ, c0, ε.
Proof. The lemma follows by combining (a) and (b) in the preceding lemma:
arguing as in [ACM+08], we write φ = f ◦ g−1 ◦ h, so that f, g, h are (1 + Cε)-
quasiconformal and moreover h is principal and conformal on C \ D (and so
diam(h(D)) ≈ 1), f, g are conformal on D, and f(D) = φ(D) and g(D) = h(D). So
D h−→ h(D) g−1−→ D f−→ φ(D).
From (b) in Lemma 4.1 we infer that∑
n
`(h(In))
α′ ≥ δ′,
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with α′ = 1− C ′ε2. By (a) in the same lemma we get∑
n
`(g−1 ◦ h(In))α′′ ≥ δ′′,
with α′′ = 1− C ′′ε2; and by (b) again,∑
n
`(f ◦ g−1 ◦ h(In))α′′′ ≥ δ′′′ diam(φ(D))α′′′ ,
where α′′′ = 1− C ′′′ε2. 
Lemma 4.3. Let φ : C → C be a K-quasiconformal mapping. Let {In}n be a
family of pairwise disjoint sub-arcs of ∂D such that∑
n
`(In) ≥ δ,
with δ > 0. Then, ∑
n
`(φ(In))
α ≥ δ′ diam(φ(D))α,
where δ′ is a positive constants depending only on K, δ; and α depends only on
K and verifies
2
K + 1
< α < 1.
Proof. By appropriate standard arguments, we may assume that diam(φ(D)) = 1.
We factorize φ = φ2◦φ1 so that φi, i = 1, 2 areKi-quasiconformal, withK1 = 1+ε
and K2 = K/K1, and so that diam(φ1(D)) = 1. By quasi-symmetry we may
assume that the intervals In are dyadic. By Lemma 4.2 we have∑
n
`(φ1(In))
α1 ≥ δ1,
with
η := α1 − 2
K1 + 1
> 0 (4.6)
if ε is small enough.
To estimate the distortion of the arcs φ1(In), we consider a family of pair-
wise disjoint balls Bn centered on φ1(In) with radii rn ≈ `(φ1(In)), and so that
diam(φ2(Bn)) ≈ `(φ(In)). Take a constant K ′2 > K2 to be fixed below. By
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Ho¨lder’s inequality, we have∑
n
`(φ1(In))
α1 ≈
∑
n
rα1n .
∑
n
(∫
φ2(Bn)
J(φ−12 ) dx
)α1/2
≤
∑
n
(∫
φ2(Bn)
J(φ−12 )
K′2
K′2−1 dx
)α1(K′2−1)
2K′2
`(φ(In))
α1
K′2
≤
(∑
n
∫
φ2(Bn)
J(φ−12 )
K′2
K′2−1 dx
)1/p(∑
n
`(φ(In))
α1p
′
K′2
)1/p′
,
where chose
1
p
=
α1(K
′
2 − 1)
2K ′2
. (4.7)
Notice that K ′2/(K
′
2 − 1) < K2/(K2 − 1) and then∑
n
∫
φ2(Bn)
J(φ−12 )
K′2
K′2−1 dx ≤
∫
J(φ−12 )
K′2
K′2−1 dx <∞.
So we get
δ1 ≤
∑
n
`(φ1(In))
α1 ≤ C
(∑
n
`(φ(In))
α1p
′
K′2
)1/p′
.
To show that the lemma holds in this particular case, it is enough to take
α :=
α1p
′
K ′2
,
and then it remains to check that 2/(K + 1) < α < 1. To this end, observe that,
by (4.6) and (4.7),
1
p
>
K ′2 − 1
(K1 + 1)K ′2
,
and thus
1
p′
<
K1K
′
2 + 1
(K1 + 1)K ′2
.
From this estimate and (4.6) we obtain
α1p
′
K ′2
>
(
2
K1 + 1
+ η
)
K1 + 1
K1K ′2 + 1
=
2
K1K ′2 + 1
+ η
K1 + 1
K1K ′2 + 1
.
From this inequality (with given K = K1K2 and η) it is clear that if K
′
2 is close
enough to K2 (with K
′
2 > K2), then
α =
α1p
′
K ′2
>
2
K + 1
.
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To show that α < 1, notice that (4.7) implies that
1
p
<
K ′2 − 1
2K ′2
,
and then one easily gets
p′ <
2K ′2
K ′2 + 1
,
and thus
α =
α1p
′
K ′2
<
p′
K ′2
<
2
K ′2 + 1
< 1,
since K ′2 > K2 ≥ 1. 
Remark 4.4. The preceding arguments show that, choosing a suitable K ′2, one
gets
α ≥ 2
K + 1
+
η
2
K1 + 1
K + 1
≥ 2
K + 1
+
η
2
1
K + 1
.
Lemma 4.5. Let φ : C → C be a principal K-quasiconformal mapping, and let
Γ ⊂ C be a chord arc curve. Let {In}n be a family of pairwise disjoint subarcs of
Γ such that ∑
n
`(In) ≥ δ diam(Γ),
with δ > 0. If the chord arc constant CΓ is close enough to 1, that is, |CΓ−1| ≤ ε0
with ε0 = ε0(K), then ∑
n
`(φ(In))
α ≥ δ′ diam(φ(Γ))α,
where δ′ is a positive constant depending only on K, δ, and the chord arc constant;
and α depends only on K and verifies
2
K + 1
< α.
Recall that a chord arc curve is the bilipschitz image of an interval. The chord
arc constant is the bilipschitz constant (or the infimum over all the possible
bilipschitz constants).
Notice that the above result can be understood as a quantitative version of
the result of [ACM+08] which asserts that if F is rectifiable, then dim(φ(F )) >
2/(K + 1)− c(K), where c(K) is some positive constant depending only on K.
Proof of Lemma 4.5. If Γ is a circumference or a segment, then the result follows
from Lemma 4.3 by appropriate normalization.
In the case of a general chord arc curve with small constant, we consider a
bilipschitz parametrization f : J → Γ, where J is a segment with `(J) = diam(Γ),
so that the bilipschitz constant Cf of f very close to 1:
|Cf − 1| ≤ c(K) with c(K)→ 0 as ε0(K)→ 0.
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By a theorem of Va¨isa¨la¨ [Va¨i86], f can be extended to a bilipschitz mapping
f˜ : C → C with constant C ef depending on Cf very close to 1 too. In particular
f˜ is quasiconformal with constant K ef → 1 as ε0(K)→ 0.
Using the auxiliary mapping φ0 = φ ◦ f , we deduce that∑
n
`(φ(In))
α ≥ δ′ diam(Γ)α,
with α such that α >
2
KK ef + 1 . For K ef close enough to 1, we have
α >
2
K + 1
. 
5. A corona type decomposition for measures with finite
curvature and linear growth
Throughout all this section we suppose that µ is supported on E ⊂ B(0, 1/2),
and satisfies
µ(B(x, r)) ≤ r for all x ∈ C, r > 0; c2µ(x) ≤ 1 for all x ∈ C.
As explained in Section 3, our objective is to construct a corona type decomposi-
tion for µ, which has some similarities with the one of [Tol05]. This corona type
decomposition will be used in Section 6 to find a measure ν supported on φ(E)
with bounded potential W˙ ν2K
2K+1
, 2K+1
K+1
.
5.1. Additional notation and terminology. By a square we mean a square
with sides parallel to the axes. Moreover, we assume the squares to be half closed
- half open. The side length of a square Q is denoted by `(Q). Given a > 0, aQ
denotes the square concentric with Q with side length a`(Q). A square Q ⊂ C is
called 4-dyadic if it is of the form [j2−n, (j + 4)2−n) × [k2−n, (k + 4)2−n), with
j, k, n ∈ Z. So a 4-dyadic square with side length 4 · 2−n is made up of 16 dyadic
squares with side length 2−n.
Given a, b > 1, the square Q is (a, b)-doubling if µ(aQ) ≤ bµ(Q). If we don’t
want to specify the constant b, we say that Q is a-doubling. If ha is the function
defined in (2.4), we say that Q is (ha, b)-doubling if
ha(Q) ≤ bµ(Q),
which is equivalent to εa(Q) ≤ bθµ(Q). Notice that if Q is (ha, b)-doubling, then,
for all c > 1 there exists some d > 0 depending only on a, b, c such that Q is
(c, d)-doubling.
Given a bijective mapping φ : C→ C and a square Q, one says that that φ(Q)
is a φ-square, and then one defines its side length as `(φ(Q)) := diam(Q). If
Q0 is a dyadic (or 4-dyadic) square, we say that φ(Q0) is a dyadic (or 4-dyadic)
φ-square. If Q = φ(Q0) is a φ-square, we denote λQ = φ(λQ0), for λ > 0.
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An Ahlfors regular curve is a curve Γ such that H1(Γ ∩ B(x, r)) ≤ Cr for all
x ∈ Γ, r > 0, and some fixed C > 0. Recall that Γ is a chord arc curve if it is a
bilipschitz image of an interval in R. If the bilipschitz constant of the map is L,
we say that Γ is an L-chord arc curve.
The total Menger curvature of µ is
c2(µ) =
∫
c2µ(x) dµ(x),
with c2µ(x) defined by (1.3). The curvature operator Kµ is
Kµ(f)(x) =
∫
kµ(x, y)f(y)dµ(y), f ∈ L1loc(µ), x ∈ C,
where kµ(x, y) is the kernel
kµ(x, y) =
∫
1
R(x, y, z)2
dµ(z), x, y ∈ C.
For j ∈ Z, the truncated operators Kµ,j, j ∈ Z, are defined as
Kµ,jf(x) =
∫
|x−y|>2−j
kµ(x, y) f(y) dµ(y), f ∈ L1loc(µ), x ∈ C.
Notice that c2µ(x) = Kµ(χE)(x).
5.2. Properties of (ha, b)-doubling squares.
Remark 5.1. Let Q be a square and x its center. For N ≥ 1, we have
εa(Q) ≈ 1
`(Q)
∫
1(
|x−y|
`(Q)
)1+a
+ 1
dµ(y)
≤ C
N∑
j=0
1
`(Q)
µ(2jQ)
2j(1+a)
+
1
`(Q)
∫
C\QN
1(
|x−y|
`(Q)
)1+a dµ(y),
where QN := 2
NQ and the constant C depends on a but on N . Since
1
`(Q)
∫
C\QN
1(
|x−y|
`(Q)
)1+a dµ(y) = 2−aN`(QN)
∫
C\QN
1(
|x−y|
`(QN )
)1+a dµ(y)
≤ C(a)2−aN εa(QN),
we deduce
εa(Q) ≤ C(a)
(N−1∑
j=0
2−ajθµ(2jQ) + 2−aN εa(QN)
)
. (5.1)
The converse inequality is also true, but we will not need it.
28 X. TOLSA AND I. URIARTE-TUERO
Lemma 5.2. Given a > 0, let b > 0 be some constant big enough. Let Q be a
square, and suppose that 2−jQ is not (ha, b)-doubling for 0 ≤ j ≤ N . Then,
θµ(2
−jQ) ≤ 2−aj/2 εa(Q) for 0 ≤ j ≤ N , (5.2)
and
N∑
j=0
εa(2
−jQ)2 ≤ Cεa(Q)2, (5.3)
with C independent of N .
Proof. By (5.1), the fact that 2−jQ is not (ha, b)-doubling for 0 ≤ j ≤ N implies
that
θµ(2
−jQ) ≤ 1
b
εa(2
−jQ) ≤ C3
b
( j−1∑
k=1
2−akθµ(2−j+kQ) + 2−ajεa(Q)
)
, (5.4)
where C3 depends on a. Notice that the sum above starts with k = 1, while the
one in (5.1) starts with j = 0 (we used the fact that θµ(2
−jQ) ≤ Cθµ(2−j+1Q)).
We prove (5.2) by induction on j. For j = 0, this is a direct consequence of
the definition of (ha, b)-doubling squares. Suppose that (5.2) holds for 0 ≤ h ≤ j,
with j ≤ N − 1, and consider the case j + 1. Using (5.4) and the induction
hypothesis we get
θµ(2
−j−1Q) ≤ C3
b
( j∑
k=1
2−akθµ(2−j−1+kQ) + 2−a(j+1)εa(Q)
)
≤ C3
b
( j∑
k=1
2−ak2(−j−1+k)a/2 εa(Q) + 2−a(j+1)εa(Q)
)
Since
j∑
k=1
2−ak2(−j−1+k)a/2 ≤ C(a)2−aj/2,
we obtain
θµ(2
−j−1Q) ≤ C3C(a)
b
(
2−aj/2 + 2−a(j+1)
)
εa(Q).
If b is chosen big enough, we get
θµ(2
−j−1Q) ≤ 2−a(j+1)/2εa(Q).
The estimate (5.3) is a straightforward consequence of (5.2), using Cauchy-
Schwartz inequality. We leave the details for the reader. 
Let b = b(a) > 0 be big enough so that (5.2) and (5.3) hold. It is immediate to
check that if Q is (ha, b)-doubling and R ⊃ Q is a square such that `(R) ≤ 4`(Q),
then R is (ha, C4b)-doubling. We say that a square R is ha-doubling if it is
(ha, C4b)-doubling.
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Let Q,R be squares with `(Q) ≤ `(R). We denote
Dµ(Q,R) =
∑
j:Q⊂2jQ⊂RQ
εa(2
jQ)2,
where RQ denoted the smallest square of the form 2
jQ that contains R. The
preceding lemma says that if Q ⊂ R and there are no ha-doubling squares of the
form 2jQ such that Q ⊂ 2jQ ⊂ RQ, then Dµ(Q,R) ≤ Cεa(R)2.
The definition of Dµ(Q,R) can be extended in a natural way to the case where
Q is replaced by a point. In this case the sum above runs over all squares centered
at x with side length 2j, j ∈ Z, which are contained inRx, whereRx is the smallest
square centered at x that contains R.
Remark 5.3. Let µ be any Radon measure on C, and let d be big enough. Then,
for µ-almost all x ∈ E, there exists a sequence of (2, d)-doubling squares {Qn}n
centered at x such that `(Qn)→ 0. However, this statement is false if we replace
(2, d)-doubling squares by (ha, d)-doubling squares when a is small. The reader
can check that this is the case for planar Lebesgue measure, for instance.
5.3. The family Bad(R). Let R be some fixed 4-dyadic square such that 1
2
R is
ha-doubling. In this subsection we will explain the construction of a family of
4-dyadic squares called Bad(R).
Let A > 10 be some big constant to be chosen below, δ some small positive
constant (δ < 1/10, say) which depends on A; and ε0 another small constant with
0 < ε0 < 1/100 (depending on A and δ). Let Q be a square centered at some
point in 3R ∩ supp(µ), with `(Q) = 2−n`(R), n ≥ 5. We introduce the following
notation:
(a) If θµ(Q) ≥ Aθµ(R), then we write Q ∈ HDc(R) (high density).
(b) If Q 6∈ HDc(R) and
µ
{
x ∈ Q : Kµ,J(Q)+10χE(x)−Kµ,J(R)−2χE(x) ≥ ε0θµ(R)2
} ≥ 1
2
µ(Q),
then we set Q ∈ HCc(R) (high curvature).
(c) If Q 6∈ HDc(R) ∪ HCc(R) and there exists some square SQ such that
Q ⊂ 1
100
SQ, with `(SQ) ≤ `(R)/8 and θµ(SQ) ≤ δ θµ(R), then we set
Q ∈ LDc(R) (low density).
For each point x ∈ 3R∩ supp(µ) which belongs to some square from HDc(R)∪
HCc(R)∪LDc(R) consider the largest square Qx ∈ HDc(R)∪HCc(R)∪LDc(R)
which contains x. Let Q̂x be a 4-dyadic square with side length 4`(Qx) such that
Qx ⊂ 12Q̂x. Now we apply Besicovitch’s covering theorem to the family {Q̂x}x
(notice that this theorem can be applied because x ∈ 1
2
Q̂x), and we obtain a
family of 4-dyadic squares {Q̂xi}i with finite overlap such that the union of the
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squares from HDc(R)∪HCc(R)∪LDc(R) is contained (as a set in C) in
⋃
i Q̂xi .
We define
Bad(R) := {Q̂xi}i.
Notice that the squares Q ∈ Bad(R) satisfy `(Q) ≤ `(R)/8. If Qxi ∈ HDc(R),
then we write Q̂xi ∈ HD(R), and analogously withHCc(R), LDc(R) andHC(R),
LD(R). We also denote
G(R) = 3R \
⋃
Q∈Bad(R)
Q. (5.5)
Remark 5.4. The constants that we denote by C (with or without subindex) in
the rest of Section 5 do not depend on A, δ, or ε0, unless stated otherwise.
To define the squares Bad(R) we have followed quite closely the arguments in
[Tol05]. However, there are a couple of small changes: in [Tol05] we ask the square
R to be (70, 5000)-doubling instead of (ha, b)-doubling. Moreover, in [Tol05] the
squares from HDc(R), LDc(R), and HCc(R) are asked to be (70, 5000)-doubling
and then the resulting squares from Bad(R) are (16, 5000)-doubling. Now, for
convenience, we have not asked any doubling condition on these squares, although
below we will need other stopping squares to be doubling (in fact, ha-doubling).
The squares from Bad(R) satisfy the following important properties:
Lemma 5.5. Let 0 < ρ < 1 be some fixed constant. Let R be a 4-dyadic square
such that 1
2
R is ha-doubling. Given A and δ as above, if ε0 is chosen small
enough (depending on A, δ, ρ), there are constants C5 = C5(A, δ) > 1 and C6 =
C6(A, δ) > 0, and there are N0 chord arc curves with constant (1 + ρ) whose
union we denote by ΓR with the following properties:
(a) G(R) ⊂ ΓR;
(b) any square Q ∈ Bad(R) satisfies
C5Q ∩ ΓR 6= ∅;
(c) if P is a square concentric with Q ∈ Bad(R) and C5`(Q) ≤ `(P ) ≤ `(R),
then
C−16 θµ(R) ≤ θµ(P ) ≤ C6θµ(R).
The constant N0 depends only on A,δ, and ρ.
For the proof of this lemma, see [Tol05, Section 4]. One only needs to make
very minor adjustments for that arguments to work in our situation. See also
[CT08, Subsection 2.3] concerning the fact that one can take chord arc curves
(in the original arguments in [Tol05] ΓR turns out to be an AD regular curve).
We will not go through the details.
Remark 5.6. It is easy to check that the property (c) in the preceding lemma
implies that the squares P from (c) are (ha, c)-doubling, with c depending on A
and δ.
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We also have:
Lemma 5.7. Given A > 0, if δ and ε0 are chosen small enough, then for any
4-dyadic square R with 1
2
R ha-doubling, we have
µ
( ⋃
Q∈LD(R)
Q
)
≤ 1
100
µ(R).
For the proof, see [Tol05, Section 7]. Again, the arguments there work with
very minor adjustments.
5.4. The families Sel(µ), SelS(µ), and SelL(µ). In the corona construction
from [Tol05] one constructs recursively the familiy of squares Top(µ) mentioned
in Section3. In this subsection we construct a quite analogous family which we
will denote by Sel(µ) (the “selected squares”). We use another notation because
the family Sel(µ) will have significant differences with respect the family Top(µ)
of [Tol05].
First we have to distinguish two types of ha-doubling squares:
Definition 5.8. Let η > 0 be some constant to be fixed below (in Section 7), which
will depend on A, δ, ε0, ρ,K (recall that K is the distortion of the quasiconformal
mapping φ). Let R be a square such that 1
2
R is ha-doubling. We say R is of type
S if
µ
( ⋃
Q∈Bad(R):
`(Q)≥η`(R)
Q ∩ 1
2
R
)
≥ 1
2
µ
(1
2
R
)
.
Otherwise, we say that R is of type L. The letters S and L stand for “short” and
“long” trees, respectively (this terminology will be more clear below).
Before constructing the families Sel(µ), SelS(µ), and SelL(µ), we have to define
the family of terminal squares T (R).
5.4.1. Definition of T (R) when R is of type S. Let R be a square of type S,
so that 1
2
R is ha-doubling. For x ∈ 3R, consider the biggest 4-dyadic square Qx of
type L containing x, such that 1
2
Qx is ha-doubling, and such that `(Qx) ≤ `(R)/8,
if it exists. Let T0(R) be the collection of these squares Qx. We denote by F (R)
the subset of those points x ∈ 3R such there does not exists such a square Qx.
By Vitali’s covering theorem there exists a subfamily T (R) ⊂ T0(R) such that
the squares {5Q}Q∈T (R) are pairwise disjoint and so that⋃
Q∈T0(R)
5Q ⊂
⋃
Q∈T (R)
15Q.
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Since the squares Qx that intersect
1
2
R are contained in R and they are doubling,
µ
( ⋃
Q∈T (R)
Q ∩R
)
≥ C−17 µ
(
1
2
R \ F (R)
)
.
5.4.2. Definition of T (R) when R is of type L. In this case
µ(G(R)) + µ
( ⋃
Q∈Bad(R):
`(Q)<η`(R)
Q ∩ 1
2
R
)
≥ 1
2
µ
(
1
2
R
)
.
If µ(G(R)) ≥ 1
4
µ(1
2
R), then we set T (R) = ∅.
Suppose now that µ(G(R)) < 1
4
µ(1
2
R). Then,
µ
( ⋃
Q∈Bad(R):
`(Q)<η`(R)
Q ∩ 1
2
R
)
≥ 1
4
µ
(
1
2
R
)
.
Recall that, the squares C5Q in Lemma 5.5 are doubling (in fact, (ha, c) doubling,
with c = c(A, δ), by Remark 5.6). We assume that the constant η in the definition
of L squares is small enough so that
C5`(Q) ≤ `(R)/100 if `(Q) < η`(R),
say. By Vitali’s covering theorem, there exists a subfamily
{Sj}j∈IR ⊂ {C5Q : Q ∈ Bad(R), `(Q) < η`(R)} (5.6)
such that the squares 5Sj, j ∈ IR, are pairwise disjoint and contained in R and,
moreover,
µ
( ⋃
j∈IR
Sj ∩R
)
≥ C−1µ
(
1
2
R
)
≥ C−18 µ(R),
with C8 depending on A, δ (but not on η).
Take a square Sj, j ∈ IR, such that Sj ∩ R 6= ∅. For each x ∈ E ∩ Sj,
consider the biggest square Px centered at x, with `(Px) ≤ `(Sj)/16, which is
(ha, b)-doubling, with b as explained just above Remark 5.3, in case such a square
exists. We denote by Fj(R) the subset of those points x such there does not exists
such a square. Denote by P̂x a 4-dyadic square with side length 4`(Px) such that
Px ⊂ 12 P̂x. Notice that the squares P̂x are ha-doubling.
By Vitali’s covering theorem, there exists a subfamily {P̂xi}i ⊂{P̂x}x∈E∩Sj\Fj(R)
such that the squares 5P̂xi are pairwise disjoint, and
µ(Sj \ Fj(R)) ≤ Cµ
(⋃
i
P̂xi
)
.
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We define Tj(R) := {P̂xi}i, and finally
T (R) :=
⋃
j∈IR
Tj(R).
We also set
F (R) :=
⋃
j∈IR
Fj(R).
5.4.3. Definition of Sel(µ), SelS(µ), and SelL(µ). The family Sel(µ) is con-
structed recursively. Let R0 be a 4-dyadic square with `(R0) ' diam(E) such
that E is contained in one of the four dyadic squares in 1
2
R0 with side length
`(R0)/4. The first square of Sel(µ) is R0. The next squares that we choose as
elements of Sel(µ) are the ones from T (R0). And, now the ones that belong to
T (R) for some R ∈ T (R0), an so on.
In other words, Sel(µ) is the smallest family of 4-dyadic squares that contains
R0 and which has the property that if R ∈ Sel(µ), then the squares from T (R)
also belong to Sel(µ).
The family SelS(µ) is made up of the squares from Sel(µ) of type S, while
SelL(µ) is the subfamily of the squares from Sel(µ) of type L.
5.5. The packing condition for squares in Tree(R), R ∈ SelS(µ).
Definition 5.9. For R ∈ SelS(µ), we denote by Term(R) the collection of dyadic
squares Q such that Q ⊂ 3P for some P ∈ T (R), so that, moreover, Q is
maximal. We call them terminal squares.
We denote by Tree(R) the family of dyadic squares that are contained in R and
that are not properly contained in any square from Term(R).
We also set
End(R) = E ∩R \
⋃
Q∈Term(R)
P.
Notice that the points in End(R) can be considered as terminal squares of
Tree(R) with zero side length.
The main objective of this subsection consists in proving the following result.
Lemma 5.10. Let R ∈ SelS(µ). Then,∑
Q∈Tree(R)
εa(Q)
2 µ(Q) ≤ C(A, δ, ε0, η)µ(R).
The main tool for the proof will be the corona construction of [Tol05]. To
state the precise result that we will use, we need to introduce some notation.
Let R be a 4-dyadic square such that 1
2
R is ha-doubling. Next lemma deals with
a family TopR(µ) of 4-dyadic squares satisfying some precise properties. Given
34 X. TOLSA AND I. URIARTE-TUERO
Q ∈ TopR(µ), we denote by Stop(Q) the subfamily of squares P ∈ TopR(µ)
satisfying
(a) P ∩ 3Q 6= ∅,
(b) `(P ) ≤ `(Q)/8,
(c) P is maximal, in the sense that there are not other squares {Pj}j ⊂
TopR(µ) with `(Pj) < `(P ) such that P ⊂
⋃
j Pj.
We also denote
G˜(Q) = 3Q ∩ E \
⋃
P∈Stop(Q)
P.
Lemma 5.11 ([Tol05]). Let µ be a Radon measure supported on E ⊂ C such
that µ(B(x, r)) ≤ r for all x ∈ C, r > 0, and c2(µ|40R) < ∞. Let A˜ > 10 be big
enough and δ˜, ε˜0 > 0 small enough. Let R be a 4-dyadic square such that
1
2
R is
ha-doubling. There exists a family TopR(µ) of 4-dyadic squares contained in 4R
such that ∑
Q∈TopR(µ)
θµ(Q)
2µ(Q) ≤ C(A˜, δ˜, ε˜0)
(
µ(R) + c2(µ|40R)
)
, (5.7)
and such that for Q ∈ TopR(µ), if P is a square with `(P ) ≤ `(Q) such that either
P ∩ G˜(Q) 6= ∅ or there is another square P ′ ∈ Stop(Q) satisfying P ∩ P ′ 6= ∅
and `(P ′) ≤ `(P ), then
(a) θµ(P ) ≤ CA˜ θµ(Q),
(b) every square P ′′ concentric with P such that P ⊂ P ′′ ⊂ 5R and Dµ(P, P ′′)
≥ C9(A˜, δ˜)θµ(Q)2, satisfies
θµ(P
′′) ≥ C−1δ˜ θµ(Q).
(c) every square P ′′ such that 1
2
P ′′ is ha doubling and P ⊂ 34P ′′, P ′′ ⊂ 5R and
Dµ(P, P
′′) ≥ C(A˜, δ˜)θµ(Q)2, satisfies
µ
{
x ∈ P ′′ : Kµ,J(P ′′)+10χE(x)−Kµ,J(R)−4χE(x) ≥ ε˜0θµ(Q)2
} ≤ β µ(P ′′),
where 0 < β < 1 is some fixed constant.
Some remarks about the choice of the constants A˜, δ˜, ε˜0, β in the preceding
lemma are in order: first, A˜ can be taken as big as desired. After choosing A˜,
one has to take δ˜ ≤ δ˜1(A˜), where δ˜1(A˜) is some fixed small constant, and finally,
one has to choose ε˜0 ≤ ε˜1(A˜, δ˜, β). In particular, the preceding lemma holds for
all ε˜0 small enough, at the price of increasing the constant in the right side of
(5.7) as ε˜0 → 0.
In [Tol05], the reader will not find an exact statement such as Lemma 5.11.
In fact, in [Tol05], every square 1
2
Q, with Q ∈ Top(µ), is (32, 5000)-doubling,
instead of ha-doubling. Also, Lemma 5.11 is proved only in the particular case
where E ⊂ R. However, the same arguments, with very minor changes, work
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with the assumptions above. On the other hand, the corona decomposition of
[Tol05] also states the existence of curves ΓQ satisfying properties similar to the
ones of Lemma 5.5. However, this information is not useful to prove Lemma 5.10,
and so we have skipped it.
Lemma 5.12. Let Q0 ∈ TopR(µ), and let Q be a be a 4-dyadic square such that
Q ∩ 3Q0 6= ∅, `(Q) ≤ `(Q0)/8, and so that 12Q is ha-doubling. Then there exists
a collection of squares or points {Pi}i contained in Q such that
(a) each Pi is contained either in a union of squares from P ∈ Term(R) ∪
End(R), or in 3P , for some P ∈ Stop(Q0),
(b) Dµ(Pi, Q) ≤Mθµ(Q)2 if `(Pi) ≤ `(Q), with M depending on A˜, δ˜,
(c) and
µ
(
Q ∩
⋃
i
Pi
)
≥ τµ(Q),
assuming that the constants A, A˜, δ, δ˜, ε0, ε˜0, β are chosen appropriately.
In this lemma, by convenience we understand that the points in End(R) are
squares with zero side length. To prove it, we will make essential use of the fact
that R is of type S.
Proof. If the square Q is of type L, then Q is contained in 3P for some P ∈ T (R),
and so Q is contained in a union of squares from Term(R), and then the lemma
holds. If every square T which intersects 1
2
Q and such that Dµ(T,Q) ≥Mθµ(Q)2
is contained in 3P , for some P ∈ Stop(Q0)∪ G˜(Q0), we are also done. Therefore,
we may assume that Q is of type S and that there exists a square T which
intersects 1
2
Q such that Dµ(T,Q) ≥ Mθµ(Q)2, satisfying T ∩ P 6= ∅ for some
P ∈ Stop(Q0) ∪ G˜(Q0) with `(P ) < `(T ) (otherwise, T ⊂ 3P ). This condition
implies that
C−1δ˜θµ(Q0) ≤ θµ(Q) ≤ CA˜θµ(Q0),
by conditions (a) and (b) of Lemma 5.11, assuming M big enough.
Since Q is of type S, there are squares Si ∈ Bad(Q) such that η`(Q) ≤ `(Si) ≤
`(Q)/8, with Si ∩ 12Q 6= ∅, and
µ
(⋃
i
Si
)
≥ 1
2
µ
(1
2
Q
)
.
By Lemma 5.7, if δ is small enough, there are squares {Si}i∈IHD ⊂ HD(Q) and
{Si}i∈IHC ⊂ HC(Q) such that
µ
( ⋃
i∈IHD∪IHC
Si
)
≥ 1
4
µ
(1
2
Q
)
.
Notice that if Si ∈ HD(Q), then
θµ(Si) ≥ C−1Aθµ(Q) ≥ C−1Aδ˜θµ(Q0) θµ(Q0)
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if we choose A such that Aδ˜  A˜. Then it is easy to check that Si satisfies the
conditions (a) and (b) of the lemma. Condition (c) also holds if
µ
( ⋃
i∈IHD
Si
)
≥ 1
8
µ
(1
2
Q
)
.
If the latter condition fails, then we have
µ
( ⋃
i∈IHC
Si
)
≥ 1
8
µ
(1
2
Q
)
.
Let {P̂j}j be a family of 4-dyadic squares or points such that 12 P̂j ha-doubling for
all j, which cover
⋃
i∈IHC Si with finite overlap, with `(P̂j) ≤ `(Q)/100, so that
Dµ(P̂j, Q) ≤ C(η)θµ(Q)2.
By Tchebytchev, it is easy to check that there exists a subfamily {P̂j}j∈J ⊂ {P̂j}j
such that for each j ∈ J ,
µ
{
x ∈ Pj : Kµ,J(Pj)+10χE(x)−Kµ,J(Q)−4χE(x) ≥ ε0θµ(Q)2
} ≥ C−110 µ(Pj),
with
µ
(⋃
j∈J
P̂j
)
≥ C−1µ(Q).
Notice that for x in a big piece of each square P̂j, j ∈ J ,
Kµ,J( bPj)+10χE(x)−Kµ,J(Q0)−4χE(x) ≥ Kµ,J( bPj)+10χE(x)−Kµ,J(Q)−4χE(x)
≥ ε0θµ(Q)2 ≥ C−1δ˜2ε0θµ(Q0)2.
Thus if we choose ε˜0 small enough so that ε˜0  δ˜2ε0, and we also take β 
C−110 , then one can find squares {P ji }i contained in 34Pj which cover 12Pj with
Dµ(P
j
i , Pj) = Cθµ(Q0), so that the family
⋃
j∈J{P ji }i satisfies all the required
properties. We leave the details for the reader. 
For Q ∈ TopR(µ), we denote by TreeR(Q) the family of dyadic squares from
Tree(R) that are contained in 3Q and contain either some of the sixteen dyadic
squares of equal length that form one square from Stop(Q), or some point from
G˜(Q).
Lemma 5.13. For each Q ∈ TopR(µ),∑
P∈TreeR(Q)
εa(P )
2µ(P ) ≤ C(A, δ, ε0, η)εa(Q)2µ(Q). (5.8)
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Proof. For x ∈ C we define the function
F (x) =
∑
k∈Z
max
P∼(x,k)
εa(P )
2, (5.9)
where the notation P ∼ (x, k) means that P is a 4-dyadic square containing x,
with `(P ) = 2−k such that some of the 16 dyadic squares of equal side length
that form P belongs to Tree(Q). From the definition, it easy to check that
F (x) = 0 if x 6∈ CQ, for some fixed C > 1. To prove the lemma we will show
that ‖F‖L1(µ) ≤ Cεa(Q)2µ(Q).
For λ > 0, denote
Ωλ = {x ∈ C : F (x) > λεa(Q)2}.
For x ∈ Ωλ, let kx be the minimal integer such that∑
k≤kx
max
P∼(x,k)
εa(P )
2 > λεa(Q)
2,
and let S˜x ∼ (x, kx) be such that εa(S˜x) is maximal. Let Sx be the smallest
4-dyadic square such that 1
2
Sx is ha-doubling and contains S˜x. If `(Sx) > `(Q),
from Lemma 5.2, it follows easily that
Dµ(S˜x, Q) ≤ C11εa(Q)2,
where C11 may depend on A˜, δ˜. . . . This implies that
F (x) ≤ C12εa(Q)2,
with C12 depending on C11.
Assume that λ > C12. In this case, `(Sx) ≤ `(Q). From Lemma 5.2 and the
fact that for all P ∈ TreeR(Q), εa(P ) ≤ C(A˜)εa(Q), one infers that
Dµ(S˜x, Sx) ≤ C11εa(Q)2.
From this estimate, one deduces that
F (y) > (λ− C13)εa(Q)2 for all y ∈ Sx,
with C13 depending on C11. So we have
Ωλ ⊂
⋃
x
Sx ⊂ Ωλ−C13 .
From the doubling properties of the squares Sx, there exists a subfamily {Sxi}
such that the squares from this family are pairwise disjoint and
µ
(⋃
i
Sxi
)
≥ C−1µ
(⋃
x
Sx
)
.
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We may cover each square 1
2
Sxi with a family of squares {T ij}j such that each
1
2
T ij is ha-doubling. By Lemma 5.12, for each T
i
j there exists some subset A
i
j such
that µ(Aij) ≥ C−1µ(T ij ) and
F (x) ≤ λ+ C
(because of (b) in Lemma 5.12 and because Dµ(T
i
j , Sxi) ≤ C). Using some
appropriate covering theorem (like Vitali), one infers that for each i there exists
Ai ⊂ Sxi such that µ(Ai) ≥ C−1µ(Sxi) and F (x) ≤ λ+ C14 on Ai.
Since Ai ⊂ Ωλ−C13 \ Ωλ+C14 , we deduce
µ(Ωλ−C13)− µ(Ωλ+C14) ≥
∑
i
µ(Ai) ≥ C−1
∑
i
µ(Sxi) ≥ C−115 µ(Ωλ).
Thus,
µ(Ωλ+C14) ≤ µ(Ωλ−C13)− C−115 µ(Ωλ). (5.10)
We have
‖F‖L1(µ) ≤ εa(Q)2
∫ ∞
0
µ(Ωλ) dλ ≤ C12εa(Q)2µ(CQ) + εa(Q)2
∫ ∞
C12
µ(Ωλ) dλ.
We may assume that C12, C13, C14 are integer constants. Then,∫ ∞
C12
µ(Ωλ) dλ ≤
∑
k≥C12
µ(Ωk).
From (5.10), one can easily check that µ(Ωk) decreases geometrically as k → ∞
and that ∑
k≥C12
µ(Ωk) ≤ Cµ(Q),
and then the lemma follows. 
Proof of Lemma 5.10. Let TopR(µ) be the family described in Lemma 5.11.
Since c2µ(x) ≤ 1 for all x ∈ C, we have∑
Q∈TopR(µ)
θµ(Q)
2µ(Q) ≤ C(A˜, δ˜, ε˜0)µ(R). (5.11)
Notice that
Tree(R) ⊂
⋃
Q∈TopR(µ)
TreeR(Q).
By the preceding lemma, for each Q ∈ TopR(µ),∑
P∈TreeR(Q)
εa(P )
2µ(P ) ≤ C(A, δ, ε0, η)εa(Q)2µ(Q).
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Together with (5.11) and the fact that εa(Q) ≈ θµ(Q) for Q ∈ TopR(µ), this
yields ∑
P∈Tree(R)
εa(P )
2 µ(P ) ≤
∑
Q∈TopR(µ)
∑
P∈TreeR(Q)
εa(P )
2µ(P )
≤ C
∑
Q∈TopR(µ)
εa(Q)
2 µ(Q) ≤ C16µ(R),
with C16 depending on all the parameters η, A, δ, ε0. 
6. Construction of the measure ν for the proof of Theorem 1.1
In this section we will prove the estimate (3.1) following the ideas explained in
Section 3. To this end, using the corona decomposition of the preceding section
we will construct a measure ν suported on φ(E) such that ν(φ(E)) ≈ γ(E) 2KK+1
and W˙ ν2K
2K+1
, 2K+1
K+1
(x) . 1 for all x ∈ φ(E).
6.1. Preliminaries. Next lemma is just a rescaled version of Lemma 2.11
Lemma 6.1. Let µ be a finite continuous (i.e. without point masses) Borel
measure on C. For a > 0 small enough (depending only on K), denote
εa(x, t) = εa(B) =
1
t
∫
ψa
(y − x
t
)
dµ(y), ha(x, t) = t εa(x, t),
with ψa as in (2.2). Let φ : C→ C be a K-quasiconformal mapping and set
ε(x, t) = εa(φ
−1(B(x, t)))
2K
K+1 , h(x, t) = t
2
K+1 ε(x, t). (6.1)
If E ⊂ C is a compact subset contained in a ball B, we have
Mh2(E)
diam(B)
≤ C(K)
(
Mh(φ(E))
diam(φ(B))
2
K+1
)K+1
2K
.
Lemma 6.2. Under the same hypotheses and notation of Lemma 6.1, given any
square Q ⊂ C, if
Mh2(Q ∩ E) ≥ C17ha(Q)
with C17 > 0, then
Mh(φ(Q ∩ E)) ≥ C18h(φ(Q)),
with C18 > 0 depending only on C17 and K.
Proof. We have
Mh2(Q ∩ E)
`(Q)
≥ Cεa(Q).
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Then, by Lemma 6.1,
Mh(φ(Q ∩ E))
diam(φ(Q))
2
K+1
≥ Cεa(Q) 2KK+1 ,
which is equivalent to Mh(φ(Q ∩ E)) ≥ C18h(φ(Q)). 
Recall that the assumption Mh2(Q∩E) ≥ C17ha(Q) is satisfied by the squares
from Sel(µ) in the corona construction in Section 5.
To construct ν we will use the structure of 4-dyadic squares from Sel(µ) intro-
duced in the preceding section. We denote Sel(ν) := φ(Sel(µ)), and analogously
for other families of squares such as SelS(ν), SelL(ν), etc. Given a 4-dyadic φ-
square R ∈ Sel(ν), we denote Tν(R) := φ(T (φ−1(R))) and Fν(R) := φ(F (φ−1(R))
(see Subsections 5.4.1 and 5.4.2), and also Gν(R) := φ(G(φ
−1(R)) (see (5.5)).
We will define the values of ν on the squares of Sel(ν) (and/or other subsets
like Gν(R) or Fν(R), for R ∈ Sel(ν)) inductively. To start with, we set
ν(φ(R0)) =M
h(φ(E)).
Recall that R0 is the biggest 4-dyadic square from Sel(µ), so that E is contained
in one of the 4 dyadic squares that form 1
2
R0.
In the algorithm of construction of ν, after fixing ν(R) for some R ∈ Sel(ν),
then one defines the values of ν(P ) for all P ∈ Tν(R) , as well as in G(R)∪F (R).
To this end, it is necessary to distinguish two cases, according to wether R is of
type L or S. In Subsection 6.2 we consider the case where R is of type L, and in
Subsection 6.3, the one where R is of type S.
To simplify notation, in the rest of the paper given a square Q, we denote
Q′ = φ(Q). Usually, the letters P,Q,R will be reserved for squares, and P ′, Q′, R′
for φ-squares.
6.2. Definition of ν on Tν(R′) when R′ ∈ SelL(ν). Suppose first that
µ(G(R)) <
1
4
µ
(1
2
R
)
.
6.2.1. First step: definition of ν(5S ′j)), j ∈ IR. Recall the definition of the
squares Sj, j ∈ IR, in (5.6). In particular, recall that the squares 5Sj, j ∈ IR, are
pairwise disjoint, contained in R, so that Sj ∩ ΓR 6= ∅, and moreover,∑
j∈IR
µ(Sj) ≥ C−1µ(R).
Since ∑
j∈IR
`(Sj) ≥ C19 diam(ΓR),
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with C19 depending on A, δ (but not on η), from Lemma 4.5 we deduce∑
j∈IR
`(S ′j)
α ≥ C20 diam(φ(Γ))α ≈ `(R′)α,
where α > 2/(K + 1) depends only on K, and C20 depends on C19, K, and the
parameters of the corona construction (except η). In fact, a similar argument
shows that the set G′ :=
⋃
j∈IR 5S
′
j satisfies
Hα∞(G
′) ≥ C21 diam(φ(Γ))α.
By Frostman Lemma, we deduce that there exists some measure σ supported on
G′ such that σ(G′) = Hα∞(G
′) and
σ(B(x, r)) ≤ Crα for all x ∈ C, r > 0.
We define
ν(5S ′j) =
σ(5S ′j)
σ(G′)
ν(R′)
(recall that we assume that ν(R′) has already been fixed). Notice that if P ′ is a
φ-square concentric with S ′j which contains 5S
′
j and is contained in 3R
′, then
ν(P ′) ≤ C `(P
′)α
σ(G′)
ν(R′) ≈ `(P
′)α
`(R′)α
ν(R′).
Therefore,
ν(P ′)
`(P ′)
2
K+1
≤ C
(
`(P ′)
`(R′)
)α− 2
K+1 ν(R′)
`(R′)
2
K+1
. (6.2)
6.2.2. Second step: definition of ν(P ′) for P ′ ∈ Tν(R′). Recall that for each
j ∈ IR, there is a family P ′ = Tj,ν(R′) ∪ Fj(R′) of φ-squares or points P ′ which
are contained in 5S ′j, such that different φ-squares 5P
′ are pairwise disjoint and
µ
( ⋃
P∈P
P
)
≥ C−1µ(5Sj).
We denote
G′j =
⋃
P ′∈P ′
P ′.
The measure ν will satisfy
ν(5S ′j) = ν(G
′
j).
To define the appropriate values of ν(P ′), for P ′ ∈ P ′, we will follow an algorithm
inspired by the proof of Frostman Lemma “from above”. Let Q′0 be a dyadic φ-
square contained in 5S ′j, with `(Q0) = `(S
′
j), such that µ(Q
′
0 ∩ G′j) is maximal.
We set
τ(Q′0) = ν(5S
′
j), (6.3)
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where τ should be considered as a preliminary version of ν on some φ-squares
contained in 5Sj. If Q
′ is a dyadic φ-square contained in Q′0 such that τ(Q
′)
has already been defined and Q′ is not contained in any φ-square from P ′ (in
particular, Q′ 6∈ P ′), then we define τ on the sons Q′1, . . . , Q′4 of Q′ as follows:
τ(Q′i) =
Mh(Q′i ∩G′j)∑4
k=1M
h(Q′k ∩G′j)
τ(Q′). (6.4)
Clearly, we have
∑
1≤i≤4 τ(Q
′
i) = τ(Q
′). At the end of the algorithm, for each
P ′ ∈ P ′ there is a pairwise disjoint family of dyadic φ-squares T ′1, . . . , T ′m such
that P ′ =
⋃
1≤i≤m T
′
i so that τ(T
′
i ) has been defined. We set
ν(P ′) =
∑
1≤i≤m
τ(T ′i ).
6.2.3. The case µ(G(R)) ≥ 1
4
µ(1
2
R). The arguments for this case are very similar
to the ones of Subsection 6.2.1. Instead of φ-squares S ′j, we have now points from
Gν(R
′). We leave the details for the reader.
6.3. Definition of ν on Tν(R′) when R′ ∈ SelS(ν).
6.3.1. The case µ(F (R)) ≤ 1
4
µ(1
2
R). Recall the definition of the family of squares
T (R). For P ∈ T (R), Set
U(P ) =
∑
Q∈D:P⊂Q⊂R
εa(Q)
2 =
∑
Q′∈φD:P ′⊂Q′⊂R′
ε(Q′)
K+1
K .
By Lemma 5.10, ∑
P∈T (R)
U(P )µ(P ) ≤ C(η)µ(R). (6.5)
Since µ
(⋃
P∈T (R) P
)
≈ µ(R), by Tchebytchev there is a subfamily T1(R) ⊂ T (R)
such that
µ
( ⋃
P∈T1(R)
P
)
≈ µ(R) and U(P ) ≤ 2C(η) for every P ∈ T1(R). (6.6)
For P ′ ∈ Tν(R′) \ T1,ν(R′), we set
ν(P ′) = 0.
To define ν on the φ-squares from T1,ν(R′) we follow the same algorithm of
Subsection 6.2.2: we denote
G′ =
⋃
P ′∈T1,ν(R′)
P ′.
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Let Q0 one of the 16 dyadic squares that form R such that µ(Q0∩G) is maximal.
We set
τ(Q′0) = ν(R
′),
where τ should be considered as a preliminary version of ν on some φ-squares
contained in R. If Q′ is a dyadic φ-square contained in Q′0 such that τ(Q
′) has
already been defined and Q′ is not contained in any φ-square from Tν,1(R′) (in
particular, Q′ 6∈ Tν,1(R′)), then we define τ on the sons Q′1, . . . , Q′4 of Q′ as follows:
τ(Q′i) =
Mh(Q′i ∩G′)∑4
k=1M
h(Q′k ∩G′)
τ(Q′).
Clearly, we have
∑
1≤i≤4 τ(Q
′
i) = τ(Q
′). At the end of the algorithm, for each
P ′ ∈ Tν,1(R′) there is a pairwise disjoint family of dyadic φ-squares T ′1, . . . , T ′m
such that P ′ =
⋃
1≤i≤m T
′
i so that τ(T
′
i ) has been defined. We set
ν(P ′) =
∑
1≤i≤m
τ(T ′i ).
6.3.2. The case µ(F (R)) ≥ 1
4
µ(1
2
R). This case is treated as the preceding one,
with the convention that the points from F (R) are the same as squares with zero
side length.
6.4. Estimate of the Wolff potential of ν on trees of type L.
Lemma 6.3. Let R′ ∈ SelL(ν). If ν(R′) ≤ bh(R′), then
ν(P ′) ≤ C22 bηα− 2K+1h(P ′) for all P ′ ∈ Tν(R′). (6.7)
Also, if Q′ is a φ-square such that P ′ ⊂ Q′ ⊂ 3R′ for some P ′ ∈ Tν(R′)∪Gν(R′)∪
Fν(R
′), then
ν(Q′) ≤ C22bh(Q′). (6.8)
Moreover, for each P ′ ∈ Tν(R′) ∪Gν(R′) ∪ Fν(R′)∑
Q′∈φD:P ′⊂Q′⊂R′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
≤ CbK+1K . (6.9)
Let us remark that the constant C22 is independent of η in the definition of
“long trees”.
One of the key points in this lemma is that, by (6.7),
ν(P ′)
h(P ′)
 ν(R
′)
h(R′)
if P ′ ∈ Tν(R′), for R′ ∈ SelL(ν), assuming that η is chosen small enough. This is
due to improved distortion estimates for sub-arcs of chord arc curves. This point
plays an essential role in our proof of Theorem 1.1.
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Proof. For simplicity we will only consider the case where µ(G(R)) < µ(1
2
R)/4,
and that µ(Fj(R)) ≤ µ(Sj)/2 for all j. By arguments quite similar to the ones
below, one can deal with the other cases, considering points as squares of zero
side length.
Recall that if Q′ is a φ-square concentric with S ′j which contains 5S
′
j and is
contained in 3R′, by (6.2),
ν(Q′)
`(Q′)
2
K+1
≤ C
(
`(Q′)
`(R′)
)α− 2
K+1 ν(R′)
`(R′)
2
K+1
≤ C b
(
`(Q′)
`(R′)
)α− 2
K+1
ε(R′), (6.10)
since ν(R′) ≤ b`(R′) 2K+1 ε(R′). By construction, ε(Q′) ≈ ε(R′) and so we get
ν(Q′) ≤ C b
(
`(Q′)
`(R′)
)α− 2
K+1
`(Q′)
2
K+1 ε(Q′) = C b
(
`(Q′)
`(R′)
)α− 2
K+1
h(Q′). (6.11)
Recall that the subset G′j =
⋃
P ′∈P ′ P
′ of 5S ′j and the φ-square Q
′
0 in (6.3) satisfy
Mh2(Q0 ∩Gj) ≥ C−1µ(Gj) ≥ C−1µ(5Sj).
Since εa(R) ≈ εa(5Sj) ≈ θµ(5Sj), this implies
Mh2(Q0 ∩Gj) ≥ Cha(5Sj),
and then, by Lemma 6.2,
Mh(Q′0 ∩G′j) ≥ Ch(5S ′j).
Thus, by (6.11),
τ(Q′0) = ν(5S
′
j) ≤ C23 bηα−
2
K+1Mh(G′j ∩Q′0).
We claim that all the numbers τ(Q′) in (6.4) satisfy the analogous inequality
τ(Q′) ≤ C23 bηα− 2K+1Mh(G′j ∩Q′). (6.12)
To prove this, it is enough to show that if this hods for some φ-square Q′, then
it also holds for its sons Q′i, 1 ≤ i ≤ 4, assuming that Q′ is not contained in any
φ-square from P ′ (this was the necessary condition to define τ(Q′i), 1 ≤ i ≤ 4).
By (6.4), we get
τ(Q′i) =
Mh(Q′i ∩G′j)∑4
k=1M
h(Q′k ∩G′j)
τ(Q′)
≤ M
h(Q′i ∩G′j)
Mh(Q′ ∩G′j)
τ(Q′) ≤ C23 bηα− 2K+1Mh(Q′i ∩G′j),
and so (6.12) holds. From this estimate one easily obtains
ν(Q′) ≤ C bηα− 2K+1Mh(Q′i ∩G′j)
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for Q′ contained in 5S ′j and containing some P
′
0 ∈ T (R′). Indeed,
ν(Q′) ≤ ν
( ⋃
P ′∈Tν(R′):P ′∩Q′ 6=∅
P ′
)
.
From the fact that the φ-squares 5P ′, P ′ ∈ Tν(R′) are pairwise disjoint, it follows
that if Q′ intersects another φ-square P ′ ∈ Tν(R′), then `(Q) ≥ `(P ). As a
consequence, all φ-squares P ′ ∈ Tν(R′) intersecting Q′ are contained in 3Q′.
Thus, there are at most four dyadic φ-squares L′1, . . . , L
′
4 with `(Li) ≤ 2`(3Q)
that contain all φ-squares P ′ ∈ Tν(R′) intersecting Q′. Then, by construction
we have
ν(Q′) ≤
4∑
i=1
τ(L′i) ≤
4∑
i=1
C23 bη
α− 2
K+1Mh(L′i ∩G′j) ≤ C bηα−
2
K+1h(Q′).
From (6.11) and the preceding inequality, one easily deduces (6.7) and (6.8).
To prove (6.9), it is enough to show that for each P ′ ∈ Tν(R′)∑
Q′∈φD:P ′⊂Q′⊂R′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
≤ CbK+1K .
Suppose that P ′ ⊂ S ′j. Then we split the sum above as follows:∑
Q′∈φD:P ′⊂Q′⊂R′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
=
∑
Q′∈φD:S′j(Q′⊂R′
· · ·+
∑
Q′∈φD:P ′⊂Q′⊂S′j
· · · =: T1+T2.
To estimate the first sum recall that by (6.10) we have
ν(3Q′)
`(Q′)
2
K+1
≤ Cb
(
`(Q′)
`(R′)
)α− 2
K+1
ε(R′).
Then it follows that T1 ≤ C
(
b ε(R′)
)K+1
K . Recalling that ε(R′) = εa(R)
2K
K+1 ≤ C,
we infer that
T1 ≤ CbK+1K .
To estimate T2 we use the fact that
ν(3Q′)
`(Q′)
2
K+1
≤ Cb ε(Q′)
and the fact that Dµ(P, Sj) ≤ Cεa(Sj)2 ≤ Cεa(R)2, by construction, and so∑
Q′∈φD:P ′⊂Q′⊂S′j
ε(Q′)
K+1
K ≈ Dµ(P, Sj) ≤ Cε(R′)K+1K ≤ C,
and then we deduce that T2 ≤ CbK+1K . 
46 X. TOLSA AND I. URIARTE-TUERO
6.5. Estimates for the Wolff potential of ν on trees of type S. Recall
Definition 5.9 of Tree(R) for R ∈ SelS(µ). We denote Treeν(R′) = φ(Tree(R)).
Lemma 6.4. Let R′ ∈ SelS(ν). If ν(R′) ≤ bh(R′), then
ν(Q′) ≤ C24bh(Q′) for all Q′ ∈ Treeν(R′) (6.13)
and, for each P ′ ∈ Tν(R′) ∪ Fν(R′),
∑
Q′∈φD:P ′⊂Q′⊂R′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
≤ C(η)bK+1K . (6.14)
The constant C24 above is independent of η in the definition of “long trees”.
Proof. The arguments to prove (6.13) are very similar to the ones used in Lemma
6.3 to show that analogous estimates hold for the squares contained in the squares
Sj, taking into account that µ
(⋃
P∈T1(R) P
)
≈ µ(R), by (6.6). So we skip the
details.
On the other hand, from (6.13) we also infer that
ν(3Q′) ≤ Cbh(Q′) for all Q′ ∈ Treeν(R′).
Then, (6.14) follows from this estimate and the fact that for every P ′ ∈ Tν(R′),∑
Q′∈φD:P ′⊂Q′⊂R′
ε(Q′)
K+1
K ≤ C(η),
by (6.6). 
7. Proof of Theorem 1.1
Recall that the measure ν supported on φ(E) that we have constructed in
Section 6 satisfies
ν(φ(E)) =Mh(φ(E)) & µ(E) 2KK+1 ≈ γ(E) 2KK+1 .
Thus the theorem follows if we show that
∑
Q′∈φD:x∈Q′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
≤ C for all x ∈ supp(ν). (7.1)
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Let {R′n}n≥0 be the collection of φ-squares from Sel(ν) which contain x. We
assume that `(Rn) > `(Rn+1) for all n. We split the preceding sum as follows:
∑
Q′∈φD:x∈Q′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
=
∑
Q′∈φD:R′0(Q′
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
+
∑
n≥0
∑
Q′∈φD:R′n+1(Q′⊂R′n
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
=: S1 + S2.
(7.2)
To estimate the sum S1 on the right side, one only needs to take into account
that(
ν(φ(E))
`(Q′)
2
K+1
)K+1
K
=
`(R′0)
2
K
`(Q′)
2
K
(
ν(φ(E))
`(R′0)
2
K+1
)K+1
K
≤ `(R
′
0)
2
K
`(Q′)
2
K
ε(R′0)
K+1
K ≤ C `(R
′
0)
2
K
`(Q′)
2
K
,
and summing over those Q′ ∈ φD containing R′0, we get S1 ≤ C.
To deal with S2, observe that, by Lemmas 6.3 and 6.4,
∑
n≥0
∑
Q′∈φD:R′n+1(Q′⊂R′n
(
ν(3Q′)
`(Q′)
2
K+1
)K+1
K
≤ C(η)
∑
n≥0
(
ν(R′n)
h(R′n)
)K+1
K
.
Lemma 6.3 tells us that if R′n ∈ SelL(ν), then
ν(R′n+1)
h(R′n+1)
≤ C25 ηα− 2K+1 ν(R
′
n)
h(R′n)
,
and if R′n ∈ SelS(ν), then
ν(R′n+1)
h(R′n+1)
≤ C25 ν(R
′
n)
h(R′n)
,
where C25 is the maximum of the corresponding constants C22 and C24 in (6.8)
and (6.13). Notice that, by construction, for all m, it turns out that either R′m
or R′m+1 belongs to SelL(ν). As a consequence,∑
n≥0
(
ν(R′n)
h(R′n)
)K+1
K
≤
∑
n≥0
(
C25 η
1
2(α− 2K+1)
)K+1
K
n
≤ C,
if η is chosen small enough (recall that C25 is independent of η). Thus, S2 ≤ C(η)
and (7.1) follows.
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8. Examples showing sharpness of results
8.1. Some results from [ACM+08]. The state-of-the-art for largest “metric”
(or “size”) sufficient conditions for removability theorems for boundedK quasireg-
ular maps is given by Theorem 1.2 in [ACM+08].
Theorem 8.1 (Astala, Clop, Mateu, Orobitg, Uriarte-Tuero). Let K > 1 and
suppose E ⊂ C is a compact set with H 2K+1 (E) σ-finite. Then E is removable for
bounded K quasiregular maps.
As a first remark, let us mention that from Theorem 1.1 we recover this result.
Indeed, if E ⊂ C and H 2K+1 (E) < ∞, then C˙ 2K
2K+1
, 2K+1
K+1
(E) = 0. Also if Ei ⊂ C,
for i = 1, 2, . . . and E =
⋃∞
i=1Ei with H
2
K+1 (Ei) < ∞, then C˙ 2K
2K+1
, 2K+1
K+1
(E) ≤∑∞
i=1 C˙ 2K2K+1 ,
2K+1
K+1
(Ei) = 0. Consequently, recalling that by Stoilow’s factorization
any K-quasiregular map f can be factored as f = h ◦ g, where h is analytic and
g is K-quasiconformal, by Theorem 1.1 in the present paper, E is removable.
Of course, in order to prove Theorem 1.1, we used many of the ideas in
[ACM+08], so we are not claiming any novelty.
To contextualize some of our examples below, we recall the next result from
[ACM+08].
Theorem 8.2 (Astala, Clop, Mateu, Orobitg, Uriarte-Tuero). Let K ≥ 1. Sup-
pose h(t) = t
2
K+1 ε(t) is a measure function such that∫
0
ε(t)1+1/K
t
dt <∞ (8.1)
Then there is a compact set E which is not K-removable and such that
0 < Hh(E) < ∞. In particular, whenever ε(t) is chosen so that in addition
for every α > 0 we have tα/ε(t) → 0 as t → 0, then the construction gives a
non-K-removable set E with dim(E) = 2
K+1
.
8.2. Example 1. Our next example shows that Theorem 1.1 is strictly stronger
than Theorem 8.1. Indeed, let us recall Theorem 5.4.2 in [AH96], adapted to our
situation.
Theorem 8.3. Let h be an increasing nonnegative function on [0,∞). If∫ 1
0
(
h(r)
r
2
K+1
)1+ 1
K dr
r
=∞ ,
then there is a compact set E ⊂ C such that Hh(E) > 0 and C˙ 2K
2K+1
, 2K+1
K+1
(E) = 0.
If we choose h(r) so that it satisfies the conditions in Theorem 8.3 but h(r)
r
2
K+1
→ 0
as t→ 0, then the set E obtained in Theorem 8.3 will be non-σ-finite for H 2K+1 ,
but will be removable for bounded K-quasiregular maps due to Theorem 1.1 and
QUASICONFORMAL MAPS, ANALYTIC CAPACITY, AND NON LINEAR POTENTIALS 49
Stoilow’s factorization. For this purpose it is enough to choose h(r) = r
2
K+1
log( 1r )
β
when r is small enough, so that β > 0 and β
(
1 + 1
K
) ≤ 1.
8.3. Basic construction for the subsequent examples. For our subsequent
examples we need to refine the construction from Theorem 8.2. To this end we
argue as in [UT08]. We assume the reader is familiar with that paper and we will
use the notation from it without further reference. The formulae look slightly
nicer if we assume in the construction that εn = 0 for all n, i.e. that we take
infinitely many disks in each step, completely filling the area of the unit disk D
(see equations (2.1), (2.2) and (2.3) in [UT08].) It is not strictly needed to set in
that construction εn = 0 for all n, and we will later indicate the corresponding
formulae if εn > 0 for all n (which is the case in [UT08].) The construction in
[UT08] works as well if we set εn = 0 for all n, the only point that the reader
might wonder about is whether the resulting map is K-quasiconformal. However,
this can be seen easily by a compactness argument (approximating the desired
map by maps with finitely many circles in each step which are K-quasiconformal
and have more and more disks in each step of the construction).
So we get (see equations (2.5) and (2.6) in [UT08]) a Cantor type set E and a
K-quasiconformal map φ so that a building block in the N th step of the construc-
tion of the source set E is a disk with radius given by
sj1,...,jN =
(
(σ1,j1)
K R1,j1
)
. . .
(
(σN,jN )
KRN,jN
)
, (8.2)
and a building block in the N th step of the construction in the target set φ(E) is
a disk with radius given by
tj1,...,jN = (σ1,j1 R1,j1) . . . (σN,jN RN,jN ) . (8.3)
Now we consider a measure µ supported on φ(E) (which will be the “large” set
of dimension d′ = 1) and its image measure ν = φ−1∗ µ supported on E (which will
be the “small” set of dimension d = 2
K+1
) given by splitting the mass according
to area. More explicitly,
µ(D) = 1, (8.4)
for any disk B1,j1 = ψ
i1
1,j1
(
D
)
of the first step of the construction with radius
tj1 = (σ1,j1 R1,j1),
µ(B1,j1) = (R1,j1)
2 , (8.5)
and in general, for any disk Bi1,...,iNN ;j1,...,jN = ψ
i1
1,j1
◦ · · · ◦ψiNN,jN
(
D
)
of the N th step of
the construction with radius tj1,...,jN = (σ1,j1 R1,j1) . . . (σN,jN RN,jN ),
µ(Bi1,...,iNN ;j1,...,jN ) = (R1,j1 . . . RN,jN )
2 . (8.6)
Since we took εN = 0 for all N , the total mass of µ is always 1 on every
step. (If one prefers to take εN > 0 for all N , the definition should be changed
to µ(Bi1,...,iNN ;j1,...,jN ) = (R1,j1 . . . RN,jN )
2 ∏∞
n=N+1 (1− εn), and the total mass of µ
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gets renormalized by the factor
∏∞
n=1 (1− εn) > 0, but otherwise the rest of the
construction we are about to describe works, keeping in mind these renormaliza-
tions.)
Since ν is the image measure, for any disk Di1,...,iNN ;j1,...,jN = ϕ
i1
1,j1
◦· · ·◦ϕiNN,jN
(
D
)
=
φ−1(Bi1,...,iNN ;j1,...,jN = ϕ
i1
1,j1
◦ · · · ◦ ϕiNN,jN
(
D
)
) we get
ν(Di1,...,iNN ;j1,...,jN ) = (R1,j1 . . . RN,jN )
2 . (8.7)
Lemma 8.4. For the Cantor type sets just described (in subsection 8.3), for any
α, p > 0 with αp < 2, and for x ∈ E, the Wolff potentials satisfy
W˙ µα,p(x) ≈
∑
n
(
µ(B(x, 2n))
2n(2−αp)
)p′−1
≈
∑
N :x∈Bi1,...,iNN ;j1,...,jN
(
µ(Bi1,...,iNN ;j1,...,jN )
(tj1,...,jN )
(2−αp)
)p′−1
,
and analogously for ν, Di1,...,iNN ;j1,...,jN and sj1,...,jN .
Proof. We first introduce some convenient notation. For any multiindexes I =
(i1, ..., iN) and J = (j1, ..., jN), where 1 ≤ ik, jk ≤ ∞ (since we are taking infin-
itely many disks in each step of the construction), we will denote by
PNI;J =
1
σN,jN
ψi11,j1 ◦ · · · ◦ ψiNN,jN (D) (8.8)
a protecting disk of generation N . Then, PNI;J has radius
r(PNI;J) =
1
σN,jN
tj1,...,jN =
(
σ1,j1 . . . σN−1,jN−1
)
(R1,j1 . . . RN,jN ) .
Analogously, we will write
GNI;J = ψ
i1
1,j1
◦ · · · ◦ ψiNN,jN (D) (8.9)
in order to denote a generating disk of generation N , which has radius
r(GNI;J) = tj1,...,jN = (σ1,j1 . . . σN,jN ) (R1,j1 . . . RN,jN ) .
Notice that, since all values of σn,jn and Rn,jn are ≤ 1100 , then µ(GNI;J) =
µ(2GNI;J), so we can pretend without loss of generality that the radii tj1,...,jN are
dyadic numbers.
Now, if r(GNI;J) . t . r(PNI;J), and x ∈ E so that B(x, t) ⊆ PNI;J , then
µ(B(x, t)) = µ(GNI;J), so that∑
n:GNI;J⊆B(x,2n)⊆PNI;J
(
µ(B(x, 2n))
2n(2−αp)
)p′−1
is a geometric series with sum comparable (with constants of comparison only
depending on α and p) to its largest term, namely, up to universal constants,(
µ(GNI;J )
(tj1,...,jN )
(2−αp)
)p′−1
.
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And if r(PNI;J) . t . r(GN−1I′;J ′ ), where GN−1I′;J ′ is the unique generating disk of
generation N−1 containing PNI;J , and x ∈ E so that PNI;J ⊆ B(x, t) ⊆ GN−1I′;J ′ , then
µ(B(x, t)) . t
2(
σ1,j1 . . . σN−1,jN−1
) (
R1,j1 . . . RN−1,jN−1
) (R1,j1 . . . RN−1,jN−1)2 ,
(8.10)
i.e. the mass that µ assigns to B(x, t) is proportional to its area once GN−1I′;J ′ is
renormalized to D, but multiplied by the mass that µ assigns to GN−1I′;J ′ , namely(
R1,j1 . . . RN−1,jN−1
)2
. Hence∑
n:PNI;J⊆B(x,2n)⊆GN−1I′;J′
(
µ(B(x, 2n))
2n(2−αp)
)p′−1
is dominated by a geometric series (if n appears in the above sum and 2n =
r(GN−1
I′;J′ )
2k
with k > 0, then
(
µ(B(x,2n))
2n(2−αp)
)p′−1
.
(
µ(GN−1
I′;J′ )
r(GN−1
I′;J′ )
(2−αp)
2k(2−αp)
22k
)p′−1
, and hence the
above sum is .
(
µ(GN−1
I′;J′ )
r(GN−1
I′;J′ )
(2−αp)
)p′−1
, with constants of comparison only depending
on α and p.) 
8.4. Example 2. In view of example 1, it is natural to wonder whether all
compact sets E withHh(E) = 0 for some gauge function h(r) satisfying h(r)
r
2
K+1
→ 0
are removable for bounded K-quasiregular maps, i.e. whether there is some
condition strictly weaker than H 2K+1 (E) being σ-finite in terms of the gauge
function h, which guarantees removability. Our next example shows that this is
not the case. Notice the resemblance to Theorem 5.4.1 in [AH96].
Theorem 8.5. Let h be a positive function on (0,∞) such that
ε(r) =
h(r)
r
2
K+1
→ 0 as r → 0.
Then there is a compact set E ⊂ C such that Hh(E) = 0 and a K-quasiconformal
map φ such that γ(φE) > 0 (and hence C˙ 2K
2K+1
, 2K+1
K+1
(E) > 0, due to Theorem 1.1.)
Proof. For E and φ as in Subsection 8.3, notice that by Lemma 8.4, for x ∈ φE
W˙ µ2
3
, 3
2
(x) ≈
∑
N :x∈Bi1,...,iNN ;j1,...,jN
(
µ(Bi1,...,iNN ;j1,...,jN )
(tj1,...,jN )
)2
=
∑
N :x∈Bi1,...,iNN ;j1,...,jN
(
R1,j1 . . . RN,jN
σ1,j1 . . . σN,jN
)2
.
Since on the one hand E is very “close” to satisfying 0 < H 2K+1 (E) < ∞ and
0 < H1(φE) < ∞ (see (3.11) and (4.5) in [UT08]), and on the other hand an
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important element in the proof of the semiadditivity of analytic capacity is that
the potential is “approximately constant” on each scale (see [Tol03]), the above
equation suggests the choice
σN,jN = RN,jN dN for all N , (8.11)
where dN ∈ [1, 2] is a parameter to be determined, independent of jN .
If we take
dj =
j + 1
j
, (8.12)
then, for x ∈ φE, we have
W˙ µ2
3
, 3
2
(x) ≈
∑
n
{
n∏
j=1
1
(dj)
2
}
=
∞∑
n=2
1
n2
<∞,
so that C˙ 2
3
, 3
2
(φE) > 0, and γ(φE) > 0.
Let us denote εNmax = max {ε(sj1,...,jN )}. For each N , substituting σN,jN =
RN,jN dN , recalling that
∑
j1,...,jN
(R1,j1 . . . RN,jN )
2 = 1, and that dn =
n+1
n
, we
obtain∑
j1,...,jN
h(r(Di1,...,iNN ;j1,...,jN )) =
∑
j1,...,jN
h(sj1,...,jN )
=
∑
j1,...,jN
ε(sj1,...,jN )
(
(σ1,j1)
K R1,j1
)
. . .
(
(σN,jN )
KRN,jN
) 2
K+1
≤ εNmax (d1 . . . dN)
2K
K+1
∑
j1,...,jN
(R1,j1 . . . RN,jN )
2
= εNmax (d1 . . . dN)
2K
K+1 = εNmax (N + 1)
2K
K+1 . (8.13)
ChoosingR1,j1 . . . RN,jN small enough in the construction so that ε
N
max (N + 1)
2K
K+1
→ 0 as N →∞, one infers that Hh(E) = 0. 
8.5. Example 3. The preceding example can be modified (notice the analogies
with Theorem 5.6.4 in [AH96]) to show that
Theorem 8.6. There is a compact set E ⊂ C such that γ(φE) > 0 (and hence
C˙ 2K
2K+1
, 2K+1
K+1
(E) > 0, due to Theorem 1.1), but Hh(E) = 0 for every positive
function h such that
ε(r) =
h(r)
r
2
K+1
is non decreasing,
and ∫ 1
0
(
h(r)
r
2
K+1
)a
dr
r
<∞, for some a > 0.
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Proof. In the preceding construction, denote SNmax = max {sj1,...,jN} and choose
SNmax ≤ e−eN . Since ε is non decreasing, ε(sj1,...,jN ) ≤ ε(e−eN ), and from (8.13)
we deduce[Hh(E)]a . lim inf
N→∞
{[
ε(SNmax)
]a
N
2Ka
K+1
}
. lim inf
N→∞
{ ∞∑
n=N
[
ε(e−e
n
)
]a
n
2Ka
K+1
}
.
Using that again that ε is non decreasing and setting s = e−
1
t , we obtain
[Hh(E)]a . lim inf
N→∞
{ ∞∑
n=N
∫ e−n+1
e−n
[
ε(e−e
n
)
]a [
log
(
1
t
)] 2Ka
K+1 dt
t
}
≤ lim inf
N→∞
{∫ e−N+1
0
[
ε(e−
1
t )
]a [
log
(
1
t
)] 2Ka
K+1 dt
t
}
= lim inf
N→∞

∫ e−eN−1
0
[ε(s)]a
[
log log
(
1
s
)] 2Ka
K+1
log
(
1
s
) ds
s

. lim inf
N→∞
{∫ e−eN−1
0
[ε(s)]a
ds
s
}
= 0.  (8.14)
8.6. Example 4. Examples 2 and 3 strongly suggest that the language of capaci-
ties C˙α,p is better suited to understand the removability for bounded
K-quasiregular maps than the language of Hausdorff measures. Hence it is natu-
ral to wonder how sharp Theorem 1.1 is in the category of capacities C˙α,p. To that
effect, it is useful to recall Theorem 5.5.1 (b) in [AH96] adapted to our situation
(and combined with Proposition 5.1.4):
Theorem 8.7. Let E ⊂ C. Then there is a constant A such that
C˙β,q(E) ≤ AC˙α,p(E) ,
for βq = αp = 2− 2
K+1
= 2K
K+1
, p < q.
Moreover, there exist sets E such that C˙β,q(E) = 0 but C˙α,p(E) > 0.
Hence it is conceivable that Theorem 1.1 might be strengthened to a statement
of the form
C˙β,q(E)
diam(B)
2
K+1
≥ c−1
(
γ(φ(E))
diam(φ(B))
) 2K
K+1
for some β, q such that βq = 2K
K+1
and 2K+1
K+1
< q, i.e. for q′ − 1 < 1 + 1
K
. The
following theorem shows that the answer to this question is negative.
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Theorem 8.8. For any β, q > 0 such that βq = 2K
K+1
and 2K+1
K+1
< q, there exists
a compact E ⊂ C and a K-quasiconformal map φ such that γ(φE) > 0 (and
hence C˙ 2K
2K+1
, 2K+1
K+1
(E) > 0, due to Theorem 1.1), but C˙β,q(E) = 0.
Proof. As in the construction in Example 2, we choose σN,jN = RN,jN dN . Then,
for y ∈ φE,
W˙ µ2
3
, 3
2
(y) ≈
∑
n
{
n∏
j=1
1
(dj)
2
}
,
while by Lemma 8.4 and (8.2), for x ∈ E,
W˙ νβ,q(x) ≈
∑
N :x∈Di1,...,iNN ;j1,...,jN
(
ν(Di1,...,iNN ;j1,...,jN )
(sj1,...,jN )
2
K+1
)q′−1
=
∑
N :x∈Di1,...,iNN ;j1,...,jN
(
R1,j1 . . . RN,jN
σ1,j1 . . . σN,jN
) 2K
K+1
(q′−1)
,
so that, substituting σN,jN = RN,jN dN we get, for x ∈ E,
W˙ νβ,q(x) ≈
∑
n
{
n∏
j=1
1
(dj)
2
}(q′−1)( KK+1)
.
Now choose (dj)
2(q′−1)( KK+1)=
j + 1
j
, so that for x∈E, W˙ νβ,q(x) ≈
∑∞
n=2
1
n
= ∞,
while for y ∈ φE,
W˙ µ2
3
, 3
2
(y) ≈
∞∑
n=2
1{
n
1
(q′−1)( KK+1)
} <∞,
since (q′ − 1) ( K
K+1
)
< 1.
The fact that W˙ µ2
3
, 3
2
(y) < ∞ for all y ∈ φ(E) implies that C˙ 2
3
, 3
2
(φE) > 0, and
hence γ(φE) > 0 and C˙ 2K
2K+1
, 2K+1
K+1
(E) > 0), while from the fact that W˙ νβ,q(x) =∞
for all x ∈ E one infers that C˙β,q(E) = 0 (see Proposition 6.3.12 and (6.3.4) in
[AH96], adapted for the potential W˙ νβ,q.) 
Let us remark that the above example also gives that C˙γ,r(E) = 0 if γ r <
β q = 2K/(K +1). This due to the fact that there is some constant A indendent
of E such that
C˙γ,r(E)
1/(2−γr) ≤ A C˙β,q(E)1/(2−βq).
See Theorem 5.5.1 of [AH96].
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9. Final remarks
The Main Lemma 2.11 on the distortion of h-contents can also be proved using
arguments based on the ideas in [LSUT], instead of [ACM+08]. Following this
new approach one can extend the Main Lemma 2.11 to h-contents Mh, with h
of the form h(B(x, r)) = rt ε(B(x, r)), for all 0 < t < 2. As a consequence, one
can extend Theorem 1.2 to all capacities C˙α,p, with α > 0, 1 < p <∞, such that
αp < 2. Then, one obtains the following:
Theorem 9.1. Let α > 0, 1 < p < ∞, such αp < 2. Denote t = 2 − αp and
t′ = 2t
2K−Kt+t . Let E ⊂ C be compact and φ : C → C a K-quasiconformal map.
Then,
(a) If E is contained in a ball B,
C˙β,q(E)
diam(B)t′
&
(
C˙α,p(φ(E))
diam(φ(B))t
) 2K
2K−Kt+t
, (9.1)
with
β =
4K − 2Kt
2Kpt− 3Kt+ 2K + t , q =
2Kpt− 3Kt+ 2K + t
2K −Kt+ t .
(b) If φ is conformal outside E, K-quasiconformal in C, and moreover,
|φ(z)− z| = O(1/|z|) as z →∞, then we have
C˙α,p(E) ≈ C˙α,p(φ(E)) (9.2)
The constants in (9.1) and (9.2) only depend on α, p, K.
The proof will appear elsewhere.
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