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A FORMULA FOR THE ASSOCIATED BUCHSBAUM-RIM
MULTIPLICITIES OF A DIRECT SUM OF CYCLIC MODULES
FUTOSHI HAYASAKA
Abstract. In this article, we compute the Buchsbaum-Rim function of two variables
associated to a direct sum of cyclic modules and give a formula for the last positive asso-
ciated Buchsbaum-Rim multiplicity in terms of the ordinary Hilbert-Samuel multiplicity
of an ideal. This is a generalization of a formula for the last positive Buchsbaum-Rim
multiplicity given by Kirby and Rees.
1. Introduction
Let (R,m) be a Noetherian local ring with the maximal ideal m of dimension d > 0 and
let C be a nonzero R-module of finite length. Let ϕ : Rn → Rr be an R-linear map of free
modules with C = Cokerϕ, and put M := Imϕ ⊂ F := Rr. Then one can consider the
function
λC(p) := ℓR([Coker SymR(ϕ)]p) = ℓR(Sp/M
p),
where Sp (resp. M
p) is a homogeneous component of degree p of S = SymR(F ) (resp.
R[M ] = ImSymR(ϕ)). The function of this type was introduced by Buchsbaum-Rim [2]
and they proved that λC(p) is eventually a polynomial of degree d + r − 1. Then they
defined a multiplicity of C as
e(C) := (The coefficient of pd+r−1 in the polynomial)× (d+ r − 1)!,
which is now called the Buchsbaum-Rim multiplicity of C. They also proved that it is
independent of the choice of ϕ. Note that the Buchsbaum-Rim multiplicity e(R/I) of
a cyclic module R/I defined by an m-primary ideal I in R coincides with the ordinary
Hilbert-Samuel multiplicity e(I) of the ideal I.
More recently, Kleiman-Thorup [8, 9] and Kirby-Rees [6, 7] introduced another kind of
multiplicities which is related to the Buchsbaum-Rim multiplicity. They considered the
function of two variables
Λ(p, q) := ℓR(Sp+q/M
pSq),
and proved that it is eventually a polynomial of total degree d+ r− 1. Then they defined
a sequence of multiplicities of C as, for j = 0, 1, . . . , d+ r − 1,
ej(C) := (The coefficient of pd+r−1−jqj in the polynomial)× (d+ r − 1− j)!j!
and proved that it is independent of the choice of ϕ. Moreover they proved that
e(C) = e0(C) ≥ e1(C) ≥ · · · ≥ er−1(C) > er(C) = · · · = ed+r−1(C) = 0
where r = µR(C) is the minimal number of generators of C. Namely, the first multiplicity
e0(C) is just the classical Buchsbaum-Rim multiplicity e(C), and the sequence is always a
descending sequence of non-negative integers with ej(C) = 0 if j ≥ r, and er−1(C) is the
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last positive multiplicity. Thus the multiplicity ej(C) is now called j-th Buchsbaum-Rim
multiplicity of C or the associated Buchsbaum-Rim multiplicity of C.
In this article, we investigate the detailed relation between the classical Buchsbaum-Rim
multiplicity e(C) = e0(C) and the other one ej(C) for j = 1, 2, . . . , r − 1 by computing
these invariants in a certain concrete case. There are some computation of the classical
Buchsbaum-Rim multiplicity (see [1, 3, 5, 6, 7] for instance). However, it seems that the
computation of the other associated Buchsbaum-Rim multiplicities is done only for very
special cases [4, 6, 7]. One of the important cases is the case where C = R/I1⊕· · ·⊕R/Ir is
a direct sum of cyclic modules. This case was first considered by Kirby-Rees [6, 7] and they
gave an interesting formula for the classical Buchsbaum-Rim multiplicity e(C) = e0(C) in
terms of mixed multiplicities of ideals (see also [1] for more direct approach).
Theorem 1.1. (Kirby-Rees [7]) Let I1, . . . , Ir be m-primary ideals in R. Then we have a
formula
e(R/I1 ⊕ · · · ⊕R/Ir) =
∑
i1,...,ir≥0
i1+···+ir=d
ei1···ir(I1, . . . , Ir),
where ei1···ir(I1, . . . , Ir) is the mixed multiplicity of I1, . . . , Ir of type (i1, . . . , ir).
For the other multiplicities ej(R/I1⊕ · · · ⊕R/Ir) where j = 1, . . . , r− 1, Kirby-Rees [7]
considered the special case where I1 ⊂ · · · ⊂ Ir and proved the following.
Theorem 1.2. (Kirby-Rees [7]) Let I1, . . . , Ir be m-primary ideals in R. Suppose that
I1 ⊂ · · · ⊂ Ir. Then for any j = 1, . . . , r − 1,
ej(R/I1 ⊕ · · · ⊕R/Ir) = e(R/Ij+1 ⊕ · · · ⊕R/Ir).
In particular, the last positive associated Buchsbaum-Rim multiplicity
er−1(R/I1 ⊕ · · · ⊕R/Ir) = e(R/Ir)
is the Hilbert-Samuel multiplicity of Ir.
The purpose of this article is to compute ej(R/I1 ⊕ · · · ⊕ R/Ir) for any m-primary
ideals I1, . . . , Ir in R and give a formula for the last positive associated Buchsbaum-Rim
multiplicity er−1(R/I1 ⊕ · · · ⊕R/Ir) in terms of the ordinary Hilbert-Samuel multiplicity
of a sum of ideals. Here is the main result.
Theorem 1.3. Let I1, . . . , Ir be arbitrary m-primary ideals in R. Then we have a formula
er−1(R/I1 ⊕ · · · ⊕R/Ir) = e(R/I1 + · · ·+ Ir).
In particular, if I1, . . . , Ir−1 ⊂ Ir,
er−1(R/I1 ⊕ · · · ⊕R/Ir) = e(R/Ir).
This extends the Kirby-Rees formula for the last positive associated Buchsbaum-Rim
multiplicity and of our previous result [4]. Our approach is a direct computation of the
Buchsbaum-Rim function of two variables by using some ideas which is different from the
one in [7]. We note that it seems to be difficult to get the general formula by applying
their approach [7]. Moreover, our approach indicates the general formula for any other
associated Buchsbaum-Rim multiplicities ej(C) for j = 1, . . . , r − 1 which we will discuss
and present it elsewhere.
The proof of Theorem 1.3 will be given in section 3. Section 2 is a preliminary character.
In section 2, we will give a few elementary lemmas that we will use in the proof of Theorem
1.3. Our notation will be also fixed in this section.
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Throughout this article, let (R,m) be a Noetherian local ring with the maximal ideal
m of dimension d > 0. Let r > 0 be a fixed positive integer and let [r] = {1, . . . , r}.
For a finite set A, ♯A denotes the number of elements of A. Vectors are always written
in bold-faced letters, e.g., i = (i1, . . . , ir). We work in the usual multi-index notation.
Let I1, . . . , Ir be ideals in R and let t1, . . . , tr be indeterminates. Then for a vector i =
(i1, . . . , ir) ∈ Z
r
≥0, we denote I
i = Ii11 · · · I
ir
r , t
i = ti11 · · · t
ir
r and |i| = i1 + · · · + ir. For
vectors a, b ∈ Zr, a ≥ b
def
⇔ ai ≥ bi for all i = 1, . . . , r. Let 0 = (0, . . . , 0) be the zero vector
in Zr≥0 and let e = (1, 1, . . . , 1) ∈ Z
r
≥0.
2. Preliminaries
In what follows, let I1, . . . , Ir be m-primary ideals in R and let C = R/I1⊕· · ·⊕R/Ir. In
order to compute the associated Buchsbaum-Rim multiplicity of C, by taking a minimal
free presentation Rn
ϕ
→ Rr → C → 0 where the image of ϕ is given by M := Imϕ =
I1 ⊕ · · · ⊕ Ir ⊂ F := R
r, we may assume that S = R[t1, . . . , tr] is a polynomial ring and
R[M ] = R[I1t1, . . . , Irtr] is the multi-Rees algebra of I1, . . . , Ir. Then it is easy to see that
for any p, q ≥ 0, the module MpSq can be expressed as
MpSq =
∑
|n|=p+q
n≥0
( ∑
|i|=p
0≤i≤n
I
i
)
t
n.
Here we consider a finite set Hp,q := {n ∈ Z
r
≥0 | |n| = p+ q}. For any n ∈ Hp,q, let
Jp,q(n) :=
∑
|i|=p
0≤i≤n
I
i,
which is an ideal in R. Then the function Λ(p, q) can be described as
Λ(p, q) =
∑
n∈Hp,q
ℓR(R/Jp,q(n)).
For a subset ∆ ⊂ Hp,q, we set
Λ∆(p, q) :=
∑
n∈∆
ℓR(R/Jp,q(n)).
Here we define special subsets of Hp,q, which will be often used in the proof of Theorem
1.3. For p, q > 0 and k = 1, . . . , r, let
∆(k)p,q := {n ∈ Hp,q | n1, . . . , nk > p, nk+1 + · · · + nr ≤ p}.
With this notation, we begin with the following.
Lemma 2.1. Let p, q > 0 and k = 1, . . . , r. Then for any n ∈ ∆
(k)
p,q , we have the equality
Jp,q(n) = (I1 + · · · + Ik)
p−(nk+1+···+nr)
r∏
j=k+1
(I1 + · · ·+ Ik + Ij)
nj .
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Proof. Let n ∈ ∆
(k)
p,q . Then
Jp,q(n) =
∑
|i|=p
0≤i≤n
I
i
=
∑
0≤ik+1≤nk+1
···
0≤ir≤nr
( ∑
i1,...,ik≥0
i1+···+ik=p−(ik+1+···+ir)
Ii11 · · · I
ik
k
)
I
ik+1
k+1 · · · I
ir
r
=
∑
0≤ik+1≤nk+1
···
0≤ir≤nr
(I1 + · · ·+ Ik)
p−(ik+1+···+ir)I
ik+1
k+1 · · · I
ir
r
=
∑
0≤ik+1≤nk+1
···
0≤ir≤nr
(I1 + · · ·+ Ik)
p−(nk+1+···+nr)+(nk+1−ik+1)+···+(nr−ir)I
ik+1
k+1 · · · I
ir
r
= (I1+· · ·+Ik)
p−(nk+1+···+nr)
∑
0≤ik+1≤nk+1
···
0≤ir≤nr
(I1+· · ·+Ik)
(nk+1−ik+1)+···+(nr−ir)I
ik+1
k+1 · · · I
ir
r .
Here one can easily compute the above last sum as∑
0≤ik+1≤nk+1
···
0≤ir≤nr
(I1 + · · ·+ Ik)
(nk+1−ik+1)+···+(nr−ir)I
ik+1
k+1 · · · I
ir
r =
r∏
j=k+1
(I1 + · · ·+ Ik + Ij)
nj .
Then we have the desired equality. 
Lemma 2.2. Let p, q > 0 with q ≥ (p+ 1)r and let k = 1, . . . , r and 0 ≤ m ≤ p. Then
♯
{
(n1, . . . , nk) ∈ Z
k
≥0
∣∣∣∣ n1, . . . , nk > p,n1 + · · ·+ nk = p+ q −m
}
=
(
q − (k − 1)p − 1−m
k − 1
)
.
Proof. Let S := {(n1, . . . , nk) ∈ Z
k
≥0 | n1, . . . , nk > p, n1 + · · · + nk = p + q −m}. Then
the map φ : S → {(n1, . . . , nk) ∈ Z
k
≥0 | n1 + · · · + nk = p + q −m − k(p + 1)} given by
φ(n) = n− (p+1)e is bijective so that the number ♯S is just
(
q−(k−1)p−1−m
k−1
)
which is the
number of monomials of degree p+ q −m− k(p + 1) in k variables. 
By Lemmas 2.1 and 2.2, we have the explicit form of the function Λ
∆
(k)
p,q
(p, q).
Proposition 2.3. Let p, q > 0 with q ≥ (p+ 1)r and let k = 1, . . . , r. Then
Λ
∆
(k)
p,q
(p, q) =
∑
nk+1,...,nr≥0
nk+1+···+nr≤p
(
q − (k − 1)p− 1− (nk+1 + · · ·+ nr)
k − 1
)
ℓR(R/a),
where a := (I1 + · · ·+ Ik)
p−(nk+1+···+nr)
r∏
j=k+1
(I1 + · · ·+ Ik + Ij)
nj .
In particular, we have the inequality
Λ
∆
(k)
p,q
(p, q) ≤
(
q − (k − 1)p− 1
k − 1
)
λL(p),
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where L = R/(I1 + · · ·+ Ik)⊕
r⊕
j=k+1
R/(I1 + · · · + Ik + Ij).
Proof. Let p, q > 0 with q ≥ (p+ 1)r and let k = 1, . . . , r. Then
Λ
∆
(k)
p,q
(p, q) =
∑
n∈∆
(k)
p,q
ℓR(R/Jp,q(n))
=
∑
n∈∆
(k)
p,q
ℓR
(
R/(I1+ · · ·+ Ik)
p−(nk+1+···+nr)
r∏
j=k+1
(I1+ · · ·+ Ik+ Ij)
nj
)
by Lemma 2.1
=
∑
nk+1,...,nr≥0
nk+1+···+nr≤p
[
♯
{
(n1, . . . , nk) ∈ Z
k
≥0
∣∣∣∣ n1, . . . , nk > p,n1 + · · · + nk = p+ q − (nk+1 + · · ·+ nr)
}
× ℓR
(
R/(I1 + · · · + Ik)
p−(nk+1+···+nr)
r∏
j=k+1
(I1 + · · ·+ Ik + Ij)
nj
)]
=
∑
nk+1,...,nr≥0
nk+1+···+nr≤p
[(
q − (k − 1)p − 1− (nk+1 + · · ·+ nr)
k − 1
)
× ℓR
(
R/(I1 + · · ·+ Ik)
p−(nk+1+···+nr)
r∏
j=k+1
(I1 + · · ·+ Ik + Ij)
nj
)]
by Lemma 2.2.
This proves the first assertion. For the second one, we first note that the above last
term is at most(
q − (k − 1)p− 1
k − 1
) ∑
nk+1,...,nr≥0
nk+1+···+nr≤p
ℓR
(
R/(I1+· · ·+Ik)
p−(nk+1+···+nr)
r∏
j=k+1
(I1+· · ·+Ik+Ij)
nj
)
.
Then, since the above last sum is just the ordinary Buchsbaum-Rim function λL(p) of
L := R/(I1 + · · · + Ik) ⊕
⊕r
j=k+1R/(I1 + · · · + Ik + Ij) by definition, we get the desired
inequality. 
Remark 2.4. As stated in the above proof, the function λL(p) in Proposition 2.3 is the
ordinary Buchsbaum-Rim function of L where L is a direct sum of (r − k + 1) cyclic
modules. Therefore the function λL(p) is a polynomial function of degree d+ r− k for all
large enough p.
3. Proof of Theorem 1.3
We prove Theorem 1.3. We work under the same situation and use the same notation
as in section 2. In order to investigate the asymptotic property of the function Λ(p, q), we
may assume that
(1) q ≥ (p+ 1)r ≫ 0.
In what follows, we fix integers p, q which satisfy the condition (1). Let H := Hp,q and let
J(n) := Jp,q(n) for n ∈ H. We note here that for any n ∈ H, there exists i = 1, . . . , r
such that ni > p because of the condition (1).
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Then the set H can be divided by r-regions as follows:
H =
r∐
k=1
H(k),
where H(k) := {n ∈ H | ♯{i | ni > p} = k}. Hence the function Λ(p, q) can be expressed
as follows:
Λ(p, q) =
r∑
k=1
ΛH(k)(p, q).
Therefore it is enough to compute each function ΛH(k)(p, q). When k = r, we can compute
the function explicitly as follows.
Proposition 3.1.
ΛH(r)(p, q) =
(
q − (r − 1)p − 1
r − 1
)
ℓR(R/(I1 + · · ·+ Ir)
p).
Proof. This follows from Proposition 2.3 since H(r) = ∆
(r)
p,q. 
Thus we can reduce the problem to compute functions ΛH(k)(p, q) for k = 1, . . . , r − 1.
Let 1 ≤ k ≤ r − 1. To compute ΛH(k)(p, q), we divide H
(k) into
(
r
k
)
-regions as follows:
H(k) =
∐
A⊂[r]
♯A=r−k
D
(k)
A ,
where D
(k)
A := {n ∈ H
(k) | ni > p for i /∈ A,ni ≤ p for i ∈ A}. Then the function
ΛH(k)(p, q) can be expressed as follows:
ΛH(k)(p, q) =
∑
A⊂[r]
♯A=r−k
Λ
D
(k)
A
(p, q).
When k = r − 1, we can also compute the function explicitly and get the inequality as
in Proposition 2.3. Here is the inequality we will use in the proof of Theorem 1.3.
Proposition 3.2. There exists a polynomial gr−1(X) ∈ Q[X] of degree d+ 1 such that
ΛH(r−1)(p, q) ≤
(
q − (r − 2)p− 1
r − 2
)
gr−1(p).
Proof. It is enough to show that for any j = 1, . . . , r,
Λ
D
(r−1)
{j}
(p, q) ≤
(
q − (r − 2)p − 1
r − 2
)
λLj (p),
where Lj = R/(I1 + · · ·+ Îj + · · ·+ Ir)⊕R/(I1 + · · ·+ Ir) because the function λLj(p) is
a polynomial function of degree d + 1 (see Remark 2.4). We may only consider the case
where j = r. Then it follows directly from Proposition 2.3 since D
(r−1)
{r} = ∆
(r−1)
p,q . 
When 1 ≤ k ≤ r − 2, we can get the same inequality, although the situation is not
simple as in the case where k = r − 1.
Proposition 3.3. For any 1 ≤ k ≤ r − 2, there exists a polynomial gk(X) ∈ Q[X] of
degree d+ r − k such that
ΛH(k)(p, q) ≤
(
q − (k − 1)p − 1
k − 1
)
gk(p).
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Proof. Let 1 ≤ k ≤ r − 2. To prove the desired inequality, it is enough to show that for
any subset A ⊂ [r] with ♯A = r − k, there exists a polynomial hA(X) ∈ Q[X] of degree
d+ r − k such that
Λ
D
(k)
A
(p, q) ≤
(
q − (k − 1)p − 1
k − 1
)
hA(p).
To show this, we may only consider the case where A = {k + 1, k + 2, . . . , r}. We then
put D(k) := D
(k)
{k+1,...,r}. To investigate ΛD(k)(p, q), we divide D
(k) into two-parts:
D(k) = E
(k)
−
∐
E
(k)
+ ,
where
E
(k)
− := {n ∈ D
(k) | nk+1 + · · ·+ nr ≤ p},
E
(k)
+ := {n ∈ D
(k) | nk+1 + · · ·+ nr > p}.
With this notation, we have the following two lemmas.
Lemma 3.4. Let 1 ≤ k ≤ r − 2. Then
Λ
E
(k)
−
(p, q) ≤
(
q − (k − 1)p− 1
k − 1
)
λL(p)
where L = R/(I1 + · · ·+ Ik)⊕
r⊕
j=k+1
R/(I1 + · · · + Ik + Ij).
Proof. This follows from Proposition 2.3 since E
(k)
− = ∆
(k)
p,q . 
Lemma 3.5. Let 1 ≤ k ≤ r − 2. Then there exists a polynomial h(X) ∈ Q[X] of degree
d+ r − k such that
Λ
E
(k)
+
(p, q) ≤
(
q − (k − 1)p − 1
k − 1
)
h(p).
Proof. Let 1 ≤ k ≤ r − 2. Then we first note that for any n ∈ E
(k)
+ ,
J(n) =
∑
0≤i≤n
|i|=p
I
i
=
∑
0≤ik+1≤nk+1
...
0≤ir≤nr
ik+1+···+ir≤p
( ∑
i1,...,ik≥0
i1+···+ik=p−(ik+1+···+ir)
Ii11 · · · I
ik
k
)
I
ik+1
k+1 · · · I
ir
r
=
∑
0≤ik+1≤nk+1
...
0≤ir≤nr
ik+1+···+ir≤p
(I1 + · · ·+ Ik)
p−(ik+1+···+ir)I
ik+1
k+1 · · · I
ir
r .(2)
Here we claim the following.
Claim 1. There exists an m-primary ideal b in R such that for any n ∈ E
(k)
+ ,
ℓR(R/J(n)) ≤ ℓR(R/b
p).
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Let b be an m-primary ideal in R such that b ⊂ Ij for any j = k + 1, . . . , r (such as
b = Ik+1 · · · Ir). Let n ∈ E
(k)
+ . Since nk+1, . . . , nr ≥ 0 and nk+1+ · · ·+ nr > p, there exist
integers ak+1, . . . , ar ∈ Z such that{
0 ≤ aj ≤ nj for any j = k + 1, . . . , r, and
ak+1 + · · · + ar = p.
Then, by the above expression (2) of J(n), J(n) ⊃ I
ak+1
k+1 · · · I
ar
r ⊃ b
ak+1+···+ar = bp. Hence
we have ℓR(R/J(n)) ≤ ℓR(R/b
p).
Therefore
Λ
E
(k)
+
(p, q) =
∑
n∈E
(k)
+
ℓR(R/J(n)) ≤
∑
n∈E
(k)
+
ℓR(R/b
p) = ♯E
(k)
+ · ℓR(R/b
p).
Claim 2. There exists a polynomial h◦(X) ∈ Q[X] of degree r − k such that
♯E
(k)
+ ≤
(
q − (k − 1)p − 1
k − 1
)
· h◦(p).
To show this, we divide E
(k)
+ as follows:
E
(k)
+ = {n ∈ H
(k) | n1, . . . , nk > p, nk+1, . . . , nr ≤ p, nk+1 + · · ·+ nr > p}
=
∐
0≤nk+1≤p
···
0≤nr≤p
nk+1+···+nr>p
F (nk+1, . . . , nr)
where
F (nk+1, . . . , nr) :=
{
(n1, . . . , nr) ∈ Z
r
≥0
∣∣∣∣ n1, . . . , nk > p,n1 + · · · + nk = p+ q − (nk+1 + · · ·+ nr)
}
.
Therefore
♯E
(k)
+ =
∑
0≤nk+1≤p
···
0≤nr≤p
nk+1+···+nr>p
♯F (nk+1, . . . , nr)
=
∑
0≤nk+1≤p
···
0≤nr≤p
nk+1+···+nr>p
(
q − (k − 1)p − 1− (nk+1 + · · ·+ nr)
k − 1
)
by Lemma 2.2
≤
(
q − (k − 1)p − 1
k − 1
)
· ♯
{
(nk+1, . . . , nr) ∈ Z
r−k
≥0
∣∣∣∣ nk+1, . . . , nr ≤ p,nk+1 + · · ·+ nr > p
}
≤
(
q − (k − 1)p − 1
k − 1
)
· ♯{(nk+1, . . . , nr) ∈ Z
r−k
≥0 | p < nk+1 + · · ·+ nr ≤ (r − k)p}
=
(
q − (k − 1)p − 1
k − 1
)
·
{(
r − k + (r − k)p− 1
r − k
)
−
(
r − k + p− 1
r − k
)}
.
This proves Claim 2.
Consequently, we have that
Λ
E
(k)
+
(p, q) ≤ ♯E
(k)
+ · ℓR(R/b
p) ≤
(
q − (k − 1)p − 1
k − 1
)
· h◦(p) · ℓR(R/b
p).
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Since ℓR(R/b
p) is a polynomial in p of degree d, the polynomial h(X) which corresponds
to h(p) = h◦(p) · ℓR(R/b
p) is our desired one. 
By Lemmas 3.4 and 3.5,
ΛD(k)(p, q) = ΛE(k)−
(p, q) + Λ
E
(k)
+
(p, q) ≤
(
q − (k − 1)p− 1
k − 1
)(
λL(p) + h(p)
)
.
This proves Proposition 3.3. 
Now let me give a proof of Theorem 1.3.
Proof of Theorem 1.3. By Propositions 3.2 and 3.3, for any k = 1, . . . , r − 1, there exists
a polynomial gk(X) ∈ Q[X] of degree d+ r − k such that
ΛH(k)(p, q) ≤
(
q − (k − 1)p − 1
k − 1
)
gk(p).
Since Λ(p, q) = ΛH(r)(p, q) +
r−1∑
k=1
ΛH(k)(p, q), we have that by Proposition 3.1,
Λ(p, q)−
(
q − (r − 1)p− 1
r − 1
)
ℓR(R/(I1 + · · ·+ Ir)
p) ≤
r−1∑
k=1
(
q − (k − 1)p − 1
k − 1
)
gk(p).
Therefore, there exists a polynomial g(X,Y ) ∈ Q[X,Y ] with degY g(X,Y ) ≤ r − 2 such
that
Λ(p, q)−
(
q − (r − 1)p− 1
r − 1
)
ℓR(R/(I1 + · · ·+ Ir)
p) ≤ g(p, q).
The LHS in the above inequality is a polynomial function of two variables with non-
negative integer values so that the function Λ(p, q) can be expressed as
Λ(p, q) =
(
q − (r − 1)p − 1
r − 1
)
ℓR(R/(I1 + · · · + Ir)
p) + f(p, q)
for some f(X,Y ) ∈ Q[X,Y ] with degY f(X,Y ) ≤ r − 2. Then, by comparing the coeffi-
cients of pdqr−1 in the above equality, we obtain the equality
er−1(R/I1 ⊕ · · · ⊕R/Ir) = e(R/I1 + · · ·+ Ir).
Then we get the desired formula. 
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