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A POSITIVE INTEGRAL PROPERTY ON THE GROUND STATE OF THE
TWO-BOUNDARY TEMPERLEY–LIEB HAMILTONIAN
KEIICHI SHIGECHI
Abstract. We study the two-boundary Temperley–Lieb O(n) loop model on Kazhdan–Lusztig
bases of type A and B. We obtain explicit expressions of the ground state of the two-boundary
Temperley–Lieb Hamiltonian by means of a coideal subalgebra of Uq(sl2). This ground state pos-
sesses a positive integral property. We conjecture that some components of the ground state are
directly related to an enumeration of binary or permutation matrices.
1. Introduction
Razumov and Stroganov studied the ground state of the XXZ spin chain with the periodic
boundary condition at the isotropic parameter ∆ = −1/2 [35, 37]. They observed that the largest
component (under a certain normalization) is related to the total number of combinatorial objects
called alternating sign matrices (see, e.g., [5] and references therein). They also obtained explicit
expressions for some correlation functions. These striking observations open a new way to study
quantum integral systems [1, 31, 36, 38, 45], quantum Knizhnik–Zamolodchikov equations [10, 14,
15, 16, 34] and combinatorics such as alternating sign matrices and plane partitions [2, 11, 15].
An alternative description of the Razumov–Stroganov correspondence (proven in [6]) is the one
by the O(n) loop model [1]. This model has the Temperley–Lieb Hamiltonian [29, 40, 46] which
acts on the so-called link patterns [7, 12]. At n = 1, it was observed that the ground state on the
link pattern bases counts the number of combinatorial objects such as alternating sign matrices and
fully packed loop models [12]. There are several variants of the model by replacing the Temperley–
Lieb algebra to the one- or two-boundary Temperley–Lieb algebras [8, 12, 30, 33]. These algebras
act on link patterns with boundaries.
In the case of type A, the link pattern bases for the Temperley–Lieb algebra is equivalent to the
parabolic Kazhdan–Lusztig bases of the Hecke algebra [13, 22] or to the (dual) canonical basis (of
weight zero) [20, 21, 26, 27] in the tensor products of the fundamental representation of Uq(sl2) [17].
The coincidence of Kazhdan–Lusztig bases and canonical bases was shown in [18]. The Kazhdan–
Lusztig bases for the Hermitian symmetric pair (BN , AN−1) are relevant to the representation of
the one-boundary Temperley–Lieb algebra considered in this paper. The graphical description
of these Kazhdan–Lusztig bases is revealed in [42]. A diagram for a Kazhdan–Lusztig basis has
the flavour of a link pattern of type A and type B. The two-boundary Temperley–Lieb algebra
can be regarded as a quotient algebra of the affine Hecke algebra of type C. Although the affine
Hecke algebra is infinite dimensional, we impose a quotient relation (see Eqn.(10)) to obtain a
finite dimensional representation of the two-boundary Temperley–Lieb algebra. Since the (one-
boundary) Temperley–Lieb algebra is a subalgebras of the two-boundary Temperley–Lieb algebra,
the representation theory of the former can be applicable to the latter.
In this paper, we investigate the two-boundary Temperley–Lieb O(n) loop model on the Kazhdan–
Lusztig bases of type A and B and on the standard bases. The Kazhdan–Lusztig bases of type B
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can be regarded as a (dual) canonical basis of a coideal subalgebra of Uq(sl2) [41]. A key is the
fact that the generator of the coideal subalgebra commutes with the one-boundary Temperley–Lieb
Hamiltonian of the system. Thus an eigenfunction of the generator of the coideal subalgebra with
the multiplicity one is also an eigenfunction of the one-boundary Temperley–Lieb Hamiltonian.
We have four types of Kazhdan–Lusztig bases which the two-boundary Temperley–Lieb algebra
acts on. We call them type A, BI, BII and BIII respectively (see Section 3 for definitions). Type
BII corresponds to a link pattern with a boundary with a suitable choice of the normalization
(compare Type BII with ,e.g., [7]). We first consider the eigensystem of the generator X of a
coideal subalgebra of Uq(sl2). From the explicit action of X on the Kazhdan–Lusztig bases, one
can obtain all the eigenvalues of X and their multiplicities. For all types, there exists an eigenvector
Ψ with the multiplicity one. One of the main results of this paper is explicit expressions of Ψ (see
Definition 4.4, 4.11, 4.17 and 4.23). By construction, it is obvious that Ψ is a positive vector,
i.e., all the entries of Ψ are positive. We also show that this eigenfunction Ψ is an eigenvector
of the generators of one-boundary Temperley–Lieb algebra with the eigenvalue zero. This implies
that Ψ is the ground state of the one-boundary Temperley–Lieb Hamiltonian with the eigenvalue
zero. Furthermore, this eigenfunction Ψ is the ground state of the two-boundary Temperley–Lieb
Hamiltonian under an integrable condition qN−1QQ0 = 1 where N is the size of the system and
q,Q and Q0 are the Hecke parameters (see Section 2 for the definitions of parameters). This
integrable condition can be viewed as a compatibility condition to embed the representation of
the two-boundary Temperley–Lieb algebra (the affine Hecke algebra of type C) into the one of
one-boundary Temperley–Lieb algebra (the Hecke algebra of type B).
From the explicit expressions of Ψ, we can compute correlation functions exactly. One can also
show that Ψ is in N[q, q−1, Q,Q−1] for type A, BII and BIII and in N[q, q−1] for type BI. This
positive integral property appears not only on the Kazhdan–Lusztig bases but also on the standard
bases (see Definition 4.27). The transition matrix from the standard bases to the Kazhdan–Lusztig
bases is written in terms of the Kazhdan–Lusztig polynomials which also have another positive
integral structure. Thus the origin of the positivity of Ψ may come from these two positivities.
Since Ψ has a positive integral property, it is natural to ask whether the components of Ψ count
combinatorial objects along the spirit of the Razumov–Stroganov correspondence. As a first step,
we consider the sum of the components of Ψ. For type A, BI and BIII, the sums are conjectured
to be the total number of symmetric binary/permutation matrices with appropriate conditions. In
fact, some components are conjectured to be a (q,Q)-enumeration of symmetric binary matrices.
We expect that these observations are a starting point of a connection of Kazhdan–Lusztig bases
to enumerative combinatorics.
The paper is organized as follows. In Section 2, we briefly review the two-boundary Temperley–
Lieb algebra and a coideal subalgebra of Uq(sl2). In Section 3, we introduce a diagrammatic pre-
sentation of the Kazhdan–Lusztig bases. We show the action of the two-boundary Temperley–Lieb
algebra on the Kazhdan–Lusztig bases of type A and B. Section 4 is devoted to the analysis of the
eigensystem of the generator X. We define an eigenfunction Ψ of X and show that this eigenfunc-
tion has the multiplicity one. Section 5 is devoted to the analysis of the action of the Hamiltonian
on Ψ. We show that the generators of one-boundary Temperley–Lieb algebra acts zero on Ψ and
that Ψ is the ground state of the two-boundary Temperley–Lieb Hamiltonian with the integrable
condition. In Section 6, we compute correlation functions, show the positive integral property of
Ψ and propose several conjectures on Ψ as a (q,Q)-enumeration of symmetric binary/permutation
matrices. In Section A, we collect technical lemmas used in this paper.
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2. Two-boundary Temperley–Lieb algebra
2.1. Two-boundary Temperley–Lieb algebra. The Temperley–Leib algebra [29, 40, 46] is an
associative algebra over the ring Z[q, q−1] and generated by ei, 1 ≤ i ≤ N − 1 with the relations:
e2i = −(q + q−1)ei, 1 ≤ i ≤ N − 1,(1)
eiei±1ei = ei,(2)
eiej = ejei, |i− j| > 1.(3)
The two-boundary Temperley–Lieb algebra [8, 9] is a generalization of the Temperley–Lieb algebra
with extra generators en and e0. The defining relations are relations (1)-(3) and
e2N = −(Q+Q−1)eN ,(4)
eN−1eNeN−1 = (qQ
−1 + q−1Q)eN−1,(5)
eieN = eNei, i 6= N − 1.(6)
e20 = −(Q0 +Q−10 )eN ,(7)
e1e0e1 = (qQ
−1
0 + q
−1Q0)e1,(8)
eie0 = e0ei, i 6= 1.(9)
We call the subalgebra generated by {ei : 1 ≤ i ≤ N} the one-boundary Temperley–Lieb alge-
bra. Note that the two-boundary Temperley–Lieb algebra is infinite dimensional. We impose the
following two conditions to make the algebra finite dimensional:
INJNIN = αIN , JNINJN = αJN(10)
where α is a parameter and
I2n :=
n−1∏
i=0
e2i+1, J2n := e0
n−1∏
i=1
e2i · eN ,
I2n+1 := e0
n∏
i=1
e2i, J2n+1 :=
n−1∏
i=0
e2i+1 · eN .
Let V1 be a two-dimensional C-vector space spanned by v1 and v−1. We have a representation
of the two-boundary Temperley–Lieb algebra acting on V ⊗N1 . The matrix representation of the
generators are
ei = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
i−1
⊗

0 0 0 0
0 −q−1 1 0
0 1 −q 0
0 0 0 0
⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N−i−1
, 1 ≤ i ≤ N − 1,
eN = 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N−1
⊗
(−Q−1 1
1 −Q
)
,
e0 =
(−Q0 1
1 −Q−10
)
⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
N−1
,
where the order of bases is (v1, v−1) for V1 and (v1 ⊗ v1, v1 ⊗ v−1, v−1 ⊗ v1, v−1 ⊗ v−1) for V1 ⊗ V1.
A tensor product vǫ1 ⊗ · · · ⊗ vǫN with ǫi = 1 or −1 for 1 ≤ i ≤ N is called a standard basis. In this
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representation, one can show by a straightforward computation that
α =
{
(Q−1 − q−1Q0)(Q− qQ−10 ), for N : even,
(1 +Q−1Q0)(1 +QQ
−1
0 ), for N : odd
We consider the integrable Hamiltonian for the one- and two-boundary Temperley–Lieb algebras
acting on V ⊗N1 defined by
H1B = −
N−1∑
i=1
ei − aNeN ,
H2B = H1B − a0e0,
where a0 and aN are parameters.
Remark 2.1. The Temperley–Lieb Hamiltonian is rewritten as
H2B = −1
2
(
N−1∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 +
q + q−1
2
σzi σ
z
i+1
)
+
(
q − q−1
2
− a0(Q0 −Q−10 )
)
σz1
+2a0(σ
+
1 + σ
−
1 ) + 2aN (σ
+
N + σ
−
N )−
(
q − q−1
2
− aN (Q−Q−1)
)
σzN
)
+
(
q + q−1
4
(N − 1) + a0Q0 +Q
−1
0
2
+ aN
Q+Q−1
2
)
.
where σx, σy and σz are the Pauli matrices and σ± = (σx ± √−1σy)/2. Thus the spectrum of H
can be viewed as the one of the XXZ spin 1/2 quantum chain with boundaries.
2.2. A coideal subalgebra of Uq(sl2). The quantum group U := Uq(sl2) is an associative algebra
over C(q) with generators E,F,K±1 and relations
KK−1 = K−1K = 1,
KEK−1 = q2E,
KFK−1 = q−2F,
EF − FE = K −K
−1
q − q−1 .
We introduce the quantum integer [n] :=
∑n−1
i=0 q
n−1−2i, the quantum factorial [n]! :=
∏n
i=1[i] and
q-analogue of the binomial coefficient[
n
m
]
:=
[n]!
[n−m]![m]! .
We define
[Q;n] :=
Qqn −Q−1q−n
q − q−1 .
The comultiplication ∆ is given by
∆(K±1) := K±1 ⊗K±1,
∆(E) = E ⊗K−1 + 1⊗E,
∆(F ) = F ⊗ 1 +K ⊗ F.
A POSITIVE INTEGRAL PROPERTY ON THE GROUND STATE OF 2BTL HAMILTONIAN 5
We consider the two-dimensional representation in V1. The action is given by
Ev1 = 0, Ev−1 = v1,
Fv1 = v−1, Fv−1 = 0,
Kv±1 = q
±1v±1.
We consider the Dynkin diagram of type A1 and the identity involution. By a general theory
of quantum symmetric space [23, 24, 25], one can obtain a coideal algebra of U associated with
the involution. The coideal subalgebra U′ of Uq(sl2) is a polynomial algebra in X, that is, U
′ :=
C(q)[X]. The injective C(q)-algebra homomorphism ι : U′ → U is given by
X 7→ F + cKE + sK
where c, s are indeterminates. The comultiplication ∆ is given by
∆(X) = K ⊗X + cKE ⊗ 1 + F ⊗ 1.(11)
Note that U′ is left coideal since ∆(X) ⊂ U×U′. In this paper, we consider
c = q−1, s =
Q−Q−1
q − q−1 .
Theorem 2.2. [H1B ,X] = 0.
Proof. It is enough to show that [ei,X] = 0 for all 1 ≤ i ≤ N . WhenN = 1, we have [e1,X] = 0 by a
straightforward calculation. Since the comultiplication is given by Eqn.(11), we have [eN ,X] = 0 in
general. Since the action of the Temperley–Lieb algebra commutes with the action of the quantum
group Uq(sl2) in the tensor product of the fundamental representation, we have [ei,X] = 0 for
1 ≤ i ≤ N − 1. 
3. Representations
The actions of the two-boundary Temperley–Lieb algebra on the standard bases are obvious
through the matrix representation of the generators (See Section 2). In this section, we consider
the action of the two-boundary Temperley–Lieb algebra on Kazhdan–Lusztig bases.
3.1. Kazhdan–Lusztig bases. The Hecke algebra of type A is a unital, associative algebra over
C[q, q−1] generated by the generators Ti, 1 ≤ i ≤ N−1, satisfying the relations (Ti−q−1)(Ti+q) = 0,
TiTi+1Ti = Ti+1TiTi+1 and TiTj = TjTi for |i−j| > 1. The Temperley–Lieb algebra can be regarded
as the Hecke algebra of type A with a quotient relation (2) through a relation Ti = ei + q
−1. The
representation of the Temperley–Lieb algebra in V ⊗N1 corresponds to the maximal parabolically
induced representation of the Hecke algebra. The Hecke algebra of type B is generated by Ti, 1 ≤
i ≤ N , with the relations of type A, (TN −Q−1)(TN +Q) = 0, TNTN−1TNTN−1 = TN−1TNTN−1TN
and TiTN = TNTi for i 6= N − 1. Similarly, the one-boundary Temperley–Lieb algebra can be
regarded as the Hecke algebra of type B with a quotient relation (5). Therefore, one can apply
the representation theory of the Hecke algebra of type B to the one-boundary Temperley–Lieb
algebra. Since we consider the representation of the one-boundary Temperley–Lieb algebra in V ⊗N1
as in Section 2, the parabolic Kazhdan–Lusztig bases studied in [13] play a central role rather than
original ones studied in [22]. More precisely, the Kazhan–Ludztig bases for the Hermitian symmetric
pair (BN , AN−1) studied in [3, 4, 42] can be regarded as bases of the one-boundary Temperley–Lieb
algebra in V ⊗N1 . There are two types of parabolic Kazhdan–Lusztig bases according to the choice
of a projection map (see, e.g., Section 2.3 in [42]). In this paper, we will consider the parabolic
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Kazhdan–Lusztig bases studied as C−x in [42]. Hereafter, a Kazhdan–Lusztig basis means this
parabolic one.
We have four types of Kazhdan–Lusztig bases associated with the Temperley–Lieb algebra
and the one-boundary Temperley–Lieb algebras. The first one is the Kazhdan–Lusztig basis of
Temperley–Lieb algebra of type A, the second is the Kazhdan–Lusztig basis of the one-boundary
Temperley–Lieb algebra for Q = qM with M ∈ N+ and the third and the fourth are the Kazhdan–
Lusztig bases of the one-boundary Temperley–Lieb algebra for q 6= Q where q and Q are alge-
braically independent. Note that we will consider the representation of the two-boundary Temperley–
Lieb algebra on Kazhdan–Lusztig bases of Type A in the first case and of type B in the second,
third and fourth cases. The difference between the third and the fourth bases is the total order
with respect to q and Q. We call these bases type A, BI, BII and BIII respectively. We index a
Kazhdan–Lusztig basis by a binary string {+,−}N . Given two binary strings ǫ := ǫ1 . . . ǫN and
ǫ′ := ǫ′1 . . . ǫ
′
N , we denote ǫ < ǫ
′ if ǫj = ǫ
′
j for 1 ≤ j ≤ i−1 and ǫi < ǫ′i. All types of Kazhdan–Lusztig
bases are characterized by the following two conditions [13, 22, 28]: (1) a Kazhdan–Lusztig basis
is invariant under the involutive ring automorphism known as “bar involution” where Ti → T−1i ,
q → q−1 and Q → Q−1. On the module V ⊗N , we define vǫ = vǫ where ǫi = 1 for 1 ≤ i ≤ N . (2)
The expansion of a Kazhdan–Lusztig basis w indexed by a binary string ǫ = ǫ1 . . . ǫN in terms of
standard basis has the leading term vκ1 ⊗ · · · ⊗ vκN where κi = 1 if ǫi = + and κi = −1 if ǫi = −.
The vector w−vκ1⊗· · ·⊗vκN is a linear combination of vκ′1⊗· · ·⊗vκ′N , κ < κ′, with a coefficient in
Z(ΓX−) for Type X. Here Γ
A
− = Γ
BI
− = {q−i|i ∈ N+}, ΓBII− = {q−iQj|i ∈ N+, j ∈ Z} ∪ {Q−i|i ∈ N+}
and ΓBIII− = {qiQ−j |i ∈ Z, j ∈ N+} ∪ {q−i|i ∈ N+}.
Since V ⊗N1 can be viewed as the tensor products of fundamental representation of Uq(sl2), a
Kazhdan–Lusztig basis of type A is nothing but the dual canonical basis of Uq(sl2) considered
in [17] (see also [43]). A Kazhdan–Lusztig basis of type BI is considered in [42] and can be viewed
as the dual canonical basis of a coideal subalgebra of Uq(sl2) [41]. A Kazhdan–Lusztig basis of
type BII is studied in [42]. One can easily show that a basis of type BIII satisfies the criteria for a
Kazhdan–Lusztig basis.
We briefly review the graphical presentation of a Kazhdan–Lusztig basis following [17, 42, 43].
Let b = b1 · · · bN ∈ {±}N be a binary string. We place an up arrow (resp. a down arrow) from left
to right according to bi = + (resp. bi = −). We have the following two rules.
(A) We make a pair between adjacent down arrow and up arrow in this order. Then connect this
pair into a simple arc.
(B) Repeat the procedure (A) until all the up arrows are to the left of all down arrows.
Type A. The Kazhdan–Lusztig basis of Type A follows rules (A) and (B).
Type BI. In addition to rules (A) and (B), we have three more rules:
(C) Put an integer p, 2 ≤ p ≤M , on the (M + 1− p)-th down arrow from right.
(D) Put a star (⋆) on the M -th down arrow from right if it exists.
(E) For remaining down arrows, we make a pair of adjacent down arrows from right to left.
Then connect this pair into a simple dashed arc.
After applying rules (A)-(E), we may have an unpaired down arrow which does not form a dashed
arc.
Type BII. After applying rules (A) and (B) to a diagram, we have unpaired up arrows and
unpaired down arrows. We call the (2i − 1)-th (resp. 2i-th) unpaired down arrow from right an
o-unpaired (resp. e-unpaired) down arrow. We have an additional rule:
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(F) We put a vertical line with a mark e (resp. o) on an e-unpaired (resp. o-unpaired) down
arrow.
Type BIII. We apply rules (A) and (B) to a diagram. We have unpaired up arrows and unpaired
down arrows. We enumerate unpaired down arrows from right to left by 1, 2, . . .. Then, we have
an additional rule:
(G) We put a vertical line with a circled integer i on the i-th unpaired down arrow.
A diagram corresponds to a vector in V1⊗· · ·⊗V1 as follows. An unpaired up arrow (resp. down
arrow) in a diagram is v1 (resp. v−1) in a tensor product. Each building block (a simple arc, a
dashed arc, a down arrow with a star, mark e or mark o and a down arrow with an integer or with
a circled integer) is a vector in V1 or V1 ⊗ V1:
= v−1 ⊗ v1 − q−1v1 ⊗ v−1,
= v−1 ⊗ v−1 − q−1v1 ⊗ v1,
⋆
= v−1 − q−1v1,
p
= v−1 − q−pv1, for 2 ≤ p ≤M,
o
= v−1 −Q−1v1,
e
= v−1 + q
−1Qv1.
p
= v−1 − qp−1Q−1v1.
An unpaired up (resp. down) arrow corresponds to v1 (resp. v−1). A vector in V
⊗N corresponding
to a diagram is given by a tensor product of a vector corresponding to a building block.
Example 3.1. Let b = +−−+−−. The Kazhdan–Lusztig basis indexed by b are
↑↓ ↓↓, ↑
⋆
, ↑
o e o
,
3 2 1
for Type A, BI (M = 1), BII and BIII respectively. The diagram of type A corresponds to a vector
v1 ⊗ v−1 ⊗ v−1 ⊗ v1 ⊗ v−1 ⊗ v−1 − q−1v1 ⊗ v−1 ⊗ v1 ⊗ v−1 ⊗ v−1 ⊗ v−1
in V ⊗61 .
3.2. Action of the Temperley–Lieb algebra on Kazhdan–Lusztig bases. Recall that a
Kazhdan–Lusztig basis is expressed as a tensor product of building blocks. Thus it is enough
to consider the action of Temperley–Lieb algebra on partial diagrams. We list up all the partial
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diagrams for the action of ei, 1 ≤ i ≤ N − 1.
ei(↓↓) = 0, ei
 i i+1  = 0, ei
(
↓
i i+1
)
= ↑,
ei
(
↓
i i+1
)
= ↑, ei
 ↓
⋆
i i+1
 = ,
ei
 i i+1  = , ei
 i i+1  = ,
ei
 i i+1
 = , ei

⋆
i i+1
 =
⋆
,
ei

p p+1
 = 0, ei

p
i i+1
 =
p
,
ei

p
i i+1
 =
p
, ei

p+1
p
 = 0, ei

e
i i+1
 =
e
,
ei

o
i i+1
 =
o
, ei
(
e o
)
= (q−1Q+ qQ−1) ,
ei
(
o e
)
= −(Q+Q−1) , ei
( )
= −[2] , ei
(
↑
i i+1
)
= ↓,
ei
(
i i+1
)
= , ei
(
↑
i i+1
)
= ↑,
ei

i i+1
 = , ei

p
i i+1
 =
p
,
ei

p
i i+1
 =
p
, ei
↑
p
 = , ei
↑
p
 = ,
ei
↑
⋆
 = , ei
↑
e
 = , ei
↑
o
 = ,
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ei

e
i i+1
 =
e
, ei

o
i i+1
 =
o
,
ei(↑↓) = , ei
(
i i+1
↓
)
=↓ , ei
(
i i+1
↑
)
=↑ ,
ei
 i i+1
 = , ei
 i i+1
 = , ei(↑↑) = 0.
Example 3.2. Let D be a diagram of type BI (M = 2) depicted as
D =
⋆ 2
.
Then, we have
e1(D) =
⋆ 2
, e2(D) =
⋆ 2
,
e5(D) =
⋆ 2
, e6(D) =
⋆2
and e3(D) = e7(D) = −[2]D.
3.3. Action of eN on Kazhdan–Lusztig bases. The action of eN on a Kazhdan–Lusztig basis
is given as follows.
Type A. Let D be a diagram of type A and N↑ (resp. N↓) be the number of up (resp. down)
arrows. We have three cases for D: 1) the rightmost arrow of D is an up arrow, i.e., N↓ = 0, 2)
the rightmost arrow is a down arrow and 3) the rightmost arrow is an up arrow forming an arc.
Case 1. Let D′ be a diagram obtained from D by changing the rightmost up arrow to a down arrow.
Then, the action of eN on D is given by
eN (D) = D
′ −Q−1D.
Case 2. We enumerate down arrows inD from right to left by 1, 2, . . . , N↓. For each i, 1 ≤ i ≤ N↓−1,
we denote by A(i)(D) a diagram obtained from D by connecting the i-th and the (i + 1)-th down
arrows via an arc. We denote by A(N↓)(D) a diagram obtained from D by changing the N↓-th
arrow to an up arrow. The action of eN on D is given by
eN (D) =
∑
1≤i≤N↓
q−(i−1)A(i)(D)−QD.
Case 3. Let D˜ be a diagram obtained fromD by changing the rightmost arc to two down arrows. We
enumerate unpaired down arrows of D˜ from right to left by 1, 2, . . . N↓+2. For each i, 2 ≤ i ≤ N↓+1,
we denote by A(i)(D˜) obtained from D˜ by connecting the i-th and the (i+ 1)-th down arrows via
an arc. We denote by A(N↑+2)(D˜) a diagram obtained from D˜ by changing the (N↑ + 2)-th down
arrow to an up arrow. For each 1 ≤ i < j ≤ N↓+1 with j− i ≥ 2, we denote by B(j,i)(D˜) a diagram
obtained from D˜ by connecting the i-th and the (i+1)-th down arrows via an arc and the j-th and
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the (j + 1)-th arrows via an arc. For each i, 1 ≤ i ≤ N↓ − 1, we denote by B(i+1,i)(D˜) a diagram
obtained from D˜ by connecting the i-th and the (i+3)-th down arrows via an arc and the (i+1)-th
and the (i+ 2)-th down arrows via an arc. We denote by B(N↓+1,N↓)(D˜) a diagram obtained from
D˜ by connecting the (N↓ + 2)-th and the (N↓ + 1)-th arrows via an arc and putting an up arrow
at the N↓-th site. For each i, 1 ≤ i ≤ N↓, we denote by B(N↓+2,i) the diagram obtained from D˜
by changing the (N↓ + 2)-th down arrow to an up arrow and connecting the i-th and the i + 1-th
down arrows via an arc. We denote by B(N↓+2,N↓+1)(D˜) a diagram obtained from D˜ by changing
the (N↓ + 2)-th and (N↓ + 1)-th down arrows to two up arrows. The action of eN on an arc is
eN ( ) =↓↓ −Q−1 + q−1(Q−Q−1) ↑↓ −q−1 ↑↑ .
Then, the action of eN on D is given by
eN (D) = D˜ −Q−1D + q−1(Q−Q−1)
∑
2≤i≤N↓+2
q−(i−2)A(i)(D˜)− q−1
∑
1≤i<j≤N↓+2
c(j,i)B(j,i)(D˜).
where
c(j,i) :=

q−j+2, for i = 1,
q−2i+2, for j = i+ 1,
q−i−j+3(1 + q2), otherwise.
(12)
Example 3.3. Let D be a diagram depicted as
D = .
Then, we have
A(2)(D˜) = , A(3)(D˜) = ,
A(4)(D˜) = , B(3,1)(D˜) = ,
B(2,1)(D˜) = , B(3,2)(D˜) = ,
B(4,1)(D˜) = , B(4,2)(D˜) = ,
B(4,3)(D˜) = .
Type BI. When the rightmost arrow in D is an up arrow or a down arrow with the integer M ,
the action of eN on partial diagrams is given by
eN (↑) =
M
,
eN
(
M
)
= −(qM + q−M)
M
.
Below, we consider the case where the rightmost arrow of D is an up arrow forming an arc. The
other arcs and up arrows are irrelevant for the action of eN since a Kazhdan–Lusztig basis is tensor
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products of building blocks. The action of eN on an arc is given by
eN
( )
=
⋆
+
⋆
, for M = 1,
eN
( )
=
M-1 M
+ 〈M − 1〉
M
, for M ≥ 2,
where 〈k〉 := qk+ q−k for k ∈ N+. Then, the action of eN on partial diagrams is given by (see [42])
eN
(
r M
· · ·
)
=
r-2 M
· · ·
+ 〈r − 2〉
r-1 M
↑ · · ·
+
∑
r≤k≤M
〈k − 1〉
r k-1 k M
· · · · · ·
, for r ≥ 3,
eN
(
2 M
· · ·
)
=
⋆ M
↑ · · · +
⋆ M
↓ · · ·
+
∑
2≤k≤M
〈k − 1〉
2 k-1 k M
· · · · · ·
,
eN

⋆ M
· · ·
 =
⋆ M
· · ·
+
⋆ M
· · ·
+
∑
2≤k≤M
〈k − 1〉
⋆ k-1 k M
· · · · · ·
.
Example 3.4. Let D be a diagram depicted as
D =
⋆ 2
,
where M = 2. Then, the action of e13 on D is
e13(D) =
⋆ 2
+
⋆ 2
+〈1〉
⋆ 2
Type BII. The actions of eN on partial diagrams are given by
eN (↑) =
o
,
eN
(
o
)
= −(Q+Q−1)
o
,
eN
( )
=
e o
.
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Type BIII. We have three cases for the rightmost arrow a of D: 1) an arrow a is an up arrow, 2)
a is a down arrow with the circled integer one, and 3) a is an up arrow forming an arc.
In the case 1 and 2, we have
eN (↑) =
1
,
eN
(
1
)
= −(Q+Q−1)
1
.
In the case 3, the action of eN on an arc is given by
eN
( )
=
2 1
+ 〈〈1〉〉
1
,
where 〈〈k〉〉 := Qq−k +Q−1qk. The action of eN on a partial diagram is given by
eN
(
r 1
· · ·
)
=
r+2 1
· · ·
+ 〈〈r + 1〉〉 ↑
r+1 1
· · ·
+
∑
1≤k≤r
〈〈k〉〉 r
k+1 k
1
· · · · · ·
.
Example 3.5. Let D be a diagram of type BIII depicted as
D =
3 2 1
.
Then we define
D1 :=
5 4 3 2 1
, D2 :=
3 2 1
,
D3 :=
3 2 1
, D4 :=
3 2 1
.
D5 :=
4 3 2 1
.
The action of e14 on D is
e14(D) = D1 + 〈〈1〉〉D2 + 〈〈2〉〉D3 + 〈〈3〉〉D4 + 〈〈4〉〉D5.
3.4. Action of e0 on Kazhdan–Lusztig bases.
Type A. We denote by u the bijection of sets u : D → D defined by reflecting a diagram about a
vertical axis and reversing orientations of all arrows. The action of e0 on a diagram D is given by
e0(D) = u(eN (u(D))),(13)
with a change of the parameter Q→ Q0.
For example, the action of e0 on an arc is
e0( ) =↑↑ −Q−10 + q−1(Q0 −Q−10 ) ↑↓ −q−1 ↓↓ .
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Type BI. Let D be a diagram of type BI and N↑ be the number of (unpaired) up arrows. Let r
be a smallest integer attached to down arrows with an integer p, 1 ≤ p ≤ M . If D has a down
arrow with a star, then we define r = 1. If there is no down arrow with an integer in D, we define
r = M + 1. We enumerate (unpaired) up arrows from left to right by 1, 2, . . . , N↑. We denote by
A(i)(D), 1 ≤ i ≤ N↑−1, a diagram obtained from D by connecting the i-th and (i+1)-th up arrows
via an arc. We have three cases for D: 1) the leftmost arrow is an up arrow, 2) the leftmost arrow
is an unpaired down arrow, 3) the leftmost arrow is a down arrow forming an arc.
Case 1. We have two cases for D: a) D does not have an unpaired down arrow, and b) D has an
unpaired down arrow.
Case 1-a. We denote by A(N↑) a diagram obtained from D by changing the N↑-th up arrow to a
down arrow with the integer r− 1 for r ≥ 2. If r = 1, denote by A(N↑) a diagram obtained from D
by changing the N↑-th up arrow to an unpaired down arrow. The action of e0 on D is given by
e0(D) =
∑
1≤i≤N↑
q−(i−1)A(i)(D) + (q
−(r+N↑−2)(1− δ1,r)−Q0)D,
where δi,j is the delta function, that is, δi,j is one if i = j and zero otherwise.
Case 1-b. We denote by A(N↑)(D) a diagram obtained from D by connecting the N↑-th up arrow
and the unpaired down arrow via a dashed arc, and by A(N↑+1)(D) a diagram obtained from D by
changing the unpaired down arrow to an up arrow. The action of e0 on D is given by
e0(D) =
∑
1≤i≤N↑+1
q−(i−1)A(i) −Q0D.
Case 2. Let D˜ be a diagram obtained from D by changing the unpaired down arrow to an up arrow.
The action of e0 on D is given by
e0(D) = D˜ −Q−10 D.
Case 3. Let D˜ be a diagram obtained from D by changing the leftmost arc to two up arrows.
We enumerate (unpaired) up arrows of D˜ from left to right by 1, 2 . . . , N↑ + 2. We denote by
A(N↑+2)(D˜) a diagram obtained from D˜ by changing the (N↑ + 2)-th up arrow to a down arrow.
For each 1 ≤ i < j ≤ N↑ + 1 with j − i ≥ 2, we denote by B(i,j)(D˜) a diagram obtained from D˜
by connecting the i-th and the (i + 1)-th up arrows via an arc and the j-th and the (j + 1)-th up
arrows via an arc. For each 1 ≤ i ≤ N↑ + 1, we denote by B(i,i+1) a diagram obtained from D˜ by
connecting the i-th and the (i + 3)-th up arrows via an arc and the (i + 1)-th and the (i + 2)-th
up arrows via an arc. We denote by B(N↑,N↑+1)(D˜) a diagram obtained from D˜ by connecting the
(N↑+1)-th and the (N↑+2)-th up arrows via an arc and putting a down arrow at the (N↑ +2)-th
site. For each 1 ≤ i ≤ N↑, we denote by B(i,N↑+2)(D˜) a diagram obtained from D˜ by connecting
the i-th and the (i + 1)-th up arrows via an arc and putting a down arrow at (N↑ + 2)-th site.
Finally, we denote by B(N↑+1,N↑+2)(D˜) a diagram obtained from D˜ by putting two down arrows at
the (N↑ + 1)-th and the (N↑ + 2)-th sites.
We have three cases for D: a) r = 1 and D does not have an unpaired down arrow, b) r ≥ 2,
and c) D has an unpaired down arrow.
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Case 3-a. The action of e0 on D is given by
e0(D) = (1− q−2N↑−2)D˜ −Q−10 D + q−1(Q0 −Q−10 )
∑
2≤i≤N↑+2
q−(i−2)A(i)(D˜)
−q−1
∑
1≤i<j≤N↑+2
c(j,i)B(i,j)(D˜),
where c(j,i) is defined in Eqn. (12).
Case 3-b. The action of e0 on D is given by
e0(D) = (1 + q
−N↑−r(Q0 −Q−10 )− q−2N↑−2r)D˜ − (Q−10 + q−N↑−r)D
+
∑
2≤i≤N↑+2
c˜(i)A(i)(D˜)− q−1
∑
1≤i<j≤N↑+2
c(j,i)B(i,j)(D˜)
where
c˜(i) := q
−(i−1)(Q0 −Q−10 )− q−N↑−r−i+1(1 + (1− δ2,rδi,N↑+2)q2).
Case 3-c. For each 1 ≤ i ≤ N↑ + 1, we denote by B(i,N↑+3)(D˜) a diagram obtained from D˜ by
connecting the i-th and (i + 1)-th up arrows via an arc and changing the unpaired down arrow
to an up arrow. We also denote by A′(N↑+2)(D˜) a diagram obtained from D˜ by connecting the
(N↑+2)-th up arrow and the unpaired down arrow via an arc. Then, the action of e0 on D is given
by
e0(D) = (1− q−2N↑−4)D˜ −Q−10 D + (Q0 −Q−10 )
∑
2≤i≤N↑+3
q−(i−1)A(i)(D˜)
−q−2N↑−3A′(N↑+2) − q−1
∑
1≤i<j≤N↑+2
c(j,i)B(i,j)(D˜)
−q−1
∑
1≤i≤N↑+1
q−N↑−i(1 + (1− δ1,i)q2)B(i,N↑+3)(D˜).
Type BII. We have three cases for the leftmost arrow a of D: 1) a is an up arrow, 2) a is an e- or
o-unpaired down arrow, and 3) a is a down arrow forming an arc.
Case 1. Let N↑ be the number of up arrows of a diagram D. We enumerate up arrows from left
to right by 1, 2, . . . , N↑. For each 1 ≤ i ≤ N↑ − 1, we denote by A(i)(D) a diagram obtained from
D by connecting the i-th and (i + 1)-th up arrows via an arc. We denote by A(N↑)(D) a diagram
obtained from D by changing the N↑-th up arrow to an e- or o-unparied down arrow.
Suppose that the leftmost down arrow of D is an o-unpaired down arrow. Then, the action of
e0 on D is given by
e0(D) = −(Q0 + q−N↑)D +
∑
1≤i≤N↑
q−(i−1)A(i).
Suppose that the leftmost down arrow of D is an e-unpaired down arrow or D does not have a
down arrow. The action of e0 on D is given by
e0(D) = (q
−N↑+1Q−Q0)D +
∑
1≤i≤N↑
q−(i−1)A(i).
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Case 2. The action of e0 on a partial diagram of D is given by
e0
(
e
)
= (q−1Q−Q−10 )
e
− (q−2Q2 − q−1QQ−10 + q−1QQ0 − 1) ↑,
e0
(
o
)
= −(Q−1 +Q−10 )
o
+ (1 +Q−1Q0 −Q−1Q−10 −Q−2) ↑,
Case 3. We have two cases for D:
(a) The leftmost down arrow is an o-unpaired down arrow. The action of e0 on D is given by
e0
( )
= −q−1
o e
− (Q−10 − q−2Q) − (q−1(Q−10 +Q−1)− q−3Q− q−1Q0)
e
+(1− q−4Q2 + q−2Q−10 Q− q−2QQ0) ↑↑ .
(b) The leftmost down arrow is an e-unpaired down arrow or D does not have a down arrow. The
action of e0 on D is given by
e0
( )
= −q−1
e o
− (Q−10 + q−1Q−1) − (q−1Q−10 + q−2(Q−1 −Q)− q−1Q0)
o
+(1− q−2Q−2 − q−1Q−1Q−10 + q−1Q−1Q0) ↑↑ .
Type BIII. Let N↑ be the number of up arrows of a diagram D and r be the largest integer
attached to down arrows with a circled integer. If there is no down arrow in D, we define r = 0.
We enumerate up arrow from left to right. For each 1 ≤ i ≤ N↑−1, we denote by A(i)(D) a diagram
obtained from D by connecting the i-th and (i+1)-th arrows via an arc. We denote by A(N↑)(D) a
diagram obtained from D by changing the N↑-th up arrow to a down arrow with a circled integer
r + 1. We have three cases for D: 1) the leftmost arrow is an up arrow, 2) the leftmost arrow is a
down arrow with a circled integer r, and 3) the leftmost arrow is a down arrow forming an arc.
Case 1. The action of e0 on D is given by
e0(D) = (q
−N↑+r+1Q−1 −Q0)D +
∑
1≤i≤N↑
q−(i−1)A(i)(D).
Case 2. The action of e0 on D is given by
e0
(
r
)
= (−Q−10 − qr−1Q−1)
r
+ (1 + qr−1Q−1(Q0 −Q−10 )− q2r−2Q−2) ↑ .
Case 3. Let D˜ be a diagram obtained from D by changing the leftmost arc to two up arrows. For
each 1 ≤ i < j ≤ N↑ + 1 with j − i ≥ 2, we denote by B(i,j)(D˜) a diagram obtained from D˜ by
connecting the i-th and the (i+ 1)-th up arrows via an arc and the j-th and (j + 1)-th up arrows
via an arc. For each 1 ≤ i ≤ N↑ − 1, we denote by B(i,i+1)(D˜) a diagram obtained from D˜ by
connecting the i-th and the (i+3)-th up arrows via an arc and the (i+1)-th and (i+2)-th up arrows
via an arc. We denote by B(N↑,N↑+1)(D˜) a diagram obtained from D˜ by connecting the (N↑+1)-th
and the (N↑ + 2)-th up arrows via an arc and putting a down arrow with the circled integer r + 1
at the N↑-th site. For each 1 ≤ i ≤ N↑, we denote by B(i,N↑+2)(D˜) a diagram obtained from D˜
by connecting the i-th and the (i+ 1)-th up arrows via an arc and putting a down arrow with the
circled integer r+1 at the N↑+2-th site. We denote by B(N↑+1,N↑+2)(D˜) a diagram obtained from
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D˜ by putting two down arrows with circled integers r + 1 and r + 2 at the (N↑ + 1)-th and the
(N↑ + 2)-th sites. The action of e0 on D is given by
e0(D) = (1 + q
−N↑+r−1Q−1(Q0 −Q−10 )− q−2N↑+2r−2Q−2)D˜ + (−Q−10 − q−N↑+r−1Q−1)D
+
∑
2≤i≤N↑+2
c˜(i)A(i)(D˜)− q−1
∑
1≤i<j≤N↑+2
c(j,i)B(i,j)(D˜)
where c(j,i) is defined in Eqn.(12) and
c˜(i) := q
−(i−1)(Q0 −Q−10 )− q−N↑+r−i(1 + q2)Q−1.
4. Eigensystem of X
Since X commutes with the Hamiltonian H1B (Theorem 2.2), an eigenvector of X with the
multiplicity one is also an eigenvector of H1B . We will first find an eigenvector of X with the
multiplicity one.
4.1. Type A. We consider the action of X on the Kazhdan–Lusztig basis of type A. Let D be a
diagram of type A, n↑ be the number of (unpaired) up arrows and n↓ be the number of (unpaired)
down arrows. We define the weight of D by wt(D) = n↑ − n↓. We enumerate the (unpaired) up
arrows from left to right by 1, 2, . . . , n↑. For each i, 1 ≤ i < n↑, we denote by E(i)(D) a diagram
obtained from D by connecting the i-th and (i+1)-th up arrows via an arc. We denote by E(n↑) a
diagram obtained from D by changing the n↑-th up arrow to a down arrow. Similarly, we enumerate
(unpaired) down arrows from right to left by 1, 2, . . . , n↓. For each i, 1 ≤ i < n↓, we denote by
F(i)(D) a diagram obtained from D by connecting the i-th and (i+ 1)-th down arrows via an arc.
We denote by F(n↓) a diagram obtained from D by changing the n↓-th down arrow to an up arrow.
We define the action of X by
X(D) :=
∑
1≤i≤n↑
[i]E(i)(D) +
∑
1≤i≤n↓
qwt(D)+1[i]F(i)(D) + q
wt(D)Q−Q−1
q − q−1 D.(14)
Example 4.1. Let D be a diagram depicted as
D =
Then, we have wt(D) = 0 and
E(1) = , E(2) = ,
E(3) = , F(1) = ,
F(2) = , F(3) = .
Therefore, the action of X on D is given by
X(D) = E(1) + qF(1) + [2](E(2) + qF(2)) + [3](E(3) + qF(3)) + [Q; 0]D.
Theorem 4.2. The above definition provides the action of X on the Kazhdan–Lusztig basis of type
A.
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Proof. We prove Theorem by induction. When N = 1 or 2, Theorem holds true by a direct
computation. Suppose that Theorem is true up to some N ≥ 2. We have two cases for the leftmost
arrow: 1) an up arrow and 2) a down arrow.
Case 1. Let D be a diagram ↑ D′ where D′ is a diagram of length N − 1. By using the comulti-
plication, we have
X(D) = (K ⊗X + q−1KE ⊗ 1 + F ⊗ 1)(↑ D′)
= q ↑ X(D′)+ ↓ D′.
From the assumption, we have
↑ X(D′) =
∑
1≤i≤n′
↑
[i] ↑ E(i)(D′) +
∑
1≤i≤n′
↓
qwt(D
′)+1[i] ↑ F(i)(D′) + qwt(D
′)Q−Q−1
q − q−1 ↑ D
′
=
∑
2≤i≤n↑
[i− 1]E(i)(D) +
∑
1≤i≤n↓
qwt(D)[i]F(i)(D) + q
wt(D)−1Q−Q−1
q − q−1 D
where n′↑ (resp. n
′
↓) is the number of up (resp. down) arrows in D
′ and we have used wt(D) =
wt(D′) + 1, n↑ = n
′
↑ + 1 and n↓ = n
′
↓. We also have
↓ D′ =
∑
1≤i≤n↑
q−(i−1)E(i)(D)
By q[i− 1] + q−(i−1) = [i], the sum q ↑ X(D′)+ ↓ D′ gives a desired expression.
Case 2. We have two cases for D: a) D has no up arrows and b) the leftmost arrow forms an arc.
Case 2-a. The diagram D is written as ↓ D′. We want to compute X(D) = q−1 ↓ X(D′)+ ↑ D′.
We have
↓ X(D′) =
∑
1≤i≤n′
↓
qwt(D
′)+1[i] ↓ F(i)(D′) + qwt(D
′)Q−Q−1
q − q−1 ↓ D
′.(15)
Note that ↑ D′ = F(n↓)(D), ↓ F(i)(D′) = F(i)(D) for 1 ≤ i ≤ n↓− 1 and ↓ F(n′↓)(D′) = F(n↓−1)(D)+
q−1F(n↓)(D). We also have wt(D
′) = wt(D) + 1 and [i]q−i−1 + 1 = q−i[i+ 1]. Inserting these into
Eqn.(15), we obtain Eqn.(14).
Case 2-b. Let D′ be a diagram obtained from D by removing arcs and D′′ = X(D′). From the
definition of the action of X, the action of X on D is obtained by inserting the removed arcs of D
into diagrams D′′ at the same position as D. Thus, without loss of generality, we assume
D = ↑ . . . ↑︸ ︷︷ ︸
x1
↓ . . . ↓︸ ︷︷ ︸
x2
.
The action of X on D is given by
X(D) = X(↓ ↑ . . . ↑︸ ︷︷ ︸
x1+1
↓ . . . ↓︸ ︷︷ ︸
x2
)− q−1X(↑↓ ↑ . . . ↑︸ ︷︷ ︸
x1
↓ . . . ↓︸ ︷︷ ︸
x2
)
= q−1 ↓ X(↑ . . . ↑︸ ︷︷ ︸
x1+1
↓ . . . ↓︸ ︷︷ ︸
x2
) + ↑ . . . ↑︸ ︷︷ ︸
x1+2
↓ . . . ↓︸ ︷︷ ︸
x2
− ↑ X(↓ ↑ . . . ↑︸ ︷︷ ︸
x1
↓ . . . ↓︸ ︷︷ ︸
x2
)− q−1 ↓↓ ↑ . . . ↑︸ ︷︷ ︸
x1
↓ . . . ↓︸ ︷︷ ︸
x2
= X(↑ . . . ↑︸ ︷︷ ︸
x1
↓ . . . ↓︸ ︷︷ ︸
x2
).
Thus we have a desired expression (14). 
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Theorem 4.3. X has the eigenvalue [Q;N − 2i], 0 ≤ i ≤ N , of multiplicity
(
N
i
)
.
Proof. We consider the matrix representation of X = (XD,D′) on the Kazhdan–Lusztig bases. We
will construct eigenvectors of X.
Let Dn, 0 ≤ n ≤ ⌊N/2⌋, be the set of diagrams with n arcs, D≤n :=
⋃
0≤i≤nDi and D≥n :=⋃
n≤i≤⌊N/2⌋Di. The cardinality of Dn, |Dn|, is given by
|Dn| = (N − 2n+ 1)
((
N
n
)
−
(
N
n− 1
))
.
Let I be a set of the positions of arcs from left in a diagram D ∈ Dn and denote by DIn the set of
diagrams with arcs located as I. Then, the set Dn is a direct sum of DIn, that is, Dn =
⊔
I DIn. The
cardinality of DIn is given by |DIn| = N − 2n+ 1.
We define a vector ψ :=
∑
D ψDD with the following property. We set ψD = 0 for all D ∈ D≤n
except some D ∈ DIn. Let A = (XD,D′)D,D′∈DIn be a submatrix of X. If there exists an eigenvector
ψ of X with the above property, the eigenvalues of A coincides with the ones of X. This is because
an element of D≤n−1 cannot be appeared in the expansion of X(D) for D ∈ D≥n (see Eqn.(14)). The
submatrix A is of size N − 2n + 1 and tridiagonal whose entries are
Ai,i = q
N−2n+2−2iQ−Q−1
q − q−1 , Ai,i−1 = [N − 2n+ 1− i], Ai,i+1 = q
N−2n−2i[i].
From Lemma A.1, the eigenvalues are [Q;N − 2n− 2λ], λ = 0, 1, . . . , N − 2n and the multiplicities
are one. For each eigenvalue of A, there exists a unique eigenvector and we set ψD, D ∈ DI , as
this eigenvector. Given an eigenvalue a of A and ψD, D ∈ D≤n , other components ψD, D ∈ D≥n+1
are determined by solving the eigenvalue problem. If the multiplicity of a (as the eigenvalue of X)
is not one, then ψ may not be determined uniquely. However, we have at least one eigenvector
of X and this eigenvector is characterized by n, a and I. Since the eigenvalues are of the form
[Q;N − 2j], 0 ≤ j ≤ N , the multiplicity is given by
min(j,N−j)∑
i=0
|Dn|/|DIn| =
min(j,N−j)∑
i=0
(
N
i
)
−
(
N
i− 1
)
=
(
N
j
)
.
This completes the proof. 
Let D be a diagram of Type A. We define S as the set of arcs, S↑ as the set of unpaired up
arrows and S↓ as the set of unpaired down arrows. We define
N1 = q
d(d−1)/2Qd
where d = |S↑|+ |S|.
We enumerate up arrows, down arrows and arcs from left. If there are arcs inside of an arc,
we increase an integer one by one from outside to inside. Let NA be an integer assigned to
A ∈ S ∪ S↑ ∪ S↓. We define
N2 :=
∏
A∈S∪S↓
[NA].
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If the i-th down arrow and the j-th (j > i) up arrow form an arc, we define the size of arc as
(j − i+ 1)/2. Let B be an arc and mB be its size. We define
N3 :=
∏
B∈S
[mB ]
−1.
Similarly, we enumerate down arrows and arcs from right. Let NC be an integer assigned to
C ∈ S ∪ S↓. We define
N4 :=
∏
C∈S↓
[NC ]
−1.
In the above notation, we define the vector Ψ :=
∑
D ΨD|D〉:
Definition 4.4. ΨD = N1 ·N2 ·N3 ·N4.
Example 4.5. Let D be a diagram depicted as
.
We have
N1 = q
15Q6, N2 =
[8]!
[2][5]
, N3 = [2]
−1, N4 = [3]
−1.
Theorem 4.6. Ψ is the eigenvector of X with the eigenvalue [Q;N ].
Proof. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1, followed
by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows, followed
by n′J+1 down arrows, followed by an outer arc of size m
′
J , followed by n
′
J down arrows, · · · , and
ending with n′1 down arrows. As a diagram, D is
↑ . . . ↑︸ ︷︷ ︸
n1 size m1
↑ . . . ↑
size mI
↑ . . . ↑︸ ︷︷ ︸
nI+1
↓ . . . ↓︸ ︷︷ ︸
n′
J+1 size m′J
↓ . . . ↓
size m′1
↓ . . . ↓︸ ︷︷ ︸
n′
1
(16)
where the inside of an outer arc is filled with arcs.
Set N↑ =
∑I+1
i=1 ni, N↓ =
∑J+1
i=1 n
′
i, M =
∑I
i=1mi and M
′ =
∑J
i=1m
′
i. The component ΨD is
explicitly given by
(17) ΨD = q
d(d−1)/2Qd
I∏
i=1
[
∑i
j=1(nj +mj)]!
[ni +
∑i−1
j=1(nj +mj)]!
· [N↑ +M +N↓ +M
′]!
[N↑ +M ]!
·
∏
A∈S
[mA]
−1
×
J+1∏
i=1
[
∑i−1
j=1(n
′
j +m
′
j)]!
[n′i +
∑i−1
j=1(n
′
j +m
′
j)]!
where d = N↑ +M +M
′.
Let XD,D′ be the matrix representation of the action of X on the Kazhdan–Lusztig bases, that
is, X(D) =
∑
D′ XD′,DD
′. Note that the explicit formulae for XD′,D is given by Eqn.(14). We
want to show that ∑
D′
XD,D′ΨD′ = [Q;N ]ΨD.(18)
We have five cases for XD,D′ 6= 0: 1) D′ does not have an outer arc of size mi, 2) D′ does not have
an outer arc of size m′i, 3) D
′ has nI+1 + 1 up arrows and n
′
J+1 − 1 down arrows instead of nI+1
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up arrows and nJ+1 down arrows, 4) D
′ has nI+1− 1 up arrows and n′J+1+1 down arrows instead
of nI+1 up arrows and nJ+1 down arrows, and 5) D
′ = D.
In the first case, we have XD,D′ = [1 +
∑i
j=1 nj]. The contribution to the left hand side of
Eqn.(18) is
qdQΨD
I∑
i=1
1 + i∑
j=1
nj
 [mi] [1 +N↑ +N↓ +M +M ′]
[1 +N↑ +M ]
∏I
j≥i+1[1 +
∑j
k=1(nk +mk)]∏I
j≥i[1 + nj +
∑j−1
k=1(nk +mk)]
.
Inserting Lemma A.2 into the above expression, we obtain
qdQΨD
[1 +N↑ +N↓ +M +M
′][M ]
[1 +M +N↑]
.(19)
In the second case, we have XD,D′ = q
N↑−N↓−1[1 +
∑i
j=1 n
′
j]. The contribution to the left hand
side of Eqn.(18) is
q−d
′
Q−1ΨD
J∑
i=1
1 + i∑
j=1
n′j
 [m′i][1 +N↑ + d′] ∏j≥i+2[1 +∑j−1k=1(n′k−1 +m′k−1)]∏
j≥i[1 + n
′
j +
∑j−1
k=1(n
′
k−1 +m
′
k−1)]
where d′ =M +M ′ +N↓. Inserting Lemma A.3 into the above expression, we obtain
q−d
′
Q−1ΨD
[1 +N↑ +M +N↓ +M
′][M ′]
[1 +N↓ +M ′]
.(20)
In the third case, we have XD,D′ = [N↑ + 1]. The contribution is
qdQΨD
[N↓ +M
′][N↑ + 1]
[N↑ +M + 1]
.(21)
In the fourth case, we have XD,D′ = [N↓ + 1]. The contribution is
q−d
′
Q−1ΨD
[N↑ +M ][N↓ + 1]
[N↓ +M ′ + 1]
.(22)
In the fifth case, we have XD,D = q
N↑−N↓ [Q; 0]. The contribution is
qN↑−N↓ [Q; 0]ΨD.(23)
Note that N = N↑ + N↓ + 2M + 2M
′. We obtain the right hand side of Eqn.(18) as the sum of
Eqns.(19) to (23). This completes the proof. 
4.2. Type BI. We consider the action of X on the Kazhdan–Lusztig basis of type BI.
Let D be a diagram of type BI and N↑ be the number of unpaired up arrows. Recall that D
consists of up arrows, arcs, at most one unpaired down arrow, dashed arcs and down arrows with
an integer p, 1 ≤ p ≤M . We enumerate the (unpaired) up arrows from left to right by 1, 2 . . . , N↑.
For each i, 1 ≤ i < N↑, we denote by X(i)(D) a diagram obtained from D by connecting the i-th
up arrow and (i+ 1)-th up arrow via an arc.
Suppose D has an unpaired down arrow. We denote by X(N↑)(D) a diagram obtained from
D by connecting N↑-th up arrow and the unpaired down arrow via a dashed arc. We denote by
X(N↑+1)(D) a diagram obtained from D by changing the unpaired down arrow to an up arrow. We
define the action of X on D by
X(D) :=
N↑+1∑
i=1
[i]X(i)(D).(24)
A POSITIVE INTEGRAL PROPERTY ON THE GROUND STATE OF 2BTL HAMILTONIAN 21
Suppose D does not have an unpaired down arrow. We regard the down arrow with a star as
the down arrow with the integer one. Let r be the smallest integer attached to down arrows with
an integer 1 ≤ p ≤M . If there is no down arrow with an integer, we define r =M +1. We denote
by X(N↑)(D) a diagram obtained from D by changing the N↑-th up arrow to a down arrow. The
action of X on D is defined by
X(D) :=
N↑∑
i=1
[i]X(i)(D) + (1− δ1,r)[N↑ + r − 1]D.(25)
where δi,j is the Delta function satisfying δi,i = 1 and δi,j = 0 for i 6= j.
Example 4.7. Let D be a diagram depicted as
D =
⋆ 2
,
where M = 2. We have
X(1) =
⋆ 2
, X(2) =
⋆ 2
.
The action of X on D is
X(D) = X(1)(D) + [2]X(2)(D).
Example 4.8. Let D be a diagram depicted as
D =
2 3
where M = 3 and r = 2. We have
X(1) =
2 3
, X(2) =
⋆2 3
.
The action of X on D is
X(D) = X(1)(D) + [2]X(2)(D) + [3]D.
Theorem 4.9. The above definitions (24) and (25) provides the action of X on the Kazhdan–
Lusztig basis of type BI.
Proof. We prove Theorem by induction. When N = 1, Theorem is true by a straightforward
calculation. We assume that Theorem holds true up to N − 1 ≥ 1. Let D be a diagram of length
N . We have two cases for the leftmost arrow of D: 1) an up arrow and 2) a down arrow.
Case 1. In this case, a diagram D is written as D =↑ D′. By using the comultiplication, we have
X(↑ D′) = q ↑ X(D′)+ ↓ D′.(26)
We have two cases for D′: a) D′ has an unpaired down arrow and b) D′ does not have an unpaired
down arrow.
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Case 1-a. Inserting Eqn.(24) and ↓ D′ =∑N↑+1i=1 q−(i−1)X(i)(D) into Eqn.(26), we obtain
X(↑ D′) = q
N↑+1∑
i=2
[i− 1]X(i)(D) +
N↑+1∑
i=1
q−(i−1)X(i)(D)
=
N↑+1∑
i=1
[i]X(i)(D),
where we have used q[i− 1] + q−(i−1) = [i].
Case 1-b. We have
↓ D′ =
N↑∑
i=1
q−(i−1)X(i)(D) + (1− δ1,r)qN↑+r−2D.(27)
Inserting Eqns.(25) and (27) into Eqn.(26), we obtain
X(↑ D′) = q
N↑∑
i=2
[i− 1]X(i)(D) + q(1− δ1,r)[N↑ + r − 2]D +
N↑∑
i=1
q−(i−1)X(i)(D)
+(1− δ1,r)qN↑+r−2D
=
N↑∑
i=1
[i]X(i)(D) + (1− δ1,r)[N↑ + r − 1]D.
Case 2. We have four cases for the leftmost down arrow a of D: a) the arrow a is an unpaired
arrow, b) the arrow a forms a dashed arc, c) the arrow a is a down arrow with the integer r,
1 ≤ r ≤M , and d) the arrow a forms an arc.
Case 2-a. The diagram D is written as D =↓ D′. We have X(↓ D′) = q−1 ↓ X(D′)+ ↑ D′. Since
the diagram D′ has no unpaired up arrows and r = 1, we obtain X(D′) = 0 by using Eqn.(25).
Therefore, we have X(↓ D′) =↑ D′.
Case 2-b. Let E be a diagram obtained from D by removing arcs and E′ = X(E). From the
definition of the action of X, the action of X on D is obtained by inserting the removed arcs of D
into diagrams of E′ at the same position as D. Thus, without loss of generality, the diagram D is
written as D = D′ where D′ is a diagram of length N − 2. We have
X(D) = X(↓↓ D′)− q−1X(↑↑ D′)
= q−1 ↓ X(↓ D′)+ ↑↓ D′− ↑ X(↑ D′)− q−1 ↓↑ D′
= 0,
where we have used X(↑ D′) =↓ D′ and X(↓ D′) =↑ D′.
Case 2-c. The diagram D is graphically written as D =
r
D′ where D′ is a diagram of length N−1.
We have
X(D) = X(↓ D′)− q−rX(↑ D′)
= q−1 ↓ X(D′)+ ↑ D′ − q−r+1 ↑ X(D′)− q−r ↓ D′
= [r − 1] ↓ D′ − q−r[r − 1] ↑ D′
= [r − 1]D,
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where we have used X(D′) = [r]D′.
Case 2-d. By a similar argument to Case 2-b, without loss of generality, we assume that the diagram
D is written as D = D′ where D′ is a diagram of length N − 2. We have
X(D) = X(↓↑ D′)− q−1X(↑↓ D′)
= q−1 ↓ X(↑ D′)+ ↑↑ D′− ↑ X(↓ D′)− q−1 ↓↓ D′
= ↓↑ X(D′) + q−1 ↓↓ D′+ ↑↑ D′ − q−1 ↑↓ X(D′)− ↑↑ D′ − q−1 ↓↓ D′
= X(D′).
In both Case 1 and 2, X(D) coincides with the definitions (24) and (25). This completes the
proof. 
Let N↑ be the number of up arrows in D. Let r be the smallest integer attached to down arrows
with an integer 1 ≤ p ≤ M . If there is no down arrow with an integer, we define r = M + 1. We
define an integer ED as follows:
(1) If D has an unpaired down arrow, ED = −(N↑ + 1).
(2) If D does not have an unpaired down arrow, ED = N↑ + r − 1.
Note that |ED| is the maximum integer which appears in the expansion of X(D). We denote by D
the set of diagrams of length N . For an integer i ∈ Z, we define
Zi := #{ED|ED = i and D ∈ D}.
Theorem 4.10. X has an eigenvalue [N +M − 2i], 0 ≤ i ≤ N , of multiplicity
(
N
i
)
.
We omit the proof since one can apply the same method as [41, Theorem 6.11]. As a corollary,
we have ZN+M−2i =
(N
i
)
. For each eigenvalue [N +M − 2i], an eigenvector is characterized by a
diagram D with ED = N +M − 2i. See [41] for M = 1 case.
Let D be a diagram of Type BI, N↑ be the number of up arrows (excluding up arrows forming
arcs), N1 be the number of the unpaired down arrow (N1 is either 0 or 1). Let S be the set of all
arcs of D. If D has the down arrow with the integer M , SR is defined as the set of arcs right to
the down arrow with the integer M . Otherwise, SR is the empty set. If D has the down arrow
with a star, SW ′ is defined as the set of arcs which are left to the down arrow with the integer M
and right to the down arrow with a star. Otherwise, SW ′ is the empty set. If D has the down
arrow with a star, SW is defined as the set of arcs which are left to the down arrow with a star and
either right to the unpaired down arrow for N1 = 1 or right to the leftmost down arrow forming
a dashed arc for N1 = 0. Otherwise, SW is the empty set. If D has the down arrow with a star
and up arrows, SL is defined as the set of arcs which are left to the leftmost down arrow (which
is an unpaired down arrow for N1 = 1, the leftmost down arrow forming a dashed arc for N1 = 0,
or the down arrow with a star for N1 = 0 and D without dashed arcs) and right to the rightmost
up arrow. If D has the down arrow with a star but no up arrows, SL is defined as the set of arcs
which are left to the leftmost down arrow. Otherwise, SL is the empty set. An arc A is called an
outer arc if there are no arcs and no dashed arc outside of A. We denote the set of outer arc by
S+. We define S+R := S
+ ∩ SR, S+W := S+ ∩ SW and S+L := S+ ∩ SL.
Let T be the set of dashed arcs, U be the set of down arrows with integers p, 2 ≤ p ≤ M . We
define T ′ as the set of dashed arcs except the leftmost one and U ′ as the set of down arrows with
integers p, 2 ≤ p ≤M − 1. Then, V (resp. V ′) is given by the union of U (resp. U ′) and the down
arrow with a star if it exists.
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We define the following values:
N2 := N↑ +N1 + |S|+ |T |,
N3 := |SW |+ |T |,
N4 := |SW ′ |+ |SW |+ |T |+M
N5 := N − |S|+ |SL|+ |SW |+ |SW ′|+ |SR|+M
N6 :=
{
[N5]/[N4], for |V | =M and N1 = 0,
1, otherwise.
We enumerate all arrows from left to right. Let s1 be the integer assigned to the down arrow
with a star and sp be the integer assigned to the down arrow with the integer p, 2 ≤ p ≤ M . If
i-th down arrow and j-th (i < j) up arrow forms an arc A, then the size of A is (j − i+ 1)/2 and
denoted by mA. Similarly, if k-th down arrow and l-th (k < l) down arrow forms a dashed arc B,
then the size of B is (l− k+ 1)/2. Let C be the down arrow with the integer p or the down arrow
with a star. Let E be a dashed arc. We define
d1,A,C := (i− sp +M − p+ 1)/2, for 2 ≤ p ≤M,
d2,A := (i− s1 +M)/2
d3,A := N − j,
N7 :=
∏
C∈U
∏
A∈S+
R
[d1,A,C ]
[d1,A,C +mA]
,
N8 :=

∏
A∈S+
R
N3∏
i=0
[d2,A + i]
[d2,A +mA + i]
∏
A′∈SW
[d2,A +mA + hA′ ]
[d2,A + hA′ ]
, for |V | =M,
1 otherwise,
N9 :=

∏
A∈S+
W
[d3,A +mA +M ]
[d3,A + 2mA +M ]
for N1 = 1,
∏
A∈S+
W
∪S+
L
[d3,A +mA +M ]
[d3,A + 2mA +M ]
for N1 = 0,
where hA′ , A
′ ∈ SW is the sum of the number of arcs in SW right to A′ or outside of A′ (including
A′), and the number of dashed arcs right to A′. We also define
d4,C := (sM − sp +M − p)/2 + 1,
d5,E := (sM − k +M + 1)/2,
N10 :=

∏
C∈U ′
[d4,C ]
−1, for N1 = 0 and T = ∅∏
C∈V ′
[d4,C ]
−1
∏
E∈T ′
[d5,E ]
−1, for N1 = 0 and T 6= ∅,∏
C∈V ′
[d4,C ]
−1
∏
E∈T
[d5,E ]
−1 for N1 = 1,
1 otherwise,
We enumerate up arrows, an unpaired down arrow (if it exists), arcs, dashed arcs and down
arrows with the integer p, 2 ≤ p ≤ M from left to right. If there exist arcs inside of an arc or
a dashed arc, we increase the integer one by one from outside to inside. Let NA be the integer
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assigned to an arc, a dashed arc or a down arrow with the integer p, and N↓ be the integer assigned
to the unpaired down arrow. We define
N11 :=

∏
A∈S∪T∪U
[NA], N1 = 0,
[N↓] ·
∏
A∈S∪T∪U
[NA], N1 = 1.
We enumerate arcs, dashed arcs, down arrows with the integer p, 2 ≤ p ≤M , and the down with
a star from right to left. If there exists arcs inside of an arc or a dashed arc, we increase the integer
one by one from inside to outside. Let NB be the integer assigned to a dashed arc or a down arrow
with a star. Then, we define
N12 :=
N2∏
i=1
(qi+M−1 + q−(i+M−1))∏
B∈T∪(V \U)
(qNB + q−NB )
.
Definition 4.11.
ΨD :=
∏
A∈S
[mA]
−1 ·N6 ·N7 ·N8 ·N9 ·N10 ·N11 ·N12.
Example 4.12. Let D be a diagram depicted as
1 2 .
We have
N1 = 0, N6 = [20]/[6], N7 = 1/[4],
N8 = [3]/[9], N9 = [13]/[14], N10 = 1/[3],
N11 = [10]!/[2], N12 =
∏
i∈I
(qi+1 + q−i−1),∏
A∈S
[mA]
−1 = [2]−1,
where I ={1,2,3,4,6,7,9}.
Theorem 4.13. Ψ is the eigenvector of X with the eigenvalue [N +M ]. The multiplicity is one.
Proof. From Theorem 4.10, the multiplicity of the eigenvalue [N+M ] is obviously one. Let (XD,D′)
be the matrix representation of X. We will show that∑
D′
XD,D′ΨD′ = [N +M ]ΨD.(28)
We have four cases for D: 1) D does not have down arrows, 2) 2 ≤ r ≤M , 3) N1 = 1 and 4) r = 1
and N1 = 0.
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Case 1. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1,
followed by n2 up arrows, followed by an outer arc of size m2, · · · and ending with nI+1 up arrows.
Inside of an outer arc of sizemi, 1 ≤ i ≤ I, is filled with arcs. SetM ′ =
∑I
i=1mi and N↑ =
∑I+1
i=1 ni.
Let D′ be a diagram obtained from D by changing the outer arc of size mi to two up arrows. We
have XD,D′ = [1 +
∑i
j=1 nj]. The contribution of these D
′’s to the left hand side of Eqn.(28) is
I∑
i=1
1 + i∑
j=1
nj
 [mi] ∏j≥i+1[1 +∑jk=1(nk +mk)]∏
j≥i[1 + nj +
∑j−1
k=1(nk +mk)]
(qN↑+M
′+M + q−(N↑+M
′+M))ΨD.
Inserting Lemma A.2, we obtain [M ′](qN↑+M
′+M + q−(N↑+M
′+M))ΨD.
From Eqn.(25), the contribution of the diagonal term is [N↑+M ]ΨD. Note N = N↑+2M
′. The
sum of these two contributions is the right hand side of Eqn.(28).
Case 2. In this case, we have SR = SW = SL = ∅. Let D be a diagram starting with n1 up arrows,
followed by an outer arc of size m1, followed by n2 up arrows, followed by an outer arc of size m2,
· · · , followed by nI+1 up arrows, followed by a down arrow with the integer r and ending with G
arcs, |T | dashed arcs and down arrows with the integer p, r + 1 ≤ p ≤M . Set M ′ =∑Ii=1mi and
N↑ =
∑I+1
i=1 ni. Let D
′ be a diagram obtained from D by changing the outer arc of size mi to two
up arrows. By a similar argument to Case 1, the contribution of these D′’s to the left hand side of
Eqn.(28) is
[M ′][1 +N↑ +M
′ +G+M − r + 1]
[1 +M ′ +N↑]
(qN↑+M
′+G+M + q−(N↑+M
′+G+M))ΨD.
Let D′ be a diagram obtained form D by changing the down arrow with the integer r to an up
arrow. We have XD,D′ = [N↑ + 1]. The contribution of this diagram is
[N↑ + 1]
[G +M − r + 1]
[1 +N↑ +M ′]
(qN↑+M
′+G+M + q−(N↑+M
′+G+M))ΨD.
The contribution of the diagonal term is [N↑+r−1]ΨD. Note that N = N↑+2M ′+2G+M−r+1.
The sum of these three contributions is the right hand side of Eqn.(28).
Case 3. Let D be diagram starting with n1 up arrows, followed by an outer arc of size m1, followed
by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows, followed by
an unpaired down arrow and ending with |SW |+ |SW ′ |+ |SR| arcs, |T | dashed arcs, a down arrow
with a star and down arrows with an integer p, 2 ≤ p ≤M . Set M ′ =∑Ii=1mi and N↑ =∑I+1i=1 ni.
Let D′ be a diagram obtained from D by changing the outer arc of size mi to two up arrows. By
a similar argument to Case 1, the contribution of these D′’s to the left hand side of (28) is
[M ′]
[1 + d]
[1 +M ′ +N↑]
(qd+1 + q−(d+1)),
where d = N↑ + |S| + |T | +M . Let D′ be a diagram obtained from D by changing the unpaired
down arrow to an up arrow. We have XD,D′ = [N↑ + 1]. The contribution is
[N↑ + 1]
[1 +N↑ + 2|S| −M ′ + 2|T |+ 2M ]
[1 +N↑ +M ′]
.
Note that N = N↑ + 2|S|+ 2|T |+M + 1. The sum of two contributions gives the right hand side
of Eqn.(28).
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Case 4. Let D be diagram starting with n1 up arrows, followed by an outer arc of size m1, followed
by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows and ending
with |SW | + |SW ′ | + |SR| arcs, |T | dashed arcs, a down arrow with a star and down arrows with
an integer p, 2 ≤ p ≤ M . We have two cases for D: a) nI+1 6= 0, that is, |SL| = ∅ and b) for a
given H satisfying 1 ≤ H ≤ I, nH+1 6= 0 and ni = 0 for H + 2 ≤ i ≤ I + 1. Set N↑ =
∑I+1
i=1 ni,
M ′ =
∑I
i=1mi and d = N↑ + |S|+ |T |+M .
Case 4-a. Set M ′ =
∑I
i=1mi and L1 := N↑ + 2|S| − M ′ + 2|T | + 2M . Let D′ be a diagram
obtained form D by changing the outer arc of size mi, 1 ≤ i ≤ I to two up arrows. We have
XD,D′ = [1 +
∑i
j=1 nj]. By a similar argument to Case 1, the contribution to the left hand side of
(28) is
[M ′]
[d][L1 + 1]
[N↑ +M ′ + 1][L1]
(qd + q−d)ΨD.(29)
Let D′ be a diagram obtained from D by changing the leftmost dashed arc to an up arrow and an
unpaired down arrow. We have XD,D′ = [N↑ + 1]. The contribution is
[N↑ + 1]
[|SW ′ |+ |SW |+ |T |+ |SR|+M ][d]
[L1][1 +N↑ +M ′]
(qd + q−d)(qd
′
+ q−d
′
)ΨD,(30)
where d′ = d−N↑−M ′. Let D′ be a diagram obtained from D by changing the rightmost up arrow
to an unpaired down arrow. We have XD,D′ = [N↑]. The contribution is
[N↑]
[N↑ +M
′]
[L1]
ΨD.(31)
Note N = N↑+2|S|+2|T |+M . The sum of three contributions (29), (30) and (31) gives the right
hand side of Eqn.(28).
Case 4-b. We have SL 6= ∅ and |SL| =
∑I
i=H+1mi. Set M
′ =
∑H
i=1mi and L1 := N↑+2|S| −M ′+
2|T |+2M . Let D′ be a diagram obtained from D by changing the outer arc of size mi, 1 ≤ i ≤ H,
to two up arrows. By a similar argument to Case 1, the contribution of these D′’s to the left hand
side of (28) is
[M ′]
[L1 + 1]
[L1]
[d]
[1 +N↑ +M ′]
(qd + q−d)ΨD.(32)
Let D′ be a diagram obtained from D by changing the outer arc of size mi, H + 1 ≤ i ≤ I, to two
up arrows. We have XD,D′ = [N↑ + 1]. Thus, the contribution of these D
′’s is
ΨD
[N↑ + 1][d]
[1 +N↑ +M ′ + |SL|][L1] (q
d + q−d)
I∑
i=H+1
[mi][li]
∏
j≥i+1[wj ]∏
j≥i[wj−1]
i∏
j=H+1
[gj ]
[gj −mj](33)
where
li := 1 +N↑ + 2|S| −M ′ + 2|T |+ 2M −
i∑
j=H+1
mj,
wj := 1 +N↑ +M
′ +
j∑
k=H+1
mk,
gi := 2|SR|+ 2|SW ′ |+ 2|SW |+ 2M + 2|T |+ 2
I∑
j=i
mj.
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Let D′ be a diagram obtained from D by changing the leftmost dashed arc to an up arrow and a
down arrow. The contribution of D′ is
ΨD[N↑ + 1]
[2L2][N↑ + |S|+ |T |+M ]
[L1][1 +N↑ +M ′ + |SL|] (q
d + q−d)
I∏
i=H+1
[gi]
[gi −mi] ,(34)
where L2 := |SW ′| + |SW | + |T | + |SR| +M . By Lemma A.9 with x = N↑ +M ′ and z = |SW ′ | +
|SW |+ |SR|+ |T |+M − 1, the sum of contributions (33) and (34) is given by
[N↑ + 1][N↑ + |S|+ |T |+M ][2L2 + 2|SL|]
[L1][1 +N↑ +M ′]
(qd + q−d)ΨD.(35)
Finally, let D′ be a diagram obtained from D by changing the rightmost up arrow to an unpaired
down arrow. The contribution of this D′ is
[N↑][N↑ +M
′]
[L1]
ΨD.(36)
The sum of the contributions (32), (35) and (36) gives the right hand side of Eqn.(28). This
completes the proof. 
4.3. Type BII. We consider the action of X on the Kazhdan–Lusztig basis of type BII.
Let D be a diagram of type BII and N↑ be the number of (unpaired) up arrows. we enumerate
the up arrows from left to right by 1, 2, . . . , N↑. For each i, 1 ≤ i < N↑, we denote by X(i)(D) a
diagram obtained from D by connecting the i-th up arrow and (i+ 1)-th up arrow via an arc. We
denote by X(N↑)(D) a diagram obtained from D by changing the N↑-th up arrow to an e-unpaired
or an o-unpaired down arrow. Suppose that D does not have down arrows or the leftmost down
arrow of D is an e-unpaired down arrow. We define the action of X by
X(D) :=
N↑∑
i=1
[i]X(i)(D) + [Q;N↑]D.(37)
Suppose that the leftmost down arrow of D is an o-unpaired down arrow. Then, we define the
action of X by
X(D) :=
N↑∑
i=1
[i]X(i)(D) + [Q;−N↑ − 1]D.(38)
Example 4.14. Let D be a diagram depicted as
D =
e o
.
We have
X(1) =
e o
, X(2) =
o e o
.
The action of X on D is
X(D) = X(1)(D) + [2]X(2)(D) + [Q; 2]D.
Theorem 4.15. The action of X defined in Eqns.(37) and (38) provides the action on the Kazhdan–
Lusztig bases of type BII.
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Proof. We prove Theorem by induction. When N = 1, Theorem is true by a straightforward
calculation. We assume that Theorem holds true for diagrams of length up to N − 1. Let D be a
diagram of length N . We have two cases for the leftmost arrow a of D: 1) the arrow a is an up
arrow and 2) the arrow a is a down arrow.
Case 1. A diagram D is written as ↑ D′ where D′ is a diagram of length N − 1. The action of X
on D is
X(↑ D′) = q ↑ X(D′)+ ↓ D′.(39)
We have two cases for the leftmost down arrow a′ of D′: a) the arrow a′ is an e-unpaired down
arrow and b) the arrow a′ is an o-unpaired down arrow.
Case 1-a. From Eqn.(37) for D′, we have
q ↑ X(D′) =
N↑∑
i=2
q[i− 1]X(i)(D) + q[Q;N↑ − 1]D,(40)
↓ D′ =
N↑∑
i=1
q−(i−1)X(i)(D) + q
−(N↑−1)Q−1D.(41)
From q[i − 1] + q−(i−1) = [i] and q[Q;N↑ − 1] + q−(N↑−1)Q−1 = [Q;N↑], the sum of Eqns.(40) and
(41) is equal to the right hand side of Eqn.(37).
Case 1-b. Similarly, we have
q ↑ X(D′) =
N↑∑
i=2
q[i− 1]X(i)(D) + q[Q;−N↑]D,
↓ D′ =
N↑∑
i=1
q−(i−1)X(i)(D)− q−N↑QD
From q[Q;−N↑]− q−N↑Q = [Q;−N↑− 1], the sum of q ↑ X(D′) and ↓ D′ is equal to the right hand
side of Eqn.(38).
Case 2. We have three cases for the leftmost down arrow a of D: a) the arrow a is an e-unpaired
down arrow, b) the arrow a is an o-unpaired down arrow and c) the arrow a forms an arc.
Case 2-a. The diagram D is written as
e
D′ where D′ is a diagram of length N − 1. We have
X(D) = X(↓ D′) + q−1QX(↑ D′)
= q−1 ↓ X(D′)+ ↑ D′ +Q ↑ X(D′) + q−1Q ↓ D′
= [Q; 0]D
where we have used X(D′) = [Q;−1]D′.
Case 2-b. The diagram D is written as
o
D′ where D′ is a diagram of length N − 1. We have
X(D) = X(↓ D′)−Q−1X(↑ D′)
= q−1 ↓ X(D′)+ ↑ D′ − qQ−1 ↑ X(D′)−Q−1 ↓ D′
= [Q;−1]D
where we have used X(D′) = [Q; 0]D′.
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Case 2-c. By a similar argument to Case 2-b in the proof of Theorem 4.9, we can assume D is
written as D = D′ where D′ is a diagram of length N − 2. We have
X(D) = X(↓↑ D′)− q−1X(↑↓ D′)
= q−1 ↓ X(↑ D′)+ ↑↑ D′− ↑ X(↓ D′)− q−1 ↓↓ D′
= ↓↑ X(D′) + q−1 ↓↓ + ↑↑ D′ − q−1 ↑↓ X(D′)− ↑↑ D′ − q−1 ↓↓ D′
= X(D′).
In both Case 1 and 2, X(D) coincides with the definitions (37) and (38). This completes the
proof. 
Theorem 4.16. X has the eigenvalue [Q;N − 2i], 0 ≤ i ≤ N , of multiplicity
(
N
i
)
.
Proof. Recall that a diagram D is constructed from a binary string b. The lexicographic order of
binary strings induces a natural lexicographic order of diagrams. We consider the matrix repre-
sentation of X on the Kazhdan–Lusztig bases. In the lexicographic order of bases, X is a lower
triangular matrix. From Eqns.(37) and (38), the diagonal entries of X are [Q;N↑] or [Q;−N↑ − 1].
Thus an eigenvalue of X is of the form [Q;n] with some n. The multiplicity of an eigenvalue [Q;n],
n ∈ N, is the number of diagrams which has n up arrows and the leftmost down arrow is e-unpaired
down arrow. Similarly, the multiplicity of an eigenvalue [Q;−n − 1], n ∈ N, is the number of dia-
grams which has n up arrows and the leftmost down arrow is o-unpaired down arrow. Set λD = n
(resp. λD = −n− 1) if the leftmost down arrow is e-unpaired (resp. o-unpaired) down arrow. If D
does not have down arrows, we set λD = n.
Suppose that a diagram D has m arcs. We denote by D′ a diagram obtained from D by removing
all the arcs. The diagram D′ is of length N − 2m and without arcs. We denote by D′ the set of
such D′’s. The cardinality of D′ is N − 2m + 1. Reversely, if we have a diagram D′ ∈ D′, one
can construct a diagram D by inserting arcs into D′. Given D′, the number of possible D’s is
given by
(
N
m
)
−
(
N
m− 1
)
. Obviously, we have λD′ = λD. Given a diagram D
′ ∈ D′, we have
λD′ = N − 2m− 2j with some j, 0 ≤ j ≤ N − 2m. Note that there is a one-to-one correspondence
between j and D′. Thus the number of diagrams for λD = N − 2i, 0 ≤ i ≤ N , is
min(i,N−i)∑
k=0
(
N
k
)
−
(
N
k − 1
)
=
(
N
min(i,N − i)
)
=
(
N
i
)
This completes the proof. 
Let D be a diagram of Type BII. We denote by S the set of arcs, by S↑ the set of up arrows, by Se
the set of e-unpaired down arrows and by So the set of o-unpaired down arrows. We enumerate arcs,
up arrows and e-unpaired down arrows from left. Let NA be the integer assigned to A ∈ S∪S↑∪Se.
We define
N1 : =
∏
A∈S∪Se
[NA],
N2 : =
∏
B∈S
[mB]
−1.
A POSITIVE INTEGRAL PROPERTY ON THE GROUND STATE OF 2BTL HAMILTONIAN 31
where mB is the size of B ∈ S.
We enumerate arcs and e-unpaired from right to left by 1, 2, . . .. If there exist arcs inside of an
arc or a dashed arc, we increase the integer one by one from inside to outside. Let NC be the
integer assigned to C ∈ S ∪ Se. We define
N3 :=
∏
C∈Se
[NC ]
−1.
We enumerate arcs, up arrows and o-unpaired down arrows from right. Let NE be the integer
assigned to E ∈ S ∪ S↑ ∪ So. We define
N4 :=
∏
E∈S∪S↑
(qNE−1Q+ q−(NE−1)Q−1).
In the above notation, we define
Definition 4.17. ΨD = N1 ·N2 ·N3 ·N4.
Example 4.18. Let D be a diagram depicted as
e o .
We have
N1 =
[6]!
[2]
, N2 = [2]
−1, N3 = [3]
−1, N4 =
6∏
i=2
(qi−1Q+ q−(i−1)Q−1).
Theorem 4.19. Ψ is the eigenvector of X with the eigenvalue [Q;N ]. The multiplicity is one.
Proof. Let X = (XD,D′) be the matrix representation of X. We show that∑
D′
XD,D′ΨD′ = [Q;N ]ΨD.(42)
We have three cases for D: 1) D does not have down arrows, 2) the leftmost down arrow of D is
an e-unpaired down arrow and 3) the leftmost down arrow of D is an o-unpaired down arrow.
Case 1. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1,
followed by n2 up arrows, followed by an outer arc of size m2, · · · and ending with nI+1 up arrows.
Inside of an outer arc of size mi, 1 ≤ i ≤ I, is filled with arcs. As a diagram, D is
↑ . . . ↑︸ ︷︷ ︸
n1 size m1
↑ . . . ↑
size mI
↑ . . . ↑︸ ︷︷ ︸
nI+1
.(43)
Set N↑ =
∑I+1
i=1 ni and M =
∑I
i=1mi. The component ΨD is explicitly written as
ΨD =
I∏
i=1
[
∑i
j=1(nj +mj)]
[ni +
∑i−1
j=1(nj +mj)]
·
∏
B∈S
[mB]
−1 ·
N↑+M∏
i=1
(Qqi−1 +Q−1q−(i−1)).
Let D′ be a diagram obtained from D by changing the arc of size mi to two up arrows. Then, we
have XD,D′ = [1 +
∑i
j=1 nj]. The contribution to the left hand side of Eqn.(42) is
ΨD
I∑
i=1
1 + i∑
j=1
nj
 [mi] ∏Ij≥i+1[1 +∑jk=1(nk +mk)]∏I
j≥i[1 + nj +
∑j−1
k=1(nk +mk)]
(qN↑+MQ+ q−(N↑+M)Q−1).
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Inserting Lemma A.2, the above expression is reduced to
[M ](qN↑+MQ+ q−(N↑+M)Q−1)ΨD.
The contribution of the diagonal term is [Q;N↑]ΨD. Therefore, the left hand side of Eqn.(42) is
[M ](qN↑+MQ+ q−(N↑+M)Q−1)ΨD + [Q;N↑]ΨD = [Q;N↑ + 2M ]ΨD
= [Q;N ]ΨD.
Case 2. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1,
followed by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows,
followed by e-unpaired down arrow and ending with G − 1 e-unpaired down arrows, M ′ arcs and
G o-unpaired down arrows. Set N↑ :=
∑I+1
i=1 ni and M =
∑I
i=1mi. Let D
′ be a diagram obtained
from D by changing the outer arc of size mi to two up arrows. We have XD,D′ = [1 +
∑i
j=1 nj].
By a similar calculation to Case 1, the contribution to the left hand side of Eqn.(42) is
[M ][d + 1]
[1 +M +N↑]
(Qqd +Q−1q−d)ΨD
where d = G+M +M ′ +N .
Let D′ be a diagram obtained from D by changing the leftmost down arrow to an up arrow. We
have XD,D′ = [N↑ + 1]. The contribution to the left hand side of Eqn.(42) is
[N↑ + 1][G +M
′]
[1 +M +N↑]
(Qqd +Q−1q−d)ΨD.(44)
The contribution of the diagonal term is [Q;N ]ΨD. Note that N = N↑ + 2M + 2M
′ + 2G. The
sum of three contributions gives the right hand side of (42).
Case 3. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1,
followed by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows,
followed by o-unpaired down arrow and ending with G − 1 e-unpaired down arrows, M ′ arcs and
G − 1 o-unpaired down arrows. We set N↑ :=
∑I+1
i=1 ni and M :=
∑I
i=1mi. Let D
′ be a diagram
obtained from D by changing the arc of size mi to two up arrows. By a similar calculation to Case
2, the contribution to the left hand side of (42) is
[M ][d]
[1 +M +N↑]
(Qqd +Q−1q−d)ΨD.
where d =M +M ′+N↑+G. Let D
′ be a diagram obtained from D by changing the leftmost down
arrow to an up arrow. The contribution of this diagram is
[N↑ + 1][d]
[1 +M +N↑]
(QqM
′+G−1 +Q−1q−(M
′+G−1))ΨD.
The contribution of the diagonal term is [Q;−N↑−1]ΨD. Note that N = N↑+2M +2M ′+2G−1.
The sum of three contributions gives the right hand side of Eqn.(42). This completes the proof. 
4.4. Type BIII. We consider the action of X on Kazhdan–Lusztig bases of type BIII.
Let D be a diagram of type BIII, N↑ be the number of up arrows and N↓ be the number of down
arrows with a circled integer. We define the weight of D by wt(D) := N↑ −N↓. We enumerate the
up arrows from left to right by 1, 2, . . . , N↑. For each 1 ≤ i < N↑, we denote by X(i)(D) a diagram
obtained from D by connecting the i-th up arrow and the (i
A POSITIVE INTEGRAL PROPERTY ON THE GROUND STATE OF 2BTL HAMILTONIAN 33
by X(N↑)(D) a diagram obtained from D by changing the N↑-th up arrow to the down arrow with
a circled integer N↓ + 1. We define the action of X by
X(D) :=
N↑∑
i=1
[i]X(i)(D) + [Q; wt(D)]D.(45)
Example 4.20. Let D be a diagram depicted as
D =
2 1
.
We have
X(1)(D) =
2 1
, X(2)(D) =
3 2 1
.
Then, the action of X on D is
X(D) = X(1)(D) + [2]X(2)(D) + [Q; 0]D.
Theorem 4.21. The action of X defined in Eqn.(45) provides the action of X on the Kazhdan–
Lusztig basis of Type BIII.
Proof. We prove Theorem by induction. When N = 1, Theorem is true by a straightforward
calculation. We assume that Theorem holds true for diagrams of length up to N − 1. Let D be a
diagram of length N . We have two cases for the leftmost arrow a of D: 1) the arrow a is an up
arrow and 2) the arrow a is a down arrow.
Case 1. A diagram D is written as ↑ D′ where D′ is a diagram of length N − 1. The action of X
on D is
X(↑ D′) = q ↑ X(D′)+ ↓ D.(46)
From the assumption, we have
↑ X(D′) =
N↑∑
i=2
[i− 1]t(i)(D) + [Q; wt(D)− 1],
↓ D′ =
N↑∑
i=1
q−(i−1)Q−1X(i)(D) + q
−N↑+N↓+1.
Note that q[Q; d] + q−dQ−1 = [Q; d + 1]. Inserting these two expressions into Eqn.(46), we obtain
Eqn.(45).
Case 2. We have two cases for the leftmost arrow a: i) the arrow a is a down arrow with a circled
integer r and ii) the arrow a forms an arc.
Case 2-i. A diagram D is written as
r
D′ where D′ is a diagram of length N − 1. The weight of
D is −r. We have
X(
r
D′) = q−1 ↓ X(D′)+ ↑ D′ − qrQ−1 ↑ X(D′)− qr−1Q−1 ↓ D′,
= [Q;−r]D
where we have used X(D′) = [Q;−(r − 1)]D′, q−1[Q;−(r − 1)] − qr−1Q−1 = [Q;−r] and 1 −
qrQ−1[Q;−(r − 1)] = −qr−1Q−1[Q;−r].
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Case 2-ii. By a similar argument to Case 2-b in the proof of Theorem 4.9, we can assume that a
diagram D is written as D′ where D′ is a diagram of length N − 2. We have
X( D′) = X(↓↑ D′ − q−1 ↑↓ D′)
= X(D′).
In both Case 1 and 2, we have Eqn.(45) for a diagram D. This completes the proof. 
Theorem 4.22. X has the eigenvalue [Q;N − 2i],1 ≤ i ≤ N , of multiplicity
(
N
i
)
.
Proof. Let XD,D′ be a matrix representation of X with respect to diagrams. Recall that there is a
one-to-one correspondence between a binary string and a diagram. Thus we have a natural order
for diagrams induced from the lexicographic order for binary strings. From Eqn.(45), the matrix
XD,D′ is a lower triangular matrix. Since the diagonal terms are [Q; wt(D)], the eigenvalues are of
the form [Q;N − 2i]. The multiplicities are equal to the number of D such that wt(D) = N − 2j.
By a similar argument to the second paragraph in the proof of Theorem 4.16, the cardinality of D
satisfying wt(D) = N − 2j is (Nj ).

Let D be a diagram of type BIII, S be the set of arcs, S↑ be the set of (unpaired) up arrows
and S↓ be the set of down arrows with a circled integer. We enumerate up arrows, arcs and down
arrows with a circled integer from left to right by 1, 2, . . .. Let NA be the integer assigned to
A ∈ S ∪ S↑ ∪ S↓. We define
N1 :=
∏
A∈S∪S↓
[NA].
Let B be an arc of size mB . We define
N2 :=
∏
B∈S
[mB ]
−1.
Similarly, we enumerate arcs and down arrows with a circled integer from right to left by 1, 2, . . ..
Let NC be the integer assigned to C ∈ S ∪ S↓. We define
N3 :=
∏
S∈S↓
[NC ]
−1,
N4 :=
d∏
i=1
(Qqi−1 +Q−1q−(i−1)),
where d = |S↑|+ |S|.
Definition 4.23. ΨD := N1 ·N2 ·N3 ·N4.
Example 4.24. Let D be a diagram depicted as
3 2 1 .
We have
N1 =
[8]!
[2]
, N2 = [2]
−1, N3 = [3]
−1[6]−1, N4 =
5∏
i=1
(Qqi−1 +Q−1q−(i−1)).
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Theorem 4.25. The vector Ψ is the eigenvector of X with the eigenvalue [Q;N ].
Proof. Let X = (XD,D′) be a matrix representation ofX. We will show
∑
D′ XD,D′ΨD′ = [Q;N ]ΨD
by computing the left hand side. We have two cases for a diagram D: 1) D has no down arrows
and 2) D has down arrows with a circled integer.
Case 1. A diagram D is depicted as in Eqn.(43) where mi, 1 ≤ i ≤ I, is the size of an outer arc.
Set M ′ =
∑I
i=1mi and N
′ =
∑I
i=1 ni. Since XD,D = [Q;N
′], we have a contribution from D itself.
That is [Q;N ′]ΨD. Let D
′ be a diagram obtained from D by changing an outer arc of size mi to
two up arrows. Since XD,D′ = [1 +
∑i
j=1 nj], the contribution of such D
′’s is
ΨD
I∑
i=1
(Qqd +Q−1q−d)[mi]
1 + i∑
j=1
nj
 ∏Ij=i+1[1 +∑jk=1(nk +mk)]∏I
j=i[1 + nj +
∑j−1
k=1(nk +mk)]
.
where d = N ′+M ′. From Lemma A.2, the above expression is reduced to [M ′](Qqd+Q−1q−d)ΨD.
Therefore, the sum of contributions is [Q;N ′ + 2M ′].
Case 2. A diagram D is locally depicted as
↑ · · · ↑︸ ︷︷ ︸
n1 m1
↑ · · · ↑
mI
↑ · · · ↑︸ ︷︷ ︸
nI+1
r
· · ·
where the region inside of an outer arc of size mi is filled with smaller arcs. Set M
′ =
∑I
i=1mi and
N ′ =
∑I+1
i=1 ni. Let SR be the set of arcs which are right to the down arrow with a circled integer
r. We have three types of contributions: a) the diagonal term, i.e., D′ = D, b) D′ is obtained from
D by changing an outer arc of size mi to two up arrows and c) D
′ is obtained from D by changing
the down arrow with a circled integer r to an up arrow.
The contribution of case a is [Q;N ′ − r]ΨD. By a similar argument to Case 1, the contribution
of case b is
[M ′](Qqd +Q−1q−d)
[M ′ +N ′ + |SR|+ r + 1]
[M ′ +N ′ + 1]
ΨD.
where d = N ′ +M ′ + |SR|. For case c, the contribution is
[N ′ + 1][|SR|+ r]
[N ′ +M ′ + 1]
(Qqd +Q−1q−d)ΨD.(47)
The sum of three contributions becomes [Q;N ′+2M ′+2|SR|+ r]ΨD = [Q;N ]ΨD. This completes
the proof. 
4.5. Standard bases. We consider the action of X on the standard basis v := vǫ1 ⊗ . . . ⊗ vǫN
where ǫi = ±1. Let di :=
∑i
j=1 ǫi. For each i, 1 ≤ i ≤ N , we define
X(i)(v) := vǫ1 ⊗ . . .⊗ vǫi−1 ⊗ v−ǫi ⊗ vǫi+1 ⊗ . . . ⊗ vǫN .
The action of X is defined by
X(v) :=
N∑
i=1
qdi−1X(i)(v) + q
dN [Q; 0]v.(48)
Proposition 4.26. The definition (48) provides the action of X on the standard basis.
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Proof. We prove Proposition by induction on N . When N = 1, Proposition holds true by a
straightforward calculation. We assume that Proposition is true up to some N ≥ 2. A standard
basis v := vǫ1 ⊗ . . . ⊗ vǫN is written as v = vǫ1 ⊗ v′ where v′ is a standard basis of length N − 1.
Let d′i :=
∑i
j=2 ǫj. From the induction assumption, we have
X(v′) =
N∑
i=2
qd
′
i−1X(i−1)(v
′) + qd
′
N [Q; 0]v′(49)
From Eqns.(11) and (49), we have
X(v) = qǫ1vǫ1 ⊗X(v′) + v−ǫ1 ⊗ v′
=
N∑
i=2
qǫ1+d
′
i−1vǫ1 ⊗X(i−1)(v′) + v−ǫ1 ⊗ v′ + qǫ1+d
′
N [Q; 0]v
=
N∑
i=1
qdi−1X(i)(v) + q
dN [Q; 0]v,
where we have used vǫ1 ⊗X(i−1)(v′) = X(i)(v). 
For a binary string ǫ ∈ {±}N , let Iǫ be the set of positions of pluses from right. We define
N1 := q
dǫ ,
N2 := Q
d′
where dǫ :=
∑
i∈Iǫ
(i− 1) and d′ is the number of pluses in the binary string ǫ. We define a vector
Ψ0 :=
∑
ǫΨ
0
ǫ |ǫ〉 as follows.
Definition 4.27. Ψ0ǫ := N1N2.
Example 4.28. Let ǫ1 := + +−+, ǫ2 := −−++ and ǫ3 := −−+−. We have
Ψǫ1 = q
5Q3, Ψǫ2 = qQ
2, Ψǫ3 = qQ.
Proposition 4.29. The vector Ψ is the eigenvector of X with the eigenvalue [Q;N ].
Proof. Let X = (Xǫ,ǫ′) be a matrix representation of X. We will show
∑
ǫ′ Xǫ,ǫ′Ψǫ′ = [Q;N ]Ψǫ
by computing the left hand side. We make use of a diagram D of type A associated with ǫ. The
diagram D is depicted as in Eqn.(16). Set N↑ =
∑I+1
i=1 ni, N↓ =
∑J+1
i=1 n
′
i, M =
∑I
i=1mi and
M ′ =
∑I
i=1m
′
i.
We enumerate all arrows from left to right by 1, 2, . . . , N . From Eqn.(48), a diagram D′ satisfying
XD,D′ 6= 0 can be obtained from D by reversing an up (resp. down) arrow to a down (resp. up)
arrow. The number of reversed arrows in D′ is at most one. Let N↑ (resp. N↓) be the number of
unpaired up (down) arrows in D. Since we have XD,D = q
N↑−N↓ [Q; 0], the contribution from the
diagonal term is qN↑−N↓ [Q; 0]ΨD.
Firstly, we reverse an up arrow a of D to obtain D′. We have two cases: 1) a is an unpaired up
arrow and 2) a is an up arrow forming an arc.
Case 1. Let j be the position of the arrow a. Then, j satisfies
∑i−1
k=1 nk + 2
∑i−1
k=1mk + 1 ≤ j ≤∑i
k=1 nk + 2
∑i−1
k=1mk for some 1 ≤ i ≤ I + 1. We have XD,D′ = qj−2
∑i−1
k=1
mk−1 and ΨD′ =
q−(N−j)Q−1ΨD. Thus the contribution is given by
q−N+2j−2
∑i−1
k=1
mk−1Q−1ΨD.(50)
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Case 2. We have two cases for the arc b containing the arrow a: a) b is in the region inside of an
outer arc of size mi and b) b is in the region inside of an outer arc of size m
′
i.
Case 2-a. Suppose that there are l1 arcs outside of a (including a itself), n↑ up arrows and l2 arcs
left to the arrow a. Then, a is the (n↑ + l1 + 2l2 + 1)-th arrow from left. We have XD,D′ = q
n↑−l1
and ΨD′ = q
−(N−n↑−l1−2l2−1)Q−1ΨD. Thus the contribution is given by
q−N+2n↑+2l2+1Q−1ΨD.(51)
Since b is in the region inside of an outer arc of size mi, we have n↑ =
∑i
k=1 nk and l2 takes the
values 0, 1, . . . ,mi − 1 once.
Case 2-b. By a similar argument to Case 2-a, the contribution of D′’s is given by
q−N+2N↑+2l2+1Q−1ΨD(52)
where l2 takes 0, 1, . . . ,M
′ − 1 once.
The sum of contributions from Eqns.(50) to (52) is given by
q−N+N↑+M+M
′
[N↑ +M +M
′]Q−1ΨD.(53)
Secondly, we reverse an down arrow in D to obtain D′. By a similar argument to Case 1 and 2,
the sum of contributions is given by
qN↑+M+M
′
[N↓ +M +M
′]QΨD.(54)
The sum of Eqns.(53), (54) and the diagonal contribution is [Q;N ]ΨD. This completes the proof.

5. Action of Hamiltonian on Ψ
Let a be an arc and d be the number of arcs and dashed arc outside of a (including a itself). We
call the number d the depth of the arc a.
In this section, we will show eiΨ = 0 for 1 ≤ i ≤ N for arbitrary q,Q,Q0 and e0Ψ = 0 under the
integrable condition:
qN−1QQ0 − 1 = 0.(55)
Since we have an explicit action of ei, 0 ≤ i ≤ N , on a diagram D, we compute explicitly the
D-component of eiΨ.
5.1. Type A.
Proposition 5.1. We have
eiΨ = 0, 1 ≤ i ≤ N − 1.(56)
Proof. Suppose that D does not have an arc connecting i-th and (i + 1)-th arrows. There is no
diagram D′ such that D appears in the expansion of ei(D). Thus the D-component of Eqn.(56) is
obviously zero.
Below, we consider the case where D has an arc connecting the i-th and the (i + 1)-th arrows.
We denote by e this small arc. There are two cases: 1) the depth of e is greater than one and 2)
the depth of e is one. We will show that the left hand side of (56) is actually zero.
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Case 1. Let d be the depth of e. There exists a unique arc e′ of depth d− 1 such that e is inside
of e′. There may be several arcs of depth d inside of e′. The diagram D locally looks like
i i+1
mI
· · ·
m1 n1
· · ·
nJ
The arcs which are left to e are of size mi, 1 ≤ i ≤ I and the arcs which are right to e are of size
nj, 1 ≤ j ≤ J . Set M ′ =
∑I
i mi and N
′ =
∑J
j=1 nj. The arc e
′ is the one of size M ′ + N ′ + 2
and of depth d− 1. Let D′ be a diagram such that ei(D′) contains the term D. Suppose that the
arc of depth d and of length mi connects the k-th and the l-th (k < l) arrows. We denote by D
′ a
diagram obtained from D by connecting the l-th and the i-th arrows via an arc and also the k-th
and (i + 1)-th arrows via an arc. Since ei(D
′) = D, the contribution of such D′’s to the left hand
side of Eqn.(56) is
I∑
i=1
[mi]
[1 +
∑i−1
j=1mi][1 +
∑i
j=1mi]
ΨD.(57)
Similarly, suppose that the arc of depth d and of length nj connects the k-th and the l-th arrows.
Let D′ be a diagram obtained from D by connecting the i-th and the l-th arrows via an arc and
the k-th and the (i+ 1)-th arrows via an arc. The contribution of such D′’s is
J∑
i=1
[ni]
[1 +
∑i−1
j=1 ni][1 +
∑i
j=1 ni]
ΨD.(58)
Suppose that the arc of depth d− 1 and of size M +N + 2 connects the k-th and l-th arrows. Let
D′ be a diagram obtained from D by connecting the k-th and i-th arrows via an arc and (i+1)-th
and l-th arrows via an arc. The contribution of this D′ is
[M +N + 2]
[M + 1][N + 1]
ΨD.(59)
From Lemma A.4, the sum of Eqn.(57) to Eqn.(59) is [2]ΨD.
Since ei(D) = −[2]D, the contribution of D to the left hand side of Eqn.(56) is −[2]ΨD. Thus
the left hand side of Eqn.(56) is zero.
Case 2. The diagram D is locally depicted as
· · ·α
mI+1 mI
. . .
m1
i i+ 1
n1
. . .
nJ
β · · ·(60)
where α are β either ↑, ↓ or empty. By empty we mean that there are no arrows. The inside of the
arc of size mi or ni is filled with arcs. Let M
′ =
∑I
i=1mi and N
′ =
∑J
i=1 ni. Since ei(D) = −[2]D,
the contribution of D to Eqn.(56) is −[2]ΨD. By a similar argument to Case 1, we have D′’s which
changes the arc e and the arc of size mi and of depth one to two arcs of size 1 +
∑i−1
j=1mi and
1+
∑i
j=1mi. We also have similar D
′’s regarding the arc of size ni. These D
′’s contribution to the
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left hand side of Eqn.(56) is
I∑
i=1
[mi]ΨD
[1 +
∑i−1
j=1mi][1 +
∑i
j=1mi]
+
J∑
i=1
[ni]ΨD
[1 +
∑i−1
j=1 ni][1 +
∑i
j=1 ni]
(61)
We have eight cases for the diagram D: a) (α, β) = (↑, ↑), b) (α, β) = (↑, ↓), c) (α, β) = (↓, ↓), d)
(α, β) = (↑, ∅), e) (α, β) = (↓, ∅) f) (α, β) = (∅, ↑), g) (α, β) = (∅, ↓), and h) (α, β) = (∅, ∅) where
α = ∅ (resp. β = ∅) means that there are no arrows left to (resp. right to) α (resp. β).
Case 2-a. Let d be the sum of the numbers of arcs and up arrows left to the arrow α. Let D′ be a
diagram obtained from D by connecting the arrow α and the i-th arrow via an arc and putting an
up arrow at the (i+ 1)-th site. Thus the contribution to Eqn.(56) is
[d]
[M ′ + 1][d +M ′ + 1]
ΨD.(62)
Similarly, let D′ be a diagram obtained from D by connecting (i + 1)-th site and the arrow β via
an arc and putting an up arrow at i-th site. The contribution of this D′ is
[d+M ′ +N ′ + 2]
[N ′ + 1][d +M ′ + 1]
ΨD.(63)
The sum of contributions from Eqns.(61) to (63) is [2]ΨD by applying Lemma A.4 to Eqn.(61).
This implies that the contributions of Eqn.(56) is zero.
Case 2-b to 2-h. By a similar argument to Case 2-a, one can show that the sum of contributions
is zero. In Case 2-b, 2-d and 2-h, we have a contribution from D′ which is obtained from D by
putting an up arrow at i-th site and a down arrow at (i+1)-th site. The contribution of this D′ is
[d+M ′ +N ′ + d′ + 2]
[d+M ′ + 1][d′ +N ′ + 1]
ΨD,
where d is the number of up arrows and arcs left to the arrow α and d′ is the number of down
arrows and arcs right to the arrow β. This completes the proof. 
Proposition 5.2. We have eNΨ = 0.
Proof. We have three cases for D: 1) the rightmost arrow is an up arrow, 2) the rightmost arrow
forms an arc and 3) the rightmost arrow is a down arrow.
Case 1. The diagram D is depicted as
↑ · · · ↑︸ ︷︷ ︸
n1 m1
↑ · · · ↑
mI
↑ · · · ↑︸ ︷︷ ︸
nI+1
,(64)
where the region inside of the arc of sizemi, 1 ≤ i ≤ I, is filled with arcs. Set d =
∑I+1
i=1 ni+
∑I
i=1mi.
We have two cases for nI+1: a) nI+1 ≥ 2, and b) nI+1 = 1.
We have two common contributions to the D-component of eNΨ for both case a) and b). Since
eN (D) = −Q−1D+ · · · , the contribution from D itself is −Q−1ΨD. Let D′ be a diagram obtained
from D by changing the rightmost up arrow to a down arrow. We have eN (D
′) = D + · · · . Thus
the contribution is given by q−(d−1)Q−1[d]ΨD.
Case 1-a. Let D′ be a diagram obtained from D by connecting the (N − 1)-th site and the N -th
site via an arc. We have eN (D
′) = −q−1D+ · · · . The contribution is given by −q−dQ−1[d− 1]ΨD.
The sum of three contributions is zero, which implies eNΨ = 0.
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Case 1-b. Let D′ be a diagram obtained from D by connecting the (N − 2mI − 1)-th site and the
N -th site via an arc. We have eN (D
′) = −q−1D + · · · . The contribution of D′ is
− q−dQ−1 [d−mI − 1]
[mI + 1]
ΨD.(65)
Let D′ be a diagram obtained from D by connecting the (N − 1)-th site and the N -th site via an
arc and changing the (N − 2mI)-th up arrow to an down arrow. We have eN (D′) = −q−1D + · · · .
The contribution is given by
− q−dQ−1 [d][mI ]
[mI + 1]
.(66)
Thus the sum of four contributions is zero, which implies eNΨ = 0.
Case 2. We have two cases for D: a) D has no down arrows, b) D has down arrows.
Case 2-a. The diagram D is depicted as Eqn.(64) with nI+1 = 0. Set N
′ =
∑I
i=1 ni, M =
∑I
i=1mi
and d = N ′ + M . We have four types of contributions to the D-component of eNΨ. Since
eN (D) = −Q−1D + · · · , we have the contribution −Q−1ΨD.
Let D′ be a diagram obtained from D by changing the outer arc of size mI to two down arrows.
We have eN (D
′) = D + · · · . Thus the contribution is
q−(d−1)Q−1
[N ′ +M + 1][mI ]
[mI + 1]
ΨD.(67)
Suppose that D has arcs of depth two inside of the arc of size mI . We enumerate these arcs of
depth two from right to left by 1, 2, . . . , J where J is the number of arcs of depth two. We denote
by m˜j, 1 ≤ j ≤ J , the size of the j-th arc of depth two. Suppose that the i1-th arrow and the i2-th
arrow form the arc of size m˜j . Let D
′ be a diagram obtained from D by connecting the i2-th site
and the N -th site via an arc and putting two down arrows at the (N − 2mI + 1)-th site and the
i1-th site. We have eN (D
′) = −q−1D + · · · . The contribution is given by
− q−1
J∑
j=1
q−(d−1)Q−1[d+ 1][mI ][m˜j ]
[mI + 1][
∑j
k=1 m˜k + 1][
∑j−1
k=1 m˜k + 1]
ΨD = −q−dQ−1 [d+ 1][mI − 1]
[mI + 1]
ΨD.(68)
where we have used Lemma A.4 and
∑J
j=1 m˜j = mI − 1.
Let D′ be a diagram obtained from D by changing the rightmost up arrow to a down arrow.
eN (D
′) = −q−2D + · · · . The contribution is given by −q−(d+1)Q−1[d−mI ][mI + 1]−1.
By a straightforward calculation, the sum of four contributions is zero, which implies eNΨ = 0.
Case 2-b. Let D be a diagram which starts with n′1 up arrow, followed by an outer arc of size m
′
1,
followed by n′2 up arrows, followed by an outer arc of size m
′
2, · · · , followed by n′J+1 up arrows,
followed by nI down arrows, followed by an outer arc of size mI , followed by nI−1 down arrows,
· · · , and ends with an outer arc of size m1. We set N ′ =
∑J+1
i=1 n
′
i, M
′ =
∑J
i=1m
′
i, N↓ =
∑I
i=1 ni,
M =
∑I
i=1mi, L = N
′ +M ′ +N↓ +M , d = N
′ +M ′ +M and vi =
∑i−1
j=1 nj +mj.
We have five types of contributions to the D-component of eNΨ. Since eN (D) = −Q−1D + · · · ,
we have a contribution −Q−1ΨD.
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Let D′ be a diagram obtained from D by changing the outer arc of size m1 to two down arrows.
We have eN (D
′) = D + · · · . The contribution is
q−(d−1)Q−1ΨD[L+ 1]
[m1]
[1 +m1]
I∏
i=1
[1 +mi + vi]
[1 + vi+1]
.(69)
Suppose that D has arcs of depth two inside of the arc of size m1. We enumerate these arcs from
right to left and denote by m˜j its size. Suppose that the i1-th arrow and the i2-th arrow form the
arc of size m˜j. Let D
′ be a diagram obtained from D by connecting the i2-th site and the N -th
site via an arc and putting two down arrows at the (N − 2m1 + 1)-th and the i1-th sites. We have
eN (D
′) = −q−1D + · · · . The contribution is given by
(70) − q−dQ−1ΨD
∑
j
[L+ 1][m˜j ][m1]
[1 +
∑j−1
k=1 m˜k][1 +
∑j
k=1 m˜k][m1 + 1]
I∏
i=1
[1 +mi + vi]
[1 + vi+1]
= −q−dQ−1ΨD [L+ 1][m1 − 1]
[m1 + 1]
I∏
i=1
[1 +mi + vi]
[1 + vi+1]
where we have used Lemma A.4 and
∑
j m˜j = m1 − 1.
Let D′ be a diagram obtained from D by changing the rightmost up arrow to a down arrow. We
have eN (D
′) = −q−
∑I
j=1 nj−2D + · · · . The contribution is given by
− q−
∑I
j=1 nj−1−dQ−1
[N ′ +M ′]
[N↓ +M + 1]
ΨD.(71)
Suppose that the j1-th arrow and the j2-th arrow form an outer arc of size mj for 2 ≤ j ≤ I. Let
D′ be a diagram obtained from D by changing the outer arc of size mi to two down arrows. We
have eN (D
′) = −q−
∑j−1
k=1
nk−2D + · · · . The contribution is given by
(72) − q−(d−1)Q−1ΨD
I∑
j=2
q−
∑j−1
k=1
nk−2
[L+ 1][mj ]
[1 + vj ][1 + vj+1]
I∏
k=i+1
[1 +mk + vk]
[1 + vk+1]
= −q−dQ−1ΨD[L+ 1]
{
I∏
i=1
[1 +mi + vi]
[1 + vi+1]
− q
M
[1 + vJ+1]
− q
−1[m1]
[m1 + 1]
I∏
i=1
[1 +mi + vi]
[1 + vi+1]
}
where we have used Lemma A.6. By a straightforward calculation, one can show that the sum of
Eqns.(69) to (72) is Q−1ΨD. This cancels the contribution of D itself, which implies eNΨ = 0.
Case 3. Let D be a diagram depicted as Eqn.(16). The D-component of Ψ is explicitly given by
ΨD = q
d(d−1)/2Qd
∏
B∈S
[mB ]
−1
I∏
i=1
[
∑i
j=1(nj +mj)]!
[ni +
∑i−1
j=1(nj +mj)]!
[N↑ +M +N
′ +M ′]!
[N↑ +M ]!
×
J+1∏
i=1
[
∑i−1
j=1(n
′
j +m
′
j)]!
[n′i +
∑i−1
j=1(n
′
j +m
′
j)]!
where N↑ =
∑I+1
i=1 ni, M =
∑I
i=1mi, N
′ =
∑J+1
i=1 n
′
i, M
′ =
∑J
i=1m
′
i and d = N↑ +M +M
′.
We have two cases for D: i) n1 ≥ 2 and ii) n1 = 1. Below, we consider the case i) only since one
can prove Proposition for case ii) by a similar argument.
We have ten types of contributions for the D-component of eNΨ as follows.
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a) Since eN (D) = −QD + . . ., we have a contribution from D itself, that is −QΨD.
b) Let D′ be a diagram obtained from D by changing the outer arc of size m′i to two down arrows.
We have eN (D
′) = q−
∑i
j=1 n
′
jD + . . ..
c) Let D′ be a diagram obtained from D by changing the N↑-th (from left) up arrow to a down
arrow. We have eN (D
′) = q−N
′
D + . . ..
d) Let D′ be a diagram obtained from D by changing the first and the second (from right) down
arrows to an arc. We have eN (D
′) = D + . . ..
e) Let D′ be a diagram obtained from D by changing the first and the second (from right) down
arrows to an arc and by changing the N↑-th and the (N↑ − 1)-th (from left) up arrows to two
down arrows. We have eN (D
′) = −q−2N ′−1D + . . ..
f) Let D′ be a diagram obtained from D by changing the first and the second (from right) down
arrows to an arc, by changing the outer arc of size m′i to two down arrows and by changing the
N↑-th (from left) up arrow to a down arrow. We have eN (D
′) = −(1+q2)q−N ′−2−
∑i
j=1 njD+ . . ..
g) Let D′ be a diagram obtained from D by changing the outer arc of size m′i to two down arrows
and by changing the outer arc of size m′j (j < i) to two down arrows. We have eN (D
′) =
−(1 + q−2)q−
∑i
k=1 n
′
k
−
∑j
k=1
n′
kD + . . ..
h) Let D′′ be a diagram obtained from D by changing the first and the second (from right) down
arrows to an arc and by changing the outer arc of size m′i to two down arrows. Suppose that
m′1,j , 1 ≤ j ≤ r, be the size of outer arcs of D′′ which is inside of the outer arc of the size m1 in
D. Let D′ be a diagram obtained from D′′ by changing the outer arc of size m′1,j to two down
arrows. Then, we have eN (D
′) = −q−1−2
∑i
k=1 n
′
kD + . . ..
i) Let D′ be a diagram obtained from D by changing the first and the second (from right) down
arrows to an arc and by changing the N↑-th (from left) up arrow to a down arrow. We have
eN (D
′) = q−N
′
(Q−Q−1)D + . . ..
j) Let D′ be a diagram obtained from D by changing the first and the second (from right) down
arrows to an arc and by changing the outer arc of size mi to two down arrows. We have
eN (D
′) = q−
∑i
j=1 n
′
j (Q−Q−1)D + . . ..
The sum of contributions from a) to j) is written as A1QΨD + A−1Q
−1ΨD. We will show that
A1 = A−1 = 0. Set vi :=
∑i−1
j=1(n
′
j +m
′
j), wi := 1+n
′
i+ vi, dj := 1−N↑−M −M ′−
∑j
k=1 n
′
k and
L := 1 +N↑ +M + n
′
I+1 + vI+1.
The contribution to A1 is summarized as follows. From a), we have −1. From d) we have
qd
[L− 1]
J+1∏
i=1
[n′j + vj ]
[vj ]
.(73)
From i), we have
q−N
′ [N↑ +M ]
[L− 1][M ′ +N ′]
J+1∏
i=1
[n′j + vj ]
[vj ]
.(74)
From j), we have
J∑
i=1
q−
∑i
j=1 n
′
j
[m′i]
[vi+1][vi]
i−1∏
j=1
[n′j + vj ]
[vj ]
.(75)
Applying Lemma A.5 to the sum of Eqns.(73), (74) and (75), we obtain 1 which cancels the
contribution from a). Thus we have A1 = 0.
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We have eight types of contributions to A−1. From b), we have
J∑
i=1
qdi
[L][m′i]
[wi][wi+1]
J+1∏
j=i+2
[1 + vj ]
[wj ]
.(76)
From c), we have
qdJ+1
[N↑ +M ]
[wJ+1]
.(77)
From e), we have
− qd′ [N↑ +M ][N↑ +M − 1]
[L− 1][wJ+1][vJ+1]
J∏
i=1
[n′i + vi]
[vi]
,(78)
where d′ := dI+1 −N ′ − 1. From f), we have
− (1 + q−2)
J∑
i=1
qdi−N
′ [N↑ +M ][m
′
i]
[vi][vi+1][wJ+1]
i−1∏
j=1
[n′j + vj ]
[vj ]
.(79)
From g), we have
(80) − (1 + q−2)
J∑
i=2
qdi
[L][m′i]
[wi][wi+1]
J+1∏
k=i+2
[1 + vk]
[wk]
i−1∑
j=1
q−
∑j
k=1
n′
k [m′j ]
[vj ][vj+1]
j−1∏
k=1
[n′k + vk]
[vk]
= −
J∑
i=1
(1 + q−2)qdi
[m′i][L]
[wi][wi+1]
J+1∏
j=i+2
[1 + vj ]
[wj ]
+
J∑
i=1
(1 + q−2)qdi+
∑i−1
j=1m
′
j
[m′i][L]
[wi][wi+1]
J+1∏
j=i+2
[1 + vj]
[wj]
i−1∏
k=1
[n′k + vk]
[vk+1]
where we have used Lemma A.5. From h), we have
(81)
J∑
i=1
qdi−
∑i
j=1 n
′
j−1[L][m′i]
[n′i + vi][1 + ni+1]
i∏
k=1
[n′k + vk]
[vk]
J+1∏
k=i+1
[1 + vk]
[wk]
(∑
l
[m1,l]
[wi,j−1][wi,j ]
)
= −
J∑
i=1
qdi−
∑i
j=1 n
′
j−1[L][m′i][m
′
i − 1]
[n′i + vi][1 + vi+1][wi][vi+1]
i∏
k=1
[n′k + vk]
[vk]
J+1∏
k=i+1
[1 + vk]
[wk]
where wi,j := wi +
∑
k≤jm1,k, we have used Lemma A.4 and
∑
lmi,l = mi − 1. From i), we have
− q−N ′ [N↑ +M ]
[L− 1][vI+1]
I∏
j=1
[n′j + vj ]
[vj ]
.(82)
From j), we have
−
J∑
i=1
q−
∑i
j=1 n
′
j
[m′i]
[vi][vi+1]
i−1∏
k=1
[n′k + vk]
[vk]
.(83)
We apply Lemma A.5 to q2/(1+ q2) times Eqn.(79) and the sum of Eqns.(78) and (82). The result
cancels the contribution of Eqn.(77).
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The sum of Eqn.(83) and 1/(1 + q2) times Eqn.(79) becomes
(84) −
J∑
i=1
q−(M+N↑+
∑i
j=1 n
′
j)[m′i][L]
[vi][vi+1][wJ+1]
i−1∏
k=1
[n′k + vk]
[vk]
= −q−N↑−M [L]
[wJ+1]
+ q−(N↑+M−
∑I
j=1m
′
j)
[L]
[wJ+1]
J∏
k=1
[n′k + vk]
[vk+1]
.
where we have used Lemma A.5. The sum of Eqn.(76) and the first term of the right hand side of
Eqn.(80) is
− q−N↑−M−
∑J
j=1m
′
j [L]
I+1∏
i=1
[1 + vj ]
[wj ]
+ q−N↑−M
[L]
[wJ+1]
.(85)
where we have used Lemma A.8. The sum of the second term of the right hand side of Eqn.(80)
and Eqn.(81) is given by
(86) q−N↑−M−
∑J
i=1m
′
j+1
J∑
i=1
q−
∑i
k=1 n
′
k
[L][m′i]
[wi][wi+1]
J+1∏
k=i+2
[1 + vk]
[wk]
i−1∏
k=1
[n′k + vk]
[vk+1]
×
{
(1 + q−2)q
∑i−1
j=1m
′
j − q−
∑i
j=1 n
′
j−1
[m′i − 1]
[vi+1]
}
By Lemma A.7, the sum of Eqns.(84), (85) and (86) is zero, which implies A−1 = 0. This completes
the proof. 
Proposition 5.3. We have e0Ψ = 0 at qQQ0 = 1.
Proof. We compute the D-component of e0Ψ at the specialization (55). We have three cases for
the leftmost arrow a of a diagram D: 1) a is a down arrow, that is, N↑ = 0 2) a is an up arrow,
and 3) a is a down arrow forming an arc.
Case 1. Let D be a diagram depicted as
↓ · · · ↓︸ ︷︷ ︸
n1 m1
↓ · · · ↓
mI
↓ · · · ↓︸ ︷︷ ︸
nI+1
.
We have two cases for D: a) n1 = 1, and b) n2 ≥ 2. We consider only the Case a since one can
apply a similar argument to Case b.
Case 1-a. We have four types of contributions to the D-component of e0Ψ. Since we have e0(D) =
−Q−10 D + . . ., the contribution to the D-component of e0Ψ is −Q−10 ΨD.
Let D′ be a diagram obtained from D by reversing the leftmost down arrow to an up arrow. We
have e0(D) = D + . . .. The contribution is q
|S|Q[|S|+N↓]ΨD.
We denote by D′ a diagram obtained from D by connecting the first and the second (from left)
up arrows via an arc. We have e0(D) = −q−1D + · · · . The contribution is
−q|S|−1Q [|S|+N↓ −m1 − 1]
[m1 + 1]
ΨD.
Let D′ be a diagram obtained from D by changing the outer arc of size m1 to two up arrows and
by connecting the first and the second (from left) arrows via an arc. We have e0(D) = −q−1D+ · · · .
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The contribution is given by
−q|S|−1Q [m1][|S| +N↓]
[m1 + 1]
.
The sum of four contributions above is
Q−10 (q
N−1QQ0 − 1)ΨD,
which implies the D-component of e0Ψ is zero at the specialization (55).
Case 2. Let D be a diagram depicted as Eqn.(16). Set N↑ :=
∑I+1
i=1 ni, N↓ :=
∑J+1
i=1 n
′
i, M :=∑I
i=1mi, M
′ :=
∑J
i=1m
′
i, d := |S| + N↑ and vi :=
∑i
j=1(nj +mj). We will prove Proposition in
the case of n1 ≥ 2 since one can apply a similar argument to the case of n1 = 1.
We have ten types of contributions to the D-component of e0Ψ as follows:
a) Since e0(D) = −Q0D + · · · , we have a contribution from D itself, that is, −Q0ΨD.
b) Let D′ be a diagram obtained from D by connecting the first and the second (from left) up
arrows via an arc. We have e0(D
′) = D + · · · . The contribution is
q−(d−1)Q−1
[N↑ +M ]
[N↑ +N↓ +M +M ′]
I∏
i=1
[ni + vi−1]
[vi]
ΨD.(87)
c) Let D′ be a diagram obtained from D by connecting the first and second (from left) up arrows
to an arc and by flipping the N↓-th (from right) down arrow to an up arrow. We have e0(D
′) =
q−N↑(Q0 −Q−10 ) + · · · . The contribution is given by
q−N↑(Q0 −Q−10 )
[N↓ +M
′]
[N↑ +N↓ +M +M ′]
I∏
i=1
[ni + vi−1]
[vi]
ΨD.(88)
d) Let D′ be a diagram obtained from D by connecting the first and second (from left) up arrows
to an arc and by flipping the N↓-th and the (N↓−1) (from right) down arrows to two up arrows.
We have e0(D
′) = −q−2N↑−1D + · · · . The contribution is
− qd−2N↑−1Q [N↓ +M
′][N↓ +M
′ − 1]
[N↑ +M + 1][d +N↓]
I∏
i=1
[ni + vi−1]
[vi]
ΨD.(89)
e) Let D′ be a diagram obtained from D by changing the outer arc of size mi to two up arrows.
We have e0(D
′) = q−
∑i
j=1 njD + · · · . The contribution is
(90)
I∑
i=1
qd−
∑i
j=1 njQ
[mi]
[1 + ni + vi−1]
[d+N↓ + 1]
[N↑ +M + 1]
I∏
i=1
[1 + vi]
[1 + nj + vj−1]
ΨD
= qdQΨD
[d+N↓ + 1]
[N↑ +M + 1]
q I∏
j=1
[1 + vj ]
[1 + nj + vj−1]
− q1+
∑I
i=1mi
 ,
where we have used Lemma A.11.
f) Let D′ be a diagram obtained from D by changing the N↓-th (from right) down arrow to an up
arrow. We have e0(D
′) = q−N↑D + · · · . The contribution is
qd−N↑Q
[N↓ +M
′]
[N↑ +M + 1]
ΨD.(91)
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g) Let D′ be a diagram obtained fromD by connecting the first and the second (from left) up arrows
via an arc and flipping the N↓-th (from right) down arrow to an up arrow and by changing the
outer arc of size mi to two up arrows. We have e0(D
′) = −(1+ q2)q−N↑−2−
∑i
j=1 njD+ · · · . The
contribution is given by
(92) − (1 + q2)qd−N↑−2QΨD
I∑
i=1
q−
∑i
j=1 nj
[mi][N↓ +M
′]
[vi][N↑ +M + 1]
i−1∏
j=1
[nj + vj−1]
[vj ]
= −(1 + q2)qd−N↑−2QΨD [N↓ +M
′]
[N↑ +M + 1]
(
1− q
∑I
i=1mi
I∏
i=1
[ni + vi−1]
[vi]
)
,
where we have used Lemma A.10.
h) Let D′ be a diagram obtained from D by connecting the first and the second (from left) up
arrows via an arc and changing the outer arcs of size mi and mj (i < j) to four up arrows. We
have e0(D
′) = −(1 + q−2)q−
∑i
k=1 ni−
∑j
k=1
njD + · · · . The contribution is given by
(93) − (1 + q−2)qdQΨD [d+N↓ + 1]
[N↑ +M + 1]
I∑
j=2
q−
∑j
k=1
nk
[mj]
[1 + nj + vj−1]
I∏
l=j+1
[1 + vl]
[1 + nl + vl−1]
×
j−1∑
i=1
q−
∑i
k=1 nk
[mi]
[vi]
i−1∏
l=1
[nl + vl−1]
[vl]
= −(1 + q−2)qdQΨD [d+N↓ + 1]
[N↑ +M + 1]
q
I∏
j=1
[1 + vj ]
[1 + nj + vj−1]
− q1+
∑I
i=1mi
−
I∑
j=1
q−
∑j
k=1
nk+
∑j−1
k=1
mk
[mj ]
[1 + nj + vj−1]
I∏
l=j+1
[1 + vl]
[1 + nl + vl−1]
i−1∏
l=1
[nl + vl−1]
[vl]
 .
where we have used Lemma A.10 and Lemma A.11.
i) Let D′′ be a diagram obtained from D by connecting the first and the second (from left) up
arrows via an arc and by changing the outer arc of size mi to two up arrows. Suppose that m˜i,j,
1 ≤ j ≤ r be the size of outer arcs of D′′ which are inside of the outer arc of size mi in D. Let
D′ be a diagram obtained from D′′ by changing the outer arc of size m˜i,j to two up arrows. We
have e0(D
′) = −q−1−2
∑i
k=1 nkD + · · · . The contribution is given by
(94) − qd−1QΨD [d+N↓ + 1]
[N↑ +M + 1]
I∑
i=1
q−2
∑i
k=1 nk [mi]
i−1∏
j=1
[nj + vj−1]
[vj ]
I∏
j=i+1
[1 + vj]
[1 + nj + vj−1]
×
r∑
p=1
[m˜i,p]
[1 + np + vp−1 +
∑p−1
k=1 m˜i,k][1 + np + vp−1 +
∑p
k=1 m˜i,k]
= −qd−1QΨD [d+N↓ + 1]
[N↑ +M + 1]
I∑
i=1
q−2
∑i
k=1 nk [mi][mi − 1]
[1 + ni + vi−1][vi]
i−1∏
j=1
[nj + vj−1]
[vj ]
I∏
j=i+1
[1 + vj]
[1 + nj + vj−1]
,
where we have used Lemma A.4.
j) Let D′ be a diagram obtained from D by connecting the first and the second (from left) up
arrows via an arc and by changing the outer arc of size mi to two up arrows. We have e0(D
′) =
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q−
∑i
k=1 nk(Q0 −Q−10 )D + · · · . The contribution is given by
(95) (Q0 −Q−10 )ΨD
I∑
i=1
q−
∑i
k=1 nk
[mi]
[vi]
i−1∏
j=1
[nj + vj−1]
[vj]
= (Q0 −Q−10 )ΨD
(
1− q
∑I
i=1mi
I∏
i=1
[ni + vi−1]
[vi]
)
Note that one can apply Lemma A.12 to the third term of the right hand side of Eqn.(93) and the
right hand side of Eqn.(94). The sum of contributions from a) to j) is
(qN−1QQ0 − 1)
(
Q−10 − (qd
′
Q−10 + q
1−dQ−1)
[N↑ +M ]
[d+N↓]
I∏
i=1
[ni + vi−1]
[vi]
)
ΨD,
where d′ = N↓ + M + M
′ and N = N↑ + N↓ + 2M + 2M
′. The sum becomes zero under the
specialization (55).
Case 3. Let D be a diagram depicted as
size m1
↑ . . . ↑︸ ︷︷ ︸
n1
. . . ↑
size mI
↑ . . . ↑︸ ︷︷ ︸
nI
↓ . . . ↓︸ ︷︷ ︸
n′
J+1 size m′J
↓ . . . ↓
size m′1
↓ . . . ↓︸ ︷︷ ︸
n′
1
.(96)
Set N↑ :=
∑I
i=1 ni, M :=
∑I
i=1mi, N↓ :=
∑J+1
i=1 n
′
i, M
′ :=
∑J
i=1m
′
i, d = N↑ + M + M
′ and
vi :=
∑i
j=1(nj +mj). We have five types of contributions to the D-component of e0Ψ.
a) Since e0(D) = −Q−10 D + · · · , we have a contribution from D, which is −Q−10 ΨD.
b) Let D′ be a diagram obtained from D by changing the outer arc of size m1 to two up arrows.
We have e0(D
′) = D + · · · . The contribution is given by
qdQΨD
[mi][d+N↓ + 1]
[N↑ +M + 1]
I∏
i=2
[1 +mi + vi−1]
[1 + vi−1]
.
c) Let D′ be a diagram obtained from D by changing the outer arc of size mi to two up arrows.
We have e0(D
′) = −q−
∑i−1
k=1
−2D + · · · . The contribution is given by
(97) − qd−2QΨD [d+N↓ + 1]
[N↑ +M + 1]
I∑
i=2
q−
∑i−1
k=1
nk [mi]
[1 + vi−1]
I∏
j=i+1
[1 +mj + vj−1]
[1 + vj−1]
= −qd−2QΨD [d+N↓ + 1]
[N↑ +M + 1]
(
qm1+1
I∏
i=2
[1 +mj + vj−1]
[1 + vj−1]
− q1+
∑I
i=1mi
)
where we have used Lemma A.11.
d) Let D′ be a diagram obtained from D by connecting the first and the second (from left) up
arrows via an arc and by flipping the N↓-th (from right) down arrow to an up arrow. We have
e0(D
′) = −q−N↑−2D + · · · . The contribution is
−qd−N↑−2QΨD [N↓ +M
′]
[N↑ +M + 1]
.
e) Suppose that there are several arcs of depth two inside of the outer arc of size m1. We denote
by m˜j, 1 ≤ j ≤ r, their sizes from left to right. Suppose that the i1-th and the i2-th (from left)
arrows form the arc of size m˜j. Let D
′ be a diagram obtained by connecting the first and the
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i1-th arrows via an arc and by putting two up arrows at the i2-th and the 2m1-th sites. We
have e0(D
′) = −q−1D + · · · . The contribution is
− qd−1QΨD [d+N↓ + 1][m1]
[N↑ +M + 1]
I∏
i=2
[1 +mi + vi−1]
[1 + vi−1]
r∑
j=1
[m˜j ]
[1 +
∑j−1
k=1 m˜k][1 +
∑j
k=1 m˜k]
= −qd−1QΨD [d+N↓ + 1][m1 − 1]
[N↑ +M + 1]
I∏
i=2
[1 +mi + vi−1]
[1 + vi−1]
where we have used Lemma A.4 and
∑r
j=1 m˜j = m1 − 1.
By a straightforward calculation, the sum of the contributions form a) to e) is given by (−Q−10 +
QqN−1)ΨD which vanishes at the specialization (55). 
5.2. Type BI, BII, BIII and standard basis.
Theorem 5.4. For type BI, BII, BIII and standard basis, we have
eiΨ = 0, 1 ≤ i ≤ N,(98)
e0Ψ = 0, at q
N−1QQ0 − 1 = 0.(99)
where Q = qM for type BI.
Proof. Let ΨY be the eigenfunction Ψ for type Y. Let TZ←Y be the transition matrix from the
Kazhdan–Lusztig basis of type Y to type Z. Since we have proved that XΨY = [Q;N ]ΨY (Q = qM
for type BI) and the multiplicity is one in Section 4, we have ΨZ = TZ←YΨY. From Proposition 5.1
and Proposition 5.2, we have eiΨ
A = 0 for 1 ≤ i ≤ N . Multiplying TY←A from left and plugging
ΨA = TA←YΨY , we obtain TY←AeiT
A←YΨY = 0. Since TY←AeiT
A←Y is the matrix expression of
ei on the Kazhdan–Lusztig basis of type Y, we have eiΨ
Y = 0. Similarly, from Proposition 5.3, we
have e0Ψ
Y = 0 at the specialization (55).
In the case of the standard basis, we define the transition matrix from a standard basis to a
Kazhdan–Lusztig basis of type Z by TZ←0. By a similar argument to the case of Kazhdan–Lusztig
bases, we obtain Eqns.(98) and (99). 
Remark 5.5. In the proof of Theorem 5.4, we do not need an explicit expression of the transition
matrix. The entries of the transition matrix from the Kazhdan–Lusztig basis to the standard basis
are nothing but Kazhdan–Lusztig polynomials. Therefore, the relation Ψ0 = T 0←YΨY gives highly
non-trivial relations regarding Kazhdan–Lusztig polynomials.
5.3. Ψ as the ground state of the Hamiltonian. Let A be a non-negative N×N square matrix.
The matrix A is called irreducible if for any i, j there is a k = k(i, j) such that (Ak)ij > 0. Let
ρ(A) denote the spectral radius of A. Then, Perron–Frobenius Theorem for a non-negative and
irreducible matrix A states that the eigenspace associated with ρ(A) is one-dimensional, there exists
a unique eigenvector x = (x1, . . . , xN )
T such that the entries of x are positive and Ax = ρ(A)x.
For a general non-negative matrix A, we have
Lemma 5.6 (Lemma 6.2 in [32]). Suppose that x be a positive vector such that Ax = λx with some
scalar λ. Then, we have ρ(A) = λ.
Below, we set q,Q > 0 and consider the Kazhdan–Lusztig bases for type BI and BIII. From
the explicit expression of the action of Temperley–Lieb algebra on the Kazhdan–Lusztig bases (see
Section 3), the matrix H ′ = −H1B + t1 is a non-negative matrix for t sufficiently large. Since Ψ is
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a positive eigenvector of H1B with the eigenvalue zero, Ψ is also the positive eigenvector of H ′ with
the eigenvalue t. We apply Lemma 5.6 to H ′ and Ψ. Therefore, the vector Ψ is the eigenvector of
H ′ with the largest eigenvalue, which implies that Ψ is the ground state of H.
In the case of type A and BII, the Hamiltonian −H1B + t1 can not be a non-negative matrix.
However, the bases of type A and BII can be obtained from type BIII by the change of bases. Note
that the spectrum of H is invariant under the change of bases. Therefore, the vector Ψ for type A
or BII is also the ground state of the Hamiltonian H1B .
Recall that the two-boundary Temperley–Lieb Hamiltonian is given by H1B − a0e0. At a0 = 0,
H2B becomes H1B . The eigenfunction Ψ is an eigenvector of H2B with an eigenvalue zero for
arbitrary a0. We can regard the Hamiltonian H
2B as a perturbation of H1B . Since Ψ is the ground
state of H1B , Ψ is also the ground state of H2B for a0 sufficiently small.
6. Integral structure and conjectures
6.1. Correlation functions. Let Ψ = |Ψ〉 be the ground state of H2B and O be an observable
which acts on V ⊗N1 . A correlation function is defined by
〈O〉 := 〈Ψ|O|Ψ〉〈Ψ|Ψ〉 .
We consider the case where O is a product of αi := (σz + 1)/2 and σ±i . Let I, J be the subsets of
{1, 2, . . . N} satisfying I ∩ J = ∅. In general, an observable is written as
OI,J :=
∏
i∈I
αi
∏
j∈J
βj ,
where βj is σ
+
j or σ
−
j . We compute a correlation function in the standard basis. From Defini-
tion 4.27, |Ψ0〉 is written as
|Ψ0〉 = w1 ⊗ w2 ⊗ . . .⊗ wN ,(100)
where wi := v−1 + q
N−iQv1. We have
αiwi = q
N−iQv1,
σ+i wi = v1, σ
−
i wi = q
N−iQv−1.
Therefore, we obtain
〈OI,J〉 =
∏
i∈I
q2(N−i)Q2
1 + q2(N−i)Q2
∏
j∈J
qN−jQ
1 + q2(N−j)Q2
.(101)
6.2. Positive integral structure.
6.2.1. Type A. We have
Lemma 6.1. All components of Ψ belong to N[q, q−1, Q].
Proof. Let D be a diagram depicted as Eqn.(16). In the notation used in the proof of Theorem 4.6.
The explicit expression (17) is rewritten as
ΨD = q
d(d−1)/2Qd
I∏
i=1
[∑i
j=1 ni +mi
mi
] J∏
i=1
[∑i
j=1 n
′
i +m
′
i
m′i
][
N↑ +M +N↓ +M
′
N↑ +M
]
.
Since a quantum binomial belongs to N[q, q−1], we obtain ΨD ∈ N[q, q−1, Q]. 
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6.2.2. Type BI. We have
Proposition 6.2. All components of Ψ belong to N[q, q−1] and invariant under q → q−1.
Proof. Since a component ΨD contains only quantum integers and terms (q
i + q−i) for some i (see
Definition 4.11), it is invariant under q → q−1.
Recall that we have two types of parabolic Kazhdan–Lusztig polynomials according to the choice
of projection map (see e.g. [13, 42]). As in Remark 5.5, the transition matrix T 0←BI from the
Kazhdan–Lusztig basis to the standard basis is written in terms of parabolic Kazhdan–Lusztig
polynomials. The inverse of T 0←BI, that is, TBI←0, is also written in terms of another parabolic
Kazhdan–Lusztig polynomials (see Theorem 6 in [42]). The diagonal entries of the matrix TBI←0
are one and it is an upper triangular matrices whose non-zero entries are in q−1N[q−1]. At Q = qM ,
we have Ψ0ǫ ∈ N[q]. Since ΨBI = TBI←0Ψ0, we obtain ΨBID ∈ N[q, q−1]. 
Recall that a diagram D is characterized by a binary string b ∈ {±}N of length N (see Sec-
tion 3.1). Given a binary string b, let JD be the set of positions of + from right. We define
dD :=
∑
j∈JD
(j +M − 1).
For example, when b = (+−+−) with M = 2, we have dD = 8.
Corollary 6.3. The component ΨD has the leading term q
dD with the leading coefficient one.
Proof. Let b = b1 . . . bN and b
′ = b′1 . . . b
′
N be two binary strings in {±}N . We introduce the reversed
lexicographic order, which is b < b′ if and only if bj = b
′
j for 1 ≤ j ≤ i− 1, bi = + and b′i = −. This
lexicographic order of binary strings induces a natural order of diagrams. If D < D′, then we have
dD ≥ dD′ . The eigenvector satisfies Ψ0D = qdD . Recall that the diagonal entries are one and other
non-zero entries are in q−1N[q−1]. Since ΨBI = TBI←0Ψ0, one easily show that the leading term is
qdD with the coefficient one. 
6.2.3. Type BII and BIII. We have
Lemma 6.4. All components of Ψ belong to N[q, q−1, Q,Q−1].
Proof. We prove Lemma for type BII and type BIII separately.
Type BII. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1,
followed by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows,
followed by pJ+1 e-unpaired down arrows (and pJ+1−1, pJ+1 or pJ+1+1 o-unpaired down arrows),
followed by an outer arc of size m′J+1, followed by pJ e-unpaired down arrows, followed by an outer
arc of size m′J , · · · , and ending with p1 e-unpaired down arrows. Set N↑ =
∑I+1
i=1 ni, M =
∑I
i=1mi,
P =
∑J+1
i=1 pi and M
′ =
∑J+1
i=1 m
′
i. From Definition 4.17, the product N1N2N3 is written as
I∏
i=1
[∑i
j=1 nj +mj
mi
] J∏
i=1
[∑i
j=1m
′
j + pj
m′i
][
N↑ +M + P +M
′
N↑ +M
]
∈ N[q, q−1].
Since N4 ∈ N[q, q−1, Q,Q−1], we have ΨD ∈ N[q, q−1, Q,Q−1].
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Type BIII. Let D be a diagram starting with n1 up arrows, followed by an outer arc of size m1,
followed by n2 up arrows, followed by an outer arc of size m2, · · · , followed by nI+1 up arrows,
followed by n′J+1 down arrows, followed by an outer arc of size m
′
J , followed by n
′
J down arrows
(with a circled integer), followed by an outer arc of size m′J−1, · · · , ending with n′1 down arrows.
Set N↑ =
∑I+1
i=1 ni, M =
∑I
i=1mi, N↓ =
∑J+1
i=1 n
′
i and M
′ =
∑J
i=1m
′
i. From Definition 4.23, the
product N1N2N3 is
I∏
i=1
[∑i
j=1 nj +mj
mi
] J∏
i=1
[∑i
j=1m
′
j + n
′
j
m′i
][
N↑ +M +N↓ +M
′
N↑ +M
]
∈ N[q, q−1].
Since N4 ∈ N[q, q−1, Q,Q−1], we have ΨD ∈ N[q, q−1, Q,Q−1].

6.3. Sum rule. Let SXN (q,Q) be the sum of all components of Ψ on the Kazhdan–Lusztig bases of
Type X (X=A, BI, BII or BIII), i.e., SXN (q,Q) =
∑
DΨD.
Let An be the number of n×n symmetric binary matrix with no row sum greater than one. An
satisfies the recurrence relation
An = 2An−1 + (n− 1)An−2,
with A0 = 1 and A1 = 2. The sequence An is A005425 in [44] (see also [39]).
Let Bn be the number of n × n bisymmetric binary matrix with a row sum equal to one, that
is, Bn is the set of permutation matrices with symmetric about two diagonals and modulo rotation
by π/2 radians. Bn satisfies the recurrence relation
Bn = 2Bn−1 + (2n− 2)Bn−2,
with B1 = 1 and B2 = 3. The sequence Bn is A000902 in [44].
Let Cn be the sequence A083886 in [44], which satisfies
Cn+1 = 3Cn + 2(n − 1)Cn−1
with C1 = 1 and C2 = 3. The sequence Cn is the total number of signed permutations of size
2(n − 1) × 2(n − 1) which are invariant under both diagonal and anti-diagonal reflections and
avoiding a pattern (−2,−1) [19].
Conjecture 6.5. At q = 1 and Q = 1, we have
SAN = AN ,
SBIN = BN+1, for M = 1,
SBIN = CN+1, for M =∞,
SBIIIN = CN+1.
At q = Q = 1, we have SBIIIN = S
BI
N for M =∞. This coincidence comes from the fact that the
diagram D of type BI for M =∞ is the same as the diagram of type BIII with Q = qM (M large
enough). The first few values of SXN are in Table 1.
6.3.1. Type A and Type BIII. At q = 1, the sum SAN is uniquely written as
SAN =
N∑
i=0
SN,iQ
i
where SN,i ∈ N.
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Size N
1 2 3 4 5 6 7 8 9
SAN 2 5 14 43 142 499 1850 7193 29186
SBIN (M = 1) 3 10 38 156 692 3256 16200 84496 460592
SBIN (M = 2) 3 11 44 192 892 4396 22752 123248 695024
SBIN (M = 3) 3 11 45 200 952 4796 25412 140720 811280
SBIN (M =∞) 3 11 45 201 963 4899 26253 147345 862083
SBIIN 3 9 33 129 555 2529 12273 62481 333603
SBIIIN 3 11 45 201 963 4899 26253 147345 862083
Table 1. The first few values of SXN
Since a component ΨD is invariant under the bar involution, the sum S
III
N := S
BIII
N is also
invariant. At q = 1, SIIIN is uniquely written as
SIIIN =
N∑
i=0
S′N,i(Q+Q
−1)i.
with S′N,i ∈ N.
Conjecture 6.6. We have SN,i = SN,N−i = S
′
N,i = S
′
N,N−i and
SN,i =
i−1∏
k=0
N − k
2k + 2
· Pi(N),(102)
Pi(N) = N
i +
i−1∑
j=0
pi,jN
j(103)
where pi,j ∈ Z.
The first few polynomials Pi(N)’s are
P1(N) = N + 1,
P2(N) = N
2 −N + 2,
P3(N) = N
3 − 6N2 + 17N − 16,
P4(N) = N
4 − 14N3 + 83N2 − 230N + 248.
Let An be a set of symmetric binary matrices of size n × n with no row sum greater than one.
For a = (ai,j)1≤i,j≤n ∈ An, we define the weight of a by wt(a) := #{ai,j = 1|i ≤ j}. Then,
Conjecture 6.7. We have
SN,i = #{a ∈ AN |wt(a) = i}.
Let Cn be a set of signed permutation matrices of size 2(n−1)×2(n−1) which are invariant under
the diagonal and anti-diagonal reflections and avoids the pattern (−2,−1). For c = (ci,j)1≤i,j≤2n ∈
Cn, we define the weight of c by
wt(c) := n+ − n−,
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where
n+ := #{ci,j = 1|1 ≤ i ≤ n, i ≤ j ≤ n},
n− := #{ci,j = 1|1 ≤ i ≤ n, n+ 1 ≤ j ≤ 2n + 1− i}.
At q = 1, the sum SN is rewritten as
SN =
N∑
i=0
S˜N,N−2iQ
N−2i.
where S˜N,i ∈ N. Then,
Conjecture 6.8. we have
S˜N,i = #{c ∈ C|wt(c) = i}.
6.3.2. Type BII. At q = 1, the sum SN := S
BII
N is uniquely written as
SN =
N∑
j=0
SN,j(Q+Q
−1)j.
where SN,j ∈ N. Then, we have two conjectures:
Conjecture 6.9. We have
SN,1 =
1
8
(2N2 + 4N + 1− (−1)N ).
We have checked the conjecture up to N = 20.
Conjecture 6.10. We have
SN,N−i =
i∏
j=1
(2j)−1 · Pi(N),
Pi(N) = N
2i − iN2i−1 +
2i−2∑
k=0
pi,kN
k,
where pi,k ∈ Z.
We have checked the conjecture up to j = 7 and N = 20. The first few polynomials Pj(N)’s are
P1(N) = N
2 −N + 2,
P2(N) = N
4 − 2N3 + 3N2 + 14N − 8,
P3(N) = N
6 − 3N5 +N4 + 51N3 − 2N2 − 96N + 96.
6.4. Components of Ψ and enumerations of binary/permutation matrices.
6.4.1. Type A. In the case of Type A, some components are related to an enumeration of symmetric
binary matrices.
Let S be the set of symmetric binary matrices with no row sum greater than one. Let s =
(sij)1≤i,j≤N ∈ S. Since s is symmetric, we consider only sij with i ≤ j. We denote by N1 the
number of one and define
A(s) := {(i, j)|sij = 1, i ≤ j}.
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For l = (i, j) ∈ A(s), we define nl := N − 2i+ j. We define a map F : S → N[q, q−1, Q] by
F (s) := qN(N−1)/2QN−N1
∏
l∈A(s)
q−nl .
Let l = (i, j) and l′ = (i′, j′) be elements in A(s). We call s admissible if there exists no pair
(l, l′) such that i < i′ < j < j′. For an admissible symmetric binary matrix s, we define a map g
from s ∈ S to a binary string b = (b1 . . . bN ) of length N : for each l = (i, j) ∈ A(s), we set bj = −
and otherwise we set bj = +. Then we consider a set
Adm(b) := {s ∈ S|s is admissible, g(s) = b}.
Example 6.11. Let s be 
0 0 1 0 0
1 0 0 0
0 0 0
0 1
0
 .
Then s is admissible, F (s) = q−1Q2 and g(s) = +−−+−.
Let b = − · · · −︸ ︷︷ ︸
i
+ · · ·+︸ ︷︷ ︸
j
− · · · −︸ ︷︷ ︸
k
+ · · ·+︸ ︷︷ ︸
N−i−j−k
with i, j, k ≥ 0 andD(b) be a diagram of type A associated
with b. Then we have
Conjecture 6.12.
ΨD(b) =
∑
s∈Adm(v)
F (s)
6.4.2. Type BIII. Let CN be the set of signed permutation matrices of size 2(N − 1) × 2(N − 1)
which are symmetric both diagonal and anti-diagonal reflections and avoid the pattern (−2,−1).
Let c = (ci,j)1≤i,j≤N ∈ CN+1. Since c is bisymmetric, we consider only ci,j with 1 ≤ i ≤ N and
i ≤ j ≤ 2N + 1− i. Define
A(c) := {(i, j)|ci,j = 1, 1 ≤ i ≤ N, i ≤ j ≤ 2N}.
We call an element of A(c) a link. A link (i, j) ∈ A(c) is said to be fundamental if and only if
1 ≤ i ≤ N and 1 ≤ j ≤ 2N + 1 − i. We denote by A+(c) the set of fundamental links. Given
two links l = (i1, j1) and l
′ = (i2, l2), we define a cross point p(l, l
′) = (i2, j1) if and only if
i1 < i2 < j1 < j2, i1 + j1 6= 2N + 1 and i2 + j2 6= 2N + 1. We denote by B(c) the set of cross
points p(l, l′) for l, l′ ∈ A(c). We consider the coordinate system where x-direction is rightward and
y-direction is downward. We define a down-left path from a link l = (i1, j1) ∈ A+(c) to a diagonal
point (i2, i2) as follows. Note that a link l does not belong to B(c). First, we go down from l until
it reaches to a cross point or a diagonal point. If a path reaches a cross point form up (resp. right),
we make a turn on the cross point and go left (resp. down). We continue this procedure until a
path reaches to a diagonal point. We define a binary string b = b1 . . . bN ∈ {±}N of length N by
bi = − if there exists a path from l ∈ A+(c) to the diagonal point (i, i), and bi = + otherwise.
Therefore, by composing the above procedure, we have a map B : CN → {±}N .
Suppose that b = − · · · −︸ ︷︷ ︸
i
+ · · ·+︸ ︷︷ ︸
j
− · · · −︸ ︷︷ ︸
k
+ · · ·+︸ ︷︷ ︸
N−i−j−k
with i, j, k ≥ 0 and D(b) be a diagram of type
BIII associated with b. Then,
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Conjecture 6.13. At q = Q = 1, we have
ΨD(b) = #{c ∈ CN+1|B(c) = b}.
Appendix A.
Lemma A.1. Let A = (ai,j)1≤i,j≤N+1 be a tridiagonal matrix whose entries are
ai,i = q
N+2−2iQ−Q−1
q − q−1 , ai,i−1 = [N + 1− i], ai,i+1 = q
N−2i[i].
Then, the eigenvalues of A are
QqN−2λ −Q−1q−N+2λ
q − q−1 , λ = 0, 1, . . . , N.(104)
Proof. Let xλ be the expression (104). To show that xλ is the eigenvalue of A, it is enough to
show that the determinant of A(1) = A − xλ1 is equal to zero. We diagonalize the tridiagonal
matrix A(1) = (a
(1)
i,j ) from the right bottom corner. First, we subtract a
(1)
N+1,N/a
(1)
N+1,N+1 times the
(N + 1)-th column vector from the N -th column and obtain a matrix A(2) = (a
(2)
i,j ). Then, we
subtract a
(2)
N,N−1/a
(2)
N,N times the N -th column vector from the (N−1)-th column. We continue this
procedure until we obtain an upper triangular matrix L = (li,j). From a direct computation, the
diagonal entries of the matrix L is written in terms of a set of Laurent polynomials {v1, . . . , vN+2}
as li,i = vi/vi+1 where vi = a
(1)
i,i vi+1 − a(1)i+1,ia(1)i,i+1vi+2 with the initial conditions vN+2 = 1 and
vN+1 = a
(1)
N+1,N+1. Note that a
(1)
i,i+1 = ai,i+1, a
(1)
i,i−1 = ai,i−1 and
a
(1)
i,i = q
N+1−i−λ[λ+ 1− i]Q+ q1−i+λ[λ−N − 1 + i]Q−1.
We will prove that for 1 ≤ n ≤ N
vn =
m(n)∑
j=0
Qm(n)−2jα(n, j),(105)
where
α(n, j) := qd(n,j)
[
m(n)
j
]m(n)−j−1∏
i=0
[λ−N + i]
j−1∏
i=0
[λ− i],
m(n) := N + 2− n,
d(n, j) := m(n)(m(n)− 1)/2 − λm(n) + j(−N + 2λ).
For n = N+1, N+2, Eqn.(105) holds true. We assume that Eqn.(105) is true up to some n ≤ N+1.
We have
vn−1 = a
(1)
n−1,n−1vn − an,n−1an−1,nvn+1
=
m(n)+1∑
j=0
Qm(n−1)−2j
(
qN+2−n−λ[λ+ 2− n]α(n, j) + q2−n+λ[λ−N − 2 + n]α(n, j − 1)
)
−
m(n)+1∑
j=0
Qm(n−1)−2jqN−2n+3[n− 1][N + 2− n]α(n+ 1, j − 1),
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where α(n,m(n) + 1) = α(n,−1) = 0. By a direct computation, the above expression is equal to
Eqn.(105).
The determinant of A(1) is equal to the one of L, that is,
∏N+1
i=1 li,i = v1. The explicit expression
of v1 is
v1 =
N∏
i=1
[λ− i]
N+1∑
j=0
QN+1−2jqd(1,j)
[
N + 1
j
]
.
Note that 0 ≤ λ ≤ N . We have v1 = 0, i.e., the eigenvalues of A is xλ for 0 ≤ λ ≤ N . 
Lemma A.2 (Lemma A.1 in [41]). Set M :=
∑I
i=1mi. We have
I∑
i=1
[mi]
1 + i∑
j=1
nj
 ∏Ij=i+1[1 +∑jk=1(nk +mk)]∏I
j=i[1 + nj +
∑j−1
k=1(nk +mk)]
= [M ](106)
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(106) When I = 1,
we have f(I) = m1 by a straightforward calculation. Set N =
∑I+1
i=1 ni. We assume that Lemma
holds true up to I. We have
f(I + 1) = f(I)
[1 +
∑I+1
k=1(nk +mk)]
[1 + nI+1 +
∑I
k=1(nk +mk)]
+
[mI+1][1 +N
′]
[1 +N +M ]
=
[M ][1 +M +N +mI+1]
[1 +M +N ]
+
[mI+1][1 +N
′]
[1 +N +M ]
= [M +mI+1].

Lemma A.3. Set M =
∑J
i=1mi and N =
∑J+1
i=1 nj. We have
J∑
i=1
1 + i∑
j=1
nj
 [mi] ∏J+1j≥i+2[1 +∑j−1k=1(nk +mk)]∏J+1
j≥i [1 + nj +
∑j−1
k=1(nk +mk)]
=
[M ]
[M +N + 1]
(107)
Proof. We prove Lemma by induction. When J = 1, Lemma holds true by a direct computation.
We assume that Lemma is true up to some J − 1 ≥ 1. Let f(J) be the left hand side of Eqn.(107)
and wi = 1 + ni +
∑i−1
i=1(ni +mi). We have
f(J) = f(J − 1)[1 +
∑J
i=1(ni +mi)]
[wJ+1]
+
[1 +
∑J
i=1 ni][mJ ]
[wJ ][wJ+1]
=
[M −mJ ][1 +M +N − nJ+1] + [N + 1− nJ+1][mJ ]
[M +N −mJ − nJ+1 + 1][1 +M +N ]
=
[M ]
[M +N + 1]
.
This completes the proof. 
Lemma A.4. Set Mi =
∑i
j=1mj.
I∑
i=1
[mi]
[x+Mi−1][x+Mi]
=
[MI ]
[x][x+MI ]
(108)
A POSITIVE INTEGRAL PROPERTY ON THE GROUND STATE OF 2BTL HAMILTONIAN 57
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(108). Lemma is true
when I = 1. We assume that Lemma holds true up to I. We have
f(I + 1) = f(I) +
[mI+1]
[x+MI+1][x+MI ]
=
[MI+1]
[x][x+MI+1]

Lemma A.5. Set vi :=
∑i−1
j=1 nj +mj. We have
q
∑I
i=1mi
[vI+1]
I∏
j=1
[nj + vj ]
[vj ]
+
I∑
i=1
q−
∑i
j=1 nj [mi]
[vi][vi+1]
i−1∏
j=1
[nj + vj ]
[vj ]
= 1.(109)
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(109). By a straight-
forward calculation, we have f(1) = 1. We assume Lemma holds true up to I. We have
f(I + 1) = f(I)− q
∑I
i=1mi
[vI+1]
I∏
j=1
[nj + vj ]
[vj ]
+
q−
∑I+1
i=1 ni [mI+1]
[vI+1][vI+2]
I∏
i=1
[ni + vi]
[vi]
+
q
∑I+1
i=1 mi
[vI+2]
I+1∏
j=1
[nj + vj ]
[vj ]
= 1.

Lemma A.6. Set vi :=
∑i−1
j=1mj + nj. We have
I∑
i=1
q−
∑i−1
j=1
nj−1[mi]
[1 + vi][1 + vi+1]
I∏
j=i+1
[1 +mj + vj]
[1 + vj+1]
=
I∏
j=1
[1 +mj + vj ]
[1 + vj+1]
− q
∑I
i=1mi
[1 + vJ+1]
.(110)
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(110). By a straight-
forward calculation, Lemma is true for I = 1. We assume that Lemma holds true up to I. We
have
f(I + 1) = f(I)
[1 +mI+1 + vI+1]
[1 + vI+2]
+
q−
∑I
i=1 ni−1[mI+1]
[1 + vI+1][1 + vI+2]
=
I+1∏
i=1
[1 +mi + vi]
[1 + vi+1]
− q
∑I
j=1mj [1 +mI+1 + vI+1]
[1 + vI+1][1 + vI+2]
+
q−
∑I
i=1 ni−1[mI+1]
[1 + vI+1][1 + vI+2]
=
I+1∏
i=1
[1 +mi + vi]
[1 + vi+1]
− q
∑I+1
i=1 mi
[1 + vJ+2]
.

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Lemma A.7. Set vi :=
∑i−1
j=1 nj +mj and wi := 1 + ni + vi. We have
(111) q−
∑I
j=1mj+1
I∑
i=1
q−
∑i
j=1 nj [mi]
[wi][wi+1]
I+1∏
k=i+2
[1 + vk]
[wk]
i−1∏
k=1
[nk + vk]
[vk+1]
×
{
(1 + q−2)q
∑i−1
j=1mj − q
−
∑i
j=1 nj−1[mi − 1]
[vi+1]
}
= q−
∑I
i=1mi
I+1∏
j=1
[1 + vj ]
[wj ]
− q
∑I
i=1mi
[wI+1]
I∏
j=1
[nj + vj ]
[vj+1]
.
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(111). By a straight-
forward calculation, Lemma is true for I = 1. We assume that Lemma holds true up to I. We
have
f(I + 1) = q−mI+1
[1 + vI+2]
[wI+2]
f(I) +
q1−vI+2 [mI+1]
[wI+1][wI+2]
I∏
j=1
[nj + vj]
[vj+1]
×
{
(1 + q−2)q
∑I
j=1mj − q
−
∑I+1
j=1 nj−1[mI+1 − 1]
[vI+2]
}
= q−
∑I+1
i=1 mj
I+2∏
i=1
[1 + vi]
[wi]
− q
∑I
i=1mi−mI+1 [1 + vI+2]
[wI+1][wI+2]
I∏
i=1
[ni + vi]
[vi+1]
+
q1−vI+2 [mI+1]
[wI+1][wI+2]
I∏
i=1
[ni + vi]
[vi+1]
{
(1 + q−2)q
∑I
j=1mj − q
−
∑I+1
j=1 nj−1[mI+1 − 1]
[vI+2]
}
= q−
∑I+1
i=1 mi
I+2∏
j=1
[1 + vj ]
[wj ]
− q
∑I+1
i=1 mi
[wI+2]
I+1∏
j=1
[nj + vj ]
[vj+1]
.

Lemma A.8. Set vi :=
∑i
j=1(nj +mj) and wi = 1 + ni + vi. We have
I∑
i=1
q−1−
∑i
j=1 nj
[mi]
[wi][wi+1]
I+1∏
j=i+2
[1 + vj ]
[wj ]
=
I+1∏
i=1
[1 + vi]
[wi]
− q
∑I
i=1mi
[wJ+1]
(112)
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(112). By a straight-
forward calculation, Lemma holds true when I = 1. We have
f(I + 1) = f(I)
[1 + vI+2]
[wI+2]
+
q−1−
∑I+1
j=1 nj [mI+1]
[wI+1][wI+2]
=
I+2∏
i=1
[1 + vi]
[wi]
− 1
[wI+1][wI+2]
(
q
∑I
i=1mi [1 + vI+2]− q−1−
∑I+1
i=1 ni [mI+1]
)
=
I+2∏
i=1
[1 + vi]
[wi]
− q
∑I+1
i=1 mi
[wJ+2]
.

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Lemma A.9 ([41, Lemma A.2]). We have
K∑
i=1
Ii · Ji + [2z + 2]
[1 + x+
∑K
i=1mi]
IK = [1 + x]
−1
[
2 + 2z + 2
K∑
i=1
mi
]
where
Ii :=
i∏
j=1
[2 + 2z + 2
∑K
k=jmk]
[2 + 2z +mj + 2
∑K
k=j+1mk]
,
Ji :=
[mi][x+ 3 + 2z +
∑i
j=1mj + 2
∑K
j=i+1mj ]
[1 + x+
∑i−1
j=1mj][1 + x+
∑i
j=1mj ]
.
Lemma A.10. Set vi :=
∑i
j=1(nj +mj). We have
I∑
i=1
q−
∑i
j=1 nj
[mi]
[vi]
i−1∏
l=1
[nl + vl−1]
[vl]
= 1− q
∑I
i=1mi
I∏
l=1
[nl + vl−1]
[vl]
(113)
Proof. We prove Lemma by induction on I. Let f(I) be the left hand side of Eqn.(113). By a
straightforward calculation, Lemma holds true for I = 1. We have
f(I + 1) = f(I) + q−
∑I+1
j=1 nj
[mI+1]
[vI+1]
I∏
l=1
[nl + vl−1]
[vl]
= 1−
I∏
l=1
[nl + vl−1]
[vl]
{
q
∑I
i=1mi − q−
∑I+1
j=1 nj
[mI+1]
[vI+1]
}
= 1− q
∑I+1
i=1 mi
I+1∏
l=1
[nl + vl−1]
[vl]

Lemma A.11. Set vi :=
∑i
j=1(nj +mj). We have
I∑
i=1
q−
∑i
j=1 nj [mi]
[1 + ni + vi−1]
I∏
j=i+1
[1 + vj]
[1 + nj + vj−1]
= q
I∏
j=1
[1 + vj ]
[1 + nj + vj−1]
− q1+
∑I
i=1mi(114)
Proof. We prove Lemma by induction. Let f(I) be the left hand side of Eqn.(114). By a straight-
forward calculation, Lemma holds true for I = 1. We have
f(I + 1) = f(I)
[1 + vI+1]
[1 + nI+1 + vI ]
+
q−
∑I+1
j=1
nj [mI+1]
[1 + nI+1 + vI ]
= q
I+1∏
j=1
[1 + vj ]
[1 + nj + vj−1]
+
1
[1 + nI+1 + vI ]
{
q−
∑I+1
j=1
nj [mI+1]− q1+
∑I
i=1mi [1 + vI+1]
}
= q
I+1∏
j=1
[1 + vj ]
[1 + nj + vj−1]
− q1+
∑I+1
i=1 mi

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Lemma A.12. Set vi :=
∑i
j=1(nj +mj). We have
(115)
I∑
i=1
q−
∑i
k=1 nk
[mi]
[1 + ni + vi−1]
i−1∏
j=1
[nj + vj−1]
[vj ]
I∏
j=i+1
[1 + vj]
[1 + nj + vj−1]
×
{
(1 + q−2)q
∑i−1
k=1
mk − q−1−
∑i
k=1 nk
[mi − 1]
[vi]
}
= q−1
I∏
i=1
[1 + vj]
[1 + nj + vj−1]
− q2
∑I
k=1mk−1
I∏
i=1
[ni + vi−1]
[vi]
Proof. We prove Lemma by induction on I. Let f(I) be the left hand side of Eqn.(115). By a
direct calculation, Lemma holds true for I = 1. We have
f(I + 1) = f(I)
[1 + vI+1]
[1 + nI+1 + vI ]
+ q−
∑I+1
k=1
nk
[mI+1]
[1 + nI+1 + vI ]
I∏
j=1
[nj + vj−1]
[vj ]
×
{
(1 + q−2)q
∑I
k=1mk − q−1−
∑I+1
k=1
nk
[mI+1 − 1]
[vI+1]
}
= q−1
I+1∏
i=1
[1 + vi]
[1 + ni + vi−1]
−
I∏
i=1
[ni + vi−1]
[vi]
{
q2
∑I
k=1mk−1
[1 + vI+1]
[1 + nI+1 + vI ]
−q−
∑I+1
k=1
nk
[mI+1]
[1 + nI+1 + vI ]
(
(1 + q−2)q
∑I
k=1mk − q−1−
∑I+1
k=1
nk
[mI+1 − 1]
[vI+1]
)}
= right hand side of Eqn.(115).

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