We establish new multidimensional martingales for Markov additive processes and certain modi cations of such processes (e.g., such processes with re ecting barriers). These results generalize corresponding one dimensional martingale results for L evy processes. This martingale is then applied to various storage processes, queues and Brownian motion models.
is also a martingale where Z t = X t + Y t for some process continuous Y t having nite expected variation on bounded intervals. For example, if Y t is the local time at zero then Z t is the re ected process, and it is easy to prove the formula Ee Z = j' 0 (0)j '( ) (1.2) for the limiting stationary random variable Z provided X has no negative jumps and ' 0 (0) = EX 1 < 0.
This paper is concerned with the extension of these martingales to nite extending (1.1). We demonstrate the applications of these martingales with various examples, in particular storage models, queues, Brownian motion and uid models. In section 2, we develop the general theory and the applications are considered in the rest of the paper.
To avoid confusion regarding novelty in the applications part we note the following. The results of Sections 3, 7 and 9 are new. Section 4 gives a general framework of how to use our martingale for re ected MAP's. The model of Section 5 has been considered before but with di erent methods and di erent looking solutions. Section 6 explains how to apply the martingale in the Markov modulated M/G/1 queue and what are the problems that one faces when trying to apply it in too great a generality. Section 8 discusses a two sided re ected Markov modulated Brownian motion, complementing earlier results for the one sided re ection which have been considered in the literature (with di erent methods).
We remark that the main goal of these applications is to provide a general guide to the path of the various steps needed to be performed in applying the martingale and therefore explicit solutions are sometimes not given in complete detail. J = fJ t j t 0g which is a right continuous irreducible nite state space continuous time Markov chain with rate transition matrix Q. Moreover, we allow X to have additional jumps at transition epochs of J. To be more precise, let f1; : : :; Kg be the states and let fX i j 1 i Kg be independent right continuous L evy processes, that is, having stationary increments with X i (t) ? X i (s) being independent of F s for every 0 s < t, with X i (0) = 0, each having an exponent ' i ( ) = log(Ee X 1 ) which is well known to exist for all with <( ) = 0 or <( ) 0 (<( ) 0) whenever negative (positive) jumps are bounded. Actually, since any L evy process is an independent sum of a L evy process with bounded jumps and a compound Poisson process with real valued jumps (see 19]), the exponent is de ned for any complex for which the jumps of the compound Poisson part have a nite moment generating function. Also it is assumed that the chain J is independent of X 1 ; : : :; X K .
In addition let fU ij j 1 i; j Kg and fU ij n j n 1; 1 i; j Kg be independent random variables, which are also independent of X 1 ; : : :; X K and J, such that for every i; j; n, U ij n and U ij are identically distributed with distribution function G ij ( ). For a complex we denoteG ij ( ) = E exp( U ij ) whenever de ned.G ij ( ) is always de ned for <( ) = 0, and when U ij are bounded below (above) it is de ned whenever <( ) ( ) 0. We assume that U ii 0, that is, with G ii (0) = 1 andG ii ( ) 1. Letting fT i j i 0g be the jump epochs of our Markov chain J (with T 0 = 0) it is assumed that for every i; j; n, U ij n is F Tn measurable and that U ij is in F 0 . We can now de ne our process X as follows:
X t = X 0 + Note that for the one state case (that is, without modulation), and when <( ) = 0, (2.4) is the usual Wald martingale for the L evy process X 1 . Also note that in general h and could be complex valued.
Proof: It su ces to prove the result when X 0 = 0. It is straightforward to check that with a ij (t) = E 0;i e Xt Proof: The form of M 0 follows directly from (2.9) by setting Y t = (1+ = )L t , observing that the points of increase of L are contained in ftj Z t = 0g and, since there are no negative jumps (under either 1 or 2), that L is continuous. Since L is nondecreasing and L 0 = 0, its variation on the interval 0; t] is L t , thus in order to complete the proof we need to argue that EL t is nite for any initial condition. >From application (a) in 14] we know that for any L evy process V with no negative jumps and V 0 = 0, we have that EL 0 t < 1 where L 0 t = ? inffV s j0 s tg. This is true regardless of whethere EV t is positive negative or even in nite. Thus if we let L i;0 t = ? inffX i s j0 s tg then it is clear that EL i;0 t is nite for every i (obviously, independent of initial conditions). It is easy to check that X t + P K i=1 L i;0 t 0, thus it follows by the minimality of L that L t P K i=1 L i;0 t which implies E x;i L t < 1 for every x and i.
A Markov{modulated EOQ model
Consider the following stochastic version of the EOQ model ( 16] Our aim is to show how the stationary distribution can be computed using the martingales of Section 2. Note that (V; J) can be seen as a boundary modi cation of the MAP (X; J) where X has piecewise linear sample paths, with slope ?d(j) on intervals where J = j: the evolution of (V; J) and (X; J) is the same until the content level (V or X) hits zero.
De ne = infft : V t = 0g = infft : X t = 0g : The rst step is to evaluate p ij = P q(i);i (J = j). Let Now let be the stationary probability vector for the transition matrix (p ij ). In particular, is the unique probability vector satisfying We nally note that when there is only one state, the above results in EV = q(1)=2, which is obvious. 4 The stationary distribution of re ected Markov additive processes
We consider Z t = X t + L t as in Corollary 2.1 Let i = EX i 1 = ' 0 i (0), let be the stationary distribution of J and assume that < 0. Starting J with its stationary distribution it is clear that X has stationary increments and thus it is well known that Z is tight (e.g. Theorems 11 and 13, p. 24 of 11]). Since J has a nite state space, the Markov process, (Z; J) is tight and thus has a stationary version. Let (Z ; J ) refer to a stationary pair of r.v.'s. The aim is to give an expression for Ee Z 1 J , when <( ) 0.
Assume (Z t ; J t ) stationary, i.e. started with the distribution of (Z ; J We write E + = fj 2 E : r j > 0g, E ? = fj 2 E : r j 0g. Obviously,`j (de ned in Section 4) can only be non{zero when j 2 E ? and, since in this case L t = ? R t 0 r Js 1 fZs=0g dt, it is then easily seen that j = ?r j P(Z = 0; J = j) : 
The Markov{modulated M/G/1 queue
We next consider the workload process fZ t g t 0 of a queue with arrivals governed by Neuts' Markovian arrival process ( 17] ). More precisely, the governing environment is a Markov process fJ t g t 0 with K < 1 states, such that the arrival rate is j and the service time (jump size) distribution is B j on intervals where J t = j. Thus ' i ( ) = i (B i ( ) ? 1) ? : Jumps of fJ t g t 0 may trigger an arrival so that at a transition of fJ t g from i to j 6 = i, a customer having service time distribution G ij arrives; here G ij may have an atom at zero. If G ij is degenerate at zero, we have the Markov{ modulated M/G/1 queue, and a phase{type renewal arrival process is covered by the case where j = 0 for all j.
The obvious idea for computing the local time vector`is now just as for the uid model, to determine the roots 1 ; : : :; p of F( ) = 0 with <( ) > 0 and the corresponding eigenvectors. Formally, one then arrives at just the same equations as for the uid model. For a rigorous proof, one needs, however, to observe the following points:
1. The processes fe ? k Z k h J k ( k )g fail to be integrable (or even local martingales) for all k and hence there is no chance of applying our martingales directly.
Exactly as in 5]
, the problem 1. can be circumvented by assuming the provided that an order is not already placed but not received, and received after a random time distributed as U (the lead time). When an order is received at time t, a new one is placed immediately if V t? < q, and at time inffs > t : V s = qg when V t? > q. See Fig. 1 for an illustration. Our objective is to calculate the Laplace transform Ee V of the steady{ state inventory level V . In 7] , the case where the lead time U has a phase{type distribution was considered. This is almost{general since PHT distributions are dense, but in 7], it was needed to assume that Y > q a.s. Thus we concentrate here on avoiding the assumption Y > q by allowing Y to be PHT with m phases, initial state distribution vector and phase generator T. To avoid unnecessary overlap with 7], we make the simplifying assumptions of an exponential lead time U, say with rate . The PHT assumption will allow us to construct an auxiliary re ected MAP (Z t ; J t ), such that we can extract the non{trivial steps in the calculation of Ee V from our martingale identities for (Z t ; J t ).
The idea in the de nition of (Z t ; J t ) is to stretch a jump of size Y to a segment of length Y in which the process increases linearly at unit rate and the underlying Markov process moves according to T. Thus the MAP (X t ; J t ) is de ned by letting J have states 0; 1; : : :; m. When J t = 0, X t evolves as Brownian motion with drift -1 and unit variance. A jump to a state 1; : : :; m occurs at rate , and the state is then chosen according to . After that, J t evolves according to T and X t increases linearly at unit rate until the phase process terminates, and J t is set to 0. This means that The detailed calculations now proceed as follows. (8.2) To argue that EL t < 1 (so that EU t EX t + EL t is nite and hence Y t = L t ? U t has nite expected variation on nite intervals), we consider a secondary process which starts at the origin, is re ected at the origin and at b, and every time J changes states, a negative jump is introduced which brings the process back to the origin. The expected number of times we enter each state in the interval 0; t] is nite. During each such interval T n ; T n+1 ) (possibly with T n+1 = t), if the state of J is j, it follows that L(T n+1 ) ? L(T n ) is bounded above by L n;j (T n+1 ? T n ) L n;j (t), where L n;j and U n;j are such that X n;j (s) + L n;j (s) ? U n;j (s) is a Brownian motion re ected at 0 and b and fX n;j j n 1g are independent copies of X j . Thus We now recall that it was assumed that i > 0 for 1 i K. In case i = 0 for some i, we know that if i 0 then`i = 0 and if i 0 then u i = 0, so that for each i such that i = 0 and i 6 = 0 we only need to compute one unknown (either`i or u i rather than two and if i = i = 0 then`i = u i = 0 so that there are no unknowns to be computed. The number of roots of jF( )j is reduced respectively since this will be a polynomial with degree equal to the number of unknown`i and u i . In particular, if m of the di usion coe cients are zero (the rest being positive), and the drifts corresponding to k of those m are zero (the rest being nonzero), then the number of unknown`i and u i and the degree of the polynomial jF( )j are both 2(K ?m)+(m?k) = 2K ?m?k. 9 Re ected MAP at an exponential time Assume that X 0 = 0, that J is initiated with its stationary distribution , and let Z and L be as in Corollary 2.1. Let T be an exponential random variable with rate > 0 which is independent of the MAP (X; J) (hence of (L; Z; J)). is repetitive and will be ommited. Nevertheless, there is an interesting phenomenon that we do want to point out which occurs whenever ' i and are such that there is a single real valued < 0 such that ' i ( ) = for all 1 i K. Of course, typically this does not occur, but on the other hand, it is possible that all ' i ( ) (convex as functions of a real variable) pass through the same two points (0; 0) and ( ; ) without having to be identical functions. For example, for the Brownian motion case, in which ' i are quadratic, there are an in nite number of ways to choose and so that 2 2 =2 + = for any given < 0 and > 0. We thus introduce the following result.
Corollary 9.1 If in addition to the assumptions of Corollary 2.1, for a given there is a real valued < 0 such that ' 1 ( ) = : : : = ' K ( ) = ; (9.4) then L T is exponentially distributed with rate j j. We note that the fact that L T is exponentially distributed for the single state case is well known. We also point out that in the two dimensional case, it often happens that there is an < 0 for which the two exponents are equal. Thus, in such a case there always is a value for which L T is exponentially distributed. Hence, multiplying both sides of (9.5) by e and performing the obvious manipulations gives Ee L T = j j j j ? (9.7) for < 0 which implies the result.
