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Abstract
Local operations with classical communication (LOCC) and separable operations are two
classes of quantum operations that play key roles in the study of quantum entanglement. Sep-
arable operations are strictly more powerful than LOCC, but no simple explanation of this
phenomenon is known. We show that, in the case of von Neumann measurements, the ability
to interpolate measurements is an operational principle that sets apart LOCC and separable
operations.
1 Introduction
LOCC is defined operationally as the set of all quantum operations that several separated parties
can implement given access to unlimited local quantum information processing and classical com-
munication between them. Unfortunately, the class lacks a succinct mathematical description and
hence is often hard to work with. In contrast, the class of separable operations, which is easily
seen to encompass all LOCC operations, has a succinct and easy-to-use mathematical descrip-
tion. However, unlike LOCC, the class of separable operations does not have a natural operational
interpretation.
Despite known quantitative separations between the two classes [BDF+99, CLMO12, KTYI07,
Koa09, CCL12a, CCL12b, CH13], it is not understood what determines whether a given separable
operation can or cannot be implemented with LOCC. In this paper, we draw intuition from the
proof in [BDF+99] and answer the above question for separable von Neumann measurements. In
[BDF+99], the authors divided any LOCC measurement into two stages but did not distinguish
between LOCC and separable measurements in any other way. Here, we show that the possibility
to interpolate a measurement to obtain partial information is intrinsic to LOCC but not separable
von Neumann measurements. More precisely, a separable von Neumann measurement can be inter-
polated only if it can be decomposed into two nontrivial steps, the first of which can be performed
by a finite LOCC protocol. Therefore, the ability to interpolate is an operational principle that
distinguishes LOCC from separable von Neumann measurements.
Another operational distinction between LOCC and separable measurements is suggested by
the work of [KTYI07, Koa09] in the context of unambiguous state discrimination. Their result
relies on the fact that LOCC protocols alternate between actions of the two parties, whereas
general separable operations need not have this form. However, it remains open whether this
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property characterizes the difference between LOCC and separable operations, even in the setting
of unambiguous state discrimination.
This paper is organized as follows. In Section 2 we discuss separable and LOCC measurements
in the context of state discrimination. In Section 3 we define interpolation, the central concept
of this work, and discuss interpolatability of arbitrary measurements (see Theorem 1). Our main
result regarding interpolatability of separable and LOCC measurements is presented in Section 4
(see Theorem 2). We conclude in Section 5.
For simplicity, we present our results for the bipartite case. However, as the reader can easily
verify, the same arguments hold for any number of parties.
2 Separable and LOCC measurements
Let Pos(Cn) be the set of all positive semidefinite operators acting on Cn and let [k] := {1, . . . , k}.
We describe a k-outcome measurement M on an n-dimensional system using its POVM elements
{Ei}i∈[k], where
∑k
i=1Ei = I and each Ei ∈ Pos(Cn). We call the set {Ei}i∈[k] the POVM of M.
The probability to obtain the outcome i ∈ [k] upon measuring a state ρ is Tr(Eiρ). If the POVM
elements of M are mutually orthogonal projectors, we say that M is a projective measurement. If
in addition, each POVM element is rank one, then we say thatM is a von Neumann measurement.
Such measurements are in one-to-one correspondence with ordered orthonormal bases of Cn (up
to a phase factor for each basis vector). Therefore, a von Neumann measurement can be specified
by the orthonormal basis it measures in. We say that a measurement M is trivial if all its POVM
elements are proportional to the identity matrix. We use I to denote the trivial measurement with
exactly one POVM element, I.
Definition 1 (Coarse graining). Let M and M˜ be two measurements with POVMs {E1, . . . , Ek}
and {F1, . . . , Fm}, respectively. We say that M˜ is a coarse graining ofM if there exists a partition
(Λ1, . . . ,Λm) of [k] such that Fi =
∑
j∈Λi
Ej for all i ∈ [m].
We call a measurementM on CdA⊗CdB separable, and writeM ∈ SEP, if each POVM element
has the form Ei =
∑
j aj ⊗ bj for some aj ∈ Pos(CdA) and bj ∈ Pos(CdB ). Note that any separable
measurement is a coarse graining of some measurement with product POVM elements.
Any LOCC protocol P implements a quantum operation of the form
ρ 7→
∑
m∈Λ
|m〉〈m| ⊗ (Am ⊗Bm)ρ(A†m ⊗B†m), (1)
where Λ is the set of all terminating classical measurement records and Am ⊗ Bm is the Kraus
operator corresponding to record m (see Section 2.2.2 of [CLMO12] for more details). We refer
to the operators (A†mAm) ⊗ (B†mBm) as the POVM elements of the protocol P. We say that P
implements a measurementM with POVM {Ei}i if the set Λ can be partitioned into parts Λi such
that
Ei =
∑
j∈Λi
(A†jAj)⊗ (B†jBj). (2)
Operationally, the partition corresponds to classical post-processing after the execution of P, coarse-
graining all outcomes in Λi for each i. When M is a von Neumann measurement, each POVM
element Ei in Eq. (2) is rank one. Thus (A
†
jAj)⊗ (B†jBj) is proportional to Ei for all j ∈ Λi, and
Ei is necessarily a tensor product operator. Hence, if a von Neumann measurement in a basis S
can be implemented with LOCC then S consists only of tensor product vectors. We call such bases
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product bases. Since non-orthogonal states can never be perfectly distinguished, to discriminate
states from an orthogonal set S with certainty one can only apply non-disturbing measurements,
defined as follows.
Definition 2 (Non-disturbing measurement). We say that a measurement M is non-disturbing
for a set of orthogonal states S if 〈ψ|E|φ〉 = 0 for all POVM elements E of M and all distinct
|ψ〉, |φ〉 ∈ S.
Similar to [CLM+12], we think of LOCC as a class of quantum operations rather than a class of
tasks or protocols. Given a measurement M, we write M ∈ LOCCN if there exists a finite LOCC
protocol that implements M.
We show in the following lemma that the problem of implementing a measurementM in a basis
S with finite LOCC is equivalent to the problem of perfectly discriminating the states from S with
finite LOCC. Throughout the paper, we use the two perspectives interchangeably.
Lemma 1. Let M be a von Neumann measurement in a basis S. A finite LOCC protocol P
implements measurement M if and only if P discriminates the states from S with certainty.
Proof. Clearly, given an LOCC protocol P that implements the measurementM in the basis S, we
can use the measurement outcome to discriminate the states from S with certainty using LOCC.
Conversely, suppose P discriminates the states from S with certainty using LOCC. Consider any
nonzero POVM element E ⊗ F of P. Since P discriminates the states from S with certainty,
〈ψ|(E ⊗ F )|ψ〉 = 0 for all but one of the states |ψ〉 ∈ S. This means that E ⊗ F is proportional to
one of the projectors in M. By applying the same argument to all nonzero POVM elements of P,
we can partition them according to the states on which they project. Since the POVM elements
must sum to I, the resulting LOCC protocol implements M.
3 Interpolation of measurements
In this section we consider the problem of implementing a von Neumann measurement in two stages,
i.e., as a sequence of two measurements followed by coarse graining. In addition, we want to control
how much progress is made during the first stage.
3.1 Progress function
To quantify the progress of the first measurement, we introduce a function that assigns numerical
values to POVM elements. We take its range to be [0,∞) (the set of non-negative real numbers).
Each value indicates how much progress is made when a particular measurement outcome occurs;
a larger value corresponds to more progress.
Any such progress function must satisfy some operationally-motivated properties. First, it
must be continuous. Second, it must vanish on POVM elements that are non-informative (i.e.,
proportional to the identity matrix). Third, as we want to measure the progress conditioned on
having obtained a particular outcome, the progress function must be scale-invariant (i.e., it remains
the same when the POVM element is multiplied by a positive scalar). Fourth, since coarse graining
corresponds to discarding classical information, the progress achieved by a coarse-grained operator∑
iEi must not exceed that of the most informative Ei. We call the last condition quasiconvexity.
Definition 3 (Progress function). A continuous function µ : Pos(Cn) \ {0} → [0,∞) such that
µ(I) = 0, µ(tE) = µ(E) for all t > 0, and µ(E+F ) ≤ max{µ(E), µ(F )} for all E,F ∈ Pos(Cn)\{0}
is called a progress function.
3
3.2 Interpolation
We are interested in measurements M whose outcome statistics can be reproduced by a two-stage
process: first perform some measurement M1 and then, conditioned on the outcome i, perform
some other measurement M(i)2 . More formally:
Definition 4 (Composition of measurements). LetM1 be a measurement with POVM {E1, . . . , Ek}
and let M2 be a measurement with POVM
{|i〉〈i| ⊗ E(i)j }ij such that for each i, the set {E(i)j }j is
a POVM of some measurement M(i)2 . We say that a measurement M is a composition of M1 and
M2, and write M =M2 ◦M1, if M is a coarse graining (see Definition 1) of a measurement with
POVM {
E
1
2
i E
(i)
j E
1
2
i
}
ij
. (3)
As a shorthand, we denote the second measurement M2 =
⊕
i∈[k]M(i)2 .
Note that due to coarse graining, the POVM elements in Eq. (3) that sum to a POVM element
E of the measurement M need not all be proportional to E. In such a case M2 ◦ M1 does not
reproduce the post-measurement state of M for the outcome corresponding to E. However, if M
is a von Neumann measurement, then each POVM element E of M is rank one, so the POVM
elements in Eq. (3) that correspond to E must be proportional to E. Therefore, any M2 ◦ M1
that reproduces the measurement statistics of a von Neumann measurementM also reproduces its
post-measurement states.
A progress function together with the ability to compose measurements allows us to speak
of measurement interpolation, a two-stage implementation of a measurement where the amount of
progress achieved in the first stage can be controlled. In general, some measurement outcomes might
be more informative than others. In an ε-interpolation, the progress after the first measurement is
at most ε regardless of the outcome obtained.
Definition 5 (ε-interpolation). Let ε ≥ 0. An ε-interpolation of a measurement M with respect
to a progress function µ is a pair of measurements M1 (with POVM {E1, . . . , Ek}) and M2 such
that
• max
i∈[k]
µ(Ei) = ε and
• M =M2 ◦M1 where M2 =
⊕
i∈[k]M(i)2 for some measurements M(i)2 .
The following theorem from [KKB11] (whose idea originates in [BDF+99]) shows that any
measurement can be ε-interpolated. Note that this theorem does not require the progress function
to be quasiconvex.
Theorem 1 ([KKB11]). Let µ be any progress function (see Definition 3). Then any measurement
M can be ε-interpolated with respect to µ for any ε ∈ [0, λ], where λ := maxi µ(Fi) and {F1, . . . , Fk}
is the POVM for M.
Proof. Let c1, . . . , ck ≥ 0 be constants and define c := (1 +
∑
i ci)
−1. Define POVM elements for
M1 as
Ei := c (ciI + Fi) (4)
for all i ∈ [k]. Let M2 :=
⊕
i∈[k]M(i)2 , where M(i)2 has POVM {E(i)1 , . . . , E(i)k } with
E
(i)
j :=
{
δijI if ci = 0,
c (ci + δij)E
− 1
2
i FjE
− 1
2
i otherwise.
(5)
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First we check that the above definitions correspond to valid measurements. This is immediate
for M1 and also for M(i)2 when ci = 0. To see that each M(i)2 is a valid measurement if ci > 0,
note that in this case the matrix Ei has full rank and hence E
− 1
2
i is well-defined. Furthermore,∑
j
E
(i)
j = E
− 1
2
i c
∑
j
(ciFj + δijFj)E
− 1
2
i = E
− 1
2
i c (ciI + Fi)E
− 1
2
i = E
− 1
2
i EiE
− 1
2
i = I. (6)
We now show that the measurements M1 and M(i)2 satisfy the two conditions of ε-interpolation
in Definition 5. First, note that Ei changes continuously from F˜i := (1 +
∑
k 6=i ck)
−1Fi to I
as ci changes from 0 to ∞. Since the progress function µ is continuous on nonzero operators,
the parameter ci can be chosen so that µ(Ei) achieves any value between µ(F˜i) = µ(Fi) and
µ(I) = 0. Hence, for any ε ∈ [0, λ] we can choose ci so that µ(Ei) = min{ε, µ(Fi)}. Now recall that
µ(tEj) = µ(Ej) for all t > 0. Therefore, changing ci does not affect the value of µ(Ej) for j 6= i, so
µ(Ei) can be adjusted independently for each i. Thus for any ε ∈ [0, λ] the parameters ci can be
chosen so that maxi µ(Ei) = ε.
Finally, to see thatM = (⊕i∈[k]M(i)2 )◦M1, observe that the POVM elements of the right-hand
side have the form
E
1
2
i E
(i)
j E
1
2
i = c (ci + δij)Fj . (7)
This expression holds even if ci = 0, since in that case E
1
2
i E
(i)
j E
1
2
i = δijEi = cδijFj . Since∑
i c (ci + δij)Fj = Fj , coarse graining over i and labeling the measurement outcome by j gives the
desired measurement M.
Theorem 1 states that any measurement can be ε-interpolated for small enough ε when the
type of measurement in the interpolation is unrestricted. In Theorem 2 we will see that this is not
the case for interpolation with a restricted type of measurement.
3.3 Interpolation in SEP
When interpolating a separable measurement, it is natural to demand that both stages of the
interpolation are also separable measurements. Recall that if M1 is separable, then each POVM
element E for M1 must be of the form E =
∑
j aj ⊗ bj . Here the coarse graining over index j can
be viewed as giving away the information about j to the environment. We wish to measure the
achieved progress by taking into account all extracted classical information, even if it is held by
the environment. Therefore, when interpolating within SEP we modify Definition 5.
Definition 6 (ε-interpolation in SEP). Let M be a separable measurement. We say that M can
be ε-interpolated in SEP for ε ≥ 0 if M has an ε-interpolation (⊕i∈[k]M(i)2 ) ◦M1 such that
• the measurements M1 and M(i)2 for all i ∈ [k] are separable, and
• max
i
µ˜(Ei) = ε, where {E1, . . . , Ek} ⊆ Pos(CdA⊗CdB ) is the POVM forM1 and µ˜ is obtained
by minimizing over all product decompositions:
µ˜(E) := min
{
max
j
µ(aj ⊗ bj) : E =
∑
j
aj ⊗ bj
}
(8)
where aj ∈ Pos(CdA) \ {0} and bj ∈ Pos(CdB ) \ {0}.
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Note that the minimum in the definition of µ˜ is always achieved: µ is scale invariant and we
can use Carathe´odory’s theorem to bound the number of terms in the sum
∑
j aj ⊗ bj .
Consider the relationship between Definition 5 and Definition 6. Suppose we replace aj ⊗ bj
with a general Fj ∈ Pos(CdA ⊗ CdB ) in Eq. (8). Then E = F1 is a valid decomposition of E,
so µ˜(E) ≤ µ(E). On the other hand, µ˜(E) ≥ µ(E) because µ(E) = µ(∑j Fj) ≤ maxj µ(Fj) by
quasiconvexity of µ. Therefore, the requirement maxi µ(Ei) = ε in Definition 5 is equivalent to
maxi µ˜(Ei) = ε in Definition 6 (without the product constraint).
3.4 Product interpolation
We now define product interpolation, a notion that facilitates our derivations in the next section.
Definition 7 (Product ε-interpolation). LetM2 ◦M1 be an ε-interpolation of a measurementM.
We say that M2 ◦M1 is a product ε-interpolation of M if all POVM elements of M1 have tensor
product form.
The following two simple lemmas show that product interpolation and interpolation in SEP are
closely related. These lemmas are crucial for proving Lemma 4 and Theorem 2, respectively.
Lemma 2. If M can be ε-interpolated in SEP then M has a product ε-interpolation that is also
an interpolation in SEP.
Proof. If M can be ε-interpolated in SEP, then the first-stage measurement M1 can be chosen to
have tensor product POVM elements. This is because any POVM element E =
∑
j aj ⊗ bj of the
first-stage measurement can be replaced with its fine-grained product operators aj ⊗ bj achieving
the minimum in the definition of µ˜.
Lemma 3. Let M2 ◦M1 be a product ε-interpolation of M with M2 ∈ SEP. Then M2 ◦M1 is
also an ε-interpolation of M in SEP.
Proof. According to Definition 7, M1 has only product POVM elements and hence is separable.
By assumption, M2 ∈ SEP and therefore M =M2 ◦M1 ∈ SEP.
Let the POVM forM1 be {c1⊗d1, . . . , ck⊗dk}. According to Definition 5, maxi µ(ci⊗di) = ε.
To see thatM2◦M1 is also an ε-interpolation ofM in SEP, it remains to show that maxi µ˜(ci⊗di) =
ε. By the quasiconvexity of µ, for any c ⊗ d and any decomposition ∑j aj ⊗ bj = c ⊗ d, we have
µ(c⊗ d) ≤ maxj µ(aj ⊗ bj). Therefore µ(ci ⊗ di) = µ˜(ci ⊗ di) and the lemma follows.
4 Main result
In this section we prove our main result concerning ε-interpolation of von Neumann measurements
in SEP. Recall from Lemma 1 the equivalence between a von Neumann measurement and the
task of state discrimination for an orthonormal basis S. If 〈ψ|E|ψ〉 = 0 for some |ψ〉 ∈ S and
some POVM element E, the corresponding outcome eliminates |ψ〉. To capture the intuition that
significant progress is made in this case, we focus on progress functions whose values for such E
cannot be arbitrarily small.
Definition 8 (Threshold). A progress function µ (see Definition 3) has threshold µ0 > 0 with
respect to an orthonormal basis S if µ(E) ≥ µ0 for all nonzero E ∈ Pos(Cn) such that 〈ψ|E|ψ〉 = 0
for some |ψ〉 ∈ S.
As a concrete example, consider the following progress function [CLMO12].
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Example. Let S ⊆ Cn be an orthonormal basis. Consider µ : Pos(Cn) \ {0} → [0,∞) given by
µ(E) :=
max|ψ〉∈S〈ψ|E|ψ〉
Tr(E)
− 1|S| . (9)
The first term in Eq. (9) is the maximum probability of making a correct guess if the outcome
corresponds to E, so µ measures the deviation of the best guess from a uniformly random guess. It
is easy to verify that µ satisfies the conditions of Definition 3 and hence is a valid progress function.
If 〈ψ|E|ψ〉 = 0 for some |ψ〉 ∈ S, then the first term is at least 1
n−1 , so µ has threshold µ0 =
1
n(n−1) .
The following lemma shows that if a separable von Neumann measurement M in a basis S
can be ε-interpolated for some small ε, then there exists a nontrivial local measurement that is
non-disturbing for S (see Definition 2). Intuitively this means that some part of the measurement
M can be implemented by LOCC (we formalize this intuition later in Theorem 2, our main result).
Lemma 4. Let M ∈ SEP be a von Neumann measurement in a basis S ⊆ CdA⊗CdB and let µ be a
progress function with threshold µ0 with respect to S (see Definition 8). If M can be ε-interpolated
in SEP for some ε ∈ (0, µ0), then there exists a projective measurement L of the form A ⊗ I or
I ⊗ B that is non-disturbing for S and achieves progress µ(E) ≥ µ0 for all E ∈ L.
Proof. Assume that M admits an ε-interpolation in SEP for some ε ∈ (0, µ0). By Lemma 2 it
also admits a product ε-interpolation (see Definition 7). Let M1, with POVM {Ei = ai ⊗ bi}i, be
the first measurement in some product ε-interpolation of M. Since the measurement M perfectly
discriminates the states from S, M1 must be non-disturbing, i.e.,
〈ψj |Ei|ψk〉 = 0 (10)
for all Ei and all distinct j, k ∈ [dAdB ]. It follows that each Ei is diagonal in the basis S. Thus,
for each i and k there exists λik ≥ 0 such that
Ei|ψk〉 = λik|ψk〉. (11)
If any λik = 0, then 〈ψk|Ei|ψk〉 = 0 and hence µ(Ei) ≥ µ0. Yet this contradicts the interpolation
condition requiring that µ(Ei) ≤ ε < µ0. Thus λik > 0 for all i, k.
Now, using the fact that each Ei = ai ⊗ bi and each |ψk〉 = |αk〉 ⊗ |βk〉 for a product basis S,
we rewrite Eq. (11) as
(ai ⊗ bi)|αk〉 ⊗ |βk〉 = λik|αk〉 ⊗ |βk〉. (12)
Strict positivity of λik implies bi|βk〉 6= 0 and thus
ai|αk〉 = ηik|αk〉, (13)
where ηik = λik/‖bi|βk〉‖2 > 0. Thus (ai ⊗ IB)|ψk〉 = ai|αk〉 ⊗ IB |βk〉 = ηik|ψk〉, so
〈ψj |(ai ⊗ IB)|ψk〉 = 0 (14)
for all distinct j, k. Thus the matrix ai ⊗ IB is diagonal in the basis S, and so is each Πi,η ⊗ IB ,
where Πi,η is the projector onto the eigenspace of ai with eigenvalue η. Hence
〈ψj |(Πi,η ⊗ IB)|ψk〉 = 0 (15)
for all distinct j, k and all η ∈ spec(ai). If Ai is the projective measurement onto the eigenspaces
of ai, with POVM {Πi,η : η ∈ spec(ai)}, then the joint measurement Ai⊗I is non-disturbing for S
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according to Eq. (15). Note that unless ai = IA, we have 〈ψ|(Πi,η ⊗ IB)|ψ〉 = 0 for some |ψ〉 ∈ S.
In this case µ(E) ≥ µ0 for all POVM elements E of Ai ⊗ I. The same holds for I ⊗ Bi which can
be defined similarly.
It remains to show that for some i at least one of Ai⊗I and I ⊗Bi is nontrivial. Consider an i
such that µ(Ei) = ε. Since ε > 0, ai ⊗ bi is not proportional to the identity matrix. Thus either ai
is not proportional to the identity matrix and hence Ai ⊗ I is nontrivial, or bi is not proportional
to the identity matrix and I ⊗ Bi is nontrivial.
Now we are ready to prove our main theorem, establishing interpolatability as an operational
principle that distinguishes LOCC and separable von Neumann measurements.
Theorem 2. Let M ∈ SEP be a von Neumann measurement in a basis S ⊆ CdA ⊗ CdB and let
µ be a progress function with threshold µ0 with respect to S (see Definition 8). Then M can be
ε-interpolated in SEP for some ε ∈ (0, µ0) if and only if M =M2 ◦M1 for some M2 ∈ SEP and
some M1 ∈ LOCCN that achieves progress µ(E) ≥ µ0 for all POVM elements E of M1.
Proof. (⇒) Assume that M can be ε-interpolated in SEP for some ε ∈ (0, µ0). Then by Lemma 4
there exists a local k-outcome measurement A on one of the parties, say Alice, such that A⊗ I is
non-disturbing for S and achieves progress µ(E) ≥ µ0 for all POVM elements E of A⊗ I. Choose
M1 = A⊗I andM2 =
⊕
i∈[k]M. Since A⊗I is non-disturbing for S, coarse graining according to
the outcomes ofM2 implements the original measurementM in the basis S. HenceM =M2 ◦M1
where M2 ∈ SEP and M1 ∈ LOCCN.
(⇐) Assume that M =M2 ◦M1 for some M2 ∈ SEP and some M1 ∈ LOCCN that achieves
progress µ(E) ≥ µ0 for all E in the POVM of M1. To obtain the desired ε-interpolation of M,
we locate the earliest measurement in an LOCC implementation for M1 that achieves nonzero
progress. By ε-interpolating this local measurement we obtain an ε-interpolation ofM1 and hence
of M. We now formalize this idea.
Consider an LOCC protocol for implementing M1. We can naturally represent this protocol
as a rooted tree T , where the nodes in each level correspond to measurements performed in the
corresponding round of the protocol (see Section 2.2.4 of [CLMO12] for more explanation). We
define a subtree T ′ of T recursively as follows (see Figure 1 for an example). First, we include the
root of T in T ′. Next, if a vertex v is in T ′ and all children of v have zero progress, then we include
the children of v in T ′ as well. We obtain the desired ε-interpolation of M by interpolating the
measurement at some leaf v′ of T ′.
v′
T ′
A
Figure 1: An example of a protocol tree T and its corresponding subtree T ′ (gray region). We use black
edges and empty nodes to indicate that zero progress is made at that point of the protocol. Purple edges
and solid nodes indicate nonzero progress. Since the marked node v′ has a child with nonzero progress, we
can ε-interpolate the local measurement A at v′ (blue region) for some nonzero ε.
We claim that µ must be nonzero at some leaf of T . This holds because µ(E) ≥ µ0 for all
POVM elements E of M1, E is obtained by coarse graining measurement operators corresponding
to the leaves, and µ is quasiconvex. By construction, T ′ has some vertex v′ with a child outside
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of T ′ with nonzero progress. Assume without loss of generality that Alice is the party performing
a local measurement at v′ and denote that measurement by A. In analogy to Eq. (3), define a
function µ′ on Alice’s space via
µ′(a) := µ
((√
a′a
√
a′
)⊗ b′), (16)
where a′ ⊗ b′ is the POVM element that has been applied upon reaching node v′. Note that µ′
is a valid progress function as it inherits all the properties required in Definition 3 from µ (e.g.,
µ′(IA) = µ(a
′ ⊗ b′) = 0 by construction). Let λ := maxa∈A µ′(a) and note that λ > 0 according to
our assumption that v′ has children with nonzero progress.
Now, using Theorem 1, we can ε-interpolate A with respect to µ′ for any ε ∈ (0,min{λ, µ0}) ⊆
[0, λ]. Any such ε-interpolation of A with respect to µ′ gives a product ε-interpolation of M1 with
respect to µ, where the second-stage measurements complete the original LOCC protocol described
by T . SinceM =M2 ◦M1, any product ε-interpolation ofM1 also gives a product ε-interpolation
of M. Finally, applying Lemma 3 yields an ε-interpolation of M in SEP.
To describe the consequences of Theorem 2, let us first consider an example.
Example. Let M be the von Neumann measurement corresponding to the product basis shown
in Figure 2. Let MLOCC ∈ LOCCN be a measurement implemented by the following two-step
protocol (intuitively, it “peels off” the two extra tiles):
1. Alice performs a two-outcome measurement {I−|3〉〈3|, |3〉〈3|} and sends the outcome to Bob.
2. If Alice got the first outcome, Bob applies the same measurement; otherwise he does nothing.
|0〉
|0〉
|1〉
|1〉
|2〉
|2〉
|3〉
|3〉
Alice
Bob
1
2
3
4
5
6
7
|ψ1〉 = |1〉|1〉
|ψ±2 〉 = |0〉|0 ± 1〉
|ψ±3 〉 = |2〉|1 ± 2〉
|ψ±4 〉 = |1± 2〉|0〉
|ψ±5 〉 = |0± 1〉|2〉
|ψi6〉 = (U3|i〉)|3〉 i ∈ {0, 1, 2}
|ψj7〉 = |3〉(U4|j〉) j ∈ {0, 1, 2, 3}
Figure 2: A product basis corresponding to domino states (dark gray) augmented with two extra tiles (light
gray). A tile of size l represents l states that are supported only on that tile (see [CLMO12] for more details).
All 16 states are listed on the right, where |x ± y〉 := (|x〉 ± |y〉)/√2. The light gray tiles are generated by
unitaries U3 and U4 of size 3×3 and 4×4, respectively, that have no zero entries in the computational basis.
For concreteness, Un could be the quantum Fourier transform modulo n.
Note that MLOCC in this example is non-disturbing, so it can be completed by some mea-
surement M′ ∈ SEP to obtain a decomposition M = M′ ◦ MLOCC as in Theorem 2. We can
specify M′ more precisely by describing the measurement associated to each outcome of MLOCC.
If either of the parties obtains |3〉〈3|, they are left with one of the two long tiles and the protocol
can be easily completed by a local measurement in an appropriate basis. Otherwise they are left
with the problem of discriminating the domino states. Then no nontrivial non-disturbing local
measurement is possible [GV01, WH02, Coh07], so Alice and Bob cannot proceed any further by
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using only LOCC. We call the remaining measurement purely separable since it can be completed
using separable operations, but no further progress can be made by LOCC without ruining the
orthogonality of the states.
5 Discussion
It is known that all LOCC measurements are separable but that some separable measurements are
not in LOCC [BDF+99, CLMO12]. Nevertheless, some separable measurements can be partially
implemented by LOCC. Purely separable measurements cannot even be partially implemented by
LOCC. The resulting hierarchy is shown in Figure 3.
MLOCC
MSEP ◦MLOCC
MSEP
Figure 3: Subclasses of separable von Neumann measurements. The innermost region corresponds to LOCC
measurements. The shaded region corresponds to measurements that can be partially implemented by LOCC,
i.e., decomposed as MSEP ◦ MLOCC as in Theorem 2. The white region corresponds to purely separable
measurements.
Our main result (Theorem 2) characterizes purely separable measurements as precisely those
for which ε-interpolation is not possible for any positive ε. We conclude that ε-interpolatability
for small ε > 0 is the key feature that distinguishes LOCCN from purely separable von Neumann
measurements. In fact, this observation can be boosted to LOCC (the closure of LOCC), where
M ∈ LOCC if there exists a sequence of measurements Mi ∈ LOCCN that converge to M (see
[CLM+12] for more details). This follows by combining Theorem 2 with the result of [KKB11] that
if M is a von Neumann measurement, then M ∈ LOCCN if and only if M∈ LOCC.
Our results suggest several open problems. One possible research direction is to extend our
results beyond von Neumann measurements. For example, can one generalize the notion of a
progress function and prove an analogue of Theorem 2 for general POVMs or for the task of
discriminating orthonormal states from an incomplete product basis?
Taking the idea of interpolation further, it could also be fruitful to find a continuous-time
description of LOCC protocols. Such a description might give a new perspective on LOCC and a
new tool for analyzing it. In particular, is it possible that the optimal protocol for some task is
intrinsically continuous-time?
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