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PO´LYA ENUMERATION THEOREMS IN ALGEBRAIC GEOMETRY
GILYOUNG CHEONG
Abstract. We generalize a formula due to Macdonald that relates the singular Betti numbers of Xn{G to
those of X, where X is a compact manifold and G is any subgroup of the symmetric group Sn acting on Xn
by permuting coordinates. Our result is completely axiomatic: in a general setting, given an endomorphism
on the cohomology H‚pXq, it explains how we can explicitly relate the Lefschetz series of the induced
endomorphism on H‚pXnqG to that of the given endomorphism on H‚pXq in the presence of the Ku¨nneth
formula with respect to a cup product. For example, when X is a compact manifold, we take the Lefschetz
series given by the singular cohomology with rational coefficients. On the other hand, when X is a projective
variety over a finite field Fq , we use the l-adic e´tale cohomology with a suitable choice of prime number
l. We also explain how our formula generalizes the Po´lya enumeration theorem, a classical theorem in
combinatorics that counts colorings of a graph up to given symmetries, where X is taken to be a finite set
of colors. When X is a smooth projective variety over C, our formula also generalizes a result of Cheah that
relates the Hodge numbers of Xn{G to those of X. We will also see that the generating function for the
Lefschetz series of the endomorphisms on H‚pXnqSn is rational, and this generalizes the following facts:
1. the generating function of the Poincare´ polynomials of symmetric powers of a compact manifold X is
rational; 2. the generating function of the Hodge-Deligne polynomials of symmetric powers of a smooth
projective variety X over C is rational; 3. the Hasse-Weil zeta series of a projective variety X over Fq is
rational. We also prove analogous rationality results when we replace Sn with An, alternating groups.
1. Introduction
1.1. Motivation. Let X be a compact complex manifold of (complex) dimension d and consider the n-th
symmetric power SymnpXq “ Xn{Sn for each n P Zě0. One may ask how to compute the singular Betti
numbers h0pSymnpXqq, h1pSymnpXqq, . . . for various n with respect to those of X . In his influential paper
[Mac1962A], Macdonald settled this question: he proved
8ÿ
n“0
χupSym
npXqqtn “
p1´ utqh
1pXq ¨ ¨ ¨ p1 ´ u2d´1tqh
2d´1pXq
p1´ tqh0pXq ¨ ¨ ¨ p1´ u2dtqh2dpXq
,
where
χupY q :“
8ÿ
i“0
p´uqihipY q,
a power series1 in u with integral coefficients, defined for any topological space Y with finite singular Betti
numbers. Note that the right-hand side of the above identity is rational in t.
There is an analogous result when X is a projective variety of dimension d over a finite field Fq due to
Grothendieck. That is, we have
ZXptq “
detpidH1pXq ´ Fr
˚
q,1tq ¨ ¨ ¨ detpidH2d´1pXq ´ Fr
˚
q,2d´1tq
detpidH0pXq ´ Fr
˚
q,0tq ¨ ¨ ¨ detpidH2dpXq ´ Fr
˚
q,2dtq
,
where HipXq now denotes the i-th l-adic e´tale cohomology Hie´tpX,Qlq :“ H
i
e´tpX{Fq ,Zlq bZl Ql of X{Fq :“
X ˆSpecpFqq SpecpFqq, which is a finite dimensional vector space over the field Ql of l-adic rational numbers
for some prime number l not dividing q. We write Frq, which we call Frobenius, to mean the map on X
given by the identity on the underlying topological space and the q-th power map on the structure sheaf OX ,
1In this paper, we call χupY q the Poincare´ series of Y although it is more common to use the terminology for χp´uqpY q,
the generating function for hipY q. If hipY q “ 0 for large enough i, we have χ1pY q “ χpY q, the Euler characteristic of Y .
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giving an endomorphism on X{Fq , inducing the Ql-linear endomorphism Fr
˚
q,i on H
ipXq. In particular, this
shows that ZXptq is rational in t, which was first shown by Dwork [Dwo1960]. It is well-known (presumably
due to Kapranov [Kap2000]) that
ZXptq “
8ÿ
n“0
|SymnpXqpFqq|t
n,
so writing
8ÿ
n“0
|SymnpXqpFqq|t
n “
detpidH1pXq ´ Fr
˚
q,1tq ¨ ¨ ¨ detpidH2d´1pXq ´ Fr
˚
q,2d´1tq
detpidH0pXq ´ Fr
˚
q,0tq ¨ ¨ ¨ detpidH2dpXq ´ Fr
˚
q,2dtq
,
one may visibly find the similarity between Grothendieck’s formula and Macdonald’s formula. When we take
u “ 1 in Macdonald’s formula, we have
8ÿ
n“0
χpSymnpXqqtn “
ˆ
1
1´ t
˙χpXq
,
and by making analogies between taking the Euler characteristic and counting Fq-points, Vakil [Vak2015]
explained how to interpret Grothendieck’s formula as the specialization u “ 1 of Macdonald’s formula in the
l-adic setting. In this paper, we take this analogy one step further by generalizing both Macdonald’s formula
and Grothendieck’s formula.
Our main theorem (i.e., Theorem 1.3) is too formal to state without providing a concrete consequence:
Theorem 1.1. Let X be either a compact complex manifold of dimension d or a projective variety of
dimension d over a finite field Fq. Then for any endomorphism F on X , we have
8ÿ
n“0
LupSym
npF q˚qtn “
detpidH1pXq ´ F
˚
1 utq ¨ ¨ ¨detpidH2d´1pXq ´ F
˚
2d´1u
2d´1tq
detpidH0pXq ´ F
˚
0 tq ¨ ¨ ¨ detpidH2dpXq ´ F
˚
2du
2dtq
,
where
‚ HipXq is the singular cohomology of X with Q-coefficients when X is a compact complex manifold,
‚ HipXq is the e´tale cohomology of X{Fq with Ql-coefficients when X is a projective variety over Fq
for some prime number l,
‚ SymnpF q is the endomorphism on SymnpXq induced by F ,
‚ F˚i is the induced endomorphism on H
ipXq from F , and
‚ LupF
˚q :“
ř
iě0p´uq
iTrpF˚i q.
Indeed, taking F “ idX in the singular setting of Theorem 1.1, we obtain Macdonald’s formula. Taking
F “ Frq in the l-adic setting for l ∤ q with u “ 1, we obtain Grothendieck’s formula due to the Grothendieck-
Lefschetz trace formula (e.g., [Mil1980] VI. Theorem 13.4), which states that
|XpFqr q| “ L1ppFr
˚
q q
rq
for any r P Zě1. Note that Theorem 1.1 is more general than the two formulas in either setting and we still
get the rational generating function in t. Our main theorem, which we introduce in the next subsection, is
much more general than Theorem 1.1, and yet it is a simple representation-theoretic observation. We hope
that experts in various cohomology theories may find our general formulation clear and useful.
Remark 1.2. Macdonald’s result works in more generality. For instance, one may take X to be any
compact smooth manifold or any finite CW complex such that hipXq “ 0 for all i ą 2d. In the l-adic setting
of Theorem 1.1, we must require l ą n whenever we deal with HipSymnpXqq “ Hie´tpSym
npXq,Qlq because
it depends on the isomorphism HipSymnpXqq » HipXnqSn (Proposition 3.2.1 in [HN1975]) that uses the
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fact that l does not divide |Sn| “ n!. Moreover, since H
ipXq “ Hie´tpX,Qlq “ 0 for i ą 2d ([Mil1980] VI.
Theorem 1.1), we have
HipSymnpXqq » HipXnqSn »
˜ à
i1`¨¨¨`in“i
Hi1pXq b ¨ ¨ ¨ bHinpXq
¸Sn
“ 0
if i ą 2dn with any choice of l ą n.
1.2. Main result and its applications. In this subsection, we formulate our main result. Let C be a
category where any finite products exist. Fix a field k, and suppose that we have a functor
H‚ : Cop Ñ GrVeck
from the opposite category Cop of C to the category GrVeck of Zě0-graded vector spaces over k whose
morphisms are k-linear graded maps (of degree 0). Given any object X in C, we may write
H‚pXq “
8à
i“0
HipXq.
Given any morphism f : X Ñ Y in C, the induced k-linear map f˚ : H‚pY q Ñ H‚pXq can be decomposed
into f˚i : H
ipY q Ñ HipXq for each i P Zě0 by definition. Given any object X in C, we assume that there is
a cup product, namely a k-bilinear map Y : HipXq ˆHjpXq Ñ Hi`jpXq defined for each i, j P Zě0 such
that
aY b “ p´1qijbY a
for all a P HipXq and b P HjpXq. Given any objects X and Y in C, we assume the Ku¨nneth formula:
H‚pX ˆ Y q » H‚pXq bk H
‚pY q
given by p˚Xpaq Y p
˚
Y pbq ÞÑ a b b for any homogeneous elements a P H
‚pXq and b P H‚pY q, meaning
a P HipXq and b P HjpY q for some i, j P Zě0, where we will write i “ degpaq and j “ degpbq for the rest of
this paper. Note that this gives
H‚pXnq » H‚pXqbn
given by
p˚1 pa1q Y ¨ ¨ ¨ Y p
˚
npanq ÞÑ a1 b ¨ ¨ ¨ b an,
for any homogeneous a1, . . . , an P H
‚pXq, where p1, . . . , pn are the projection maps X
n Ñ X . If G is any
subgroup of Sn, then G acts on X
n by permuting coordinates. The induced action of G on H‚pXq is precisely
given by
g ¨ pp˚1 pa1q Y ¨ ¨ ¨ Y p
˚
npanqq “ p
˚
gp1qpa1q Y ¨ ¨ ¨ Y p
˚
gpnqpanq.
for g P G. If φ “
À8
i“0 φi : H
‚pXq Ñ H‚pXq is any k-linear graded endomorphism, then it induces a k-linear
graded map φXn : H
‚pXnq Ñ H‚pXnq given by
p˚1 pa1q Y ¨ ¨ ¨ Y p
˚
npanq ÞÑ p
˚
1 pφpa1qq Y ¨ ¨ ¨ Y p
˚
npφpanqq.
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This map is compatible with theG-action we discussed above, so φ induces a k-linear graded map φXn |H‚pXnqG :
H‚pXnqG Ñ H‚pXnqG on the G-invariance parts given as above. Note that if F : X Ñ X is a map in C,
then
F˚Xnpp
˚
1 pa1q Y ¨ ¨ ¨ Y p
˚
npanqq “ p
˚
1 pF
˚pa1qq Y ¨ ¨ ¨ Y p
˚
npF
˚panqq
“ pF ˝ p1q
˚pa1q Y ¨ ¨ ¨ Y pF ˝ pnq
˚panq
“ pp1 ˝ F
nq˚pa1q Y ¨ ¨ ¨ Y ppn ˝ F
nq˚panq
“ pFnq˚pp˚1 pa1q Y ¨ ¨ ¨ Y p
˚
npanqq,
so F˚Xn “ pF
nq˚, where Fn : Xn Ñ Xn is induced by F : X Ñ X . Assuming that dimkpH
ipXqq is finite for
each i P Zě0, we define the Lefschetz series of φ as
Lupφq :“
8ÿ
i“0
p´uqiTrpφiq P kJuK.
We are now ready to state our main theorem:
Theorem 1.3. Keeping all the notations above, if the characteristic of k does not divide |G|, then we have
LupφXn |H‚pXnqGq “ ZGpLupφq, Lu2pφ
2q, . . . , Lunpφ
nqq,
where
ZGpx1, . . . , xnq :“
1
|G|
ÿ
gPG
x
m1pgq
1 ¨ ¨ ¨x
mnpgq
n P krx1, . . . , xns
with mipgq the number of i-cycles in the cycle decomposition of g in Sn.
In combinatorics, the polynomial ZGpx1, . . . , xnq, often defined over Q, is called the cycle index of G in
Sn. Much is known about the cycle indices. For instance (e.g., from p.20 of [Sta1999]), we have
8ÿ
n“0
ZSnpx1, . . . , xnqt
n “ exp
˜
8ÿ
r“1
xrt
r
r
¸
.
This immediately provides the following:
Corollary 1.4. Assume the same hypotheses as in Theorem 1.3. If dimkpH
‚pXqq is finite so that HipXq “ 0
for all i ą 2d for some d, then
8ÿ
n“0
LupφXn |H‚pXnqSn qt
n “
detpidH1pXq ´ φ1utq ¨ ¨ ¨detpidH2d´1pXq ´ φ2d´1u
2d´1tq
detpidH0pXq ´ φ0tq ¨ ¨ ¨ detpidH2dpXq ´ φ2du2dtq
.
Proof. Both sides are invariant under taking any field extension of k, so we may assume that k is algebraically
closed. In particular, the field k we work with is infinite, so we may assume that u is an element of k. By
Theorem 1.3, We have
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8ÿ
n“0
LupφXn |H‚pXnqSn qt
n “
8ÿ
n“0
ZSnpLupφq, Lu2pφ
2q, . . . , Lunpφ
nqqtn
“ exp
˜
8ÿ
r“1
Lur pφ
rqtr
r
¸
“ exp
˜
8ÿ
r“1
2dÿ
i“0
p´urqiTrpφri qt
r
r
¸
“
2dź
i“0
exp
˜
8ÿ
r“1
p´1qiTrppφiu
iqrqtr
r
¸
.
Hence, the result follows from the fact that
exp
˜
8ÿ
r“1
TrpArqtr
r
¸
“
1
detpid´ tAq
for any linear map A on a finite dimensional vector space V (e.g., see Lemma 4.12 in [Mus]). 
Theorem 1.1 is an immediate corollary of Corollary 1.4. That is, in either the singular or the l-adic
setting, we have the quotient map Xn Ñ Xn{Sn “ Sym
npXq either in the category of topological spaces or
the category of varieties over Fq, and the map induces an isomorphism
H‚pSymnpXqq » H‚pXnqSn
in either setting, whose proofs can be found in [Mac1962J] and [HN1975] (Proposition 3.2.1) as long as we
choose l ą n in the l-adic setting.
Over the course of proving Theorem 1.3, we will show that
LupgφXnq “ Lupφq
m1pgqLu2pφ
2qm2pgq ¨ ¨ ¨Lunpφ
nqmnpgq P kJuK
without any assumption on the characteristic of the base field k for the cohomology. When dimkpH
‚pXqq is
finite, taking u “ 1 and φ “ idH‚pXq in the above identity gives us
8ÿ
i“0
Trpg ü HipXnqq “ χpXqm1pgq`2m2pgq`¨¨¨`nmnpgq “ χpXqn
for any g P G, where χpXq “
ř
iě0p´1q
i dimkpH
ipXqq. In the l-adic setting, if X is a smooth projective
variety over Fq and l ∤ q, this partially answers a question of Illusie and Zheng ((a) in the introduction of
[IZ2013]) who asked whether the left-hand side is an integer that does not depend on the choice of l because
χpXq is independent to the choice of l as a consequence of a theorem of Deligne which states that the size of
the eigenvalues of the Frobenius action on the i-th e´tale cohomology of X is qi{2 (e.g., see Remark 12.5.(b) in
[Mil1980] VI). It is worth to note that answering this question does not require more than merely applying
the proof of Macdonald’s formula in the l-adic setting on top of Deligne’s result.
If X is a smooth projective variety over C with dimension d, then the i-th singular cohomlogy of (the
analytification of) X with Q-coefficients has the Hodge decomposition:
HipXq “
à
p`q“i
Hp,qpXq.
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In general, the variety SymnpXq is not smooth, but its singular cohomology still admits the Hodge decompo-
sition as HipSymnpXqq ãÑ HipXnq so that we can use the Hodge decomposition of HipXnq. In this setting,
if we take
φ “
à
iě0
à
p`q“i
xpyqidHp,qpXq
for fixed x, y P Q in Corollary 1.4, using H‚pSymnpXqq » H‚pXnqSn , we have
8ÿ
n“0
ÿ
iě0
ÿ
p`q“i
hp,qpSymnpXqqxpyqp´uqitn “
2dź
i“0
ź
p`q“i
ˆ
1
1´ xpyquit
˙p´1qihp,qpXq
,
where hp,qpY q :“ dimQpH
p,qpY qq for any topological space Y whose i-th singular cohomology HipY q with
Q-coefficients is finite-dimensional and admits a Hodge decomposition, in which we say that HipY q has a
pure Hodge structure. Since x, y are arbitrary, we may treat them as formal variables, and this identity
is a result of Cheah (p.119 of [Che1994]). When we take u “ 1, this shows that the generating function for
the Hodge-Deligne polynomials of SymnpXq is rational in t.
1.3. Po´lya enumeration theorems. Keeping in mind that H‚pXn{Gq » H‚pXnqG from [Mac1962J] and
Proposition 3.2.1 of [HN1975], if we directly apply Theorem 1.3 without specifying G to be full symmetric
groups, we have
χupX
n{Gq “ ZGpχupXq, χu2pXq, . . . , χunpXqq
and
χupX
n{G, x, yq “ ZGpχupX, x, yq, χu2pX, x
2, y2q, . . . , χunpX, x
n, ynqq
where
χupZ, x, yq :“
8ÿ
i“0
ÿ
p`q“i
hp,qpZqxpyqp´uqi,
and these were discussed by Macdonald [Mac1962A] and Cheah [Che1994]. Taking u “ 1 in the l-adic setting
Theorem 1.3 also implies the following result regrding the Fq-point counting:
|pXn{GqpFqq| “ ZGp|XpFqq|, |XpFq2q|, . . . , |XpFqnq|q.
One can even take X to be a finite set. Then giving X the discrete topology, we have χpXq “ |X |, and
Theorem 1.3 merely implies that
|Xn{G| “ ZGp|X |, |X |, . . . , |X |q “
1
|G|
ÿ
gPG
|X |mpgq,
where mpgq is the number of cycles in the cycle decomposition of g in Sn. Since |pX
nqg| “ |X |mpgq, where
pXnqg is the set of elements in Xn fixed by g, the last statement follows from Burnside’s lemma. This
statement is a special case of the Po´lya enumeration theorem in combinatorics, which we discuss in
Section 2, so it makes sense to use the same name for the preceding results including Theorem 1.3, even
though they seem to be in the realm of algebraic geometry.
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1.4. Structure of the rest of the paper. In Section 2, we explain the Po´lya enumeration theorem in
combinatorics and show how Theorem 1.3 generalizes this. In Section 3, we give a proof of Theorem 1.3, the
main theorem of this paper. In Section 4, we show how to compute various cohomological information about
the alternating powers AltnpXq “ Xn{An of given X analogous to computations for the symmetric powers
SymnpXq “ Xn{Sn in the introduction. In Section 5, we point out that our formula for |pX
n{GqpFqq| holds
even when X is a quasi-projective variety over Fq. We give an example to explain why this generalization is
interesting.
1.5. Acknowledgments. The author thanks Yifeng Huang, Mircea Mustat¸a˘, and John Stembridge for
indispensable discussions about main ideas of this paper. When it comes to dealing with e´tale cohomology,
the author is thankful for conversations with Bhargav Bhatt, Shizhang Li, Emanuel Reinecke, and Ravi
Vakil. For suggesting further directions after this work, the author would like to thank Bill Fulton, Luc
Illusie, Minhyong Kim, Yinan Nancy Wang, and Mike Zieve.
2. Po´lya enumeration theorem in combinatorics
Let X “ tx1, . . . , xru be a finite set of colors. A common problem in combinatorics is to count the
number of ways to color n vertices (which we write as 1, 2, . . . , n) of a graph with colors in X . The graph
may have symmetries, so we want to count the colorings of n vertices modulo the action of the group G of
symmetries of the graph. This group G is a subgroup of Sn, and each coloring corresponds to an element
of Xn{G, which is of the form x “ rx1s
en ¨ ¨ ¨ rxrs
en , where e1, . . . , er P Zě0 such that e1 ` ¨ ¨ ¨ ` er “ n and
x1, . . . , xr P X . We shall write ei :“ eipxq to emphasize the dependence to x. Given any pk1, . . . , krq P pZě0q
r
such that
řr
i“1 ki “ n, we may write Npk1,...,krq to mean the number of x P X
n{G such that eipxq “ ki
for all 1 ď i ď r. We note that our counting problem is equivalent to computing the following degree n
homogeneous polynomial:
PXn{Gptq “ PXn{Gpt1, . . . , trq :“
ÿ
pk1,...,krqPpZě0q
r,
k1`¨¨¨`kr“n
Npk1,...,krqt
k1
1 ¨ ¨ ¨ t
kr
r P Zrt1, . . . , tns.
A classical theorem of Redfield [Red1927], which is also independently found by Po´lya [Pol1937], computes the
polynomial PXn{Gpxq in terms of the subgroup G ď Sn. This theorem is often called Po´lya enumeration
theorem:
Proposition 2.1 (Po´lya enumeration). Given the notations above, we have
PXn{Gptq “ ZGpt, t
2, . . . , tnq,
where tj :“ tj1 ` ¨ ¨ ¨ ` t
j
r.
Our main theorem, Theorem 1.3, generalizes this classical result. Namely, we may consider X “
tx1, . . . , xru as a topological space with the discrete topology and φ the diagonal matrix on the singular
cohomology
H‚pXq “ H0pXq “ Qx1 ‘ ¨ ¨ ¨ ‘ Qxr “ QX
whose entries are given by t1, . . . , tr. We have pQX
nqG » QXn{G given by px1, . . . , xnq ÞÑ rx1, . . . , xns,
whose inverse is given by
rx1, . . . , xns ÞÑ
1
|G|
ÿ
gPG
pxgp1q, . . . , xgpnqq.
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Thus, we have
H‚pXn{Gq “ H0pXn{Gq “ QXn{G » pQXnqG “ H0pXnqG “ H‚pXnqG,
and the induced endomorphism φXn satisfies φXn : pxi1 , . . . , xinq ÞÑ ti1 ¨ ¨ ¨ tinpxi1 , . . . , xinq, so on QX
n{G, it
satisfies
rx1s
e1 ¨ ¨ ¨ rxrs
er ÞÑ te11 ¨ ¨ ¨ t
er
r rx1s
e1 ¨ ¨ ¨ rxrs
er .
Therefore, Theorem 1.3 with u “ 1 implies Proposition 2.1. That is, the classical Po´lya enumeration is a
special case of Theorem 1.3, which deals with more than degree 0 piece of the cohomology with more diverse
choices for X .
3. Proof of main theorem
In this section, we prove our main theorem, Theorem 1.3. We will first prove a statement about a particular
permutation representation on the n-fold tensor product of a graded vector space and then apply it to prove
Theorem 1.3. The representation we work with is not going to be the usual permutation representation on
the pure tensors, as it will involve a sign depending on the grading. The reason is that for any G ď Sn, we
are interested in the G-action on
H‚pXnq » H‚pXqbn
given by
g ¨ pp˚1 pa1q Y ¨ ¨ ¨ Y p
˚
npanqq “ p
˚
gp1qpa1q Y ¨ ¨ ¨ Y p
˚
gpnqpanq,
where a1, . . . , an P H
‚pXq are homogeneous elements and g P G, where p1, . . . , pn : X
n Ñ X are projection
maps. For instance, if g “ p1 2q, the transposition switching 1 and 2, then the corresponding action of g on
H‚pXqbn is given by
g ¨ pa1 b ¨ ¨ ¨ b anq “ p´1q
degpa1q degpa2qa2 b a1 b a3 b ¨ ¨ ¨ b an,
which is not equal to a2 b a1 b a3 ¨ ¨ ¨ b an unless one of a1 or a2 has even degree.
In general, one may check that
g ¨ pa1 b ¨ ¨ ¨ b anq “ p´1q
Qgpdegpa1q,¨¨¨ ,degpanqqag´1p1q b ¨ ¨ ¨ b ag´1pnq,
where Qgpx1, . . . , xnq “
ř
1ďiăjďn ǫijpgqxixj P Zrx1, . . . , xns is defined by
ǫijpgq :“
"
1 if gpiq ą gpjq and
0 if gpiq ă gpjq,
is the g-action on H‚pXqbn that is compatible with the g-action on H‚pXnq. This is the most crucial
observation in Macdonald’s work [Mac1962A], which we fully use for the proof of Theorem 1.3.
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3.1. General set-up. Throughout this section we fix a ground field k. Let V “
À
iě0 Vi be a graded vector
space over k. Given n P Zě0, consider the n-fold tensor product V
bn of V over k, where V b0 “ k. We have
V bn “
à
rě0
pV bnqr,
where
pV bnqr “
à
i1`¨¨¨`in“r
Vi1 b ¨ ¨ ¨ b Vin .
This makes V bn a graded vector space over k. Given any subgroup G ď Sn, we define the action of G on
V bn as follows:
g ¨ pv1 b ¨ ¨ ¨ b vnq “ p´1q
Qgpdegpv1q,¨¨¨ ,degpvnqqvg´1p1q b ¨ ¨ ¨ b vg´1pnq,
for homogeneous v1, . . . , vn P V (i.e., vi P Vdegpviq), where
Qgpx1, . . . , xnq “
ÿ
1ďiăjďn
ǫijpgqxixj P Zrx1, . . . , xns
is defined by
ǫijpgq :“
"
1 if gpiq ą gpjq and
0 if gpiq ă gpjq.
One may also introduce a formal cup product with the Ku¨nneth formula in this linear algebraic setting.
That is, given any homogeneous v, w P V , we define the Ku¨nneth labeling of the pure tensor vbw P V b2
as the following symbol:
p1pvq Y p2pwq :“ v b w.
This notation does not mean anything new yet, but we also define
p2pwq Y p1pvq :“ p´1q
degpvq degpwqv b w
so that
p2pwq Y p1pvq “ p´1q
degpvq degpwqp1pvq Y p2pwq.
On V bn, the Ku¨nneth labeling can be recursively extend. That is, we have
p1pv1q Y ¨ ¨ ¨ Y pnpvnq “ v1 b ¨ ¨ ¨ b vn,
given homogeneous elements v1, . . . , vn P V , and for 1 ď i ă n, we require that swapping pipviq with
pi`1pvi`1q must introduce the sign p´1q
degpviq degpvi`1q. In particular, we have
p1pv1q Y ¨ ¨ ¨ Y pi`1pvi`1q Y pipviq Y ¨ ¨ ¨ Y pnpvnq “ p´1q
degpviq degpvi`1qv1 b ¨ ¨ ¨ b vn,
and applying this sign rule multiple times is also allowed. One upshot is that we have
g ¨ pv1 b ¨ ¨ ¨ b vnq “ pgp1qpv1q Y ¨ ¨ ¨ Y pgpnqpvnq,
where the left-hand side is defined as above, and it is easier to check some formal properties on the right-hand
side. For instance, given any σ, τ P G, we have
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σpτpp1pv1q Y ¨ ¨ ¨ Y pnpvnqqq :“ pσpτp1qqpv1q Y ¨ ¨ ¨ Y pσpτpnqqpvnq
“ pστqpp1pv1q Y ¨ ¨ ¨ Y φnpvnqq,
so we have defined a set-theoretic G-action on a k-linear basis of V bn, which gives rise to a k-linear action
of G on V bn. We call the corresponding k-linear G-representation G Ñ GLkpV
bnq the Ku¨nneth repre-
sentation of G on V bn. It is important to note that the Ku¨nneth representation respects the grading of
V bn. That is, it can be thought of GÑ GLkppV
bnqrq for each r ě 0.
Now, to discuss traces of linear endomorphisms, assume that each homogeneous piece Vi of V is finite-
dimensional. Let φ P EndkpV q be graded (with degree 0) meaning that φ “
À
iě0 φi, where φi P EndkpViq.
This means that if v P V is a homogeneous element, then φpvq P V is a homogeneous element of degree
degpvq so that φpvq “ φdegpvqpvq. Consider the Lefschetz series
Lupφq :“
ÿ
iě0
p´uqiTrpφiq P kJuK
of φ in u. It is important to note that when we have another graded endomorphism ψ “
À
iě0 ψi on V and
a constant c P k, we have
Lupφ ` cψq “ Lupφq ` cLupψq.
We also get the induced endomorphism φbn P EndkpV
bnq given by
φbnpv1 b ¨ ¨ ¨ b vnq “ φpv1q b ¨ ¨ ¨ b φpvnq
for homogeneous v1, . . . , vn P V , which hence respects the grading of V
bn so that we can write
φbn “
à
rě0
pφbnqr,
where
pφbnqr “
à
i1`¨¨¨`in“r
φi1 b ¨ ¨ ¨ b φin P EndkppV
bnqrq “ Endk
˜ à
i1`¨¨¨`in“r
Vi1 b ¨ ¨ ¨ b Vin
¸
.
Given any g P G ď Sn and homogeneous v1, . . . , vn P V , we define
pg ¨ φbnqpv1 b ¨ ¨ ¨ b vnq :“ gpφpv1q b ¨ ¨ ¨ b φpvnqq
“ gpp1pφdegpv1qpv1qq Y ¨ ¨ ¨ Y pnpφdegpvnqpvnqqq
“ pgp1qpφdegpv1qpv1qq Y ¨ ¨ ¨ Y pgpnqpφdegpvnqpvnqq
“ p´1qQgpdegpv1q,¨¨¨ ,degpvnqqφdegpv
g´1p1qq
pvg´1p1qq b ¨ ¨ ¨ b φdegpvg´1pnqqpvg´1pnqq,
where the action of g on the right-hand side is given by the Ku¨nneth representation. This extends to a
k-linear endomorphism gφbn on V bn. It is important to note that we have the following commutativity:
Lemma 3.1. Keeping the notations above, we have
pgφbnqpv1 b ¨ ¨ ¨ b vnq “ φ
bnpgpv1 b ¨ ¨ ¨ b vnqq.
The following is the core of the proof of Theorem 1.3:
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Theorem 3.2 (Trace formula on V bn). Assume the notations given in this section. For any σ P Sn, we
have
Lupσφ
bnq “ Lupφq
m1pσqLu2pφ
2qm2pσq ¨ ¨ ¨Lunpφ
nqmnpσq P kJuK.
Remark 3.3. In the setting of Section 1.2, Theorem 3.2 gives
LupgφXnq “ Lupφq
m1pgqLu2pφ
2qm2pgq ¨ ¨ ¨Lunpφ
nqmnpgq P kJuK,
for any g P G ď Sn as mentioned in the introduction. We note that until now there is no extra condition on
the field k.
In our proof of Theorem 3.2, we will make use of the following properties about the quadratic forms
Qgpx1, . . . , xnq defined above that we learned from [Mac1962A]. Both properties are immediate from defini-
tion:
Lemma 3.4. For any disjoint σ, τ P Sn, we have
Qστ pxq “ Qσpxq `Qτ pxq.
If σ is the cycle of the form σ “ pλ` 1 λ` 2 ¨ ¨ ¨ λ` rq with 1 ď r ď n (and 0 ď λ ď n´ 1), then
Qσpxq “ pxλ`1 ` xλ`2 ` ¨ ¨ ¨ ` xλ`r´1qxλ`r .
Proof of Theorem 3.2. Since the identity is only regarding traces of (homogeneous parts of) endomorphisms
σφbn and φ, φ2, . . . , φn, we may assume that k is algebraically closed. Both sides of the identity are power
series in kJuK, so it is enough to show that for any r P Zě0, their coefficients of u
r match. This lets us reduce
the problem to the case V “ V0 ‘ ¨ ¨ ¨ ‘ Vr and φ “ φ1 ‘ ¨ ¨ ¨ ‘ φr essentially because
pV bnqr “
à
i1`¨¨¨`in“r
Vi1 b ¨ ¨ ¨ b Vir ,
where the right-hand side only consists of tensor products of V0, . . . , Vr. In particular, we are now dealing
with the case where d “ dimkpV q “ dimkpV0q ` ¨ ¨ ¨ ` dimkpVrq is finite.
Considering φ P Matdpkq “ A
d2pkq, where d “ dimkpV q, we note that the desired equality for the
coefficients of ur cuts out a closed subset in Ad
2
pkq, with respect to the Zariski topology (on the set of
closed points in Ad
2
over k) as we can use the Kronecker product for the matrix form of φbn. The matrices
with distinct eigenvalues form a Zariski open subset in Matdpkq “ A
d2pkq because we can understand them
as points of the locus whose discriminant of the characteristic polynomial is nonzero. Note that we used
perfectness of k, as now k is algebriaclly closed, to ensure that any separable monic polynomial in krxs is
square-free. This open locus is nonempty because k has at least d elements as it is infinite now that we
are in the setting where k is algebraically closed. Thus, such matrices are dense in Matdpkq “ A
d2pkq, as
the affine space is irreducible. This means that it is enough show the desired statement for φ with distinct
eigenvalues, and this means that each φi is diagonalizable.
Thus, we may find gi P GLdipkq “ GLpViq such that giφig
´1
i is a diagonal matrix whose diagonal entries
are eigenvalues of φi, where di “ dimkpViq. Then giφ
m
i g
´1
i for any m ě 1 is a diagonal matrix whose
diagonal entries consists of m-th powers of the full list eigenvalues of φi counting with multiplicity. Writing
g “ g1 ‘ ¨ ¨ ¨ ‘ gr P GLdpkq, we see gFg
´1 “ g1φ1g
´1
1 ‘ ¨ ¨ ¨ ‘ grφrg
´1
r is a diagonal matrix, and so is
pgφg´1qm “ gφmg´1 “ g1φ
m
1 g
´1
1 ‘ ¨ ¨ ¨ ‘ grφ
m
r g
´1
r .
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Note that g respects the grading of V and commutes with the action of σ:
gσpv1 b ¨ ¨ ¨ b vnq “ p´1q
Qσpdegpv1q,¨¨¨ ,degpvnqqgpvσ´1p1q b ¨ ¨ ¨ b vσ´1pnqq
“ p´1qQσpdegpv1q,¨¨¨ ,degpvnqqpgdegpv1qvσ´1p1qq b ¨ ¨ ¨ b pgdegpvnqvσ´1pnqq
“ σppgdegpv1qv1q b ¨ ¨ ¨ b pgdegpvnqvnqq
“ σgpv1 b ¨ ¨ ¨ b vnq,
for homogeneous v1, . . . , vn P V . Since pgφg
´1qbn “ gbnφbnpg´1qbn, we have
pσpgφg´1qbnqr “ pg
bnσφbnpg´1qbnqr “ pg
bnqrpσφ
bnqrppg
´1qbnqr.
Since
gbnpg´1qbnpv1 b ¨ ¨ ¨ b vnq “ gg
´1v1 b ¨ ¨ ¨ b gg
´1vn “ v1 b ¨ ¨ ¨ b vn
for any homogeneous v1, . . . , vn P V , we see that pg
bnqr and ppg
´1qbnqr are both invertible k-linear endomor-
phisms on pV bnqr. Thus, replacing φ with gφg
´1 and φmi with giφ
m
i g
´1
i will not affect the desired identity,
so our problem is reduced to the case where each φi is diagonal, which in particular lets us assume that φ is
diagonal.
Let vi,1, . . . , vi,di P Vi be homogeneous elements forming an eigenbasis of Vi for φi as we vary i ě 0. We
shall denote the corresponding eigenvalues as αi,j P k so that φpvi,jq “ φipvi,jq “ αi,jvi,j . To compute the
coefficient of ur on the left-hand side, fix any element
w1 b ¨ ¨ ¨ b wn P pV
bnqr “
à
i1`¨¨¨`in“r
Vi1 b ¨ ¨ ¨ b Vin ,
where wj “ vij ,hj for some hj so that degpwjq “ ij and φpwjq “ φij pwjq “ αij ,hjwj . We have
pσφbnqpw1 b ¨ ¨ ¨ b wnq “ φ
bnpσpw1 b ¨ ¨ ¨ b wnqq
“ p´1qQσpi1,...,inqφpwσ´1p1qq b ¨ ¨ ¨ b φpwσ´1pnqq
“ p´1qQσpi1,...,inqαi
σ´1p1q,h
σ´1p1q
wσ´1p1q b ¨ ¨ ¨ b αiσ´1pnq,h
σ´1pnq
wσ´1pnq
“ αi
σ´1p1q,h
σ´1p1q
¨ ¨ ¨αi
σ´1pnq,h
σ´1pnq
p´1qQσpi1,...,inqwσ´1p1q b ¨ ¨ ¨ b wσ´1pnq
“ αi1,h1 ¨ ¨ ¨αin,hnp´1q
Qσpi1,...,inqwσ´1p1q b ¨ ¨ ¨ b wσ´1pnq,
so the vector w1 b ¨ ¨ ¨ bwn can possibly contribute nonzero amount to Trpτφ
bnqr when wj “ wσ´1pjq for all
1 ď j ď n. Now, the key is to note that the statement only depends on the cycle type of σ in Sn because
any other τ P Sn with the same cycle type is conjugate to σ in Sn so that τ “ ωσω
´1 for some ω P Sn gives
us
Trpτφbnqr “ Trpωσω
´1φbnqr “ Trpωσφ
bnω´1qr “ Trpωrpσφ
bnqrpω
´1qrq “ Trpσφ
bnqr.
Thus, we have reduced the problem to the case where we have the following cycle decomposition for σ:
σ “ p1 ¨ ¨ ¨ λ1qpλ1 ` 1 ¨ ¨ ¨λ1 ` λ2q ¨ ¨ ¨ pλ1 ` ¨ ¨ ¨ ` λl´1 ` 1 ¨ ¨ ¨ λ1 ` ¨ ¨ ¨ ` λlq,
where λ1 ` ¨ ¨ ¨ ` λl “ n. In this situation, saying that wj “ wσ´1pjq for all 1 ď j ď n is equivalent to saying
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‚ y1 :“ w1 “ ¨ ¨ ¨ “ wλ1 ,
‚ y2 :“ wλ1`1 “ ¨ ¨ ¨ “ wλ1`λ2 ,
...
‚ yl :“ wλ1`¨¨¨`λl´1`1 “ ¨ ¨ ¨ “ wλ1`¨¨¨`λl ,
while y1, . . . , yl may or may not be distinct. This also shows that
‚ e1 :“ degpy1q “ i1 “ ¨ ¨ ¨ “ iλ1 ,
‚ e2 :“ degpy2q “ iλ1`1 “ ¨ ¨ ¨ “ iλ1`λ2 ,
...
‚ el :“ degpylq “ i1`¨¨¨`λl´1`1 “ ¨ ¨ ¨ “ iλ1`¨¨¨`λl .
Thus, we also have
‚ α1 :“ αi1,h1 “ ¨ ¨ ¨ “ αiλ1 ,hλ1 ,
‚ α2 :“ αiλ1`1,hλ1`1 “ ¨ ¨ ¨ “ αiλ1`λ2 ,hλ1`λ2 ,
...
‚ αl :“ αiλ1`¨¨¨`λl´1`1,hλ1`¨¨¨`λl´1`1 “ ¨ ¨ ¨ “ αin,hn .
Note that yj P Vej and φpyjq “ φej pyjq “ αjyj . We also note that λ1e1 ` ¨ ¨ ¨ ` λlel “ r because pVe1 q
bλ1 b
¨ ¨ ¨ b pVelq
bλl is a direct summand of pV bnqr in the decomposition of V
bn that gives the grading for the
tensor product.
Thus, for this particular σ, applying Lemma 3.4, we have
Qσpi1, . . . , inq “ Qp1 ¨¨¨ λ1qpi1, ¨ ¨ ¨ , inq ` ¨ ¨ ¨ `Qpλ1`¨¨¨`λl´1`1 ¨¨¨ λ1`¨¨¨`λlqpi1, ¨ ¨ ¨ , inq
“ pi1 ` ¨ ¨ ¨ ` iλ1´1qiλ1 ` ¨ ¨ ¨ ` piλ1`¨¨¨`λl´1`1 ` ¨ ¨ ¨ ` iλ1`¨¨¨`λl´1qiλ1`¨¨¨`λl
“ pλ1 ´ 1qe1 ¨ e1 ` ¨ ¨ ¨ ` pλl ´ 1qel ¨ el
“ pλ1 ´ 1qe
2
1 ` ¨ ¨ ¨ ` pλl ´ 1qe
2
l .
This implies that
Qσpi1, . . . , inq ” pλ1 ` 1qe1 ` ¨ ¨ ¨ ` pλl ` 1qel
“ r ` e1 ` ¨ ¨ ¨ ` el,
where the equivalence is taken modulo 2. Hence, we have computed the sign:
p´1qQσpi1,...,inq “ p´1qr`e1`¨¨¨`el .
This implies that the vector v1 b ¨ ¨ ¨ b vn “ y
bλ1
1 b ¨ ¨ ¨ y
bλl
l contributes
p´1qr`e1`¨¨¨`elαi1,h1 ¨ ¨ ¨αin,hn “ p´1q
r`e1`¨¨¨`elαλ11 ¨ ¨ ¨α
λl
l
to Trpσφbnqr. Keeping the partition rλ1, . . . , λls $ n, which is the equivalent datum to the cycle decompo-
sition of σ, we have
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Trpσφbnqr “
ÿ
λ1e1`¨¨¨`λlel“r
ÿ
py1,...,ynqPVe1ˆ¨¨¨ˆVel
basis elements of Vei
p´1qr`e1`¨¨¨`elαλ11 ¨ ¨ ¨α
λl
l .
This implies that
Lupσφ
bnq “
ÿ
rě0
p´uqrTrpσφbnqr
“
ÿ
rě0
ÿ
λ1e1`¨¨¨`λlel“r
ÿ
py1,...,ynqPVe1ˆ¨¨¨ˆVel
basis elements of Vei
p´1qe1`¨¨¨`elαλ11 ¨ ¨ ¨α
λl
l u
r
“
ÿ
rě0
ÿ
λ1e1`¨¨¨`λlel“r
ÿ
py1,...,ynqPVe1ˆ¨¨¨ˆVel
basis elements of Vei
p´1qe1`¨¨¨`elαλ11 ¨ ¨ ¨α
λl
l u
λ1e1`¨¨¨`λlel
“
ÿ
rě0
ÿ
λ1e1`¨¨¨`λlel“r
ÿ
py1,...,ynqPVe1ˆ¨¨¨ˆVel
basis elements of Vei
αλ11 ¨ ¨ ¨α
λl
l p´u
λ1qe1 ¨ ¨ ¨ p´uλlqel
“
ÿ
rě0
ÿ
λ1e1`¨¨¨`λlel“r
¨
˚˝˚ ÿ
y1PVe1
basis elements
αλ11 p´u
λ1qe1
˛
‹‹‚¨ ¨ ¨
¨
˚˝˚ ÿ
ylPVel
basis elements
αλll p´u
λlqel
˛
‹‹‚
“
ÿ
rě0
ÿ
λ1e1`¨¨¨`λlel“r
Trpφλ1e1 qp´u
λ1qe1 ¨ ¨ ¨Trpφλlel qp´u
λlqel
“
ÿ
e1,...elě0
Trpφλ1e1 qp´u
λ1qe1 ¨ ¨ ¨Trpφλlel qp´u
λlqel
“
˜ ÿ
e1ě0
Trpφλ1e1 qp´u
λ1qe1
¸
¨ ¨ ¨
˜ÿ
elě0
Trpφλlel qp´u
λlqel
¸
“
˜ÿ
iě0
Trpφλ1i qp´u
λ1qi
¸
¨ ¨ ¨
˜ÿ
iě0
Trpφλli qp´u
λlqi
¸
“
˜ÿ
iě0
Trpφiqp´uq
i
¸m1pσq˜ÿ
iě0
Trpφ2i qp´u
2qi
¸m2pσq
¨ ¨ ¨
˜ÿ
iě0
Trpφni qp´u
nqi
¸mnpσq
“ Lupφq
m1pσqLu2pφ
2qm2pσq ¨ ¨ ¨Lunpφ
nqmnpσq.
as desired, where we note that αi appearing in the computation above depends on the choice of yi P Vei . 
3.2. Proof of Theorem 1.3. Keeping all the notations in the previous subsection, the following immediately
proves Theorem 1.3:
Theorem 3.5 (Trace formula on pV bnqG). Let G ď Sn such that |G| ‰ 0 in k. Then
Lupφ
bn|pV bnqGq “
1
|G|
ÿ
gPG
Lupφq
m1pgqLu2pφ
2qm2pgq ¨ ¨ ¨Lunpφ
nqmnpgq.
Proof. Since |G| ‰ 0 in k, we can consider the averaging operator eG : V
bn Ñ V bn given by
eGpαq :“
1
|G|
ÿ
gPG
gα,
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where again, we use the Ku¨nneth representation of G on V bn introduced in the beginning of this section.
Note that we have pV bnqG “ eGpV
bnq, so any element of pV bnqG can be written as eGpαq with α P V
bn.
Using Lemma 3.1, we have
φbnpeGpαqq “ φ
bn
˜
1
|G|
ÿ
σPG
σα
¸
“
1
|G|
ÿ
σPG
σφbnpαq.
Thus, we have shown that
φbn ˝ eG “
1
|G|
ÿ
σPG
σφbn P EndkpV
bnq.
Note that both sides restrict to pV bnqG, and since eG is the identity on pV
bnqG, we get
φbn|pV bnqG “
1
|G|
ÿ
σPG
σφbn P EndkppV
bnqGq.
Applying Lu both sides, we get
Lupφ
bn|pV bnqGq “
1
|G|
ÿ
σPG
Lupσφ
bnq,
so applying Theorem 3.2, we are done. 
4. Alternating powers
In the introduction, say for Corollary 1.4, we only cared about full symmetric groups pSnqnPZě0 . It is
natural to consider other sequence of subgroups of Sn for n P Zě0. In this section, we consider alternating
groups, using a well-known lemma in combinatorics:
Lemma 4.1 (p.36 of [HN1975]). For any n P Zě2, we have the following identity relating cycle indices of
An and Sn:
ZAnpx1, x2, . . . , xnq “ ZSnpx1, x2 . . . , xnq ` ZSnpx1,´x2, . . . , p´1q
n`1xnq.
Given a sequence Gn ď Sn of subgroups for n P Zě0, we write
ZG‚px, tq :“
8ÿ
n“0
ZGnpxqt
n P QrxsJtK.
Corollary 4.2. We have
ZA‚px, tq “ ZS‚px, tq `
1
ZS‚px,´tq
´ 1´ x1.
Proof. Recall from the introduction that
8ÿ
n“0
ZSnpx1, . . . , xnqt
n “ exp
˜
8ÿ
r“1
xr
r
tr
¸
,
which implies that
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8ÿ
n“0
ZSnpx1,´x2 . . . , p´1q
n`1xnqt
n “ exp
˜
8ÿ
r“1
p´1qr`1xr
r
tr
¸
“ exp
˜
´
8ÿ
r“1
xr
r
p´tqr
¸
“ exp
˜
8ÿ
r“1
xr
r
p´tqr
¸´1
“ ZS‚px,´tq
´1.
Therefore, applying Lemma 4.1, we are done. 
Applying Lemma 4.1 and Corollary 4.2, we have the following:
Corollary 4.3. Assume the same hypotheses as in Theorem 1.3. Then we have
8ÿ
n“0
LupφXn |H‚pXnqAn qt
n “
8ÿ
n“0
LupφXn |H‚pXnqSn qt
n `
1ř8
n“0 LupφXn |H‚pXnqSn qp´tq
n
´ 1´ Lupφq.
If dimkpH
‚pXqq is finite so that HipXq “ 0 for all i ą 2d for some d, then
8ÿ
n“0
LupφXn |H‚pXnqAn qt
n “
2dź
i“0
ˆ
1
detpidHipXq ´ φiuitq
˙p´1qi
`
2dź
i“0
ˆ
1
detpidHipXq ` φiuitq
˙p´1qi`1
´1´Lupφq.
Just as Corollary 1.4 implied Theorem 1.1, Corollary 4.3 implies the following concrete theorem:
Theorem 4.4. Let X be either a compact complex manifold of dimension d or a projective variety of
dimension d over a finite field Fq. Then for any endomorphism F on X , we have
8ÿ
n“0
LupAlt
npF q˚qtn “
2dź
i“0
ˆ
1
detpidHipXq ´ F
˚
i u
itq
˙p´1qi
`
2dź
i“0
ˆ
1
detpidHipXq ` F
˚
i u
itq
˙p´1qi`1
´ 1´LupF
˚q,
where we used the same notations as in Corollary 1.4 except AltnpF q, the endomorphism on the n-th
alternating power AltnpXq “ Xn{An of X induced by F .
Theorem 4.4 is interesting in its own right. For instance, in the singular setting, if we take F “ idX , we
have the following identity that computes the singular Betti numbers of AltnpXq in terms of those of X :
8ÿ
n“0
χupAlt
npXqqtn “
2dź
i“0
ˆ
1
1´ uit
˙p´1qihipXq
`
2dź
i“0
ˆ
1
1` uit
˙p´1qi`1hipXq
´ 1´ χupXq.
In particular, taking u “ 1, we have the following formula for the Euler characteristics:
8ÿ
n“0
χpAltnpXqqtn “
2dź
i“0
ˆ
1
1´ t
˙χpXq
`
2dź
i“0
ˆ
1
1` t
˙´χpXq
´ 1´ χpXq.
If X is a smooth projective variety over C, then we also get the alternating power analogue of Cheah’s result:
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8ÿ
n“0
ÿ
iě0
ÿ
p`q“i
hp,qpAltnpXqqxpyqp´uqitn
“
2dź
i“0
ź
p`q“i
ˆ
1
1´ xpyquit
˙p´1qihp,qpXq
`
2dź
i“0
ź
p`q“i
ˆ
1
1` xpyquit
˙p´1qi`1hp,qpXq
´ 1´
2dÿ
i“0
ÿ
p`q“i
hp,qpXqxpyqp´uqit.
In particular, the right-hand side is rational in t. We can also obtain an alternating analogue of Kapranov’s
observation that
ZXptq “
8ÿ
n“0
|SymnpXqpFqq|t
n,
where ZXptq is the Hasse-Weil zeta series of X . That is, taking u “ 1 in the l-adic setting of Theorem 4.4,
we have
ZXptq `
1
ZXp´tq
´ 1´ |XpFqq|t “
8ÿ
n“0
|AltnpXqpFqq|t
n.
Remark 4.5. In a collaboration with Yinan Nancy Wang, we started to question if this identity holds in
the Grothendieck ring of varieties over a field, where taking Fq-point countings is replaced by taking the
classes in the Grothendieck ring. The problem seems nontrivial even when X is A1 or P1 over any field.
The upshot of this section is that because Theorem 1.3 is formulated in terms of cycle indices, we
can use combinatorial knowledge about them to understand cohomological information about alternating
powers. We believe that there are more sequences of subgroups Gn of Sn such that the generating function
for certain cohomological information (e.g., singular Betti numbers, Fq-point counts, or Hodge numbers)
of Xn{Gn is rational. Namely, whenever the generating function for ZGnpx1, . . . , xnq has a formula that
involves exponentiation, we should be able to get rationality for cohomological information of Xn{Gn by
applying Theorem 1.3.
5. More on point counting over finite fields
Let X be a projective variety over a finite field Fq, and consider any subgroup G ď Sn acting on X
n by
permuting coordinates. An immediate consequence of Theorem 1.3 in the l-adic setting by taking u “ 1 and
applying the Grothendieck-Lefschetz trace formula is that
|pXn{GqpFqq| “ ZGp|XpFqq|, |XpFq2q|, . . . , |XpFqnq|q
“
1
|G|
ÿ
gPG
|XpFqq|
m1pgq|XpFq2q|
m2pgq ¨ ¨ ¨ |XpFqnq|
mnpgq.
It turns out that the formula even holds when X is a quasi-projective variety over Fq by using Theorem 1.3
with the compactly supported l-adic e´tale cohomology, noting that all the results we use for the l-adic e´tale
cohomology when X is projective over Fq generalize to the compactly supported l-adic e´tale cohomology
when X is quasi-projective over Fq as long as l ∤ q, |G|. In particular, taking X “ A
1 over Fq, we have
|pAn{GqpFqq| “ q
n.
When G “ An and q is odd, we have
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An{An » Spec
ˆ
Fqrt1, . . . , tns
py2 ´∆npt1, . . . , tnqq
˙
,
where ∆npt1, . . . , tnq is the discriminant of the monic polynomial
xn ` t1x
n´1 ` ¨ ¨ ¨ ` tn´1x` tn.
Thus, we see that for n ě 2, the polynomial function ∆n : F
n
q Ñ Fq given by the discriminant satisfies
|∆´1n ptquadratic residues in F
ˆ
q uq| “ |∆
´1
n ptquadratic non-residues in F
ˆ
q uq|,
because |∆´1n p0q| “ q
n´1, as there are precisely qn ´ qn´1 degree n monic square-free polynomials in Fqrxs.
The above equality was also observed by Chan, Kwon, and Seaman using more direct computations (Corollary
3.3 of [CKS2018]).
6. Further directions
Yinan Nancy Wang conjectured that the author’s use of Theorem 1.3 to restore Cheah’s result about the
Hodge numbers of Xn{G can vastly generalize, which is the content of a joint work in progress. For instance,
given any endomorphism on a smooth projective variety X over C, it is believable that the methods in this
paper will allow us to compute the Lefschetz series of the induced map on the cohomology of the sheaf of
holomorphic p-forms on Xn{G. Since the quotient Xn{G is not smooth in general, discussing holomorphic
forms gets more technical. Nevertheless, we conjecture that in general, one can “unwind” the problem of
taking intersections in Xn{G into taking intersections in X . It will be also interesting to investigate this
phenomenon for other finite group quotients.
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