This paper presents new schemes to reduce the computation of Discrete Cosine Transform (DCT) with negligible peak signal-to-noise ratio (PSNR) degradation. The methods can be used in the software implementation of current video standard encoders; for example, H.26x and MPEG. We investigated the relationship between the quantization parameters and the position of the last nonzero DCT coefficient after quantization. That information is used to adaptively make the decision of calculating all 8x8 DCT coefficients or only part of the coefficients. To further reduce the computation, instead of using the exact DCT coefficients, we propose a method to approximate the DCT coefficients which leads to significant computation savings. The results show that for practical situations, significant computation reductions can be achieved while causing negligible PSNR degradation. The proposed method also results in computation savings in the quantization calculations.
Introduction
Digital video applications have become more and more popular in our everyday life. Some examples using digital video include videophone, multimedia CD, Digital Video Disc (DVD), digital library, distance learning, Direct Broadcast Satellite (DBS), etc. Currently, there are several video standards such as H.261, H.263, MPEG-1, and MPEG-2 established for different applications. All these standards use motion compensated prediction, Discrete Cosine Transform (DCT), quantization, zig-zag scan, and variable length coding (VLC) as their basic functional blocks.
In the video encoders, each input video frame is partitioned into blocks. Each block is compared to a predicted block based on the motion-compensated prediction. Each 8x8 prediction-error block is transformed into frequency domain using an 8x8 DCT. The 64 DCT coefficients are uniformly quantized to eliminate the less significant components. The quantized DCT coefficients are zig-zag scanned into a one-dimensional (1-D) sequence approximately in ascending spatial frequency order which allows more efficient coding since many high frequency coefficients become zero after DCT and quantization. After zig-zag scanning, VLC encodes more frequent symbols with shorter codewords to achieve further compression. Since some frames are more difficult to compress than others, it usually results in a bitstream with a variable bit-rate after the compression. A buffer is used to smooth out the bit-rate fluctuation so that it can be transmitted over a constant bit-rate channel. Since the bit-rate fluctuation is statistical, the buffer needs to be regulated to prevent it from overflowing or underflowing. When the buffer fullness gets higher, the quantization step-size usually is made larger so that more DCT coefficients will be quantized to zero to reduce the bit-rate.
The Motion estimation and DCT require a lot of computations. Software implementation of the video codecs often cannot achieve the real-time operation at the full frame-rate with the video quality which can be achieved using hardware implementation. Since software implementation of the video codecs is very desirable for many practical applications, there is significant interest in simplifying the computation so that real-time software codecs can be achieved with the highest quality possible.
In this paper we propose new schemes to reduce the computation of DCT in the video codecs.
Typical encoders usually calculate all 8x8 DCT coefficients regardless of the quantization parameter. For low bit-rate video applications, the magnitudes of the high frequency DCT coefficients are usually small and have more tendency to become zeros after quantization, especially when the quantization parameters are large. Also, when the quantization parameters are large, the DCT coefficients do not need to be represented very accurately, since with large quantization parameters, the transformed coefficients will be quantized coarsely anyway. In this paper, we investigate the relationship between the quantization parameters and the End-OfBlocks (EOBs, the positions of the last nonzero DCT coefficient after quantization). This information is used to adaptively make the decision of calculating all 8x8 DCT coefficients or only part of the coefficients. To further reduce the computation, instead of using the exact DCT coefficients, we propose a method to approximate the DCT coefficients which leads to significant computation savings. The results show that for practical situations, significant computation reduction can be achieved while causing negligible quality degradation. The proposed method also results in computation savings in the quantization calculations. In the following we will use H.263 for our simulation studies.
Distribution of EOB as a Function of Quantization Parameter
In H.263, each block is associated with a unique quantization parameter QUANT (Q) (which is half the quantization step-size) ranges from 1 to 31. We analyze the distribution of EOB as a function of the quantization parameter for many video sequences. For each video sequence we use a single quantization parameter for every block. Several 30 frames/s QCIF video sequences have been simulated using a public available H.263 software [6] . Quantization parameters from 5 to 15 are applied, and no advanced modes are used. Fig. 1 shows the distribution of the EOBs for different Qs for the Grandma sequence. In the figure, EOB equals 0 means all coefficients are zero after quantization, EOB equals 1 means only the DC coefficient is not zero after quantization, and so on. From the figure, the EOB decreases as the Q increases, which confirms our expectations. Fig. 2 shows the EOBs vs. Qs for different probabilities (85%, 90%, 95%, and 99%). For example, from the 99% curve, it indicates that 99% of the time, the EOB will be 20 or smaller if the Q is 10. From the curves, given Q and the probability a system is willing to accept, we can determine a corresponding EOB. To reduce the computation, we can calculate only the DCT coefficients before the EOB. In the next section, we will propose a simplified version of this scheme. The probability does not need to be very accurate because even if more higher DCT coefficients are zeroed out, the video quality degradation will be graceful. To be on the conservative side, we will use 99% probability in our following simulations.
Computation Reduction of DCT
To calculate the DCT coefficients before the EOB, DCT pruning algorithms can be used. Several papers have addressed the DCT pruning issue [1] [2] [5] and have demonstrated that computations can be saved if we only need to calculate part of the DCT coefficients (in both 1-D and 2-D cases). In this paper, we propose an adaptive method based on the quantization parameter Q for a simplified two-level DCT pruning algorithm. The DCT pruning algorithm is used to calculate the 4x4 lower frequency coefficients if the Q is larger than a threshold, and if the Q is smaller than the threshold, we calculate all 8x8 DCT coefficients as usual.
The zig-zag scanning order of DCT coefficients is as follows: The median of the 4x4 lower frequency coefficients is the median of {1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 13, 14, 18, 19, 25}, which is 8 or 9 (we use 9 in our simulation). Since we would like to calculate only the 4x4 low frequency coefficients if possible, we find the corresponding Q which, at 99% of the time, the EOB will be 9 or smaller. For different video sequences, the EOB vs. Q curves can be different. In the initialization stage (e.g., in the first ten P-frames), all 8x8 DCT coefficients are calculated and the quantization parameter and EOB information is collected for each frame. Using the (Q, EOB) information, we find the best straight line fit and the threshold Q which corresponds to the EOB being 9. After the initialization, if the Q is smaller than the threshold, all 8x8 DCT coefficients are calculated. Otherwise, only the lower 4x4 coefficients are calculated. Fig. 3 shows the straight line fit of the (Q, EOB) for the Mthr_dotr sequence. All 64 DCT coefficients are calculated for all intra-blocks in the simulation, since intra-blocks are usually more complex. For practical applications, it may need to adapt the threshold with the scene changes.
We have performed simulations on many sequences. Fig. 4 shows the PSNR from the original H.263 encoder and the modified encoder. Table I lists 
Further Computation Reduction by Approximating the DCT coefficients
When Q is large, we don't need to use the exact DCT coefficients since the transformed coefficients will be quantized coarsely anyway. We proposed a DCT approximation method to further reduce the number of additions and multiplications significantly.
The standard 8-point DCT is defined by Table II . We use this DCT approximation method to replace the pruning algorithms discussed in the previous section. Fig. 6 shows the PSNRs of Mthr_dotr and Miss_am video sequences coded at 20 kb/s using the original encoder and the encoder with the proposed DCT approximation. Table III shows the PSNR degradation and the computation reduction using the approximated DCT coefficients. Using the DCT approximation, we need 112 additions and 48 multiplications to calculate the 4x4 lower coefficients. For the Miss_am sequence coded at 20 kb/s, we can save 41% of the additions and 36% of the multiplications of the DCT computation (compared with the 464 additions and 144 multiplications in the direct 2-D DCT algorithm [2] ).
The average PSNR degradation is about 0.02 dB. In these simulations, both the encoder and the decoder are kept fully conformed to the standard.
Conclusions and Future Study
In this study, we analyzed the statistical characteristics of the position of the last nonzero DCT coefficient (EOB) at different quantization parameters. Since the EOB decreases when the Q increases, we proposed a method which only calculates the 4x4 lower frequency coefficients if the Q is larger than a threshold. Further computations can be saved using a fast flow graph based on approximating the lower DCT coefficients. Using the proposed methods, negligible PSNR degradation and significant computation savings can be achieved.
For future study, we are working on the relationship between the minimum Mean Absolute Error (MAE) of motion compensated blocks and the EOBs. Incorporating this relationship into the proposed scheme can further reduce the computations and prevent the initialization process. Fig. 1 . Distribution of EOBs for the Grandma sequence. Tables   Table I. Comparison of Encoders Computation Requirements and PSNR Performance using
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