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INTRODUCTION 
As the use of digital based ultrasonic testing systems becomes more preva-
lent, there will be an increased emphasis on the development of digital signal pro-
cessing techniques. In the past, various Fourier based digital signal processing ap-
proaches have been formulated and applied in the ultrasonic nondestructive evalu-
ation (NDE) research community. In many cases, the inherent inability of Fourier 
methods to handle non-stationary signals has been exposed as the Fourier meth-
ods are applied to non-stationary ultrasonic signals. Our intent is to investigate 
the application of wavelet based signals processing techniques to a variety of prob-
lems in ultrasonic NDE. Wavelet methods have a number of potential advantage 
over Fourier methods including the inherent ability of wavelets to deal with non-
stationary signals. 
The specific problem that we address here deals with flaw signature estima-
tion. In ultrasonic NDE, the quantitative interpretation of flaw signals is inhibited 
by the effects of the measurement system and by acoustic noise due to non-flaw re-
lated scattering of the sound (e.g., scattering from grains). The problem is to est i-
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mate the flaw's signature by removing the effects of the measurement system and 
by minimizing the effects of the acoustic noise. In this paper, we show flaw signa-
ture estimation results for two approaches. Both approaches utilize a sub-optimal 
form of the Wiener filter to remove the effects of the measurement system viacon-
strained deconvolution. In one approach, a simple rectangular window is applied to 
the noise-corrupted flaw signal prior to application of the Wiener filter. In the other 
approach, a wavelet based "filtering" technique is applied prior to the application of 
the Wiener filter. Both scattering amplitude and impulse response function estima-
tion results are given. 
The remainder of the paper is organized as follows. Since this is one of the first 
papers in the Review of Progress in Quantitative NDE proceedings, we begin with 
a background section on wavelets. Here, we site a number of important references 
on wavelets. We then formulate the flaw signature estimation problem and state 
the classical Wiener filter solution. The wavelet based approach is then outlined 
and results are presented. We conclude the paper with a summary and discussion 
section. 
WAVELETS 
The widespread use of Fourier methods in signal processing [1-7] is par-
tially due to many years of experience and the widespread availability of software. 
Wavelets are a new approach [8-18] so that little experience is available and the 
first generation of software is just appearing [19,20]. In the past decade, a new 
family of functions, called wavelets, were created as a frame (here chosen as basis 
functions) which can analyze non-stationary signals. Initially, a phase-space tech-
nique for the Fourier transform was invented which involved sampling both the time 
and frequency domains [5]. Much later, a scale-change was added [11] and the first 
wavelet was created. The scale-change allows for fewer sample points since high 
sampling rates are not needed for lower frequencies. Wavelets are applicable to non-
stationary signals and also have the potential to facilitate reconstruction with far 
less data (i.e., data compresssion is achieved), to detect edges better, to locate zero-
crossings, and give new ways to treat noise which are not available with Fourier 
methods. They "live in" a phase space which is the reason for these new possibil-
ities. 
Some advantages of wavelets over the exponentials used in Fourier methods 
arise from their compact support, which was first obtained by Daubechies [8]. The 
sampling properties of general distribution spaces was given by the </> - transform 
(wavelet) of Frazier and Jawerth [9]. A function </> E [2(R) which has compact sup-
port and dilations by powers of 2 and translations by k E Z is given by 
The function </> is called the mother wavelet provided the admissibility conditions 
are satisfied. In terms of 
C '= 100 1~(kW dk 
rfo· -00 Ikl 
these conditions are the bounds 
0< Crfo < 00 
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(1) 
(2) 
(3) 
and that the linear span of the dilates of rP span L2, 
V rPj,k = L2(R1 ). (4) 
For a given signal f(x) E L2('R.) and wavelet rP, the discrete wavelet transform 
is defined by the set of coefficients 
Cj,k(J) := UlrPj,k) = 2-i /2 I: f(x)~(2jx - k)dx , 
with j > 0, and k running over the integers. The signal may be reconstructed by 
summing over the coefficients Cj,k through the inverse formula 
f(x) = L Cj,krPj,k(X) . 
j,k 
(5) 
(6) 
The k may be thought of as the time (or position) translation parameter, and the 
j is then a frequency (or wave-number) scale parameter. Time-frequency informa-
tion about the signal f is obtained by choosing suitable pair (j, k) and computing 
Cj,k(J). This has the wavelet property of localization in both the time and fre-
quency domains. 
The compact support and recursive structure of the Daubechies wavelets, D-
4, led to a fast algorithm, similar to the Fast Fourier Transform (FFT), for gener-
ating the coefficients. The particular Fast Wavelet Transform (FWT) and the In-
verse Fast Wavelet Transform (IFWT) created by Thompson[21] will be used in this 
study. 
FLAW SIGNATURE ESTIMATION AND THE WIENER FILTER 
A measured flaw signal can be modeled as the convolution of a system response 
function with a flaw related operator, plus noise. In the time-domain, the model is 
given by 
00 
f(t) = J r(r)h(t-r)dr+nV(t) , (7) 
-00 
where f is the measured signal at time t, r is the impulse response of the flaw, h 
is the impulse response of the measurement system and n v ( t) is the noise. The 
Fourier transformation of Eq. (7) gives the frequency domain representation for the 
model 
F(w) = A(w)H(w) + N(w) , (8) 
where A is the frequency domain scattering amplitude and capital letters denote 
frequency domain Fourier transforms of the corresponding time-domain objects. 
Because the signal is bandlimited and corrupted by noise, an exact scattering am-
plitude A(w) cannot be determined and it is necessary to solve for estimates of the 
scattering amplitude, A(w). 
The Wiener filter studied by Neal [22J can give an optimal estimate for A E L2 
on the average. The Wiener filter can be written as 
, H*(w)F(w) 
A(w) = IH(w)1 2 + Q2 (9) 
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where Q2 is the stabilizing parameter. Here, a sub-optimal choice of Q2 will be 
used. We will take Q2 = 0.005IHM(W)I, where HM(w) is the maximum of H(w). 
A time-domain window is often applied prior to the Fourier transform and subse-
quent application of the Wiener filter. The purpose of the window is to eliminate 
noise which has been digitized but which does not lie within the same time-window 
as the flaw signal. 
NUMERICAL PROCEDURES AND RESULTS 
In order to facilitate the investigation of scattering amplitude estimation us-
ing wavelets, noise-corrupted flaw signals were generated using measured acoustic 
noise from a stainless steel block, the measurement system response for an actual 
ultrasonic system, and computer generated scattering amplitudes [22J. The noise-
corrupted flaw signal signal was created as f(t, (i) = h(t, (i)*r(t, (i)+bn(t, (i) for the 
ith where b is a scale factor used to scale the measured noise in order to achieve the 
desired signal to noise ratio (SNR). In this paper, we present results for one flaw at 
five different SNR's (2:1, 4:1, 6:1, 8:1, and 10:1). The simulated flaw was a 220 pm 
radius spherical void in stainless steel. 
Two estimation approaches were considered. One approach, referred to here as 
the windowed Fourier transform approach involves the application of a rectangular 
time-domain window followed by a Fourier transform and application of the sub-
optimal Wiener filter as stated in Eq. (9). For a SNR of 6:1, the noise-corrupted 
flaw signal is shown in dotted line in Fig. l.A, and the windowed signal is shown in 
solid line. We note that the sinc(w) = sin(w)/w function on the frequency side is 
not localized. 
The second estimation approach is the wavelet approach. Here, wavelet pro-
cessing is used for noise removal prior to the application of the Wiener filter. Noise 
removal using wavelets has two independent aspects which are called small coef-
ficient removal, or epsilon chopping, and the removal of a high frequency scale, or 
j-chopping. The epsilon chopping removes all coefficients smaller than a chosen 
E whereas the j-chopping removes one or more of the highest j-values. In epsilon 
chopping, the noise is treated as roughly uniform in the signal, i.e., it works best for 
"white noise." In j-chopping it is assumed that high-frequency noise is the culprit. 
First the j-chopping and €-chopping were performed separately. It was found 
that the j-chopping of all j > 5 was independent of the SNR and gave the "best" 
estimated A(w). For SNR values of 10:1,8:1 and 6:1, the "best" value of €-chop was 
€ = 0.85. At the SNR value 4:1 € = 0.90 was best and at the SNR 2:1, € = 0.95 was 
found to be the best. Marked improvements were obtained from combining a j-chop 
with an €-chop and it is these calculations which are shown in Figs. 1-3. 
SUMMARY AND DISCUSSION 
An investigation of flaw scattering amplitude estimation using Daubechies 
D4 wavelets has been presented. The wavelet estimation of the scattering ampli-
tude A( w) was better at the 6: 1 SNR, and, as the noise increased to 2: 1 SNR, the 
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Fig. I. (A) The time domain signal with a 6:1 SNR with the time window shown. 
(B) The frequency domain scattering amplitude is the solid line, the windowed 
Fourier transform estimation is the dotted line, the dash-dot line is the wavelet esti-
mation. 
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Fig.2. (A) The time domain signal for a 2:1 SNR with the time window shown. 
(B) The frequency domain estimation using Fourier window methods is shown in 
the dotted line, wavelets are the dash-dot lines and the exact amplitude is given the 
solid line. 
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Fig.3. The front face and creep wave time domain features reconstucted from the 
wavelet estimation of the frequency domain scattering amplitude. The dotted line is 
the 2:1 SNR, the dash-dot line is 4:1 SNR and the solid line is the 6:1 SNR. 
wavelet filter was clearly superior to the windowed Fourier transform approach. The 
reconstructed time-domain signal using the wavelet filter for 10:1, 6:1 and 2:1 differ 
in minor details only. This suggests that the flaw size [23] can now be determined. 
It is necessary to study a number of examples using this analysis but the 
present results based on a single flaw size are promising. This same analysis must 
now be carried out on the same flaw size using different noise components and then 
on varying flaw sizes. Our intent is to then develop a complete wavelet deconvo-
lution without the Wiener filter. We will also compare other wavelets to the D4's 
studied here. 
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