Abstract-Aiming at the problem that the existing 3D core similarity evaluation methods cannot effectively evaluate gray core images, we proposed a similarity evaluation algorithm based on Pattern Density Classification Function (PDCF). First of all, the 3D template is used to extract the texture patterns of 3D core images, and then the pattern density classification function is formed with the extracted patterns by adopting K-means algorithm. An adaptive method is used to find out the appropriate K value. Finally, the pattern density classification function is used to measure the texture similarity between 3D gray rock models. In this paper, a comparative experiment of multiple groups of core images is carried out. Combined with the existing similarity evaluation algorithm for the binary image of 3D core, the 3D gray core model similarity characterization is realized from morphological and texture distribution.
INTRODUCTION
Digital rock physics is a newly developed method based on imaging and digitizing of 3D pore and mineral structure of actual rock and numerically computing rock physical properties, such as permeability, elastic moduli and formation factor [1] .
The studies on rock physics parameters and characterization of reservoirs enhances the understanding of their lifetime performance and management. Developing a comprehensive reservoir characterization function is an outstanding challenge that requires various tools for feature extraction, data analysis.
It is very difficult to characterize the rocks samples, because of the widely variety of morphological structure and texture distribution. Over the decades, the researchers have addressed in this area and put forward many methods to describe the similarity of binary 3D core image, such as porosity, autocorrelation function [2] [3] [4] , linear-path [4] and so on. With these methods, the morphological distribution of binary image of rocks can be described. These methods are used to analyze the similarity of reservoir rocks and they are also used in the process of 3D core digital reconstruction methods [2] .
A. Autocorrelation Function
Autocorrelation function is also known as two-point probability function. It was introduced by Yeong [2] in 1997 as a constraint condition of 3D reconstruction of porous media and it was treated as a popular similarity evaluation method for 3D reservoir rocks model. The Autocorrelation function ) , ( 2 1 ) ( 2 r r S j is defined as: 
B. Lineal-path Function (LPF)
Another popular evaluation method for random heterogeneous materials is proposed by Lu [5] in 1992 is called
The quantity of LPF is the probability that a line segment of length r is wholly in phase j and it is a more accurate measure of the characteristic length of phase j.
The lineal-path function is defined as:
The LPF can reflect the size of the phase j and the connectivity in the heterogeneous porous materials.
However, these functions are used to morphology similarity measurement in many cases for two phase models [6] [7] [8] [9] , they cannot describe the texture difference for 3D reservoir rock models in gray level.
In this paper, we proposed an evaluation algorithm based on the classification of pattern density. The 3D template is used to extract the texture pattern of core images, and then the pattern density classification function (PDCF) is formed with the K-means algorithm. With the pattern density classification function, the texture similarity between 3D gray rock images can be measured. Combing with autocorrelation function and LPF, the similarity of reservoir rock models can be evaluated both in morphology and texture.
II. EXACT REPRESENTATION OF THE PATTERN DENSITY CLASSIFICATION FUNCTION
It is assumed that V is a 3D gray image to be evaluated. A template with size is used to extract the pattern P from V, and the sampling center is V (X, Y, Z).
The pattern set set P is generated by sampling the whole model V point by point.
Where M is the number of all patterns. We assume Kn is all possible patterns for P and n is the number of all possible patterns. NKn indicates the number of times Kn appears in the collection. The pattern density function(PDF)
The distribution of the texture pattern feature K n on V can be reflected by PDF. During the calculation of PDF for 3D model, the number of K n can be huge. In this case, according to the different core structure, texture complexity, template size and different size of core samples, the number of pattern will usually be above one hundred thousand orders of magnitude, which is not easy for similarity measurement. As this reason, we use the K mean clustering algorithm (KMEANS) to classify the sampled pattern set according to texture similarity instead of PDF.
Random centroid {u1,u2,…uk} are selected for K cluster from the patter set .K clusters are created by associating each atom in the set P with the nearest mean according to formula 8.
According to the atoms distribution of each cluster, the centroid of each of the K clusters is set as the new mean. The criterion function E is calculated as:
Where E is the sum of all the square errors of the atoms in the data set and i m is the average value of all members in the cluster Cj. The center of each cluster is adjusted repeatedly and the cluster members are updated until the cluster center is no longer changed or the criterion function E is convergent of the maximum number of the iterations is reached.
The pattern density classification function (PDCF) can be calculated as:
Where crad(Cj) is the number of atom in cluster j and M is the number of all patterns. Finally the PDCF G(x), the centroid location of each cluster Centj and the mean distance D from point to every centroid within-cluster are obtained.
In this algorithm, the number of cluster and the size of template are two critical parameters. As shown in figure I , the mean distance from point to every centroid within-cluster decreases with the increasing of the number of clusters. When the value of K increases to a certain degree, the decline area of the D is slow.
In our approach, an adaptive method is used to find the appropriate K value. The initial value of K is set to 5 and the initial length of template is set to 10, then the value of K is increased by 5, and difference of the mean distance D is calculated. When the difference is smaller than  , it is considered that the mean distance D descending trend has tended to be slow, and the value of current K is selected. The length of template L is increased by 2, if the difference is still large than  when the value of K reaches 100. The whole producer is processed repeatedly until the difference is small than  or the K and L reach the maximum value.
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The procedure of calculating PDCF is shown in Table I : 
Cluster the patterns PsetA with K clusters and calculate the mean distance In the following experiment, the 3 models are transform into binary images and autocorrelation function, lineal-path function (LPF) are used to evaluate the morphological similarity and the pattern density classification function (PDCF) are used to evaluation the similarity of pattern distribution of texture between three samples directly. The result is shown in Figure III . According to (G) of figure III, the PDCF of sample A and sample B are very similar, while there is a large gap between PDCF of sample C and that of sample A(sample B).
The figure III reveals that three reservoir rocks are similar in morphological characteristics, while sample A and sample B have similar pattern distribution, but sample C has different pattern distribution to sample A and B. This conclusion is quite agreed with the prior knowledge.
In order to further verify the effectiveness and stability of the algorithm, 10 groups of homogeneous core samples are selected, and each group of core samples is composed of two 3D CT models which are the adjacent area of the same isotropic core with similar morphology and pattern distribution. These images are marked as: sample 1(a), sample 1(b), sample 2(a), sample 2(b) and so on. Then, we use the PDCF to calculate the similarity of pattern distribution of texture between the samples.
For convenience of evaluation, we calculated the mean square error of PDCF, and the result is presented in tabular form in Table II. In Table II , each line is the mean square error of PDCF between sample (b) with other 10 sets of sample (a). The smaller of the difference indicates the more similar of samples in the pattern distribution of texture. As table II shown, the two samples which are from the same rock model are much similar than others. 
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IV. CONCLUSION
To accurately measure the pattern distribution features of reservoir rocks, the pattern density classification function is proposed in this paper. The 3D template is used to extract the patterns of 3D core gray images, and then the pattern density classification function (PDCF) is formed with the extracted patterns by adopting K-means algorithm and an adaptive method is used to find out the appropriate K value. Combining PDCF, autocorrelation function and lineal-path function, the similar of reservoir rocks can be measured in morphological and texture.
Several experiments are used to comprehensively test the proposed algorithm. The experiments demonstrate that the autocorrelation function and lineal-path function can reveal the morphological similarity of rocks samples and the pattern density classification function can describe the similarity of reservoir samples in texture distribution.
We believe that the algorithm proposed in this paper can be used for practical applications. The method also has potential applications in similarity compassion in the reconstruction of variety of porous media.
