Multivariable (φ,Γ)-modules and smooth o-torsion representations by Zábrádi, Gergely
Multivariable (ϕ,Γ)-modules and smooth o-torsion
representations
Gergely Zábrádi ∗
14th March 2016
Abstract
Let G be a Qp-split reductive group with connected centre and Borel subgroup B =
TN . We construct a right exact functor D∨∆ from the category of smooth modulo p
n
representations of B to the category of projective limits of finitely generated étale (ϕ,Γ)-
modules over a multivariable (indexed by the set of simple roots) commutative Laurent-
series ring. These correspond to representations of a direct power of Gal(Qp/Qp) via an
equivalence of categories. Parabolic induction from a subgroup P = LPNP gives rise to a
basechange from a Laurent-series ring in those variables with corresponding simple roots
contained in the Levi component LP . D∨∆ is exact and yields finitely generated objects on
the category SPA of finite length representations with subquotients of principal series as
Jordan-Hölder factors. Lifting the functor D∨∆ to all (noncommuting) variables indexed
by the positive roots allows us to construct a G-equivariant sheaf Ypi,∆ on G/B and a
G-equivariant continuous map from the Pontryagin dual pi∨ of a smooth representation
pi of G to the global sections Ypi,∆(G/B). We deduce that D∨∆ is fully faithful on the
full subcategory of SPA with Jordan-Hölder factors isomorphic to irreducible principal
series.
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1 Introduction
1.1 Background and motivation
By now the p-adic Langlands correspondence for GL2(Qp) is very well understood through
the work of Colmez [8], [9] and others (see [3] for an overview). The starting point of Colmez’s
work is Fontaine’s [14] theorem that the category of modulo ph Galois representations of
Qp is equivalent to the category of étale (ϕ,Γ)-modules over Z/ph((X)). One of Colmez’s
breakthroughs was that he managed to relate smooth modulo ph representations (therefore
also continuous p-adic representations by letting h→∞ and inverting p) of GL2(Qp) to (ϕ,Γ)-
modules, too. The so-called “Montréal-functor” associates to a smooth mod ph representation
pi of GL2(Qp) (first restricting pi to a Borel subgroup B2(Qp)) an étale (ϕ,Γ)-module over
Z/ph((X)). By Pašku¯nas’s work [19] this induces a bijection for certain p-adic Banach space
representations of GL2(Qp).
There have been attempts, for instance by Schneider and Vigneras [20], to generalize
Colmez’s functor to other Qp-split reductive groups G. More recently, Breuil [4] (in a slightly
more general setting allowing finite extensions of Qp, too) introduced a functor D∨ξ = D∨ξ,`
from smooth Z/ph-representations of G to projective limits of étale (ϕ,Γ)-modules. The
construction depends on the choice of a cocharacter ξ : Gm → T (with the property that the
composition of ξ with all simple roots α ∈ ∆ is an isomorphism of Gm) and on a Whittaker
type functional ` from the unipotent radical N of a Borel subgroup B = TN to Qp. In [4]
(and also in [20]) ` is assumed to be generic, ie. ` induces an isomorphism Nα → Qp for the
root subgroups Nα of all simple roots α ∈ ∆ with respect to B. The action of ϕ (resp. of
Γ ∼= Z×p ) on D∨ξ (pi) for a smooth mod ph representation pi of G comes from the (inverse of
the) action of ξ(p) (resp. of ξ(Z×p )) on pi. The functor D∨ξ,` has very promising properties: it
is right exact and compatible with tensor products and with parabolic induction. Moreover,
D∨ξ,` is exact and produces finitely generated objects on the category SPA of finite length
representations with all Jordan-Hölder factors appearing as a subquotient of principal series
representations (ie. of IndGBχ for some character χ of T ). Finally, D∨ξ,` is compatible with
the conjectures in [6] made from a global point of view. The assumption on the genericity
of ` is needed crucially for some of these properties, in particular for the exactness on SPA
and for the compatibility with [6]. However, if ` is a generic Whittaker functional then the
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functor D∨ξ,` loses a lot of information, one cannot possibly recover the representation pi from
the attached (ϕ,Γ)-module D∨ξ,`(pi) (by the methods developed in [21] or otherwise). This
has also been predicted by the work of Breuil and Pašku¯nas [7]: when one moves beyond
GL2(Qp) then there are much more representations on the automorphic side than on the
Galois side. So if we would like to have a bijection for some large class of representations
on the reductive group side, we need to put additional data on our Galois-representations.
One candidate is that we could perhaps equip the Galois representation with an additional
character of the torus T/ξ(Q×p ) extending the action of ϕ and Γ. The heuristics for this is
that even in the case of GL2(Qp) a central character appears naturally on the attached (ϕ,Γ)-
module. However, if ` is generic then the action of ϕ and Γ on D∨ξ,`(pi) cannot be extended
to the dominant submonoid T+ ⊂ T since in this case the kernel Hgen = Ker(` : N → Qp) is
not invariant under the conjugation action of any larger subgroup of T than the product of
the image of ξ and the centre. On the other hand, if we choose ` to be very far from being
generic, ie. ` = `α is the projection onto a root subgroup Nα for some simple root α ∈ ∆
then we do have an additional action of T+ on D∨ξ,`(pi) as shown by the present author and
Erdélyi [13]. Moreover, in op. cit. a natural transformation βG/B,· from the functor pi 7→ pi∨
(taking Pontryagin duals) to the global sections Yα,pi(G/B) of a G-equivariant sheaf Yα,pi on
the flag variety G/B associated to the étale T+-module D∨ξ,`(pi) is constructed for the choice
` = `α. The map βG/B,pi : pi∨ → Yα,pi(G/B) is nonzero whenever D∨ξ,`(pi) is nonzero. However,
as mentioned above, for non-generic ` the functor D∨ξ,` does not have so good exactness and
compatibility properties.
The goal of this paper is to combine all the mentioned good properties of the above
approaches. In order to do this we are going to use multivariable (ϕ,Γ)-modules in the
variables Xα (α ∈ ∆). More concretely, consider the Laurent series ring Z/ph((Xα | α ∈
∆)) := Z/ph[[Xα, α ∈ ∆]][X−1α | α ∈ ∆] with the conjugation action of the monoid T+ :=
{t ∈ T | α(t) ∈ Zp for all α ∈ ∆}. In an analogous way to [4] we construct a functor
D∨∆ from smooth mod ph-representations of a Qp-split connected reductive group G with
connected centre to the category of projective limits of finitely generated étale T+-modules
over Z/ph((Xα | α ∈ ∆)). Moreover, in [24] a pair D and V of quasi-inverse equivalences
of categories is constructed between the category of continuous mod pn representations of
the |∆|th direct power of the Galois group Gal(Qp/Qp) (endowed with a character of Q×p )
and multivariable étale T+-modules. One can pass to usual (ϕ,Γ)-modules by identifying the
variables Xα with each other—this step corresponds to the restriction of a representation of
Gal(Qp/Qp)|∆| to the diagonal embedding of Gal(Qp/Qp) (Cor. 3.10 in [24]). When doing so
we must forget the action of the monoid T+ just keeping the action of ϕNΓ = ξ(Zp \{0}) ⊂ T+
(or possibly also the action of the centre of G) as the kernel (Xα − Xβ | α, β ∈ ∆) of this
identification is not stable under T+. This assignment is faithful and exact in general, but
definitely not full. In all known cases—including objects in the category SPA and parabolically
induced representations from the product of copies of GL2(Qp) and a torus—the resulting
Galois representation will coincide with Breuil’s VF ◦D∨ξ,`(pi) (for generic `) where VF stands
for Fontaine’s equivalence. Whether or not this is true in general is an open question. If
P = LPNP is a standard parabolic subgroup with Levi component LP isomorphic to the
product of copies of GL2(Qp) and a torus, then the value of V ◦D∨∆ at parabolically induced
representations IndGPpiP is well-described in terms of tensor product of Galois representations
for each α ∈ ∆. It can be shown using the fully faithful property of D that the resulting
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multivariable (ϕ,Γ)-modules D∨∆(Ind
G
PpiP ) are therefore pairwise non-isomorphic for all the
irreducible mod p representations of G arising this way (for varying P of this form).
Apart from all the above mentioned exactness and compatibility properties D∨∆ has the
following additional features: induction from a parabolic subgroup P = LPNP corresponds
to basechange from Z/(pn)((Xα | α ∈ ∆P )) to Z/ph((Xα | α ∈ ∆)) where ∆P ⊆ ∆ consists
of those simple roots whose root subgroups are contained in the Levi component LP . On
the Galois side this means, in particular, that the copy of the Galois group Gal(Qp/Qp)
corresponding to those simple roots α ∈ ∆ whose root subgroup is not contained in the Levi
LP acts on V◦D∨∆(IndGPpiP ) via a character. This could hopefully lead to detecting P from the
attached T+-module over Z/ph((Xα | α ∈ ∆)). Another promising property of D∨∆ is that we
can indeed recover successive extensions pi of irreducible principal series representations from
D∨∆(pi). In other words we show—using the methods of [21] [13] realizing pi∨ as a G-invariant
subspace of the global sections of a G-equivariant sheaf on G/B—that D∨∆ is fully faithful
on the category SP 0A of these representations. By the aforementioned work of Breuil and
Pašku¯nas [7] we cannot expect a bijection between smooth Z/ph-representations of G and
mod ph Galois representations of Qp. However, this work could be considered as evidence
that there might still be a bijection between a large class of smooth Z/ph-representations of
G and certain representations of Gal(Qp/Qp)|∆|.
Moreover, Breuil [5] predicts that his functor VF ◦D∨ξ,`(pi) on a representation of GLn(Qp)
built out from some mod p Hecke isotopic subspace would give something like an “internal”
tensor product ρ ⊗Fp ∧2(ρ) ⊗Fp · · · ⊗Fp ∧n−1(ρ) for some local Galois representation ρ of
dimension n furnished by the global theory. Now the functor V ◦D∨∆ should give the same,
but “external” tensor product, instead of internal (ie. different copies of Gal(Qp/Qp) for each
term in the tensor product). This could perhaps explain why the individual ∧i(ρ) appear in
the Shimura cohomology of unitary groups of type U(i, n − i), but not their internal tensor
product.
Another motivation is that the Robba versions of multivariable (ϕ,Γ)-modules seem to
play a role [1] [2] [16] in the case of the p-adic Langlands programme for GL2(F ) for finite
extensions F 6= Qp, too.
1.2 Notations
Let G = G(Qp) be the Qp-points of a Qp-split connected reductive group G defined over
Zp with connected centre and a fixed split Borel subgroup B = TN. Put B := B(Qp),
T := T(Qp), and N := N(Qp). We denote by Φ+ the set of roots of T in N , by ∆ ⊂ Φ+
the set of simple roots, and by uα : Ga → Nα, for α ∈ Φ+, a Qp-homomorphism onto
the root subgroup Nα of N such that tuα(x)t−1 = uα(α(t)x) for x ∈ Qp and t ∈ T (Qp),
and N0 =
∏
α∈Φ+ uα(Zp) is a compact open subgroup of N(Qp). We put nα := uα(1) and
Nα,0 := uα(Zp) for the image of uα on Zp. We denote by T+ the monoid of dominant elements
t in T such that valp(α(t)) ≥ 0 for all α ∈ Φ+, by T0 ⊂ T+ the maximal subgroup, and we
put B+ = N0T+, B0 = N0T0.
Let K be a finite extension of Qp with ring of integers o, uniformizer $, and residue field
κ := o/$. By a smooth o-torsion representation pi of G (resp. of B) we mean a torsion
o-module pi together with a smooth (ie. stabilizers are open) and linear action of the group
G (resp. of B). We will consider representations pi with $hpi = 0 for some h ≥ 1 and put
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A := o/$h.
The natural conjugation action of T+ on N0 extends to an action on the Iwasawa A-algebra
A[[N0]]. For t ∈ T+ we denote this action of t on A[[N0]] by ϕt. The map ϕt : A[[N0]]→ A[[N0]]
is an injective ring homomorphism with a distinguished left inverse ψt : A[[N0]] → A[[N0]]
satisfying ψt ◦ ϕt = idA[[N0]] and ψt(uϕt(λ)) = ψt(ϕt(λ)u) = 0 for all u ∈ N0 \ tN0t−1 and
λ ∈ A[[N0]]. Further, the normal subgroup H∆,0 :=
∏
β∈Φ+\∆Nβ,0 is invariant under the
action of T+ so the quotient group N∆,0 := N0/H∆,0 ∼=
∏
α∈∆ Nα,0 also inherits the action of
T+. The Iwasawa algebra A[[N∆,0]] can be identified with the multivariable power series ring
A[[Xα | α ∈ ∆]] by the map nα − 1 7→ Xα (α ∈ ∆). We define A((N∆,0)) as the localization
A[[N∆,0]][X
−1
α , α ∈ ∆]. We also denote by ϕt : A[[N∆,0]] → A[[N∆,0]] (resp. ϕt : A((N∆,0)) →
A((N∆,0))) the induced action of t ∈ T+ on these rings. By an étale T+-module over A((N∆,0))
we mean a (unless otherwise mentioned) finitely generated module M over A((N∆,0)) together
with a semilinear action of the monoid T+ (also denote by ϕt for t ∈ T+) such that the maps
id⊗ ϕt : ϕ∗tM := A((N∆,0))⊗A((N∆,0)),ϕt M →M
are isomorphisms for all t ∈ T+.
Since the centre of G is assumed to be connected, there exists a cocharacter λα∨ : Q×p → T
such that α ◦ λα∨ is the identity on Q×p for each α ∈ ∆ and β ◦ λα∨ = 1 for all β 6= α ∈ ∆.
Note that λα∨ is only unique upto a cocharacter of the centre Z(G). We put ξ :=
∑
α∈∆ λα∨ ,
Γ := ξ(Z×p ) ≤ T , and often denote the action of s := ξ(p) by ϕ = ϕs. Further, for each α ∈ ∆
we set tα := λα∨(p).
For example, G = GLn, B is the subgroup of upper triangular matrices, N consists
of the strictly upper triangular matrices (1 on the diagonal), T is the diagonal subgroup,
N0 = N(Zp), the simple roots are α1, . . . , αn−1 where αi(diag(t1, . . . , tn)) = tit−1i+1, uαi(·) is
the strictly upper triangular matrix, with (i, i+ 1)-coefficient · and 0 everywhere else.
For a finite index subgroup G2 in a group G1 we denote by J(G1/G2) ⊂ G1 a (fixed) set of
representatives of the left cosets in G1/G2.
1.3 Description of the results
In section 2 we describe the first properties of étale T+-modules over A((N∆,0)) (the “mul-
tivariable (ϕ,Γ)-modules” in the title). Even though the ring A((N∆,0)) is not artinian, the
existence of an action of T0 improves its properties: by the nonexistence of T0-invariant ideals
in κ((N∆,0)) it follows that any finitely generated module over A((N∆,0)) admitting a semi-
linear action of T0 has finite length (in the category of modules with semilinear T0-action).
This fact allows us to construct a functor D∨∆ from the category of smooth A-representations
of the Borel B to projective limits of finitely generated étale T+-modules over A((N∆,0)) in
an analogous way to Breuil’s functor [4]. More precisely, we consider the skew polynomial
ring A[[N∆,0]][Fα | α ∈ ∆] where the variables Fα commute with each other and we have
Fαλ = (tαλt
−1
α )Fα for λ ∈ A[[N∆,0]]. For a smooth representation pi of B over A we denote by
M∆(piH∆,0) the set of finitely generated A[[N∆,0]][Fα | α ∈ ∆]-submodules of piH∆,0 that are
stable under the action of T0 and admissible as a representation of N∆,0 = N0/H∆,0. Here Fα
acts on piH∆,0 by the Hecke action of tα ∈ T+, ie. Fαv := TrH∆,0/tαH∆,0t−1α (tαv) for v ∈ piH∆,0.
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Then the functor D∨∆ is defined by the projective limit
D∨∆(pi) := lim←−
M∈M∆(piH∆,0 )
M∨[1/X∆]
where X∆ =
∏
α∈∆Xα is the product of all the variables Xα = nα− 1 in the power series ring
A[[N∆,0]].
If we define
` : N → N/[N,N ] =
∏
α∈∆
Nα
∑
α∈∆ u
−1
α−→ Qp
in a generic way and extend this to the Iwasawa algebra A[[N∆,0]] then we find that `(Xα) = X
for all α ∈ ∆ after the identification A[[Zp]] ∼= A[[X]]. Therefore we may extend ` to a map
` : A((N∆,0)) → A((X)) of Laurent series rings. Note that the kernel of ` is not stable under
the action of T+, but it is stable under the action of ϕ and Γ. So we obtain a reduction map
A((X)) ⊗A((N∆,0)),` · from étale T+-modules to usual étale (ϕ,Γ)-modules. We show that this
reduction map is faithful and exact which implies
Theorem A. The functor D∨∆ is right exact.
In particular, one has a natural transformation from Breuil’s functor D∨ξ,` to the composite
A((X))⊗A((N∆,0)),`D∨∆. When restricted to the category SPA, this is an isomorphism. Moreover,
this is also an isomorphism for objects obtained by parabolic induction from a subgroup with
Levi component isomorphic to the product of copies of GL2(Qp) and a split torus.
Section 3 is devoted to various compatibility results. The first is the compatibility with
products G × G′ of groups with simple roots ∆, resp. ∆′. The value of D∨∆∪∆′ on a tensor
product pi ⊗κ pi′ of representations pi of G (resp. pi′ of G′) is the completed tensor product
D∨∆(pi)⊗ˆκD∨∆′(pi′). Note that this is a module over a multivariate Laurent series ringA((N∆∪∆′,0))
in variables indexed by the union ∆ ∪∆′. Similarly, we have a compatibility result for para-
bolic induction: Let P = LPNP be a parabolic subgroup containing B and piP a smooth
representation of LP over A viewed as representation of the opposite parabolic P−. Denote
by ∆P ⊆ ∆ the set of those simple roots whose root subgroups are contained in the Levi
component LP . We show
Theorem B. Let piP be a smooth locally admissible representation of LP over A which we
view by inflation as a representation of P−. We have an isomorphism
D∨∆
(
IndGP−piP
) ∼= A((N∆,0))⊗ˆA((N∆P ,0))D∨∆P (piP )
in the category Det(T+, A((N∆,0))).
On one hand, the above result shows that D∨∆ is nonzero and finitely generated on para-
bolically induced representations from products of copies of GL2(Qp) and a torus unless one
of the representations of GL2(Qp) is finite dimensional. Moreover, combined with the right
exactness we also know this for extensions of representations of this type just like for Breuil’s
functor [4]. On the other hand, this might lead to another characterization of supercuspidal
representations: it would be natural to expect that if pi is an irreducible supercuspidal repres-
entation then D∨∆(pi) cannot be induced from a T+-module in less variables. However, showing
this would require a better understanding of supercuspidals beyond GL2.
Let SPA be the category of smooth finite length representations of G whose Jordan-Hölder
factors are subquotients of principal series. We end section 3 by showing
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Theorem C. The restriction of D∨∆ to SPA is exact and produces finitely generated objects.
The proof of this builds on showing that the finitely generated A[[N∆,0]][Fα | α ∈ ∆]-
submodules of representations in SPA are in fact finitely presented. This substitutes the
arguments using the coherence [10] of the one-variable analogue A[[X]][F ] in the classical
GL2-situation as the ring A[[N∆,0]][Fα | α ∈ ∆] is apparently not coherent.
In section 4 we develop a noncommutative analogue of D∨∆ as in [13] for Breuil’s functor.
The first step is the construction of the ring A((N∆,∞)) as a projective limit lim←−k A((N∆,k))
where the finite layers A((N∆,k)) := A[[N∆,k]][ϕkn0s (Xα)−1] are defined as localisations of the
Iwasawa algebra A[[N∆,k]]. Here the group N∆,k := N0/H∆,k is the extension of N∆,0 by a finite
p-group H∆,0/H∆,k where H∆,k is the smallest normal subgroup in N0 containing skH∆,0s−k.
Note that unlike in the one variable localization Λ`(N0) we do not have a section of the
group homomorphism N∆,k → N∆,0. However, restricting to the image of the conjugation
by skn0 , we do: this allows us to build a functor Mk,0 from the category Det(T+, A((N∆,0)))
of finitely generated étale T+-modules over A((N∆,0)) to the category Det(T+, A((N∆,k))) of
finitely generated étale T+-modules over A((N∆,k)). Putting M∞,0 := lim←−kMk,0 and D0,∞ to
be the functor from the category Det(T+, A((N∆,∞))) of finitely generated étale T+-modules
over A((N∆,∞)) to Det(T+, A((N∆,0))) induced by the reduction map A((N∆,∞)) → A((N∆,0))
we obtain
Theorem D. The functorsM∞,0 and D0,∞ are quasi-inverse equivalences of categories between
Det(T+, A((N∆,0))) and Det(T+, A((N∆,∞))).
By considering finitely generated A[[N∆,k]][Fα,k | α ∈ ∆]-submodules of piH∆,k that are
stable under the action of T0 and are admissible as representations of N∆,k we introduce the
functors D∨∆,k analogous to D∨∆ for all k ≥ 0 and we put D∨∆,∞(pi) := lim←−kD
∨
∆,k(pi) for a
smooth representation pi of B over A. This corresponds to D∨∆(pi) via the extension of the
equivalence of categories in Theorem D to pro-objects on both sides. The universal property
of D∨∆,∞ leads to its alternative description via the Schneider–Vigneras functor DSV (pi) (and
via its étale hull D˜SV (pi)):
Theorem E. We have
D∨∆,∞(pi) ∼= lim←−
D
D
where D runs through the finitely generated étale T+-modules over A((N∆,∞)) arising as a
quotient of A((N∆,∞)) ⊗A[[N0]] D˜SV (pi) such that the quotient map is continuous in the weak
topology of D and the final topology on A((N∆,∞))⊗A[[N0]] D˜SV (pi) of the map 1⊗ ι : DSV (pi)→
A((N∆,∞))⊗A[[N0]] D˜SV (pi).
Finally, we turn to the question of reconstructing the smooth representation pi of G from
D∨∆(pi). This is certainly not possible in general, as for instance finite dimensional represent-
ations are in the kernel of D∨∆ (unless the set ∆ of simple roots is empty). However, using
the ideas of [21] we show
Theorem F. For any smooth o-torsion representation pi of G and any M ∈M∆(piH∆,0) there
exists a G-equivariant sheaf Ypi,M on G/B with sections Ypi,M(C0) on C0 isomorphic to M˜∨∞ as
an étale T+-module over A[[N0]]. Moreover, we have a G-equivariant continuous map βG/B,M
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from the Pontryagin dual pi∨ to the global sections Ypi,M(G/B) that is natural in both pi and
M , and is nonzero unless M∨[1/X∆] = 0.
Here we in fact use the G-action on pi in order to construct the sheaf Ypi,M unlike in [21]
where the operators Hg = res(gC0 ∩ C0) ◦ (g·) for the open cell C0 := N0B ⊂ G/B ∼= G/B
are constructed as a limit. Apparently the formulas defining this limit do not converge in
the weak topology of the finitely generated A((N∆,∞))-module M∨∞[1/X∆]. Nevertheless, if
pi is irreducible and D∨∆(pi) 6= 0 then we can realize pi∨ as a subrepresentation of the global
sections of a G-equivariant sheaf on G/B whose space of sections on C0 is “small” in the
sense that it is contained in a finitely generated A((N∆,∞))-module. Let us denote by SP 0A
the full subcategory of SPA containing those representations whose Jordan-Hölder factors are
irreducible principle series. As an application of the methods above we prove
Theorem G. The restriction of D∨∆ to the category SP 0A is fully faithful.
In particular, the forgetful functor restricting pi to B is also fully faithful on SP 0A as D∨∆
factors through this.
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2 Étale T+-modules over A((N∆,0))
Since the centre ofG is assumed to be connected, there exists a system (λα∨)α∈∆ ∈ X∨(T )∆
of cocharacters with the property β ◦ λα∨ = 1 for all α 6= β ∈ ∆ and α ◦ λα∨ = idGm . As in
[4] and [20] we put ξ :=
∑
α∈∆ λα∨ . Further, we put tα := λα∨(p) ∈ T for each α ∈ ∆ and
denote by ϕα the conjugation action of tα on A[[N∆,0]] and on A((N∆,0)). By definition we have
s = ξ(p) =
∏
α∈∆ tα. We form the skew-polynomial ring A[[N∆,0]][F∆] := A[[N∆,0]][Fα | α ∈ ∆]
in the variables Fα (α ∈ ∆) that commute with each other and satisfy Fαλ = ϕα(λ)Fα for any
λ ∈ κ[[N∆,0]]. Note that we may extend the conjugation action of the group T0 on A[[N∆,0]] to
the ring A[[N∆,0]][F∆] by acting trivially on the variables Fα (α ∈ ∆). Note that T0 and the
elements tα (α ∈ ∆) generate T+ under our assumption that the centre of G is connected.
2.1 T0-invariant ideals in A((N∆,0))
Proposition 2.1. The ring κ((N∆,0)) does not have any nontrivial T0-invariant ideals.
Proof. By our assumption that G has connected centre the group homomorphisms Z×p
λα∨
↪→ T0
give rise to a subgroup T∆,0 :=
∏
α∈∆ λα∨(Z×p ) ≤ T0. Note that this product is direct since
Tα,0 := λα∨(Z×p ) is contained in the kernel of β for each α 6= β ∈ ∆. So we have an action
of (Z×p )∆ on κ((Xα | α ∈ ∆)) such that the copy of Z×p indexed by α acts naturally on the
corresponding variable Xα by the formula γ ∈ Z×p : Xα 7→ (1 + Xα)γ − 1 and trivially on all
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the other variables Xβ for all pairs β 6= α ∈ ∆. We prove the (formally stronger) statement
that κ((N∆,0)) does not have any T∆,0-invariant ideals by induction on the cardinality of the
set ∆. For |∆| = 1 the statement is trivial since κ((X)) is a field. Now assume the statement
for |∆| < r for some 1 < r choose a T∆,0-invariant ideal 0 6= I C κ((N∆,0)) with |∆| = r.
Put J := I ∩ κ[[N∆,0]] C κ[[N∆,0]] and choose any α ∈ ∆. Any element µ ∈ κ[[N∆,0]] can
uniquely be written as an infinite sum µ =
∑∞
j=0 µjX
j
α with µj ∈ κ[[N∆\{α},0]] (j ≥ 0) where
N∆\{α},0 =
∏
β 6=α∈∆ Nβ,0. We define
Jα,i := {λ ∈ κ[[N∆\{α},0]] | ∃µ =
∞∑
j=0
µjX
j
α ∈ J, s. t. µi = λ}
for each i ≥ 0. These are nonzero ideals in κ[[N∆\{α},0]].
Lemma 2.2. We have Jα,0 = Jα,1 = · · · = Jα,i = · · · .
Proof. The inclusions Jα,0 ⊆ Jα,1 ⊆ · · · ⊆ Jα,i ⊆ · · · are clear (we can multiply an element
in J by Xα). Conversely, assume that Jα,0 ( Jα,i for some integer i > 0. Assume i > 0 is
minimal with this property and choose an element µ ∈ J with µi ∈ Jα,i \ Jα,0. For an index
j > 0 with µj 6= 0 in Jα,0 choose a νj ∈ J with νj,0 = µj. Then µ′ := µ − Xjανj also lies in
J and has the property that µ′i /∈ Jα,0. Indeed, if i < j then this is clear. Otherwise by the
minimality of i, the coefficients of X i−jα in νj lie in Jα,0. Since any κ[[N∆,0]] is noetherian, any
ideal in it is closed. So all the coefficients of µ with positive exponent that are not contained
in Jα,0 can be removed recursively this way: first the smallest j. Therefore we find an element
µ′′ ∈ J such that µ′′i /∈ Jα,0 and for all j > 0 we either have µ′′j = 0 or µ′′j /∈ Jα,0. Let
0 < l = prl′ (p - l′) be the smallest integer with the property that µ′′l 6= 0 and l is divisible by
the least possible power of p among these indices. Since I is T0-invariant and λα(1 + pt) is in
T0 for t > 1, we have
I 3 λα(1 + pt)µ′′ − µ′′ =
∞∑
j=0
µ′′j
(
((Xα + 1)
1+pt − 1)j −Xjα
)
=
=
∞∑
j=1
µ′′j
(
(Xα +X
pt
α +X
pt+1
α )
j −Xjα
)
.
For j = pkj′ with p - j′ the lowest degree term of (Xα+Xp
t
α +X
pt+1
α )
j−Xjα is j′Xp
k(j′−1)
α Xp
k+t
α .
Now for an l 6= j > 0 with µ′′j 6= 0 we have either k = r and j′ > l′ or k > r (by the choice
of l). Any case we have pk(j′ − 1) + pk+t > pr(l′ − 1) + pr+t as soon as we choose t so that
pt+1−pt > l′−1. With such a choice of t we deduce that λα(1+pt)µ′′−µ′′
X
pr(l′−1)+pr+t
α
lies in J = I ∩κ[[N∆,0]]
and has constant term l′µ′l that does not lie in Jα,0. This is a contradiction.
Now we claim that Jα,0 ⊆ J ∩ κ[[N∆\{α},0]]. For an element λ ∈ Jα,0 choose an element
µ ∈ J with µ0 = λ. If µj 6= 0 for some j > 0 then in view of the Lemma choose νj ∈ J with
νj,0 = µj and let µ′ := µ−Xjανj. By the same argument as in the Lemma we find an element
µ′′ ∈ J with µ′′0 = µ0 = λ and µ′′j = 0 for j > 0 showing the claim. The statement of the
proposition follows from the inductional hypothesis: (J ∩ κ[[N∆\{α},0]])[X−1β | β ∈ ∆ \ {α}] is
a nonzero T0-invariant ideal in κ((N∆\{α},0)) therefore contains 1.
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2.2 A functor from smooth B-representations to étale T+-modules
over A((N∆,0))
We have the following generalization of Lemma 2.6 in [4].
Proposition 2.3. Let M be a finitely generated module over A[[N∆,0]][F∆] with a semilinear
action of T0 such that M is admissible and smooth as a module over A[[N∆,0]] (ie. the Pontry-
agin dual M∨ is finitely generated over A[[N∆,0]]). Then the module M∨[1/Xα | α ∈ ∆] has
naturally the structure of an étale T+-module over A((N∆,0)).
In order to simplify notation we put X∆ :=
∏
α∈∆Xα so that we have (·)[1/X∆] =
(·)[1/Xα | α ∈ ∆].
Proof. By passing to the modules $rM/$r+1M (0 ≤ r < h) we may assume without loss of
generality that h = 1. Let Cα be the cokernel of the map κ[[N∆,0]] ⊗ϕα M 1⊗Fα→ M . Since M
is finitely generated over κ[[N∆,0]][Fβ | β ∈ ∆], Cα is finitely generated over the smaller ring
κ[[N∆,0]][Fβ | β ∈ ∆ \ {α}]. Let m1, . . . ,mr ∈ Cα be the generators. Since M is smooth as
a representation of Nα,0 ≤ N∆,0, so is Cα. Therefore there exists a power Xsα (s > 0) of Xα
killing each mi (1 ≤ i ≤ r). However, Xα is in the centre of κ[[N∆,0]][Fβ | β ∈ ∆ \ {α}] as
each Fβ (β 6= α) commutes with Xα. Therefore we have XsαCα = 0. In particular, we deduce
C∨α [1/Xα] = 0. This shows that the map
M∨[1/X∆]
(1⊗Fα)∨[1/X∆]−→ (κ[[N∆,0]]⊗ϕα,κ[[N∆,0]]M)∨[1/X∆] ∼= κ[[N∆,0]]⊗ϕα,κ[[N∆,0]]M∨[1/X∆] (1)
is injective. Moreover, the generic rank over κ((N∆,0)) of the two sides of (1) equals. There-
fore the cokernel of (1) is a finitely generated torsion module over κ((N∆,0)) since M is ad-
missible. Moreover, the global annihilator of this cokernel is T0-invariant as the map (1) is
T0-equivariant. Proposition 2.1 shows that in fact (1) is an isomorphism for each α ∈ ∆.
For a smooth representation pi of B+ over A we can make piH∆,0 a module over A[[N∆,0]][F∆]
by the Hecke action Fα(m) :=
∑
u∈J(H∆,0/tαH∆,0t−1α ) utαm. Let us denote by M∆(piH∆,0) the
set of those finitely generated A[[N∆,0]][F∆]-submodules M of piH∆,0 that are stable under the
action of T0 and are admissible as a module over A[[N∆,0]]. We define
D∨∆(pi) := lim←−
M∈M∆(piH∆,0 )
M∨[1/X∆] .
This is a projective limit of finitely generated étale T+-module over A((N∆,0)) attached func-
torially to pi: If f : pi → pi′ is a morphism of smooth A-representations of B and M lies in
M∆(piH∆,0) then f(M) lies inM∆(pi′H∆,0). Indeed, f(M) is finitely generated overA[[N∆,0]][F∆],
stable under the action of T0, and admissible as a representation of N∆. Moreover, we can
extend the functor D∨∆ to B+-subrepresentations W ⊆ pi of smooth representations pi of B
over A in the obvious way.
2.3 The category Det(T+, A((N∆,0)))
For a submonoid T∗ ≤ T+ we denote byDet(T∗, A((N∆,0))) the category of finitely generated
étale T∗-modules over A((N∆,0)). We regard these objects as left modules over A((N∆,0)).
Further, we denote by Dpro−et(T∗, A((N∆,0))) the category of projective limits of objects in
Det(T∗, A((N∆,0))).
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Remark. It is shown in Cor. 3.16 in [24] that any object D in Det(T+, κ((N∆,0))) is free as a
module over κ((N∆,0)). However, we do not use this fact in the present paper.
Since κ((N∆,0)) is a localization of the local noetherian ring κ[[N∆,0]] it is also noetherian
and has finite global dimension (≤ |∆|). Moreover, any module admits a free resolution of
finite length since any projective module over κ[[N∆,0]] is free. In particular, we may define the
(generic) rank of a module M as the alternating sum rk(M) := rkκ((N∆,0))(M) :=
∑|∆|
i=0(−1)iri
for a free resolution
0→ F|∆| → · · · → F0 →M → 0
with Fi ∼= κ((N∆,0))ri (i = 0, . . . , |∆|). This is equal to the dimension of Q((N∆,0))⊗κ((N∆,0)) M
where Q((N∆,0)) denotes the field of fractions of κ((N∆,0)).
For a (left) module D over A((N∆,0)) we define the generic length of D as lengthgen(D) :=
lengthgen,A((N∆,0))(D) :=
∑h−1
i=0 rkκ((N∆,0))($
iD/$i+1D). Let Q(A((N∆,0))) be the localization
of A((N∆,0)) at the prime ideal generated by $. This is an artinian local ring with maximal
ideal generated by $ and residue field isomorphic to Q((N∆,0)). We have an isomorphism
Q((N∆,0))⊗κ((N∆,0))($iD/$i+1D) ∼= $iQ(A((N∆,0)))⊗A((N∆,0))D/$i+1Q(A((N∆,0)))⊗A((N∆,0))D .
Therefore the generic length of anA((N∆,0))-moduleD equals the length ofQ(A((N∆,0)))⊗A((N∆,0))
D. In particular, the generic length is additive on short exact sequences.
Lemma 2.4. For a finitely generated module D in A((N∆,0)) and t ∈ T+ we have lengthgen(D) =
lengthgen(A((N∆,0))⊗ϕt D).
Proof. Not that we have $iA((N∆,0))⊗ϕtD/$i+1A((N∆,0))⊗ϕtD ∼= κ((N∆,0))⊗ϕt ($iD/$i+1).
So we may assume A = κ and lengthgen = rk. The statement is clear since ϕt : κ((N∆,0)) →
κ((N∆,0)) is flat, so it takes free resolutions to free resolutions.
Proposition 2.5. If D2 is an object in Det(T+, A((N∆,0))) and D1 is a T+-stable A((N∆,0))-
submodule then both D1 and D2/D1 are étale for the inherited action of T+, ie. objects in
Det(T+, A((N∆,0))). In particular, Det(T+, A((N∆,0))) is an abelian category.
Proof. It is clear that Det(T+, A((N∆,0))) is an additive category. So it suffices to show the
first statement. Put D3 := D2/D1 and for a fixed t ∈ T+ consider the commutative diagram
0 // A((N∆,0))⊗ϕt D1 //
f1

A((N∆,0))⊗ϕt D2 //
f2

A((N∆,0))⊗ϕt D3 //
f3

0
0 // D1 // D2 // D3 // 0
with exact rows. Since f2 is an isomorphism, we deduce that f1 is injective and f3 is sur-
jective. Therefore Coker(f1) and Ker(f3) have 0 generic length by Lemma 2.4. In partic-
ular, Coker(f1)/$Coker(f1) and Ker(f3)/$Ker(f3) are finitely generated torsion modules
over κ((N∆,0)) both admitting a semilinear action of T0. Hence their global annihilator is
a nonzero T0-invariant ideal in κ((N∆,0)) that contains 1 by Lemma 2.1. We obtain that
Coker(f1)/$Coker(f1) = Ker(f3)/$Ker(f3) = 0 whence we also have Coker(f1) = Ker(f3) =
0 showing that both f1 and f3 are isomorphisms.
Remark. The above proof actually shows that Det(T∗, A((N∆,0))) is an abelian category for
any submonoid T∗ ≤ T+ containing an open subgroup of T0.
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2.4 A functor to usual (ϕ,Γ)-modules
Assume in this section that ∆ 6= ∅ or, equivalently, that G 6= T .
There exists a ξ(Zp \ {0})-equivariant group homomorphism
` = `gen :=
∑
α∈∆
u−1α : N∆,0  Zp .
We denote by H`,∆,0 ≤ N∆,0 the kernel of the group homomorphism ` and by H`,0 its preimage
in N0 under the quotient map N0  N∆,0. The restriction of ` to Nα,0 is an isomorphism
for all α ∈ ∆, so ` is generic. Moreover, the induced ring homomorphism ` : A[[N∆,0]] 
A[[Zp]] ∼= A[[X]] extends to a surjective ring homomorphism ` : A((N∆,0)) A((X)). Its kernel
is generated by the elements Xα−Xβ for α, β ∈ ∆. So we obtain a functor A((X))⊗`,A((N∆,0))
· from the category Det(T+, A((N∆,0))) of étale T+-modules over A((N∆,0)) to the category
Det(ϕ,Γ, A((X))) of étale (ϕ,Γ)-modules over A((X)).
Proposition 2.6. The functor A((X))⊗`,A((N∆,0)) · from Det(T+, A((N∆,0))) to Det(ϕ,Γ, A((X)))
is faithful and exact. In particular, if D is a nonzero étale T+-module over A((N∆,0)) then
D` := A((X))⊗`,A((N∆,0)) D is nonzero either.
Proof. At first we prove the exactness. The functor A((X))⊗`,A((N∆,0)) · is clearly right exact.
We show by induction on |∆| that it takes injective maps to injective maps. If ∆| = 1 then
there is nothing to prove. So let |∆| > 1 and choose α 6= β ∈ ∆. Denote by T+,α=β the
submonoid in T+ on which the two characters α and β agree and put T0,α=β := T0 ∩ T+,α=β.
We have a functor A((N∆,0))/(Xα − Xβ) ⊗A((N∆,0)) · from Det(T+, A((N∆,0))) to the category
Det(T+,α=β, A((N∆,0))/(Xα −Xβ)) of étale T+-modules over A((N∆,0))/(Xα −Xβ). Let
0→ D1 → D2 → D3 → 0
be an exact sequence in Det(T+, A((N∆,0))). By induction it suffices to show that the sequence
0→ D1/(Xα −Xβ)→ D2/(Xα −Xβ)
is exact. Assume that d1 +(Xα−Xβ)D1 lies in the kernel of the above map for some d1 ∈ D1.
Then we have d1 ∈ D1∩(Xα−Xβ)D2 (viewingD1 as a subobject ofD2). Therefore there exists
a d2 ∈ D2 such that d1 = (Xα−Xβ)d2. Then the image d3 of d2 in D3 is killed by (Xα−Xβ).
Assume that d3 6= 0. Then there is an integer 0 ≤ r < h such that d3 ∈ $rD3 \ $r+1D3.
However, $rD3/$r+1D3 is torsion-free as a module over κ((N∆,0)) since the global annihilator
of its torsion part would be a T0-invariant ideal that does not exist by Lemma 2.1. This is a
contradiction as the class of d3 in $rD3/$r+1D3 is killed by Xα −Xβ. So we conclude that
d2 lies in D1 whence d1 + (Xα −Xβ)D1 = 0.
For the faithfulness let f : D1 → D2 be a nonzero map in Det(T+, A((N∆,0))). By passing to
a suitable subquotient $rD2/$r+1D2 we may assume without loss of generality that A = k.
Since Det(T+, κ((N∆,0))) is an abelian category, f(D1) is a subobject in D2. It suffices to show
that κ((X))⊗`,κ((N∆,0)) f(D1) is nonzero. However, this is clear since f(D1) is torsionfree as a
module over A((N∆,0)) (again by Lemma 2.1), therefore its localization at Ker(`) is nonzero
either showing that κ((X))⊗`,κ((N∆,0)) f(D1) 6= 0.
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Remarks. 1. It is shown in [24] the the functor the functor A((X)) ⊗`,A((N∆,0)) · from
Det(T+, A((N∆,0))) to Det(ϕ,Γ, A((X))) corresponds to restriction to the diagonal em-
bedding of Gal(Qp/Qp) into its |∆|th direct power on the Galois side. In particular, it
is not full if |∆| > 1.
2. We can extend the functor A((X)) ⊗`,A((N∆,0)) · to Dpro−et(T+, A((N∆,0))) the following
way. For Dˆ = lim←−i∈I Di with Di being an object in D
et(T+, A((N∆,0))), we define
A((X))⊗ˆ`,A((N∆,0))Dˆ := lim←−
i∈I
A((X))⊗`,A((N∆,0)) Di .
Then A((X))⊗ˆ`,A((N∆,0))· is an exact and faithful functor from Dpro−et(T+, A((N∆,0))) to
Dpro−et(ϕ,Γ, A((X))) since A((X)) is an artinian ring therefore the category of pseudo-
compact modules over A((X)) have exact projective limits. For any smooth representa-
tion pi of B over A we have a surjective map D∨ξ (pi)→ A((X))⊗ˆ`,A((N∆,0))D∨∆(pi). Whether
or not this is always an isomorphism (or even in the case pi satisfies certain admissibility
conditions) is an open question. We shall see later on that for pi in the category SPA
this is true.
Let D be an object in Det(T∗, A((N∆,0))) for some submonoid T∗ ≤ T+. For any set
of representatives J(N∆,0/tN∆,0t−1) ⊂ N∆,0 and elements t ∈ T+, d ∈ D we can write d
uniquely as d =
∑
u∈J(N∆,0/tN∆,0t−1) uϕt(dt,u). As usual [21] [13] we put ψt(d) := dt,1 for a
subset J(N∆,0/tN∆,0) containing 1. We have ψt(u−1d) = dt,u for any u ∈ J(N∆,0/tN∆,0t−1)
and t ∈ T∗. Moreover, we have ψt(λϕt(d)) = ψt(λ)d and ψt(ϕt(λ)d) = λψt(d) for all d ∈ D
and λ ∈ A((N∆,0)) (here we define ψt(λ) similarly as above—note that A((N∆,0)) with the
conjugation action of T∗ is also an object in Det(T∗, A((N∆,0)))). Further, for t1, t2 ∈ T∗ we
have ψt1t2 = ψt2 ◦ ψt1 . We call this the ψ-action of T+ on D.
Lemma 2.7. Let D be an object in Det(T+, A((N∆,0))) and d be in D. Choose the set
1 ∈ J(N∆,0/sN∆,0s−1) of representatives so that whenever `(u) and `(v) are in the same coset
in Zp/pZp for some u, v ∈ J(N∆,0/sN∆,0s−1) then actually we have `(u) = `(v). (This can be
done as we have a splitting so that N∆,0 decomposes as N∆,0 ∼= Ker(`)×Zp.) Then for the ele-
ment 1⊗d ∈ A((X))⊗`,A((N∆,0))D = D` we have ψs(1⊗d) = 1⊗(
∑
u∈J(Ker(`)/sKer(`)s−1) ψs(u
−1d)).
Proof. We may decompose d as d =
∑
u∈J(N∆,0/sN∆,0s−1) uϕs ◦ ψs(u−1d). The image of this
equation in D` reads as
1⊗ d = 1⊗
∑
u∈J(N∆,0/sN∆,0s−1)
uϕs ◦ ψs(u−1d) =
∑
u∈J(N∆,0/sN∆,0s−1)
`(u)ϕs(1⊗ ψs(u−1d)) .
Now since we have Ker(`) ∩ sN∆,0s−1 = sKer(`)s−1 (as conjugation by s on Im(`) = Zp is
injective), we obtain that `(u) runs through a set of representatives of Zp/pZp and each value
is taken |Ker(`)/sKer(`)s−1|-times by our assumption on J(N∆,0/sN∆,0s−1). So we compute
1⊗ d =
∑
v∈J(Zp/pZp)
vϕs(
∑
u∈J(N∆,0/sN∆,0s−1),`(u)=v
1⊗ ψs(u−1d)) .
Since 1 lies in J(N∆,0/sN∆,0s−1), 1 = `(1) lies in J(Zp/pZp). So we deduce the statement by
the uniqueness of decomposition of 1⊗ d as a sum above.
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2.5 Right exactness of D∨∆
Assume T∗ = T+ and let D0 be a finitely generated A[[N∆,0]]-submodule in an object
D in Det(T+, A((N∆,0))) that is stable under the ψ-action of T+. Since D0 is compact in
its canonical topology, its Pontryagin dual D∨0 = Hom
cont
A (D0, A) is discrete. Moreover, the
group N∆,0 acts on D∨0 by the formula um(d) := m(u−1d) (u ∈ N∆,0, m ∈ D∨0 , d ∈ D0). This
extends to an action of the Iwasawa algebra A[[N∆,0]] by continuity making D∨0 a discrete left
A[[N∆,0]]-module. For an element m ∈ D∨0 and a simple root α ∈ ∆ we define Fα(m) ∈ D∨0
by the formula Fα(m)(d) := m(ψtα(d)). Denote by # the continuous (anti-)involution on the
(commutative!) ring A[[N∆,0]] that sends group elements u ∈ N∆,0 ⊂ A[[N∆,0]] to u# := u−1.
We have ϕt(λ#) = ϕt(λ)# for any λ ∈ A[[N∆,0]] and t ∈ T+ since this is true if λ = u in N∆,0.
So we compute
Fα(λm)(d) = (λm)(ψtα(d)) = m(λ
#ψtα(d)) =
= m(ψtα(ϕtα(λ
#)d)) = Fα(m)(ϕtα(λ)
#d) = (ϕtα(λ)Fα(m))(d) .
Moreover, we have Fα◦Fβ = Fβ◦Fα onD∨0 as ψtα and ψtβ commute onD0 (T+ is commutative).
So by this action of the operators Fα (α ∈ ∆) we equipped D∨0 with the structure of a module
over the ring A[[N∆,0]][F∆].
On the other hand, for each t ∈ T+ the ψ-action induces a A[[N∆,0]]-module homomorphism
D0 → A[[N∆,0]]⊗ϕt,A[[N∆,0]] D0
d 7→
∑
u∈J(N∆,0/tN∆,0t−1)
u⊗ ψt(u−1d) . (2)
The above map (2) is injective for all t ∈ T+ (ie. the ψ-action is nondegenerate in the sense
of section 4 in [13]) since D0 is a ψ-invariant submodule of an étale T+-module. Therefore in
this case D0[1/X∆] is an object in Det(T+, A((N∆,0))): the map
D0[1/X∆]→ A((N∆,0))⊗ϕt.A((N∆,0)) D0[1/X∆]
induced by (2) is a T0-equivariant injective map between modules of equal generic length, so
it is an isomorphism by Lemma 2.1.
Proposition 2.8. Let D be an object in Det(T+, A((N∆,0))) and D0 ⊆ D be a finitely generated
A[[N∆,0]]-submodule that is stable under the ψ-action of T+. Then D∨0 is a finitely generated
module over A[[N∆,0]][F∆]-module that is admissible as a representation of N∆,0 and admits a
semilinear action of T0.
Proof. The case G = T is trivial, so we assume ∆ 6= ∅.
The admissibility of D∨0 follows from the assumption that (D∨0 )∨ ∼= D0 is a finitely gen-
erated module over A[[N∆,0]]. Similarly, T0 acts on D0 therefore also on D∨0 . It remains to
show that D∨0 is finitely generated as a module over A[[N∆,0]][F∆]. By the above discussion
we see that D0[1/X∆] is a subobject in D (in the category Det(T+, A((N∆,0)))) containing D0
therefore we may assume without loss of generality that D = D0[1/X∆] (Prop. 2.5). Denote
by D`,0 the image of D0 under the surjective map D → D` sending d ∈ D to 1⊗d. By Lemma
2.7 D`,0 ⊂ D` is a ψ- and Γ-invariant treillis in the étale (ϕ,Γ)-module D`. By Lemma 3.5
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in [13] D∨`,0 is a finitely generated module over the ring A[[X]][F ]. Let m1, . . . ,mr ∈ D∨`,0 be
a finite set of generators. Note that D∨`,0 is contained in the H`,∆,0-invariant part (D∨0 )H`,∆,0
since H`,∆,0 acts trivially on it. Moreover, the action of the ring A[[X]][F ] comes from the
ring homomorphism
A[[N∆,0]][TrH`,∆,0/sH`,∆,0s−1 ◦
∏
α∈∆
Fα]  A[[X]][F ]
A[[N∆,0]] 3 λ 7→ `(λ)
TrH`,∆,0/sH`,∆,0s−1 ◦
∏
α∈∆
Fα 7→ F
where we consider
TrH`,∆,0/sH`,∆,0s−1 ◦
∏
α∈∆
Fα =
∑
u∈J(H`,∆,0/sH`,∆,0s−1)
u
∏
α∈∆
Fα
as an element in A[[N∆,0]][F∆]. Denote byM the A[[N∆,0]][F∆]-submodule of D∨0 generated by
the elements t0mi with t0 ∈ T0 and 1 ≤ i ≤ r. By the discussion above we deduce that D∨`,0 is
contained in MH`,∆,0 . On the other hand, the orbit of each mi (1 ≤ i ≤ r) is finite. Indeed, if
mi lies in (D∨0 )
Np
n
∆,0 for some integer n then we also have t0mi ∈ (D∨0 )N
pn
∆,0 since the subgroup
Np
n
∆,0 is normalized by T0. However, (D
∨
0 )
Np
n
∆,0 is finite by the admissibility. In particular,
M is finitely generated over A[[N∆,0]][F∆]. Therefore by Proposition 2.3 M∨[1/X∆] has the
structure of an étale T+-module over A((N∆,0)). The surjective map D0  M∨ induces a
surjective morphism f : D → M∨[1/X∆]. The map D → D` factors through f since D∨`,0 is
contained in M . From Prop. 2.6 we deduce that f is an isomorphism. Since D0 is a subspace
in D we obtain that D0 ∼= M∨ whence D∨0 = M is finitely generated over A[[N∆,0]][F∆].
Proposition 2.9. Let pi1 be a smooth subrepresentation of the smooth A-representation pi2 of
B and M ∈M∆(piH∆,02 ). Then there exists an M1 ⊆M ∩ pi1 such that M1 lies inM∆(piH∆,01 )
and M∨1 [1/X] = (M ∩ pi1)∨[1/X].
Proof. The case G = T is trivial, so we assume ∆ 6= ∅. By the exactness of Pontryagin duality
and localization we have an exact sequence
0→ (M/(M ∩ pi1))∨[1/X]→M∨[1/X]→ (M ∩ pi1)∨[1/X]→ 0 .
Note that M/(M ∩ pi1) is finitely generated over A[[N∆,0]][F∆] and admissible as a represent-
ation of N∆,0 (being a quotient of the finitely generated and admissible M), and it admits a
semilinear action of T0. Therefore by Prop. 2.3 and 2.5 all three modules in the above short
exact sequence are étale T+-modules. So if M1 ≤M ∩ pi1 is the submodule dual to the image
of (M ∩ pi1)∨ in (M ∩ pi1)∨[1/X] then M1 is an object inM∆(piH∆,01 ) by Prop. 2.8.
Remark. If we assume further that the map M∨ →M∨[1/X] is injective (ie. M∨ is torsion-
free) then we may choose M1 = M ∩ pi1.
Our main result in this section is the following
Theorem 2.10. The functor D∨∆ is right exact.
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Proof. The case G = T is trivial, so we assume ∆ 6= ∅. The proof is now similar to that of
Prop. 2.7(ii) in [4], however, we needed Prop. 2.6 in the preparation. Let 0→ pi1 → pi2 → pi3
be an exact sequence of smooth A-representations of B. Then we have an exact sequence
0 → piH∆,01 f1→ piH∆,02 f2→ piH∆,03 . Now if Mi is in M∆(piH∆,0i ) then fi(Mi) is in M∆(piH∆,0i+1 )
(i = 1, 2) since the image of a finitely generated module over a ring is again finitely generated
and the admissible representations of N∆,0 form an abelian category. Now let M2 be in
M∆(piH∆,02 ) and put M3 := f2(M2). Then we have M3 ∈ M∆(piH∆,03 ) and by Prop. 2.9 there
exists an M1 inM∆(piH∆,01 ) such that we have an exact sequence
0→M∨3 [1/X]→M∨2 [1/X]→M∨1 [1/X]→ 0
of objects in Det(T+, A((N∆,0))). Note that for M2 ⊆ M ′2 we also have M3 ⊆ M ′3 = f2(M ′2).
Therefore the projective system (f(M2)∨[1/X])
M2∈M∆(pi
H∆,0
2 )
satisfies the Mittag-Leﬄer prop-
erty since for M2,M ′2 ∈ M∆(piH∆,02 ) we also have M2 + M ′2 ∈ M∆(piH∆,02 ). So by taking the
projective limit we obtain an exact sequence
0→ lim←−
M2∈M∆(pi
H∆,0
2 )
f2(M2)
∨[1/X]→ lim←−
M2∈M∆(pi
H∆,0
2 )
M∨2 [1/X]→ lim←−
M2∈M∆(pi
H∆,0
2 )
(M2∩pi1)∨[1/X]→ 0
In the above short exact sequence the left term is the image of D∨∆(pi3) in D∨∆(pi2), the middle
term is D∨∆(pi2), and the term on the right hand side equals D∨∆(pi2) since allM1 ∈M∆(piH∆,01 )
can also be viewed as a subspace in piH∆,02 .
3 Compatibility with tensor products and parabolic in-
duction
Our goal in this section is to generalize the results in sections 5–7 in [4] to the functor D∨∆.
3.1 Tensor products
As in section 5 in [4] let G′ be another Qp-split reductive group over Qp with connected
centre and Borel subgroup B′ with Qp-split torus T ′ and unipotent radical N ′ with compact
open subgroup N ′0 that we also assume to be totally decomposed. We denote by Φ+
′ (resp.
by ∆′) the set of positive (resp. simple) roots corresponding to B′. For each α′ ∈ Φ+′ we fix
isomorphisms uα′ : Ga → Nα′ for the root subgroupsNα′ ≤ N ′ such that uα′(Zp) = Nα′∩N ′0 =:
N ′α′,0. Since the centre of G′ is connected, there exists a system (λα′∨)α′∈∆′ ∈ X∨(T ′)∆′ of
cocharacters with the property β′ ◦ λα′∨ = 1 for all α′ 6= β′ ∈ ∆′ and α′ ◦ λα′∨ = idGm . As
in [4] and [20] we put ξ :=
∑
α′∈∆′ λα′∨ . We define N
′
∆′,0 :=
∏
α′∈∆′ N
′
α′,0 arising naturally as
a quotient of the group N ′0. We put H ′∆′,0 := Ker(N ′0  N ′∆′,0). Similarly, we consider the
rings A((N ′∆′,0)) and A[[N ′∆′,0]][F∆′ ] and consider étale T ′+-modules over the former forming the
categories Det(T ′+, A((N ′∆′,0))) and Dpro−et(T ′+, A((N ′∆′,0))) in the usual sense.
We consider the group G×G′ with Borel B×B′ and torus T ×T ′. We also form the rings
A((N∆,0×N ′∆′,0)) and A[[N∆,0×N ′∆′,0]][F∆′ ] and consider étale T+×T ′+-modules over the former
ring forming the categories Det(T+ × T ′+, A((N∆,0 × N ′∆′,0))) and Dpro−et(T+ × T ′+, A((N∆,0 ×
N ′∆′,0))) in the usual sense.
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For finitely generated modulesM0 (resp.M ′0) over the Iwasawa algebra A[[N∆,0]] (resp. over
A[[N ′∆′,0]]) the completed tensor product M0⊗ˆAM ′0 := (M∨0 ⊗A M ′∨0 )∨ is a finitely generated
module over the Iwasawa algebra A[[N∆,0 ×N ′∆′,0]]. It is isomorphic to the projective limit of
M∗ ⊗AM ′∗ where M∗ (resp. M ′∗) runs through the finite quotients of M0 (resp. of M ′0).
Now letM (resp.M ′) be a finitely generated module over A((N∆,0)) (resp. over A((N ′∆′,0)))
and choose a finitely generated A[[N∆,0]]-submodule M0 ⊂ M (resp. A[[N ′∆′,0]]-submodule
M ′0 ⊂ M ′) such that we have M = M0[1/X∆] (resp. M ′ = M ′0[1/X∆′ ]) (we call these sub-
modules lattices in M (resp. in M ′)). We define M⊗ˆAM ′ := (M0⊗ˆAM ′0)[1/X∆X∆′ ]. This is
a finitely generated module over A((N∆,0 ×N ′∆′,0)).
Lemma 3.1. M⊗ˆAM ′ does not depend on the choice of M0 and M ′0 upto a natural isomorph-
ism.
Proof. Let M1 ⊂ M (resp. M ′1 ⊂ M ′) be another lattice. It suffices to treat the case when
M ′1 = M
′
0. Assume first that M1 = Xn∆M0 for some (positive) integer n. Since the multiplic-
ation by Xn∆ on M0 induces the multiplication by (X
#
∆ )
n on the Pontryagin dual, it induces
again the multiplication by Xn∆ on the completed tensor product M0⊗ˆAM ′0 which becomes
an isomorphism after inverting X∆X∆′ . So the natural inclusion of M1 in M induces an
isomorphism (M0⊗ˆAM ′0)[1/X∆X∆′ ] ∼= (M1⊗ˆAM ′0)[1/X∆X∆′ ].
Now let M1 be arbitrary. Since we have M = M1[1/X∆] = M0[1/X∆], there exist positive
integers r1, r2 such that M1 ⊆ Xr1∆M0 ⊆ Xr2∆M1(⊆ Xr1+r2∆ M0). By the above case these
inclusions induce a sequence of map
(M1⊗ˆAM ′0)[1/X∆X∆′ ] f1→ ((Xr1∆M0)⊗ˆAM ′0)[1/X∆X∆′ ]
f2→
f2→ ((Xr2∆M1)⊗ˆAM ′0)[1/X∆X∆′ ]
f3→ ((Xr1+r2∆ M0)⊗ˆAM ′0)[1/X∆X∆′ ]
such that f2 ◦ f1 and f3 ◦ f2 are isomorphisms. We obtain that f2 is both injective and
surjective therefore an isomorphism. This combined with the above case we obtain statement.
The isomorphism is induced by the inclusions M1 ∩M0 ⊆M0 and M1 ∩M0 ⊆M1.
Whenever D (resp. D′) is an object in Det(T+, A((N∆,0))) (resp. in Det(T ′+, A((N ′∆′,0))))
then the completed tensor product D⊗ˆD′ can be equipped with the structure of an étale
T+ × T ′+-module over A((N∆,0 × N ′∆′,0)) the following way. Choose an A[[N∆,0]]-lattice D0
(resp. an A[[N ′∆′,0]]-lattice D′0) in D (resp. in D′) and an element t ∈ T+. The action of ϕt on
D provides us with an isomorphism
1⊗ ϕt : ϕ∗tD0 → A[[N∆,0]]ϕt(D0) . (3)
(Here we put ϕ∗tD0 := A[[N∆,0]]⊗ϕt D0 as in [13].) Further, we compute
(ϕ∗tD0)⊗ˆAD′0 = ((ϕ∗tD0)∨ ⊗A D′0∨)∨ ∼= (A[[N∆,0]]⊗ϕt,A[[N∆,0]] D∨0 ⊗A D′0∨)∨ ∼=
∼= A[[N∆,0]]⊗ϕt,A[[N∆,0]] (D∨0 ⊗A D′0∨)∨ ∼= A[[N∆,0]]⊗ϕt,A[[N∆,0]] (D0⊗ˆAD′0) ∼=
∼= A[[N∆,0 ×N ′∆′,0]]⊗ϕt,A[[N∆,0×N ′∆′,0]] (D0⊗ˆAD
′
0) .
By the above identification the isomorphism (3) induces an isomorphism
1⊗ ϕt : A[[N∆,0 ×N ′∆′,0]]⊗ϕt,A[[N∆,0×N ′∆′,0]] (D0⊗ˆAD
′
0)→ (A[[N∆,0]]ϕt(D0))⊗ˆD′0 .
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InvertingX∆X∆′ and noting that A[[N∆,0]]ϕt(D0) is a lattice inD (asD is an étale T+-module)
we obtain an isomorphism
1⊗ ϕt : A((N∆,0 ×N ′∆′,0))⊗ϕt,A((N∆,0×N ′∆′,0)) (D⊗ˆAD
′)→ D0⊗ˆD′0 .
By symmetry, we obtain a similar isomorphism for any t′ ∈ T ′+. This equips D⊗ˆAD′ with
the structure of an étale T+× T ′+-module over A((N∆,0×N ′∆′,0)). Now if D = lim←−i∈I Di (resp.
D′ = lim←−i′∈I′ D
′
i′) is an object in Dpro−et(T+, A((N∆,0))) (resp. in Dpro−et(T ′+, A((N ′∆′,0)))) then
we may form the completed tensor product D⊗ˆAD′ := lim←−i∈I,i′∈I′ Di⊗ˆAD
′
i′ . This is an object
in Dpro−et(T+ × T ′+, A((N∆,0 ×N ′∆′,0))).
Proposition 3.2. Let pi (resp. pi′) be a smooth representation of B (resp. of B′) over κ. Then
we have an isomorphism
D∨∆∪∆′(pi ⊗κ pi′) ∼= D∨∆(pi)⊗ˆκD∨∆′(pi′)
in Dpro−et(T+ × T ′+, κ((N∆,0 ×N ′∆′,0))).
Proof. We proceed in 3 steps. Step 1. We show that we have
(pi ⊗κ pi′)H∆,0×H
′
∆′,0 = piH∆,0 ⊗κ piH
′
∆′,0 . (4)
Since κ is a field, ⊗κ is exact, therefore the right hand side of (4) is can be viewed as a
subspace in pi ⊗κ pi′. The inclusion ⊇ in (4) is therefore clear. Let now
∑r
i=1mi ⊗m′i be an
arbitrary element in the left hand side of (4). Since κ is a field, we may assume that the
elements m′1, . . . ,m′r ∈ pi′ are linearly independent over κ. Now for any h ∈ H∆,0 we have
r∑
i=1
mi ⊗m′i = h(
r∑
i=1
mi ⊗m′i) =
r∑
i=1
(hmi)⊗m′i .
Since the elements m′i (1 ≤ i ≤ r) are linearly independent, we deduce that mi = hmi for all
1 ≤ i ≤ r showing that ∑ri=1mi ⊗m′i lies in piH∆,0 ⊗κ pi′. Now we may rewrite ∑ri=1mi ⊗m′i
so that the mi ∈ piH∆,0 (1 ≤ i ≤ r) are linearly independent (possibly losing the assumption
that m′i (1 ≤ i ≤ r) are linearly independent). By the same process with H ′∆′,0 we deduce (4).
Step 2. Now let M (resp. M ′) be an object inM∆(piH∆,0) (resp. inM∆′(pi′H
′
∆′,0)). Then
M ⊗κM ′ is T0-invariant and admissible as a representation of N∆,0 ×N ′∆′,0 since for an open
subgroup N∆,∗ ≤ N∆,0 (resp. N ′∆′,∗ ≤ N ′∆′,0) the product N∆,∗×N ′∆′,∗ is open in N∆,0×N ′∆′,0
and the κ-vectorspace (M ⊗κ M ′)N∆,∗×N
′
∆′,∗ = MN∆,∗ ⊗κ M ′N
′
∆′,∗ is finite dimensional (using
again the argument above). Moreover, choose generators m1, . . . ,mr (resp. m′1, . . . ,m′r′) of
M (resp. of M ′) as a module over κ[[N∆,0]][F∆] (resp. over κ[[N ′∆′,0]][F∆′ ]). Then the elements
mi ⊗m′j (1 ≤ i ≤ r, 1 ≤ j ≤ r′) generate M ⊗κM ′ as a module over κ[[N∆,0 ×N ′∆′,0]][F∆∪∆′ ]
since κ[[N∆,0]][F∆] and κ[[N ′∆′,0]][F∆′ ] are subrings of this ring and any element in M ⊗κ M ′
can be written as a sum of elements of the form m ⊗ m′ where m ∈ M and m′ ∈ M ′. So
M ⊗κM ′ is an object inM∆∪∆′((pi ⊗κ pi′)H∆,0×H
′
∆′,0).
Step 3: We show that the elemnts of the form M ⊗κM ′ for M (resp. M ′) inM∆(piH∆,0)
(resp. inM∆′(pi′H
′
∆′,0)) are cofinal inM∆∪∆′((pi⊗κpi′)H∆,0×H
′
∆′,0). LetM ′′ be inM∆∪∆′((pi⊗κ
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pi′)H∆,0×H
′
∆′,0) with a finite setm′′1, . . . ,m′′r′′ of generators as a module over κ[[N∆,0×N ′∆′,0]][F∆∪∆′ ]
and by (4) write each of the m′′i (1 ≤ i ≤ r′′) as a sum of elementary tensors of the form
m ⊗ m′ with m ∈ piH∆,0 and m′ ∈ pi′H′∆′,0 . Let U (resp. U ′) be the set of m ∈ piH∆,0 (resp.
of m′ ∈ pi′H′∆′,0) appearing in one of these elementary tensors. These are finite sets. We may
assume without loss of generality that the elements of the set U ′ are linearly independent and
each m′ ∈ U ′ appears only once in each m′′i (1 ≤ i ≤ r′′). Moreover, for each m′ ∈ U ′ let
U(m′) ⊆ U be the subset of those m ∈ U such that m⊗m′ appears as an elementary tensor
in one of the m′′i (1 ≤ i ≤ r′′). We then have U =
⋃
m′∈U ′ U(m
′).
Lemma 3.3. The κ[[N∆,0]][F∆]-submodule of piH∆,0 generated by m ∈ U is admissible as a
representation of N∆,0.
Proof. Since the subring κ[[N∆,0]][F∆] ≤ κ[[N∆,0×N ′∆′,0]][F∆∪∆′ ] acts via the first component on
the tensor productM⊗κM ′, any element m∗ in
∑r′′
i=1 κ[[N∆,0]][F∆]m
′′
i can be uniquely written
as a sum m∗ =
∑
m′∈U ′m∗(m
′) ⊗ m′ for some elements m∗(m′) ∈
∑
m∈U(m′) κ[[N∆,0]][F∆]m.
Since the representation pi′ of B′ is smooth and U ′ is a finite set, there exists an open subgroup
N ′∆′,∗ ≤ N ′∆′,0 stabilizing all the elements m′ in U ′. Now for an open subgroup N∆,∗ ≤ N∆,0,
an element m∗ =
∑
m′∈U ′m∗(m
′) ⊗m′ in ∑r′′i=1 κ[[N∆,0]][F∆]m′′i is stabilized by N∆,∗ × N ′∆′,0
if and only if each m∗(m′) (m′ ∈ U ′) is stabilized by N∆,0. Since M ⊗κM ′ is admissible as a
representation of N∆,0 ×N ′∆′,0, we deduce that
(
r′′∑
i=1
κ[[N∆,0]][F∆]m
′′
i )
N∆,∗
is finite dimensional for any open subgroup N∆,∗ ≤ N∆,0. In particular,
∑r′′
i=1 κ[[N∆,0]][F∆]m
′′
i
is admissible as a representation of N∆,0. Now for each m′0 ∈ U ′ consider the projection
Πm′0 :
∑
m′∈U ′
piH∆,0 ⊗m′ → piH∆,0∑
m′∗∈U ′
m(m′)⊗m′ 7→ m(m′0) .
Πm′0 is κ[[N∆,0]][F∆]-linear. Moreover, we have
Πm′0
(
r′′∑
i=1
κ[[N∆,0]][F∆]m
′′
i
)
=
∑
m∈U(m′0)
κ[[N∆,0]][F∆]m .
In particular,
∑
m∈U(m′0) κ[[N∆,0]][F∆]m is admissible as a representation of N∆,0 being the
image of an admissible representation. We deduce the statement from the equality U =⋃
m′∈U ′ U(m
′) noting that the finite sum of admissible representations is also admissible.
We choose a basis U∗ ⊂ U of the κ-vectorspace generated by m ∈ U . Now by possibly
grouping together some elementary tensors in m′′i (1 ≤ i ≤ r′′), we may write each element
m′′i as a finite sum of elementary tensors m′′i =
∑
m∈U∗m⊗m′i(m). By using again the above
Lemma in the symmetric situation we deduce that the κ[[N ′∆′,0]][F∆′ ]-submodule of pi′
H′
∆′,0
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generated by U ′∗ := {m′i(m) | 1 ≤ i ≤ r′′,m ∈ U∗} is admissible as a representation of
N ′∆′,0. We deduce that M ′′ is contained in M ⊗κM ′ where M (resp. M ′) is the κ[[N∆,0]][F∆]-
submodule (resp. κ[[N ′∆′,0]][F∆′ ]-submodule) of piH∆,0 (resp. of pi′
H′
∆′,0) generated by U∗ (resp.
by U ′∗). Now if we replace U∗ and U ′∗ by their finite T0-orbit (resp. T ′0-orbit) we may assume
that M and M ′ are stable under the action of T0 (resp. of T ′0).
The statement follows from the cofinality of the κ[[N∆,0×N ′∆′,0]][F∆×∆′ ]-submodules of the
formM⊗κM ′ forM ∈M∆(piH∆,0) andM ′ ∈M∆′(pi′H
′
∆′,0) inM∆∪∆′((pi⊗κpi′)H∆,0×H
′
∆′,0).
Remark. The above proof seems to only work in the case of κ-representations, but not for
A-representations. However, it might be possible to deduce the general case (or at least the
case when the representations are on free A-modules) from the above Proposition. Note that
in case A = κ the above statement is slightly stronger than Prop. 5.5 in [4] since we do
not assume the property Ad (or its analogue in this situation) in Def. 2.2 in [4] that all the
finitely generated κ[[N∆,0]][F∆]-submodules (resp. κ[[N ′∆′,0]][F∆′ ]-submodules) of piH∆,0 (resp.
of pi′H
′
∆′,0) are admissible as representations of N∆,0 (resp. of N ′∆′,0).
3.2 Parabolic induction
As in [4] let P ≤ G be a parabolic subgroup containing B with Levi component LP and
unipotent radical NP ≤ N . Denote by P− the opposite parabolic and by NP− its unipotent
radical. The group LP is also a Qp-split reductive group and we fix its Borel subgroup
BLP := B∩LP with unipotent radical NLP := N ∩LP . We denote by ΦP the roots of the pair
(LP , T ) and by Φ+P ⊆ ΦP the subset of positive roots with respect to BLP and by ∆P ⊆ Φ+P the
set of simple roots. Since the centre Z(G) is connected, the Z-module X(T )/(
⊕
α∈∆ Zα) is
torsion-free. Therefore X(T )/(
⊕
α∈∆P Zα) is torsion-free, too, because
⊕
α∈∆P Zα is a direct
summand in
⊕
α∈∆ Zα.
We adapt the constructions of the previous sections to the group LP : We denote by
NLP ,0 := N0 ∩NLP and N∆P ,0 :=
∏
α∈∆P Nα,0. We regard N∆P ,0 as a direct summand in N∆,0
and also as a quotient of the group NLP ,0. We denote by H∆P ,0 the kernel of the quotient
map NLP ,0  N∆P ,0.
As in [4] denote by W := NG(T )/T (resp. by WP := NLP (T )/T ) the Weyl group of G
(resp. of LP ) and by w0 ∈ W the element of maximal length. We have a canonical system
KP := {w ∈ W | w−1(Φ+P ) ⊆ Φ+}
of representatives (the Kostant representatives) of the right cosets WP\W . We have a gener-
alized Bruhat decomposition
G =
∐
w∈KP
P−wB =
∐
w∈KP
P−wN .
Now let piP be a smooth representation of LP over A. We regard piP as a representation of
P− via the quotient map P−  LP . Then the parabolically induced representation IndGP−piP
admits [22] (see also [11] §4.3) a filtration by B-subrepresentations whose graded pieces are
contained in
Cw(piP ) := c− IndP−wNP− piP
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for w ∈ KP where c − Ind stands for the space of locally constant functions with compact
support modulo P−. B acts on Cw(piP ) by right translations. Moreover, the first graded piece
equals C1(piP ).
Lemma 3.4. Let pi′ ≤ Cw(piP ) be any B-subrepresentation for some w ∈ KP \ {1}. Then we
have D∨∆(pi′) = 0.
Proof. By the right exactness of D∨∆ (Thm. 2.10) it suffices to treat the case pi′ = Cw(piP ).
This follows from Prop. 6.2 in [4] using that A((X))⊗`,A((N∆,0)) · is faithful (Prop. 2.6) and we
have a surjective map from D∨ξ (pi′) to A((X)) ⊗`,A((N∆,0)) D∨∆(pi′) by the Remark after Prop.
2.6.
Theorem 3.5. Let piP be a smooth locally admissible representation of LP over A which we
view by inflation as a representation of P−. We have an isomorphism
D∨∆
(
IndGP−piP
) ∼= A((N∆,0))⊗ˆA((N∆P ,0))D∨∆P (piP )
in the category Det(T+, A((N∆,0))).
Remark. Here ⊗ˆ stands for taking tensor products on finitely generated quotients and then
inverse limits.
Proof. By Lemma 3.4 and Thm. 2.10 it suffices to show the isomorphism D∨∆(C1(piP )) ∼=
A((N∆,0))⊗ˆA((N∆P ,0))D∨∆P (piP ).
The map C1(piP ) → c − IndNNLP piP sending a function f : P
−N → piP to its restriction to
N is a B-equivariant isomorphism. So we make this identification. Denote by C1,0(piP ) the
B+-subrepresentation of C1(piP ) of functions supported on NLPN0 and let M be arbitrary in
M∆(C1(piP )H∆,0). So we have a short exact sequence
0→ (M ∩ C1,0(piP ))∨[1/X∆]→M∨[1/X∆]→ (M/M ∩ C1,0(piP ))∨ [1/X∆]→ 0
in Det(T+, A((N∆,0))). By Lemma 6.6 in [4] and Prop. 2.6 we deduce that the right hand
side (M/M ∩ C1,0(piP ))∨ [1/X∆] vanishes. On the other hand, by Prop. 2.8 we find a finitely
generated A[[N∆,0]][F∆]-submodule M1 ≤ M ∩ C1,0(piP ) that is T0-stable and admissible as a
representation of N∆,0 such that we have M∨1 [1/X∆] = (M ∩ C1,0(piP ))∨[1/X∆]. Therefore we
obtain an isomorphism D∨∆(C1(piP )) ∼= D∨∆(C1,0(piP )).
Now we identify C1,0(piP ) with IndN0NLP ,0piP . On the latter t ∈ T+ acts via the formula
(tf)(v) =
{
0 if v ∈ N0 \NLP ,0tN0t−1;
u1t · f(v1) if v = u1tv1t−1 for some u1 ∈ NLP ,0, v1 ∈ N0
=
=
∑
u∈J(NLP ,0/tNLP ,0t−1)
ut · f(t−1u−1vt) (5)
by extending the functions f ∈ IndN0NLP ,0piP to N with 0 outside N0.
Lemma 3.6. We have a B0-equivariant identification C1,0(piP )H∆,0 ∼= IndN∆,0N∆P ,0pi
H∆P ,0
P .
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Proof. Let f : N0 → piP be an H∆,0-invariant function in C1,0(piP ). Now for any v ∈ N0 and
h ∈ H∆,0 we have f(v) = (hf)(v) = f(vh). Moreover, since H∆,0 is normal in N0, we also
have f(h−1vh) = f(v · v−1h−1vh) = f(v). Now if we have h ∈ H∆P ,0 ≤ H∆,0 and v ∈ N0
then we compute f(v) = f(h · h−1vh) = h · f(h−1vh) = h · f(v). So we obtain that the image
of f lies in piH∆P ,0P . Using again that f is H∆,0-invariant the function f˜ : N∆,0 → pi
H∆P ,0
P ,
f˜(vH∆,0) := f(v) is well-defined. Vica versa, if f˜ : N∆,0 → piH∆P ,0P is a N∆P ,0-invariant map
then we may lift it to a map f : NLP ,0\N0/H∆,0. Therefore the map f 7→ f˜ is a B0-equivariant
bijection.
Lemma 3.7. Let M be an object inM∆(C1,0(piP )H∆,0). Then the set M∗ := {f(1) ∈ piH∆P ,0P |
f ∈M} is an object inM∆P (pi
H∆P ,0
P ).
Proof. At first note that there is an alternative description of M∗ as M∗ = {m ∈ piH∆P ,0P |
∃f ∈ M, v ∈ N0 : f(v) = m} since for any v ∈ N0 and f ∈ M we have (vf)(1) = f(v). Let t
be in T+ and f be in C1,0(piP )H∆,0 arbitrary and compute
Ft(f)(v) =
∑
u∈J(H∆,0/tH∆,0t−1)
(utf)(v) =
∑
u∈J(H∆,0/tH∆,0t−1)
(tf)(vu) =
=
∑
u∈J(H∆,0/tH∆,0t−1)
∑
u′∈J(NLP ,0/tNLP ,0t−1)
u′t · f(t−1u′−1vut) (6)
using (5). Since f isH∆,0 invariant, this does not depend on the choice of J := J(H∆,0/tH∆,0t−1)
or of J ′ := J(NLP ,0/tNLP ,0t−1). Now consider the bipartite graph on the set J
∐
J ′ in which
there is an edge between u ∈ J and u′ ∈ J ′ if and only if t−1u′−1vut lies in N0. If a pair
(u, u′) is not an edge then we have f(t−1u′−1vut) = 0 as f is supported on N0. Note that the
degree of each vertex in this graph is at most 1. Whenever v lies in NLP tN0t−1H∆,0 then we
do have a (non-unique) u′0 ∈ J ′ and a unique u(u′0) ∈ J such that u′−10 vu(u′0) lies in tN0t−1.
Moreover, the class of u′0 in N∆P ,0/tN∆P ,0t−1 is unique since H∆,0 lies in the kernel of the
quotient map N0  N∆,0 and the value f(t−1u′−1vu(u′)t) only depends on the class of u′
in N∆P ,0 for each u′ ∈ J ′. Since (6) does not depend on the choice of J ′, we may choose
J ′ := J(NLP ,0/tNLP ,0t
−1H∆P ,0)J(H∆P ,0/tH∆P ,0t
−1) and deduce
Ft(f)(v) =
∑
ω∈J(H∆P ,0/tH∆P ,0t−1)
∑
u∈J
∑
u′∈J(NLP ,0/tNLP ,0t−1H∆P ,0)
u′ωt · f(t−1u′−1vut) =
=
∑
u∈J
∑
u′∈J(NLP ,0/tN∆P ,0t−1H∆P ,0)
u′Ft(f(t−1u′−1vut)) (7)
so that for each v ∈ N0 there is at most one pair (u, u′) ∈ J × J(NLP ,0/tNLP ,0t−1H∆P ,0)
for which f(t−1u′−1vut) 6= 0. In particular, we have Ft(f)(1) = Ft(f(1)) whence M∗ is an
A[[N∆P ,0]][F∆P ]-submodule.
Now let f1, . . . , fr be a finite set of generators of M as a module over A[[N∆,0]][F∆]. Since
each fi : N0 → piH∆P ,0P is continuous, N0 is compact, pi
H∆P ,0
P is discrete, the set U0 := {fi(v) |
v ∈ N0, 1 ≤ i ≤ r} is finite. Moreover, since piP is locally admissible and tα lies in the centre
of LP for all α ∈ ∆\∆P , the orbit of the elements in U0 under the action of
∏
α∈∆\∆P t
Z
α is also
finite. Therefore the union U :=
∏
α∈∆\∆P t
Z
αU0 is also finite. Since f1, . . . , fr generates M ,
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we may write any function f ∈M as a finite sum of functions of the form vFt(fi) for v ∈ N0,
t ∈ ∏α∈∆ tNα, and 1 ≤ i ≤ r. We decompose t = t1t2 for t1 ∈ ∏α∈∆P tNα and t2 ∈ ∏α∈∆\∆P tNα.
By (7) we obtain that
(vFt(fi))(1) = Ft(fi)(v) =
∑
u∈J
∑
u′∈J(NLP ,0/tNLP ,0t−1H∆P ,0)
u′Ft1(Ft2(fi(t
−1u′−1vut)))
showing that U generates M∗ as a module over A[[N∆P ,0]][F∆P ] since Ft2(fi(t−1u′−1vut)) lies
in U .
It is clear thatM∗ is invariant under the action of T0. So we show now thatM∗ is admissible
as a representation of N∆P . For each generator m ∈ U of M∗ choose a function fm ∈M with
fm(1) = m. We put V := {fm ∈M | m ∈ U}. Let N∗ be an open subgroup of N∆,0 stabilizing
all the functions in V and put N∆\∆P ,∗ := N∗ ∩ N∆\∆P ,0 where N∆\∆P ,0 :=
∏
α∈∆\∆P Nα,0.
Let t be in
∏
α∈∆P t
N
α and v be in N∆P ,0 be arbitrary. Using (7) and that every function
f ∈ IndN0N∆P ,0piP satisfies f(v) = v · f(1) by definition, we obtain
(vFt(fm))(1) = Ft(fm)(v) = v · Ft(fm)(1) = v · Ft(fm(1)) = v · Ft(m) . (8)
This shows that the map
M1 :=
∑
m∈U
A[[N∆P ,0]][F∆P ]fm 3 f 7→ f(1) ∈M∗
is a surjective A[[N∆P ,0]][F∆P ]-module homomorphism. Moreover, both N∆P ,0 and
∏
α∈∆P t
Z
α
commute with N∆\∆P ,0, therefore any element in M1 is N∆\∆P ,∗-invariant. Therefore M1 is
admissible as a representation of N∆P ,0 since for any open subgroup N∆P ,∗ ≤ N∆P ,0 we have
M
N∆P ,∗
1 = M
N∆P ,∗×N∆\∆P ,∗
1 ⊂MN∆P ,∗×N∆\∆P ,∗
wich is finite. In particular, M∗ is also admissible as it arises as a quotient of M1.
Now let M ′ be arbitrary in M∆P (piP ) and define M˜ ′ := {f ∈ C1,0(piP )H∆,0 | f(v) ∈
M ′ for all v ∈ N0}.
Lemma 3.8. M˜ ′ lies in M∆(C1,0(piP )H∆,0). For any M in M∆(C1,0(piP )H∆,0) we have M ⊆
M˜∗.
Proof. By the definition of M∗ and M˜∗, M is contained in M˜∗.
Let M ′ be arbitrary in M∆P (pi
H∆P ,0
P ). By (7), M˜ ′ is an A[[N∆,0]][F∆]-submodule of
C1,0(piP )H∆,0 . Choose a finite setm1, . . . ,mr ∈M ′ of generators as a module overA[[N∆P ,0]][F∆P ].
For each 1 ≤ i ≤ r let fi ∈ C1,0(piP ) be the constant function fi(v) := mi for all v ∈ N0. Since
fi is constant, it is H∆,0-invariant therefore lies in M˜ ′. We claim that the functions f1, . . . , fr
generate M˜ ′ as a module over A[[N∆,0]][F∆]. Let f be any function in M˜ ′. By Lemma 3.6, we
may view f as a function on N∆,0 that is determined by its values on the subgroup N∆\∆P ,0.
Moreover, since the restriction of f to N∆\∆P ,0 is continuous, it is constant on the cosets of
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subgroup tN∆\∆P ,0t−1 for some t ∈
∏
α∈∆\∆P t
N
α as these subgroups form a system of neigh-
bourhoods of 1 in N∆\∆P ,0. So it suffices to show that for each coset v0tN∆\∆P ,0t−1 and m in
M ′ the function
fv0,t,m : N0 → pi
H∆P ,0
P
v 7→
{
u ·m if v = uv0tv1t−1h for some u ∈ NLP ,0, v1 ∈ NP,0, h ∈ H∆,0 ;
0 otherwise ,
lies in
∑r
i=1 A[[N∆,0]][F∆]fi. Since m1, . . . ,mr generate M
′, we may write m as a finite sum∑r
i=1 λimi for some λi ∈ A[[N∆P ,0]][F∆P ] (1 ≤ i ≤ r). By (7) we have
∑r
i=1 λifi(1) = m by
(8). On the other hand, each λifi (1 ≤ i ≤ r) is constant on N∆\∆P ,0 since N∆\∆P ,0 commutes
with all the elements in A[[N∆P ,0]][F∆P ] and fi is constant on N∆\∆P ,0. Using (7) we deduce
fv0,t,m =
∑r
i=1 v0Ftλifi since for t ∈
∏
α∈∆\∆P t
N
α we have NLP ,0 = tNLP ,0t−1H∆P ,0.
It is clear that M˜ ′ is T0-stable. Moreover, we have M˜ ′
∨
= A[[N∆,0]] ⊗A[[N∆P ,0]] M ′∨. In
particular, M˜ ′
∨
is finitely generated over A[[N∆,0]] since M ′ is admissible as a representation
of N∆P ,0.
So the elements of the form M˜ ′ (M ′ ∈ M∆P (piP )) are cofinal in M∆(C1,0(piP )H∆,0). For
these we have M˜ ′[1/X∆] ∼= A((N∆,0))⊗A((N∆P ,0)) M ′[1/X∆P ]. The statement follows by taking
the projective limit.
Corollary 3.9. For a character χ : T → A×, the étale T+-module D∨∆(IndGBχ) ∼= A((N∆,0))⊗A
χ is free of rank 1 on which T+ acts via the twist by χ.
Question 1. Let pi be a supercuspidal representation of G. Is the converse of Theorem 3.5
true in the sense that—assuming D∨∆(pi) 6= 0—there does not exist a proper subset I ( ∆ and
an étale T+-module D over A((NI,0)) such that we have
D∨∆(pi) ∼= A((N∆,0))⊗ˆA((NI,0))D ?
3.3 Exactness of D∨∆ on the category SPA
We start this section with the following abstract Lemmata that will be needed several
times in the sequel.
Lemma 3.10. Let R be an arbitrary ring and 0 → M1 → M2 → M3 → 0 be a short exact
sequence of R-modules.
(i) If M1 and M3 are both finitely presented then so is M2.
(ii) If M3 is finitely presented and M2 is finitely generated then M1 is finitely generated.
Proof. This should be classical, but here is a proof: (i) We have a presentation
⊕rl
j=1Rd
(l)
j
fl→⊕kl
i=1 Re
(l)
i →Ml → 0 sending the free generator e(l)i to some elements m(l)i ∈Ml (1 ≤ i ≤ kl,
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l = 1, 3) by assumption. We regard M1 as a submodule of M2 and lift the elements m
(3)
i to
m˜
(3)
i ∈M2 (1 ≤ i ≤ k3). So we have a surjective map
Ψ:
k1⊕
i=1
Re
(1)
i ⊕
k3⊕
i′=1
Re
(3)
i′  M2
e
(1)
i 7→ m(1)i
e
(3)
i′ 7→ m˜(3)i′ .
Moreover, Ker(Ψ) ∩⊕k1i=1Re(1)i = Im(f1) and Ker(Ψ)/(Ker(Ψ) ∩⊕k1i=1Re(1)i ) = Im(f3) are
finitely generated whence so is Ker(Ψ).
(ii) Let U ⊆ M2 be a finite set of generators containing a set V ⊆ U of lifts of the
generators of M3 arising in the finite presentation of M3. Since the image V of V in M3
generates M3, we may assume without loss of generality that U \ V is contained in M1. The
natural surjection
⊕
v∈V Rev →M has finitely generated kernel M0. Moreover,
∑
v∈V λv lies
in M1 if and only if
∑
v∈V λvev lies in M0. This shows that
∑
v∈V Rv ∩M1 is a quotient of
M0—in particular, finitely generated. Finally, M1 is generated by U \ V and
∑
v∈V Rv ∩M1
therefore it is finitely generated.
Lemma 3.11. Let R be an arbitrary ring and R ≤ S = R[s1, . . . , sk] be a ring extension that
is finitely generated as an R-algebra by elements s1, . . . , sk ∈ S commuting with each other
and satisfying siR ⊆ Rsi. If M is an S-module that is finitely presented as an R-module then
M is also finitely presented as an S-module.
Proof. Choose a finite presention f : F :=
⊕n
j=1 Rej M sending ej to some elementmj ∈M
(1 ≤ j ≤ n). Consider the map id⊗ f : S ⊗R F =
⊕n
j=1 Sej  M sending ej to mj. Since f
is surjective, for each pair (i, j) (1 ≤ i ≤ k, 1 ≤ j ≤ n) there exists an element ri,j ∈ F such
that f(ri,j) = (id⊗f)(siej). Let I be the submodule of S⊗RF generated by S⊗RKer(f) and
{siej − 1⊗ ri,j | 1 ≤ i ≤ k, 1 ≤ j ≤ n}. It is clear that I ⊆ Ker(id⊗ f). On the other hand,
let
∑n
j=1 tjej be in Ker(id ⊗ f) (ej ∈ S, 1 ≤ j ≤ n). We may write each tj as a polynomial
in the si’s with coefficients in R (1 ≤ i ≤ k, 1 ≤ j ≤ n) such that the si’s are on the right.
Using the relations siej − 1⊗ ri,j we find that
∑n
j=1 tjej is congruent to an element in 1⊗ F
modulo I. So we deduce that
∑n
j=1 tjej lies in I so that I = Ker(id⊗ f) is finitely generated
over S.
For a subset ∆′ ⊂ ∆ we introduce the following notations N∆′,0 :=
∏
α∈∆′ Nα,0 (as a direct
summand of the group N∆,0) and [F∆′ ] := [Fα | α ∈ ∆′].
Lemma 3.12. Let ∆0 and ∆′ be subsets in ∆ (with ∆1 := ∆ \∆0 and ∆′′ := ∆ \∆′) and let
N∆1,∗ be an open subgroup of N∆1,0 such that we have tN∆1,∗t−1 ⊂ N∆1,∗ for all t ∈
∏
α∈∆′ t
N
α.
Further, let χ : T → κ× be a continuous character and consider the space C(N∆,0, κ)N∆1,∗ of
continuous functions as an N∆,0-representation with the following action of the operators Fα
(α ∈ ∆): For α ∈ ∆′ we let Fα act by zero. For α ∈ ∆′′, v ∈ N∆,0 and f ∈ C(N∆,0, κ)N∆1,∗
we put
Fα(f)(v) :=
∑
u∈J((N∆,0∩t−1α N∆1,∗tα)/N∆1,∗)
χ(tα)f(t
−1
α vtαu) . (9)
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Then any finitely generated κ[[N∆,0]][F∆]-submodule M ≤ C(N∆,0, κ)N∆1,∗ is finitely presented
and has finite length. Moreover, if we further assume ∆′ ⊆ ∆1 then the κ[[N∆,0]][F∆]-module
C(N∆,0, κ)N∆1,∗ is cyclic. If ∆′ ⊆ ∆1 and N∆1,∗ = N∆1,0 then C(N∆,0, κ)N∆1,∗ is simple (ie.
has no nontrivial submodules).
Proof. Step 1: We assume ∆′ ⊆ ∆1 and show in this case that C(N∆,0, κ)N∆1,∗ is generated by
the characteristic function 1 := 1N∆1,∗×N∆0,0. Note that any function f in C(N∆,0, κ)N∆1,∗ is
constant on the right cosets of N∆1,∗× sr0N∆0,0s−r0 for r large enough depending on f (here we
put s0 :=
∏
α∈∆0 tα). Moreover, the function χ(s
−r
0 )uFsr0(1) is the characteristic function of
the right coset uN∆1,∗×sr0N∆0,0s−r0 therefore f can be written as a finite κ-linear combination
of elements of the form uFsr0(1).
Step 2: We assume ∆′ ⊆ ∆1 and N∆1,∗ = N∆1,0 and show that C(N∆,0, κ)N∆1,∗ is simple.
Let 0 6= M ≤ C(N∆,0, κ)N∆1,∗ be an arbitrary submodule. Then M contains a nonzero fixed
point under the action of the pro-p group N∆,0 therefore also the function 1N∆,0 . By our
assumption 1N∆,0 = 1N∆1,∗×N∆0,0 generates C(N∆,0, κ)N∆1,∗ so we have M = C(N∆,0, κ)N∆1,∗ .
Step 3: We still asume ∆′ ⊆ ∆1 and N∆1,∗ = N∆1,0. We claim that the annihilator
left-ideal I := Ann(1N∆,0)C κ[[N∆,0]][F∆] of 1N∆,0 is generated by the finite set
U := {Xα, Xα′ , χ(tα)−
∑
u∈J(N∆0,0/tαN∆0,0t−1α )
uFα, Fα′ | α′ ∈ ∆′, α ∈ ∆′′} .
The containment U ⊂ I is clear. Let∑ri=1 λiFti ∈ I be arbitrary (λi ∈ κ[[N∆,0]], ti ∈∏α∈∆ tNα,
i = 1, . . . , r). We may omit the terms λiFti with ti divisible by tα′ for some α′ ∈ ∆′ as those
are contained in the left ideal generated by U . Note that for a common multiple t ∈∏α∈∆′′ tNα
there exists a λ ∈ κ[[N∆,0]] such that we have
r∑
i=1
λiFti ≡ λFt (mod
∑
m∈U
κ[[N∆,0]][F∆]m) .
Indeed, if t = tit′i then we have
Fti ≡ χw(t′−1i )
∑
u∈J(N∆0,0/t′iN∆0,0t′−1i )
tiut
−1
i Ft (mod
∑
m∈U
κ[[N∆,0]][F∆]m) .
Further, for α ∈ ∆1 ∩∆′′ we have tαN∆0,0t−1α = N∆0,0 whence χ(tα)−Fα lies in U . Therefore
we may assume without loss of generality that t lies in
∏
α∈∆0 t
N
α whence J(N∆0,0/tN∆0,0t−1)
is a set of representatives for the cosets N∆,0/tN∆,0t−1, too. Therefore we may write λ =∑
u∈J(N∆0,0/tN∆0,0t−1) uϕt(λu,t) with λu,t ∈ κ[[N∆,0]] whence we deduce
λFt =
∑
u∈J(N∆0,0/tN∆0,0t−1)
uϕt(λu,t)Ft =
∑
u∈J(N∆0,0/tN∆0,0t−1)
uFtλu,t ≡
≡
∑
u∈J(N∆0,0/tN∆0,0t−1)
cu,tuFt (mod
∑
m∈U
κ[[N∆,0]][F∆]m)
where cu,t ∈ κ is the constant term of λu,t (u ∈ J(N∆0,0/tN∆0,0t−1)). Now the function 0 =∑
u∈J(N∆0,0/tN∆0,0t−1) cu,tuFt(1N∆0,0) is constant cu,t on the coset utN∆0,0t
−1 implying cu,t = 0
for each u ∈ J(N∆0,0/tN∆0,0t−1). We obtain I =
∑
m∈U κ[[N∆,0]][F∆]m as claimed.
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Step 4: We assume N∆1,∗ = N∆1,0, but drop the assumption that ∆′ ⊆ ∆1. Choose a finite
set U of generators of M as a module over κ[[N∆,0]][F∆]. By assumption Fα′ (α′ ∈ ∆′) acts
trivially on M . On the other hand, Fα acts by χ(tα) for each α ∈ ∆1 ∩ ∆′′. Therefore U
generates M as a module over κ[[N∆,0]][F∆0∩∆′′ ], too, and by Lemma 3.11 it suffices to show
that it is finitely presented and has finite length as such. Moreover, N∆1,0 also acts trivially
on M and lies in the centre of the ring κ[[N∆,0]][F∆0∩∆′′ ]. So U generates M as a module over
κ[[N∆0,0]][F∆0∩∆′′ ] and by Lemma 3.11 it suffices to show that it is finitely presented and has
finite length as such. There exists a subgroup N∆0∩∆′,∗ ≤ N∆0∩∆′,0 stabilizing all the elements
in U . On the other hand, the subalgebra κ[[N∆0∩∆′,0]] lies in the centre of κ[[N∆0,0]][F∆′′ ]
therefore N∆0∩∆′,∗ acts trivially on the whole M . Hence the finite orbit U1 = N∆0∩∆′,0U of
U generates M as a module over κ[[N∆0∩∆′′ ]][F∆0∩∆′′ ] and by Lemma 3.11 we are reduced to
showing that M is finitely presented and has finite length as such. The elements in M may
be regarded as functions on N∆0,0/N∆0∩∆′,∗ = N∆0∩∆′′,0 × (N∆0∩∆′,0/N∆0∩∆′,∗). Therefore M
is a submodule of ⊕
v∈N∆0∩∆′,0/N∆0∩∆′,∗
C(N∆0∩∆′′,0, κ) .
Each direct summand above is simple and finitely presented as a module over κ[[N∆0∩∆′′ ]][F∆0∩∆′′ ]
by Steps 2 and 3 therefore M is also finitely presented by Lemma 3.10 and has finite length.
Step 5: no assumptions. We write N∆,0/N∆1,∗ as a direct product of N∆0,0 and the finite
p-group N∆1,0/N∆1,∗ and let J be the Jacobson radical of the group ring κ[N∆1,0/N∆1,∗]. Note
that M i := J iC(N∆,0, κ)N∆1,∗ ∩M is a κ[[N∆,0]][F∆]-submodule of M for all i ≥ 0. By Lemma
3.10 it suffices to show that each graded piece M i/M i+1 is finitely presented and has finite
length (i ≥ 0). M/M1 is a finitely generated submodule of
C/C1 := C(N∆,0, κ)N∆1,∗/JC(N∆,0, κ)N∆1,∗ ∼= C(N∆0,0, κ)
on which κ[[N∆,0]][F∆] acts via its quotient κ[[N∆0,0]][F∆]. Moreover, all α′ ∈ ∆′ act by zero on
C/C1. On the other hand, the classes of functions f ∈ C supported on N∆1,∗×N∆0,0 generate
C/C1. On such an f each Fα (α ∈ ∆′′) acts by the formula Fα(f)(v) = χ(tα)f(t−1α vtα) since in
the sum (9) all the other terms vanish. Therefore M/M1 is finitely presented and has finite
length by Step 4. In particular, M1 is finitely generated by Lemma 3.10.
Now for i ≥ 1 we have an identification
Ci/Ci+1 := J iC(N∆,0, κ)N∆1,∗/J i+1C(N∆,0, κ)N∆1,∗ ∼= J i/J i+1 ⊗κ C/C1 .
Now J i/J i+1 is generated over κ by the elements
∏
α∈∆1(nα − 1)kα with
∑
α∈∆1 kα = i and
nα topological generator in Nα,0. On a generator
∏
α∈∆1(nα − 1)kα the operator Fα (α ∈ ∆1)
acts by 0 if kα 6= 0 otherwise by 1. Using Step 4 we deduce by induction on i that M i/M i+1
is finitely presented and of finite length (whence M i+1 is finitely generated). The statement
follows using Lemma 3.10.
Following [4] we denote by SPA the category of smooth G-representations over A con-
sisting of finite length representations whose Jordan-Hölder constituents are subquotients of
principal series. Let χ : T → A× be a continuous character. The principal series represent-
ation IndGBχ admits a filtration by B-subrepresentations whose graded pieces are Cw(χ) =
c − IndB−wNB− χ ∼= c − IndNw−1B−w∩Nχw for w ∈ W = NG(T )/T where χw is the character
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given by the formula χw(t) = χ(wtw−1). We denote by Cw,0(χ) = IndB−wN0B− χ the minimal
generating B+-subrepresentation in Cw(χ).
Assume now that A = κ. We introduce the filtration (indexed by t ∈∏α∈∆ tNα)
Filt := FiltCw(χ) := Ind(w
−1Bw∩N)t−1N0t
w−1Bw∩N χ
w
by B+-subrepresentations. We have Fil1 = Cw,0(χ). As a representation of N0, Filt can be
written as a direct sum ⊕
Nt,v∈(w−1Bw∩t−1N0t)\(t−1N0t)/N0
Ct,v .
where we put Nt,v := (w−1Bw ∩ t−1N0t)vN0 and Ct,v := IndNt,vw−1Bw∩Nχw. Now each t∗ ∈∏
α∈∆ t
N
α acts on the set Dt,w := (w−1Bw ∩ t−1N0t)\(t−1N0t)/N0 of double cosets via conjug-
ation: t∗ · Nt,v := Nt,t∗vt−1∗ . Indeed, this definition does not depend on the choice v of the
representative in Nt,v since we have t∗N0t∗−1 ⊆ N0 and t∗(w−1Bw)t−1∗ = w−1Bw.
Lemma 3.13. Assume that we have t∗ ·Nt,v = Nt,v for some t, t∗ ∈
∏
α∈∆ t
N
α and v ∈ t−1N0t.
Then there exists a representative v∗ in the double coset Nt,v that commutes with t∗. In
particular we have tα ·Nt,v = Nt,v for each α ∈ ∆ with α(t∗) 6= 1.
Proof. We have Nt,v = Nt,t∗vt−1∗ . By induction on i we find that Nt,v = Nt,ti∗vt−i∗ for all i ≥ 1.
Since β(t∗) is a nonnegative power of p for each β ∈ Φ+, the limit v∗ := limi ti∗vt−i∗ exists
in N and satisfies t∗v∗t−1∗ = v∗ and Nt,v = Nt,v∗ . Now we can write v∗ uniquely in the form
v∗ =
∏
β∈Φ+ nβ with nβ ∈ Nβ. So we have v∗ = t∗v∗t−1∗ =
∏
β∈Φ+ n
β(t∗)
β . So for each β ∈ Φ+
we have nβ = 1 or β(t∗) = 1. Now if α∆ is a simple root with α(t∗) 6= 1 then we have nβ = 1
for all β ∈ Φ+ with β ◦ λα∨ 6= 1, or equivalently, for all β ∈ Φ+ with β(tα) 6= 1. In particular,
we deduce tαv∗t−1α = v∗ whence tα ·Nt,v = Nt,v.
We order the set Dt,w partially by putting Nt,v1 ≤ Nt,v2 if there exists an element t′ ∈∏
α∈∆ t
N
α such that t′ ·Nt,v2 = Nt,v1 .
Lemma 3.14. The ordering ≤ on Dt,w is transitive, reflexive, and antisymmetric.
Proof. The transitivity and reflexivity are clear (
∏
α∈∆ t
N
α is a monoid with 1 ∈
∏
α∈∆ t
N
α).
Assume now that t′ · Nt,v1 = Nt,v2 and t′′ · Nt,v2 = Nt,v1 . Put t∗ := t′t′′. By Lemma 3.13 we
deduce Nt,v1 = t′′ ·Nt,v2 = Nt,v2 as t′′ can be written as a product of tα’s with α(t∗) 6= 1.
So we can refine the ordering ≤ on Dt,w to a total ordering of Dt,w giving a filtration
Filt,v :=
⊕
Nt,v≥Nt,v′∈(w−1Bw∩t−1N0t)\(t−1N0t)/N0
Ct,v′
on Filt by finitely many N0
∏
α∈∆ t
N
α-subrepresentations. The graded piece
grt,v(Cw) := Filt,v/
⋃
Nt,v′<Nt,v
Filt,v
′
is isomorphic to Ct,v as a representation of N0.
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Lemma 3.15. Any finitely generated κ[[N∆,0]][F∆]-submodule of grt,v(Cw)H∆,0 is finitely presen-
ted.
Proof. Put ∆1 := ∆∩w−1(Φ−) and ∆0 := ∆ \w−1(Φ−). H∆,0 is normal in N0 with commut-
ative quotient N∆,0 such that the image of
N0(t, v) := v
−1(w−1Bw ∩ t−1N0t)v ∩N0
in N∆,0 is an open subgroup N∆1,∗ in N∆1,0. Hence we have an identification
grt,v(Cw)H∆,0 ∼= Ind(w
−1Bw∩t−1N0t)vN0/H∆,0
w−1Bw∩t−1N0t χ
w ∼= C(N∆,0, κ)N∆1,∗ (10)
as a representation of N∆,0.
Now we describe the action of each Fα (α ∈ ∆) on grt,v(Cw)H∆,0 . Let α ∈ ∆ be arbitrary. If
we have Nt,v > Nt,tαvt−1α then Fα acts by 0 on gr
t,v(Cw)H∆,0 since even tα acts by 0 on grt,v(Cw).
On the other hand, if Nt,v = Nt,tαvt−1α then by Lemma 3.13 we may assume without loss of
generality that the representative v of the double coset (w−1Bw ∩ t−1N0t)vN0 is chosen so
that we have tαvt−1α = v. Therefore we compute
Fα(f)(vv1) =
∑
u∈J(H∆,0/tαH∆,0t−1α )
(tαf)(vv1u) =
=
∑
u∈J(H∆,0/tαH∆,0t−1α )
χw(tα)f(t
−1
α vv1utα) =
∑
u∈J(H∆,0/tαH∆,0t−1α )
χw(tα)f(vt
−1
α v1utα) (11)
for any v1 ∈ N0. Now if v1 does not lie in N0(t, v)tαN0t−1α H∆,0 then all the terms in (11) are
zero whence Fα(f)(v1) = 0. However, if v1 = n0tαv2t−1α u0 for some n0 ∈ N0(t, v), v2 ∈ N0,
u0 ∈ H∆,0 then we may replace J(H∆,0/tαH∆,0t−1α ) with J ′ := u0J(H∆,0/tαH∆,0t−1α ) and
assume without loss of generality that u0 = 1. Moreover, since tαv2t−1α normalizes both H∆,0
and tαH∆,0t−1α , J ′′ := tαv2t−1α J ′tαv
−1
2 t
−1
α is also a set of representatives of H∆,0/tαH∆,0t−1α .
Therefore we compute
Fα(f)(vv1) =
∑
u∈J(H∆,0/tαH∆,0t−1α )
χw(tα)f(vt
−1
α v1utα) =
=
∑
u∈J(H∆,0/tαH∆,0t−1α )
χw(tα)f(vt
−1
α n0tαv2t
−1
α u0utα) =
=
∑
u′′∈J ′′
χw(tα)f(vt
−1
α n0u
′′tαv2) =
∑
v2∈N0(t,v)\N0/H∆,0
v1∈N0(t,v)tαv2t−1α H∆,0
∑
u′′∈N0(t,v)tαH∆,0t−1α ∩J ′′
χw(tα)f(vv2)
=
∑
v2∈N0(t,v)\N0/H∆,0
v1∈N0(t,v)tαv2t−1α H∆,0
|N0(t, v) ∩H∆,0 : N0(t, v) ∩ tαH∆,0t−1α |χw(tα)f(vv2)
since the double coset (N0(t, v) ∩ H∆,0)1tαH∆,0t−1α contains |N0(t, v) ∩ H∆,0 : N0(t, v) ∩
tαH∆,0t
−1
α | left cosets in H∆,0/tαH∆,0t−1α . Assume first N0(t, v) ∩ H∆,0 6⊆ tαH∆,0t−1α whence
this number is divisible by p. In this case Fα(f) = 0 for all f ∈ Cw,0(χ)H∆,0 since p = 0 in
κ. So we deduce that Fα acts by 0. On the other hand, if N0(t, v) ∩ H∆,0 ⊆ tαH∆,0t−1α and
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f˜ : N∆,0 → κ denotes the function corresponding to f under the identification (10) then we
compute
F˜α(f)(v1) =
∑
v2∈N0(t,v)\N0/H∆,0
v1∈N0(t,v)tαv2t−1α H∆,0
χw(tα)f(vv2) =
∑
u∈J((N∆,0∩t−1α N∆1,∗tα)/N∆1,∗)
χ(tα)f˜(t
−1
α v1tαu)
for all v1 := v1H∆,0 ∈ N∆,0.
We denote by ∆′ ⊆ ∆ the subset of those α simple roots satisfying Nt,v > Nt,tαvt−1α or
N0(t, v) ∩H∆,0 6⊆ tαH∆,0t−1α so that Fα acts by 0 on grt,v(Cw)H∆,0 . Then the assumptions of
Lemma 3.12 are satisfied and the statement follows.
Remark. Let χ : T → κ× be a character and w ∈ W such that for all roots β ∈ (Φ+ \
∆) ∩ w−1(Φ−) and α ∈ ∆ \ w−1(Φ−) we have β ◦ α∨ = 1. Then the κ[[N∆,0]][F∆]-module
Cw,0(χ)H∆,0 is finitely presented and simple. Otherwise the module Cw,0(χ)H∆,0 is not even
finitely generated over κ[[N∆,0]][F∆].
Proposition 3.16. Let χ : T → κ× be a character. Then any finitely generated κ[[N∆,0]][F∆]-
submodule M of Cw(χ)H∆,0 is finitely presented, has finite length, and is admissible as a
representation of N∆,0 for all w ∈ W .
Proof. Any finitely generated κ[[N∆,0]][F∆]-submodule M of Cw(χ)H∆,0 is contained in Filt,v
for some t ∈ ∏α∈∆ tNα and v ∈ N0. We prove the statement by induction on the number d
of elements in Dt,w that are smaller than Nt,v. If d = 0 then we have v = 1 and Filt,1 =
grt,1(Cw) = Cw,0(χ) whence the statement follows from Lemma 3.15. So assume d > 0. The
image M of M in grt,v(Cw) = Filt,v/Filt,v′ is finitely presented and has finite length by Lemma
3.15 (here Nt,v′ is the biggest element in Dt,w that is strictly smaller than Nt,v). Hence by
Lemma 3.10 M ∩ Filt,v′ is finitely generated and the statement follows by induction on d.
The admissibility of M follows from the fact that Filt is admissible as a representation of
N0 for each t ∈
∏
α∈∆ t
N
α. Indeed, (Fil
t)∨ is generated by at most |t−1N0t : N0| elements as a
module over κ[[N0]].
Proposition 3.17. Let pi be an object in SPA. Then any finitely generated A[[N∆,0]][F∆]-
submodule M of piH∆,0 is finitely presented, has finite length, and is admissible as a represent-
ation of N∆,0.
Proof. This follows from Prop. 3.16 and Lemma 3.10 noting that each irreducible subquotient
of pi|B is isomorphic to Cw(χ) for some character χ : T → κ× and w ∈ W by [22].
Proposition 3.18. Let pi be an object in SPA. The generic length of D∨∆(pi) as a module
over A((N∆,0)) equals the number of Jordan-Hölder factors of pi|B isomorphic to C1(χ) for
some character χ : T → κ×. In particular, D∨∆(pi) is finitely generated over A((N∆,0)).
Proof. We prove by induction on the length of pi|B (that is finite by [22]). If pi|B is irreducible
then the statement follows combining Thm. 2.10 and Lemma 3.4 with Cor. 3.9. By [22]
we have a short exact sequence 0 → pi1 → pi → Cw(χ) → 0 of B-representations for some
character χ : T → κ× and w ∈ W . By Thm. 2.10 this induces an exact sequenceD∨∆(Cw(χ))→
D∨∆(pi)→ D∨∆(pi1)→ 0. If w 6= 1 then we have D∨∆(Cw(χ)) = 0 by Lemma 3.4 therefore there
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is nothing to prove. So assume w = 1. Then D∨∆(C1(χ)) has generic length 1 by Cor. 3.9.
Moreover, M := C1,0(χ)H∆,0 is finitely presented and simple as a module over A[[N∆,0]][F∆] by
Lemma 3.15 and the Remark thereafter (as it is generated by the single 1N0) such that we
have M∨[1/X∆] = D∨∆(C1(χ)).
The A[[X]][F ]-submodule M` of C1(χ)H`,0 generated by 1N0 is the unique minimal element
inM(C1(χ)H`,0) with M∨` [1/X] 6= 0. (To see this one could either use the same argument as
in the proof of Lemma 3.12 to show thatM` is simple or note that D∨ξ (C1(χ)H`,0)M∨` [1/X] has
dimension 1 over κ((X)) and M∨` is free of rank 1 over κ[[X]] so we have M ′∨` [1/X] = 0 for any
proper submodule M ′`  M`. On the other hand, D∨ξ is exact on the category SPA (Cor. 9.2
in [4]). Therefore the natural map M∨` [1/X]→ D∨ξ (pi) is injective. So there exists an element
M1,` ∈ M(piH`,0) whose image in C1(χ)H`,0 contains M`. In particular, 1N0 is the image of
an element m ∈ piH`,0 ⊆ piH∆,0 . Let us denote by M1 the A[[N∆,0]][F∆]-submodule of piH∆,0
generated by the finite T0-orbit of m. By Prop. 3.17 M1 is an object inM∆(piH∆,0) admitting
a surjective T0- and A[[N∆,0]][F∆]-equivariant map M1 → M . Therefore the composite map
M∨[1/X∆] ∼= D∨∆(Cw(χ)) → D∨∆(pi)  M∨1 [1/X∆] is injective so we have a short exact
sequence 0→ D∨∆(Cw(χ))→ D∨∆(pi)→ D∨∆(pi1)→ 0.
Theorem 3.19. Let 0→ pi1 → pi2 → pi3 → 0 be an exact sequence in SPA. Then the sequence
0→ D∨∆(pi3)→ D∨∆(pi2)→ D∨∆(pi1)→ 0 is also exact.
Proof. By Thm. 2.10 we have an exact sequence D∨∆(pi3)
f3→ D∨∆(pi2)→ D∨∆(pi1)→ 0. By Prop.
3.18 we have lengthgen(D∨∆(pi2)) = lengthgen(D∨∆(pi1)) + lengthgen(D∨∆(pi3)). Hence we deduce
lengthgen(Im(f3)) = lengthgen(D
∨
∆(pi3)) and lengthgen(Ker(f3)) = 0. By Prop. 2.5 Ker(f3) ∩
D∨∆(pi3)[$] is a finitely generated and torsion étale T+-module over κ((N∆,0)). Therefore its
global annihilator is a T0-invariant ideal that equals κ((N∆,0)) by Lemma 2.1. We deduce that
Ker(f3) is injective as desired.
Corollary 3.20. Let pi be an object in SPA. Then we have D∨ξ (pi) ∼= A((X))⊗`,A((N∆,0))D∨∆(pi).
Proof. We have a surjective map D∨ξ (pi)→ A((X))⊗`,A((N∆,0))D∨∆(pi) by the universal property
of D∨ξ (see Remark 2 after Prop. 2.6) and the two sides have the same length as a module
over the artinian ring A((X)) by Prop. 2.6 and Thm. 3.19.
4 Noncommutative theory
4.1 The ring A((N∆,∞)) and its first ring-theoretic properties
Let H∆,k be the normal subgroup of N0 generated by skH∆,0s−k, ie. we put
H∆,k = 〈n0skH∆,0s−kn−10 | n0 ∈ N0〉 .
H∆,k is an open subgroup of H∆,0 normal in N0 and we have
⋂
k≥0H∆,k = {1}. Put
N∆,k := N0/H∆,k and consider the Iwasawa algebra A[[N∆,k]]. There is a natural surject-
ive homomorphism N∆,k  N∆,0 with finite kernel H∆,0/H∆,k. This group homomorph-
ism does not admit a splitting in general. However, there is a canonical splitting from the
subgroup skN∆,0s−k ≤ N∆,0. Indeed, the image of the map sk(·)s−k : N∆,k → N∆,k maps iso-
morphically onto skN∆,0s−k since its intersection with the finite subgroup H∆,0/H∆,k is trivial
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(H∆,0/H∆,k is also the kernel of the homomorphism sk(·)s−k : N∆,k → N∆,k, so its image is
torsion-free). Let n0 = n0(G) ∈ N be the maximum of the degrees of the algebraic characters
β ◦ ξ : Gm → Gm for all β in Φ+. Then skn0N∆,ks−kn0 even lies in the centre of the group
N∆,k. We fix a generator nα := uα(1) ∈ Nα,0 ↪→ N0. By an abuse of notation we also denote
the class of nα in N∆,k by nα. Since np
kn0
α lies in the centre of N∆,k we may form the ring
A((N∆,k)) := A[[N∆,k]][(n
pkn0
α − 1)−1 | α ∈ ∆] .
Note that npkn0α − 1 is divisible by nα − 1 therefore nα − 1 is also invertible in the ring
A((N∆,k)). Vice versa, if nα−1 is invertible in a ring in which ph = 0 then so is npkn0α −1 since
the latter differs from the invertible element (nα− 1)pkn0 by something divisible by p which is
nilpotent. So the ring A((N∆,k)) does not depend on the choice of our power np
kn0
α , nor on the
choice of the topological generator nα. Moreover, for integers 0 ≤ k1 ≤ k2 we have a natural
surjective homomorphism
A((N∆,k2)) A((N∆,k1))
induced by the group homomorphism N∆,k2  N∆,k1 . So we may form the projective limit
A((N∆,∞)) := lim←−
k
A((N∆,k)) .
Lemma 4.1. The kernel of the natural map A((N∆,∞))→ A((N∆,0)) is generated as a left (or
as a right) ideal by the elements nβ − 1 for topological generators nβ ∈ Nβ,0 for β ∈ Φ+ \∆.
Proof. We prove by induction on dimN0 as a p-adic Lie group. Note that N0 is nilpotent so
unless ∆ = Φ+ (whence there is nothing to prove), we have a β in Φ+ \ ∆ such that Nβ,0
lies in the centre of N0. Then we may form the ring A((N∆,∞,β)) with the group N0 replaced
by N0/Nβ,0. For the kth layer it is clear that the natural map A((N∆,k)) → A((N∆,k,β)) is
generated by nβ−1. Moreover, the maps A((N∆,k))(nβ−1)→ A((N∆,k−1))(nβ−1) are clearly
surjective. Therefore the projective limit of the diagrams
0→ A((N∆,k))(nβ − 1)→ A((N∆,k))→ A((N∆,k,β))→ 0
is exact whence the kernel of the map A((N∆,∞))→ A((N∆,∞,β)) is also generated by nβ − 1.
Now we have a composite map
A((N∆,∞))
Πβ→ A((N∆,∞,β))
ΠΦ+\(∆∪{β})→ A((N∆,0)) .
We have just shown that Ker(Πβ) is generated by nβ − 1 and by the inductional hypothesis
we see that Ker(ΠΦ+\(∆∪{β})) is generated by {nγ − 1 | γ ∈ Φ+ \ (∆ ∪ {β})}. The statement
follows by combining these two.
Lemma 4.2. For each t ∈ T+ the ring homomorphism ϕt : A((N∆,∞))→ A((N∆,∞)) is injective
and we have
A((N∆,∞)) =
⊕
u∈J(N0/tN0t−1)
uϕt(A((N∆,∞))) =
⊕
u∈J(N0/tN0t−1)
ϕt(A((N∆,∞)))u
as left (resp. right) modules over the the subring ϕt(A((N∆,∞))).
32
Proof. Let t ∈ T+ be arbitrary and choose k ≥ k(t) > 0 so that we have H∆,k ≤ tN0t−1 and
skn0t−1 ∈ T+. Then we have |N0 : ϕt(N0)| = |N∆,k : ϕt(N∆,k)|. In particular, for the Iwasawa
algebra A[[N∆,k]] we have
A[[N∆,k]] =
⊕
u∈J(N0/tN0t−1)
uϕt(A[[N∆,k]]) . (12)
By the choice of k the element skn0nαs−kn0−1 lies in the subring ϕt(A[[N∆,k]]) for each α ∈ ∆.
So inverting skn0nαs−kn0 − 1 for each α ∈ ∆ on both sides of (12) we obtain
A((N∆,k)) =
⊕
u∈J(N0/tN0t−1)
uϕt(A[[N∆,k]][ϕskn0 t−1(nα − 1)−1 | α ∈ ∆]) =
=
⊕
u∈J(N0/tN0t−1)
uϕt(A((N∆,k))) (13)
since by inverting ϕskn0 t−1(nα−1) the element ϕskn0(nα−1) becomes invertible, too, and vice
versa. We deduce the statement by taking projective limits. The left module version follows
similarly.
For the injectivity of ϕt on A((N∆,∞)) note that we have a short exact sequence
0→ (t−1H∆,kt− 1)A[[N∆,k]]→ A[[N∆,k]] ϕt→ ϕt(A[[N∆,k]])→ 0 .
Inverting again the central elements ϕskn0(nα − 1) for each α ∈ ∆ we obtain a projective
system of short exact sequences
0→ (t−1H∆,kt− 1)A((N∆,k))→ A((N∆,k)) ϕt→ ϕt(A((N∆,k)))→ 0 . (14)
Now there exists an integer k2 > k such that H∆,k2 ≤ tH∆,kt−1 whence (t−1H∆,k2t − 1) ⊆
H∆,k − 1. So the connecting map for the left hand side of (14) is the zero map from the k2th
level to the kth level. By taking projective limits we obtain the required injectivity.
Proposition 4.3. The ring A((N∆,∞)) is (left and right) noetherian.
Proof. We may assume without loss of generality that N0 is uniform as a pro-p group since
any ring that is finitely generated as a module over a noetherian subring is itself noetherian.
Moreover, it suffices to treat the case h = 1. We consider the filtration on κ((N∆,∞)) by
the powers of the ideal I := Ker(κ((N∆,∞)) → κ((N∆,0))). This filtration is cofinal with
the filtration induced by the kernels of the maps κ((N∆,∞)) → κ((N∆,n)) (n ≥ 0) therefore
κ((N∆,∞)) is complete with respect to the I-adic topology. By Lemma 4.1 the powers In of
the ideal I are generated by n-term products of the elements nβ− 1 for β ∈ Φ+ \∆. Since N0
is uniform, its commutator subgroup is contained in Np0 . Moreover, the commutator [N0, N0]
of N0 is also contained in H∆,0 since N0/H∆,0 ∼= N∆,0 is commutative. Since N∆,0 does not
have elements of order p, [N0, N0] is contained in Hp∆,0. This shows that the graded ring
gr·κ((N∆,∞)) of κ((N∆,∞)) is a commutative polynomial ring over κ((N∆,0)) in the variables
Xβ = gr
·(nβ − 1) for β ∈ Φ+ \ ∆. This is a noetherian ring by Hilbert’s basis theorem as
κ((N∆,0)) is the localization of the noetherian ring κ[[N∆,0]] therefore also noetherian. Finally,
the statement follows from Prop. I.7.1.2 in [17].
33
Lemma 4.4. The Jacobson radical of A((N∆,∞)) is the ideal generated by $ and (H∆,0 −
1)A((N∆,∞)).
Proof. A((N∆,∞)) is complete with respect to the filtration induced by the powers of$A((N∆,∞))+
(H∆,0 − 1)A((N∆,∞)). Therefore this ideal is contained in the Jacobson radical of A((N∆,∞)).
The other direction follows from noting that the Jacobson radical of κ((N∆,0)) ∼= κ[[Xα | α ∈
∆]][X−1α | α ∈ ∆] is 0 by Lemma 2.1 since it is T0-invariant.
4.2 The equivalence of categories
By Lemma 4.2 we may consider étale T+-modules over A((N∆,∞)) the usual way: an étale
T+-module D∞ over A((N∆,∞)) is a finitely generated A((N∆,∞))-module with a semilinear
action of the monoid T+ such that for all t ∈ T+ the map
1⊗ ϕt : A((N∆,∞))⊗ϕt,A((N∆,∞)) D∞ → D∞
λ⊗ x 7→ λϕt(x)
is an isomorphism. Similarly, we may consider étale T∗-modules over A((N∆,∞)) for any
submonoid T∗ ≤ T+ and also over the rings A((N∆,k)) for each k ≥ 0.
Let T∗ ≤ T+ be a submonoid containing some power sr∗ of s = ξ(p). Our goal is to prove an
equivalence between the category Det(T∗, A((N∆,0))) of (finitely generated) étale T∗-modules
over A((N∆,0)) and the category Det(T∗, A((N∆,∞))) of (finitely generated) étale T∗-modules
over A((N∆,∞)). The reason why this is not a formal consequence of Thm. 8.20 in [21] or of
Prop. 3.1 in [23] or even of those proofs is that there is no section of the group homomorphism
N0  N∆,0 in general. Therefore it is not obvious a priori how to construct a functor from
Det(T∗, A((N∆,0))) to Det(T∗, A((N∆,∞))). The idea is to prove an equivalence over each level k
and to take the projective limit. Even though there is no section of the group homomorphism
N∆,k  N∆,0 either, we do have a section from a finite index subgroup skn0N∆,0s−kn0 .
For an étale T∗-module D over A((N∆,0)) and integer r∗ | k note that we have a ring
homomorphism ϕskn0 : A((N∆,0)) ↪→ A((skn0N∆,0s−kn0)) ≤ A((N∆,k)). So we define
Dk := Mk,0(D) := A((N∆,k))⊗ϕ
skn0
,A((N∆,0)) D .
This is an étale T∗-module over A((N∆,k)) as we compute
A((N∆,k))⊗ϕt,A((N∆,k)) Dk = A((N∆,k))⊗ϕt,A((N∆,k)) A((N∆,k))⊗ϕskn0 ,A((N∆,0)) D ∼=
∼= A((N∆,k))⊗ϕ
tskn0
,A((N∆,0)) D
∼= A((N∆,k))⊗ϕ
skn0
,A((N∆,0)) A((N∆,0))⊗ϕt,A((N∆,0)) D ∼=
∼= A((N∆,k))⊗ϕ
skn0
,A((N∆,0)) D
∼= Dk
for each t ∈ T∗. The above identification is given by the map 1⊗ϕt : A((N∆,k))⊗ϕt,A((N∆,k))Dk →
Dk. On the other hand, we compute
H0(H∆,0/H∆,k, Dk) = H0(H∆,0/H∆,k, A((N∆,k))⊗ϕ
skn0
,A((N∆,0)) D)
∼=
∼= H0(H∆,0/H∆,k, A((N∆,k)))⊗ϕ
skn0
,A((N∆,0)) D
∼= A((N∆,0))⊗ϕ
skn0
,A((N∆,0)) D
∼= D
using Lemma 4.1. So we obtained a natural isomorphism between the identity functor on
Det(T∗, A((N∆,0))) and the functor H0(H∆,0/H∆,k, (·)k).
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Lemma 4.5. The functors Mk,0 : D 7→ Dk and D0,k : Dk 7→ H0(H∆,0/H∆,k, Dk) are quasi-
inverse equivalences of categories between Det(T∗, A((N∆,0))) and Det(T∗, A((N∆,k))).
Proof. We have already seen that D0,k ◦Mk,0 ∼= id. For the other direction let Dk be an object
in Det(T∗, A((N∆,k))). Note that by Lemma 4.1 we have D0,k = A((N∆,0))⊗A((N∆,k)) ·. Moreover,
(H∆,0/H∆,k − 1)A((N∆,k)) lies in the kernel of the ring homomorphism ϕskn0 : A((N∆,k)) →
A((N∆,k)). So we may factor ϕskn0 as
A((N∆,k)) // //
ϕ
skn0
77
A((N∆,0))
ϕ
skn0 // A((N∆,k)) .
Therefore we compute
Mk,0 ◦ D0,k(Dk) = A((N∆,k))⊗ϕ
skn0
,A((N∆,0)) A((N∆,0))⊗A((N∆,k)) Dk ∼=
∼= A((N∆,k))⊗ϕ
skn0
,A((N∆,0)) Dk
∼= Dk .
For an object D in Det(T∗, A((N∆,0))) and integers k1 ≤ k2 both divisible by r∗ we have
Mk1,0(D) = A((N∆,k1))⊗A((N∆,k2 )) Mk2,0(D) .
In particular, (Mk,0(D))k≥0 forms a projective system. So we define M∞,0 := lim←−kMk,0 and
D0,∞ := H0(H∆,0, ·) = A((N∆,0)) ⊗A((N∆,∞)) ·. D0,∞ is a functor from Det(T∗, A((N∆,∞))) to
Det(T∗, A((N∆,0))). It is not so trivial (but as we shall see, true) that M∞,0 is also a functor
in the reverse direction. Note that any module over A((N∆,k)) can be regarded as a module
over A((N∆,∞)) via the quotient map A((N∆,∞))  A((N∆,k)) for any k ≥ 0 divisible by r∗.
Moreover, we have a semilinear action of T∗ on each Mk,0(D) whence also on the projective
limit as the connecting maps are T∗-equivariant by construction. In particular, M∞,0(D) is a
module over A((N∆,∞)) with a semilinear action of T∗. Our key result is the following
Proposition 4.6. For each object D in Det(T∗, A((N∆,0))) the A((N∆,∞))-module M∞,0(D)
with the T∗-action induced by the T∗-action on D is an object in Det(T∗, A((N∆,∞))).
Proof. We proceed in 3 steps.
Step 1: We show that M∞,0(D) is finitely generated over A((N∆,∞)). Note that the kernel
of the ring homomorphism A((N∆,k))  A((N∆,0)) is a nilpotent ideal therefore contained in
the Jacobson radical of A((N∆,k)). So if D is generated by the elements d1, . . . , dr then any
lifts d1,k, . . . , dr,k of d1, . . . , dr to Mk,0(D) generate Mk,0(D) by Nakayama’s Lemma (r∗ | k).
Since the natural quotient maps Mk2,0(D)→Mk1,0(D) are surjective for each pair k1 ≤ k2 of
integers (both divisible by r∗), we can choose the lifts d1,k, . . . , dr,k recursively in a compatible
way so that di,k2 maps to di,k1 under the quotient mapMk2,0(D)→Mk1,0(D). Now for k1 ≤ k2
consider the commutative diagram
0 // Ck2 //

⊕r
i=1 A((N∆,k2))ei,k2
ei,k2 7→di,k2 //
ei,k2 7→ei,k1

Mk2,0(D) //

0
0 // Ck1 //
⊕r
i=1 A((N∆,k1))ei,k1
ei,k1 7→di,k1 //Mk1,0(D) // 0
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in which Ckj (j = 1, 2) are defined so as to make the rows exact. Since the map Mk2,0(D)→
Mk1,0(D) is induced by the identification Mk1,0(D) ∼= A((N∆,k1)) ⊗A((N∆,k2 )) Mk2,0(D) and the
horizontal map in the middle is also induced by the natural quotient map A((N∆,k2)) →
A((N∆,k1)), we obtain an exact sequence
A((N∆,k1))⊗A((N∆,k2 )) Ck2 //
⊕r
i=1A((N∆,k1))ei,k1
ei,k1 7→di,k1 //Mk1,0(D) // 0 .
We deduce that the composite map Ck2  A((N∆,k1))⊗A((N∆,k2 )) Ck2 → Ck1 is also surjective.
Therefore by the Mittag–Leﬄer condition we obtain an exact sequence
0 // lim←−r∗|k Ck //
⊕r
i=1 A((N∆,∞))ei,∞ //M∞,0(D) // 0 .
In particular, M∞,0(D) is finitely generated over A((N∆,∞)).
Step 2: The goal here is to show that the map (16) below is injective for all t ∈ T∗.
Lemma 4.7. For all k ≥ 0 divisible by r∗ We have H1(H∆,0/H∆,k,Mk,0(D)) = 0.
Proof. The group ring A((skn0N∆,0s−kn0))[H∆,0/H∆,k] is a subring in A((N∆,k)). Moreover, we
have
A((N∆,k)) =
⊕
u∈J(N0/skn0N0s−kn0H∆,0)
A((skn0N∆,0s
−kn0))[H∆,0/H∆,k]u .
In particular, A((N∆,k)) is a free left module over A((skn0N∆,0s−kn0))[H∆,0/H∆,k]. Therefore
Mk,0(D) = A((N∆,k))⊗ϕ
skn0
,A((N∆,0))D is an induced module as a representation of H∆,0/H∆,k.
In particular, its higher homology groups vanish.
By the Lemma above we deduce the isomorphism Ck1 ∼= A((N∆,k1))⊗A((N∆,k2 )) Ck2 for each
pair k1 ≤ k2 (divisible by r∗). For any fixed k ≥ 0 we obtain a commutative diagram
0

A((N∆,k))⊗A((N∆,∞)) lim←−k′ Ck′ //

Ck
⊕r
i=1 A((N∆,k))ei,∞ //

⊕r
i=1A((N∆,k))ei,k

A((N∆,k))⊗A((N∆,∞)) M∞,0(D) //

Mk,0(D)

0 0
(15)
with exact columns. The horizontal maps are onto since for example Ck is quotient of lim←−k′ Ck′
by the surjectivity of the maps Ck′ → Ck (k ≤ k′) and this quotient map factors through the
maximal quotient of lim←−k′ Ck′ on which A((N∆,∞)) acts via its quotient A((N∆,k)). Therefore
the lower horizontal map is an isomorphism as the middle map clearly is.
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Now take an arbitrary t in T∗. Since T∗ acts on M∞,0(D), we have a map
1⊗ ϕt : A((N∆,∞))⊗ϕt,A((N∆,∞)) M∞,0(D) → M∞,0(D)∑
u∈J(N0/tN0t−1)
u⊗mu 7→
∑
u∈J(N0/tN0t−1)
uϕt(mu) . (16)
Write eachmu (u ∈ J(N0/tN0t−1)) as a sequencemu = (mu,k)k withmu,k ∈Mk,0(D). Assume
that
∑
u∈J(N0/tN0t−1) u⊗mu lies in the kernel of the map (16). Then for each k ≥ 0 (divisible
by r∗) we have ∑
u∈J(N0/tN0t−1)
uϕt(mu,k) = 0 .
SinceMk,0(D) is an étale T∗-module by Lemma 4.5, we obtain that
∑
u∈J(N0/tN0t−1) u⊗mu,k = 0
in A((N∆,k))⊗ϕt,A((N∆,k))Mk,0(D). Let now k be big enough so that H∆,k is contained in tN0t−1.
Then A((N∆,k)) is a free right module over the image of ϕt with generators u ∈ J(N0/tN0t−1).
Therefore we have 1 ⊗ mu,k = 0 for each u ∈ J(N0/tN0t−1) which shows that mu,k lies in
(t−1H∆,kt − 1)Mk,0(D). So for any 0 ≤ k′ ≤ k for which H∆,k′ contains t−1H∆,kt we deduce
that mu,k′ = 0. However, for any fixed 0 ≤ k′ there exists a large enough k ≥ k′ with
H∆,k′ ⊇ t−1H∆,kt so we have mu,k′ = 0 for all k′ ≥ 0. Therefore (16) is injective.
Step 3: We show that (16) is surjective. Let m = (mk)k ∈ M∞,0(D) be arbitrary. Since
Mk,0(D) is an étale T∗-module over A((N∆,k)) for all k ≥ 0 divisible by r∗ (see Lemma 4.5),
we may decompose mk as
mk =
∑
u∈J(N0/tN0t−1)
uϕt(mu,k) (17)
for some mu,k ∈Mk,0(D). Note that the elements mu,k are not unique since ϕt is not injective
on Mk,0(D). However, their images ϕt(mu,k) under ϕt are unique for each u ∈ J(N0/tN0t−1)
and k ≥ k(t) large enough so that H∆,k is contained in tN0t−1. Fix mu,k arbitrarily for each
u ∈ J(N0/tN0t−1) and k ≥ k(t) (divisible by r∗) so that they satisfy (17) and put
Yu,k := {m′u,k ∈Mk,0(D) | ϕt(m′u,k) = ϕt(mu,k)} .
Let k ≥ k(t) be fixed now let k′ ≥ k be another integer so that we have t−1H∆,k′t ≤ H∆,k. The
kernel of ϕt : Mk′,0(D) → Mk′,0(D) equals (t−1H∆,k′t− 1)Mk′,0. However, by our assumption
that t−1H∆,k′t is contained in H∆,k, it follows that (t−1H∆,k′t− 1)Mk′,0 maps to 0 in Mk,0(D).
Hence for each u ∈ J(N0/tN0t−1) the image of Yu,k′ in Yu,k is a single element m∗u,k ∈ Yu,k.
Therefore the projective system (Yu,k)k satisfies the Mittag–Leﬄer condition so that Yu,∞ :=
lim←−k Yu,k ⊂ M∞,0(D) is a set having a single element mu := (m
∗
u,k)k≥0. We clearly have
m =
∑
u∈J(N0/tN0t−1) uϕt(mu) as required.
Now our main result in this section becomes a simple application of the above Proposition.
Theorem 4.8. The functors M∞,0 and D0,∞ are quasi-inverse equivalences of categories
between Det(T∗, A((N∆,0))) and Det(T∗, A((N∆,∞))).
Proof. We saw in the proof of Prop. 4.6 that the lower horizontal map in (15) is an isomorph-
ism for all k ≥ 0 divisible by r∗. In the special case of k = 0 this provides us with a natural
isomorphism between the identity and D0,∞ ◦M∞,0 on Det(T∗, A((N∆,0))).
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Let D∞ be an object in Det(T∗, A((N∆,∞))). For each k ≥ 0 (divisible by r∗) we have a
natural quotient map
D∞ → Dk := A((N∆,k))⊗A((N∆,∞)) D∞ .
Moreover, Dk is an étale T∗-module over A((N∆,k)) corresponding to D0 = D0,∞(D∞) via the
equivalence of categories in Lemma 4.5. These reduction maps are compatible therefore we
obtain a natural map f : D∞ → lim←−kDk = M∞,0 ◦D0,∞(D∞). This map f is an isomorphism
modulo the Jacobson radical of A((N∆,∞)) by Lemma 4.4 using that D0,∞◦M∞,0◦D0,∞ ∼= D0,∞.
In particular f is surjective. Moreover, A((N∆,k)) ⊗A((N∆,∞)) f is also an isomorphism for all
k ≥ 0 divisible by r∗. Therefore we have Ker(f) ⊆ (H∆,k−1)D∞ for all k. Since the powers of
the Jacobson radical J of A((N∆,∞)) are cofinal with the ideals (H∆,k−1)A((N∆,∞)) we deduce
that Ker(f) ⊆ JkD∞ for all k ≥ 0. Now note that J is generated by a centralizing sequence
by Lemma 4.1. Therefore it satisfies the Artin–Rees property by Thm. 4.2.7 in [18] and Prop.
4.3. This shows that
⋂
k≥0 J
kD∞ = {0} since D∞ is finitely generated. In particular, f is an
isomorphism.
4.3 A noncommutative variant of D∨∆
Let pi be a smooth representation of B0 over A together with an action of the monoid B+
on pi extending the action of B0. (For instance, pi could be a smooth representation of B.)
Denote by Fα,k the operator TrH∆,k/tαH∆,kt−1α ◦(tα·) on piH∆,k and consider the skew polynomial
ring
A[[N∆,k]][F∆,k] := A[[N∆,k]][Fα,k | α ∈ ∆]
in the variables Fα,k (α ∈ ∆) that commute with each other and satisfy Fα,kλ = ϕα(λ)Fα,k
for any λ ∈ A[[N∆,k]] and α ∈ ∆. Further, for any t =
∏
α∈∆ t
kα
α we put Ft,k :=
∏
α∈∆ F
kα
tα . We
denote byM∆,k(piH∆,k) the set of finitely generated A[[N∆,k]][F∆,k]-submodules of piH∆,k that
are stable under the action of T0 and admissible as a representation of N∆,k. We proceed as
in section 2 of [13].
Lemma 4.9. For each α ∈ ∆ we have Fα = Fα,0 and Fα,k ◦ TrH∆,k/skH∆,0s−k ◦ (sk·) =
TrH∆,k/skH∆,0s−k ◦ (sk·) ◦ Fα,0 as maps on piH∆,0.
Proof. We compute
Fα,k ◦ TrH∆,k/skH∆,0s−k ◦ (sk·) =
= TrH∆,k/tαH∆,kt−1α ◦ (tα·) ◦ TrH∆,k/skH∆,0s−k ◦ (sk·) =
= TrH∆,k/tαH∆,kt−1α ◦ TrtαH∆,kt−1α /sktαH∆,0t−1α s−k ◦ (sktα·) =
= TrH∆,k/sktαH∆,0t−1α s−k ◦ (sktα·) =
= TrH∆,k/skH∆,0s−k ◦ TrskH∆,0s−k/sktαH∆,0t−1α s−k ◦ (sktα·) =
= TrH∆,k/skH∆,0s−k ◦ (sk·) ◦ TrH∆,0/tαH∆,0t−1α ◦ (tα·) =
= TrH∆,k/skH∆,0s−k ◦ (sk·) ◦ Fα,0 .
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Let M0 be any (finitely generated) A[[N∆,0]][F∆]-module. Then A[[N∆,k]] ⊗A[[N∆,0]],ϕsk M0
naturally has the structure of a module over A[[N∆,k]][F∆,k] by putting Fα,k(λ⊗m) := ϕtα(λ)⊗
Fα(m). Let M be inM∆(piH∆,0). In view of Lemma 4.9 we define Mk to be the image of the
A[[N∆,k]][F∆,k]-module homomorphism
A[[N∆,k]]⊗A[[N∆,0]],ϕsk M → piH∆,k
λ⊗m 7→ λTrH∆,k/skH∆,0s−k(skm) .
In particular, Mk is an A[[N∆,k]][F∆,k]-submodule of piH∆,k . TrH∆,k/skH∆,0s−k ◦ (skM) is a
skN0s
−kH∆,k-subrepresentation of piH∆,k and we have Mk = N0TrH∆,k/skH∆,0s−k ◦ (skM).
Lemma 4.10. For any M ∈M∆(piH∆,0) the N0-subrepresentation Mk lies inM∆,k(piH∆,k).
Proof. Let {m1, . . . ,mr} be a set of generators of M as an A[[N∆,0]][F∆]-module. Then by
Lemma 4.9 the elements 1⊗m1, . . . , 1⊗mr generate A[[N∆,k]]⊗A[[N∆,0]],ϕskM as a module over
A[[N∆,k]][F∆,k]. In particular, Mk is finitely generated.
For the stability under the action of T0 note that T0 normalizes both H∆,k and skH∆,0s−k
and the elements in T0 commute with s.
Since M is admissible as an N∆,0-representation and A[[N∆,k]] is finitely generated and
free as a module over A[[skN∆,0s−k]], we obtain that Mk is admissible, too.
In order to simplify notation we writeM∨k [1/X∆] := M∨k [1/ϕskn0 (X∆)] forA((N∆,k))⊗A[[N∆,k]]
M∨k .
Proposition 4.11. The map
A[[N∆,k]]⊗A[[N∆,0]],ϕsk M  Mk
λ⊗m 7→ λTrH∆,k/skH∆,0s−k(skm) . (18)
induces an isomorphism M∨k [1/X∆] ∼= A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆].
Proof. Since A[[N∆,k]] is a finitely generated free module over A[[skN∆,0s−k]], we have identi-
fications
(A[[N∆,k]]⊗A[[N∆,0]],ϕsk M)∨ ∼= A[[N∆,k]]⊗A[[N∆,0]],ϕsk M∨ ;
(A[[N∆,k]]⊗A[[N∆,0]],ϕsk M)∨[1/X∆] ∼= A((N∆,k))⊗A((N∆,0)),ϕsk (M∨[1/X∆]) .
Therefore we have an injective morphism f : M∨k [1/X∆] ↪→ A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆]
of A((N∆,k))-modules. Moreover, we have a commutative diagram
A[[N∆,k]]⊗A[[N∆,0]],ϕsk M
TrH∆,0/H∆,k

// //Mk
TrH∆,0/H∆,k

A[[N∆,k]]⊗A[[N∆,0]],ϕsk M // //Mk
such that we have TrH∆,0/H∆,k(Mk) = N0Fsk(M) ⊆ M and the image of the left vertical
map equals (A[[N∆,k]] ⊗A[[N∆,0]],ϕsk M)H∆,0 . Dualizing and inverting ϕskn0 (X∆) we obtain a
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commutative diagram
A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆]
TrH∆,0/H∆,k

M∨k [1/X∆]
TrH∆,0/H∆,k

? _
foo
A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆] M∨k [1/X∆]?
_foo
By Prop. 2.3 the inclusion N0Fsk(M) ⊆M induces an isomorphism
M∨[1/X∆] ∼= A((N∆,0))⊗A((N∆,0)),ϕsk M∨[1/X∆] = (N0Fsk(M))∨[1/X∆] .
On the other hand, the (co)image of the left vertical map is
H0(H∆,0/H∆,k, A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆]) ∼= A((N∆,0))⊗A((N∆,0)),ϕsk M∨[1/X∆] .
So f becomes onto after taking H∆,0/H∆,k-coinvariants. Hence by Nakayama’s Lemma f is
an isomorphism.
Since the map (18) is a A[[N∆,k]][F∆,k]-module homomorphism, we obtain a commutative
diagram
A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆]
(1⊗Ft)∨

M∨k [1/X∆]
(1⊗Ft)∨

∼oo
A((N∆,k))⊗A((N∆,k)),ϕt A((N∆,k))⊗A((N∆,0)),ϕsk M∨[1/X∆] A((N∆,k))⊗A((N∆,k)),ϕt M∨k [1/X∆]∼oo
for all t ∈ ∏α∈∆ tNα with both horizontal and the left vertical arrows being isomorphisms.
Therefore the right vertical arrow is also an isomorphism. In particular, M∨k [1/X∆] ∼=
Mk,0(M∨[1/X∆]) is an étale T+-module over A((N∆,k)) since we have T+ = T0
∏
α∈∆ t
N
α and
T0 acts on M∨k [1/X∆] by conjugation. Taking the projective limit with respect to k ≥ 0 we
define
D∨∆,∞(pi) := lim←−
k≥0,M∈M∆(piH∆,0 )
M∨k [1/X∆] .
By construction, M∨∞[1/X∆] := lim←−kM
∨
k [1/X∆] is an object in Det(T+, A((N∆,∞))) that cor-
responds to M∨[1/X∆] under the equivalence of categories in Thm. 4.8.
We call two elementsM,M ′ ∈M∆(piH∆,0) equivalent (M ∼M ′) if the inclusionsM ⊆M+
M ′ and M ′ ⊆ M + M ′ induce isomorphisms M∨[1/X∆] ∼= (M + M ′)∨[1/X∆] ∼= M ′∨[1/X∆].
In particular, this is an equivalence relation on the set M(piH∆,0). Similarly, we say that
Mk,M
′
k ∈ M∆,k(piH∆,k) are equivalent if the inclusions Mk ⊆ Mk + M ′k and M ′k ⊆ Mk + M ′k
induce isomorphisms M∨k [1/X∆] ∼= (Mk +M ′k)∨[1/X∆] ∼= M ′k∨[1/X∆].
Remark. The maps
M 7→ N0TrH∆,k/skH∆,0s−k(skM)
TrH∆,0/H∆,k(Mk) ←[ Mk
induce a bijection between the sets M(piH∆,0)/ ∼ and M∆,k(piH∆,k)/ ∼. In particular, we
have
D∨∆,∞(pi) = lim←−
k≥0
lim←−
Mk∈M∆,k(piH∆,k )
M∨k [1/X∆] .
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On a finitely generated étale T+-module D over A((N∆,∞)) we define the weak topology as
follows. We put the natural compact topology on any finitely generated A[[N∆,k]]-submodule
of DH∆,k and the inductive limit topology of these topologies on DH∆,k (we call this also
the weak topology on DH∆,k). Now we equip D with the projective limit topology of the
weak topologies on DH∆,k . Finally, if lim←−i∈I Di is a projective limit of finitely generated étale
T+-modules over A((N∆,∞)) then we equip it with the projective limit topology of the weak
topologies of each Di.
4.4 A natural transformation from the Schneider–Vigneras D-functor
to D∨∆,∞
In order to avoid confusion we denote by DSV (pi) the Λ(N0)-module with an action of B−1+
associated to the smooth o-torsion representation pi defined as D(pi) in [20] (note that in [20]
the notation V is used for the o-torsion representation that we denote by pi). The inclusions
Mk ⊆ pi (k ≥ 0,M ∈ M∆(piH∆,0)) define a T0-equivariant A[[N0]]-module homomorphism
β : pi∨ → D∨∆,∞(pi). Our goal is to show that β factors through the map pi∨  DSV (pi) and it
is T−1+ -equivariant. Here T
−1
+ acts on D∨∆,∞(pi) via the ψ-action (see section 4 of [13]).
As in [13] we denote by B+(pi) the set of generating B+-subrepresentations in pi|B. Let
W be in B+(pi) and M ∈ M∆(piH∆,0). Then by Lemma 2.1 in [20] (see also Lemma 3.1 in
[13]) there is an integer k(M) ≥ 0 such that for all k ≥ k(M) we have Mk ≤ W . Therefore
the map pi∨  M∨k → M∨k [1/X∆] factors through pi∨  W∨. Taking projective limits with
respect to k we obtain a A[[N0]]-homomorphism
prW,M : W
∨ →M∨∞[1/X∆] .
The following is the analogue of Lemma 3.2 in [13] in our situation with essentially the
same proof.
Lemma 4.12. The map prW,M is ψt-equivariant for all t ∈ T+.
Proof. The T0-equivariance is clear as it is given by the multiplication by elements of T0 on
both sides. By multiplicativity we are reduced to showing the ψt-equivariance for t = tα for
all α in ∆. Let k = k(α,M) > 0 be large enough so that H∆,k is contained in tαH∆,0t−1α ≤
tαN0t
−1
α and Mk is contained in W . Denote by Hk,−,α the kernel of the group homomorphism
tα(·)t−1α : N∆,k → N∆,k and put Tr := TrHk,−,α =
∑
u∈Hk,−,α u ∈ A[[N∆,k]]. By our assumption
on k we have Hk,−,α = t−1α H∆,ktα/H∆,k. For any f in W∨ = HomA(W,A) and w ∈ W we have
ψtα(f)(w) = f(tαw) by definition. On the other hand, the map 1⊗Fα,k : A[[N∆,k]]⊗ϕtα ,A[[N∆,k]]
Mk → Mk factors through A[[N∆,k]] ⊗ϕtα ,A[[N∆,k/Hk,−,α]] (Mk/Ker(Tr|Mk)). Moreover, A[[N∆,k]]
is a finite free module over A[[N∆,k/Hk,−,α ]] via ϕtα . Hence we have a series of maps
M∨k
(1⊗Fα,k)∨→ (A[[N∆,k]]⊗ϕtα ,A[[N∆,k/Hk,−,α]] (Mk/Ker(Tr)))∨
∼→
∼→ A[[N∆,k]]⊗ϕtα ,A[[N∆,k/Hk,−,α]] (Mk/Ker(Tr))∨
Tr→
Tr→ A[[N∆,k]]⊗ϕtα ,A[[N∆,k/Hk,−,α]] Tr(Mk)∨
∼→
∼→ A[[N∆,k]]⊗ϕtα ,A[[N∆,k/Hk,−,α]] (M∨k /Ker(Tr))
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under which the image of f = f|Mk is as follows:
f
(1⊗Fα,k)∨7→ (f1 : u⊗ (m+ Ker(Tr)) 7→ f(uFα,k(m))) ∼7→
∼7→
∑
u∈J(N∆,k/tαN∆,kt−1α )
u⊗ f3,u where f3,u(m+ Ker(Tr)) := f(uFα,k(m)); ∼7→
∼7→
∑
u∈J(N∆,k/tαN∆,kt−1α )
u⊗ f4,u where f4,u(Tr(m)) := f(utαTr(m)); ∼7→
∼7→
∑
u∈J(N∆,k/tαN∆,kt−1α )
u⊗ (prW,M,k(ψtα(u−1f)) + Ker(Tr)) .
Moreover, we have an identification M∨k [1/X∆] ∼= Mk,0(M∨[1/X∆]). In particular, M∨k [1/X∆]
is induced as a representation of Hk,−,α ≤ H∆,0/H∆,k. Therefore (M∨k /Ker(Tr))[1/X∆] can be
identified with the coinvariants M∨k [1/X∆]Hk,−,α . So the image of f under the composite map
W∨ →M∨k → A((N∆,k))⊗ϕtα ,A((N∆,k/Hk,−,α)) M∨k [1/X∆]Hk,−,α ∼=
∼= A((N∆,k))⊗ϕtα ,A((N∆,k)) M∨k [1/X∆]
equals
∑
u∈J(N∆,k/tαN∆,kt−1α ) u ⊗ prW,M,k(ψtα(u−1f)). However, since M∨∞[1/X] is an étale T+-
module over A((N∆,∞)), we have a unique decomposition of prW,M(f) as
prW,M(f) =
∑
u∈J(N0/tαN0t−1α )
uϕ(ψtα(u
−1prW,M(f)))
whence we must have ψtα(prW,M(f)) = prW,M(ψtα(f)) as claimed.
By taking the projective limit with respect to M ∈M(piH∆,0) and the injective limit with
respect to W ∈ B+(pi) we obtain a ψs- and Γ-equivariant Λ(N0)-homomorphism
pr := lim−→
W
lim←−
M
prW,M : DSV (pi)→ D∨∆,∞(pi) .
Proposition 4.13. Let D be a finitely generated étale T+-module over A((N∆,∞)), and f : DSV (pi)→
D be a continuous ψt-equivariant A[[N0]]-homomorphism for all t ∈ T+. Then f factors
uniquely through pr, ie. there exists a unique ψt-equivariant A[[N0]]-homomorphism fˆ : D∨∆,∞(pi)→
D such that f = fˆ ◦ pr.
Proof. We prove the uniqueness first. Let fˆ and fˆ ′ be two such maps. Then the image of pr
lies in the kernel of fˆ − fˆ ′ : D∨∆,∞(pi)→ D. By continuity, fˆ − fˆ ′ factors through M∨∞[1/X∆]
for some M ∈ M∆(piH∆,0). Taking H∆,k coinvariants we deduce that the composite map
pi∨  M∨k → M∨k [1/X∆]
fˆ−fˆ ′→ DH∆,k is 0. Since the image of M∨k in M∨k [1/X∆] generates
M∨k [1/X∆] (as a module over A((N∆,k))), we deduce that the map M∨k [1/X∆]
fˆ−fˆ ′→ DH∆,k is 0.
Letting k →∞ we obtain fˆ = fˆ ′.
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At first we construct a homomorphism fˆH∆,0 : D∨∆(pi) = (D∨∆,∞(pi))H∆,0 → DH∆,0 such that
the following diagram commutes:
DSV (pi)
f
%%
pr // D∨∆,∞(pi)
(·)H∆,0 // D∨∆(pi)
fˆH∆,0

D
(·)H∆,0
// DH∆,0
Consider the composite map f ′ : pi∨ → DSV (pi) f→ D → DH∆,0 . Note that f ′ is continuous
and DH∆,0 is Hausdorff, so Ker(f ′) is closed in pi∨. ThereforeM0 := (pi∨/Ker(f ′))∨ is naturally
a subspace in pi. We claim that M0 lies in M∆(piH∆,0). Indeed, M∨0 is a quotient of pi∨H∆,0 ,
hence M0 ≤ piH∆,0 and it is T0-invariant since f ′ is T0-equivariant. M0 is admissible because
it is discrete, hence M∨0 is compact, equivalently finitely generated over A[[N∆,0]], because
M∨0 can be identified with a A[[N∆,0]]-submodule of DH∆,0 which is finitely generated over
A((N∆,0)). Finally, M0 is finitely generated over A[[N∆,0]][F∆] by Proposition 2.8.
Now we have an injective morphism f0 : M∨0 [1/X∆] ↪→ D of étale T+-modules over A((N∆,0.
The map fˆH∆,0 : D∨∆ → DH∆,0 is the composite map D∨∆ M∨0 [1/X∆] ↪→ D. It is well defined
and makes the above diagram commutative, because the map
pi∨ → DSV (pi) pr→ D∨∆,∞(pi)
(·)H∆,0→ D∨∆(pi)→M∨0 [1/X∆]
is the same as pi∨ →M∨0 →M∨0 [1/X∆].
Finally,M∨[1/X] (resp. DH∆,0) corresponds toM∨∞[1/X∆] (resp. to D) via the equivalence
of categories in Theorem 4.8 therefore f0 can uniquely be lifted to a T+-equivariant A((N∆,∞))-
homomorphism f∞ : M∨∞[1/X∆] ↪→ D. The map fˆ is defined as the composite D∨∆,∞ 
M∨∞[1/X∆] ↪→ D. Now the image of f − fˆ ◦ pr is a ψt-invariant (t ∈ T+) A[[N0]]-submodule
in (H∆,0 − 1)D. For any x ∈ DSV (pi) and k ≥ 0 we may write (f − fˆ ◦ pr)(x) in the form∑
u∈J(N0/skN0s−k) uϕ
k((f − fˆ ◦ pr)(ψk(u−1x))) that lies in (H∆,k − 1)D. Hence we obtain
(f− fˆ ◦pr)(DSV (pi)) ⊆
⋂
k(H∆,k−1)D = {0} as we have D ∼= M∞,0(DH∆,0) = lim←−kDH∆,k .
By Corollary 4.11 in [13] there exists a homomorphism p˜r : D˜SV (pi) → D∨∆,∞(pi) of étale
T+-modules over A[[N0]] such that pr = p˜r ◦ ι where ι : DSV (pi) ↪→ D˜SV (pi) is the étale hull
D˜SV (pi) = lim−→t∈T+ ϕ
∗
tDSV (pi) of DSV (pi) where we put ϕ∗tDSV (pi) := A[[N0]]A[[N0]],ϕtDSV (pi).
For more details on the étale hull, in particular its universal property, we refer the reader to
[13]. The following is the natural analogue of Thm. 2.27 in [13] in our situation.
Corollary 4.14. We have
D∨∆,∞(pi) ∼= lim←−
D
D
where D runs through the finitely generated étale T+-modules over A((N∆,∞)) arising as a
quotient of A((N∆,∞)) ⊗A[[N0]] D˜SV (pi) such that the quotient map is continuous in the weak
topology of D and the final topology on A((N∆,∞))⊗A[[N0]] D˜SV (pi) of the map 1⊗ ι : DSV (pi)→
A((N∆,∞))⊗A[[N0]] D˜SV (pi).
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Proof. Let D be a finitely generated étale T+-module over A((N∆,∞)) with a continuous ψt-
equivariant (for all t ∈ T+) homomorphism of A[[N0]]-modules DSV (pi) → D. Then by the
universal property (Prop. 2.20 in [13]) of the étale hull this factors uniquely through D˜SV (pi)
and also through A((N∆,∞)) ⊗A[[N0]] D˜SV (pi) since D is a module over A((N∆,∞)). Therefore
by Lemma 4.12 and Proposition 4.13 the topological quotients of A((N∆,∞))⊗A[[N0]] D˜SV (pi) in
the category of finitely generated étale T+-modules over A((N∆,∞)) are exactly the étale T+
modules M∨∞[1/X∆] for M ∈M∆(piH∆,0).
4.5 A G-equivariant sheaf on G/B attached to D∨∆(pi)
The goal of this section is to construct a G-equivariant sheaf on G/B with sections on
C0 := N0w0B/B isomorphic to D˜∆(pi) := p˜r(D˜SV (pi)) ⊆ D∨∆,∞(pi) as an étale T+-module.
(Here w0 denotes a representative of the element with maximal length in the Weyl group
NG(T )/T .) The method of constructing a G-equivariant sheaf on G/B does not work in
our situation since the property T(1) in Prop. 6.8 in [21] is not satisfied in general for étale
T+-modules over A((N∆,∞)). The idea is to use the G-action on pi∨ in order to construct the
operators Hg : D˜∆(pi)→ D˜∆(pi). So let pi be a smooth representation of G over A and choose
an arbitrary object M in M∆(piH∆,0). Denote by M∞ the Pontryagin dual of the image of
the natural map pi∨ →M∨∞[1/X∆].
Lemma 4.15. M∞ is a B+-subrepresentation of pi. If M is chosen so that M∨ is X∆-torsion
free then we have M∞ =
⋃
kMk = B+M .
Remark. Let D0 be the image of pi∨ in M∨[1/X∆]. By Proposition 2.8 D∨0 ⊆ M lies in
M∆(piH∆,0) and D0 ∼= (D∨0 )∨ is X∆-torsion free since it is contained in M∨[X∆]. Moreover,
we have D0[1/X∆] = M∨[1/X∆], so we may replace M by D∨0 so that the second conclusion
holds.
Proof. The N0-invariance of the subspace M∞ ⊆ pi is clear. Let t ∈ T+ and m ∈ M∞ be
arbitrary. Assume that tm does not lie in M∞ ≤ pi. Then there is an element µ ∈ pi∨ such
that µ|M∞ = 0 but (t−1µ)(m) = µ(tm) 6= 0. By Lemma 4.12 we compute 0 6= (t−1µ)|M∞ =
prW,M(t
−1µ|W ) = ψt(prW,M(µ)) = ψt(0) = 0 which is a contradiction. So M∞ is B+-invariant.
Assume now that M∨ is X∆-torsion free, ie. the map M∨ → M∨[1/X∆] is injective.
Therefore M is contained in M∞ since M∨ is a quotient of M∨∞. Hence Mk ⊆ B+M is also
contained in M∞. Now assume that
⋃
kMk ( M∞. Then there exists an element µ in pi∨
such that µ|Mk = 0 for all k ≥ 0 but µ|M∞ 6= 0. In particular, the image of µ in M∨k [1/X∆]
is zero for all k ≥ 0 whence it is also zero in lim←−M
∨
k [1/X∆] = M
∨
∞[1/X∆] contradicting to
µ|M∞ 6= 0.
Let us denote by M0∆(piH∆,0) the set of those M ∈ M∆(piH∆,0) so that M∨ has no X∆-
torsion. We still have D∨∆(pi) = lim←−M∈M0∆(piH∆,0 ) M
∨[1/X∆].
Lemma 4.16. Suppose we chose M ∈M0∆(piH∆,0). Then the map
1⊗ Fs : A[[N∆,0]]⊗ϕs,A[[N∆,0]] M →M
is surjective.
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Proof. The assertion is equivalent to the injectivity of the dual map
(1⊗ Fs)∨ : M∨ → A[[N∆,0]]⊗ϕs,A[[N∆,0]] M∨ .
This map is, however, injective by Lemma 4.2, Prop. 4.5, and Cor. 4.8 in [13] noting that M∨
is contained in the étale T+-module M∨[1/X∆].
For an integer n ≥ 1 we denote by U (n) the kernel of the group homomorphism G(Zp)→
G(Z/pnZ).
Lemma 4.17. We have U (1)M∞ = M∞ for all M ∈M0∆(piH∆,0).
Proof. We may assume without loss of generality that M∨ is X∆-torsion free so that we have
M∞ = B+M by Lemma 4.15. Now sinceM lies inM∆(piH∆,0), it is generated by finitely many
elements m1, . . . ,mr ∈M as a module over A[[N∆,0]][F∆]. Since the elements of A[[N∆,0]][F∆]
are finite linear combinations of elements in B+ we deduce that m1, . . . ,mr generates M∞
as a B+-subrepresentation of pi. Since pi is smooth, there exists an integer n ≥ 1 such that
m1, . . . ,mr are all fixed by U (n). Moreover, we may assume without loss of generality that
the group T0 permutes the elements of the set {m1, . . . ,mr}. By Lemmata 4.15 and 4.16 we
may write any element m ∈ M∞ as a finite linear combination m =
∑r
i=1 λis
nmi with λi
in the monoid-ring A[B+]. So we are reduced to showing that uvtsnmi lies in M∞ for all
u ∈ U (1), v ∈ N0, t ∈ T+, and 1 ≤ i ≤ r. Since U (1) is normal in G(Zp) and N0 ⊆ G(Zp),
the element u1 := v−1uv also lies in U (1). By the Iwahori factorization we may write u1 as a
product u1 = n1t1n1 with n1 ∈ U (1) ∩ N ≤ N0, t1 ∈ U (1) ∩ T , and n1 ∈ U (1) ∩ N . Therefore
s−nt−1n1tsn lies in s−nt−1(U (1) ∩N)tsn ≤ U (n) ∩N whence we have s−nt−1n1tsnmi = mi for
all 1 ≤ i ≤ r by our choice of n. So we compute
uvtsnmi = vu1ts
nmi = vn1t1ts
n(s−nt−1n1tsn)mi = vn1t1tsnmi ∈ B+M = M∞ .
Now let g be an arbitrary element in G and put Ug := {u ∈ N0 | xu ∈ g−1C0 ∩ C0} where
u 7→ xu = uw0B is the homeomorphism N0 → C0 = N0w0B/B ⊂ G/B. For u ∈ Ug we may
factorize gu as gu = n(g, u)t(g, u)n(g, u) with n(g, u) ∈ N0, t(g, u) ∈ T , and n(g, u) ∈ N .
By Lemma 7.3 in [13] there exists an integer k0 = k0(g) such that for all k ≥ k0 and u ∈ Ug
we have uskN0s−k ⊆ Ug, skt(g, u) ∈ T+, and s−kn(g, u)sk ∈ U (1) ∩ N . Moreover, since Ug
is compact, it is a finite union of cosets of the form uskN0s−k (u ∈ Ug). We denote by M˜∨∞
the étale hull of the image M∨∞ ⊂M∨∞[1/X∆] of the natural map prM : pi∨ →M∨∞[1/X∆]. By
Cor. 4.8 in [13] we may view M˜∨∞ as an étale T+-submodule of M∨∞[1/X∆]. Moreover, since
the powers of s are cofinal in T+, we have
M˜∨∞ =
⋃
k≥0
⊕
u∈J(N0/skN0s−k)
uϕsk(M
∨
∞) =
⋃
k≥k0
⊕
u∈J(N0/skN0s−k)
uϕsk(M
∨
∞) =
=
⋃
k≥k0
⊕
u∈J(N0/skN0s−k)
resN0
uskN0s−k
(M∨∞)
by Cor. 4.11 in [13] noting that ψs : M∨∞ → M∨∞ is surjective since (s·) : M∞ → M∞ is
injective. Here resN0
uskN0s−k
denotes the operator (u·) ◦ ϕsk ◦ ψsk ◦ (u−1·). More generally, for
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an open compact subset U ⊂ N0 we may write U as a disjoint union of cosets uskN0s−k
(u running on a finite subset Uk ⊂ U) for k ≥ 0 large enough depending on U and put
resN0U :=
∑
u∈Uk res
N0
uskN0s−k
. For k ≥ k0 we choose a set Uk,g := Ug ∩ J(N0/skN0s−k) of
representatives of the cosets of Ug/skN0s−k. By Lemma 4.13 in [13] the map
n(g, ·) : uskN0s−k → n(g, u)t(g, u)skN0s−kt(g, u)−1
is a bijection for each u ∈ Uk,g. Under the identification N0 ∼→ C0 the above bijection
corresponds to the bijection
(g·) : uskN0w0B/B ∼→ n(g, u)t(g, u)skN0w0B/B .
So we define
Hg : M˜∨∞ → M˜∨∞∑
u∈J(N0/skN0s−k)
resN0
uskN0s−k
(prM(µu,k)) 7→
∑
u∈Uk,g
resN0
n(g,u)t(g,u)skN0s−kt(g,u)−1
(prM(gµu,k))
for µu,k in pi∨ (u ∈ Uk,g, k ≥ k0).
Lemma 4.18. The map Hg above is well-defined.
Proof. Since resN0U does not depend on the choice of the decomposition of the compact open
subset U ⊆ N0 into a disjoint union of cosets of subgroups of N0 of the form tN0t−1 (t ∈ T+),
it suffices to show that Hg does not depend on the choice of µu,k (u ∈ Uk,g, k ≥ k0). Let µ
be in pi∨ such that resN0
uskN0s−k
(prM(µ)) = 0. Since (u·) ◦ ϕsk is injective on M˜∨∞, we obtain
prM(s
−ku−1µ) = ψsk(u−1prM(µ)) = 0 by Lemma 4.12. In other words the restriction of
s−ku−1µ to M∞ ⊂ pi is zero. By our assumption k ≥ k0 we have s−kn(g, u)sk lies in U (1).
Hence by Lemma 4.17 we compute
0 = prM(s
−ku−1µ) = pr(s−kn(g, u)u−1µ) = pr(s−kt(g, u)−1n(g, u)−1gµ) .
In particular, the formula defining Hg does not depend on the choice of µu,k.
Proposition 4.19. For any smooth o-torsion representation pi of G and anyM ∈M0∆(piH∆,0)
there exists a G-equivariant sheaf Ypi,M on G/B with sections Ypi,M(C0) on C0 isomorphic to
M˜∨∞ as an étale T+-module over A[[N0]] such that we have Hg = (g·) ◦ resC0g−1C0∩C0 as maps on
Ypi,M(C0).
Proof. By Prop. 5.14 in [21] we are bound to check the relations H1, H2, H3 therein: for any
g, h ∈ N0BN0, b ∈ B ∩N0BN0 and compact open subset V ⊂ C0 we have
H1 resC0V ◦ Hg = Hg ◦ resC0g−1V∩C0 ;
H2 Hg ◦ Hh = Hgh ◦ resC0(gh)−1C0∩h−1C0∩C0 ;
H3 Hb = b ◦ resC0b−1C0∩C0 .
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Let d be in M˜∨∞ and let k ≥ max(k0(g), k0(h), k0(gh)) be large enough so that all the sets
g−1V ∩ C0, Ug = g−1C0 ∩ C0, (gh)−1C0 ∩ h−1C0 ∩ C0, Uh, and Ub can be written as the dis-
joint union of sets of the form uskN0w0B/B for u ∈ N0 and so that d is contained in
N0ϕ
k(M∨∞). So we may write d =
∑
u∈J(N0/skN0s−k) res
N0
uskN0s−k
(prM(µu,k)) for some µu,k ∈ pi∨
(u ∈ J(N0/skN0s−k)).
H1: We distinguish two cases: If xu does not lie in g−1V ∩ C0 then we have uskN0w0B ∩
g−1V = ∅ whence the right hand side of H1 has value zero at resN0
uskN0s−k
(prM(µu,k)). Moreover,
we obtain n(g, u)t(g, u)skN0w0B ∩ V = guskN0w0B ∩ V = ∅ (Lemma 7.4 in [13]), so we the
left hand side of H1 also has value zero at resN0
uskN0s−k
(prM(µu,k)). On the other hand, if xu
lies in g−1V ∩ C0 then we have uskN0w0B ⊆ g−1V ∩ C0 and n(g, u)t(g, u)skN0w0B ⊆ V ∩ gC0
whence both sides have value Hg(resN0uskN0s−k(prM(µu,k))) at res
N0
uskN0s−k
(prM(µu,k)).
H2: We distinguish two cases: If xu does not lie in (gh)−1C0 ∩ h−1C0 ∩ C0 then we clearly
have
Hgh ◦ resC0(gh)−1C0∩h−1C0∩C0(resN0uskN0s−k(prM(µu,k))) = 0 .
Further, Hh(resN0uskN0s−k(prM(µu,k))) is supported on huskN0w0B that is disjoint to Ug whence
we have
Hg ◦ Hh(resN0uskN0s−k(prM(µu,k))) = 0 ,
too. On the other hand, if xu lies in (gh)−1C0 ∩ h−1C0 ∩ C0 then we compute
Hgh ◦ resC0(gh)−1C0∩h−1C0∩C0(resN0uskN0s−k(prM(µu,k))) =
= Hgh(resN0uskN0s−k(prM(µu,k))) = res
C0
ghuskN0w0B
(prM(ghµu,k)) .
Moreover, we write huskN0w0B as the disjoint union of sets of the form vslN0w0B (v running
on a subset V ⊆ J(N0/slN0s−l)) for some l ≥ k. So we compute
Hg ◦ Hh(resN0uskN0s−k(prM(µu,k))) = Hg ◦ res
C0
huskN0w0B
(prM(hµu,k)) =
=
∑
v∈V
Hg ◦ resC0vslN0w0B(prM(hµu,k)) =
∑
v∈V
resC0
gvslN0w0B
(prM(ghµu,k)) =
= resC0
ghuskN0w0B
(prM(ghµu,k)) .
H3: Let b = v1tv2 be in B ∩N0BN0 = N0TN0 with v1, v2 ∈ N0 and t ∈ T . We may write
t = t−11 t2 for some t1, t2 ∈ T+. Recall from [21] that the action of b on M˜∨∞ is defined by the
formula b(d) = v1ψt1 ◦ ϕt2(v2d). This does not depend on the choice of t1 and t2 as we have
ψt′ ◦ ϕt′ = id for all t′ ∈ T+. If xu does not lie in b−1C0 ∩ C0 then both sides of H3 vanish at
resN0
uskN0s−k
(prM(µu,k)), so assume we have xu ∈ b−1C0 ∩ C0. By the choice of k and u, tsk lies
in T+ and tv2ut−1 lies in N0. We compute
Hb(resN0uskN0s−k(prM(µu,k))) = res
C0
(v1tv2ut−1)tskN0w0B
(prM(v1tv2µu,k)) =
= v1tv2ut
−1ϕtsk ◦ ψtsk(tu−1v−12 t−1v−11 prM(v1tv2µu,k)) =
= v1tv2ut
−1ψt1 ◦ ϕt2sk(prM(s−kt−1tu−1v−12 t−1v−11 v1tv2µu,k)) =
= v1ψt1(t1tv2ut
−1t−11 ϕt2 ◦ ϕsk(prM(s−ku−1µu,k))) =
= v1ψt1 ◦ ϕt2(v2uϕsk ◦ ψsk(u−1prM(µu,k))) =
= v1ψt1 ◦ ϕt2(v2resN0uskN0s−k(prM(µu,k))) = b ◦ res
N0
uskN0s−k
(prM(µu,k))
as desired.
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We equip the space Ypi,M(G/B) of global sections with the coarsest topology such that
the restriction maps Ypi,M(G/B)→ Ypi,M(gC0) are continuous for all g ∈ G. This topology is
Hausdorff by Lemma 4.9 in [13].
We denote by βC0,M the composite map pi∨ → M∨∞ → M˜∨∞ = Ypi,M(C0). For each g ∈ G
and µ ∈ pi∨ we define βgC0,M(µ) := g · βC0,M(g−1µ). Writing g−1C0 ∩ C0 as a disjoint union of
sets of the form uskN0w0B with u ∈ U for some k ≥ k0(g) and U := J(N0/skN0s−k)∩Ug, we
compute
resgC0C0∩gC0(βgC0,M(µ)) = res
gC0
C0∩gC0(gβC0,M(g
−1µ)) = gresC0g−1C0∩C0(βC0,M(g
−1µ)) =
= Hg(prM(g−1µ)) =
∑
u∈U
resC0
guskN0w0B
(prM(µ)) =
= resC0C0∩gC0(prM(µ)) = res
C0
C0∩gC0(βC0,M(µ)) .
Since the compact open subsets gC0 (g ∈ G) cover G/B, the maps βgC0,M : pi∨ → Ypi,M(gC0)
glue together into a continuous G-equivariant map βG/B,M : pi∨ → Ypi,M(G/B) with βgC0,M =
res
G/B
gC0 ◦ βG/B,M for all g ∈ G.
Corollary 4.20. The map βG/B,M : pi∨ → Ypi,M(G/B) is natural in the pair (pi,M) in the fol-
lowing sense: for a morphism f : pi → pi′ of smooth representations of G andM ∈M0∆(piH∆,0),
the image f(M) lies in M0∆(pi′H∆,0). Moreover, for any M ′ ∈ M0∆(pi′H∆,0) containing f(M)
we have a commutative square
pi′∨
βG/B,M′ //

Ypi′,M ′(G/B)

pi′∨
βG/B,M // Ypi,M(G/B)
Now we fix pi and vary M inM0∆(piH∆,0) to obtain
Corollary 4.21. There exists a G-equivariant sheaf Ypi,∆ on G/B with sections Ypi,∆(C0)
isomorphic to D˜∆(pi) together with a natural G-equivariant continuous map βG/B,∆ : pi∨ →
Ypi,∆(G/B).
Proof. Note that the image of pi∨ inD∨∆(pi) is the Pontryagin dual of the union
⋃
M∈M0∆(piH∆,0 ) M∞.
So we may conclude the existence of the operators Hg as in Lemma 4.18. The existence of
the sheaf follows the same way as in Prop. 4.19.
Remark. Let pi be an irreducible admissible smooth representation of G over κ and assume
that D∨∆(pi) 6= 0. Then we can realize pi∨ as a G-invariant subspace in the global sections of
a “small” G-equivariant sheaf Y on G/B. By small we mean here that the section Y(C0) is
contained in a finitely generated module over κ((N∆,∞)). Indeed, we may take any 0 6= M ∈
M0∆(piH∆,0) and put Y := Ypi,M . It would be natural to expect that the irreducibility of pi
would imply the irreducibility of D∨∆(pi). In particular, this would mean that D∨∆(pi) is in fact
finitely generated. We end this section by presenting some very preliminary ideas towards
proving this.
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We choose a total ordering of the Weyl group NG(T )/T refining the Bruhat order. This
gives a decreasing filtration ofG/B by openB-invariant subsets Filw(G/B) :=
⋃
w1≥w Bw1B/B ⊆
G/B for w ∈ NG(T )/T . Its bottom term is Filw0(G/B) for the element w0 ∈ NG(T )/T of
maximal length and we have Fil1(G/B) = G/B. For each w ∈ NG(T )/T we define
FilwM(pi
∨) := β−1G/B,M(Ker(res
G/B
Filw(G/B) : Ypi,M(G/B)→ Ypi,M(Filw(G/B)))) .
This is an increasing filtration of pi∨ by closed B-subrepresentations. Taking Pontryagin
duals we obtain a decreasing filtration FilwM(pi) := (pi∨/Fil
w
M(pi
∨))∨ ≤ pi whose graded pieces
we denote by grwM(pi).
Lemma 4.22. We have grw0M (pi) =
⋃
n≥0 s
−nM∞ and DSV (grw0M (pi)) ∼= M∨∞.
Proof. Note thatM∨∞ can be identified with res
G/B
C0 (βG/B,M(pi
∨)). On the other hand, we write
C := Nw0B/B = Filw0(G/B) =
⋃
n≥0 s
−nC0. So we compute
grw0M (pi)
∨ = resG/BFilw0 (βG/B,M(pi
∨)) = lim←−
n
res
G/B
s−nC0 ◦ βG/B,M(pi∨) = lim←−
n
βs−nC0,M(pi
∨) =
= lim←−
n
s−n · βC0,M(pi∨) = lim←−
ψs : M∨∞→M∨∞
M∨∞ = ( lim−→
sn : M∞→M∞
M∞)∨ = (
⋃
n
s−nM∞)∨ .
This shows, in particular, that M∞ is a generating B+-subrepresentation of grw0M (pi). Let
W ⊆M∞ be another generatingB+subrepresentation. By Lemma 4.15 theB+-subrepresentation
M∞ is generated by a finite set {m1, . . . ,mr} of elements in M . By Lemma 2.1 in [20] there
exists an integer k ≥ 0 such that skmi lies in W for all 1 ≤ i ≤ r. In particular, we
have M ⊂ Mk = TrH∆,k/skH∆,0s−k(skM) ⊆ B+{skm1, . . . , skmr} ⊆ W whence we also deduce
M∞ = B+M ⊆ W . So M∞ is a minimal generating B+-subrepresentation of grw0M (pi), hence
we have DSV (grw0M (pi)) = M
∨
∞ by definition.
Question 2. In what generality is it true that D∨∆(gr
w0
M (pi))
∼= M∨[1/X∆]?
Remark. The answer to the above question is affirmative if pi is a principal series.
4.6 The fully faithful property of D∨∆ for principal series
We denote by SP 0A the category of those finite length smooth representations of G over A
whose irreducible subquotients are (necessarily irreducible) principal series representations.
Lemma 4.23. Let χ and χ′ be two (not necessarily distinct) characters T → κ× such that
both IndGBχ and Ind
G
Bχ
′ are irreducible. Then the natural map
Ext1G(Ind
G
Bχ
′, IndGBχ)→ Ext1(D∨∆(IndGBχ′), D∨∆(IndGBχ))
is injective.
Proof. We distinguish two cases whether χ = χ′ or not. Assume first χ 6= χ′. By Thm. 1.1
in [15] if the left hand side is nonzero then we have χ′ = sα(χ) · ε−1 ◦ α for some simple root
α ∈ ∆ where sα(χ) denotes the conjugate of χ with respect to the reflection corresponding to
α in the Weyl group NG(T )/T and ε is the modulo p cyclotomic character. Our assumption
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that IndGBχ is irreducible, we have sα(χ) 6= χ so we can only have χ′ = sα(χ) · ε−1 ◦ α for
at most one element α ∈ ∆. Moreover, in this case the unique nonsplit extension pi comes
from parabolic induction from Gα ∼= TGL2(Qp) generated by T , Nα, and sα. Therefore even
Breuil’s functor D∨∆(pi) ∼= κ((X)) ⊗`,κ((N∆,0)) D∨∆(pi) (see Cor. 3.20) is a non-split extension of
(ϕ,Γ)-modules by Thm. 6.1 in [4] and Thm. VII.5.2 in [9].
Now assume χ = χ′. Then by Thm. 1.2 in [15] the natural map
Ext1T (χ, χ)→ Ext1G(IndGBχ, IndGBχ)
is bijective. However, the composite map Ext1T (χ, χ) → Ext1(D∨∆(IndGBχ), D∨∆(IndGBχ)) is
injective since whenever δ is an extension of χ by itself then we have the identification
D∨∆(Ind
G
Bδ)
∼= κ((N∆,0))⊗ δ and we may recover δ from this by taking the intersection
⋂
n>0
ϕns (κ((N∆,0))⊗ δ) ∼=
(⋂
n>0
ϕns (κ((N∆,0)))
)
⊗ δ ∼= δ .
Remark. We do not know whether or not the above map between extension groups is also
surjective. For this one should determine the dimension of the right hand side. The author
plans to turn back to this question in a future work.
Lemma 4.24. Let pi be an object in the category SP 0A and D be an object in Det(T+, A((N∆,0)))
that is a successive extension of 1-dimensional objects. Assume that the length of pi is bigger
than that of D. Then pi∨ cannot be embedded into the global sections of a G-equivariant sheaf
Y with an injection Y(C0) ↪→M∞,0(D).
Proof. By Prop. 4.13 and Thm. 4.8 (or simply by Prop. 2.8) the composite map
pi∨ ↪→ Y(G/B) Y(C0) ↪→M∞,0(D) D0,∞ ◦M∞,0(D) ∼= D
factors uniquely through D∨∆(pi). In particular, there exists an M ∈ M0∆(piH∆,0) such that
we have the factorization pi∨  M∨ ↪→ M∨[1/X∆] ↪→ D. We may assume without loss of
generality that we have M∨[1/X∆] ∼= D. By assumption we have a filtration on pi whose
subquotients are principal series. By Theorem 3.19 this induces a filtration on D∨∆(pi) whose
subquotients are 1-dimensional objects. Further, this induces a filtration on D via the sur-
jective map D∨∆(pi)  D whence we also obtain a filtration on the sheaf Y and its global
sections Y(G/B). Therefore passing to one particular subquotient we may assume without
loss of generality that pi has length 2 and D is 1 dimensional. So pi is an extension of 2 prin-
cipal series for characters χ and χ′. In particular, we have two surjective maps D∨∆(pi)  D
and D∨∆(pi)  D∨∆(IndGBχ). The kernels of these maps must be different since the map
pi∨ → Ypi,Mχ(G/B) has (IndGBχ′)∨ in its kernel but pi∨ → Y(G/B) is injective. (Here Mχ de-
notes the unique element inM0∆((IndGBχ)H∆,0).) In particular, D∨∆(pi) splits as a direct sum of
these two kernels whence by Lemma 4.23 pi ∼= IndGBχ⊕ IndGBχ′. Therefore the projection to D
has kernel D∨∆(Ind
G
Bχ) that contradicts to the assumption that pi∨ → Y(G/B) is injective.
Our main result in this section is the following
Theorem 4.25. The restriction of D∨∆ to the category SP 0A is fully faithful.
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Proof. The faithfulness is clear by the exactness (Thm. 3.19) noting that D∨∆ does not vanish
on irreducible objects in SP 0A by Cor. 3.9. Let pi and pi′ be objects in the category SP 0A
and assume we have a nonzero morphism f : D∨∆(pi) → D∨∆(pi′). Let D be the image of f
and n be the (generic) length of D. Applying Lemma 4.24 to D, Ker(f), and Coker(f)
we obtain that there is a subrepresentation pi1 ≤ pi and a quotient pi′  pi′1 both of length
n and admitting injective maps pi∨1 ↪→ Y(G/B) and pi′∨1 ↪→ Y′(G/B) to global sections of
sheaves Y and Y′ both of whose sections on C0 are contained in M∞,0(D). In particular,
both D∨∆(pi1) and D∨∆(pi′1) are isomorphic to D and we have maps pi∨1 → D and pi′∨1 → D
so we may take the direct sum θ : pi∨1 ⊕ pi′∨1 → D to obtain a G-equivariant continuous map
θ : pi∨1 ⊕ pi′∨1 → Ypi1⊕pi′1,θ(G/B) that is injective restricted to both pi∨1 and to pi′∨1 . However,
applying Lemma 4.24 to this situation again we deduce that the image of θ has length at
most n. Therefore θ induces an isomorphism between pi∨1 and pi′∨1 (and the image). All in all
we obtain a map pi′  pi′1 ∼= pi1 ↪→ pi that induces f after taking D∨∆.
Remarks. 1. In particular, the forgetful functor restricting pi to B is also fully faithful on
SP 0A as D∨∆ factors through this.
2. D∨∆ is not faithful on SPA: for instance any finite dimensional representation lies in its
kernel.
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