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Let k, n EN and f: {O, 1 }" x {O, 1 }"-> {O, 1 }. Assume Alice has x 1, ... , xk E 
{O, 1 }",Bob has y 1 , .• ., Yk E {O, 1 }",and they want to compute fk(x 1x 2 · · · xk, 
y 1y2···yk)=(f(x1.Y1), .. .,f(xk,yd) (henceforth f(x 1,y1 ) .. ·f(xk,J'dl com-
municating as few bits as possible. The direct sum conjecture (henceforth DSC) 
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COMMUNICATION COMPLEXITY OF ENUMERATION 
of Karchmer, Raz, and Wigderson states that the obvious way to compute it 
(computing fC>::1, Y1 ), then f (x2 , y2 ), etc.) is, roughly speaking, the best. This 
conjecture arose in the study of circuits since a variant of it implies 
NC 1 =F NC 2• We consider two related problems. 
Enumeration: Alice and Bob output e ~ 2k- I elements of {O, I }k, one 
of which is f(x1, Y1) · · · f(xb Yk ). 
Elimination: Alice and Bob output b such that b ¥ f(x 1, y 1) · · · 
f(xk, J'k). 
Selection: (k = 2) Alice and Bob output i E {I, 2} such that if f(x 1, y 1 ) 
=Iv f(x 2 , y2 ) =I then f(x;, Y;) = 1. 
(a) We devise the enumeration conjecture (henceforth ENC) and the 
elimination conjecture (henceforth ELC) which roughly state that the obvious 
ways to compute enumeration and elimination are the best. We use these 
conjectures to formulate an attack on DSC. 
(b) For several natural functions f, any deterministic protocol for 
the elimination problem for Jk requires Q(n) bits. This establishes a weak 
form of ELC for these functions. 
(c) For several graph properties f we show that any deterministic 
protocol for the elimination problem for r requires Q(IVI) bits. To 
accomplish this we establish some very general theorems about the commu-
nication complexity of graph properties which are of independent interest. 
(d) For several natural functions f. any randomized protocol for the 
elimination problem for .r requires Q(0;;i;iosi,;>1110g1,, 11 ) bits. This establishes a 
weak randomized version of ELC for these functions. 
(e) Under a reasonable (but unproven) assumption, the elimination 
problem for f2 requires Q(D(f)) bits, where D(j) is the deterministic 
complexity of f. This links a weak version of ELC to other assumptions. 
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Let f: {O, I}" x {O, 1 }" __, {O, 1 }. Assume Alice has x E {O, 1 }",Bob has y E {O, 1 }", 
and both have unlimited computational power. They want to compute f(x, y) 
transmitting as few bits as possible. Both need the correct answer at the end of the 
protocol. Let D(f) be the minimum number of bits they need to transmit to compute 
f. D( f) ::( n + 1 since Alice can transmit x to Bob and Bob can compute f (x, y) and 
transmit it to Alice. Communication complexity investigates D(f) and variants 
thereof [34, 37, 54]. 
Let k E N and let fk(x 1 • • • xk> y 1 • .. Yk) = f (x1, Yi)· · · f(x," Yk) (where \x, I = \y, I 
= n). Now Alice has x 1, ••• , xk, Bob has y 1 , ••• , Jk, and they want to compute 
fk(x 1 • • • xk, y 1 • • • Yk ). Clearly D( fk) ::( kD( f). Does D( f k) = kD( f)? There is a 
counterexample: For x E { 0, 1}" let Jx\ 1 be the number of l 's in x. Let f (x, y) = 1 
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iff lxl 1 + IYl 1 ~ n. Let n = 2"'. One can show D( f) = m + 2. (The 2"'+ 1 +I inputs 
in {(lio2"'-;, 12"'-;0j)IO~i~2'"}u {(1;02"'-;, 12'"-i-toi+I)IO~i~2m-l} all go to 
different leaves; hence there is some branch of length flog(2"'+ 1+ l)l = m+2). For 
fk consider that Bob need only transmit to Alice k numbers that are between 0 and 
n = 2,,, (which takes llog(2m + 1 )kl= I k log(2"' + 1) ll and Alice then has to transmit 
back the answers (using k bits). Hence D(fk)~\klog(2m+l)l+k. Form large 
enough, log(2"'+l)~m+t, hence we get D(fk).:::;;km+k+l. However, kD(f)= 
km+2k, so kD(f)-D(Fl;;::: k-1. 
Despite the counterexample there is a general notion that D( fk) should be close 
to kD( f). This notion is referred to as the direct sum conjecture (henceforth DSC); 
however, the literature does not seem to have a formal statement. Before making a 
formal statement we need to adapt some conventions. 
Convention. A function f:{O,l}"x{0,1} 11 -+{0,I} is actually a family of 
functions, one for each n. We think of n as growing. I 
We take the following formal statement which is implicit in [29] to be DSC: 
Direct sum conjecture (DSC). If f: { 0, I}" x { 0, 1}" -+ { 0, 1} then D( Pl = k( D( f) 
- 0(1) ). (Formally (3N)(3K)(3c)(lin;;::: N)('v'k;;::: K)[D(Fl ?'; k(D(f)-c)].) I 
DSC is interesting for two reasons. (I) It is quite natural to compare solving k 
problems seperately to solving them together. The complexity of doing k instances 
of a problem has been looked at in a variety of fields including decision trees 
[9, 40], computability [7, 22], complexity [2, 10, 11, 31 ], straightline programs 
[14, 15, 21, 52], and circuits [43]. (2) This conjecture arose in the study of circuits 
since a variant of it implies NC 1 # NC 2 (see [28, 29] for connections to circuits, 
and see [34, pp. 42-48] for a more recent discussion). The reasons for the form 
D(.r)=k(D(f)-0(1)) are (a) the counterexample above still satisfies D(fk)?'; 
k(D(f)-0{1)), and (b) the variant needed for NC 1 # NC 2 allows for an additive 
constant. While there are no counterexamples to this conjecture there is some 
evidence against it [ 20]. 
What if Alice and Bob scale down their goals? We consider three such down-
scalings. 
Notation. The notation x E { { 0, 1} "} k is used to emphasize that x is thought of 
as a concatenation of k strings of length n. The notation x = x 1 x2 · · · xk is under-
stood to imply that lx1 I= lx21 = · · · = lxkl = n. Similar conventions hold for {{O, 1 }'T, 
{{O, 1} 11 - 1};, and {{O, 1 }"}"-'. I 
DEFINITION 0.1. Let c,k, n, r;::: l. Let f: {0, l}"x {0, 1} 11 -+ {0, l}. Let If be the 
set of nonempty subsets of { 0, 1} k of size ::;; c. 
1. Enumeration: Alice and Bob output e.::::;; 2" - l candidates, one of which is 
the answer. Formally let ENUM(e,fk)s; {{O, l}"}kx{{O, l}"}kx.S' be defined by 
(x, y, E) E ENUM(e, fk) iff fk(x, y) EE. 
2. Elimination: Alice and Bob output a vector that is not the answer. 
Formally let ELIM(fk) £ { { 0, 1}"} k x { {O, 1 }"}k x { 0, 1} k be defined by (x, y, b) E 
ELIM(fk) iff Ffx, y) #b. Note that this is the same as ENUM(2k - 1, f "). 
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3. Selection: (k = 2) Alice and Bob output i E { 1, 2} such that if f(x1 , y 1 ) 
= 1 v f(x2 , y 2 ) = 1 then f(x;, y;) = l. Formally let SELECT(f2 ) s { {O, 1 }"}2 x 
{{0, 1}"} 2 x{l,2} be defined by (x1x2 ,J· 1 y 2 ,i)ESELECT(f2) iff(f(x1,yi)=lv 
f(x2 , y 2 ) = l) :=;. f(x;, y;) = l. Selection is equivalent to elimination where you are 
forced to eliminate one of {01, 10}. 
The complexity of enumeration, elimination, and selection has been studied in the 
context of both polynomial time [1, 2, 10, 16, 17, 25, 30, 4851] and computability 
theory [7, 8, 22, 26, 32]. 
Let i ~ k. Clearly D(ENUM(2k ;, fk)):::;; iD(f): Alice and Bob can transmit 
iD(f) bits to compute b1b2···h;=P(.•1x 2 ···X;,y1y 2 ···y;) and output the set of 
strings b1b2 .. ·b;{O, 1 }k-i as candidates. We state (for the first time) the following 
conjectures. 
Let f: {O, !}" x {O, 1}"-->10, I} and i ~ k. 
1. Enumeration conjecture (ENC): 
D(ENUM(2k-i- l, PD= (i + l)(D(f)-0(1)). 
2. Weak enumeration conjecture (WENC): 
D(ENUM(2k ;_l fk))>-Q((i+l)D(f))· 
" '?' log(D(f)) 
3. Elimination conjecture (ELC): 
D(ELIM( fk)) = D(f) - 0(1 ). 
4. Weak elimination conjecture (WELC): 
D(ELIM(lk)) ~ Q ( D(f) )· 
· · log(D(f)) 
DSC is the special case of ENC when i = k-1. ELC is the i = 0 case of ENC. 
An approach to DSC would be to prove ENC, perhaps by induction on i. In this 
case ELC would be the base case. Although DSC is a special case of ENC, it is 
sometimes easier to prove a stronger theorem (e.g., strengthening the induction 
hypothesis). 
1. DEFINITIONS AND LEMMAS 
In the following definition a protocol is a decision tree where, at each node, one 
of the players uses the knowledge of the string he has and the bits he has seen to 
transmit a bit string to the other player. We consider nondeterministic and ran-
domized protocols for relations. These concepts are not well studied; hence we 
define our terms carefully. 
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DEFINIT!ON 1.1. Let S be a relation on X x Y x Z such that (Vx E X)(Vy E Y) 
(3: E Z)[S(x, y, :)]. We think of Alice as having x and Bob as having y. 
1. D(S) :::;; t if there is a t-bit deterministic protocol that will, on input (x, Y ), 
output some z such that S(x, y, z). Formally this means that there is a decision tree 
such that the following hold. 
(i) The top node is labeled either ALICE or BOB. If a nonleaf node is 
labeled ALICE (BOB) then its children are labeled BOB (ALICE). 
(ii) If v is a nonleaf BOB-node then there are 2" children of v, indexed by 
the input x that BOB sees. That is, for each x E {O, 1 }"there is a child of v labeled 
(x, w) where w E*. The label (x, w) is interpreted as saying that if Bob has x then he 
sends Alice w. Note that node v describes what Bob has seen up to this point. If vis 
a nonleaf ALICE-node then it is labelled in the exact same way and interpreted as 
Alice sending Bob w. 
(iii) If v is a leaf then vis labeled with an element of Z. 
(iv) Let x E { 0, 1}" and y E { 0, 1} ". If the decision tree is executed on (x, y) 
in the obvious way then (1) the sums of the lengths of all the messages is ~ t, and 
(2) the leaf arrived at will be labeled z where S(x, y, z). 
This definition is equivalent to saying that there exist sets X 1, ••• , Xzi £ X, and 
Y1' ... , Y2' £ Y, and Z1, ... , Z2' E z such that (1) x x y = u~~ I xi x Y;, (2) (Vi) 
(VxEX;)(VyEY;)[S(x,y,z;)], (3) the sets X;xY; are all disjoint. The collection 
X 1 x Y1, ••• , X2' x Y2• is called a partition. The equivalence follows from the fact that 
in any deterministic protocol every leaf corresponds to a set of the form A x B. 
(See [34 ].) 
2. N(S):::;; t if there is a t-bit nondeterministic protocol such that on input 
(x, y) some leaf outputs a z such that S(x, y, z). Formally this means that there is a 
decision tree such that the following hold. 
(i) The top node is labeled either ALICE or BOB. If a nonleaf node is 
labeled ALICE (BOB) then its children are labeled BOB (ALICE). 
(ii) If v is a nonleaf BOB-node then there are 2" sets of children of v, 
indexed by the input x that BOB sees. That is, for each x E {O, I}" there is a set of 
children of v labeled (x, W) where W s;*. The label (x, W) is interpreted as saying 
that if Bob has x then he nondeterministically sends Alice some w E W. Note that 
node v describes what Bob has seen up to this point. If v is a nonleaf ALICE-node 
then it is labelled in the exact same way and interpreted as Alice sending Bob w. We 
count each nondeterministic choice as a bit of communication; hence, if w E W is 
chosen then we count the length of the messages sent as lwl + jlog2 ( IWl)l. 
(iii) If v is a leaf then vis labeled with an element of Z. 
(iv) Let x E { 0, I}" and y E { 0, 1} ". If the decision tree is executed on (x, y) 
in the obvious way then (1) the sum of the lengths of all the messages is ~ t (using 
the convention of counting lengths mentioned above), and (2) the leaf arrived at 
will be labeled z where S(x, y, z). 
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(v) If v is a leaf then v is labeled with an element of Z or with the phrase 
"I DON'T KNOW!" 
(vi) Let x E {O, 1 }"and ye {O, 1 }".If the decision tree is executed on (x, y) 
in the obvious way then (1) the sum of the messages and the choice nodes 
encountered is ~ t, (2) all the leaves that the computation can arrive at are either 
labeled "I DON'T KNOW" or with a z such that S(x, y, z), (3) at least one of the 
leaves the computation can arrive at is labeled z where S(x, y, z). 
This definition is equivalent to saying that there exists sets Xi. ... , x2, s;;; X, and 
Yi, ... , Y2 1 s;;; Y, and Z1, .•. , Z2 1 E z such that (1) XxY s;;; u~~l X; x Y;, and (2) 
(Vi)(Vx E X;)(Vy E Y;)[S(x, y, z;)]. Note that, in contrast to the deterministic case, 
the X; x Y; sets need not be disjoint. The collection X 1 x Yi, ... , x2, x Yi, is called a 
covering. The equivalence follows from the fact that in any nondeterministic 
protocol every leaf corresponds to a set of the form A x B. (See [ 34].) 
The definition of a nondeterministic protocol to compute a function is not 
obtained by applying the definition for a relation. Hence we define it below. 
DEFINITION 1.2. Let/: {O, l}"x{O, l}"-+{O, l}. 
1. D( /) ~ t is defined by viewing f as a relation and using Definition 1.1.1. 
2. N(f) ~ t if there is at-bit nondeterministic protocol for f. Formally this is 
similar to the definition of N(S) ~ t except that, if f(x, y) = 0, we do not require 
that some leaf output 0. 
3. coN(f) ~ t if N(J) ~ t. 
DEFINITION 1.3. Let S be a relation on X x Y x Z such that (Vx E X)(y e Y) 
(3z e Z)[S(x, y, z)]. Let 0 < e < ~. We think of Alice as having x and Bob as 
having y. 
1. R~ub(S) ~ t if there is a t-bit randomized protocol such that (1) Alice and 
Bob get to observe the coin flips of a referee without being charged any bits for the 
privilege (the "pub" stands for "public" in that the coins are flipped publicly not 
privately), (2) for any x e X and y E Y, the probability that the protocol outputs 
some z with S(x, y, z) is at least 1-e. Formally this means that there is a set of 
deterministic t-bit protocols T such that the following hold. 
(i) All of them are labeled as in the definition of D(S) ~ t. 
(ii) Fix x E { 0, l} n and y E { 0, 1} ". Consider the following probabilistic 
experiment: pick a protocol from Tat random and execute it on (x, y). The prob-
ability that the leaf arrived at is a z such that S(x, y, z) is greater than 1-e. (The 
probability of error is <e.) 
2. R~ubN(S) ~ t if there is a t-bit randomized nondeterministic protocol such 
that (1) Alice and Bob get to observe the coin flips of a referee without being 
charged any bits for the privilege, and (2) for any x EX and ye Y, the probability 
that the protocol has some path that outputs some z with S(x, y, z) is at least 1-e. 
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Formally this means that there is a set of nondeterministic t-bit protocols T such 
that the following hold. 
(i) All of them are labeled as in the definition ofN(S)::::; t. 
(ii) Fix x E { 0, 1} n and y E { 0, 1} n. Consider the following probabilistic 
experiment: pick a protocol from Tat random and execute it on (x, y). The prob-
ability that there is some computation path leaf arrived at is a z such that S(x, y, z) 
is greater than 1-e. 
Note. The class of Boolean functions f such that R~ub(f)::::; t looks similar to 
randomized polynomial time; however, there is one important difference. With 
randomized polynomial time, an error of~ can be made into 1/2" by repeating the 
procedure O(n) times and taking a majority. This works because multiplying a 
polynomial by n is not a large increase in the polynomial setting. However, the 
same trick would multiply the communication complexity by n, which is quite large 
in the communication complexity setting. Hence Rf/~(f)::::; t does not imply 
Rj/~·.(f)::::; t. However, using standard techniques, some amplification (at some 
cost) can be achieved. We state this rigorously in Lemma 6.1. I 
LEMMA 1.1. Let f: {O, l}nx {O, 1}"--+ {O, l}. Let Cs; {{O, l}n}kx {{O, l}"}k. If 
N(ELIM(fk))::::; t then there is A£ { {O, 1 }n}k and B £ { {O, 1 }"}k such that 
1. IC n (Ax B)I ~ ICl/2', and 
2. (3b E {0, 1 }k)(V'x E A)(V'y E B)[fk(x, y) =f. b]. 
Proof Since N(ELIM(fk))::::; t we can, using Definition 1.1.2, cover { {O, I }"}k 
x { {O, l}"}k with a set of 2' sets of the form Ax B (which may overlap). These sets 
also cover C (and of course may also cover points outside of C). Since every 
element of C is covered, some set must cover ICl/2' elements of C. I 
LEMMA 1.2. Let f: {O, 1 }" x {O, I}"--+ {O, 1 }. let g = 1- f, and let k EN. Then 
D(ELIM(fk)) = D(ELIM(gk)). 
Proof If P is a deterministic protocol for ELIM(fk) then let P' be the protocol 
that runs P and if the output is b1b2 ···bk, it outputs (1-b1)(1-b2)···(1-bd. 
P' is a deterministic protocol for g. I 
2. SUMMARY OF RESULTS 
We state a subset of our results, in a weak form, for better readability. Assume 
throughout that Alice and Bob both get a k-tuple of strings of length n. We need 
the following definitions to state our results. 
DEFINITION 2.1. 
1. EQ: {O, l }" x {O, 1 }"--+ {O, 1} is defined by 
EQ(x,y)={~ if x=y; 
if x =f. y. 
2. NE: {O, 1 }" x {O, 1 }"--+ {O, 1} is defined by NE(x, y) = 1-EQ(x, y). 
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3. IP:{O,l}"x{0,1}"->{0,l} is defined by IP(x1x 2 ···x,,,y1 y 2 ···y,,)= 
I:;'= 1 xi y, (mod 2). (IP stands for inner product.) 
4. We can view x e {O, 1 }" as a bit vector representation of a subset of 
{ 1, ... , n }. With this in mind 
OISJ(x, y) = { ~ 
5. INTER(x, y) = 1- OISJ(x, y). 
if x n y = 0; 
if x n y # 0. 
Note. For f = EQ, NE, IP, OISJ, and INTER it is known that D(f) = n+ 1 
(see [34 ]). I 
Note. For f =INTER, IP it is known that R;ub(f) = Q(n) (see [34 ]). I 
Results about Particular Functions 
In the statement of results below the implicit constant in the 0() does not depend 
on k. 
1. D(ELIM(EQk)) ~ n, O(ELIM(NEk)) ~ n, and O(ELIM(IPk)) ~ n (Theorem 
3.1, Corollary 3.1, Theorem 5.1). Hence, by Note 2, ELC holds for EQ, NE, 
and IP. 
2. O(ELIM(OISJk)) ~ n- O(log n) and O(ELIM(INTER k)) ~ n-O(log n) 
(Theorem 3.2 and Corollary 3.2). Hence, by Note 2, WELC holds for DISJ and 
INTER. 
3. For many graph properties f, D(f)::;; O(IVI log IVI) and D(ELIM(P)) ~ 
Q(IVI), hence D(fk) ~ Q(10r~· 1n) (Theorems 4.1). Therefore WELC holds for these 
graph properties. For another large class of graph properties we obtain 
O(ELIM(f")) ~ Q(IVI). hence D(Pl ~ Q( JDI/) ). To prove these results we 
established some very general theorems about the communication complexity of 
graph properties. These theorems are of independent interest. 
4. If k is constant and e < 1 /2k then Rfub(ELIM(IPk)) ~ Q( 00giogdmIO!i(li)j) and 
R:;"b(ELIM(INTERk)) ~ Q(00gto!ltf.i\Tfoglilj)) (Theorems 6.1, 6.2). Hence, by Note 2, 
a randomized weak version of ELC holds for IP and OISJ. 
Note. The lower bounds on EQk, DISJ\ IP\ and some of the graph properties 
also hold for nondeterministic computation. I 
Results about General Functions 
1. Assume that computing fm but allowing one mistake requires 'if 0( f) bits 
for some (even) m. Then O(ELIM(j2)) requires Q(O(f)) bits. (Corollary 7.2) 
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2. N(SELECT(f2)) ~ N(f)-log(n)-1 where N(f) is the nondeterministic 
communication complexity of f. (Theorem 10.2) 
3. If DSC is true then D(SELECT( J2)) ~ 0~/l- 0(1 ). (Corollary 10.1) 
4. If DSC is true then D(ENUM(k, fk)) ~ D(f)-0(1). 
Note. These results link ELC (and variants) to other conjectures that seem 
reasonable and thus also provide evidence for its truth. I 
3. THE COMPLEXITY OF ELIM(EQk) AND ELIM(DISJK) 
We show that N(ELIM(EQk)) ~ n and use this to show N(ELIM(DISJk)) ~ 
n-O(log n). This will establish ELC for EQ, NE and WELC for DISJ, INTER. 
LEMMA 3.1. Let i, n EN. Let A, B s;;; { {O, 1 }n}i be such that 
('v'x1x2 · · ·X; E A)('v'y1 Y2 • · • Y; E B)(3j)[EQ(x1, Y) = l]. 
Then IAI IBI ~22nu- 11 . 
Proof We use induction on n. The base case of n =I is nontrivial; hence we 
present it. Assume A, B s;;; { 0, 1} i and the hypothesis holds. Assume, by way of 
contradiction, that IAI IBI > 22u- 1l. We can assume, without loss of generality, that 
IAI >2;-i_ Let IAI =2i- 1+a where a>O. Note that for every xeA, x~B. (Recall 
that z means take z and replace the O's with l 's and the l 's with O's.) Hence 
IBI ~ 2;-(2;-i +a)= 2;- 1-a. Therefore IAI IBI ~ (2i-l +a)(2i- 1-a) = 2 2<i-ll_a 2 
< 22<i- 1J. This is a contradiction. 
Assume the lemma is true for all n' < n and that n ~ 2. Let A, B satisfy the 
hypothesis with parameter n. Let 
A1 = {z1 Z2 · · · Z; E { { 0, l}n- l} i: (3b1 b2 · · · b; E { 0, l} i)[z1 b1 z2b2 · .. Z;b; E AJ} 
Bi = { Z1 Z2 · · · Z; E { { 0, qn- l} 1 : (3b1 b2 · · · b; E {0, 1 r)[z1 b1 Z2b2 · · · Z;b; E BJ} 
A1 = {b1b2 · ··b1 E {0, I};: (3z1z2 ... z; E { {0, l}n- 1}1)[z1b1z2b2 .. ·z;b; E AJ} 
Bi= {b1b2 ... bi E {O, l}j: (3z1Z2 ... z; E { {O, qn-lr)[z1b1z2b2 .. ·z;b; E BJ}. 
Note that A1, B1 satisfies the premise with parameter n-1 and A2 , B2 satisfies the 
premise with parameter 1 < n. Also note that IAI ~ IAil IA2I and IBI ~ IB1 I IB2 I. By 
the induction hypothesis IA1 I IB1 I~ 22<n-lJ(i-IJ and IA2l IB2 I ~ 22<i-ll. Hence IAI IBI ~ 
IA1 I IA2l IB1 I IB2I ~ IAI IBI ~ IA1 I IB1 I IA2l IB2I ~ 22(n-l)(i-l) X 22(i-l) = 22n(i-IJ. I 
LEMMA 3.2. Let k, n EN. If D s;;; { {O, l}n}k and IDI > 2<k-I)n then ('v'b E {O, l}k) 
(3x, y E D)[EQk(x, y) = b]. 
Proof By reordering the components of both b and the strings in D we need 
only consider b = 1 k-io; for 0 ~ i ~ k. Fix such an i and hence such a b. 
For each z E { {O, 1 }n}k-i let D, = z{ {O, 1 }n}i n D. Since IDI > 2<k-IJn and the D;s 
partition D into at most 2<k-tJn parts, there exists z such that ID,I > 2u-IJn. Let 
A= { w E { {O, 1 }"};: zw ED}. Note that IAI = ID,I > 2u- 1l•. By (the contrapositive 
of) Lemma 3.1 (3x', y' E A)('v'j)[EQ(xj, yj) =OJ. Clearly EQk(zx', zy') = 1 k-ioi. I 
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THEOREM 3. l. For all k, n EN, N(ELIM(EQk))? n. 
Proof Assume, by way of contradiction, that N(ELIM(EQk)) = t < n via 
protocol P. 
Let C= {(x,x) lxE {{O, l}"}k}. By Lemma 1.1 there exists As::{{O, l}"}k and 
B £ {{ 0, !}"} k such that (1) IC 11 (A x B)I ? 2-r ICI = 2k" ' and (2) there is a real leaf 
L (i.e., a leaf that does not say I DON'T KNOW) such that for all (x, y) EA x B 
there is a nondeterministic computation path of P(x, y) that terminates at L. Let 
the label of L be b E {O, 1 }k. Hence we know that (Vx E A)(Vy E B)[EQk(x, y) -:f. b]. 
Let D =A II B. Note that IDI =IC II (DX D)I =IC II (AX B)I? 2kn-r > 2kn-n = 
2"1k 1J. We can now apply Lemma 3.2 to obtain that (:Jx, y E D)[EQk(x, y) = b]. 
This is a contradiction. I 
COROLLARY 3.1. For all k, n EN, D(ELIM(NEk)) ~ n. 
Proof This follows from Theorem 3.1 and Lemma 1.2. I 
THEOREM 3.2. For all k, n EN, N(ELIM(DISJk))? n - O(log n). 
Proof. We take n to be even. The proof for n odd is similar but is notationally 
harder. Let L=llog2 (( 11 / 2 ))J~n-O(logn). Let ELIM(EQi) be ELIM(EQk) on 
k-tuples of {O, l}L. By Theorem 3.1 N(ELIM(EQl)l? L. We show that 
N(ELIM(EQ~.)) < N(ELIM(DISJk)). 
There are ( ,,/2 ) subsets of { 1, ... , n} of size ~ . Each one can be represented as 
a string in {O, l}L. Let F map {O, 1 }L to {O, 1 }"by mapping a representation of an 
1-sized subset of {I, .. ., n} to its bit vector form. Let G(x) be the complement 
of F(x). If EQ(x, y) then F(x) and G(y) = F(x) are complements, hence 
DISJ(F(x), G(y)). (Recall that z means take z and replace the O's with I's and 
the I's with O's.) If .., EQ(x, y) then F(x) and G(y) are not complements of 
each other. Since both are sets of exactly i elements they must intersect, hence 
.., DISJ(F(x), G(y)). Hence EQ(x, y) iff DISJ(F(x), G(y)). Hence EQk(x1 • • -.Cl:b 
Yi ···yd# b iff DISJk(F(x1 ) • • • F(xk ), G( yi) · · · G( Yk)) #b. 
The following nondeterministic protocol for ELIM(EQi) transmits N(ELIM 
(DISJk)) bits, thus showing N(ELIM(EQll) < N(ELIM(DISJk)). Alice gets 
x 1x 2 · · · xk E { {O, I }'-}k and Bob gets y1 y 2 · · ·yk E { {O, 1} L}k. Alice and Bob run the 
optimal nondeterministic protocol for ELIM(DISJk) on (F(x1 ) • • • F(xk ), G(y1 ) • · • 
G(yk)). I 
COROLLARY 3.2. For all k, n EN, D(ELIM(INTER k))? n- O(log n). 
Proof This follows from Theorem 3.2 and Lemma 1.2. I 
Note. Babai et al. [3] defined reductions between problems in communication 
complexity. The proof of Theorem 3.2 actually showed EQ <cc DISJ, which 
enabled us to transfer our lower bound for ELIM(EQk) to a lower bound for 
ELIM(DISJk). Babai et al. [3] also defined pee and NP 0 ", analogs of P and NP. 
Since we have D(ELIM(NEk))? n and D(ELIM(EQk)) ~ n, and NEE NPcc, 
EQ E co-NP"c, we can get lower bounds for any NP-hard or co NP-hard problem in 
communication complexity. (We do this for graph properties in Section 4.) Since 
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the reductions in [3] allow size n inputs to map to size 2poiyiogn the results will not be 
as good as those in Theorem 3.2. I 
4. GRAPH PROPERTIES 
In this section we prove some general theorems about the communication 
complexity of graph properties. We then apply them to obtain WELC for many 
graph properties. 
Alice and Bob try to compute a graph property f. Each of them is given a graph 
on { 1, ... , n} and they need to compute whether the union of the graphs has the 
property. Formally Alice and Bob will both be given graphs on { 1, ... , n} and they 
will try to determine if some property holds of the union of the two graphs. Hence 
it is possible that (say) they both find out that (1, 8) is an edge, though neither one 
knows that the other knows. This model of the communication complexity of graph 
properties is due to [23]. Other models have also been studied [35]. The notion of 
the communication complexity of graph properties has been generalized in [38]. 
Notation. In this section n is not the length of the input. Instead it is the number 
of vertices. I 
DEFINITION 4.1. If H and G are graphs then H is a minor of G if one can obtain 
H from G by removing vertices, removing edges, or contracting an edge (removing 
the edge and merging the two endpoints). We denote this by H ~G. 
DEFINITION 4.2. A property f of graphs is closed under minors if, for all G, 
f(G) = 1 and H ~ G then f(H) = 1. 
The graph minor theorem states that the set of graphs with the ordering ~ 
forms a well quasi-ordering (see [45] for a proof or [19] if only definitions are 
wanted). The following is an easy corollary of the graph minor theorem ([ 45]; see 
also [ 19]). 
LEMMA 4.1. Let f be a property of graphs closed under minors. There exist 
graphs Hi. ... , Hk such that f(G) = 0 iff (:li)[H; ~ G]. (The set of graphs 
{ H 1, ••• , Hk} is called an obstruction set. Intuitively a graph G has the property unless 
there is a good reason, in the form of one of the H;, that it does not.) 
EXAMPLE 4.1. Here are three examples of sets of graphs closed under minor 
(g and k are constants). 
PLANAR= {G \ G is Planar} 
GENUSg = { G \ G has genus g} 
VCk ={GIG has a vertex cover of size k} 
1. For PLANAR it is known that the obstruction set is {K5 , K3• 3 } (this is not 
Kuratowski's theorem [ 13, 33] that a graph is nonplanar iff it does not have K 5 or 
K 3, 3 as a homeomorphic subgraph, but is easily derivable from it). For the other 
sets in the example the only proof that there is an obstruction set comes from the 
Lemma 4.1. 
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2. Let H be a fixed graph. It is known [ 46] that testing if H ~ G can be done 
in O(JVJ 3) steps. Using this and Lemma 4.1 one can obtain O(JVJ 3) algorithms for 
all graph properties closed under minor. The case of VCk is particularly interesting 
since it would seem that O(JVJk+t) is needed. The O(IVJ 3 ) algorithm for VCk is not 
very useful (big constants and nonconstructive); however, it inspired far more useful 
algorithms which run in time O(kn+g(k)) for a variety of exponential g. See [19] 
for details. 
DEFINITION 4.3. Let TRIVa. b be the graph that is a isolated vertices unioned 
with b disjoint edges. 
We will show that graph properties are hard by using reductions. We first need to 
define reductions formally. 
DEFINITION 4.4 [ 3]. Let j~: { 0, 1} n x { 0, I} n--+ { 0, I} and g,,: { 0, l} II x {O, 1} n--+ 
{ 0, 1} be infinite families of functions. f ~"" g means that there are functions T,,, T2 
and L such that L: N--+ N, L(n) ~ 2poiyiogn, and T,,, T2 : {O, l}"--+ {O, l}L<nl such that 
f(x, y) = l iff g(T,, (x), T2 ( y)) = 1. If L(n) = O(n) then we say that f ::::;;"" g via a 
linear reduction. 
Note. In Definition 4.4 we first bound L(n) by 2polytogn but then, for our pur-
poses, bound it by O(n). The reason for this is historical. When reductions were 
first defined in [ 3 J they were making an analog between D( f) :::::; 2 potytog" and P. 
Hence they needed reduction to not care about mere polylog factors. I 
We leave the following lemma to the reader. 
LEMMA 4.2. If f ::;;cc g by a linear reduction then (1) D(g) = Q(D(f)), (2) 
N(g) = Q(N(f)), (3) D(ELIM(gk)) = Q(D(ELIM(fk)), and (4) N(ELIM(gk)) 
= Q(N(ELIM(fk)). 
Notation. Let V(G) be the set of vertices in G and E(G) be the set of edges in G. 
I 
The following lemma was first shown by Mader [39]; however, the interested 
reader may also see [12, Chap. 7, Theorem 1.16]). 
LEMMA 4.3. Let p EN. There exists a number cP such that for any graph 
G = (V, E), if"IEI;:::;: cP IVI then KP ~G. 
Note. It is known that c":::::; 8(p-2)llog(p-2)j. In Theorem 1.14 of Chapter 7 
of [ 12] is an easy proof of the weaker result that cP:::::; 2P- 3_ There is some evidence 
that cP = p-2 or at least c" = O(p); however, this is still open. See [12, p. 378]. I 
LEMMA 4.4. If f is a property of graphs that is closed under minors then, for all 
G = (V, E) such that f(G) = 1, \El= O([VJ). 
Proof By Lemma 4.1 there exist graphs H 1 , ••• , Hk such that f(G) = 0 iff 
(:li)[H; ~ G]. Let p = min{JV(H1 )J, ... , JV(Hk)J}. Let cP be as in Lemma 4.3. For 
any G, if JE(G)I > cP JV(G)J, then G has KP as a minor; however, this implies that 
some H; is a minor, hence f(G) = 0. By the contrapositive, if f(G) = 1 then 
IE(G)I < cp JV(G)I = O(JV(G)i). I 
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THEOREM 4.1. Let f be a property of graphs closed under minors such that 
(\la, b )[f(TRIV,,. h) = 1]. Let g = 1- f. Then the following occur. 
l. D(f) ~ O(n log n). 
2. DISJ :c::;cc f by a linear reduction. 
.., 
.), N(f);?; Q(n) . 
4. N(ELIM(fk));?; Q(n). 
5. D(g) ~ O(n log n). 
6. INTER ~cc g by a linear reduction. 
7. D(g);?; Q(n). 
8. D(ELIM(gk));?; Q(n). 
9. 0( ELIM( f k)) ;?; Q(10g~;;?r!1 ). 
10. D(ELIM(gk));?; Q(tog~b~~)) ). 
Proof We prove items l and 2. We then easily derive items 3-10 from items 1, 
2, and prior results. I 
Proof of l. We show D(f) ~ O(n log n). By Lemma 4.4 there exists a constant c 
such that any graph with f(G) = 1 has ~en edges. 
Here is the protocol: Alice looks at how many edges she has. If she has more 
than en edges then she sends Bob a 0, and they both know f(G) = 0. If not she 
sends Bob a 1 and then sends him a list of the edges she has. Since each edge takes 
2 log n bits to send and there are only en edges, this takes 2cn log 11 = O(n log 11) 
bits. I 
Proof of 2. We show that DISJ ~cc f by a reduction that maps a pair of 11-bit 
strings to an O(n)-node graph. By the graph minor theorem [ 45] there exist graphs 
H1 , ••• ,Hk such that f(G)=O iff (:Ji)[H;~G]. Note that the H,'s could be 
disconnected; however, none of the H; 'scan be TRIVa.b· 
Let H 1 be the graph that has the smallest largest connected component, where we 
measure size by number of edges. We view H 1 as being in two parts: TRIVa.h u A 
where A does not share any edges or vertices with TRIV"· 6 . It is possible that a= 0 
or b = 0 or both. The graph A must have a connected component with ;?; 2 edges in 
it. Break up the edge set of A into two disjoint sets such that every connected 
component of A with ;?; 2 edges is broken up. Call these two parts A1 and A2 • 
We define the reduction I; (respectively 7;). On input (x1 • • ·Xn) (respectively 
( Y1 · · · Y11 )) I; does the following. 
1. Put TRIVa.b on the first a+2b vertices. (Same with T2 .) Break up the 
remaining vertices into n groups of IV(A)I vertices each. (Same with 7;_.) 
2. For all i E { 1, ... , 11} do the following. If X; = 1 then put A 1 on the ith 
group of vertices. If X; = 0 then do not put those edges in. (If y 1 = 1 then put A2 on 
the ith group of vertices. If J'; = 0 then do not put those edges in.) 
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If DISJ(x1 · · ·x,,, y 1 ···y,,)=0 then there exists i such that X; = Y; = 1. Hence G 
will have TRIV".b v A= H 1 as a minor so f(G) = 0. 
If DISJ(x1 · · -x,,, y 1 ,, • y,,) = 1 then there is no such i. G will be TRIV0 _6 unioned 
with graphs all of whose connected components are smaller than the smallest 
largest connected component of a forbidden minor. Hence G cannot have any of 
H 1 , ••• , Hk as minors, so f(G) = 1. 
Proof of 3 10. Items 3 and 4 follow from item 2, Theorem 3.2, and Lemma 4.2. 
Items 5, 6, and 7 are easy consequences of items l, 2, and 3. Item 8 follows from 
item 4, Corollary 3.2, and Lemma 1.2. (Alternatively, item 8 follows from item 6 
and Lemma 4.2.) Item 9 follows from items 1 and 4. Item 10 follows from items 5 
and 8. I 
Note. Theorem 4.1 raises the question of whether some nontrivial graph property 
f closed under minors has D(f) << n. The answer is yes: If f( G) returns yes iff G 
has fewer than 64 edges then 0(/) = 0( 1 ). Theorem 4.1 also raises the question 
of whether some nontrivial graph property f closed under minors such that 
(:Ja)(:Jb)[f(TRIV0 _6 ) = O] has D(f) = Q(n). The answer is yes: Let .f(G) = 1 iff G 
does not have TRIV0_2 as a minor. Note that f is closed under minors and 
.f(TRIV0.J = 0. We show that INTER:,,;"" f by a linear reduction. Given 
(x1 - • • x,,, y 1 • • • y,,) Alice constructs the graph that places an edge between a; and b; iff 
x; = 1. Bob constructs the graph that places an edge between b,. and c,. iffy,. = 1. Let 
this graph be G. Clearly INTER(x1 · • ·x,,, y 1 • • • y,,) = 1 iff TRIV0. 2 is a minor of G. 
Since D(lNTER) ~ n and INTER;::: n we have D(f);::: Q(n). The question of which 
properties closed under minors have sublinear communication complexity looks like 
it will not have a clean answer. I 
Theorem 4.1 covers many graph properties; however, there are some properties 
that are not covered. One example is Hamiltonicity. Hence we look at another type 
of graph property. 
DEFINITION 4.5. A property of graphs f is delicate if, for almost all n, there exists 
a graph G,, = (V,,, £,,)such that (1) IV,,I =8(n), (2) IE,,I ;:::n, (3) f(G,,) = 1, and (4) for 
every nonempty E' ~ E,,, f((V,,, E,, -E')) = 0. 
EXAMPLE 4.2. The following graph properties are delicate. 
HAM= { G I G has a Hamiltonian cycle} 
HAMP= { G I G has a Hamiltonian path} 
EULER = { G I G has an Eulerian cycle} 
EU LERP = { G I G has an Eulerian path} 
NOTCOL2 ={GIG is not 2-colorable} 
NOTCOLk ={GIG is not k-colorable} 
CONN= { G \ G is connected} 
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For HAM and EULER take G,, to be the cycle on n vertices. For HAMP, 
EU LERP, and CONN take G11 to be the path on n vertices. For NOTCOL2 take the 
cycle on n vertices if n is odd and the cycle on n+ 1 if n is even. For NOTCOLk do 
the following. Let x, y EN be such that k+ 1=3x+2y and y E {O, 1, 2}. Let nx be 
the element of ff n / x l, In/ x l + 1 } which is odd. Let G,, = (V,,, E11 ) be the graph formed 
by taking x cycles of length nx, y edges, and for all pairs of vertices a, b where a and 
b come from different parts of the graph, put in the edge (a, b). Since odd length 
cycles require three colors, G11 is 3x+ 2y = k + 1-colorable. It is easy to see that if you 
remove any (nonempty) set of edges then the resulting graph is k-colorable. 
Note that IV,,I = xnx + 2y = 6>(n), IE11I = xnx + y + ((~)) n: + 4(C)) ~ n. 
Note that these properties and their complements are not closed under minor; 
hence Theorem 4.1 would not apply to them. 
THEOREM 4.2. Let f be a delicate property of graphs. Let g = 1 - f. 
1. DISJ :(:cc f by a linear reduction. 
2. N(f) ~Q(n). 
3. N(ELIM(F)) ~ Q(n). 
4. INTER :(:cc g by a linear reduction. 
5. D(g) ~ Q(n). 
6. D(ELIM(gk)) ~ Q(n). 
7. D(ELIM(fk)) ~ Q(jDV)). 
8. D(ELIM(gk)) ~ Q(y15(g)). 
Proof We will prove item 1. Items 2 8 will follow from item 1 and prior 
results. I 
Proof of Part 1. Let n EN and let G11 = (V,,, E,,) be as in Definition 4.5. Let 
E11 ={e1> .. .,e11 , ••• ,e1E,l}. We show that DISJ~ccf by a linear reduction. Map 
(x, y) E {O, 1 }" x {O, I}" to the pair of graphs ((Vi, E1 ), (V2, E2 )) where V1 = V2 = V11 , 
E 1 = {e; IX;= Ov i ~ n+ 1 }, and E2 = {e; I)';= Ov i ~ n+ 1 }. If DISJ(x, y) = l then 
(\ii)[x; = 0 v Y; =OJ so (Vi u Vi, E1 u £ 2) = (V,., E11 ) = G,, hence f((Vi u V2 , E 1 u E2)) 
= 1. If DISJ(x, y) = 0 then (3i)[x; = y, = l] so (V1 u V2 , E 1 u E2 ) = (V,,, E 11 - E') 
where E' ::/= 0 since e; EE', so (by the nature of G11 ) f((V1 u V2 , E1 u E2)) = 0. I 
Proof of Parts 2-8. Items 2 and 3 follow from item I, Theorem 3.2, and 
Lemma 4.2. Items 4 and 5 follow from items 1 and 2. Item 6 follows from item 3, 
Corollary 3.2, and Lemma 1.2. Items 7 and 8 follow from items 2 and 5 and the fact 
that for any graph property h D(h) ~ O(!V!2). I 
Note. It is known that D(CONN)=6>(nlogn) [23]. Hence, by Theorem 4.2, 
D(ELIM(CONNk)) = Q(i;;g¥6tTi) 
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5. THE COMPLEXITY OF ELIM(IP') 
We show that N(ELIM(IPk)) ~ n; hence ELC holds for IP. For this we need a 
lemma. We state the lemma, then from it prove the theorem, and then return to 
proving the lemma. 
LEMMA 5.1. Let A, Bs {{O, 1}"-0"}k be such that IAI IBI > pH2k where p= 
1/(2"-4) and H = 2"-1. Then.for any z E {O, l}k, there are x EA, y E B such that 
IPk(x, y) = z. 
THEOREM 5.1. For all k,for all n ~ 4, N(ELIM(IPk)) ~ n. 
Proof Let p and H be as in Lemma 5.1. Assume that N(ELIM(IPk)) = t. Let 
C = { {O, 1 }"-O"}k x { {O, 1 }11 -0"}'. Note that IC!= H2k. By Lemma 1.1 there is an 
As { {O, 1}"}\ a B s { {O, 1}"}\ and a vector b E {O, 1 }k such that IC n (Ax B)I 
~ IH12k /2' and (\Ix E A)(\ly E B)[IPk(x, y) :;6 b]. By the nature of C we can 
assume A, B £ { {O, 1 }"-O"}k. By Lemma 5.1 if IAI IBI > pH2k then (3x E A)(3y E B) 
[IPk(x, y) = b]. Since b is eliminated from being IPk(x, y) we have IAI IBI ~ pH2k. 
Therefore H2k /2 1 ~ pH2k, ~ ~ 2', and 2"-4 ~ 21• Since n ~ 4 we have t ~ n. I 
Note. Theorem 5.1 is proven for n ~ 4. For n = 1, 2 the theorem is true and easy. 
The case of n = 3 is open, though we suspect it holds there as well. I 
We first prove the lemma for the k = 1 case. 
LEMMA 5.2. Let A,Bs;;{O,l}"-0" and let ie{O, ... ,n}. If IAl~2; and IBI~ 
2n-i-I then (3x E A)(3y E B)[IP(x, y) = 1]. 
Proof Let A' be the linear subspace of {O, 1 }" spanned by A. Then, 
IA'I ~ IAI + 1 ~ 2i + 1 because A£ A' and 011 EA' -A. Therefore, the dimension of A' 
is at least i +I. This means that the dimension of (A') J. (the set of all vectors per-
pendicular to all vectors in A') is at most n-i-1 and l(A')J.-0 111~2·- 1 - 1 -l. 
Hence, there is an x E B and y 1, ••• , h E A such that x and L:1= 1 y1 E A' are not per-
pendicular. Hence there must be an i such that IP(x, y1) = 1. I 
LEMMA 5.3. Let A, B £ {O, 1 }11 -0" and let i E { 1, ... , n+ l }. If IAI ~ 2;- 2 + 1 and 
IBI ~ 2•-1+1 then (3x E A)(3y E B)[IP(x, y) =OJ. 
Proof Assume, by way of contradiction, that for every x E A and y E B we 
have IP(x, y) = 1. Fix x0 EA and Yo E B. Let A'= {x-x0 Ix EA} and B' = 
{y-y0 lyeB}. For every yeB, IP(x-x0 ,y)=IP(x,y)-IP(x0,y)=l-l =0 and 
IP(x-x0,y-y0)=1P(x-x0,y)-IP(x-x0,y0)=0. Therefore, A' and B"=BuB' 
are perpendicular. Moreover, the subspaces spanned by A' and B" are perpendicular. 
The sets Band B' do not overlap: if y E Bandy- Yo E B then IP(x0, y-yo) = 1, so 
IP(x0 , y)-IP(x0 , y0 ) = 1, and since IP(x0 , y0 ) = 1 we get IP(x0 , y) = 0. The sets B 
and B' are the same size since the function y -+ y- Yo is a bijection between them. 
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The dimension of the subspace spanned by A' is at least i - 1 because 
IA'I = !Al ;;::: 2 i-2 + I. The dimension of the subspace spanned by B" is at least n - i + 2 
because IB"I = IBI + IB'I = 2 IBI = 2•-i+ 1+2. The sum of these two dimensions is at 
least (i- 1) + (n- i + 2) = n + 1. However, if two subspaces are perpendicular, the 
sum of their dimensions is at most n. This is a contradiction. I 
We now restate and prove the lemma. 
LEMMA 5.4. Let A, B s; { {O, 1 }"-O"}k be such that IAI IBI > pH1k where p = 
l/(2"-4) and H = 2"-1. Then.for any z E {O, I }k, there are x EA, y E B such that 
IPk(x, y) = z. 
Proof By induction. The base case is k = 1: A, B s; { {O, 1 }"-0"} and IA! IBI > 
pH2 ;;::: 2". By Lemmas 5.2 and 5.3, this implies that there are Xi, x2 e A, Yi, y 2 E B 
with IP(xi. y 1 ) = 0 and IP(x2 , Ji)= 1. 
For the induction step there are two cases: zk = 0 and zk = 1. We prove the zk = 0 
case in detail, and then sketch the zk = 1 case which is similar. 
(I) What if zk = O? 
Assume k > 1. Let 
Ai= {x1 · · ·xk-I I Xi ·· ·xk EA for at least one xk}· 
Fori E {2, ... , n+ 1} let 
A;= {x1 · • ·Xk-I I x1 • • ·xk EA for at least 2;- 2 + 1 xd. 
The sets B1 for i E { 1, ... , n + 1} are defined similarly. 
We consider two cases: 
Case 1. IA1I IB11 + 2-il > pH 2<k-l) for some i E {I, ... , n+ 1 }. 
Then, by inductive assumption, there are x 1 • • ·xk-i EA, and y1 • • • Yk-i E B11 _ 1 such 
that IP(x1>y1)=z1, ••• ,IP(xk-i.Yk-i)=zk-J· We fix x 1,y1, ••• ,xk-i•Yk-i with this 
property. Let C = {xk I x1 · · · xk EA;}, D = {Yk I Yi··· Yk E Bn-i }. Then, !Cl~ 
21- 2 + l and !DI ;;::: 2n-i + 1. By Lemma 5.3, this means that there are xk EC, Yk ED 
such that IP(xk> Yk) = 0 = zk. 
Case 2. For all i E { 1, ... , n + 1}. !Ail IBn+2-il ~ pH 2<k- 1J. We will show that this 
implies !Al IBI ~ pH2k, and hence cannot occur. 
Note that A 1 2 A2 2 ··· 2 A11 +i· For every x1 •• ·xk EA we know that Xi ·· ·xk-I is 
either in Ai-A2 or A2 -A3 or··· or A 11 -A11 +i or A 11 +i· For l~i~n. for every 
x 1 ···xk-i eA;-Ai+i there are at most 21- 1 extensions of it that are in A (by the 
definition of A1+ 1). For every x 1 · • ·xk-i E A11 +1 there are at most 2"-1 extensions of 
it that are in A since there are only 2"-1 elements in {O, 1 }"-0". 
Hence we have 
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By grouping the terms with the same \A; I together we can rewrite (1) as 
\A\ ~ 2° \Ai I+ (2 1 -2°) \A2\ + · · · + (2" 1 -2" 2) \A 11 \ + (2"-1 -2" 1) \A,,+1 I 
=2°\A1\+2°\A2 \+2 1 \A 3\+ ··· +2"-2 jA,,\+(2"- 1-l) IA,,+ 11. 
Similarly, 
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(2) 
!BI~ 2° IB1!+2° IB2l+2 1 IB31+ ... +2"- 2 jB,,!+(2"- 1- l) IB11+1I· (3) 
Let a= IA!/ H\ b =!BI/ H\ a;= \A;I/ Hk- 1, h; = \B;i/ Hk-1. 
Note that we want ab ~ p. We have 
Hence we want 
(2°a1+2°a2 + 21a3 + 22a4 + · · · + 211 - 2a11 + (2"- 1-1) a,,+ 1) 
x(2°b1 +2°h2+21b3+22b4 + ··· +2" 2b11 +(211 - 1-l) b11 + 1 )~pH2 • 
Note that 1 ~ a1 ~ a2 ~ · · · ~ a,,+ 1 and 1 ~ b1 ~ b2 ~ · • · ~ h,,+i · Then, to show 
that Lemma 5.1 is true fork, we prove the following lemma. 
LEMMA 5.5. Let I ~ a1 ~ a2 ~ · · • ~a,,+ 1 and 1 ~ b1 ~ · · · ?: h,,+ 1 be such that 
a;bn+H ~ pfor all i E {1, ... , n+ 1 }. Then, 
(2°a1+2°a2 + 21a3 + 22a4 · • • + 2"- 2a11 + (2"- 1 -1) a,,+ 1 ) 
x (2°b1+2°b2 +2 1b3 + 22b4 · · · + 2"- 2b,, + (2"- 1-1) b,,+ 1) ~ pH 2. (4) 
Proof. We first claim that we can take a; ~ p. Assume a; < p. The only con-
straints involving a; are a;bn+z-; ~ p and a; ~ 1. The only other constraint involving 
b,,+ 2-; is h11 +2-; ~ 1. Hence if you lifted a; to p you would not loosen the constraints 
on b,,+ 2 ;·Hence there is no reason not to lift a; up top. 
We can assume that b;=p/a,,+ 2 .; for all iE{l, ... ,n+l} (because we have 
b; ~ p / a11 +1-i and increasing b; can only increase the expression on the left-hand side 
of (4)). Denote 
Then, we have to show that /(a1 , ••• , a 11 + 1) ~ pH 2 for all a 1, ••• , a,,+ 1 satisfying 
1 ?:a1 ~a2 ?= ··· ?:a,,+i· 
We show that f(ai, ... ,a11 c1) is maximized by taking a 1 =···=a;, a;+i = ··· 
=a,,+ 1 for some i. Leta;>a;+ 1 =a;+ 2 =···=aj>aH 1 for some l~i<j~n+I. 
Then, one can increase f as follows. 
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Let g(x) = f(a1, ... ,a;, x, ... , x, ai+ 1,. .. , an+d• x E [aj+I• a,]. Then, g(x) =bx+ 
c+~ for some b, c, d ER. For any interval [aj+I• a;], g(x) is maximized by one of its 
endpoints. Therefore, one can increase f(a1, ... ,an+ 1) by setting a1+ 1, ••• , aj all equal 
to a; or aj+i · 
We show that if al= ... =a,> ai+I = ... = an+I• then al= 1 and an+I = p. Look 
at g(x) = f(x, ... , x, a;+1> ... , an+i ). Again g(x) = bx+c+~ for some b, c, d ER and 
g is maximized either by x = a1+ 1 or x = 1. Since a1 > a1+ 1 we need to take x = 1. 
A similar argument, using that a,;;:::: p, shows that a1+1 = · · · = an+i = p. 
If al = a2 = · · · = an+l •then f(al, ... ,an+ I) is just 
(2°a1 + 2°a1 + 21a1 + 22a1 + ... + 2•-2a1 + (2"-1- l) al) 
x ( 20 L+ 2o E.+ 21 E.+ 22 L+ ... + 2n-2 L+c211-1 _ 0 E.) 
a1 a1 a1 a1 a1 a1 
= p(20+20+21 +22+ ... +1•-2+2•-1-1)2 
= p(2"-1) 2 
::::;pH2. 
Otherwise, a 1 = · · · =a,= 1, ai+ 1 = · · · = a11 + 1 = p for some i E {1, ... , n}. Then, 
f(a1, ... , an+t) = (2°+2°+21 +22 + · · · +21- 2 
+2i-lp+2;+2p+ ... +2•-2p+ c2·-1-1) p) 
X (20+20+21+22+ ... +2n-i-I 
+1•-ip+ ... +1•-2p+(2•- 1- l) p) 
= (2i-l +2i-l(l +2+22+ ... +1•-i-1+2•-i) p-p) 
x c2·-'+2·-10 +1+22+ ... +21- 2+2'-1) p-p) 
= (21-1+11-1(211-1+1_1) p-p) x (211-I + 211-1(2' -1) p-p) 
= c2'-1 + c211-21-1) p-p) x c2·-' + c2·-2•-i) p-p) 
= (2i-l + (2"-21-1 _ l) p) x c2n-i + (2n-2n-i _ l) p). 
If multiplied out f(a1, ... ,a.+1) would be of the form B2'+c2-;+D where 
B, C, D > 0. Simple calculus shows that the maximum this function achieves on the 
interval [ 1, n] occurs at one of the endpoints. At i = 1 (or, equivalently i = n) it is 
equal to 
((2•-l- l) p+2•-1)((2"-2) p+ 1) = (111-1_ 1+2•-1)(2"-2+1) 
2"-4 2"-4 
= (1•-l ~ _1_)2(2"-3) 
+2+2"-4 2"-4 
(2 11 +1+h)c2"-3) <2._ 1)2 
= 2"-4 < 2"-3 I 
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(II) What ifzk =I? 
Assume k > l. Define A,= {x1 · · · xk- I I x 1 • • • xk EA for at least 21 ·1xd and B1 = 
{y 1 • • • Yk-- I I y 1 • -- Yk E B for at least 21 1 J'k} for all i E { 1, ... , n}. Again, we consider 
two cases. 
Case 1. For some i E { 1, ... , n }, JA, I IBn+ 1_,J ~ pH2(k- tJ. 
Then, by inductive assumption, there are x 1 • • ·xk-I EA, and y 1 • • • Yk-i E B,,+ 1_ 1 
such that IP(x1,y1)=z1, ... ,IP(xk--I,Jk 1)=zk_ 1. Fix such x 1, .•. ,xk_ 1,y1, ... ,Jk_ 1. 
Define C = {xk I x1 • · ·xk EA} and D = {yk I y 1 • • • Yk E B}. Note that ICJ ~ 21- 1 and 
IDI ~ 2"- 1• By Lemma 5.2 there exists x EC and y ED such that IP(x, y) = 1. Let 
xk = x and Yk = y. 
Case 2. For all i E { 1, ... , n }, JA,J IB" +i-il ~ pH 2<k- 1>. 
Then, for every x 1 • • • xk- 1 E A1-AH 1, there are at most 21 - lxk such that 
x 1 · · ·xk EA. (Otherwise, x 1 · · ·xk-i would belong to A1+ 1.) Therefore, we have 
IAI,,;; (IA1 l-IA2J)(2 1 - l) + (IA2l- JA3J)(22 - l) + ... + JA,,I (2"- 1) 
= (2 1-1) IA11+(22 -2 1) IA2l+ ... +(2"-2"- 1) JA,,I 
= 2° IA11+2 1 IA2I+ ... +2""' 1 IA,,J. 
Define a, and b, similar to zk = 0 case. Then, we have to prove 
LEMMA 5.6. Let 1 ~ a1 ~ a2 ~ · • • ~a,, and 1 ;?!: b1 ~ b2 ~ • • • ;?!: b,, be such that 
a,bn+H ~ pfor all i E { 1, ... , n}. Then, 
Proof Similarly to Lemma 5.5 we can assume that all a; and b, are at least p 
and b1 =p/a,,+ 1 _, for all iE{l, ... ,n}. Then, proving this lemma is equivalent to 
showing that the function 
is always at most pH 2• Again, similar to the proof of Lemma 5.5, we get that 
f(a 1 , ••• , a,J is maximized by a1 = · · · =a, = 1, a1+ 1 = · · · =a,, = p. Then, 
If we consider this as a function of i, the derivative is negative if i < n/2 and posi-
tive if i > n/2. Therefore, it is maximized by i = 0 (or, equivalently, i = n). In this 
case f(a 1, ••• ,a,,) is just (2"-1) px (2"-1) = pH 2• I 
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6. LOWER BOUNDS FOR RANDOMIZED PROTOCOLS 
Let k be a constant. We show that if e < l/2k then R~"b(ELIM(INTERk)) = 
Q( • ) and Rpub(ELIM(IPk)) = Q( . " ). Note that if e = I/2k then, 
log(nl log log(n) r. log(n) log log(n) . . •• 
for any f, R~"b(fk) = O since any random sequence of k bits has a high probab1hty 
of not being fk(x, y) (both Alice and Bob output the first n random public bits). 
LEMMA 6.1. Let k and e < I/2k be constants. Let Z be a set such that IZI ~ 2k. 
Let S be a relation on {O, l}"x{O, l}"xZ such that (\fx)('v'y)(3z)[S(x,y,z)]. If 
R~"b(S) ~ t then R\/~82 n(S) ~ O(t log log n). 
Proof Let R~"b(S) ~ t via protocol P. Let (x, y) be an input. We can amplify 
the probability by running protocol P on (x, y) s times and returning the most 
frequent answer. If incorrect strings (i.e., strings z such that .., S(x, y, z)) occur less 
than s/2k times then it follows that at least one of the correct strings must occur 
more than s/2k times. In other words we get a correct answer with high probability 
if the fraction of the occurrences of incorrect answers can be kept strictly less than 
s/2k with high probability. We use Chernoff bounds to get an estimate. Ifs. is the 
number of occurrences of incorrect strings in s runs of the protocol then es is the 
expectation of s .. We must keep ISn-esl strictly less than s(l/2k-e). Let 
m = s(l /2k-e). Recall that Chernoff bounds give 
which means that for some constant c (depending on k and e) this probability is less 
than e-cs. Takes=~ In log 2 n = O(log log n). I 
We first show a lower bound on the randomized communication complexity of 
ELIM(INTERk). We then make an observation that enables the same proof to 
yield a lower bound for the randomized communication complexity of ELIM(IPk). 
Recall that INTER stands for not disjoint. The proof applies a technique from 
[ 1, Theorem 3.5] [ 10, Lemma 4.3] [ 41, Theorem 5.1] in a novel way. 
LEMMA 6.2. Let k,meN. Let x 1, ... ,x2k_ 1,y1,. • .,y2k_ 1 e{O, l}* be such that 
('v'i)[Jx;J = IY;J]. Let X = x, .. ·X2k_ 1 and Y = y1 • · • Jik_ 1• For i = 1, ... , k let X; (Y;) 
be a string obtained from X (Y) as follows: Start with all the X;, Y; being the empty 
string. Then, for j= 1, ... , 2k-1, concatenate xj to X; (yj to Y;) if the ith bit of j 
is I. For example, X 1 =x1x 3x 5 .. ·x2•_ 1 and X 2 =x2x 3x6x1 ···X2k_ 2x 2•_ 1• Assume 
INTERk(XkXk-i· .. X 1,YkYk-i··.Y1)#b and bt:Ok. View bas a k-bit binary 
number (leading bits may be 0). Let X' (Y') be X with the xb (yb) removed. Then 
INTER(X, Y) = 1 ~ INTER(X', Y') = 1. 
Proof If INTER(X, Y) =I and INTER(xb, Yb) = 0 then clearly INTER(X', Y') 
= 1. Hence we assume INTER(X, Y) = 1 and INTER(xb, yb) = I. 
Let b = bkbk-1 · ··bi. Let 1 :;:;; j:;:;; k. If b1 = 1 then xb is a substring of X. and Yb 
is a substring of Yj and they are in the same position. Since INTER(xh1, Yb) = 1 
we obtain INTER(X1, Yj) = 1 =b1. Since INTERk(XkXk_ 1 ... x1, fkYk-i ···Y;)#b 
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we have V1.;u;;kINTER(X1,Y;):;<:b1• Since INTER(X1,Y;)=b1 this reduces to 
V1.;1.;k,b,=o INTER(X1, Y;)-=i=b1, hence V1.;i.;k,b;=o INTER(X1, Y;) = 1. Let i0 be 
such that b10 = 0 and INTER(X10 , Y;.) = 1. Note that X10 (l·-;0 ) does not have x6 (y6 ) 
placed in it. Hence INTER(X', Y') = 1. I 
LEMMA 6.3. R\'/~(INTER) = Q(n). Moreover, Rm(INTER) = Q(n) even when 
restricted to 
D = { (x, y) E {O, 1 }n x {O, 1 }":for at most one i, x 1 = y 1 }. 
Proof It is known ([27], simplified in [44], and also in [34]) that 
Rf/~(DISJ) = Q(n). The proofs actually work even when restricted to domain D. 
Since INTER= 1-DISJ the lower bound Rm(DISJ) = Q(n) can easily be 
modified to obtain Rf/~(INTER) = Q(n), even when restricted to domain D. I 
THEOREM 6.1. Let k and e < I/2k be constants. Then R~ub(ELIM(INTERk)) 
=Q( n ) log(n) log log(n) · 
Proof Assume R~"b(ELIM(INTERk)) = t(n) via protocol P'. By Lemma 6.1 we 
can obtain a protocol P such that Rf/~82n(ELIM(INTERk)) = O(t(n) log log n) via 
P. We can also apply the protocol to k-tuples of inputs of length ~ n by having 
both Alice and Bob pad with O's. We will still assume it costs t(n) log log n. 
We use P to help show Rf/~(INTER) = O(t(n) log(n) log log(n)). By Lemma 6.3, 
Rm(INTER) = Q(n); hence we have t(n) = Q(iognI~giogn ). 
Let X and Y be two strings of length n. Let Alice have X and Bob have Y. Alice 
and Bob divide X and Y into 2k-l parts so that X=x1 ···x2•_ 1, Y=y 1 ... y2k_ 1, 
/xii= ... =/Xzk-2/=/y,/= ... =IY2k-1/=Ln/(2k-l)j,and/x2k_ 1/=/y2•_i/=n-(2k-2) 
Ln/ (2k - 1 )J ~ Ln/2k -1 j. Let X1 (Y;) be a string obtained from X (Y) as in 
Lemma 6.2. Note that /X1/ = /Y;/ ~ n so we can apply the protocol P to 
(Xk ···X1, Yk ···Y,). 
Run protocol P on (Xk · · · X,, Yk · · · Y; ). If the protocol returns Ok then Alice and 
Bob stop and reject. Note that if this happens then Prob(V~= 1 INTER(X1, Y;) 
= l) ~ 1 /log2 n, so Prob(INTER(X, Y) = 1) ~ 1 /log2 n; hence the probability of 
error is ~ 1 /log2 n. If the protocol returns b = b1 • • ·bk -::/= Ok then by Lemma 6.2 
with probability greater than l -(1/log2 n) we have INTER(X, Y) = 1 =>INTER 
(X', Y') = 1 where X' is X with the x6 cut out (and Y' is similar). Next, Alice and 
Bob remove x6 and y 6 from their strings and reiterate the process. In each recursive 
step, Alice and Bob start with a string of length m and remove at least Lm/(2k-l)j 
bits from that string for the next iteration. The recursion stops when the length of 
the strings left is less than or equal 2k -1 bits. Since the invariant preserves, with 
high probability, that these strings have nonempty intersection if and only if the 
original strings had nonempty intersection, the protocol can now determine 
INTER(X, Y) with 2k- 1 extra bits of communication. 
Let us first determine the total number of bits exchanged. For this we com-
pute the depth of the recursion. Each step starts with a string of length m and 
ends with a string of length at most m-Lm/(2k-l)J~m(l-+)+ 2:- 2 ~an 
2 -I 2 -I 
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where rx. is a constant less than l (we are using that k is a constant). Since Alice and 
Bob start with a string of length n, after i iterations they have a string of length r/n. 
Hence there are O(log n) iterations. Each application of P requires the exchange 
of at most t(n) log log n bits. The final stage just requires a constant number of 
bits (2k - 1 ). It follows that the algorithm in total requires the exchange of 
O(t(n) log n log log n) bits. 
Let us determine the probability of error. In each step the probability that the 
string returned by the protocol is correct, i.e., is a string that is indeed the true 
value of f(Xk · · · X 1 , Yk · · · Y; ), is at least ( 1 - l /log 2 n ). The probability that all 
steps are correct is at least (1- l /log2 n)"' Iogn for some constant c. If n is large 
enough this is greater than ~ . I 
Note. The proof above is based on the proof that if c < 1 and SAT is 
clog n-membership-comparable [ 1, 10, 41] then P =NP. That work has been 
extended by Sivakumar [51]. It is possible that Sivakumar's techniques can be 
applied here to obtain stronger results. I 
THEOREM 6.2. Let k and e < 1 /2k be constants. 
Rfub(ELIM(IPk)) = Q ( n )· 
log n log log n 
Proof By Lemma 6.3 Rj/~(INTER) = Q(n) even when restricted to 
D = { (x, y) E { 0, I} n x { 0, 1} 11 : for at most one i X; = }';}. 
On D, IP= DISJ. The proof of Theorem 6.1 can now be viewed as a lower bound 
on R~"b(ELIM(IPk)). I 
7. CONNECTIONS BETWEEN D(ELIM(/2)) AND D(ALMOST(/ M)) 
DEFINITION 7.1. If a, r E {O, I}* are strings of the same length then a= 1 r 
means that a and r are either identical or differ on one bit. 
DEFINITION 7.2. Let k,nEN and f:{O,l} 11 x{O,l} 11 ->{0,l}. ALMOST(fk) 
is the relation on { {O, 1} 11 }k x { {O, I }11 }k x { 0, I} k defined by {(x, y, b) I fk(x, y) = 1 b}. 
Clearly D(ALMOST(fk))::::::; (k-1) D(f). 
Conjecture 1. For any function f, for any k E N, D(ALMOST(.r)) ~ 
(k- I )(D(f)- 0(1 )). (Note that fork= 2, this conjecture is identical to ELC.) 
Although we believe Conjecture 1 we can obtain consequences from the following 
weaker conjecture. 
Conjecture 2. (The almost conjecture (ALC)). For any function f, for any 
k EN, D(ALMOST(fk)) ~ ~ D(f). 
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We establish some connections between the complexity of ALMOST(f') and the 
complexity of enumeration. We first need a combinatorial lemma. 
DEFINITION 7.3. If x s;; { 0, 1} m and I ~ i1, ... , ik ~ m then X[i1, ... , ik] IS the 
projection of X onto those coordinates. 
LEMMA 7.1. Let X s;; {O, l}"'. Let b EX be unknown. lJ(lii,j)[IX[i,j]\ ~ 3] then 
there is an algorithm that requests ~I':\' 1- I bits of band produces b' = 1 b. 
Proof We show the weaker theorem that there is an algorithm that requests 
~ l'i' l bits of b. We then show how to modify the algorithm to request ~ I} 1- I. 
Let U = { 1, ... , m}, K = G = 0. Throughout the algorithm U will be the set of 
indices i such that b; is Unknown, nor have we ventured a Guess, K will be the set 
of indices i such that we Know b;, and G will be the set of indices i such that we 
have made a Guess for b;. At the end of the algorithm we will have U = 0. 
Ku G = { 1, ... , m}, and at most one of our guesses is wrong. 
At all times U, K, and G are a partition of {t, ... ,m}. The expression 
"K =Ku {a, i}" means that wherever a, i are, they leave those sets and go into K. 
Similar conventions apply to other sets. Our final output will be b' = b; b~ · · · b~,. 
Initially b'1 , ••• , b~, are undefined. They may get set and reset several times; however 
at the end of the algorithm they will all be defined. 
ALGORITHM. 
U ={I, ... , m} 
K=0 
G=0 
For i =I tom 
If X[i] = {c} then b; = c, K =Ku {i} 
End i-For loop 
For i = 1 tom 
For j = i + 1 tom 
If X[i, j] s;; {00, 11} then 
ASK(b; = ??) 
If b; = I then b'. = I, b) = I, K = Ku { i, j} 
If b, = 0 then h; = 0, b) = 0, K =Ku {i, j} 
Else 
If X[i,j] s {01, 10} then 
ASK(b; = ??) 
If b; = 1 then h; = 1, b) = 0, K =Ku {i. j} 
If b, = 0 then b'. = 0, b) = 1, K =Ku {i, j} 
End j-For loop 
End i-For loop (Note that if IX[i, j]\ ~ 2 then i, j EK.) 
While U # 0 
i = min (U) (The minumum number in U.) 
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Case 1: (3j, k EU u G- {i})(3c1, c2 E )[Oc1 it X[i, j] A lc2 f X[i, k ]] 
ASK(b; = ??) 
If bi= 0 then b = 0, b; = 1-c1' K =Ku {i, j} 
If b; = 1 then b = 1, b~ = 1-c2 , K =Ku {i, k} 
(Note that If bi = 0 then since b;bj E X[i, jJ and Oc1 f X[i, j], we have bj = l -c1• 
Similarly, If b; = 1 we have bk= l-c2 .) 
Case 2: (3d E)(V'j EU u G- {i} )[l{dO, dl} ll X[i, j]I ~ l] 
b; = 1-d 
G=Gu{i} 
(We will show later that either Case 1 or Case 2 holds.) 
End While Loop 
END OF ALGORITHM 
It is easy to see that the algorithm (a) requests ~I~ l coordinates, (b) sets all the 
b;, and (c) (Vi E K)[bi = b;]. 
CLAIM 1. Either Case 1 or Case 2 occurs. 
Proof Assume Case 1 does not occur. We show that Case 2 does. Intuitively 
Case 1 is saying that there is j, k such that X[i, jJ and X[i, k] exclude elements of 
{O, 1 }2 that begin with different bits. The negation is that, for all j, k, X[i, j] and 
X[ i, k] exclude elements of { 0, 1} 2 that begin with the same bit. This bit is the din 
Case 2. We proceed more formally. Fix j 0 E U u G- { i}. Since IX[ i, j 0 ] I ~ 3 either 
(3c E)[Oc it X[i, j 0 ]] or (3c E)[lc it X[i, j 0 ]]. We consider both scenarios. 
(1) (3c1 E)[Oc1 '1 X[i, j0 ]. (We call it "c 1" because it will later play the role of 
c1 in Case 1, leading to a contradiction.) We have 1{00, 01} 11 X[i, j0 JI ~ 1 which 
looks like Case 2 for j 0 with d=O. We show that (VjEUuG-{i})[l{00,01} 
nX[i,j]l~l]. Assume, by way of contradiction, that (3j)[l{OO,Ol}nX[i,j]I 
= 2]. Since IX[i, j]i ~ 3 we have (3c2 E)[ lc2 it X[i, j]]. Hence 
This is Case 1 with different names for the variables; hence it is really Case 1, 
a contradiction. 
(2) (3c1 E)[lc1 '1 X[i, j 0 ]. (We call it "c 1" because it will later play the role of 
c1 in Case 1, leading to a contradiction.) We have 1{10, 11} 11 X[i, j 0 JI ~ 1 which 
looks like Case 2 for j 0 with d=l. We show that (VjEUuG-{i})[l{lO, II} 
nX[i,j]I ~ l]. Assume, by way of contradiction, that (3j)[l{IO, 11} nX[i,j]I 
= 2]. Since IX[i, j]I:::::; 3 we have (3c2 E)[Oc2 '1 X[i, j]]. Hence 
This is Case I with different names for the variables; hence it is really Case 1, 
a contradiction. 
End of Proof of Claim l 
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CLAIM 2. There is at most one i E G such that b; t= b;. 
Proof Assume, by way of contradiction, that there exist i 1 , i 2 E G with b; 1 =I= b; 1 
and b;, =I- b;1 • Since i 1, i 2 E G we know that (l) they are both the chosen i in some 
phase, (2) when they are chosen Case 2 occurs, and (3) they are both always in 
U u G. Since b;, =;6 b;1 when i = i1 we get Case 2 with d = b; 1 • Since i2 EU u G we 
get l{b; 1 0,b; 1 l}nX[i1 ,i2 ]!~l. Similarly, l{b;20,b;)}nX[i2,i1 ]!::::;;1 which we 
rewrite as I { Ob12 , lb;2 } n X[i 1, i 2 JI :::::;; l. 
We prove that IX[i1, i2 ]1~2 and hence it must have been dealt with before the 
while loop even started, which contradicts i 1, i 2 E U. Clearly b;1 b;2 E X[i 1, i 2 ]. Since 
I{ b1 1 0, b;1 1} n X[i,, i 2 ]!:::::; 1 we get b11 (1-b11 )If= X[i1, i2 ]. Since l{Ob12 , lb1J n X[i1, i 2 ]1 
:::::; 1 we get (1-b11 ) b;, !/= X[i 1 , i2 ]. Since b;Jl -b1) =I= (l -b; 1 ) b;2 we have eliminated 
two elements from X[i 1, i1 ]. Hence IX[i1, i 2 ]1:::::;; 2. 
End of Proof of Claim 2 
CLAIM 3. The algorithm can be modified to request J m/21-1 bits. 
Proof Run the algorithm keeping track of how many queries it makes. If it 
stops before making r m/21 queries then we are done. If it is about to make its 
I m/2lth query then stop it. Each of the first I m/21- 1 queries leads to 2 indices 
being placed in the K set. Hence m - 2 bits are known for certain. Let the unknown 
bits be indexed i and j. Let c1cj ef= X[i, j]. Set b; = 1-c1 and b~ = 1-cj. They 
cannot both be incorrect since b;bj =I- c1cj' 
End of Proof of Claim 3 I 
LEMMA 7.2. Let X s; {O, 1 }"'.Let b EX be unknown. Let 2:::::; k:::::; m. Jf(Vi1, ... , ik) 
[IX[i1, ... ,idl~k+I] then there is an algorithm that requests ::::;;max{i}l-1, 
k- 1} bits of band produces b' = 1 b. 
Proof We prove this by induction on k. Lemma 7.1 gives the base case of k = 2. 
Assume k ~ 3 and that the lemma holds for k-1. Assume X s {O, l }"' and 
(Vi 1, ... ,ik)[IX[i1,. .. ,ik]l~k+I]. If (Vi,, ... ,ik-1)[IX[i1, ... ,ik-1]l:::;;k] then we 
are done by induction. If not then (3i 1,. . .,ik_i)[IX[i1,. .. ,ik-i]l~k+I]. Let 
ie{l, ... ,m}-{ii. .. .,ik_i}. Since !X[i1, ... ,ik-I•i]l~k+l and IX[i1, ... ,ik-i]I~ 
k+I for every ceX[i1, ... ,ik_ 1] exactly one ofcO or cl is in X[i 1,. .. ,ik_1,i]. 
Hence if we ask for the values of b11 , ... , b1H we can determine the values of all the 
other b1• This takes k-1 questions. I 
Note. In addition to its use here, Lemma 7.2 can also be used to prove the 
following new theorem: if c: is k+ I-enumerable then, for all m, one can compute 
C~ with at most one error using maxff} l, k-1} of the queries given. Further con-
nections between enumerability and computing with errors might be interesting. 
(See any of [2, 7, 10, 11, 22] for the relevant definitions. Note that the theorem 
holds for enumerability in the complexity case and for strong enumerability in the 
computability case.) I 
Note. Lemma 7.2 is optimal in two ways. 
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I. No algorithm that asks i bit queries can achieve perfect accuracy. In fact, 
no algorithm that asks m-1 queries can achieve perfect accuracy. Let X be the 
m + I vectors { O"'} u { O; 10"' + 1 I 0 :::;; i :::;; m - 1}. This set satisfies the premise of 
Lemma 7 .2; however, if m - 1 bit queries yield the answer 0 then the string b is still 
unknown. 
2. No algorithm that asks }-2 bit queries can obtain a string with at most 
one error. Let m be even. Let X = {0"'/21"'/2} u {O"l0"'/2-a- 11 "0l m/l-a-l I 0:::;; a 
:::;; m/2-1}. (See figure below for m = 8 case.) One can check that, for all i, j, 
IX[i, j]I:::;; 3 (there are four cases). Note that for every 1:::;; i:::;; m either all the 
vectors except one have b; = 0 or all but one have b; = I. If an adversary answers 
each bit query with the bit that appears most often in that column then every query 
the algorithm makes eliminates at most one vector. Hence m / 2- 2 queries will leave 
at least three candidates. Two of the candidates must differ in four places (which-
ever two are not 0111121 "'12). There is no vector that is hamming distance 1 away from 
both of them; hence an adversary can claim that whatever answer given is wrong in 
at least two places. 
0 0 0 0 
0 0 0 0 1 
0 0 0 0 
0 0 0 0 
0 0 0 0 
THEOREM 7.1. Let k, m, n EN and let f: {O, 1 }" x {O, I}" -t {O, 1 }. Then 
Proof We exhibit a protocol for ALMOST(/"') that will invoke a protocol for 
ENUM(k+ 1, P>G) times and a protocol for fat most max{l'fl-1, k- 1} times. 
(1) Alice has x = x 1x2 • · ·x,,,, Bob has y = y 1 Y2 · · · y 111 • 
(2) For all i 1 < ... <ik~{l, ... ,m} Alice and Bob compute a set of k+I 
candidates for FCx;1 X;2 .. • X;k, y; 1 Y;2 .. · Y;k ). This invokes a protocol for jk+ 1('!:) 
times. 
(3) Let X ~ { 0, 1}"' be the set of candidates for f "'(x, y) that are consistent 
with the information gathered in step 2. That is, b EX iff for every i 1 , ... , ik the 
string b; 1 • • • b;, was output when Alice and Bob enumerated j'k(x . ... x. y . ... y . . ) 
lj lk ' 11 lk • 
Note that X is nonempty since f(x 1, y1) · · · f(x,,,, y,,,) EX. Note that Alice and Bob 
both know X and that X satisfies Lemma 7.2. 
(4) Alice and Bob perform the algorithm in Lemma 7.2 with X as in the pre-
vious step and b = fk(x, y). Whenever they need to find a particular bit f(x;, Y; ), 
they invoke a protocol for f. This will happen at most maxff} l-1, k-1} times. I 
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COROLLARY 7.1. Let m, n EN and let f: {0, 1 }" x {0, 1 }"--+ {0, l }. Then 
D(ALMOST(f"'))~(';)n(ELIM(/2))+(1~1-1 )n(f). 
COROLLARY 7.2. Let m, n EN and let f: {O, 1 }" x {O, 1 }"--+ {O, l }. Assume ALC 
holds for some even m. Then D(ELIM(f2));::,: Q(D(j)). 
Proof Since ALC holds form we have 
m (·m·) (m ) 2 D(f) < D(ALMOST(f"')) < 2 D(ELIM(f2))+ 2 -1 D(f). 
Hence D(j) ~ ( 1;) D(ELIM(f2)), so O(ELIM(/2)) = Q(D(f)). I 
8. CONNECTIONS BETWEEN N(ENUM(E,/k)), N(F), AND R~"bN(F) 
We show that N(ENUM(k,fk)) is at least as big as either the nondeterministic 
randomized complexity off or the nondeterministic complexity off (modulo a log 
term). 
The proof of the next lemma uses ideas from the proof that p-superterse sets are 
in P/poly from [2]. 
LEMMA 8.1. Let e, k, n EN and let f: {0, 1} 11 x {0, l}"--+ {0, 1 }. Either 
N(ENUM(e-1, fk r)) < N(ENUM(e, fk)) +log( kn)+ 0( 1) 
or 
Rf/~N(f) < N(ENUM(e, fk)). 
Proof Assume N(ENUM(e, fk)) ~ t via protocol P. Note that the output of 
P is a set A with IAI ~e. We denote the output of P by A, and we let 
A0 =An {O, l }k r 0 and Ar= {O, 1 }k r 1. 
We will try to construct a set Z S { 0, l}" x { 0, I}" such that the following hold: 
1. IZI ~ O(kn), and 
2. For all Xr · · ·Xk-r E { {O, 1}"V· 1, for all y 1 • • • Yk-r E { {O, 1 }"}k· r, there 
exists (u, v) EZ such that for all paths of P(x1 • ··xk-ru, Yr ···yk_. 1v) that output an 
answer A, both A0 i= 0 and A1 i= 0. 
If we succeed then the following nondeterministic protocol shows that 
N(ENUM(e-1, fk- 1)) ~ t+log(kn)+O(l). 
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The protocol assumes that both Alice and Bob know the set 2 and have agreed 
ahead of time on some ordering of it. They also know, for every (u, v) E 2, the 
value of f(u, v). This is fair since these protocols are nonuniform. 
PROTOCOL 
1. Alicehasx1 ···xk-t andBobhasy1 ···Jk-i· 
2. The protocol nondeterministically picks a number i such that 1 ~ i ~ 121. 
This requires log 121 bits. 
3. Alice and Bob both find (u, v), the ith element of 2 (according to Alice 
and Bob's order on Z). 
4. Alice and Bob run nondeterministic protocol P with Alice knowing 
x1 • • • xk- l u and Bob knowing y 1 .. · Yk-i v. This requires ~ t bits. 
5. If the path outputs "I DON'T KNOW" then that path of the protocol 
outputs "I DON'T KNOW." If the output is a set A then we know that A0 # 0 
and A 1 # 0- We can assume Alice and Bob both know f(u, v) =b. Hence they 
know Ab contains the correct value of f(x, y). The protocol outputs A'= 
{b1b2 ···bk-I I b1b2 .. · bk_ 1b E Ah}· Since A1 _b # 0 and IAI ~ e, we know IA6 I ~ e-1. 
END OF PROTOCOL 
Note that the protocol takes t+ log \Z\ ~ t +kn+ 0(1) bits and enumerates 
~ e-1 candidates. Hence N(ENUM(e-1, Jk)) ~ t+kn+O(l). 
Two things may happen in the construction of Z. If the construction succeeds 
then we are done, as the protocol above works. If the construction fails then 
the very reason for the failure will yield a randomized protocol that shows 
R\/~N(f) ~ t. 
DEFINITION. If (u,v)E{O,l}"x{0,1}" then advisees(u,v) is the set of all 
(x1 · · · xk_ 1, y1 · · · Yk-i) such that if the nondeterministic protocol P is ran on 
(x1 • · · xk-i u, y 1 · · · Yk-i v) then some leaf outputs an A such that An {0, 1 v- 1 0 # 0 
and An {O, 1 }k-l 1 # 0-
CONSTRUCTION OF 2 
T := ( {O, I}" x {O, l}")k-i 
Z:=0 
While (3u, v)[\advisees(u, v)\ ~~IT\] 
choose such a ( u, v) 
T := T-advisees(u, v) 
Z:=2u{(u,v)} 
END OF CONSTRUCTION 
Note that after the ith iteration IT\~ (Di 22(k-IJ•. Hence there are at most O(kn) 
iterations. Since the number of elements in 2 is bounded by the number of 
iterations, IZI ~ O(kn). 
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If the construction ends with T = 0 then it succeeds and the protocol above 
shows N(ENUM(e-1, Jk- 1)) ~ t +log( kn)+ 0( 1). If the construction does not 
succeed then let T be the set T at the end. Note that, for every u, v, there is a set 
W ~ T such that !WI ~~!TI and ('v'(x1 · · · xk_ 1, y 1 · • • Yk-l) E W) if nondeterministic 
protocol P is run on (x1 · • ·xk_1u, y 1 • • • yk_ 1v) then one of the leaves outputs A such 
that A0 or A1 is empty. 
We can use this to devise a protocol for f which uses public coins over T. 
PROTOCOL 
1. Alice has u and Bob has v. 
2. The protocol randomly and publicly picks an element of T. Let the 
element be 
3. Alice and Bob run nondeterministic protocol P with Alice knowing 
x1 • • • xk-l u and Bob knowing y 1 · · · Yk-l v. 
4. When they get the answer A they check and see if either of A0 or A 1 is 
empty. If neither is empty then they refuse to give an answer. If Ab is empty then 
they output I - b. 
END OF PROTOCOL 
The protocol transmits as many bits as P does, which is t. The protocol is in 
error with probability ~ . The referee used elements in T to randomize, not elements 
in some set of strings of bits. By adding a sufficient number of elements to T (all of 
which return I DONT KNOW) to obtain a set of size a power of two, one increases 
the probability of error to at most l- Hence we have R\'/~N(f) ~ t. I 
THEOREM 8.1. Let k, n EN, e ~ k, f: {O, 1 }n x {O, 1 }"-+ {O, 1 }. Either 
1. Rf/~N(f) ~ N(ENUM(k, fk)) +k log(kn) or 
2. N(f) ~ N(ENUM(k, fk))+O(k log(kn)), coN(f) ~ N(ENUM(k, Jk))+ 
O(k log(kn)), and D(j) ~ O({N(ENUM(k, P)) +k log(kn)) 2). 
Proof By Lemma 8.1 we have either 
Rj/~N(f) ~ N(ENUM(k, P)) 
or 
N(ENUM(k-1, Jk- 1)) ~ N(ENUM(k, Jk))+log(kn) +O(l). 
In the former case we are done. In the latter case we apply Lemma 8.1 with k- I, 
k- 1 to get either 
or 
R\'/~N(f) ~ N(ENUM(k-1, /k- 1)) ~ N(ENUM(k, /k))+log(kn)+O(l) 
N(ENUM(k-2, fk- 2)) ~ N(ENUM(k-1, p- 1))+log(kn)+O(l) 
~ N(ENUM(k, fk))+2(log(kn) + 0(1)). 
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We repeat the process until we obtain (in the worst case) either 
or 
R\/~N(j) ~ N(ENUM(k, fk)) +k log( kn) 
N(ENUM(l, fk)) ~ N(ENUM(k, fk))+(k- l)(log(kn) + 0( 1 )) 
= N(ENUM(k, F))+O(k log(kn)). 
From the definition of a nondeterministic protocol for a relation we know that 
N(f) ~ N(ENUM(l, fk)) and coN(f) ~ N(ENUM(l, fk)). Hence 
N(f) ~ N(ENUM(k, F))+O(k log(kn)) 
and 
coN(f) ~ N(ENUM(k, F)) + O(k log(kn)). 
By Theorem 2.11 of [34] (originally proven in [24]), D(f) ~ O(N(f) coN(f)). 
Hence D(f) ~ O((N(ENUM(k, fk)) +k log(kn)) 2). I 
9. IF D(ENUM(E,/k)) ~ TTHEN ... 
We present two theorems with the hypothesis that D(ENUM(e, fk)) is "small." 
LEMMA 9.1 [ 6, 13, 42]. let X s; {O, 1} k such that IX! ~ k. let b EX be unknown. 
There is an algorithm that requests ~ k- 1 bits of b that produces b. 
THEOREM 9.1. Let f: {0, 1 }" x {0, 1 }"-> {0, 1 }. For all k, 
D(fk) ~ D(ENUM(k, fk)) + (k-1) D(j). 
Proof We present a protocol for D( f k) that invokes a protocol for 
ENUM(k, F) once and a protocol for f k-1 times. 
(1) Alice has x = x1x2 · · ·xk> Bob has y = y 1 Yz · · · Yk· 
(2) Alice and Bob compute a set of k candidates for f\x 1x2 · • • 
xk, y 1 y2 · • · Yk ). This invokes one call to a protocol for ENUM(k, fk). 
(3) Let X s {O, 1 }k be the set of candidates for fk(x, y) computed in step 2. 
Note that X satisfies the premise of Lemma 9.1. 
(4) Alice and Bob perform the algorithm in Lemma 9.1 with X. Whenever 
they need to find a particular bit f(x1, Y; ), they invoke a protocol for f. This will 
happen at most k- I times. I 
COROLLARY 9.1. If DSC holds at k then D(ENUM(k, fk)) ~ D(f)-O(k). 
If you can just eliminate one possibility, does this imply that you can eliminate 
more, perhaps for higher values of k? The next theorem shows how to do this. The 
proof is similar to Lemma 5.1 of [5], Lemma 19 in [7], or Theorem 4.4.9 in [22]. 
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DEFINITION 9.1. Let k, me N be such that l ~ k ~ m. S(m, k) = L.7:& C'). 
LEMMA 9.2 [ 4, 7, 18, 47, 53]. Let k, m EN such that 1 ~ k ~ m and let X s;;; 0, 1 }m 
be such that for any k coordinates, if you project X down to those k coordinates, the 
resulting set has size ~ 2k- l. Then IXI ~ S(m, k). 
THEOREM 9.2. Let k, m, n e N, k < m, and J: {O, 1 }" x {O, 1 }"-+ {O, 1}. Then 
D(ENUM(S(m, k), /m)) ~ (:) D(ELIM(Jk)). 
Proof Suppose that D(ELIM(fk)) = t via protocol P. Alice is given x e 
{ { 0, 1} "} m and Bob is given y E { { 0, 1} "} m. They can compute S(m, k) candidates 
for Jm(x, y) as follows. For each k-subset {ii. ... , id of {I, ... , m} they run protocol 
P on (x;1 .. • X;k, y1, · · · y,k). This takes (;) t bits. Let X be the set of elements of 
{O, l}m that are consistent with the information gathered. By Lemma 9.2 IXI ~ 
S(m, k). I 
COROLLARY 9.2. D(ELIM(/2)) ~ D(ENUM(m+ 1, /m))/(";_). 
10. THE COMMUNICATION COMPLEXITY OF SELECTION 
We prove lower bounds on D(SELECT(/2)) and then note that the proof can 
easily be modified for N(SELECT(/2)). We then relate the complexity of 
D(SELECT(/2)) to DSC. The proof of the next theorem uses ideas from the proof 
in [30] that P-selective sets are in P /poly. 
THEOREM 10.1. Let n E N and f: { 0, 1}" x { 0, I} n-+ { 0, 1}. Then 
D(SELECT(/2)) ~ N(f)-log(n)-1 
and 
D(SELECT(j2)) ~ coN(/)-log(n)-1. 
Proof Let D(SELECT(j2)) = t via protocol P. We use P to build a nonde-
terministic protocol which will show N(f):::;; t + log(n) + 1. We will then know 
coN(f):::;; t+log(n)+ 1 since D(SELECT(/2)) ~ t implies D(SELECT(]2)):::;; t by 
a protocol that runs the deterministic protocol for SELECT(/2), finds answer i, 
and outputs 2-i. 
Let S = {(x, y) I f(x, y) = l}. We will denote elements of S by xy instead of 
(x, y). Let x1 y 1, x2 Ji ES. Note the following. 
1. From P(x1 x2, y 1 y2) = I and /(x2, y2 ) = I one can conclude /(x1, y 1 ) = I. 
2. From P(x1x2 , y 1 y2) = 2 and f(x 1, y,) = I one can conclude f(x2 , y 2 ) = I. 
We will try to find an x1 y 1 ES (or an x 2 Yi ES) such that there are many x2 y 2 ES 
(x1 y 1 ES) with P(x1x2 , y1 y2) = 2. (P(x1x2, Yi y2 )) = 1). We will repeat this proce-
dure until every xy E S has a witness. 
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Let T ~ S. Let HT: T x T---> T x { 1, 2} be defined by 
if P(x1x2 , Yi Yi)= 2; 
if P(x1x 2,y1 Y2)=1. 
HT has domain of size ITl 2 and codomain of size 2 ITI. Hence there exists 
(xy, i) ET x { 1, 2} such that at least ITl/2 elements of T x T map to (xy, i). Let wT 
be some such element. If i = 1 then the elements that map to wr are of the form 
(xy, x2 y 2 ) and we let IT= {x2 J2 ET I HT(xy, x 2 y2 ) = (xy, 1)}. If i = 2 then the 
elements that map to wT are of the form (x1 y 1, xy) and we let /7 = 
{x1 Yi ET I Hr(X1 Y1, xy) = (xy, 2) }. 
CONSTRUCTION OF WITNESSES 
Tu =S 
i=O 
While T; # 0 
W; = Wi; 
T:+1 = T;-li; 
i = i+ 1 
END OF CONSTRUCTION 
By induction IT;I ~ ISl/2; ~ 22"-;. Hence there are at most 2n iterations. Let W be 
the set of the w;'s. Note that to specify an element of W requires at most 
log(2n) = log{n) + 1 bits. 
Before the protocol begins both Alice and Bob know the contents of W and have 
agreed on an ordering of it. 
1. Alice has x, Bob has y. 
2. The protocol nondeterministically picks an element (x' y', i) E W. This 
takes log(n) + 1 bits. 
3. If i =I then Alice and Bob run P(x'x, y'y). If it outputs 2 then accept, 
otherwise reject. If i = 2 then Alice and Bob run P(xx', yy'). If it outputs l then 
accept, otherwise reject. In either case this takes t bits. 
If f(x, y) = 1 then some (x'y', i) will work. If f(x, y) = 0 then no (x'y', i) will 
work. Hence this is a nondeterministic protocol for f. It only used t + log(n) + 1 
bits. I 
THEOREM 10.2. Let n EN and f: {0, 1 }" x {0, I}"---> {0, l}. Then 
and 
N(SELECT(/2)) ~ N(j)-log(n)-1, 
N(SELECT(/2)) ~ coN(f)-log(n)-1, 
D(f) ~ O(N(f) coN(f)) ~ O((N(SELECT(f2))+logn)2). 
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Proof Let N(SELECT(/2)) = t via protocol P. We use P to build a nonde-
terministic protocol which will show N(f)::;;:; t + log(n) + 1. We will then know 
coN(f)::;;:; t+log(n)+ 1 since N(SELECT(f2))::;;:; t implies N(SELECT(J2)):::;; t by 
a protocol that runs the nondeterministic protocol for N(SELECT(f 2)), and if the 
answer would have been i, and outputs 2-i. Let 
if some leaf of P(x1x2 , y 1 Yi) outputs 2; 
otherwise. 
From this point on the proof proceeds similar to that of Theorem 10.1. 
By Theorem 2.11 of [34] (originally proven in [24]) D(f):::;; O(N(f) coN(j)). 
Hence 
D(f)::;;:; O(N(j) coN(f)):::;; 0((N(SELECT(j2)) +log n) 2). I 
Since N(SELECT(f2)) ~ N(ELIM(f2)) and, by Theorem 3.2 N(ELIM(DISJ 2)) ~ 
n-O(Iog n), we have 
N(SELECT(DISJ 2)) ~ n-O(Iog n). 
By Theorem 10.2 and N(DISJ) ~ n+ I (the fooling set arguments of [34] that show 
D(DISJ) ~ n+ 1 easily show that N(DISJ) ~ n+ 1) we have 
N(SELECT(DISJ 2)) ~ n-log(n). 
Using Kolmogorov complexity [36] we can improve this to 
N(SELECT(DISJ 2)) ~ n-0(1 ). 
We give a brief informal introduction to Kolmogorov complexity; see [36] for 
more precise information. C: { 0, 1} * -+ N maps each binary string x to the size of 
the shortest program that, on input 0, prints x. Since x can always be printed out 
by a program that says "PRINT x," which is of length lxl + 0( 1 ), we always have 
C(x):::;; lxl + 0(1). The value of C may be much shorter. For example 0" can be 
printed out by the program "PRINT 0 n times" which has size log n + 0( 1 ), hence 
C(O") :::; log n + 0( I). A counting argument shows that, for all n, there are many 
x e { 0, 1}" such that C(x) ~ Ix\. The idea is that there are many more strings then 
programs. 
The definition of C can be extended. Let C(x I y1 , ... , Yk) be the size of the 
shortest program that, on input Yi. ... , Yk> prints out x. A counting argument 
shows that, given n, y1, ... , Jk, there are many strings x of length n such that 
C(x I Yi. ... , Yk) ~Ix\. The idea is that there are many more strings then programs. 
THEOREM 10.3. N(SELECT(DISJ 2)) ~ n-0(1). 
Proof Assume that N(SELECT(DISJ 2)) = t via protocol P. Let x1 and x2 be 
strings of length n such that C(x1 IP, x2 ) ~ n and C(x2 IP, x 1) ~ n. Let Alice have 
x 1x 2 and Bob have x1x2• (Recall that z means take z and replace the O's with I's 
and the I's with O's.) Let b = b1b2 • • -b1 be a sequence of bits that form a possible 
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path to a real leaf L that Alice and Bob could go down. (Note that b includes both 
the nondeterministic choice bits and the communication bits by the definition of 
nondeterministic protocols.) Assume that the leaf outputs 2 (the 1 case is similar). 
We show that C(x1 I x 2 , P, b) ~ n+O(l). This shows t;;::: n-0(1) since 
C(x1 IP, x2 );;::: n. Recovery algorithm: Enumerate all x such that P(xx2 , xx2 ) could 
end up at leaf L. There will only be one such x (proven below) and that one x is X1. 
Assume that x and x', get enumerated in the above recovery algorithm. Since 
P(xx2, xx2 ) and P(x'x2 , x'x2 ) both end up at L, by a basic theorem in communica-
tion complexity [34, Proposition 1.14], the inputs (xx2 , x'x2 ) and (x'x2, xx2 ) will 
end up at L. Hence DISJ(x, x') DISJ(x2, x2 )-::/= 01. Since DISJ(x2, x2 ) = 1 we have 
DISJ(x, x') = 1. We also get DISJ(x', x) DISJ(x2 , x2 ) ":f. 01. Since DISJ(x2 , x2 ) = 1 
we have DISJ(x', x) = 1. Since x and x' are disjoint sets and x' and x are disjoint 
sets, x = x'. I 
THEOREM 10.4. D(/ 3) ~ 2D(f)+3D(SELECT(f2)). 
Proof For this theorem we use the definition (x1x2 , y 1 y2 , b1b2 ) E SELECT(/2) 
if f(x1, yi) = b1 or f(x2, y2 ) = b2 and b1 -::/= b2 • This is easily seen to be equivalent to 
the usual definition. We present a protocol for f 3 which transmits at most 
2D(f)+3D(SELECT(j2)) bits. Assume Alice has x1x2x3 and Bob has y 1 y 2 y 3 • For 
i, j E {1, 2, 3} and i < j, Alice with inputs X;, xj and Bob with inputs y;, yj run the 
protocol for SELECT{/2) and produce output b),j, bL. For each i, observe that 
Alice and Bob predict f(x;, y;) exactly twice while running SELECT(/2) thrice. 
Since the output of the SELECT{/2) protocol is limited to 01 or 10, it must be the 
case that for some i, the two predictions of Alice and Bob on f(x;, J;) do not 
match. Without loss of generality, let us assume that the mismatch happens for 
i = 1. Now Alice and Bob compute f(x1, y1) by exchanging at most D( f) bits. 
Without loss of generality, let us assume that b~. 2 -::/= f(xt> y 1 ). Knowing this, Alice 
and Bob will correctly conclude that f (x2, ri) = b~. 1• Finally, Alice and Bob 
compute j(x3 , y3 ) by exchanging at most D{f) bits. I 
COROLLARY 10.1. If DSC holds then D(SELECT(f2));;::: ~ D{f)-0(1). 
11. OPEN PROBLEMS 
The most important open problem is to resolve ENC. As a first step, it is impor-
tant to resolve ELC. We restate it along with some weaker versions: 
I. If f: {O, 1 }" x {O, 1 }"-+ {O, 1} then D(ELIM(fk));;::: Q(10~~-~> ), 
2. If j: {O, 1} 11 x {O, 1 }"-+ {O, I} then D(ELIM(fk)) = Q( jD(7) ), 
3. For all monotone functions f, D(ELIM{fk)) = D(/)-0(1) (or weaker 
lower bounds), 
4. For all graph properties f, D(ELIM{fk)) = D{f)- 0(1) (or weaker lower 
bounds), 
5. For all properties f invariant under some group G, D(ELIM(fk)) = 
D(f)-0(1) (or weaker lower bounds). 
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