The positivity of the Patterson function is used as prior information for the decomposition of a powder diffraction pattern. An automatic procedure is described which, integrated with the Le Bail method, is able to provide estimates of IFI values that are often remarkably better than those obtained by application of standard techniques. The procedure, implemented in a computer program, has been applied to a set of test structures (experimental data); the results show that, particularly for structures with some heavy atoms, the new estimates of the structure-factor moduli are far better (on average) than those obtained via the default application of EXTRA [Altomare et al. (1995) . J. Appl. Cryst. 28,[842][843][844][845][846].
Introduction
In papers I-III of this series, we have shown that as soon as some additional information becomes available, it can be used for improving, via the Le Bail algorithm (Le Bail et al., 1988) , the estimates of the Bragg intensities. Among the different types of information, four of them were indicated as capable of improving the diffraction pattern decomposition.
Preferred orientation
Such information may often be obtained Peschar et al., 1995; Altomare, Burla et al., 1996) via a suitable statistical analysis of the current integrated intensities.
Pseudotranslational symmetry
Even this type of information is available from the analysis of the current structure-factor moduli. The use of pseudotranslational symmetry as prior information for better powder-pattern decomposition has been described in paper II.
The positivity of the electron density through the Patterson function
When considered in reciprocal space, such a property leads to the use of the joint probability distribution functions for estimating the IFl's. Such techniques have been described in paper III. The main aim of this paper is to exploit, in direct space, the expected positivity of the Patterson function.
A partial structure
This information is available when a reliable molecular fragment has been located. This last point will be the subject of a further paper.
In papers I-III we also described a cyclic procedure in which, after a first pattern decomposition performed by the program EXTRA, the current intensities are statistically analyzed by SIRPOW.92 . If some useful information is obtained, this is back-transferred to EXTRA in order to obtain improved pattern decomposition. A few cycles are enough to drive diffraction moduli to significantly better values. In this paper, we will exploit, in direct space, the positivity of the Patterson function to obtain improved pattern decomposition through a cyclic procedure similar to that just described for the other types of information.
Use of the Patterson information
In a pioneering paper, David (1987) suggested two techniques for improving powder-pattern decomposition based on maximizing the entropy of the Patterson function under the constraint of the measured intensities and squaring the Patterson map (Sayre, 1952) . This second technique was used with satisfactory results by Estermann et al. (1992) and by Estermann & Gramlich (1993) . The procedure, called FIPS (fast iterative Patterson squaring), enabled the authors to succeed in an ab initio crystal structure solution of a zeolite. Since our procedure is related to FIPS it is worth mentioning the main steps of FIPS: (i) A Patterson map P(u) is calculated from equipartitioned data (for severely overlapping reflections). (ii) Negative values are set to zero and the squared P'(u) map is obtained. (iii) Back Fourier transformation of P'(u) provides updated diffraction intensities which are shifted away from the original equipartitioned data. (iv) Since the shifts are too small, they are exponentially increased by an empirical extrapolation. (v) The cycle (i)-(iv) is repeated several times until convergence is obtained. Our procedure has the following steps: (i) EXTRA derives IFI2's from the pattern analysis in default conditions (termed IFd~). No equipartition is made for overlapping reflections.
(ii) A Patterson map P(u) is calculated by SIRPOW.92. A modified map U(u) is obtained as follows: (a)o the origin peak (i.e. a sphere with radius equal to 2 A) is multiplied by 0.7. The reason for such a choice may be understood by looking at the reciprocalspace relation
The first contribution on the right-hand side of (1) arises from the origin peak inversion; the second comes from the interatomic peaks. Reducing the origin peak emphasizes the effects of the structural features present in the Patterson map. (b) A truncation criterion (instead of the squaring criterion) is used. All points of the map having a density less than (P) + a/n are set to zero, where (P) is the average value of the Patterson density, tr is the standard deviation of the map and n is the current cycle number. In the first cycle of the procedure, all the points with density lower than (P) + tr are set to zero; this is equivalent to taking into account the main peaks of the Patterson map. In the next cycles, when better Patterson maps can be calculated, weak peaks are also considered.
(iii) Back transformation of P'(u) provides updated diffraction intensities. These are compared with default values obtained by EXTRA to obtain a new list of IFhl 2, according to the following criteria: (a) the intensities calculated by EXTRA in default conditions for nonoverlapping reflections are restored; (b) the following condition is applied to overlapping reflections: mhlFhl 2 = ~ mhlFhl 2.
(2) h h Two reflections at Bragg angles 201 and 202 are considered to be overlapping if 1201 -2021 < TR x FWHM, where FWHM is the full width at halfmaximum for that 20 range. TR is a threshold factor that has been assumed to be equal to 0.7 for X-ray data and 0.5 for neutron data.
(iv) The procedure returns to step (ii) for the next cycle.
As soon as the last cycle has been executed, the resulting [Fhl values (IFhl,) are used as a starting set for the final application of EXTRA. Such a supplementary step may be justified as follows. We observed in paper I that, firstly, EXTRA is SOLVING CRYSTAL STRUCTURES FROM POWDER DATA. IV Table 4 . For each test structure we compare RÜ, Rpseudo , Rprob , Rpatt , Rcomb As a final remark we emphasize that two variations to the procedure were also tested: (a) only nonoverlapping reflections were used for calculating the first Patterson map, and estimates for overlapping reflections were gradually obtained in the subsequent stages of the method by inverse Fourier transformation of the Patterson maps; (b) high-resolution reflections were not used in the calculation of the first Patterson map and were gradually estimated in the later stages of the procedure. Neither variation substantially improves the efficiency of the method and they are thus not considered in the next section.
Applications
The procedure described in the preceding section has been applied to the experimental powder patterns of the crystal structures quoted in Table 1 of Paper I. In Table 1 we give, for each pattern, the numerical values of R = ~ IlFtrue]-IFes, II x 100.
(3) ~ IFtruel
In (3), IFtruol is the true structure-factor modulus calculated from the published refined structure parameters. [Fest[ is the structure-factor modulus esti- It is worth discussing the convergence rate of the procedure. In Table 2 we show the RF values obtained cycle by cycle by our procedure (from RD to RL) for NBPO. It can be observed that the convergence is smooth and fast. A similar trend is obtained for all the other test cases. In general, five to six cycles secure convergence for the process.
Further insight into the efficiency of the decomposition process can be gained from Table 3 , where, for a cluster of overlapping reflections of NBPO, the Miller indices, the 20 positions with the scaled IF, fuel, IFIo and IFIF values are shown. It appears that the IFIF estimates are more accurate than the [FIo estimates, thus confirming that the modification of the Patterson map is a source of valuable additional information.
We have shown in papers I-III that smaller values of R improve the efficiency of the triplet relationships and increase the size of the molecular fragments found at the end of the crystal structure solution process. For the sake of brevity, we will not repeat such tests here. We prefer to consider briefly the results obtained via the different methods described in papers I-III and compare them with those described in this paper. In Table 4 we show, for each test structure, Ro (relative to default EXTRA estimates), Rpseudo (relative to estimates obtained by exploiting the pseudotranslational symmetry as prior information; see paper II), Rprob (relative to the estimates obtained by exploiting the structure-factor distributions as prior information; see paper III), Rpatt (results obtained in this paper) and Rtrue (relative to the estimates obtained by using the true ]FI values as input for EXTRA; see paper I).
Even if Rtrue cannot be calculated in the usual crystallographic work (that is, in absence of the complete structural information), it may be considered as the lowest limit which the various methods can approach. We note the following. (a) Rpseudo can only be applied when some pseudotranslational symmetry is present. If this is not negligible, the performance of the method described in paper II can be excellent: i.e. Rpseudo is smaller than Rprob and Rpatt for AGPZ. (b) The methods described in paper III and in this paper can always be applied, irrespective of whether the structure is an equal-atom structure. The two methods are strongly correlated (the first works in reciprocal space, the second in direct space), but do not give identical results. We show in Table 5 for each test structure the correlation factor (CORRpatt-prob) between the FL values obtained by the two methods. They are always greater than 0.85, and sometimes greater than 0.95, thus proving the equivalence between direct-and reciprocal-space techniques. Often, Rpatt < Rprob , suggesting some greater efficiency (on average) of the method described here. (c) When pseudotranslational symmetry is present, prior information is correlated with the use of the Patterson map. This is obvious if one considers that the largest peaks in the Patterson map will correspond to pseudotranslational vectors. In Table 5 we show for each test structure the correlation factor (CORRpatt_pseudo) between the Fir values obtained by the two methods. Since the correlation factors are not unitary, a simple final step could involve the calculation of the average of the three correlated IFl's. Since probabilistic and Patterson techniques always work, independently of the presence and of the amount of pseudotranslational symmetry, we prefer to average only the IFl's estimated by them.
The R values corresponding to such an average are shown in Table 4 as Rcomb. When CORRpatt_prob is not high, then a gain in the accuracy of the F estimates is obtained.
