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We study secure message-passing in the presence of multiple adversaries in modular networks. We assume a
dominant fraction of nodes in each module have the same vulnerability, i.e., the same entity spying on them. We
find both analytically and via simulations that the links between the modules (interlinks) have effects analogous
to a magnetic field in a spin system in that for any amount of interlinks the system no longer undergoes a
phase transition. We then define the exponents δ, which relates the order parameter (the size of the giant secure
component) at the critical point to the field strength (average number of interlinks per node), and γ, which
describes the susceptibility near criticality. These are found to be δ = 2 and γ = 1 (with the scaling of the
order parameter near the critical point given by β = 1). When two or more vulnerabilities are equally present
in a module we find δ = 1 and γ = 0 (with β ≥ 2). Apart from defining a previously unidentified universality
class, these exponents show that increasing connections between modules is more beneficial for security than
increasing connections within modules. We also measure the correlation critical exponent ν, and the upper
critical dimension dc, finding that νdc = 3 as for ordinary percolation, suggesting that for secure message-
passing dc = 6. These results provide an interesting analogy between secure message-passing in modular
networks and the physics of magnetic spin-systems.
As our world becomes more interconnected, the need
to pass messages securely has gained increasing impor-
tance [1]. The recently developed applications of statis-
tical physics of networks to anonymous browsing net-
works [2] and secure message-passing [3] promises an
interesting new direction of security based on network
topology. One application is internet routers, which form
a physical communication network with nodes belonging
to specific countries that can eavesdrop on information
passing through their routers [4]. Whether information
can be transferred through such a communication net-
work securely and effectively is strongly dependent on
the frequency and structural network properties of vul-
nerabities e.g. nodes belonging to a malicious country in
the aforementioned example. In this Letter we general-
ize the framework of “color-avoiding percolation” (CAP)
[3, 5] to study a more realistic case of secured message
passing in a communication network with a given com-
munity structure and different classes of adversaries (vul-
nerabilities).
In CAP each node in the network is assigned a specific
color. A path between two nodes is considered to avoid
a particular color (i.e., is secure from that color) if no
nodes of that color exist along the path (not counting its
endpoints). If between two given nodes there is for each
color at least one path avoiding that color, the two nodes
are considered securely connected. Equivalently, only
nodes that can communicate such that no single color
exists on every path between them are considered secure.
Here we consider CAP on networks with given com-
munity structure, a realistic case for many networks [6–
12]. Continuing the above example of internet routers,
in each country most of the routers presumably belong
to that country with a smaller number of routers belong-
ing to other countries [3, 13, 14]. To study the commu-
nity structure we use the stochastic block model [15, 16],
where each community is recognized as a ‘block’ in an
adjacency matrix, and assign a certain color to dominate
each module. This imposes correlations on the distri-
bution of colors in the network, naturally modeled as a
modular network.
For simplicity, we demonstrate our model and results
on a network with two communities having an internal
average degree kI and an external average degree kE [17].
We begin by assuming (for simplicity but without loss
of generalization) that there are two colors with a single
dominant color (Cd = 1) occupying a fraction q nodes of
each module and the remaining fraction 1 − q being of
the other color (see Fig 1a) [18]. This same framework
can be used to describe networks where the links are cor-
related by color (See SM). To identify the giant secure
component (GSC), we find the standard giant component
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FIG. 1. Illustration of the model (color online). In order for two
nodes to be securely connected, they must have at least one path
between them that avoids each color. In (a) we show the case
of two colors, C = 2, with a single dominant color, Cd = 1, in
each module with q = 0.8. In (b) we demonstrate the case of
Cd = 2 (total number of colors, C = 4) again with q = 0.8. For
this case each dominant color occupies only q/Cd = 40% of its
respective module.
under the removal of nodes of a single color, and then
add back nodes of the removed color which have a direct
link to the largest component (reflecting the assumption
that the endpoints of every path are secure) [3]. This is
done for each color and then the intersection of all these
components is the GSC.
To solve our model analytically, we adopt the gener-
ating function framework defining g0(z) =
∑
k pkzk as
the generating function of the variable k with pk being
the probability of a node having k links [19, 20]. For
our model we have generating functions for the internal
and external connections defined by g0kI (z) and g0kE (z)
respectively. For the case of 2 colors, we must find: u1,0,
the likelihood that a link fails to avoid the color domi-
nant in its module; u0,1, the likelihood that the link fails
to avoid the color dominant in the other module; and u1,1,
the likelihood that the link does not avoid either of the
two colors. We then assume that the sender and receiver
nodes are secure, by taking g0kI (ui, j)g0kE (u j,i), which adds
back nodes with a direct link to the giant component
in both the internal and external modules. Naively one
might think that to find the size of the GSC, S c, one could
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FIG. 2. Normalized size of the GSC, S c, as a function of
dominance, q, for a network with 2 modules having Erdo˝s-
Re´nyi structure, a single dominant color in each module, fixed
kI = 4, and increasing levels of kE . The lines, representing
theory according to Eqs. (1) and (2), show excellent agree-
ment with simulations (symbols) on systems of size N = 106
nodes. For the case kE = 0, we observe a phase transition as the
level of dominance reaches the critical point qc = 0.75, while
for non-vanishing kE no phase transition occurs. Due to the
model symmetry for 2 modules, we also observe a transition at
1 − qc = 0.25.
merely take 1 − g0kI (u1,0)g0kE (u0,1) − g0kI (u0,1)g0kE (u1,0)
i.e., take the conjugate of the probability that a randomly
chosen node fails to avoid both colors. However, this
neglects the fact that some nodes fail to avoid either
color. To deal with this overcounting we must add back
g0kI+kE (u1,1) in accordance with the inclusion-exclusion
principle [21]. Thus, we obtain
S c = 1 − g0kI (u1,0)g0kE (u0,1) (1)
− g0kI (u0,1)g0kE (u1,0) + g0kE+kI (u1,1).
To solve Eq. (1) we need to calculate the probabilities ui, j
which, for Erdo˝s-Re´nyi topologies of internal and exter-
nal connections, are obtained by solving self-consistently
the system
u1,0 = q + (1 − q)e−kI (1−u1,0)−kE (1−u0,1)
u0,1 = (1 − q) + qe−kI (1−u0,1)−kE (1−u1,0) (2)
u1,1 = qe−kI (1−u0,1)−kE (1−u1,0) + (1 − q)e−kI (1−u1,0)−kE (1−u0,1).
Results comparing the above theory to simulations are
shown in Fig. 2.
We find from Fig. 2 that only in the case where kE = 0
does the system undergo a phase transition at the critical
point qc = 1 − 1/kI [5], while for any kE > 0 there is
2
FIG. 3. Critical scaling and higher-order transitions (color
online). (a) Scaling of S c as a function of kE at the critical
level of dominance qc = 0.75 with kI = Cd/(Cd − 0.75). For
Cd = 1 we obtain δ = 2, whereas for Cd > 1 we find δ = 1.
(b) Shown is the CAP analogue of the magnetic susceptibility
near criticality as kE → 0. We take the difference between the
curves for S c with kE = 0 and kE = 10−6. For Cd = 1 we find
γ = 1, whereas γ = 0 for Cd > 1. The latter result suggests
that the system undergoes higher-order phase transitions [23]
for more than two dominant colors.
always some fraction of nodes in the secure component.
This is because even if one of the two modules disin-
tegrates when the dominant color is removed from it,
there always exists a finite fraction of its nodes which
can communicate securely through external links to
the other module. Thus kE > 0 removes the transition
by making the disconnected phase unreachable, just as
an external magnetic field of magnitude H does with
respect to the disordered phase in the Ising model [22].
In what follows we further support, both analytically
and by extensive simulations, this intriguing analogy
between spin models and secure message-passing on
modular networks.
We now investigate the scaling relations of our model
with S c, q, and kE as the CAP analogues of total magne-
tization, temperature, and the external field respectively.
We note that for the case Cd = 1, namely the case of a
single dominant color in each module, the exponent β,
defined by S c(qc) ∼ (q − qc)β, is given by β = 1 [3]. We
will now measure δ, which defines the scaling of the or-
der parameter with the external field. In our analogy this
is given by
S c ∼ k1/δE . (3)
For Cd = 1 we obtain δ = 2 (Fig. 3a). Thus, in this case,
increasing external connectivity is more beneficial near
the critical point since 1 = β > 1/δ = 12 .
We next consider the analogue of the magnetic suscep-
tibility, which satisfies the scaling relation(
∂S c
∂kE
)
kE→0
∼ |q − qc|−γ. (4)
Using Eqs. (1) and (2), we find (Fig. 3b) γ = 1 for Cd =
1. We note that the exponents obtained (δ = 2, γ = 1, and
β = 1) are consistent with Widom’s identitiy δ− 1 = γ/β
[24].
The numerical results above can also be found analyti-
cally by expanding for kI near its critical value, kI = 11−qc .
By defining x1,0 ≡ 1−u1,0 and x0,1 ≡ 1−u0,1 and expand-
ing Eq. (2) to leading orders in x1,0 and kE , we obtain
x1,0 = qc − q +
√
(qc − q)2 + 2kE x0,1
k2I
. (5)
It follows that δ = 2, as x1,0 scales with the square root
of kE , and γ = 1 as can be found by taking the derivative
of Eq. (5) with respect to kE .
Having discussed the case of a single dominant color,
we now study the case of multiple colors (Cd > 1) shar-
ing dominance in a single community as depicted in Fig.
1b. Each of these dominant colors will occupy a fraction
q/Cd of the module. Following logic similar to that used
for Cd = 1, the GSC in this case can be found by
S c =
Cd∑
i=0
Cd∑
j=0
(−1)(i+ j)
(
Cd
i
)(
Cd
j
)
e−kI(1−ui, j)−kE(1−u j,i) (6)
where the probabilities ui, j satisfy the system of self-
consistent equations
ui, j = i
q
Cd
e−kI(1−ui−1, j)−kE(1−u j,i−1)
+ j
1 − q
Cd
e−kI(1−ui, j−1)−kE(1−u j−1,i)
+
(
1 − i q
Cd
− j1 − q
Cd
)
e−kI(1−ui, j)−kE(1−u j,i) (7)
with i ≤ Cd, j ≤ Cd, and u0,0 = u0,−1 = u−1,0 ≡ 1. For
kE = 0 we recover the equations of Krause et al. [3, 5].
In contrast with the results for Cd = 1, we find that for
every Cd ≥ 2 the critical scaling exponents are given by
γ = 0 and δ = 1 (Fig. 3) which define a novel universal-
ity class. These results, together with the exponent β, in
this case given by β = Cd [5], suggest that for more than
one dominant color the system undergoes higher-order
phase transitions. To verify this claim, we evaluate the
higher-order derivatives of S c with respect to kE , the first
3
of which is given by∂2S c
∂k2E

kE→0
∼ (q − qc)−G, (8)
where G satisfies the generalized scaling relation G =
β
(
Cdδ − 1) [23]. In particular, for Cd = 2 we expect an
exponent G = 2, which we confirm with numerical re-
sults (see SM). For Cd ≥ 3, Eq. (8) breaks down and we
obtain G = 1. To the best of our knowledge the present
study represents the first time that this novel universality
class with higher-order transitions is observed in perco-
lation type systems with the higher-order scaling expo-
nents defined and measured.
Finally, we can indirectly evaluate νdc, where ν is the
scaling exponent of the correlation length at criticality
and dc is the upper critical dimension of CAP [25]. We
do this by analyzing how the size of the GSC, NS c(qc),
scales at criticality with the number of nodes N in the
absence of external connections (i.e., kE = 0). This gives
us νdc as follows: We know [24] that S c ∼ (q − qc)β,
the correlation length ξ ∼ |q − qc|−ν near criticality, and
N ∼ ξdc at criticality. Combining all these gives S c ∼
N−β/νdc or equivalently NS c(qc) ∼ N1−β/νdc . Recalling
that β = Cd [3], by measuring NS c(qc) for varying N, we
can find νdc. In Fig. 4 we carry out this simulation for
different Cd and obtain νdc = 3, most likely with ν = 12
and dc = 6 as for classical percolation on Erdo˝s-Re´nyi
networks.
This can be understood as follows: The scaling of
S c(qc) ∼ NS 1(qc)S 2(qc)...SCd (qc) = NNCd NS 1(qc) ×
NS 2(qc)...×NSCd (qc), where S 1(qc), ..., SCd (qc) represent
the scaling of the size of the component avoiding color
1...Cd. Each S 1(qc), ..., SCd (qc) scales like an Erdo˝s-
Re´nyi network [3] with NS 1(qc), ...,NSCd (qc) ∼ N2/3.
If we rearrange and substitute this into our expression
above we obtain S c(qc) ∼ NNCd N2/3 × N2/3... × N2/3 and
finally
S c(qc) ∼ N1−CdN
2Cd
3 = N1−Cd/3. (9)
This can then be set equal to N1−β/νdc to obtain the nu-
merical result νdc = 3.
This constant value of νdc combined with the increas-
ing value of β as the number of colors increases, leads
to the rather surprising behavior of Fig. 4 where the size
of the largest cluster, NS c(qc), decreases with the system
size N, when Cd > 3. We explain this effect by noting
that for a node to be in the secure component it must
be in the intersection of the components avoiding each
color. The likelihood of avoiding any single color scales
with N−1/3, such that when two colors must be avoided
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FIG. 4. Size of the secure component at criticality (color on-
line). The points represent averages over at least 400 simula-
tions, while the dashed lines represent slopes of 1 − Cd/3 as
predicted in Eq. (9). For all Cd we observe excellent agreement
between these predictions and the simulations.
the scaling is N−1/3 ×N−1/3, and so on for additional col-
ors. Once more than three colors must be avoided, the
decreasing likelihood of being in all of the colors over-
powers the linear growth of the system size leading to the
observed decrease. Further, this suggest that at criticality
the system has vanishing fractal dimension for Cd = 3,
and increasingly negative fractal dimension for Cd > 3
[26]. We stress that the surprising values of vanishing
and negative fractal dimension is unprecedented in the
context of percolation on networks. For instance, in clas-
sical percolation on scale-free networks, β increases as
the degree-distribution becomes broader [27, 28], but this
increase is counteracted by the simultaneous increase of
the upper critical dimension, thus the fractal dimension
remains positive.
Finally, our results also suggest the breakdown of the
scaling relation νdc = 2β+γ [24] forCd > 1 since νdc = 3
for all Cd but 2β + γ = 2Cd (for Cd > 1) which increases
with Cd. This scaling relation originated from the dis-
tribution of finite clusters at criticality scaling with an
exponent τ < 3 [24]. Its failure here implies that for
color-avoiding percolation with Cd > 1, τ ≥ 3. This
can be understood based on previous results on the bi-
component, which is less restrictive than color-avoiding
percolation, where it was shown that there are no large fi-
nite size bicomponents, rather only a giant bicomponent
can exist [29].
In summary, our results maps the study of secure mes-
sage passing between nodes in modular networks to the
statistical physics of Ising models with a magnetic field.
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Previous attempts to introduce the idea of a field into per-
colation relied on a ghost site [30], to which every node
connects with some probability H and thus allowing it to
remain functional even if it is separated from the ‘rest’
of the largest cluster. Here we obtain the field exponents,
δ and γ, naturally as a result of the realistic effects of
modules rather than from the artificial introduction of a
ghost site. Further, we find novel universality classes, the
breakdown of a known scaling relation and higher-order
phase transitions. This work highlights the potential for
incorporating the idea of an external field into complex
systems and shows how this idea can be used to shed
light on the fundamental physics of the system.
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