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Abstract
The purpose of this article is to introduce projective geometry over composition algebras: the analogue
of projective spaces and Grassmannians over them are defined. It will follow from this definition that the
projective spaces are in correspondence with Jordan algebras and that the points of a projective space
correspond to rank one matrices in the Jordan algebra. A second part thus studies properties of rank one
matrices. I also give an explicit description of the simply-connected Chevalley group of type E6 over the
integers.
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0. Introduction
This paper initiates a wider study of geometry over composition algebras. Let k be a commu-
tative field and let Rk,Ck,Hk,Ok denote the four split composition algebras [Jac 58] over k, so
that Rk  k,Ck  k ⊕ k,Hk  M2(k), and Ok is a non-associative 8-dimensional algebra over k
(see Section 1). The general question I address is to what extent classical algebraic geometry
over k generalises from k to composition algebras.
The usual projective algebraic varieties over k are thought of as varieties over Rk , and I want
to understand analogs for Ck,Hk , and even Ok . For example, in this article, I study “projective
spaces” PnA over composition algebras. In [Zak 93], it is shown how rich the geometry of these
“projective spaces” is, the varieties PnA sharing many common properties with Pnk .
In general, the octonionic analogues of algebraic varieties over k are homogeneous under an
exceptional algebraic group. For example, the Ok-version of the usual projective plane P2k is ho-
mogeneous under a group of type E6 over k. The analogy between this somewhat mysterious
E6-variety and a well-understood projective plane allows one to understand better the geome-
try of this variety, as well as some representations of this group, which can be thought of as
PGL3(Ok).
Along with these geometric and representation-theoretic motivations for studying varieties
defined over composition algebras, there is an algebraic one. Namely, the varieties that we will
meet in this context can be defined in terms of algebraic structures (such as Jordan algebras,
structurable algebras, and exceptional Lie algebras). As I want to show, these algebraic structures
correspond to maps defined naturally in terms of geometry over composition algebras. This gives
new insight on these algebras.
There are many different situations where one could hope applying this general philosophy to
get new geometric or algebraic results. I already know two striking examples where this program
works very well. Because they are simple enough to explain here, let me present them briefly. The
first is about Mukai flops. Let Pnk be the usual projective space over k. If x ∈ Pnk and α ∈ T ∗x Pnk
is a non-vanishing cotangent form, call h the unique hyperplane of Pnk such that α vanishes on
Txh ⊂ TxPnk . Let y ∈ (Pnk)v be the point in the dual projective space corresponding to h. There
is a natural way to associate to (x,α) an element β ∈ Ty(Pnk)v. We therefore get a rational map
T ∗Pnk  T ∗(Pnk )
v, (x,α) → (y,β). This is an example of a Mukai flop.
As I show in [Cha 06a], all of this remains true if one replaces Pnk with one of the projective
spaces PnA studied in this article. This allows to understand the flop T
∗G/P1  T ∗G/P6 (here
G denotes a group of type E6 and P1,P6 are the parabolic subgroups corresponding to the
roots α1, α6, with Bourbaki’s notations) as something very similar to the previous Mukai flop.
Moreover, the flop T ∗Pn  T ∗(Pn )v can be described in purely Jordan-theoretic terms. ThisA A
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and birational algebraic geometry.
The second example deals with quadrics. If M is a symmetric non-degenerate matrix of order
n + 1 with coefficients in k, then M defines a smooth quadric Q in Pnk . The dual variety Q∗ ⊂
(Pnk )
v of Q (that is, the variety of all tangent hyperplanes) is the smooth quadric in (Pnk )v defined
by the matrix M−1. I will explain in forthcoming work [Cha 06b] that similarly, in the Jordan
algebra Hn+1(A) of Hermitian matrices of order n + 1 with coefficients in A, an invertible
element defines a codimension one subvariety of PnA, which I call a Hermitian quadric. I will
show that the dual variety (in a suitable sense) of the Hermitian quadric defined by M is the
Hermitian quadric in (PnA)
v defined by M−1, exactly as in the caseA= k. This gives a geometric
understanding of the algebraic map M → M−1.
Let me now describe the contents of this work. The present paper starts with the simplest
projective variety: the projective space. The two main problems are:
• define the varieties PnA and see if there is a map An+1  PnA generalising the quotient map
kn+1  Pnk ,
and because PnA is supposed to be a (usual) projective variety over k,
• give a natural embedding PnA ⊂ PNk .
In case A is associative, to define intrinsically the varieties PnA, or more generally Grass-
mannians over A, I consider in Section 2 a variety of certain submodules of An+1, defined in
very close analogy to the usual Grassmannians. Propositions 2.1 and 2.2 identify the intrinsic
geometry of these Grassmannians over A.
On the other hand, I show that there is always a very natural projective embedding PnA ⊂
PHn+1(A). Elements of PHn+1(A) will lie in PnA if and only if they have “rank one.” In the
literature, there are many (equivalent) definitions of rank one elements in a Jordan algebra (recall
that Hn+1(A) has a structure of Jordan algebra). The most general definition [FK 94] is to say that
an element has rank one if and only if it is a scalar multiple of a primitive idempotent I , where I
is idempotent if I 2 = I and primitive if it is not the sum of two idempotents. In Euclidean Jordan
algebras over the real numbers (Euclidean Jordan algebras are those such that the quadratic form
(M,N) → tr(M ∗ N) is positive-definite, if tr denotes the trace), rank one elements are defined
in [Har 90] as elements M such that M2 = tr(M).M . For cubic Jordan algebras, we can define
rank one elements as those such that M = 0.
In Section 3, I give one more definition which uses the quadratic representation of a Jordan
algebra (Definition 3.1). The first advantage of this definition is that it works for all semi-simple
Jordan algebras, of any rank, Euclidean or not, and even in characteristic two. The second ad-
vantage, on the geometric level, is that it defines the subvariety PnA ⊂ PHn+1(A) as a scheme,
meaning that the equations of Definition 3.1 generate the ideal defining PnA in PHn+1(A).
I show that different possible definitions of “rank one” are equivalent (see Theorem 3.1).
Moreover, the connection with the structure group of the Jordan algebra is described. In case
A is associative, the embedding PnA ⊂ PHn+1(A) allows to define a map ν2 :An+1  PnA ⊂
PHn+1(A) which has all the expected properties of a quotient map An+1  PnA (Subsec-
tion 3.4).
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its automorphism group is shown to be the Chevalley group of type E6 over Z (see Theorem 4.1).
The result is known over a field [Spr 73,Fau 70] and its proof needs deep results on J-structures
and Jordan algebras. By contrast, my proof, using the combinatorics of the 27 lines on a smooth
cubic surface, not only works over the integers but is also very short and elementary.
The projective plane over the division octonions with real coefficients has been studied exten-
sively [Tit 53,Fre 54]; a more general construction is given in [Fau 70]. Here, I explain the new
point of view of the generalised Veronese map (Theorem 4.2). This theorem shows that the map
ν2 :O
3
k  PH3(Ok) no longer has the nice properties of the analogue for associative composi-
tion algebras, and shows the limit of the notion of “homogeneous coordinates” on this plane. In
fact, the image by ν2 of a general triple of octonions is in H3(Ok) but not in P2O, and there are
elements in P2
O
which are not in the set-theoretic image of ν2.
1. Background on composition algebras
The split composition algebras have a model over Z [Jac 58]: the ring HZ is the ring of 2 × 2-
matrices with integral entries. The norm of a matrix A is Q(A) = detA and the conjugate of
A = ( a1,1 a1,2a2,1 a2,2 ) is the matrix A = ( a2,2 −a1,2−a2,1 a1,1 ). The rings CZ and RZ are respectively the subrings
of diagonal and homothetic matrices. The ring OZ may be constructed via Cayley’s process: it is
the ring of couples (A,B) of matrices with product (A,B) ∗ (C,D) = (AC −DB,BC +DA),
conjugation (A,B) = (A,−B) and norm Q(A,B) = Q(A) + Q(B). Therefore, RZ and CZ
are commutative. For k a field and A ∈ {R,C,H,O}, we set Ak =AZ ⊗Z k. We note 〈x, y〉 =
Q(x + y)−Q(x)−Q(y) and Re(z) = 〈z,1〉 (therefore Re(1) = 2).
Notation 1.1. A composition algebra over a unital commutative ring R is one of the following
algebras: RR,CR,HR,OR .
We fix once for all some elements in Hk : e =
( 1 0
0 0
)
, f = ( 0 00 1 ), h = ( 0 11 0 ).
In the sequel, many arguments will use the fact that the isotropic linear spaces for Q can be
described using the algebra; namely, for z ∈A, we denote L(z) (respectively R(z)) the image of
the left (respectively right) multiplication by z in A, denoted Lz (respectively Rz).
Proposition 1.1. Let k be any field and let A be a composition algebra over k different from Rk .
Let z, z1, z2 ∈A− {0} with Q(z1) = Q(z2) = 0.
• If Q(z) = 0, then L(z) = R(z) =A.
• If Q(z) = 0, then L(z) and R(z) are maximal (i.e. of dimension dimkA/2) isotropic linear
subspaces of A. They belong to different connected components of the variety of maximal
isotropic subspaces.
• z2 ∈ L(z1) ⇔ z1 ∈ L(z2) ⇔ z1z2 = 0.
For example, this proposition implies that if 0 = z1, z2 ∈ Hk and Q(z1) = Q(z2) = 0, then
the dimension of L(z1) ∩ L(z2) is either 2 (i.e. L(z1) = L(z2)) or 0, depending on the fact that
z2 ∈ L(z1) (or equivalently z1 ∈ L(z2)) or not.
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reader. Let α = dimA/2. The composition algebras are alternative [Sch 66], which means that
∀x, z ∈A, z(zx) = (zz)x. Therefore, z(zx) = Q(z).x, or Lz ◦Lz = Q(z).Id.
Thus, Q(z) = 0 if and only if Lz is invertible if and only if Rz is. Moreover, the kernel of
Lz is made of elements t such that Rt is not invertible; therefore it is included in the quadric
{Q = 0}. Since Q(zx) = Q(z).Q(x), if Q(z) = 0, then we have also L(z) ⊂ {Q = 0}. Since
dimL(z) + dim kerLz = dimA = 2α and an isotropic subspace has maximal dimension α, it
follows that dimL(z) = dim kerLz = α. The rest of the proposition is easy. 
The octonionic case is related to the triality principle. The following proposition was proved
in [BS 60] using a description of Spin8 involving octonions.
Proposition 1.2. If A = Ok , the maps L and R induce isomorphisms from the projective 6-
dimensional quadric defined by Q and the two connected components of the Grassmannian of
maximal isotropic spaces. Let x, y ∈ Ok such that Q(x) = Q(y) = 0.
• dim(L(x)∩L(y)) 2 ⇔ dim(R(x)∩R(y)) 2 ⇔ 〈x, y〉 = 0.
• If dimL(x) ∩ L(y) = 2, then L(x) ∩ L(y) = Lx[L(y)] = Ly[L(x)], and R(x) ∩ R(y) =
Rx[R(y)] = Ry[R(x)].
• xy = 0 ⇔ dimL(x)∩R(y) = 3.
Proof. Let G±(4,Ok) denote the two connected components of the variety of maximal isotropic
subspaces of {Q = 0} in Ok . The maps L and R are defined over k. Their inverses, which will be
described below, also. So, to prove the proposition, we can assume that k is algebraically closed.
First, let x0 =
(( 1 0
0 0
)
,
( 0 0
0 0
))
. We have L(x0) =
(( ∗ ∗
0 0
)
,
( ∗ 0
∗ 0
))
and R(x0) =
(( ∗ 0
∗ 0
)
,
( 0 ∗
0 ∗
))
. We
thus have L(x0)∩R(x0) = k.x0. Since for any x, z ∈ {Q = 0} with x = 0 and z = 0, dim(L(x)∩
R(z)) ∈ {1,3}, for generic x, z ∈ {Q = 0}, one has dim(L(x)∩R(z)) = 1, so L(x)∩R(z) = k.xz.
Let x ∈ {Q = 0} be such that for generic z ∈ {Q = 0}, L(x) ∩ R(z) = k.xz. By the following
Lemma 1.1, if y is such that L(x) = L(y), then there exists λ ∈ k such that Lx = λ.Ly , and so
x = λ.y.
Therefore, the fiber of [L] :P{Q = 0} → G+Q(Ok) over L(x) is only {[x]}: [L] is generically
injective. It follows that it is surjective, and the same holds for [R].
The previous argument is therefore valid for any [x] ∈ P{Q = 0}, and [L] and [R] are injec-
tive. We will now show that [L] is an isomorphism. If x, y ∈ {Q = 0} and y ∈ L(x), [y] = [x],
then L(x) ∩ L(y) = Vect(x, y). Therefore, given L(x) = Λ, the point [x] ∈ POk may be con-
structed as the intersection of the projective lines Λ∩L(y), for y ∈ Λ. This describes the inverse
of [L], which is therefore algebraic.
I have shown that [L] and [R] are isomorphisms. If dim(L(x) ∩ R(y)) = 3, then xy = 0,
because otherwise the rational map
G+(4,Ok)×G−(4,Ok)  POk,(
Λ+,Λ−
) → Λ+ ∩Λ−
would be defined at (L(x),R(y)). Fixing x, {y: dim(L(x) ∩ R(y)) = 3} and {y: xy = 0} are
isomorphic with P3, so they are equal, proving the third point.k
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〈x, y〉 = 0. Since the variety Qx = {y ∈ {Q = 0}: dim(L(x)∩L(y)) 2} is a hyperplane section
of the quadric {Q = 0}, we deduce Qx = {y: Q(y) = 0 and 〈x, y〉 = 0}.
Finally, the identity z(zt) = Q(z)t yields x(yt) = 〈x, y〉t − y(xt), which implies that
Lx(L(y)) = Ly(L(x)) = L(x)∩L(y), if 〈x, y〉 = 0. 
Lemma 1.1. Let V,W be k-vector spaces, X ⊂ V a variety and f,g :V → W linear maps.
Assume:
• ∀x ∈ X − kerf,∃λ ∈ k: g(x) = λf (x).
• No quadric of rank four vanish on X.
• f has rank at least 2.
Then, ∃λ ∈ k: g = λf .
Proof. Choose a basis of W and let f1, . . . , fn, g1, . . . , gn be linear forms such that f = (fi),
g = (gi). Then the minors figj − fjgi vanish along X, so they vanish on V . The lemma fol-
lows. 
2. Grassmannians on associative composition algebras
In this section, we assume A is associative.
2.1. Definition
An element in the Grassmannian of r-planes on k (= Rk) is a k-vector space of dimension r .
But if dimkA 2, A is not a field, and this definition does not make sense anymore. However,
we can define GA(r, n) as the set of all free right A-submodules of An of rank r , that is the set
of submodules M of the form:
M :=
{
r∑
i=1
viλi, λi ∈A
}
,
with dimension dimA.r over k (vi is a n-uplet of elements in A). The freeness condition gener-
alises the fact that the zero vector in kn has no image in Pn−1.
Another possible definition, which gives a structure of closed variety, considers right A-
submodules of An of the right dimension:
G˜A(r, n) =
{
E ⊂An: dimk E = dimA.r and ∀λ ∈A,E.λ ⊂ E
}
.
We shall now study properties of these two sets. If V is a k-vector space and r an integer,
I denote G(r,V ) the Grassmannian of r-subspaces of V . Let G(r,n) denote G(r, kn). I will
show the following propositions.
Proposition 2.1. GH(r, n) = G˜H(r, n) ⊂ G(4r,Hnk ) is a smooth subvariety isomorphic to the
usual Grassmannian G(2r,2n).
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over, G˜C(r, n) is the union of min{n+1− r, r +1} connected components which are irreducible,
one of which is GC(r, n).
First, let us show the following lemma (if x is a real number, I denote [x]+ the least integer
greater or equal to x):
Lemma 2.1. Let E ⊂ Hnk such that ∀λ ∈ Hk,E.λ ⊂ E. Then there exist c = [ dimE4 ]+ vectors
v1, . . . , vc ∈ Hnk such that E =
⊕{vi.λ, λ ∈ Hk}.
Remark. Assuming the result, let 1 i  c be an integer and (vi,j )1jn the coordinates of the
vector vi . The kernel of the map Hk → Hnk , λ → vi.λ is trivial if one of the vi,j is invertible,
and is
⋂
j L(vi,j ) otherwise, by Proposition 1.1. Thus, it has even dimension by Proposition 1.1,
and the rank theorem shows that {vi.λ, λ ∈ Hk} has also even dimension. Thus, Proposition 2.1
shows that the dimension of such an E is even.
Proof. A large part of this proof holds for Ck ; for the moment A stands for Ck or Hk , and
accordingly we set α equals 1 or 2. I will precise which argument needs A= Hk .
Let πi :An →A be the projection on the ith factor, and pi the restriction of πi to E. If I is a
subset of {1, . . . , n}, let pI denote the products of the pi ’s for i ∈ I .
If there exists i such that pi has maximal rank 2α, then, choosing a vector v in E such that
vi = 1, we get an isomorphism
s :Hk ⊕
(
E ∩ {xi = 0}
)→ E,
(λ, x) → v.λ+ x,
so that we are done by an inductive argument. We thus suppose that no projection pi has maximal
rank. Since Im(pi) is preserved by right multiplication by A, by Proposition 1.1, it has rank 0
or α. In the first case, we can also use an inductive argument, therefore, we can suppose that any
projection pi has rank α.
This implies that for any couple (i, j) ∈ {1, . . . , n}2, F = p{i,j}(E) has dimension α or 2α. In
fact, pi |F has rank α and its kernel is preserved by right multiplication. If i and j are such that
p{i,j} has rank α, then pj |p{i,j }(E) is bijective, so that if ι denotes {1, . . . , n} − {i}, pι is injective,
and again we conclude by an inductive argument.
It is therefore sufficient to consider the case where any projection p{i,j} has rank 2α. Let i and
j be arbitrary. Since F = p{i,j}(E) is preserved by right multiplication, and since each projection
has rank α, there exist x, y ∈A such that F ⊂ L(x)×L(y); since dimF = 2α, we have equality.
The following argument works only forA= Hk . If z ∈ L(y), then L(z) = L(y), since we have
L(z) ⊂ L(y) by associativity. Moreover, sinceA= Hk , we can choose z ∈ L(y) such that z and y
are not proportional; this implies R(z) = R(x). Thus, eventually replacing y by z, we can assume
R(y) = R(x). This implies by conjugation L(y) = L(x). Thus these spaces are supplementary
and the mapping A→ F,λ → (x, y).λ is injective, proving that (x, y) is a generator of F . It is
enough to consider a vector which projection under p{i,j} is (x, y). 
Proof of Proposition 2.2. Let E ⊂ Cnk be preserved by right multiplication. Let us consider the
base e = ( 1 0 ), f = ( 0 0 ) of Ck . If v = (v1, . . . , vn) = (v+e + v−f, . . . , v+n e + v−n f ) ∈ E, then0 0 0 1 1 1
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denotes E ∩ (Cnk .e) (respectively E ∩ (Cnk .f )), then E = E+ ⊕E−.
If r+ and r− are integers between 0 and n with sum 2r , let G˜r+(r, n) denote the set of linear
spaces of the form E = E+⊕E−, with E+ ⊂ Cnk .e,E− ⊂ Cnk .f and dimE± = r±. Such a linear
space is preserved by multiplication by e and f , thus it is an element of G˜C(r, n). The variety
Gr+(r, n) is isomorphic to G(r+, n)×G(r−, n).
We therefore have seen that G˜C(r, n) = ⋃ G˜r+(r, n). To prove that the G˜r+(r, n) are the
connected components of G˜C(r, n), I recall that for d ∈ N, {E: dim(E ∩ (Cnk .e))  d} and{E: dim(E ∩ (Cnk .f )) d} are closed subsets of G(2r,Cnk).
It remains to check that G˜r (r, n) = GC(r, n). If (v±1 , . . . , v±r ) is a basis of E±, then (v+i e +
v−i f )i is a family of vectors which generates E. 
Proof of Proposition 2.1. Lemma 2.1 says that GH(r, n) = G˜H(r, n). In the same way as Propo-
sition 2.2, one proves that any E ∈ GH(r, n) may be written as E+ ⊕ E−, with E+ ⊂ Hnk .e and
E− ⊂ Hnk .f . Moreover, let h =
( 0 1
1 0
)
; right multiplication with h is an involutive linear automor-
phism of E which exchanges E+ and E−. Therefore, they have the same dimension 2r .
Moreover, it implies that giving E is equivalent to giving E+, and thus the map E → E+ is
the desired isomorphism between HH(r, n) and G(2r,2n). 
2.2. Duality
In this subsection, I show an analog of the well-known fact that
G(r,V )  G(dimV − r,V ∗).
Definition 2.1. Let V and W be right (respectively left) A-modules. A right-linear (respectively
left-linear) map from V to W is a map f :V → W such that ∀x, y ∈ V,∀λ,µ ∈ A, f (x.λ +
y.µ) = f (x).λ+ f (y).µ (respectively f (λ.x +µ.y) = λ.f (x)+µ.f (y)).
A right- (respectively left-)form on V is a right- (respectively left-)linear map from An to A.
A map f :An →Am is right-linear (respectively left-linear) if and only if there exists a matrix
(ai,j ) such that f ((xj )) = (∑j ai,j xj )i (respectively f ((xj )) = (∑j xj ai,j )i ). Therefore, if V
is a free right A-module of rank n, then the set of right-linear forms on V , which I will denote
V ∗, is a free left A-module.
Generalising the construction of the previous section, if V is a free (left or right) A-module
of rank n, let GA(r,V ) denote the algebraic variety parameterising the free A-submodules of V
of rank r . This is obviously a variety isomorphic to GA(r, n). Moreover, we have the following:
Proposition 2.3. Let V be a free right A-module of rank n. There is a canonical isomorphism
GA(r,V )  GA(n− r,V ∗).
Proof. If Y ⊂ V is any set, then Y⊥ := {l ∈ V ∗: ∀y ∈ Y, l(y) = 0} is a k-linear subspace of V ∗,
preserved by left multiplication by A. If Y is an element in GA(r, n), then it is generated by r
vectors, and a form vanishes on Y if and only if it vanishes on the generators. Therefore, Y⊥ is
of dimension at least dimkA.(n − r). Since the pairing An ×An∗ : (x, l) → 〈1, l(x)〉 is perfect,
the dimension of Y⊥ is exactly dimkA.(n− r).
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G(n− r,An∗). Since the map L → L⊥ is an isomorphism, the proposition is proved. 
3. Properties of rank one matrices and generalised Veronese map
This section is concerned with the particular case r = 1 of the previous section, namely, I want
to study projective spaces. We will see that there is a close connection between these spaces,
Jordan algebras, and a particular map which generalises altogether the Veronese map and the
quotient rational map kn+1  Pnk .
3.1. Background on quadratic Jordan algebras
The satisfactory notion of Jordan algebras over a unital commutative ring R which includes
the characteristic two case is the notion of quadratic Jordan algebras. They are by definition the
free R-modules V of finite type with a non-zero distinguished element denoted 1 and equipped
with a map U :V → End(V ), A → UA which satisfies the following five axioms [Jac 69, Defin-
ition 3, p. 1.9]:
• U is quadratic.
• U(1) = IdV .
• UA ◦UB ◦UA = UUA(B).• VA,B ◦UA = UB ◦ VB,A, if VA,B(X) = UX+B(A)−UX(A)−UB(A).
• The two last identities hold after any extension of the base ring R.
Let AZ be a composition algebra over Z, let r be an integer, and consider the Z-module
Hr(AZ) of Hermitian matrices with entries in AZ. If AZ is associative, set UA(B) = ABA, for
any A,B ∈ Hr(AZ). If AZ = OZ , then U can be defined as the unique quadratic map such that
UA(B) = ABA if all the coefficients of A and B belong to an associative subalgebra of OZ .
By [Jac 69, Theorem 5, p. 1.45], if AZ is associative or r  3, then the triple (Hr(AZ), Id,U)
is a quadratic Jordan algebra over Z. If k is any field, set Hr(Ak) = Hr(AZ)⊗Z k; it is a quadratic
Jordan algebra over k. Refering to the “second structure theorem” [Jac 69, p. 3.59], it is seen that
these examples of quadratic Jordan algebras play a major role in the theory of Jordan algebras.
Now, let, for a = 1,2,4, V na be the vector space defined by
V na =

Sn(k) if a = 1,
Mn(k) if a = 2,
AS2n(k) if a = 4,
where S,M,AS respectively stand for the set of symmetric, arbitrary, and alternating matrices.
We choose any invertible I ∈ V na , and set
UA(B) = AI−1BI−1A. (1)
It is well known that the algebra V na is isomorphic to Hn(A) (if dimA = a); the following
Corollary 3.3 gives a geometric understanding of this isomorphism when a = 4. In the sequel,
I will be chosen to be the usual identity matrix for a = 1,2, and the bloc-diagonal matrix with
non-vanishing coefficients
( 0 −1 ) for a = 4.1 0
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G(2,2n) ⊂ PV n4 are naturally embedded in the projectivisations of quadratic Jordan algebras.
The same holds for Pn−1
R
, which embeds via the second Veronese embedding in PV n1 . As we
shall see in the last section, the exceptional quadratic Jordan algebra H3(Ok) corresponds to the
octonionic projective plane. The aim of this section is to give several equivalent characterisations
of the elements in PV na which correspond to points of P
n−1
A .
3.2. Definition of Jordan rank one matrices
I start with a purely Jordan algebra theoretic definition whose geometrical meaning will be-
come clearer in the next subsections. In Hr(Ak), set
〈A,B〉 =
∑
1i<jr
〈Ai,jBi,j 〉 +
∑
i
Ai,iBi,i and tr(A) =
∑
i
Ai,i = 〈1,A〉.
Definition 3.1. Let V = Hr(Ak) and 0 = A ∈ V . We will say that the Jordan rank of A is one if
∀B ∈ V,UA(B) = 〈A,B〉A.
Remark. Since tr and 〈·,·〉 can be defined in any quadratic Jordan algebra, the above definition
makes sense not only in Hr(Ak), but in any (quadratic) Jordan algebra.
Each element B ∈ V determines dimV quadratic equations given by the coordinates of
UA(B) − 〈A,B〉A. It is clear that a quadratic Jordan algebra isomorphism induces an isomor-
phism of varieties of rank one elements.
Notation 3.2. Let Q2 denote the space of quadrics generated, for all B ∈ V , by the coordinates
of the equation on A: UA(B)− 〈A,B〉A = 0.
Before explaining what Jordan rank one elements are in V na , I want to show that this definition
is well-behaved with respect to a “big” algebraic group.
The structure group of a Jordan algebra V , denoted Str(V ) is defined as the group of g ∈
GL(V ) such that ∀B ∈ V,Ug.A = g ◦ UA ◦ t g, the transposition being taken with respect to
the scalar product 〈·,·〉. This definition may seem rather abstract to a reader not used to Jordan
algebras, so I recall that the connected component of Str(V na ) is GLn, (GLn × GLn)/GL1, or
GL(2n), according to a = 1,2,4, where GL1 is diagonaly embedded in GLn × GLn and the
actions on V na are the natural ones.
Lemma 3.1. The algebraic variety of rank one elements is preserved by Str(V ), as well as the
vector space of quadrics Q2.
Therefore, a straightforward computation shows that the set of Jordan rank one matrices is the
closed orbit of Str(V na ) in PV na , namely the set of (usual) rank one matrices if a = 1 or 2 and
the set of rank 2 matrices if a = 4. Moreover, the equations Q2 are, respectively, the two by two
minors, and the Plücker equations of the Grassmannian. Recalling Propositions 2.1 and 2.2, the
variety of rank one elements is thus Pn−1 ⊂ PV na .A
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〈A,B〉A,C〉. From the definition of Str(V ), it follows that ∀g ∈ Str(V ),(
g−1.f
)
(A) = 〈Ug.A(B)− 〈gA,B〉gA,C〉
= 〈g[UA(t gB)]− 〈A, tgB〉gA,C〉
= 〈UA(t gB)− 〈A, tgB〉A, tgC〉.
Therefore this is a quadric in the vector space Q2. Thus this vector space, and the variety it
defines, are preserved by Str(V ). 
3.3. Jordan rank and generalised Veronese maps
We again assume thatA is associative. In this subsection, I give an analog of the map kn+1 
P
n for PnA in terms of a map which generalises the usual Veronese map in the case A= Rk .
Following F.L. Zak [Zak 93, Theorem 4.9], let us consider the following map:
ν2 :An  PHn(A),
(zi)1in →
[
(zizj )1i,jn
]
.
We assume until the end of the section that A is associative. The map ν2 can be interpreted as
the rational map An  PAn−1:
Proposition 3.1. Let λ ∈ A with Q(λ) = 0 and (zi)i such that ν2((zi)i) is well-defined. Then
ν2((zi .λ)i) is also well-defined and equals ν2((zi)i).
Proof. In fact, (ziλ).(λzj ) = Q(λ)zizj . 
Now, let us see that the image of this map is Pn−1A :
Proposition 3.2. The image of ν2 :An  PHn(A) is the set of Jordan rank one elements.
The image of this rational map is the set-theoretical one, namely the set of all the matrices
which may be written as ν2((zi)i). The proposition shows that this set is closed.
Proof. First, a direct computation shows
A = (ai,j ) and B =
(
1 0
0 0
)
⇒ ABA = (ai,1a1,j )i,j . (2)
If A = (zizj ) is in the image of ν2, then for B =
( 1 0
0 0
)
, ABA = Q(z1)A, thus is equal to 〈A,B〉A,
by (2). We can also make a similar computation for
B =
(( 0 x
x 0
)
0
)
.0 0
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this equals (
zi Re(z1xz2)zj
)
i,j
= (zi Re(xz2z1)zj )i,j = 〈A,B〉(zizj )i,j .
Using the permutations and linearity, A has Jordan rank one.
In the other way, if there exists a diagonal matrix B such that 〈A,B〉 = 0, then if for example
B = ( 1 00 0 ), we see from (2) that A is collinear with ν2(a1,i ). If such a B does not exist, then for
all diagonal B , ABA = 0. Thus, using (2)
∀i, j, k, ak,iak,j = 0.
Then we can assume there exists B of the form
B =
(( 0 x
x 0
)
0
0 0
)
such that 〈A,B〉 = 0; we deduce that A is proportional to ν2(a1,i + a2,ix). 
Let X ⊂ PHn(Hk) be the variety of rank one elements in the Jordan algebra Hn(Hk).
Recalling that Hk = M2(k), let M˜ :Hn(Hk) → M2n(k) denote the natural map. Recall that
I is the 2n × 2n bloc-diagonal matrix with diagonal entries ( 0 1−1 0 ). Let φ˜ denote the map
Hn(Hk) →M2n,A → I.M˜(A). We also consider, for A ∈ Hn(Hk), the map LA :Hnk → Hnk
defined, if A = (ai,j ), by LA((zj )j ) = (∑j ai,j zj )i . The following corollary gives a geometric
understanding of the isomorphism Hn(Hk)  V n4 .
Corollary 3.3. The map
φ :X ⊂ P(Hn(Hk))→ G(2, k2n)⊂ P(Λ2k2n),
A → (ImLA)∩R(e)n
is induced by the linear isomorphism φ˜.
Proof. The proof is a computation left to the reader (the details are written in my thesis
[Cha 03b]). 
It is easily checked that, for the Jordan product on V n4 given by (1), the map φ˜ is also a Jordan
algebra isomorphism. This should not come as a surprise, as the following proposition shows.
Proposition 3.4. Let V1 and V2 be quadratic Jordan algebras isomorphic to some algebra
Hn(Ak), I1 and I2 their units and X1 ⊂ PV1 and X2 ⊂ PV2 the corresponding varieties of rank
one elements. Let f :V1 → V2 be a linear map such that f (I1) = I2. The following conditions
are equivalent:
(1) f induces an isomorphism of varieties between X1 and X2.
(2) f is a Jordan algebra isomorphism between V1 and V2.
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algebra theory, could be skipped. Of course, (2) implies (1), since the varieties Xi are defined
using only the Jordan algebra structure. Now, in the quadratic Jordan algebras I consider, there is
a well-defined polynomial called the norm [Jac 63]. In V na with a = 1,2, it is the usual determi-
nant of matrices and in V na , it is the Pfaffian. In the exceptional case H3(Ok), the norm is defined
by formula (3) in Subsection 4.3. Moreover, I use the fact that the hypersurface defined by the
norm is the closure of the set of sums of n− 1 rank one elements. In fact, for the classical Jordan
algebras, this is just an easy result of linear algebra, whereas for the exceptional algebra, it fol-
lows from Proposition 4.2. Denoting det1 and det2 the norms of the Jordan algebras V1 and V2,
we therefore have det1(A1) = det2[f (A1)]. Since the scalar product is the second logarithmic
differential of the determinant at the identity (〈A,B〉 = D2I log det(A,B)) [McC 65], it follows
that 〈A1,B1〉1 = 〈f (A1), f (B1)〉2. Moreover, since the quadratic product itself is also the second
logarithmic derivative of the determinant (〈U−1A .B,C〉 = −D2A log det(B,C)), we deduce that f
is an algebra morphism. 
We now relate two other possible definitions of rank one matrices to the previous definition.
In the case n = 3, the following proposition shows that Jordan rank one matrices are defined by
minors (which is not the case in general).
Proposition 3.5. A Hermitian matrix (ai,j )1i,j3 with value in A has Jordan rank one if and
only if
a1,1a2,2 −Q(a1,2) = a1,1a3,3 −Q(a1,3) = a2,2a3,3 −Q(a2,3) = 0 and
a1,1a2,3 − a2,1a1,3 = a3,2a2,1 − a3,1a2,2 = a2,1a3,3 − a2,3a3,1 = 0.
Proof. To prove this result, I use the corresponding one concerning the exceptional Jordan alge-
bras (Proposition 4.2, which proof is self-contained). If (ai,j ) has rank one, it equals ν2((zi)) and
these minors vanish. If these minors vanish, considering this matrix as a matrix with coefficients
in Ok , it has rank one by Proposition 4.2 which means that ∀B ∈ H3(Ok), UA(B) = 〈A,B〉A.
Thus this equality holds for B ∈ H3(A), and A has rank one. 
Recall that for A a matrix of order n with coefficients inA, we defined the map LA :An →An
by LA((zi)) = (∑j ai,j zj )i . This is a k-linear map. If A were a field, it would be clear that
dimkA would divide dimk ImLA. Here, it is not the case, take for example A =
(
z 0
0 0
)
with z a
zero divisor. However, this is true for Hermitian matrices:
Proposition 3.6. Let A ∈ Hn(A). Then dimkA divides dimk ImLA.
Proof. Suppose first that A = Hk . Recall that I denote e =
( 1 0
0 0
)
and f = ( 0 00 1 ). Under the
isomorphism of Corollary 3.3, a matrix A ∈ Hn(Hk) identifies with I.M˜(A), where I stands
for the bloc-diagonal matrix with entries
( 0 1
−1 0
)
, and M˜(A) is the matrix of the restriction of
LA to R(e)n. Since I.M˜(A) is skew-symmetric, M˜(A) has even rank, and since by associativity
R(f )n = R(e)n.( 0 1 ), the rank of LA is a multiple of 4.1 0
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A= Ck from the case A= Hk , since for a matrix A with coefficients in Ck , we have LA(Hnk ) =
LA(C
n
k)⊕LA(Cnk).
( 0 1
1 0
)
. 
Proposition 3.7. A ∈ Hn(A) has Jordan rank one if and only if LA has rank dimkA.
Proof. I thank Laurent Manivel for the simplification of the argument he suggested to me. Us-
ing the same argument as for the previous proposition, it is enough to consider the case when
A= Hk .
Since for A = ν2((zi)i), ImLA ⊂ {(zi .λ), λ ∈A} and since this rank is a multiple of dimA,
we have equality and one implication is proved. For the reverse implication, we may by an
inductive argument, left to the reader, suppose that A has order three. If a1,1 = 0, the hypothesis
implies that all the columns of A are right-multiple of the first, which implies that A has rank
one. Therefore, we may assume that the diagonal of A vanishes.
Moreover, if A has a vanishing row, since it is Hermitian, we in fact have to study a matrix of
the form
( 0 z
z 0
)
, with z ∈A such that Q(z) = 0, and this matrix has rank one by Proposition 3.5.
We therefore assume that no row of A vanishes.
Let Cj denote the columns of A; I claim that all vector spaces {Cj .λ, λ ∈ A} ⊂ A3 have
dimension dimA/2. In fact, if {Cj .λ, λ ∈A} has dimension dimA, then the hypothesis implies
that all the columns of A belong to this vector space; since aj,j = 0, A would have a vanishing
row.
Let u be fixed. Since {Cj .λ, λ ∈ A} has dimension dimA/2, there exists a vector space
Ku of dimension two such that ∀i,kerLai,j ⊃ Kj . Since Kj is of the form L(zj ), we have
∀t, aj,i ∈ R(zj ). Since A is Hermitian, aj,i therefore belongs to L(zi) ∩ R(zj ), so it is of the
form zi .bi,j .zj . Proposition 3.5 shows that A has rank one. 
Finally, I would like to mention the following result, which makes a link between my defini-
tion of rank one and another definition that we find in the literature [Har 90, p. 290]:
Proposition 3.8. Let A ∈ H3(A). Then A has Jordan rank one if and only if A2 = (trA).A.
Proof. Using Definition 3.1 with B = Id, we see that if A has rank one, then A2 = (trA).A (even
if we are in Hn(A) with n > 3).
Conversely, a direct computation shows that trLA = (dimA)(trA). To prove the proposition,
we can assume A = Hk . If trA = 0, A2 = 0, so L2A = 0, and so LA has rank at most 6. By
Propositions 3.6 and 3.7, A has Jordan rank one. If trA = 1, A2 = A, so L2A = LA. So LA has
eigenvalue 1 with multiplicity 4 and eigenvalue 0 with multiplicity 8 (trLA = 4). Therefore, the
rank of LA is four and Proposition 3.7 applies.
Alternatively, this proposition is a consequence of the so-called “sharp construction”
[McC 65, p. 189]. Let A ∈ H3(A); we define A to be the element in H3(A) corresponding,
via the canonical scalar product, to the linear form dA det, and we define S(A) := dA det(Id).
Since A2 = A + tr(A).A − S(A)Id [McC, p. 190], the hypothesis implies A = S(A)Id. There-
fore, det(A) = det(A)2 = S(A)3. If S(A) = 0, we deduce N(A).A = (A) = S(A)2.Id, so A is
a multiple of Id, contradicting the hypothesis. Therefore, S(A) = 0,A = 0, and it is easy to see
that A = 0 if and only if A has rank one. 
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Let us summarise some of the results of the preceding subsection:
Theorem 3.1. Let V be a quadratic Jordan algebra isomorphic to Hn(A), with associative A,
and 0 = A ∈ V . The following conditions are equivalent:
(1) A has Jordan rank one.
(2) The class of A in PV belongs to the closed orbit of Str(V ).
(3) For any isomorphism ϕ: V  Sn(C) (respectively Mn(C), AS2n(C)), ϕ(A) has minimal
rank 1 (respectively 1,2).
(4) For any isomorphism ϕ: V  Hn(A), ϕ(A) is the Veronese image of a n-uple of elements
in A.
(5) For any isomorphism ϕ: V  Hn(A), Lϕ(A) has rank dimA.
Proposition 3.1 shows that the map ν2 :An  Pn−1A is exactly the analogue of the map
kn  Pn−1. Let us understand better this map. In the case A = Ck , any vector z ∈ (Ck)n can
be written uniquely as x + y, with x ∈ R(e)n and y ∈ R(f )n. If x and y do not vanish, then
ν2(z) identifies via PHn(Ck)  PV n2 with ([x], [y]) ∈ PR(e)n × PR(f )n  Pn−1 × Pn−1. Sim-
ilarly, let h = ( 0 11 0 ); a vector z ∈ (Hk)n can be written uniquely as x + y.h, with x, y ∈ R(e)n.
The map Hnk G(2,R(e)n) corresponding to ν2 sends z = (x + y.h), x, y ∈ R(e)n on the line
(x, y) ∈ G(2,R(e)n).
Any vector z ∈An yields a k-linear map A→An, λ → z.λ. Let I denote the closed subset
of An where this map is not injective; we have:
Proposition 3.9. The indeterminacy locus of the rational map ν2 :An  PAn−1 is exactly I .
For z /∈ I , ν−12 [ν2(z)] = {z.λ ∈A: Q(λ) = 0}  {λ ∈A: Q(λ) = 0}.
Therefore, we are as close as possible to the situation of a usual projective space. In fact, if we
consider the usual map π : kn+1  Pn (case A= Rk), then π(z) is defined if and only if z = 0,
which is equivalent to z /∈ I . Moreover, if π(z) is defined, then π−1[π(z)] = {z.λ: λ = 0}.
Proof. If (zi) ∈An is such that ∀i, j , zizj = 0, then ∀i, Q(zi) = 0, and if for example z1 = 0,
then ∀i, zi .z1 = 0 and (zi) ∈ I . Thus this indeterminacy locus is included in I .
In the case A = Ck , from the preceding description of the map ν2, it is clear that this map
cannot extend to a point z in R(e) or R(f ). Similarly, let A = Hk and suppose z ∈ Hnk is such
that λ → z.λ is not injective. If we write as before z = x + y.h, with x, y ∈ R(e), we deduce that
x and y are proportional, because dim{z.λ,λ ∈ Hk} = 2 implies dim({z.λ,λ ∈ Hk} ∩ R(e)) = 1
(proof of Proposition 3.3). Therefore, again, we cannot extend the rational map ν2 to z. 
As we will see in the next section, things are not so well behaved as far as octonions are
concerned.
4. The exceptional case
In this section, I give a study of the octonionic projective plane similar to that of the projec-
tive spaces over Rk,Ck,Hk . First, I have to understand the structure group of the exceptional
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F4 and E6 can be defined in terms of Jordan algebras [Jac 59,Jac 85]. Here however, I will de-
scribe the Chevalley group of type E6 (over the integers) using the incidence geometry of the
27 lines on a smooth cubic surface. This idea comes from [Fau 01,Lur 01]. First, I consider a
degree three polynomial, defined using the geometry of smooth cubic surfaces. I show that the
group of elements preserving it is simple of type E6 without using any results on Jordan algebras
(Theorem 4.1). Then I show that this polynomial is equivalent to the determinant of the excep-
tional Jordan algebra (Proposition 4.1). Finally, using the known representation theory of E6(k),
I describe the octonionic plane (Proposition 4.2).
4.1. Preliminary facts on smooth cubic surfaces
Let S ⊂ P3
C
be a smooth cubic surface and let P denote the set of lines in S. Let L denote the
set of tritangent planes. If p ∈ P and l ∈ L, I write p ∈ l whenever the line lies in the plane. It is
well known ([Har 77, Section V.4.] or [DV 04, Section 10]) that there are 27 lines on S and 45
tritangent planes, each of which containing three lines.
Following J.R. Faulkner [Fau 01], let us call a 3-grid a couple of triples of planes [(l1, l2, l3),
(m1,m2,m3)] such that the intersection of li and mj is a line in S (the incidence relation of the
9 corresponding lines looks like a “3 × 3-grid”).
4.2. Definition of the Chevalley group of type E6
Following J.R. Faulkner, let θ :L→ {−1,1} be a function with the property that for any 3-grid
[(l1, l2, l3), (m1,m2,m3)] of (P,L), one has
θ(l1)θ(l2)θ(l3)+ θ(m1)θ(m2)θ(m3) = 0
(Theorem 5 in [Fau 01] exhibits such a function).
Let V = ZP and let α be the following form on this module:
α(f ) =
∑
l∈L
θ(l)
∏
p∈l
f (p).
We have the following:
Theorem 4.1. The group-scheme G which elements preserve α is isomorphic to the simply-
connected Chevalley group of type E6. Its projectivisation is the adjoint group. Moreover, if k is
algebraically closed, then the closed orbit of G(k) acting on P(V ⊗ k) is the singular locus of
the cubic hypersurface defined by α.
Proof. Let k be an infinite field; let us first show that G(k) is split reductive of type E6.
First of all, there is an explicit formula for α, computed as formula (7) in [Fau 01]: let V1 be
the Z-module of 3 × 3-matrices with integer coefficients and W = V1 ⊕ V1 ⊕ V1. Let β be the
cubic form
β(A,B,C) = det(A)+ det(B)+ det(C)− tr(ABC).
Then (V ,α) is isomorphic to (W,β).
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C) = (MAN−1,NBP−1,PCM−1) defines an element in G(k). Taking diagonal matrices, we
thus have a torus T ⊂ G of rank 6 (defined over Z). Let us show that it is a maximal torus in G.
Let g ∈ G(k) be an element commuting with T (k). Since g preserves the eigenlines of T (k), it is
of the form (g.f )(p) = λ(g)f (p). Therefore, it preserves the three spaces V1 ⊕ {0} ⊕ {0}, {0} ⊕
V1 ⊕{0} and {0}⊕{0}⊕V1. Since α(A,0,0) = det(A), there exist M1,N1 such that g.(A,0,0) =
(M1AN
−1
1 ,0,0). Moreover, since g acts diagonaly, M1 and N1 are diagonal. Similarly, we prove
that g.(A,B,C) = (M1AN−11 ,N2BP−11 ,P2CM−12 ). The fact that g preserves tr(ABC) implies
M1 = M2,N1 = N2 and P1 = P2 and so g ∈ T (k).
I now show that the Weyl group of G(k) is the Weyl group of type E6. Let g be in the
normaliser of T (k). Then g permutes the eigenlines of T (k); therefore it induces a bijection
of P . Since g preserves α, this bijection corresponds to a bijection of the incidence (P,L).
Since the isomorphism group of this geometry is W(E6) [Man 74, Theorem 23.9], we therefore
have a map W(G) → W(E6). We have already seen that this map is injective. Let us argue for
its surjectivity.
Let w be an isomorphism of (P,L).
Consider the function
ψ :L→ {−1,1},
l → θ(l)/θ(w.l).
It has the property that ψ(l1)ψ(l2)ψ(l3) = ψ(m1)ψ(m2)ψ(m3) for any 3-grid [(l1, l2, l3),
(m1,m2,m3)]. By Lemma 4 in [Fau 01], there exists x ∈ {−1,1}P such that ψ(l) =∏p∈l x(p).
Therefore, we can set (g.f )(p) = x(p)f (w.p) to get an element g ∈ NG(T ) which is equivalent
to w modulo T .
Let G(k)0 be the connected component of the identity element in G(k). I have to show that
the image of NG(k)0(T ) is also W(E6). Since this image is a normal subgroup of the group
W(E6) which has a normal simple subgroup of index 2, it is enough to exhibit an odd element of
this image. This is easy, considering the action (A,B,C) → (MAN−1,NBP−1,PCM−1) with
(M,N,P ) in the connected variety SL3(k)3. Note that considering these elements of G(k), one
checks that G(k) and G(k)0 have the same centre, namely {j.Id: j3 = 1}.
From this it follows that V ⊗k is an irreducible representation of G(k)0. In fact, let U ⊂ V ⊗k
be any sub-representation. If U contains a vector different from 0, since k is infinite, U contains
an eigenvector for T ⊗ k. Using the above action of the Weyl group of G(k)0, U contains all the
eigenvectors and therefore equals V ⊗ k. Thus, G(k)0 is reductive.
I therefore have shown that G(k)0 is a split reductive group of type E6. To show that G(k) is
in fact connected, I first prove the result about the singular locus.
Assume that k is algebraically closed. Let X′ ⊂ P(V ⊗ k) denote the closed G(k)0-orbit
and let X be the singular locus of the hypersurface defined by α. Since X is a non-empty closed
invariant subvariety of P(V ⊗k), we have X ⊃ X′. Let K and K ′ be the spaces of quadrics which
vanish along X and X′: K ⊂ K ′. We have a G(k)0-equivariant map ϕ : (V ⊗ k) → K given by
v → (u → Duα(v)). It is easy to check that ϕ is not identically 0. Since V is irreducible, by
Schur’s lemma, this is an injection and dimϕ(V ⊗ k) = 27. Moreover, since X′ ⊂ P(V ⊗ k) is
projectively normal [RR 85, Theorem 1], the restriction map yields an exact sequence
0 → K ′ → Q(V ⊗ k) → H 0(X′,O(2))→ 0.
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involved in this exact sequence are the same in positive characteristic as in zero characteristic (the
middle dimension is obviously the same and the others could only eventually be larger, since X′
can be realised as a flat scheme over Z); therefore, dimK ′ = 27. We thus have ϕ(V ) ⊂ K ⊂ K ′
and these vector spaces have dimension 27, so ϕ(V ) = K = K ′. Since the ideal of X′ is generated
by quadrics [Ram 87, Theorem 3.8, p. 86], X = X′.
Let P the stabiliser in G(k)0 of a point in X. We have X = G(k)0/P . It follows from [Dem 77,
Théorème 1] that G(k)0 → Aut(X) is surjective. Since X is the singular locus of {α = 0}, we have
exact sequences (C(k) denotes the common centre of G(k) and G(k)0)
1 → C(k) → G(k) → Aut(X) → 1,
1 → C(k) → G(k)0 → Aut(X) → 1.
Thus we have: G(k) = G(k)0.
The centre of G(k) contains {j.Id: j3 = 1} which in any characteristic is a scheme of length
three. Therefore G(k) is simply-connected.
Hence for all algebraically closed fields k, G(k) is the simply-connected simple group of
type E6. Moreover, it is proved in [Lur 01, Theorem 5.5.1] that the dimension of the Lie algebra
of G over Z/pZ is always 78 (it does not depend on p). It follows therefore from the proof
of [Har 77, Proposition III 10.4] that G is smooth over Z. From the uniqueness result [SGA 3,
exposé XXIII, corollaire 5.4], the theorem follows. 
4.3. E6 and the exceptional Jordan algebra
The following result makes the link between the preceding subsection and the rest of the
article. Recall that the determinant of the exceptional Jordan algebra is defined by the equation
[Jac 63, (18), p. 37]:
det
(
r1 x3 x2
x3 r2 x1
x2 x1 r3
)
= r1r2r3 + 〈x1x2, x3〉 − r1Q(x1)− r2Q(x2)− r3Q(x3). (3)
Proposition 4.1. The previous form α is isomorphic to the determinant of the exceptional Jordan
algebra det.
Therefore, the group of elements preserving det is also the simple simply-connected group of
type E6.
Proof. If ai,j , bi,j , ci,j , 1 i, j  3, are integers, a courageous reader will check that the deter-
minant of the Hermitian matrix
H =
(
b1,3 x3 x2
x3 c3,1 x1
x2 x1 −a1,1
)
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x1 =
(
a2,1 −c3,3
a3,1 c3,2
)
+
(
b3,1 −b2,1
−b3,2 b2,2
)
e;
x2 =
(
a1,2 a1,3
−b3,3 b2,3
)
+
(
c2,2 −c2,3
−c1,2 −c1,3
)
e;
x3 =
(−a3,3 a3,2
a2,3 −a2,2
)
+
(
b1,2 c1,1
b1,1 c2,1
)
e
is detA+ detB + detC − tr(ABC), if A = (ai,j ),B = (bi,j ) and C = (ci,j ). 
Here is the explanation how I found this formula. A Schäfli’s double-six is by definition
[Har 77, p. 403] a couple (Ei,Fi) of sextuples of lines in S such that Ei do not meet Ej if
i = j , and Ei meets Fj if and only if i = j . Such double-sixes exist and label uniquely the other
lines in S, since there is a unique line meeting Ei and Fj when i = j .
Now, let us say that a linear form l ∈ {ai,j , bi,j , ci,j } “meets” another linear form m if lm
divides a monomial appearing in the expression of α. It is easily seen that ((a1,1, a2,1, a3,1, b2,1,
b2,2, b2,3), (a1,2, a2,2, a3,2, b1,1, b1,2, b1,3)) is a Schäfli’s double-six for this incidence relation.
Playing the same game with det, one sees that we can start filling a Hermitian matrix of coordi-
nates with the following forms:
b1,3 x3 x2
x3 =
(
0 a3,2
0 a2,2
)
+
(
b1,2 0
b1,1 0
)
e c3,1 x1 =
(
a2,1 0
a3,1 0
)
+
(
0 b2,1
0 b2,2
)
e
x2 =
(
a1,2 0
0 b2,3
)
x1 a1,1
 .
Then, using the fact that a Schäfli’s double-six labels all the lines, one can finish filling the above
matrix. One gets the matrix H up to signs; the determinant of this matrix involves the 45 expected
monomials, but with wrong signs. These signs may be corrected using the algorithm described
in the proof of [Fau 01, Lemma 4].
4.4. The octonionic projective space
Let L be the set of all the projective lines in the space P{Re = 0} ⊂ P(Ok), on which the
restriction of the octonionic product vanishes identically. Let X0 be the set of matrices of the
form
( 0 a b
a 0 c
b c 0
)
, with a, b, c octonions which generate a line in L. Let X1 be the set-theoretic
image by ν2 of triples of elements in Ok generating an associative subalgebra of Ok .
Proposition 4.2. Let X ⊂ PH3(Ok) be the variety of rank one elements in the exceptional Jordan
algebra. Then
• X = X0 X1.
• X is the closed orbit of Str(H3(Ok)).
• X is the singular locus of the hypersurface {det = 0}.
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a1,1a2,2 = Q(a1,2), a1,1a3,3 = Q(a1,3), a2,2a3,3 = Q(a2,3),
a1,1a2,3 = a2,1a1,3, a3,2a2,1 = a3,1a2,2, a2,1a3,3 = a2,3a3,1.
• The hypersurface defined by the determinant is the closure of the set of sums of two rank one
elements.
Remark. This variety is not, according to [Zak 93, Theorem 4.9, p. 90], the image of all octo-
nionic triples. In fact, the coefficients of a matrix in X belong to an associative subalgebra of Ok ,
which is not the case in general if we take the image of any triple. Moreover, all the elements of
X are not images of ν2. The claim of F.L. Zak, that ν2(z.λ) = ν2(z) for any invertible octonion λ,
is also wrong, due to the lack of associativity.
J. Roberts [Rob 88] has shown that the singular locus of the hypersurface defined by det is a
Severi variety (cf. [Zak 93,Cha 02,Cha 03a] for the definition and study of Severi varieties).
Let O′
R
denote the division octonion algebra over the real numbers. If A ∈ PH3(O′R) annihi-
lates the quadrics of the proposition, its diagonal cannot vanish; therefore it is easy to see that it
is the image by ν2 of a vector in (O′R)
3
with one coordinate equal to 1. We thus see the link with
the set of matrices considered by Freudenthal or Tits [Fre 54,Tit 53].
Proof. We already know that the closed orbit is the singular locus of {det = 0}. A direct compu-
tation using the explicit formula (3) shows that the equations of this locus are
a1,1a2,2 = Q(a1,2), a1,1a3,3 = Q(a1,3), a2,2a3,3 = Q(a2,3),
a1,1a2,3 = a2,1a1,3, a3,2a2,1 = a3,1a2,2, a2,1a3,3 = a2,3a3,1. (4)
One can check that an element of rank one annihilates these quadrics; therefore X is the closed
orbit.
Computing the number of roots of the parabolic subgroup stabilising a highest weight vector,
it is easily seen that dimX = 16.
If X01 is the image by ν2 of vectors of the form (1, z1, z2), it is clear that the preceding quadrics
vanish on X01, therefore X
0
1 ⊂ X. Since dimX01 = 16, equality holds. Since Ok is an alternative
algebra (meaning that every subalgebra generated by two elements is associative), all coefficients
of a matrix in X′ belong to an associative algebra. This explains why we consider images by ν2
of triples of octonions generating an associative algebra.
If A and B belong to X, then det vanishes at order two on the line (AB) at the points A and B .
Therefore, all the points of the line (AB) are with vanishing determinant. Now, if
A =
(1 0 0
0 0 0
0 0 0
)
and B =
(0 0 0
0 1 0
0 0 0
)
,
then
TAX ∩ TBX =
{(0 ∗ 0
∗ 0 0
)}
.0 0 0
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H3(Ok). So, this is exactly the hypersurface defined by the determinant.
To finish the proof of the proposition, we have to understand the image X1 of ν2. Let A ∈ X.
If A has non-vanishing first diagonal coefficient, we can suppose that this coefficient equals one,
and then A = ν2(1, a2,1, a3,1) belongs to X01 and thus X1. The same holds for any matrix which
diagonal does not vanish. If Re(a2,1) = 0, we can argue as in Proposition 3.2 with the matrix(0 1 0
1 0 0
0 0 0
)
.
It is therefore sufficient to consider matrices of the form( 0 a b
a 0 c
b c 0
)
with Re(a) = Re(b) = Re(c) = 0. In this case, the quadrics (4) show that Q(a) = Q(b) =
Q(c) = 0 and ab = ba = ac = ca = bc = cb = 0 (since a = −a, b = −b and c = −c). Thus
the octonions a, b, c are in a subalgebra where the product vanishes identically. This subal-
gebra has dimension at most 2 (in fact if a and b are not collinear, then since ac = bc = 0,
c ∈ L(a)∩L(b) = Vect(a, b)). If it has dimension 2, then A ∈ X0. If it has dimension 1, then all
coefficients of A are scalar multiple of some octonion with vanishing norm; since we can put this
octonion in a subalgebra of Ok isomorphic to Hk , Proposition 3.2 shows that A ∈ X1.
The last thing to prove is that X0 and X1 are disjoint.
Let
A =
( 0 a b
a 0 c
b c 0
)
∈ X0,
with a, b, c octonions as before, and suppose there exist z1, z2, z3 such that ν2(z1, z2, z3) = A,
or: 
Q(z1) = Q(z2) = Q(z3) = 0,
z1z2 = a,
z1z3 = b,
z2z3 = c.
Suppose first that no element in {a, b, c} is zero.
If a and b, b and c, and c and a are not collinear, we deduce from the system that z1 ∈
L(a) ∩ L(b) = (a, b), and similarly z2, z3 ∈ (a, b). We therefore have a contradiction, because
this implies z1z2 = 0.
If for example a and b are collinear, but not a and c, then, the system implies z2, z3 ∈ L(a)∩
L(c) = (a, c). We therefore have z2z3 = 0, a contradiction.
If for example c = 0 and a, b = 0, we still have z1 ∈ (a, b), but only z2 ∈ L(a) and
z3 ∈ L(b). If we had z2 ∈ L(b), we would have z2 ∈ (a, b) and a = z1z2 = 0, a contradic-
tion. Thus, z2 /∈ L(b) and so bz2 = 0. This shows that L(b) ∩ R(z2) = 〈bz2〉 (Proposition 1.2).
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Rb[R(a)] = R(a) ∩ R(b) = (a, b) by Proposition 1.2. This in turn would imply that z1z3 = 0,
and a contradiction. 
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