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DEGREE COUNTING FOR TODA SYSTEM WITH SIMPLE SINGULARITY : ONE POINT
BLOW UP
YOUNGAE LEE, CHANG-SHOU LIN, WEN YANG, AND LEI ZHANG
Abstract. In this paper, we study the degree counting formula of the rank two Toda system with simple singular
source when ρ1 ∈ (0, 4pi) ∪ (4pi, 8pi) and ρ2 /∈ 4piN. The key step is to derive the degree formula of the shadow system,
which arises from the bubbling solutions as ρ1 tends to 4pi. In order to compute the topological degree of the shadow
system, we need to find some suitable deformation. During this deformation, we shall deal with new difficulty arising
from the new phenomena: blow up does not necessarily imply concentration of mass. This phenomena occurs due to
the collapsing of singularities. This is a continuation of the previous work [23].
1. Introduction
1.1. Shadow system. Let (M, g) be a compact Riemann surface with volume 1 and ∆ is the corresponding Laplace-
Beltrami operator. In this paper, we are devoted to compute the Leray-Schauder topological degree of the Toda system
of rank 2 (see (1.13) or (1.14) below). Our strategy is to reduce this degree counting problem to a single equation, the
so-called shadow system of the corresponding Toda system:{
∆w + 2ρ2
(
h2e
w+4piK21G(x,Q)
∫
M
h2ew+4piK21G(x,Q)
− 1
)
= 0,
∇
(
log h1e
K12
2 w
)
|x=Q= 0, and Q /∈ S1,
(1.1)
where i = 1, 2, hi(x) = h
∗
i (x)e
−4pi
∑
p∈Si
αp,iG(x,p), h∗i > 0 in M and Si is a finite set in M . Here G(x, p) is the Green
function on M satisfying
−∆G(x, p) = δp − 1 in M, and
∫
M
G(x, p) = 0. (1.2)
Throughout this paper, αp,i is a positive integer for p ∈ Si, i = 1, 2. Here K = (Kij)2×2 is the Cartan matrix of
rank 2. See the subsection 1.2 below for the forms of K.
To well-define the topological degree of (1.1), we shall first prove compactness of the solution of (1.1) in some
function space. Here the function space is H˚1(M)× [M \ S1] (see (1.5) for the definition of H˚1(M)) and (1.1) is the
zero set of the nonlinear map
(w,Q)
Φ
−→
(
∆w + 2ρ2
(
h2e
w+4piK21G(x,Q)∫
M
h2ew+4piK21G(x,Q)
− 1
)
,∇(log h1e
K12
2 w)(Q)
)
.
Then we have the following compactness theorem.
Theorem 1.1. Suppose αp,i ∈ {1, 2} and ρ2 /∈ 4piN, where N is the set of positive integers. Then there are constants
C > 0 and δ > 0 such that for any solution (w,Q) of (1.1),
‖w‖C1(M) ≤ C and dist(Q,S1) ≥ δ > 0.
Suppose that any solution of (w,Q) of (1.1) is non-degenerate. Then the Morse index M(w,Q) of Φ at (w,Q) is
the number of negative eigenvalues of the linearized equation at (w,Q), and the topological degree is defined by∑
(w,Q) is solution of (1.1)
(−1)M(w,Q).
The Leray-Schauder topological degree is well-defined for (1.1), even though the non-degeneration of (1.1) is violated.
We refer the readers to [44]. Without the second equation of (1.1) (which will be referred as the balance condition
throughout this paper), the nonlinear PDE itself is called a mean field equation and the degree counting formula has
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been proved in a series of papers by Chen and Lin (see [10, 11, 12, 13]). Let us briefly recall Chen and Lin’s degree
counting formula: Consider the mean field equation,
∆u∗ + ρ
(
h∗eu
∗∫
M
h∗eu∗dvg
− 1
)
= 4pi
∑
p∈S0
αp(δp − 1), (1.3)
where ρ is a positive parameter, αp > −1 for every p ∈ S0 and S0 is a subset of M.
We set u∗(x) = u(x)− 4pi
∑
p∈S0
αpG(x, p). Then (1.3) can be reduced to the equation without singular source,
∆u + ρ
( heu∫
M
heudvg
− 1
)
= 0, (1.4)
where h(x) = h∗(x)e−
∑
p∈S0
4piαpG(x,p) ≥ 0 inM and h = 0 if and only if x ∈ S0. Note that (1.4) is invariant by adding
a constant to the solutions. Therefore, we can always consider the equation (1.4) in the following function space:
H˚1(M) =
{
u ∈ H1(M)
∣∣∣ ∫
M
udvg = 0
}
. (1.5)
For equation (1.4), we introduce the set of critical parameters
Σ : =
{
8Npi +Σp∈A8pi(1 + αp) | N ∈ N ∪ {0}, A ⊆ S0
}
\ {0}
= {8piak | a1 ≤ a2 ≤ · · · }.
Through a series of work by Brezis-Merle [6], Li-Shafrir [26] and Bartoluci-Tarantello [2], a priori bound for the
solutions to (1.4) was established:
Theorem A. ([2, 6, 26]) Let ρ /∈ Σ, then all the solutions of (1.4) are uniformly bounded.
Let
Tρu = ρ∆
−1
(
heu∫
M
heudvg
− 1
)
.
By Theorem A, the Leray-Schauder degree
dρ : deg(I + Tρ, BR, 0)
is well defined for ρ /∈ Σ, where BR = {u ∈ H˚1(M) | ‖u‖H1(M) ≤ R}. Since dρ is a homotopic invariant, dρ is a
constant for ρ ∈ (8ajpi, 8aj+1pi) (for convenience, we set a0 = 0), which is denoted by dj , j = 0, 1, · · · , obviously d0 = 1.
To represent dj , it is better to introduce the generating function
g(1)(x) =
∞∑
j=0
djx
j .
In [25], Li pointed out that the degree formula should depend only on the topology of M for the case without
singularities. In [11, 13], Chen and Lin obtained the degree counting formula for general cases as stated below.
Theorem B. Let dj be the Leray-Schauder degree for (1.3) with ρ ∈ (8ajpi, 8aj+1pi). Then the generating function
g(1)(x) is determined by,
g(1)(x) = (1 − x)χ(M)−|S0|−1
∏
p∈S0
(1− x1+αp),
where χ(M) is the Euler characteristic of M . Consequently if χ(M) ≤ 0 and αp ∈ N for any p ∈ S0, then
g(1)(x) = (1 + x+ · · · )1−χ(M)
∏
p∈S0
(1 + x+ · · ·+ xαp), (1.6)
and dj > 0 for j ≥ 0.
Once the a priori bound is established by Theorem 1.1, we can define the Leray-Schauder degree for (1.1) when
ρ2 ∈ (4jpi, 4(j + 1)pi). We denote it by dSj . Our first main result is to obtain the generating function for d
S
j :
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Theorem 1.2. Let dSj be the Leray-Schauder degree for (1.1) when ρ2 ∈ (4jpi, 4(j + 1)pi). Suppose αp,1, αp,2 ∈ {1, 2}.
Then the generating function
gs(x) =
∞∑
j=0
dSj x
j
is determined by
gs(x) = (1− x)
χ(M)−1
[
(χ(M)− |S2 ∪ S1|) (1 + · · ·+ x
−K21)
∏
p∈S2
(1 + · · ·+ xαp,2)
+
∑
p∈S2\S1
(1 + x+ · · ·+ xαp,2−K21)
∏
q∈S2\{p}
(1 + x+ · · ·+ xαq,2 )
]
. (1.7)
We note that all the coefficients of the following polynomial is nonnegative:
(1 + · · ·+ x−K21)(1 + · · ·+ xαp,2)− (1 + x+ · · ·+ xαp,2−K21).
As a consequence, if either χ(M) < 0 or χ(M) = 0, S1 ∪S2 6= ∅, we can show all the coefficients of gs(x) are negative.
Thus, we have the following corollary.
Corollary 1.3. Suppose the assumptions of Theorem 1.2 hold. If either χ(M) < 0 or χ(M) = 0, S1 ∪ S2 6= ∅, then
the shadow system (1.1) has a solution for ρ2 /∈ 4piN.
When Si 6= ∅, i = 1, 2, it is rather nontrivial to calculate the topological degree of the shadow system (1.1). Let us
briefly discuss our approach for the calculation.
If (1.1) has no singularity, i.e., S1 ∪ S2 = ∅, then both h1, h2 are positive smooth functions on M . We consider
(w,Q) are defined in H˚1(M)×M and (w,Q) is the zero of the nonlinear map
(w,Q)
Φ
−→
(
∆w + 2ρ2
(
h2e
w+4piK21G(x,Q)∫
M
h2ew+4piK21G(x,Q)
− 1
)
,∇(log h1e
K12
2 w)(Q)
)
.
It is easy to see that the compactness of Φ−1(0) is equivalent to the a priori estimate of ‖w‖C1(M) ≤ C for any solution
(w,Q) ∈ Φ−1(0). In order to compute the topological degree, we introduce the deformation Φt of Φ{
∆wt + 2ρ2
(
h2e
wt+4piK21G(x,Qt)
∫
M
h2ewt+4piK21G(x,Qt)
− 1
)
= 0,
∇
(
log h1e
t
2K12wt
)
|x=Qt= 0.
(1.8)t
Since ρ2 /∈ 4piN and S1 ∪ S2 = ∅, the compactness of (1.8)t for t ∈ [0, 1] even holds without the balance condition at
Qt, this is a simple consequence of Theorem A. Thus, the degree of the shadow system (1.1) with S1 ∪S2 = ∅ is equal
to the degree of the system (1.8)0 which is a de-coupled system, and the degree for (1.8)0 follows from Theorem B.
However, when S1 ∪ S2 6= ∅, it becomes much harder. There are two cases for (1.1): one is Q ∈ S2 \ S1 and the
other is Q /∈ S2 ∪ S1. For the first case, the degree of the system can be calculated as before. But for the later, the
domain of Φ is H˚1(M)× [M \{S1∪S2}].We note that there is no information for S2 \S1 in the balance condition. The
problem is that there might be a sequence of solutions (wk, Qk) of (1.1) such that Qk /∈ S1 ∪ S2 and Qk → Q0 ∈ S2.
This is the phenomena of collapsing singularities. There are two cases to be discussed:
(i) wk blows up, or
(ii) wk does not blow up.
For the case (i), we consider a general class of the mean field equation with collapsing singularities:
∆uˆk + 2ρ2hˆe
uˆk = 4pi
∑
pkj∈Sˆk
βjδpkj in B1(0), (1.9)
where hˆ > 0, |Sˆk| is independent of k, limk→+∞ pkj = 0 for all pkj ∈ Sˆk, pki 6= pkj if i 6= j, and βj ∈ N. To the best
of our knowledge, there have been no available estimates for (1.9). There might be a new phenomena such that blow
up does not necessarily imply concentration of mass. We refer the readers to [28]. Our second main result is to show
that the local mass is an even positive integer, despite the existence of collapsing singularities.
Theorem 1.4. Let uˆk be a solution of (1.9). We assume that 0 is the only blow up point, uˆk has the bounded oscillation
on ∂B1(0) and finite mass (see also (4.1)). Then the local mass σ0 satisfies
σ0 := lim
δ→0
lim
k→+∞
1
2pi
∫
Bδ(0)
ρ2hˆe
uˆk ∈ 2N.
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Even though the blow up case with collapsing singularities can be excluded by Theorem 1.4, we still could not prove
the compactness of the solutions of Φ by just showing w is uniformly bounded. Indeed, it is possible to get a sequence
of solutions (wk, Qk) to (1.1) such that Qk → Q0 ∈ S2 \ S1 and wk is uniformly bounded, that is, the case (ii). This
is the reason why we could not use the deformation (1.8)t to calculate the degree for the case S1 ∪ S2 6= ∅. Instead,
we introduce a new term which contains the information of S2 \ S1 in the deformation. We set

∆wt + 2ρ2
(
h2e
wt+4piK21G(x,Qt)
∫
M
h2ewt+4piK21G(x,Qt)
− 1
)
= 0,
∇
(
log h1e
t
2K12wt − 4pi(1− t)
∑
q∈S2\S1
G(x, q)
)
|x=Qt= 0.
(1.10)t
Obviously, the corresponding function space is H˚1(M)× [M \ (S1 ∪ S2)] for any t ∈ [0, 1). However, on one hand, we
note that when t→ 1−, the system (1.10)t does not converge to the original system (1.1) as t→ 1−, because
lim
t→1−
∑
q∈S2\S1
4pi(1− t)∇G(Qt, q) 6= 0, (1.11)
if Qt is collapsing with some element Q0 ∈ S2 \ S1, and wt converges as t→ 1−. So, we have to find out what is the
difference between (1.1) and (1.10)t when |1 − t| ≪ 1. On the other hand, when t = 0, system (1.10)t becomes the
following decoupled system. 

∆w + 2ρ2
(
h2e
w+4piK21G(x,Q)
∫
M
h2ew+4piK21G(x,Q)
− 1
)
= 0,
∇
(
log h1 − 4pi
∑
q∈S2\S1
G(x, q)
)
|x=Q= 0.
(1.12)
The system (1.12) is a de-coupled system and we can easily compute the degree, combined with what we get from the
differences between (1.1) and (1.10)t. Then we can derive the degree formula of (1.1).
1.2. Toda system. Our second purpose is to apply the degree formula (1.7) of the shadow system to compute the
topological degree of the Toda system corresponding to a semi-simple Lie algebra of rank 2. In this paper, we only
consider the case of rank two. There are only three types of rank two: A2, B2 = C2 and G2 and their Cartan matrix
K = (Kij) is
(
2 −1
−1 2
)
,
(
2 −1
−2 2
)
,
(
2 −1
−3 2
)
respectively.
The corresponding Toda system (of mean field type) is
∆u∗i +
2∑
j=1
Kijρj
(
h∗je
u∗j∫
M
h∗je
u∗j
− 1
)
= 4pi
∑
p∈Si
αp,i(δp − 1), i = 1, 2, (1.13)
where h∗i are positive smooth functions on M , ρi are positive constants, αp,i ∈ N for every p ∈ Si and Si is a subset
of M , δp is the Dirac measure at p ∈M .
For (1.13), conventionally we let u∗i (x) = ui(x)− 4pi
∑
p∈Si
αp,iG(x, p). Then ui satisfies
∆ui +
2∑
j=1
Kijρj
(
hje
uj∫
M
hjeuj
− 1
)
= 0 in M, i = 1, 2, (1.14)
where
hi(x) = h
∗
i (x)e
−4pi
∑
p∈Si
αp,iG(x,p), h∗i > 0. (1.15)
Clearly, the equation (1.14) remains the same if each component ui is replaced by ui+ci, where ci is a constant. Thus,
we assume that ui ∈ H˚1(M).
It is known that equation (1.13) is closely related to the classical Plu¨cker formula for the holomorphic curves in
projective space. Let f be a holomorphic curve from a simple domain D in C into CPn. Lift locally f to Cn+1 and
denote the lift by ν(z) = [ν0(z), ν1(z), · · · , νn(z)]. The kth associated curve of f is defined by
fk : D → G(k, n+ 1) ⊂ CP(Λ
k
C
n+1), fk(z) =
[
ν(z) ∧ ν′(z) ∧ · · · ∧ ν(k−1)(z)
]
,
where ν(j) is the j−th derivative of ν with respect to z. Let
Λk(z) = ν(z) ∧ · · · ∧ ν
(k−1)(z),
and the well-known infinitesimal Plu¨cker formula (see [17]) gives,
∂2
∂z∂z
log ‖Λk(z)‖
2 =
‖Λk−1(z)‖2‖Λk+1(z)‖2
‖Λk(z)‖4
for k = 1, 2, · · · , n, (1.16)
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where we define the norm ‖ · ‖2 = 〈·, ·〉 by the Fubini-Study metric in CP(ΛkCn+1) and put ‖Λ0(z)‖2 = 1. We observe
that (1.16) holds only for ‖Λk(z)‖ > 0, i.e., all the unramificated points z. Let us set ‖Λn+1(z)‖ = 1 by normalization
(analytical extended at the ramificated points) and
Uk(z) = − log ‖Λk(z)‖
2 + k(n− k + 1) log 2, 1 ≤ k ≤ n.
Then, from (1.16) we have
∆Ui + exp

 n∑
j=1
KijUj

−K0 = 0 in M \ S,
where K0 is the Gaussian curvature, S denotes the set of all the ramificated points of f in M and K = (Kij)n×n =

2 −1 0 · · · 0
−1 2 −1 · · · 0
0 −1 2 · · · 0
...
...
...
...
...
0 · · · 0 −1 2

 .
Near each p ∈ S, we have Ui = 2γp,i log |z − p|+O(1). Thus, Ui satisfies
∆Ui + exp

 n∑
j=1
KijUj

 −K0 = 4pi∑
p∈S
γp,iδp, (1.17)
where γp,i stands for the total ramification index at p.
Let u∗i =
∑n
j=1KijUj , αp,i =
∑n
j=1Kijγp,j . Then it is easy to see that u
∗
i satisfies
∆u∗i +
n∑
j=1
Kij
(
eu
∗
j −K0
)
= 4pi
∑
p∈S
αp,iδp, i = 1, 2, · · · , n.
When (M, g) is the standard two dimensional sphere with vol(S2) = 1. Then the above equation is
∆u∗i +
n∑
j=1
Kij
(
eu
∗
j − 4pi
)
= 4pi
∑
p∈S
αp,iδp, i = 1, 2, · · · , n. (1.18)
Therefore any holomorphic curve from S2 to CPn associates with a solution u∗ = (u∗1, · · · , u
∗
n) of (1.18). Conversely,
given any solution u∗ = (u∗1, · · · , u
∗
n) of (1.18) in S
2, we can construct holomorphic curves of S2 into CPn which has
the given ramification index αp,i at p. One can see [33] for details of the proof. When n = 2 and S1 = S2 = S, by
integrating (1.17), it is easy to see (1.17) can be written as the form of (1.13) with
ρi = 4pi
(
1 +
2∑
j=1
KijNj
)
, (1.19)
where (Kij)2×2 = (Kij)
−1
2×2 and Ni =
∑
p∈S αp,i.
System (1.13) also appears in many other problems which arise in geometry and physics. For example, when (1.13) is
reduced to the single equation (1.3), it is related to the Nirenberg problem of finding the prescribing Gaussian curvature
if S0 = ∅, and the existence of a positive constant curvature metric with conic singularities if S0 6= ∅. Equation (1.3)
has been extensively studied during the past decades (see [2, 3, 6, 8, 10, 11, 12, 13, 27, 29, 34, 45, 46, 48, 50] and
the references therein). Recently, it turns out that the equation (1.3) has a deep relation with the classical Lame
equation and the Painleve VI equation. We refer the interested readers to [7, 14] for the details about the connection.
For the general Toda system (1.13), we can also find it in the gauge theory in many physics models. For example,
to describe the physics of high critical temperature superconductivity, a model of relative Chern-Simons model was
proposed and this model can be reduced to a n times n system with exponential nonlinearity if the gauge potential
and the Higgs field are algebraically restricted. Then the Toda system (1.13) is one of the limiting equations if the
coupling constant tends to zero. For the detail discussion between the Toda system and its background in Physics,
we refer the readers to [16, 50] and the references therein. For the developments of Toda system and general Liouville
system, see [1, 16, 20, 21, 24, 30, 31, 32, 35, 36, 37, 38, 41, 42, 43, 47, 49] and references therein.
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In order to compute the Leray-Schauder degree of the system (1.14), we have to determine the set of parameters
(ρ1, ρ2) such that the a priori bounds for the solutions of (1.14) might fail. Recently, Lin, Wei and Zhang considered
this problem and obtained the following result.
Theorem C. ([40]) Let u = (u1, u2) be a solution of (1.14) with all αp,i ∈ N. Suppose ρ1, ρ2 /∈ 4piN. Then,
‖u1‖L∞ + ‖u2‖L∞ ≤ C
for a constant C that only depends on ρi, hi, αp,i and M.
To obtain the a priori estimate for all the solutions of (1.14), Lin, Wei and Zhang classified all the local mass at
each blow up point of a sequence of blow up solutions (u1k, u2k) of (1.14) with ρk = (ρ1k, ρ2k) tends to ρ = (ρ1, ρ2).
The local mass is defined by
σi(p) = lim
r→0
lim
k→+∞
1
2pi
∫
Br(p)
ρihie
u˜ikdx, i = 1, 2,
where
u˜ik = uik − log
(∫
M
hie
uik
)
.
Remark 1.5. We note that (σ1(p), σ2(p)) 6= (0, 0) if and only if p is a blow up point. The sufficient part is trivial,
but the necessary part can follow from the Brezis-Merle Theorem. The argument is standard now. For the reader’s
convenience, we sketch it briefly in section 2.
Very recently, Lin, Wei, and Zhang in [40] proved that
Theorem D. ([40]) Suppose p is a blow up point of a sequence of blow up solutions of (1.14) with all αp,i ∈ N, i = 1, 2.
Then σ1(p), σ2(p) ∈ 2N ∪ {0}.
Theorem D implies that if S1 ∪ S2 = ∅, then
(i) if K = A2, then
(σ1(p), σ2(p)) ∈
{
(2, 0), (0, 2), (2, 4), (4, 2), (4, 4)
}
.
(ii) if K = B2, then
(σ1, σ2) ∈
{
(2, 0), (0, 2), (4, 2), (2, 6), (4, 8), (6, 6), (6, 8)
}
.
(iii) if K = G2, then
(σ1, σ2) ∈
{
(2, 0), (0, 2), (2, 8), (4, 2), (12, 18), (12, 20),
(4, 12), (8, 8), (8, 18), (10, 12), (10, 20)
}
.
This generalizes an earlier result by Lin and Zhang [39]. We notice that for (1.14) with singular sources, the number of
the possibility of the local mass relies heavily on the coefficients αp,i of the singular source, as the coefficient becomes
larger, the number of possibility gets bigger. This would increase the difficulty in analyzing the bubbling solution for
(1.14).
By Theorem C, we can define the Leray-Schauder degree dKρ1,ρ2 for (1.14) when ρ1 ∈ (4ipi, 4(i + 1)pi) and ρ2 ∈
(4jpi, 4(j + 1)pi), i, j ∈ N ∪ {0} and K = A2,B2 or G2. Again the degree is a homotopic invariant and is a constant
when ρ1 ∈ (4ipi, 4(i + 1)pi) and ρ2 ∈ (4jpi, 4(j + 1)pi), i, j ∈ N ∪ {0}. We denote it by dKi,j . Then we introduce the
generating function g
(2)
i (x,K) :
g
(2)
i (x,K) =
∞∑
j=0
dKi,jx
j . (1.20)
Obviously, g
(2)
0 (x) = g
(1)(x), where g(1)(x) is given by (1.6) with S0 = S2. So far, the first three authors with Wei [23]
obtained g
(2)
1 (x) when S1 ∪ S2 = ∅ in the following theorem.
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Theorem E. ([23, Theorem 1.6]) Let g
(2)
1 (x,K) be the generating function defined above. Suppose S1 ∪ S2 = ∅. Then
the generating function g
(2)
1 (x,K) is determined by,
g
(2)
1 (x,K) =
∞∑
j=0
dK1,jx
j = (1− x)χ(M)−1
(
1− χ(M)(1 + x+ · · ·+ x−K21)
)
,
Remark 1.6. We can also define the generating function
g˜
(2)
i (x,K) =
∞∑
j=0
dKj,ix
j .
It is easy to see g˜
(2)
0 (x,K) = g
(1)(x), where g(1)(x) is given by (1.6) with S0 = S1. As for g
(2)
1 (x,K), we can also
derive g˜
(2)
i (x,K) when S1 ∪ S2 = ∅,
g˜
(2)
i (x,K) =
∞∑
j=0
dKj,1x
j = (1 − x)χ(M)−1
(
1− χ(M)(1 + x+ · · ·+ x−K12)
)
.
See [23] for details.
In the present paper, we want to extend Theorem E for the system (1.14) when S1 ∪ S2 6= ∅. Following [23], we
have to compute the gap between dK0,j and d
K
1,j . Our strategy is to reduce the computation of the gap to a single
equation. More precisely, we consider all the bubbling solutions of (1.14) when ρ2 /∈ 4piN is fixed and ρ1k → 4pi from
below or above of 4pi. Then we can show that u1k blows up at Q /∈ S1 and u2k converges to w + 4piK21G(x,Q) in
C2,αloc (M \ {Q}), where (w,Q) satisfies the shadow system (1.1). In conclusion, we have the following theorem,
Theorem 1.7. Suppose hi satisfies (1.15) with αp,i ∈ N, i = 1, 2. Let (u1k, u2k) be a sequence of solutions of (1.14)
with (ρ1k, ρ2k)→ (4pi, ρ2) satisfying ρ2 /∈ 4piN and maxM (u1k, u2k)→ +∞. Then, we have
ρ1k
h1e
u1k∫
M
h1eu1k
→ 4piδQ, Q ∈M \ S1, and
u2k → w + 4piK21G(x,Q) in C
2,α
loc (M \ {Q}),
where (w,Q) is a solution of (1.1).
Once we get the degree dSj for the shadow system (1.1) by Theorem 1.2, as a consequence, we are able to obtain
the degree gap between dK0,j and d
K
1,j by the following result.
Theorem F. ([23, Theorem 1.4]) We have
dK1,j − d
K
0,j = −d
S
j ,
Now we can obtain the generating function g
(2)
1 (x,K) for (1.14) as follows.
Theorem 1.8. Suppose that hi satisfies (1.15) with αp,i ∈ {1, 2}, i = 1, 2. Then the generating function g
(2)
1 (x,K)
given by (1.20) can be represented by
g
(2)
1 (x,K) =
∞∑
k=0
dK1,kx
k = (1− x)χ(M)−1
∏
p∈S2
(1 + x+ · · ·+ xαp,2)− gs(x),
where gs(x) is given in (1.7).
As a consequence of Theorem 1.8, we have the following corollaries.
Corollary 1.9. Suppose that the assumption in Theorem 1.8 holds. If χ(M) ≤ 0, then system (1.14) always has a
solution when ρ1 ∈ (0, 4pi) ∪ (4pi, 8pi), ρ2 /∈ 4piN.
For equation (1.18) with n = 2 and K = A2, we recall that
N1 =
∑
p∈S1
αp,1 and N2 =
∑
p∈S2
αp,2,
where S1 = S2 = S. By (1.19), if N1 6≡ N2 mod 3, then ρi /∈ 4piN. Suppose that ρ1 < 8pi. Then we have
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Corollary 1.10. Suppose M = S2, K = A2, S1 = ∅, |S2| = 1, 2, and αp,2 = 1 for any p ∈ S2, then equation (1.18)
has a solution.
Remark 1.11. We can also derive the expression of g˜
(2)
1 (x,K) in the following
g˜
(2)
1 (x,K) = (1− x)
χ(M)−1
[ ∏
p∈S1
(1 + x+ · · ·+ xαp,1)
− (χ(M)− |S1 ∪ S2|) (1 + · · ·+ x
−K12)
∏
p∈S1
(1 + · · ·+ xαp,1)
−
∑
p∈S1\S2
(1 + x+ · · ·+ xαp,1−K12)
∏
q∈S1\{p}
(1 + x+ · · ·+ xαq,1 )
]
.
This paper is organized as follows. In section 2, we derive the shadow system (1.1) from the bubbling solutions of
(1.14) as ρ1 tends to 4pi. In section 3, we prove the compactness of the solutions of (1.1) in H˚
1(M) × [M \ S1]. In
section 4, we obtain the result for the local mass when there are collapsing singularities. In section 5, we study the
deformation (1.10)t, prove the compactness of the solutions, and derive the topological degree of (1.1). In section 6,
we state some applications of the degree formula of (1.1).
2. Shadow system with singular sources
Let (u1k, u2k) ∈ H˚1(M) × H˚1(M) be a solution of (1.14) with (ρ1k, ρ2k) such that maxM (u1k, u2k) → +∞ as
k → +∞. We set
u˜ik := uik − ln
∫
M
hie
uikdvg, i = 1, 2. (2.1)
Then (u˜1k, u˜2k) satisfy {
∆u˜1k + 2ρ1k(h1e
u˜1k − 1) +K12ρ2k(h2eu˜2k − 1) = 0,
∆u˜2k + 2ρ2k(h2e
u˜2k − 1) +K21ρ1k(h1eu˜1k − 1) = 0.
(2.2)
From (2.1), we see that ∫
M
h1e
u˜1kdvg =
∫
M
h2e
u˜2kdvg = 1. (2.3)
We define the blow up set for u˜ik
Si := {p ∈M | ∃{xk}, xk → p, u˜ik(xk)→ +∞} for i = 1, 2, (2.4)
and
S := S1 ∪S2.
For any p ∈M, we define the local mass by
σi(p) = lim
δ→0
lim
k→+∞
1
2pi
∫
Bδ(p)
ρikhie
u˜ikdvg, i = 1, 2. (2.5)
We also denote γi(p), i = 1, 2 such that
γi(p) =
{
αp,i if p ∈ Si,
0 if p /∈ Si.
(2.6)
It was proved in [40] that (σ1(p), σ2(p)) satisfies the following Pohozaev identity:
K21σ
2
1(p) +K12K21σ1(p)σ2(p) +K12σ
2
2(p)
= 2K21(1 + γ1(p))σ1(p) + 2K12(1 + γ2(p))σ2(p),
(2.7)
where K = A2, B2, G2.
For σi(p), we have the following lemma.
Lemma 2.1. p /∈ S if and only if σ1(p) = σ2(p) = 0.
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Proof. The proof is well-known now, and it follows from the Brezis-Merle’s result [6]. We give a sketch here for
convenience of readers.
We note that if p /∈ S, then there is a neighborhood U of p such that u˜1k and u˜2k are uniformly bounded from
above by a constant, independent of k. So we can get σ1(p) = σ2(p) = 0 easily.
If σ1(p) = σ2(p) = 0, then we can choose small r0 > 0 such that∫
Br0(p)
ρihi|e
u˜ik − 1|dx <
pi
6
, i = 1, 2. (2.8)
For i = 1, 2, let ηik be a harmonic function in Br0(p) with ηik = u˜ik on ∂Br0(p). In view of [6, Theorem 1] and (2.8),
we can find some constants δ, Cδ > 0, independent of k, such that∫
Br0(p)
exp((1 + δ)|u˜ik − ηik|)dx ≤ Cδ, i = 1, 2. (2.9)
From the mean value theorem for harmonic function and (2.8)-(2.9), we can get a constant c > 0, independent of k,
such that
η+ik ≤ c in B r02 (p), i = 1, 2. (2.10)
By using the standard elliptic estimate and (2.9)-(2.10), we can get that u˜1k and u˜2k are uniformly bounded from
above in B r0
2
(p). Hence, p /∈ S . 
From the proof of Lemma 2.1, we see that if p ∈ S, then (2.8) does not hold. Then using the fact
∫
M
hie
u˜ikdvg = 1,
we have
|S| < +∞.
Let r0 > 0 be small enough such that B4r0(p) ∩B4r0(q) = ∅ for p 6= q ∈ S, and we have the following result.
Lemma 2.2. For 1 ≤ i ≤ 2,
p /∈ Si if and only if σi(p) = 0.
Proof. If p /∈ Si, then there is a neighborhood U of p such that u˜ik is uniformly bounded from above by a constant,
independent of k. So we get σi(p) = 0.
Now we suppose that σi(p) = 0. There is a constant c > 0, independent of k, such that
sup
∂Br0 (p)
u˜ik ≤ c. (2.11)
Let 1 ≤ j 6= i ≤ 2 and φk satisfy ∆φk+Kijρjkhjeu˜jk = 0 in Br0(p) and φk = u˜ik on ∂Br0(p). The maximum principle
and (2.11) imply that φk is uniformly bounded from above in Br0(p). We note that uˆik = u˜ik − φk satisfies{
∆uˆik + 2ρik(hie
φkeuˆik − 1)−Kijρjk = 0 in Br0(p),
uˆik = 0 on ∂Br0(p).
By applying [6, Theorem 1] to uˆik = u˜ik − φk as in Lemma 2.1, we get that u˜ik is uniformly bounded from above in
Br0(p). Therefore, p /∈ Si. 
Remark 2.3. In view of the Green representation formula and the elliptic estimates, it is easy to see that for any
compact set K ⊂⊂M \S, there is a constant CK > 0, independent of k, satisfying
‖uik‖L∞(K) ≤ CK for all k ≥ 1, i = 1, 2, (2.12)
and
|u˜ik(x) − u˜ik(y)| ≤ CK for all k ≥ 1, any x, y ∈ K, i = 1, 2. (2.13)
Since we assume that maxM (u1k, u2k)→ +∞, (2.12) implies maxM (u˜1k, u˜2k)→ +∞, that is,
S = S1 ∪S2 6= ∅.
For p ∈ S, we have the following result.
Lemma 2.4. For p ∈ S, we have
either 2σ1(p)− 2γ1(p) +K12σ2(p) ≥ 2 or 2σ2(p)− 2γ2(p) +K21σ1(p) ≥ 2.
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Proof. From (2.7), we get that
K21σ
2
1(p) +K12K21σ1(p)σ2(p) +K12σ
2
2(p)
= K21σ1(p)
(
2σ1(p)− 2− 2γ1(p) +K12σ2(p)
)
+K12σ2(p)
(
2σ2(p)− 2− 2γ2(p) +K21σ1(p)
)
.
(2.14)
Since 4−K21K12 > 0 and K12,K21 < 0, we see
0 > K21
(
σ1 +
K12σ2(p)
2
)2
+K12
(4−K21K12
4
)
σ22(p)
= K21
(
σ21(p) +K12σ1(p)σ2(p) +
K212σ
2
2(p)
4
)
+K12
(4−K21K12
4
)
σ22(p)
= K21σ
2
1(p) +K12K21σ1(p)σ2(p) +K12σ
2
2(p).
(2.15)
If 2σ1(p) − 2γ1(p) +K12σ2(p) < 2 and 2σ2(p) − 2γ2(p) +K21σ1(p) < 2, then we get a contradiction from (2.14) and
(2.15). So we complete the proof of Lemma 2.4. 
In [23, Lemma 2.1], it was proved that if S1∪S2 = ∅, then a weak concentration phenomena holds (i.e. if a sequence
of solutions (u1k, u2k) of (1.14) blows up, then one of
hie
uik∫
M
hie
uikdvg
, i = 1, 2, tends to a sum of Dirac measures). Now
we are going to extend this result to the general cases.
Lemma 2.5. If p ∈ S and 2σ1(p)− 2γ1(p) +K12σ2(p) ≥ 2, then
u˜1k → −∞ uniformly in any compact subset of Br0(p) \ {p} as k → +∞. (2.16)
Proof. To prove (2.16), we argue by contradiction. Then for any fixed r1 ∈ (0, r0), we see that supr1≤|x−p|≤r0 u˜1k is
uniformly bounded from below by some constant depending on r1, not on k. From (2.13), infr1≤|x−p|≤r0 u˜1k is also
uniformly bounded from below. Together, we get that supr1≤|x−p|≤r0 |u˜1k| is uniformly bounded. Since r1 > 0 is
arbitrary, the standard elliptic estimates implies that u˜1k → ξ1 in C2loc(Br0(p) \ {p}) as k → +∞ for some function ξ1.
Since
∫
M
h1e
u˜1kdvg = 1, we also see that h1e
ξ1 ∈ L1(Br0(0)). We need to consider the following two cases according
to the asymptotic behavior of u˜2k.
Case 1. supr≤|x−p|≤r0 u˜2k → −∞ as k → +∞ for any fixed r ∈ (0, r0].
By using u˜1k → ξ1 in C
2
loc(Br0(p) \ {p}) as k → +∞, we see that ξ1 satisfies
∆ξ1 + 2ρ1(h1e
ξ1 − 1) = −2pi(2σ1(p) +K12σ2(p))δp in Br0(p).
By using Green representation formula, we get that for x ∈ Br0(p),
ξ1(x) =− (2σ1(p) +K12σ2(p)) ln |x− p|
+
1
2pi
∫
Br0(p)
ln
1
|x− y|
2ρ1(h1e
ξ1(y) − 1)dy
+
∫
∂Br0(p)
[ξ1(y)
2pi
∂ ln |x− y|
∂ν
−
1
2pi
ln |x− y|
∂ξ1
∂ν
]
dS.
(2.17)
Let η(x) =
∫
∂Br0(p)
[
ξ1(y)
2pi
∂ ln |x−y|
∂ν
− 12pi ln |x− y|
∂ξ1
∂ν
]
dS. Then we see that η ∈ C1(B r0
2
(p)). Since h1e
ξ1 ∈ L1(Br0(p)),
if |x− p| ≤ r02 , then
ξ1(x) ≥− (2σ1(p) +K12σ2(p)) ln |x− p|+
(− ln 2r0)
2pi
‖2ρ1h1e
ξ1‖Br0(p)
+
(−ρ1)‖ ln |y|‖L1(B2r0 (0))
pi
+ η(x) ≥ −(2σ1(p) +K12σ2(p)) ln |x− p|+ c,
where c is a constant, independent of x ∈ B r0
2
(p).
In view of h1e
ξ1 ∈ L1(Br0(p)), h1(x) = h
∗
1(x)e
−
∑
q∈S1
4piγ1(q)G(x,q), and h∗1 > 0, we get that
2 + 2γ1(p)− 2σ1(p)−K12σ2(p) > 0, (2.18)
which contradicts the assumption in Lemma 2.5.
Case 2. supr≤|x−p|≤r0 u˜2k is uniformly bounded from below for each r ∈ (0, r0].
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From the similar arguments in Case 1, there is a function ξ2 satisfying u˜2k → ξ2 in C2loc(Br0(p) \ {p}) as k → +∞
and h2e
ξ2 ∈ L1(Br0(0)). On Br0(p), we have{
∆ξ1 + 2ρ1(h1e
ξ1 − 1) +K12ρ2(h2eξ2 − 1) = −2pi(2σ1(p) +K12σ2(p))δp,
∆ξ2 + 2ρ2(h2e
ξ2 − 1) +K21ρ1(h1eξ1 − 1) = −2pi(2σ2(p) +K21σ1(p))δp.
Now we consider the following two cases (i)-(ii) according to the value of 2σ2(p)− 2γ2(p) +K21σ1(p):
(i) If 2σ2(p)− 2γ2(p) +K21σ1(p) < 2.
At first, we claim that
h2e
ξ2 ∈ L1+δ0(Bτ0(p)) for some δ0 > 0, τ0 ∈ (0,
r0
2
). (2.19)
Let
ζ2 = ξ2 + (2σ2(p) +K21σ1(p)) ln |x− p|.
Then ζ2 satisfies
∆ζ2 + 2ρ2(h2e
ξ2 − 1) +K21ρ1(h1e
ξ1 − 1) = 0.
We note that for any small r > 0, there is a constant cr > 0 such that
sup
∂Br(p)
ζ2 ≤ cr.
Since hie
ξi ∈ L1(Br0(p)) for i = 1, 2, by using [6, Theorem 1] as in Lemma 2.1, we see that for any δ > 0, there are
constants Cδ > 0 and τδ ∈ (0,
r0
2 ) satisfying∫
Bτδ (p)
exp((1 + δ)|ζ2|)dvg ≤ Cδ. (2.20)
We recall h2(x) = h
∗
2(x)e
−
∑
q∈S2
4piγ2(q)G(x,q) where h∗2 > 0. By using (2.20) and 2σ2(p)− 2γ2(p) +K21σ1(p) < 2, we
see that there are constants δ0 > 0, τ0 > 0 and a positive function h¯2 such that
h2(x)e
ξ2(x) = h¯2(x)|x − p|
−2σ2(p)+2γ2(p)−K21σ1(p)eζ2 ∈ L1+δ0(Bτ0(p)),
which implies the claim (2.19).
By Green representation formula as in (2.17) and h2e
ξ2 ∈ L1+δ0(Bτ0(p)), we get a constant c, independent of
x ∈ Bτ0(p), satisfying
ξ1(x) ≥ −(2σ1(p) +K12σ2(p)) ln |x− p|+ c.
In view of h1e
ξ1 ∈ L1(Br0(p)), h1(x) = h
∗
1(x)e
−
∑
q∈S1
4piγ1(q)G(x,q), and h∗1 > 0, we get that 2 + 2γ1(p) − 2σ1(p) −
K12σ2(p) > 0, which contradicts the assumption in Lemma 2.5.
(ii) If 2σ2(p)− 2γ2(p) +K21σ1(p) ≥ 2.
On Br0(p), we have
∆
(
2ξ2 −K21ξ1
)
+ ρ2(4−K12K21)(h2e
ξ2 − 1)
=− 2pi
[
2(2σ2(p) +K21σ1(p))−K21(2σ1(p) +K12σ2(p))
]
δp.
By Green representation formula as in (2.17), h2e
ξ2 ∈ L1(Bτ (p)) and 4−K12K21 > 0, we get a constant c, independent
of x ∈ Bτ (p), satisfying
2ξ2(x) −K21ξ1(x)
≥
[
− 2(2σ2(p) +K21σ1(p)) +K21(2σ1(p) +K12σ2(p))
]
ln |x− p|+ c.
Then we see that
(2−K21)max
{
ξ1(x) + 2γ1(p) ln |x− p|, ξ2(x) + 2γ2(p) ln |x− p|
}
≥ 2
{
ξ2(x) + 2γ2(p) ln |x− p|
}
−K21
{
ξ1(x) + 2γ1(p) ln |x− p|
}
≥
{
− 2(2σ2(p)− 2γ2(p) +K21σ1(p))
+K21(2σ1(p)− 2γ1(p) +K12σ2(p))
}
ln |x− p|+ c.
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Then there is a constant C > 0, independent of x ∈ Bτ (p), satisfying
|x− p|2γ1(p)eξ1(x) + |x− p|2γ2(p)eξ2(x)
≥ emax{ξ1(x)+2γ1(p) ln |x−p|,ξ2(x)+2γ2(p) ln |x−p|}
≥ C|x− p|
−2(2σ2(p)−2γ2(p)+K21σ1(p))+K21(2σ1(p)−2γ1(p)+K12σ2(p))
2−K21 ,
In view of hie
ξi ∈ L1(Br0(p)), hi(x) = h
∗
i (x)e
−
∑
q∈Si
4piγi(q)G(x,q), and h∗i > 0, we get that
2−
2(2σ2(p)− 2γ2(p) +K21σ1(p))−K21(2σ1(p)− 2γ1(p) +K12σ2(p))
2−K21
> 0.
Since we assume that 2σi(p)− 2γi(p) +Kijσj(p) ≥ 2 where 1 ≤ i 6= j ≤ 2, we see that
0 = 2−
4− 2K21
2−K21
≥ 2−
2(2σ2(p)− 2γ2(p) +K21σ1(p))−K21(2σ1(p)− 2γ1(p) +K12σ2(p))
2−K21
,
which implies a contradiction.
At this point, we complete the proof of Lemma 2.5. 
Remark 2.6. By using the proof of Lemma 2.5, we can also show that if p ∈ S and 2σ2(p)− 2γ2(p) +K21σ1(p) ≥ 2,
then u˜2k → −∞ uniformly in any compact subset of Br0(p) \ {p} as k → +∞.
Now we are going to derive the shadow system for the bubbling solutions of (1.14) as ρ1k → 4pi.
Proof of Theorem 1.7. We recall the following assumption: maxM (u1k, u2k)→ +∞, ρ1k → 4pi, and ρ2k → ρ2 /∈ 4piN
for 1 ≤ i 6= j ≤ 2 as k → +∞.
Suppose that S1 = ∅. Then S2 6= ∅, and Lemma 2.4-2.5 imply that u˜2k is concentrate. Theorem D and Lemma
2.2 imply that σ2(p) ∈ 2N for p ∈ S2. Since
∫
M
h2e
u˜2k = 1, we get that ρ2k → ρ2 ∈ 4piN, which contradicts to the
assumption ρ2 /∈ 4piN. So we get that S1 6= ∅. In view of ρ1k → 4pi, we get that |S1| = 1 and there is a point Q ∈M
such that
S1 = {Q}, and σ1(Q) = 2.
If σ2(Q) > 0, then Theorem D implies that σ2(Q) ∈ 2N. If σ1(Q) = σ2(Q) = 2, then the Pohozaev identity (2.7)
cannot hold, and so σ2(Q) ≥ 4, which implies 2σ1(Q)− 2γ1(Q) +K12σ2(Q) < 2. Using Lemma 2.2-2.5 and Theorem
D, we get that u˜2k is concentrate and σ2(p) ∈ 2N for p ∈ S2, which contradicts ρ2k → ρ2 /∈ 4piN again. So we get that
S2 = ∅.
By using σ2(Q) = 0 and Pohozaev identity (2.7), we see that σ1(Q) = 2(1 + γ1(Q)). From σ1(Q) = 2, we get that
γ1(Q) = 0, that is,
Q /∈ S1.
Next, we shall follow the arguments in [23] to derive the shadow system (1.1). Let(
u1k
u2k
)
= K
(
v1k
v2k
)
.
Then we see that 

−∆v1k = ρ1k(
h1e
K11v1k+K12v2k∫
M
h1e
K11v1k+K12v2kdvg
− 1) = ρ1k(h1eu˜1k − 1),
−∆v2k = ρ2k(
h2e
K22v2k+K21v1k∫
M
h2e
K22v2k+K21v1kdvg
− 1) = ρ2k(h2eu˜2k − 1),∫
M
v1kdvg =
∫
M
v2kdvg = 0.
Since u˜2k is uniformly bounded from above, Green representation formula and L
p estimate imply that v2k is uniformly
bounded in M and converges to some function 12w in C
1,α(M) for α ∈ (0, 1) as k → +∞.
We define v˜1k = v1k −
1
2 log
∫
M
h˜ke
2v1kdvg, where h˜k = h1e
K12v2k . Then v˜1k satisfies{
∆v˜1k + ρ1k(h˜ke
2v˜1k − 1) = 0,∫
M
h˜ke
2v˜1kdvg = 1.
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We see that v˜1k blows up at Q as k → +∞. Since h˜k → h1e
K12w
2 in C1,α(M) as k → +∞ and Q /∈ S1, [25, Theorem
0.2-0.3] and [2] imply

v˜1k → −∞ uniformly on any compact subset of M \ {Q} as k → +∞,
ρ1k
h1e
2v1k+K12v2k∫
M
h1e
2v1k+K12v2kdvg
→ 4piδQ,
v1k = v˜1k −
∫
M
v˜1kdvg → 4piG(x,Q) in C
2,α
loc (M \ {Q}).
(2.21)
From [10, ESTIMATE B], we also get
∇ log(h1e
K12w
2 ) |x=Q= 0. (2.22)
Moreover, from [10, Lemma 4.1], we can find some constant c > 0, independent of k,∣∣∣2∇v˜1k −∇( log eλk(
1 + ρ1kh˜k(p
(k))eλk
4 |x− p
(k)|2
)2
)∣∣∣ < c for |x−Q| < r0, (2.23)
where v˜1k(p
(k)) = maxBr0(Q) v˜1k. By (2.23) and standard elliptic estimate, we get that
v2k →
1
2
w in C2,α(M) for α ∈ (0, 1) as k → +∞, (2.24)
where w satisfies
∆w + 2ρ2(
h2e
w+K214piG(x,Q)∫
M
h2ew+K214piG(x,Q)dvg
− 1) = 0. (2.25)
From (2.21)-(2.25), we complete the proof of Theorem 1.7. 
3. Compactness of solutions of shadow system
Let ρ2 /∈ 4piN. We recall the following shadow system:

∆w + 2ρ2
(
h2e
w+4piK21G(x,Q)
∫
M
h2ew+4piK21G(x,Q)
− 1
)
= 0,
∫
M
w = 0,
∇
(
log(h1e
K12
2 w)
) ∣∣∣
x=Q
= 0, Q /∈ S1.
(1.1)
We note that any solution (w,Q) of (1.1) belongs to H˚1(M) × [M \ S1]. Moreover, in the following proposition, we
shall prove the compactness of the solutions of (1.1) in H˚1(M)× [M \ S1]. We recall
Theorem 1.1. Suppose αp,i ∈ {1, 2} and ρ2 /∈ 4piN. Then there are constants C > 0 and δ > 0 such that for any
solution (w,Q) of (1.1),
‖w‖C1(M) ≤ C and dist(Q,S1) ≥ δ > 0.
Proof. For a solution (w,Q) of (1.1), we denote
w˜ = w − log
(∫
M
h2e
w+4piK21G(x,Q)
)
.
Then ∫
M
h2e
w˜+4piK21G(x,Q) = 1. (3.1)
Since hi(x) = h
∗
i (x)e
−4pi
∑
q∈Si
αq,iG(x,q) and h∗i (x) > 0, i = 1, 2, we can rewrite the system (1.1) to{
∆w˜ + 2ρ2
(
h2e
w˜+4piK21G(x,Q) − 1
)
= 0,
∇
(
log h∗1 +
K12
2 w − 4pi
∑
q∈S1
αq,1G(x, q)
)∣∣∣
x=Q
= 0.
(S˜)
We claim that there is a constant c > 0 such that supM w˜ ≤ c for any solution (w˜, Q) of the system (S˜). To prove
this claim, we argue by contradiction and suppose that there is a sequence of solutions (w˜k, Qk) of the system (S˜)
such that w˜k blows up as k → +∞. Next, we shall prove it is impossible by the following steps.
Step 1. We claim that Q0 ∈ S2, where Q0 := limk→+∞Qk.
Let
B = {p ∈M | ∃{xk}, xk → p, w˜k(xk)→ +∞ as k → +∞},
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and
σ(p) = lim
δ→0
lim
k→+∞
1
2pi
∫
Bδ(p)
ρ2h2e
w˜k+4piK21G(x,Qk).
It is known that |B| < +∞. For example, see [6] or the arguments of Lemma 2.1. We note that the singular set of the
equation (S˜) is S2 ∪ {Qk}. If Q0 /∈ S2, then (S˜) has no collapsing singular points. In this case, Theorem A implies no
blowup for w˜k if 2ρ2 /∈ 8piN, which yields a contradiction to the assumption. Thus we conclude that Q0 ∈ S2.
Step 2. We claim that B = {Q0}.
Let r > 0 be a small constant satisfying Br(pi) ∩ Br(pj) for any pi 6= pj ∈ B. If p0 ∈ B \ {Q0} 6= ∅, then the
Brezis-Merle Theorem [6, Theorem 3] implies that w˜k → −∞ in any compact subset of Br(p0) \ {p0}, and then we
have w˜k → −∞ in any compact subset of M \ B. Since αp,2 ∈ N for any p ∈ S2, we have the local mass σ(p0) for
p0 ∈ S2 \ {Q0} is an even positive integer by Theorem A (see also [2]). We note that Q0 /∈ B, then σ(Q0) = 0. On the
other hand, if Q0 ∈ B, then σ(Q0) ∈ 2N by Theorem 1.4. Hence, the sum of local masses of all the blow up points is
an even positive integer. As a consequence, 2ρ2 ∈ 8piN, which yields a contradiction to ρ2 /∈ 4piN.
Step 3. If w˜k is concentrate, we get a contradiction again by using Theorem 1.4 and ρ2 /∈ 4piN as in Step 2. Therefore,
w˜k is non-concentrate. Then we claim that
αQ0,2 −K21 + 1 > σ(Q0) ∈ 2N. (3.2)
Since w˜k is non-concentrate, there is a function w˜0 satisfying w˜k → w˜0 in C2loc(M \ {Q0}) as k → +∞, and
∆w˜0 + 2ρ2(h2e
w˜0(x)+4piK21G(x,Q0) − 1) = −4piσ(Q0)δQ0 on M,
and
h2e
w˜0(x)+4piK21piG(x,Q0) ∈ L1(M). (3.3)
We recall that h2(x) = h
∗
2(x)e
−4pi
∑
p∈S2
αp,2G(x,p) and h∗2 > 0. Then by using Q0 ∈ S2, (3.3) and the Green represen-
tation formula as in Lemma 2.5, we can obtain (3.2).
Before we proceed the next step, we make the following preparation. Let
Qk −Q0 = εkek, εk > 0, |ek| = 1, lim
k→+∞
ek = e ∈ R
2. (3.4)
Then limk→+∞ εk = 0. If there is a subsequence Qkl such that Qkl ≡ Q0, then equation has no collapsing singularity
which implies w˜kl does not blow up by Theorem A. So we may assume that
εk 6= 0 for all k.
Let
vk(x) = w˜k(εkx+Q0) + (2 + 2αQ0,2 − 2K21) ln εk. (3.5)
Then vk satisfies
∆vk + 2ρ2(hk(εkx)e
vk(x)|x|2αQ0,2 |x− ek|
−2K21 − ε2k) = 0 on B rεk
(0), (3.6)
where
hk(x−Q0) = h
∗
2(x)e
−4pi(
∑
p∈S2\{Q0}
αp,2G(x,p)+αQ0,2R(x,Q0)−K21R(x,Qk)),
and R(x, p) denotes the regular part of the Green function G(x, p). We note that there is a constant c0 > 0 such that
hk(x) ≥ c0 > 0 on Br(0) for all k.
Step 4. We claim that vk blows up at some finite points in R
2. Since the proof of this claim is long, we postpone it in
Lemma 4.4 below.
Step 5. In this step, we will determine the location of blow up points of vk.
Let Bv be the set of finite blow up points of vk such that
Bv =
{
p ∈ B r
εk
(0) | ∃{xk}, xk → p, vk(xk)→ +∞ as k → +∞
}
. (3.7)
By using (3.2) and the assumption αp,i ∈ {1, 2}, we get the following possibilities (i)-(iii):
(i) When K21 = −1 (A2 case), we have σ(Q0) < 4 and σ(Q0) = 2, which implies |Bv| = 1 and Bv ∩ {0, e} = ∅.
(ii) When K21 = −2 (B2 case), we have σ(Q0) < 5 and σ(Q0) ∈ {2, 4}, which implies |Bv| = 1, 2. If vk blows up at
e, then σ(Q0) ≥ 2−2K21 = 6, which contradicts σ(Q0) ∈ {2, 4}. If vk blows up at 0, then σ(Q0) ≥ 2+2αQ0,2 ≥
4 and thus σ(Q0) = 4, αQ0,2 = 1. However, from (3.2), we see that αQ0,2 −K21 + 1 = 4 > σ(Q0) = 4, which
implies a contradiction. Thus Bv ∩ {0, e} = ∅.
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(iii) When K21 = −3 (G2 case), we have σ(Q0) < 6 and σ(Q0) ∈ {2, 4}, which implies |Bv| = 1, 2. If vk blows up
at e, then σ(Q0) ≥ 2 − 2K21 = 8, which contradicts σ(Q0) ∈ {2, 4}. If αQ0,2 = 2 and vk blows up at 0, then
σ(Q0) ≥ 2 + 2αQ0,2 = 6, which contradicts σ(Q0) ∈ {2, 4}. If αQ0,2 = 1, then it might be possible that vk
blows up at 0 since (3.2) holds in this case, that is, αQ0,2 −K21 + 1 = 5 > σ(Q0) ≥ 2 + 2αQ0,2 = 4. Thus
Bv ∩ {0, e} = ∅ or Bv = {0}.
In conclusion, we get either Bv ∩ {0, e} = ∅ or Bv = {0}. So vk does not blow up at e. Moreover, we claim that if
Bv ∩ {0, e} = ∅, then ∑
qi∈Bv
K21e
qi − e
> 0, (3.8)
which will be used to yield a contradiction after ∇wk(Qk) is computed (see (3.10) below). We postpone the proof of
the claim (3.8) in Lemma 3.1 later.
Step 6. In this step, we will compute ∇wk(Qk) and derive a contradiction from the second equation in (S˜). The
computation ∇wk(Qk) depends on whether blow up occurs at the singularity 0 or not.
Case 1. Bv ∩ {0, e} = ∅.
By using Green’s representation formula, we see that as k → +∞,
∇vk(x)→ −
∑
qi∈Bv
4
x− qi
|x− qi|2
uniformly in C0loc(B rεk
(0) \ Bv). (3.9)
Then we see that as k → +∞,
εk∇wk(Qk) = ∇vk(ek)→ −
∑
qi∈Bv
4
e− qi
|e− qi|2
, (3.10)
where we used limk→+∞ ek = e. We regard x ∈ B r
εk
(0) as a complex value x = x1 + ix2 ∈ C and denote its conjugate
by x¯. The balance condition in (S˜) and (3.10) imply that
0 = lim
k→+∞
εk

∑
p∈S1
2αp,1
Qk − p
|Qk − p|2
+
K12
2
∇wk(Qk)


= 2α0e− 2K12
∑
qi∈Bv
e− qi
|e− qi|2
= 2α0
1
e¯
− 2K12
∑
qi∈Bv
1
e¯− q¯i
,
(3.11)
where α0 = αQ0,1 if Q0 ∈ S1 and α0 = 0 if Q0 /∈ S1. In view of (3.8) and (3.11), we get that
0 = α0 −K12
∑
qi∈Bv
e
e− qi
> 0, (3.12)
which implies a contradiction.
Case 2. Bv = {0}.
By using Green’s representation formula, we see that as k → +∞,
εk∇wk(Qk) = ∇vk(ek)→ −4(αQ0,2 + 1)e. (3.13)
The balance condition in (S˜) gives
0 = lim
k→+∞
εk
( ∑
p∈S1
2αp,1
Qk − p
|Qk − p|2
+
K12
2
∇wk(Qk)
)
= 2α0e− 2(αQ0,2 + 1)K12e,
(3.14)
where α0 = αQ0,1 if Q0 ∈ S1 and α0 = 0 if Q0 /∈ S1. Since 2α0 − 2(αQ0,2 + 1)K12 > 0, we must have e = 0, which
contradicts to |e| = 1.
Finally, from the above arguments, we conclude that w˜k cannot blow up. Using Green’s representation formula for
(1.1), we see
w(x) = 2
∫
M
ρ2h2(y)e
w˜(y)+4piK21G(y,Qk)G(x, y)dy. (3.15)
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Since there is a constant c > 0 such that supM w˜ ≤ c for any solution (w˜, Q) of the system (S˜), we see from (3.15)
that w is uniformly bounded for any solution (w,Q) of the system (1.1). By standard elliptic estimate and the balance
condition in (1.1), we can find some constants C, δ > 0 such that
‖w‖C1(M) ≤ C, and dist(Q,S1) > δ > 0,
for any solution (w,Q) of the system (1.1). Now we complete the proof of Theorem 1.1. 
Now we are going to prove the claim (3.8).
Lemma 3.1. Let vk be a solution of (3.6). We assume that as k → +∞, vk blows up at points p ∈ Bv (see (3.7) for
the definition of Bv). If |Bv| = 1, 2 and Bv ∩ {0, e} = ∅, then∑
qi∈Bv
K21e
qi − e
> 0.
Proof. If Bv ∩ {0, e} = ∅, then the location of blow up points can be obtained by Pohozaev type identity (see [10,
ESTIMATE B]): for any qi ∈ Bv, it holds that
2
∑
qj∈Bv\{qi}
qj − qi
|qj − qi|2
+ αQ0,2
qi
|qi|2
−K21
qi − e
|qi − e|2
= 0. (3.16)
We regard x ∈ B r
εk
(0) as a complex value x = x1 + ix2 ∈ C. Then for any qi ∈ Bv,
2
∑
qj∈Bv\{qi}
qi
qj − qi
+ αQ0,2 −K21
qi
qi − e
= 0.
Taking the summation for qi ∈ Bv, we get
0 = 2
∑
qi∈Bv
∑
qj∈Bv\{qi}
qi
qj − qi
+ αQ0,2|Bv| −K21
∑
qi∈Bv
qi
qi − e
= −|Bv|(|Bv| − 1) + (αQ0,2 −K21)|Bv| −K21
∑
qi∈Bv
e
qi − e
.
(3.17)
Now we get ∑
qi∈Bv
K21e
qi − e
=
{
(αQ0,2 −K21) > 0 if |Bv| = 1,
2(αQ0,2 −K21 − 1) > 0 if |Bv| = 2,
and complete the proof of Lemma 3.1. 
4. Proof of Theorem 1.4 and Lemma 4.4
In this section, we are going to prove Theorem 1.4 and Lemma 4.4. We recall the following equation:
∆uˆk + 2ρ2hˆe
uˆk = 4pi
∑
pkj∈Sˆk
βjδpkj in B1(0), (1.9)
where hˆ > 0, |Sˆk| is independent of k, limk→+∞ pkj = 0 for all pkj ∈ Sˆk, pki 6= pkj if i 6= j, and βj ∈ N. We assume
that 

(i) 0 is the only blow up point:
max|x|≥r uˆk ≤ C(r), supB1(0) uˆk → +∞ as k → +∞,
(ii) bounded oscillation:
supx,y∈∂B1(0) |uˆk(x) − uˆk(y)| ≤ c for some constant c > 0,
(iii) finite mass :∫
B1(0)
hˆeuˆk ≤ C for some constant C > 0.
(4.1)
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We denote the local mass at the blow up point 0 by
σ0 := lim
δ→0
lim
k→+∞
1
2pi
∫
Bδ(0)
ρ2hˆe
uˆk .
Clearly, σ0 > 0 by (i). To prove Theorem 1.4, we need to consider the following equation:


∆u+ eu =
∑N
i=1 4piαiδpi in R
2,
∫
R2
eudx < +∞,
(4.2)
where pj are distinct points in R
2 and αi ∈ N. The following result in [40] plays a crucial role in proving Theorem 1.4.
Theorem 4.1. [40, Theorem 2.1] Let u be a solution of (4.2) and αi ∈ N. Then
∫
R2
eudx = 4pi
( N∑
i=1
αi +
α
2
)
∈ 8piN, where α > 2.
Now we are going to prove Theorem 1.4.
Proof of Theorem 1.4. If |Sˆk| = 1, then there is no collapsing in the singular sources. If σ0 /∈ 2N, then Theorem
A implies no blowup for uˆk, which yields a contradiction to the assumption (see also [2]). Thus, Theorem 1.4 holds
when |Sˆk| = 1.
From now on, we consider the case |Sˆk| ≥ 2. To prove Theorem 1.4 when |Sˆk| ≥ 2, we will compare the contribution
of the masses from two different regions Br(0)\BεkR(0) and BεkR(0), where 0 < r ≪ 1, R≫ 1 are fixed constants and
limk→+∞ εk = 0. To do it, we will apply the Pohozaev identity for the equation (1.9) in the region Br(0) \BεkR(0).
Let εk = max{|pki − pkj | | pkj 6= pki ∈ Sˆk} = |pk1 − pk2 |. We denote
wˆk(x) = uˆk(x)− 2
|Sˆk|∑
j=1
βj ln |x− pkj |, (4.3)
and
vˆk(x) = wˆk(εkx+ pk1) + (2 + 2
|Sˆk|∑
j=1
βj) ln εk. (4.4)
Then vˆk satisfies
∆vˆk + 2ρ2hˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
j=1
|x− zk,j |
2βj = 0 in B 1
εk
(0), (4.5)
where zk,j =
pkj−pk1
εk
. By the definition of εk > 0, we see that for each i ∈ {1, 2, · · · , |Sˆk|}, there is a point zi ∈ R2
such that zi = limk→+∞ zk,i. Fix constants 0 < r ≪ 1 and R≫ 1. Multiplying (4.5) by ∇xvˆk · x and integrating over
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B r
εk
(0) \BR(0), we get that∫
∂Br(pk1 )
[ (∇ywˆk · (y − pk1))2
|y − pk1 |
−
|∇ywˆk|2|y − pk1 |
2
+ 2ρ2hˆ(y)e
wˆk(y)|y − pk1 |
|Sˆk|∏
j=1
|y − (pkj − pk1)|
2βj
]
dσy
−
∫
∂BR(0)
[ (∇xvˆk · x)2
|x|
−
|∇xvˆk|2|x|
2
(4.6)
+ 2ρ2hˆ(εkx+ pk1)e
vˆk(x)|x|
|Sˆk|∏
j=1
|x− zk,j |
2βj
]
dσx
=
∫
B r
εk
(0)\BR(0)
[
2ρ2εkx · ∇εkxhˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
j=1
|x− zk,j |
2βj
+ 2ρ2hˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
i=1
|x− zk,i|
2βi
|Sˆk|∑
j=1
2βj(x− zk,j) · zk,j
|x− zk,j |2
+ (2 + 2
|Sˆk|∑
j=1
βj)2ρ2hˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
i=1
|x− zk,i|
2βi
]
dx.
Let
Mεk(r) =
1
2pi
∫
B r
εk
(0)
ρ2hˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
i=1
|x− zk,i|
2βidx,
and
mεk(R) =
1
2pi
∫
BR(0)
ρ2hˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
i=1
|x− zk,i|
2βidx.
We note that
σ0 = lim
r→0
lim
k→+∞
Mεk(r). (4.7)
We denote
m0 := lim
R→+∞
(
lim
k→+∞
mεk(R)
)
. (4.8)
Now we claim that
pi[(2σ0)
2 − (2m0)
2] = (2 + 2
|Sˆk|∑
j=1
βj)4pi[σ0 −m0]. (4.9)
To prove the claim (4.9), we need to estimate ∇wˆk on ∂Br(0) and ∇vˆk on ∂BR(0) (see Lemma 4.2 below). We remark
that if there is no collapsing of singularities, these estimates are well known. We include the proof here for the sake
of the completeness.
Lemma 4.2. (i) ∇wˆk(x)→ −2σ0
x
|x|2 +∇φ in Cloc(B1(0) \ {0}) as k → +∞, where φ ∈ C
1(B1(0)).
(ii) for any δ > 0, there is R > 0 such that
lim
k→+∞
∇vˆk(x) = −2(m0 + o(1))
x
|x|2
for |x| ≥ R, where |o(1)| ≤ δ.
Proof. We will prove Lemma 4.2 by the following steps.
Step 1. First, we will prove the estimation (i). We note that
∆wˆk + 2ρ2hˆ(x)
|Sˆk|∏
j=1
|x− pkj |
2βjewˆk = 0 in B1(0). (4.10)
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Let G1 be the Green’s function on B1(0). Since supx,y∈∂B1(0) |uˆk(x) − uˆk(y)| ≤ c, we see that for any x1, x2 ∈ B1(0),
wˆk(x1)− wˆk(x2)
=
∫
B1(0)
(G1(x1, y)−G1(x2, y))2ρ2hˆ(y)
|Sˆk|∏
j=1
|y − pkj |
2βjewˆkdy +O(1),
(4.11)
as k → +∞.
Then, we divide our discussion into two cases according to the behavior of wˆk on ∂Br(0):
Case 1. wˆk is non-concentrate.
By (4.1), Green’s representation formula (4.11) and elliptic estimate, we see that there is a function wˆ satisfying
wˆk → wˆ in C
2
loc(B1(0) \ {0}) as k → +∞ and
∆wˆ + 2ρ2hˆ(x)|x|
2
∑|Sˆk|
j=1 βjewˆ(x) = −4piσ0δ0 in B1(0).
We note that
hˆ(x)|x|2
∑|Sˆk|
j=1 βjewˆ(x) ∈ L1(B1(0)), (4.12)
which implies
|Sˆk|∑
j=1
βj + 1 > σ0. (4.13)
Let φ(x) = wˆ + 2σ0 ln |x|. Since ∆φ ∈ L1(B1(0)), by applying [6, Theorem 1] as in Lemma 2.5, we see that for
any δ > 0, there is rδ > 0 such that e
(1+δ)|φ| ∈ L1(Brδ (0)). By standard elliptic estimate and (4.13), we get that
φ ∈ C1(B1(0)). Then we can get the estimation (i) when wˆk is non-concentrate.
Case 2. wˆk is concentrate.
Then wˆk → −∞ in C0loc(B1(0) \ {0}). Fix a point x0 ∈ B1(0) \ {0}. Let gk = wˆk − wˆk(x0). By (4.1),
Green’s representation formula (4.11) and standard elliptic estimate, we see that there is a function g satisfying
gk → g in C2loc(B1(0) \ {0}) as k → +∞ and ∆g = −4piσ0δ0 in B1(0). Then we can see g + 2σ0 ln |x| ∈ C
1(B1(0))
easily. As a consequence, we get the estimation (i) when wˆk is concentrate.
In the left, we shall consider the behavior of ∇vˆk on ∂BR(0) for any fixed constant R≫ 1, independent of k.
Step 2. To prove the estimation (ii), we consider the following three cases (a)-(c) according to the behavior of vˆk:
(a) vˆk blows up.
Let Bv be the set of finite blow up points of vˆk such that
Bv =
{
p ∈ B r
εk
(0) | ∃{xk}, xk → p, vˆk(xk)→ +∞ as k → +∞
}
. (4.14)
We denote the local mass at p ∈ Bv by
σv(p) = lim
δ→0
lim
k→+∞
1
2pi
∫
Bδ(p)
ρ2hˆ(εkx+ pk1)e
vˆk(x)
|Sˆk|∏
i=1
|x− zk,i|
2βidx. (4.15)
In view of (4.1) and Green representation formula (4.11), it is not difficult to show that vˆk also has bounded
oscillation near each blow up point, i.e., for any blow up point p ∈ Bv and a small fixed constant r > 0, there is a
constant cr > 0 such that
sup
x,y∈∂Br(p)
|vˆk(x) − vˆk(y)| ≤ cr. (4.16)
Since there might be collapsing singularities zk,j in (4.5) as k → +∞, we need to consider the following two
possibilities (a-i)-(a-ii):
(a-i) If vˆk → −∞ in C
0
loc(B rεk
(0) \ Bv), then we see that
m0 =
∑
p∈Bv
σv(p).
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Moreover, (4.1) and Green’s representation formula (4.11) imply that as k → +∞,
∇vˆk(x)→ −
∑
p∈Bv
2σv(p)
x− p
|x− p|2
in C0loc(B rεk
(0) \ Bv). (4.17)
So the estimation (ii) holds for the case (a-i).
(a-ii) If there is a function vˆ0 such that vˆk → vˆ0 in C1loc(B rεk
(0) \ Bv), then vˆ0 satisfies
∆vˆ0 + 2ρ2hˆ(0)e
vˆ0(x)
|Sˆk|∏
j=1
|x− zj |
2βj = −4pi
∑
p∈Bv
σv(p)δp in R
2.
Since evˆ0(x)
∏|Sˆk|
j=1 |x− zj |
2βj ∈ L1(R2), we see that if p 6= zj , then σv(p) < 1, and if p = zj , then σv(zj) < 1+ βj . Here
we note that if p 6= zj , then σv(p) = 0 since there is no collapsing singularities near p 6= zj and thus σv(p) ∈ 2N ∪ {0}
by [2]. By standard potential analysis (see [9, Lemma 1.2]), we see that
vˆ0(x) = −(2
∑
βj + α) ln |x|+O(1) as |x| → +∞, where α > 2,
and ∫
R2
2ρ2hˆ(0)e
vˆ0(x)
|Sˆk|∏
j=1
|x− zj|
2βj = 4pi
( |Sˆk|∑
j=1
(βj − σv(zj)) +
α
2
)
.
Thus we get that
m0 =
|Sˆk|∑
j=1
σv(zj) +
( |Sˆk|∑
j=1
(βj − σv(zj)) +
α
2
)
=
( |Sˆk|∑
j=1
βj +
α
2
)
.
Moreover, in view of [9, Lemma 1.3], we obtain as |x| → +∞,
∇
(
vˆ0(x) + 2
∑
p∈Bv
σv(p) ln |x− p|
)
= −2
( |Sˆk|∑
j=1
(βj − σv(zj)) +
α
2
+ o(1)
) x
|x|2
as |x| → +∞,
which implies
∇vˆ0(x) = −2
( |Sˆk|∑
j=1
βj +
α
2
+ o(1)
) x
|x|2
= −2(m0 + o(1))
x
|x|2
as |x| → +∞.
Since vˆk → vˆ0 in C1loc(B rεk
(0) \ Bv), the estimation (ii) holds for the case (a-ii).
(b) vˆk → −∞ uniformly on compact subsets of B r
εk
(0) as k → +∞.
In this case, we can see that m0 = 0. By using (4.1) and Green’s representation formula (4.11), we get that
limk→+∞∇vˆk = 0 in C0loc(B rεk
(0)) as k → +∞. So the estimation (ii) holds for the case (b).
(c) vˆk is locally uniformly bounded in L
∞
loc(B rεk
(0)) as k → +∞.
For this case, we can conclude vˆk converges to a function vˆ in C
2
loc(B rεk
(0)) as k → +∞, and
∆vˆ + 2ρ2hˆ(0)e
vˆ(x)
|Sˆk|∏
j=1
|x− zj|
2βj = 0 in R2.
By standard potential analysis (see [9, Lemma 1.2]), we see that
vˆ(x) = −(2
∑
βj + α) ln |x|+O(1) as |x| → +∞ where α > 2,
and ∫
R2
2ρ2hˆ(0)e
vˆ(x)
|Sˆk|∏
j=1
|x− zj |
2βj = 4pi
( |Sˆk|∑
j=1
βj +
α
2
)
.
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Then m0 =
∑|Sˆk|
j=1 βj +
α
2 . Moreover, in view of [9, Lemma 1.3], we obtain
∇vˆ(x) = −2
( |Sˆk|∑
j=1
βj +
α
2
+ o(1)
) x
|x|2
= −2(m0 + o(1))
x
|x|2
as |x| → +∞. (4.18)
So the estimation (ii) holds for the case (c).
From the discussion in Step 1 -Step 2, we complete the proof of Lemma 4.2. 
Proof of (4.9). In the proof of Lemma 4.2, we also get
(i) Fix a constant 0 < r ≪ 1, independent of k. Then on ∂Br(0), we have either limk→+∞ ewˆkr
2+2
∑|Sˆk|
j=1 βj = 0,
or limk→+∞ e
wˆkr2+2
∑|Sˆk|
j=1 βj = eφr2+2
∑|Sˆk|
j=1 βj−2σ0 where
∑|Sˆk|
j=1 βj + 1 > σ0. Thus we have
lim
r→0
lim
k→+∞
ewˆkr2+2
∑|Sˆk|
j=1 βj = 0.
(ii) Fix a constant R ≫ 1, independent of k. Then on ∂BR(0), we have either limk→+∞ evˆkR
2+2
∑|Sˆk|
j=1 βj = 0, or
limk→+∞ e
vˆkR2+2
∑|Sˆk|
j=1 βj = O(R2−α) where α > 2. Thus we have
lim
R→+∞
lim
k→+∞
evˆkR2+2
∑|Sˆk|
j=1 βj = 0.
Then by letting k → +∞ in (4.6), we get that
pi[(2σ0)
2 − (2m0)
2] = (2 + 2
|Sˆk|∑
j=1
βj)4pi[σ0 −m0] + o(1) as r → 0, R→ +∞.
So we prove the claim (4.9). ✷
We see that (4.9) implies
σ0 = m0, or σ0 = 2 + 2
|Sˆk|∑
j=1
βj −m0. (4.19)
In next lemma, we will show that m0 ∈ 2N ∪ {0} and then Theorem 1.4 follows immediately.
Lemma 4.3. m0 ∈ 2N ∪ {0}.
Proof. We note that if |Sˆk| = 2, then after scaling, there is no collapsing singularities in (4.5) since z1 = 0 and
|z2| = 1. On the other hand, if |Sˆk| > 2, then even after scaling, there might be collapsing singularities {zk,i} in (4.5)
as k → +∞. Therefore, we will prove Theorem 1.4 by mathematical induction method on |Sˆk|. First, we let |Sˆk| = 2.
Step 1. We assume that uˆk is a solution of (1.9) satisfying (4.1) with |Sˆk| = 2. Let εk = max{|pki − pkj | | pkj 6= pki ∈
Sˆk} = |pk1 − pk2 | and
vˆk(x) = uˆk(εkx+ pk1)− 2
∑
j
βj ln |εkx+ pk1 − pkj |+ (2 + 2
∑
j
βj) ln εk. (4.20)
Then vˆk satisfies
∆vˆk + 2ρ2hˆ(εkx+ pk1)e
vˆk(x)
∏
j
|x− zk,j |
2βj = 0 in B 1
εk
(0), (4.21)
where zk,j =
pkj−pk1
εk
. Let zi = limk→+∞ zk,i. Then z1 = 0 and |z2| = 1. Since z1 6= z2 and |Sˆk| = 2, the equation
(4.21) has no collapsing singularities. Thus Brezis-Merle Theorem [6, Theorem 3] implies there are three possible
behaviors (a)-(c) of vˆk:
(a) vˆk blows up. Let Bv be the set of finite blow up points of vˆk defined by (4.14), and σv(p) be the local mass at
p ∈ Bv defined by (4.15). Since the equation (4.21) has no collapsing singularities, Brezis-Merle Theorem [6, Theorem
3] implies vˆk → −∞ in C
0
loc(B rεk
(0) \ Bv). From βj ∈ N and Theorem A (see also [2]), we get
σv(p) ∈ 2N for p ∈ Bv.
Then m0 =
∑
p∈Bv
σv(p) ∈ 2N, which implies σ0 ∈ 2N by (4.19).
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(b) vˆk → −∞ uniformly on compact subsets of B r
εk
(0) as k → +∞. Then m0 = 0.
(c) vˆk is locally uniformly bounded in L
∞
loc(B rεk
(0)) as k → +∞. Then vˆk converges to a function vˆ in C2loc(B rεk
(0))
as k → +∞, where
∆vˆ + 2ρ2hˆ(0)e
vˆ(x)
∏
j
|x− zj|
2βj = 0 in R2,
and
m0 =
1
2pi
∫
R2
ρ2hˆ(0)e
vˆ(x)
∏
j
|x− zj |
2βj .
Since βj ∈ N, Theorem 4.1 implies∫
R2
2ρ2hˆ(0)e
vˆ(x)
∏
j
|x− zj |
2βj = 4pi
(∑
j
βj +
α
2
)
∈ 8piN, α > 2, (4.22)
which implies m0 =
(∑
j βj +
α
2
)
∈ 2N.
Therefore, Lemma 4.3 is proved for |Sˆk| = 2.
Step 2. We assume that that Lemma 4.3 holds if |Sˆk| ≤ n, and suppose that uˆk is a solution of (1.9) satisfying (4.1)
with |Sˆk| = n+ 1. We do the same scaling as in the first step, and set vˆk by (4.20), which also satisfies (4.21). If vˆk
does not blow up, we can obtain m0 ∈ 2N∪{0} by using the same arguments for the case (b) and (c) in the first step.
In the left, we consider the case vˆk blows up. Let Bv be the set of finite blow up points of vˆk, and σv(p) be the
local mass at p ∈ Bv.
Note that as in (4.16), vˆk also has bounded oscillation near each blow up point. Hence (4.1) holds at any blow up
point of vˆk.
Let zi = limk→+∞ zk,i. From z1 6= z2, we see that the number of collapsing singular points zk,i in (4.21) is at most
n. From our assumption, Theorem 1.4 holds when the number of collapsing singularities ≤ n. So the local mass σv(p)
at p satisfies
σv(p) ∈ 2N for p ∈ Bv. (4.23)
Now we need to consider the following two cases (i)-(ii):
(i) If vˆk → −∞ in C0loc(B rεk
(0) \ Bv), then m0 =
∑
p∈Bv
σv(p) ∈ 2N.
(ii) If there is a function vˆ0 such that vˆk → vˆ0 in C
0
loc(B rεk
(0) \ Bv), then vˆ0 satisfies
∆vˆ0 + 2ρ2hˆ(0)e
vˆ0(x)
n+1∏
j=1
|x− zj|
2βj = −4pi
∑
p∈Bv
σv(p)δp in R
2.
The fact evˆ0(x)
∏n+1
j=1 |x − zj |
2βj ∈ L1(R2) implies that if p 6= zj, then σv(p) < 1 and thus σv(p) = 0 from (4.23), and
if p = zj, then σv(zj) < 1 + βj . Hence βj − σv(zj) ∈ N ∪ {0}.
Since βj , σv(zj) ∈ N, Theorem 4.1 implies∫
R2
2ρ2hˆ(0)e
vˆ0(x)
n+1∏
j=1
|x− zj |
2βj
= 4pi
( n+1∑
j=1
(βj − σv(zj)) +
α
2
)
∈ 8piN, α > 2.
(4.24)
Then by (4.23) and (4.24), we get m0 =
∑n+1
j=1 σv(zj) +
(∑n+1
j=1 (βj − σv(zj)) +
α
2
)
=
∑n+1
j=1 βj +
α
2 ∈ 2N. Thus we
complete the proof of Lemma 4.3. 
For the proof of Theorem 1.1, we also need to show that if uˆk is non-concentrate, then after the scaling as in (4.20),
the scaled function vˆk blows up as k→ +∞. Now we have the following lemma.
Lemma 4.4. Let uˆk be a solution of (1.9) satisfying (4.1). We set vˆk by (4.20), which satisfies (4.21). If uˆk is
non-concentrate, then vˆk blows up as k → +∞.
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Proof. If uˆk is non-concentrate, we have (4.13), that is, 1 +
∑
j βj > σ0.
If the scaled function vˆk does not blows up as k → +∞, then we have the following two cases (i)-(ii):
(i) if vˆk → −∞ uniformly on compact subsets of B r
εk
(0) as k → +∞, then m0 = 0. By (4.19) and σ0 > 0, we get that
σ0 = 2 + 2
∑
j βj ∈ 2N, which contradicts (4.13).
(ii) If vˆk is locally uniformly bounded in L
∞
loc(B rεk
(0)) as k → +∞, then step 1-(c) in the proof of Lemma 4.3 implies
m0 =
(∑
j βj +
α
2
)
, where α > 2. So σ0 ≥ m0 >
∑
j βj + 1, which contradicts (4.13).
Thus we complete the proof of Lemma 4.4. 
5. The topological degree of shadow system
We recall the following shadow system:

∆w + 2ρ2
(
h2e
w+4piK21G(x,Q)
∫
M
h2e
w+4piK21G(x,Q)
− 1
)
= 0,
∫
M
w = 0,
∇
(
log(h1e
K12
2 w)
) ∣∣∣
x=Q
= 0, Q /∈ S1.
(1.1)
In this section, we are going to compute the topological degree of (1.1) for ρ2 /∈ 4piN. As we discussed in the
introduction, to compute the degree of (1.1), we need to consider the following deformation:

∆wt + 2ρ2
(
h2e
wt+4piK21G(x,Qt)
∫
M
h2e
wt+4piK21G(x,Qt)
− 1
)
= 0,
∫
M
wt = 0,
∇
(
log h∗1 − 4pi
∑
p∈S1
αp,1G(x, p) +
t
2K12wt
−4pi(1− t)
∑
p∈S2\S1
G(x, p)
)∣∣∣
x=Qt
= 0,
(1.10)t
where t ∈ [0, 1). We note that for fixed t ∈ [0, 1), any solution (wt, Qt) of (1.10)t belongs to H˚1(M)× [M \ (S1 ∪ S2)].
Proposition 5.1. For each fixed t ∈ [0, 1), there are Ct, δt > 0 such that for all solutions (wt, Qt) of (1.10)t satisfies
‖wt‖C1(M) < Ct, dist(Qt, S1 ∪ S2) > δt > 0. (5.1)
Proof. Suppose that there is a sequence of solutions (wt,k, Qt,k) of (1.10)t such that wt,k blows up as k → +∞. We
note that the coefficients of Green functions in (1.10)t have the same sign since αp,1 > 0 and (1 − t) > 0. Then,
following the same arguments in the Step 6 in the proof of Theorem 1.1, we get a contradiction by noting the same
sign of ∇wt,k(Qt,k) and ∇G(Qt,k, p), p ∈ S1 ∪ S2 (see (3.12) and (3.14)). So wt,k is uniformly bounded. Then (5.1)
follows from the balance condition in (1.10)t. 
Moreover, we have the following compactness result for the solutions of (1.10)t for any t ∈ [0, 1).
Proposition 5.2. There are constants C, δ > 0 such that any solution (wt, Qt) of (1.10)t for t ∈ [0, 1) satisfies
‖wt‖C1(M) < C, dist(Qt, S1) > δ > 0. (5.2)
Proof. Since t ∈ [0, 1), we can get ‖wt‖C1(M) is uniformly bounded for all t ∈ [0, 1) as in the proof of (5.1). On the
other hand, in view of limt→1−(1 − t) = 0, it might be possible that the balance condition (1.10)t holds even though
Qt converges to a point in S2 \S1 as t→ 1
−. So we conclude that any solution (wt, Qt) of (1.10)t for t ∈ [0, 1) satisfies
(5.2). 
In the following proposition, we shall meet two possibilities according to the behavior of Qt as t→ 1−.
Proposition 5.3. Let (wt, Qt) be a family of solutions of (1.10)t. Then we have either
(i) Qt → Q ∈M \ [S1 ∪ S2] and wt → wQ as t→ 1−, where (wQ, Q) satisfies (1.1),
or
(ii) Qt → Q ∈ S2 \ S1 and wt → wQ as t→ 1
−, where (wQ, Q) satisfies
∆wQ + 2ρ2
(
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
− 1
)
= 0, (5.3)
∇
(
log h1 +
1
2
K12wQ
) ∣∣∣
x=Q
= λwQewQ , Q /∈ S1, (5.4)
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where (λwQ , ewQ) satisfies λwQ ≥ 0, ewQ ∈ R
2, |ewQ | = 1, and
4pi(1− t)∇
( ∑
p∈S2\S1
G(x, p)
)∣∣∣
x=Qt
→ λwQewQ as t→ 1
−.
Proof. Proposition 5.3 is a simple consequence of Proposition 5.2. 
By using transversality theorem (for example, see [23, Theorem 4.1]), we can always choose a function h2 satisfying
the following condition (C1):
(C1) For any point Q ∈ S2 \ S1, all the solutions wQ of (5.3) are non-degenerate.
We note that the set S2 \ S1 is fixed and |S2 \ S1| < +∞. By (C1), there are finitely many solutions wQ of (5.3).
Moreover, any solution wQ of (5.3) is independent of h1. So we can always choose a function h1 satisfying the following
condition (C2):
(C2) For any point Q ∈ S2 \ S1, ∇
(
log h1 +
1
2K12wQ
) ∣∣∣
x=Q
6= 0.
Throughout the rest of this section, we choose h1 and h2 such that (C1) and (C2) hold.
For any point Q ∈ S2 \ S1, we consider
∆wQ + 2ρ2
(
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
− 1
)
= 0. (5.5)
For each non-degenerate solution wQ of (5.5), let (λwQ , ewQ) be the pair satisfying{
∇
(
log h1 +
1
2K12wQ
) ∣∣∣
x=Q
= λwQewQ ,
λwQ > 0, ewQ ∈ R
2, |ewQ | = 1.
(5.6)
For some fixed p > 2, we define ‖φ‖∗ = ‖φ‖W 2,p(M). Let ΓwQ,t be
ΓwQ,t :=
{
(wt, Qt)
∣∣∣ wt = wQ + φt,
∫
M
φt = 0, ‖φt‖∗ ≤M0(1− t),
Qt = Q−
2(1− t)
λt
et, et =
Q −Qt
|Q −Qt|
, |Qt −Q| =
2(1− t)
λt
,
1
2
≤
λt
λwQ
≤ 2, |λtet − λwQewQ | ≤M0(1− t)
}
,
(5.7)
where M0 > 0 is a large number, which is determined later.
We have the following a priori estimate for the family of solutions (wt, Qt) of (1.10)t, if (wt, Qt) satisfies Proposition
5.3-(ii).
Lemma 5.4. Assume (C1) and (C2). Let (wt, Qt) be a family of solutions of (1.10)t satisfying Proposition 5.3-(ii).
Then there are some function wQ and constant ε > 0 such that wQ is a solution of (5.5) and if |t − 1| < ε, then
(wt, Qt) ∈ ΓwQ,t.
Proof. Since (wt, Qt) satisfies Proposition 5.3-(ii), we find that Qt → Q ∈ S2 \ S1 and wt → wQ as t→ 1
−, where

∆wQ + 2ρ2
(
h2e
wQ+4piK21G(x,Q)
∫
M
h2e
wQ+4piK21G(x,Q)
− 1
)
= 0,
∇
(
log h1 +
1
2K12wQ
) ∣∣∣
x=Q
= λwQewQ ,
(5.8)
and λwQ ∈ R \ {0}, ewQ ∈ R
2, |ewQ | = 1, and
4pi(1− t)∇
( ∑
p∈S2\S1
G(x, p)
)∣∣∣
x=Qt
→ λwQewQ as t→ 1
−.
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Let wt = wQ + φt. Then φt satisfies
∫
M
φt = 0 and
Lφt := ∆φt + 2ρ2
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
φt
− 2ρ2
h2e
wQ+4piK21G(x,Q)(∫
M
h2ewQ+4piK21G(x,Q)
)2
∫
M
h2e
wQ+4piK21G(x,Q)φtdx
= I1 + I2,
where
I1 =− 2ρ2
(
h2e
wt+4piK21G(x,Q)∫
M
h2ewt+4piK21G(x,Q)
−
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
)
+ 2ρ2
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
φt
− 2ρ2
h2e
wQ+4piK21G(x,Q)(∫
M
h2ewQ+4piK21G(x,Q)
)2
∫
M
h2e
wQ+4piK21G(x,Q)φt.
and
I2 = −2ρ2
(
h2e
wt+4piK21G(x,Qt)∫
M
h2ewt+4piK21G(x,Qt)
−
h2e
wt+4piK21G(x,Q)∫
M
h2ewt+4piK21G(x,Q)
)
.
We can easily see that I1 = O(‖φt‖2∗). For I2, we note that
e4piK21G(x,Qt) = e4piK21G(x,Q) +O(|Qt −Q|).
Thus we get I2 = O(|Qt − Q|). By (C1), the solution wQ of the first equation in (5.8) is non-degenerate. Using the
non-degeneracy of wQ, we can find a constant c0 > 0, independent of t ∈ [0, 1), such that
‖φt‖∗ ≤ c0|Qt −Q|. (5.9)
Furthermore, from the balance condition in (1.10)t and (5.8), we have
0 = ∇(log h1 +
1
2
K12wQ)
∣∣∣
x=Qt
−∇(log h1 +
1
2
K12wQ)
∣∣∣
x=Q
−
1
2
(1− t)K12∇wQ(Qt)
− 4pi(1− t)
∑
p∈S2\(S1∪{Q})
∇G(Qt, p)− 4pi(1− t)∇R(Qt, Q)
+ 2(1− t)
Qt −Q
|Qt −Q|2
−
1
2
tK12 (∇wQ(Qt)−∇wt(Qt)) + λwQewQ ,
where R(x, p) denotes the regular part of the Green function G(x, p). By (5.9), we can find constants c1, c2 > 0 which
are independent of t, such that ∣∣∣λwQ − 2 (1− t)|Qt −Q|
∣∣∣ ≤ ∣∣∣λwQewQ + 2(1− t) Qt −Q|Qt −Q|2
∣∣∣
≤ c1(1− t) + c2|Qt −Q|,
(5.10)
which implies
|Qt −Q| ≤
1
λwQ
(
2(1− t) + c1(1− t)|Qt −Q|+ c2|Qt −Q|
2
)
.
As a consequence, we get a constant c3 > 0, independent of t, satisfying
|Qt −Q| ≤ c3(1− t). (5.11)
Let et =
Q−Qt
|Q−Qt|
, λt =
2(1−t)
|Qt−Q|
and choose M0 > max{2c0c3, 2c1 + 2c2c3}. Then from (5.9)-(5.11), we get that
‖φt‖∗ < M0(1− t) and |λtet − λwQewQ | < M0(1− t). (5.12)
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Moreover, we also notice that
λwQ
∣∣∣ λt
λwQ
− 1
∣∣∣ ≤ λwQ ∣∣∣ λtλwQ et − ewQ
∣∣∣ = |λtet − λwQewQ | ≤M0(1− t).
Thus, we get
∣∣∣ λtλwQ − 1
∣∣∣ ≤ M0(1−t)λwQ , which implies
1
2
<
λt
λwQ
< 2 when t is close to 1. (5.13)
In view of (5.12)-(5.13), we prove that there is ε > 0 such that if |t − 1| < ε, then (wt, Qt) ∈ ΓwQ,t, where wQ is a
solution of (5.5). Now we complete the proof of Lemma 5.4. 
Conversely, for any Q ∈ S2 \ S1 and any non-degenerate solution wQ of (5.5), we shall construct a sequence of
solutions (wt, Qt) ∈ ΓwQ,t of (1.10)t for t close to 1 such that
wt → wQ, and 4pi(1− t)∇x
∑
p∈S2\S1
G(x, p)
∣∣∣
x=Qt
→ λwQewQ as t→ 1.
For ρ2 ∈ (4pij, 4pi(j + 1)), any Q ∈ S2 \ S1 and any non-degenerate solution wQ of (5.5), let dj(wQ, Q) be the degree
contributed by a solution wQ of (5.5), and dΓwQ,t,j denote the degree contributed by the solutions of (1.10)t from the
set ΓwQ,t. Then, we have the following lemma.
Lemma 5.5. Assume (C1) and (C2). For any Q ∈ S2 \ S1, let wQ be a non-degenerate solution of (5.5) and
(λwQ , ewQ) satisfy (5.6). Then there exists a constant ε > 0 such that if |t−1| < ε, we can find a sequence of solutions
(wt, Qt) ∈ ΓwQ,t of (1.10)t such that
Qt → Q, wt → wQ, 4pi(1− t)
∑
p∈S2\S1
∇G(x, p)
∣∣∣
x=Qt
→ λwQewQ as t→ 1
−. (5.14)
Moreover, we have dΓwQ,t,j = −dj(wQ, Q).
Proof. Let
T0(w) = ∆
−1
[
2ρ2
(
h2e
w+4piK21G(x,Q)∫
M
h2ew+4piK21G(x,Q)
− 1
)]
,
and
T1(w, z) = ∆
−1
[
2ρ2
(
h2e
w+4piK21G(x,z)∫
M
h2ew+4piK21G(x,z)
− 1
)]
.
We consider the following deformation Φs,t = (Φ
1
s,t,Φ
2
s,t) for 0 ≤ s ≤ 1, where
Φ1s,t(w, z) = (1− s) (w + T0(w)) + s (w + T1(w, z)) ,
and
Φ2s,t(w, z) = (1− s)
(
λwQewQ + 2(1− t)
x−Q
|x−Q|2
)∣∣∣
x=z
+ s∇
(
log h1e
t
2K12w − 4pi(1− t)
∑
p∈S2\S1
G(x, p)
)∣∣∣
x=z
.
We claim that there exists ε > 0 such that for any t satisfying |t − 1| < ε, we have Φs,t 6= 0 on ∂ΓwQ,t for all
0 ≤ s ≤ 1. Suppose this claim is not true and there is s ∈ [0, 1] such that Φs,t(wt, Qt) = 0 for some (wt, Qt) =
(wQ + φt, Q−
2(1−t)
λt
et) ∈ ∂ΓwQ,t.
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Since Φ1s,t(wt, Qt) = 0, using the relation wt = wQ + φt and (5.5), we have
0 = (1 − s)
[
∆wt + 2ρ2
(
h2e
wt+4piK21G(x,Q)∫
M
h2ewt+4piK21G(x,Q)
− 1
)]
+ s
[
∆wt + 2ρ2
(
h2e
wt+4piK21G(x,Qt)∫
M
h2ewt+4piK21G(x,Qt)
− 1
)]
= ∆φt + 2ρ2(1 − s)
(
h2e
wt+4piK21G(x,Q)∫
M
h2ewt+4piK21G(x,Q)
−
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
)
+ 2ρ2s
(
h2e
wt+4piK21G(x,Qt)∫
M
h2ewt+4piK21G(x,Qt)
−
h2e
wQ+4piK21G(x,Q)∫
M
h2ewQ+4piK21G(x,Q)
)
.
As in the proof of Lemma 5.4, by using the non-degeneracy of wQ to (5.5) and (wt, Qt) ∈ ∂ΓwQ,t, we have a constant
c0 > 0, independent of t, satisfying
‖φt‖∗ ≤ c0|Qt −Q| ≤
2c0(1− t)
λt
≤
4c0(1− t)
λwQ
. (5.15)
Furthermore, using Φ2s,t(wt, Qt) = 0 and (5.6), we have
0 = (1 − s)
(
λwQewQ + 2(1− t)
Qt −Q
|Qt −Q|2
)
+ s∇
(
log h1 +
t
2
K12wt − 4pi(1− t)
∑
p∈S2\S1
G(x, p)
)
(Qt)
= λwQewQ + 2(1− t)
Qt −Q
|Qt −Q|2
−
1
2
stK12(∇wQ(Qt)−∇wt(Qt))
+ s
(
∇(log h1 +
1
2
K12wQ)(Qt)−∇(log h1 +
1
2
K12wQ)(Q)
)
−
1
2
s(1− t)K12∇wQ(Qt)
− 4pis(1− t)
( ∑
p∈S2\(S1∪{Q})
∇G(Qt, p) +∇R(Qt, Q)
)
.
(5.16)
Using (5.15), (wt, φt) ∈ ∂ΓwQ,t and (5.16), we have∣∣∣λwQewQ + 2(1− t) Qt −Q|Qt −Q|2
∣∣∣ = |λwQewQ − λtet| ≤ c1(1− t) + c2|Qt −Q|
= c1(1 − t) + c2
2(1− t)
λwQ
λwQ
λt
≤ c1(1 − t) +
4c2
λwQ
(1− t),
for some constants c1, c2 > 0 which are independent of t. By choosing M0 > max
{
8c0
λwQ
, 2c1 +
8c2
λwQ
}
, we get that
‖φt‖∗ < M0(1 − t) and |λtet − λwQewQ | < M0(1 − t). As a consequence, we have
λwQ
∣∣∣ λt
λwQ
− 1
∣∣∣ ≤ λwQ ∣∣∣ λtλwQ et − ewQ
∣∣∣ = |λwQewQ − λtet| < M0(1− t).
Then we get
∣∣∣ λtλwQ − 1
∣∣∣ < M0(1−t)λwQ , which implies 12 < λtλwQ < 2 when t is close to 1. Therefore, we prove the claim that
there is ε > 0 such that if |1− t| < ε, then Φs,t 6= 0 on ∂ΓwQ,t for all 0 ≤ s ≤ 1.
So we get that
dΓwQ,t,j = deg(Φ1,t, 0,ΓwQ,t) = deg(Φ0,t, 0,ΓwQ,t) if |1− t| < ε. (5.17)
When Φ0,t(wt, Qt) = 0, i.e.,{
0 = ∆Φ10,t(wt, Qt) = ∆wt + 2ρ2
(
h2e
wt+4piK21G(x,Q)
∫
M
h2ewt+4piK21G(x,Q)
− 1
)
,
0 = Φ20,t(wt, Qt) = λwQewQ + 2(1− t)
Qt−Q
|Qt−Q|2
.
(5.18)
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Then we get that (wt, Qt) =
(
wQ, Q−
2(1−t)
λwQ
ewQ
)
∈ ΓwQ,t by using the non-degeneracy of wQ.
Next, we shall compute the term deg(Φ0,t, 0,ΓwQ,t). Let Qt = (Q
1
t , Q
2
t ) and Q = (Q
1, Q2). Then we can see that
∇QtΦ
2
0,t(wt, Qt)
=
2(1− t)
|Qt −Q|4
[
(Q2t −Q
2)2 − (Q1t −Q
1)2 −2(Q1t −Q
1)(Q2t −Q
2)
−2(Q1t −Q
1)(Q2t −Q
2) (Q1t −Q
1)2 − (Q2t −Q
2)2
]
.
We note that
tr
[
∇QtΦ
2
0,t(wt, Qt)
]
= 0 and det
[
∇QtΦ
2
0,t(wt, Qt)
]
< 0.
Then the number of negative eigenvalues of ∇QtΦ
2
0,t(wt, Qt) is one. So we deduce that the degree of the second
equation in (5.18) is −1. Since (5.18) is decoupled system, the topological degree is the product of the topological
degree of the two equations in (5.18). Therefore, for any point Q ∈ S2 \S1, we get from (5.17) that if |1− t| < ε, then
dΓwQ,t,j = deg(Φ1,t, 0,ΓwQ,t) = deg(Φ0,t, 0,ΓwQ,t) = −dj(wQ, Q), (5.19)
where dj(wQ, Q) is the degree contributed by a solution wQ of (5.5). Since all the solutions of (5.5) are non-degenerate
(see (C1)), we can get dΓwQ,t,j = −dj(wQ, Q) 6= 0. Thus, for any point Q ∈ S2 \ S1 and any non-degenerate solution
wQ of (5.5), we can construct a family of solutions (wt, Qt) in ΓwQ,t which verifies (5.14) as t is sufficiently close to
1. 
For any Q ∈ S2 \ S1 and ρ2 ∈ (4pij, 4pi(j + 1)), let dj(Q) denote the topological degree of the equation (5.5). We
recall dΓwQ,t,j denotes the degree contributed by the solutions of (1.10)t in the set ΓwQ,t. Then we have the following
result.
Lemma 5.6. There is a constant ε > 0 such that
dj(Q) = −
∑
wQ
dΓwQ,t,j for |t− 1| < ε. (5.20)
Proof. For fixed Q ∈ S2 \ S1, we consider the identity (5.19). Let us take the summation of dΓwQ,t,j and dj(wQ, Q)
with respect to all the solutions wQ of (5.5). Then we get
dj(Q) = −
∑
wQ
dΓwQ,t,j,
and prove Lemma 5.6. 
Proof of Theorem 1.2. For ρ2 ∈ (4pij, 4pi(j + 1)), let ds,j(t) be the topological degree of (1.10)t for t ∈ [0, 1). At
t = 0, the system (1.10)0 becomes the following decoupled system:

∆w0 + 2ρ2
(
h2e
w0+4piK21G(x,Q0)
∫
M
h2ew0+4piK21G(x,Q0)
− 1
)
= 0,
∇
(
log h∗1 −
∑
p∈S1
4piαp,1G(x, p)− 4pi
∑
p∈S2\S1
G(x, p)
) ∣∣∣
x=Q0
= 0.
(5.21)
From the balance condition in (5.21), we can easily see that Q0 /∈ S1 ∪ S2. Since (5.21) is a decoupled system, the
topological degree of the system equals the product of the degree of the two equations in (5.21). By Poincare-Hopf
Theorem, the degree of the second equation in (5.21) is
χ(M)− |S1 ∪ S2|. (5.22)
By Theorem B and Q0 /∈ S1 ∪ S2, the degree of the first equation in (5.21) has the following generating function,
(1 + x+ · · · )1−χ(M)(1 + · · ·x−K21)
∏
p∈S2
(1 + · · ·+ xαp,2). (5.23)
By (5.22) and (5.23), we can get that ds,j(0) has the generating function
[χ(M)− |S1 ∪ S2|](1 + x+ · · · )
1−χ(M)(1 + · · ·+ x−K21)
∏
p∈S2
(1 + · · ·+ xαp,2). (5.24)
Moreover, in view of Proposition 5.2, we have
ds,j(0) = lim
t→1−
ds,j(t). (5.25)
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For ρ2 ∈ (4pij, 4pi(j +1)), let dΓwQ,t,j denote the degree contributed by the solutions of (1.10)t from the set ΓwQ,t. We
recall that dSj denotes the topological degree of the shadow system (1.1) for ρ2 ∈ (4pij, 4pi(j + 1)). From (C2), (5.25),
and Lemma 5.4-5.6, we get that
dSj = lim
t→1−
(ds,j(t)−
∑
Q∈S2\S1
∑
wQ
dΓwQ,t,j) = ds,j(0) +
∑
Q∈S2\S1
dj(Q). (5.26)
In view of Theorem B, the topological degree dj(Q) for Q ∈ S2 \ S1 of the equation (5.5) has the following generating
function
(1 − x)χ(M)−1(1 + x+ · · ·+ x−K21+αQ,2)
∏
p∈S2\{Q}
(1 + x+ · · ·+ xαp,2). (5.27)
By using (5.24), (5.26) and (5.27), we conclude that the generating function for dSj has the following representation:
(1− x)χ(M)−1
{
(χ(M)− |S1 ∪ S2|)(1 + x+ · · ·+ x
−K21)
∏
p∈S2
(1 + x+ · · ·+ xαp,2)
+
∑
Q∈S2\S1
(1 + x+ · · ·+ x−K21+αQ,2)
∏
p∈S2\{Q}
(1 + x+ · · ·+ xαp,2)
}
.
Hence we finish the proof of Theorem 1.2. ✷
6. Applications of the degree formula of shadow system
In the previous section, we have computed the topological degree dSj of the shadow system (1.1) when ρ2 ∈
(4jpi, 4(j + 1)pi). We will use it to compute the gap dK1,j − d
K
0,j , where d
K
i,j denotes the topological degree for (1.14)
when ρ1 ∈ (4ipi, 4(i+ 1)pi) and ρ2 ∈ (4jpi, 4(j + 1)pi).
Proof of Theorem 1.8. From dK0,j = dj and Theorem B, d
K
0,j has the following generating function:
(1− x)χ(M)−1
∏
p∈S2
(1 + x+ · · ·+ xαp,2). (6.1)
From Theorem F, Theorem 1.2, and (6.1), we see that dK1,j for ρ2 ∈ (4pij, 4pi(j + 1)) has the following generating
function:
(1− x)χ(M)−1
{ ∏
p∈S2
(1 + x+ · · ·+ xαp,2)
− (χ(M)− |S1 ∪ S2|)(1 + x+ · · ·+ x
−K21)
∏
p∈S2
(1 + x+ · · ·+ xαp,2)
−
∑
q∈S2\S1
(1 + x+ · · ·+ x−K21+αq,2)
∏
p∈S2\{q}
(1 + x+ · · ·+ xαp,2)
}
.
We can get the similar result for ρ2 ∈ (0, 4pi) ∪ (4pi, 8pi) and ρ1 ∈ (4pij, 4pi(j + 1)). Thus we get Theorem 1.8. 
Now we want to apply Theorem 1.8 to the equation (1.18) on M = S2 with n = 2 and K = A2, that is,{
∆u∗1 + 2e
u∗1 − eu
∗
2 = 4pi + 4pi
∑
p∈S αp,1δp,
∆u∗2 + 2e
u∗2 − eu
∗
1 = 4pi + 4pi
∑
p∈S αp,2δp,
We recall that N1 =
∑
p∈S1
αp,1 and N2 =
∑
p∈S2
αp,2, where S1 = S2 = S. As we discussed in the introduction, (1.18)
can be written as the form (1.13) with (ρ1, ρ2) = 4pi
(
1 + 2N13 +
N2
3 , 1 +
2N2
3 +
N1
3
)
, that is,

∆u∗1 + 2ρ1
(
eu
∗
1
∫
M
eu
∗
1
− 1
)
− ρ2
(
eu
∗
2
∫
M
eu
∗
2
− 1
)
= 4pi
∑
p∈S αp,1(δp − 1),
∆u∗2 + 2ρ2
(
eu
∗
2
∫
M
e
u∗2
− 1
)
− ρ1
(
eu
∗
1
∫
M
e
u∗1
− 1
)
= 4pi
∑
p∈S αp,2(δp − 1).
(6.2)
Now we are going to prove the Corollary 1.10.
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Proof of Corollary 1.10. We note that χ(S2) = 2. Then Theorem 1.8 implies that (6.2) has the following generating
function of the topological degree dA21,j for (ρ1, ρ2) ∈ (4pi, 8pi)× (4pij, 4pi(j + 1)):
∞∑
j=0
dA21,jx
j = (1− x)
{ ∏
p∈S2
(1 + x+ · · ·+ xαp,2)
− (2 − |S1 ∪ S2|)(1 + x)
∏
p∈S2
(1 + · · ·+ xαp,2)
−
∑
q∈S2\S1
(1 + · · ·+ x1+αq,2 )
∏
p∈S2\{q}
(1 + · · ·+ xαp,2)
}
.
We consider the following several cases:
(i) if (N1, N2) = (0, 1) and αp,2 = 1, then (ρ1, ρ2) = 4pi
(
4
3 ,
5
3
)
. We can get dA21,1 = −1.
(ii) if (N1, N2) = (0, 2) and αp,2 = 1 for any p ∈ S2, then (ρ1, ρ2) = 4pi
(
5
3 ,
7
3
)
. We can get dA21,2 = −1.
(iii) if (N1, N2) = (0, 2) and αp,2 = 2, then (ρ1, ρ2) = 4pi
(
5
3 ,
7
3
)
. We can get dA21,2 = 0.
When (i) or (ii) holds, we note that the degree does not vanish. As a result, we get the existence of solutions of
(6.2) and complete the proof of the Corollary 1.10. ✷
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