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Chapitre 1
Introduction
L’automatisation a fait que les syste`mes informatiques occupent une place de plus
en plus importante dans la vie quotidienne. On les retrouve dans les syste`mes de
te´le´communications, dans la navigation ae´rienne, dans les centrales nucle´aires, etc.
Les taˆches qu’ils ge`rent sont devenues de plus en plus complexes et critiques, dans
le sens que la moindre de´faillance peut entraˆıner de graves de´gaˆts financiers et/ou
humains.
Il est donc crucial pour les concepteurs de programmes informatiques de dispo-
ser de me´thodes rigoureuses qui leur permettent de s’assurer que leurs applications
remplissent bien les fonctions qui leur sont attribue´es, et de de´tecter les e´ventuelles
erreurs de leurs programmes avant de les mettre en service. Il est bien suˆr pre´fe´rable
de de´tecter ces erreurs le plus toˆt possible pour que leur correction soit plus simple et
moins couˆteuse.
1.1 Les diffe´rentes me´thodes de validation
Il y a principalement deux techniques comple´mentaires pour valider les syste`mes :
le test et la ve´rification. Le test et la simulation consistent a` tester le syste`me en
observant son comportement dans diffe´rentes situations. Ces me´thodes ne sont pas
exhaustives et ne permettent pas de conside´rer toutes les situations possibles. Elles
peuvent donc aider a` trouver des erreurs, mais ne garantissent pas la correction du
syste`me.
Quant aux me´thodes de ve´rification, leur but est de ve´rifier rigoureusement qu’un
syste`me est correct dans toutes les situations. Ces me´thodes ne´cessitent la de´finition
de mode`les mathe´matiques qui permettent une fide`le repre´sentation du syste`me et des
proprie´te´s a` ve´rifier. Ces dernie`res anne´es, diffe´rentes approches de ve´rification ont e´te´
de´veloppe´es :
– L’approche de´ductive (approche par preuve assiste´e) qui consiste a` montrer, ma-
nuellement ou a` l’aide de syste`mes de de´duction et d’aide a` la preuve automa-
tiques, que le syste`me conside´re´ satisfait les proprie´te´s voulues. Cette approche
consiste a` poser le proble`me de la ve´rification comme la preuve d’un the´ore`me et
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de mener cette preuve en utilisant un syste`me de´ductif. Des outils base´s sur cette
approche ont e´te´ de´veloppe´s. Nous pouvons citer a` titre d’exemple Isabelle/HOL
[NPW02], Coq [CH88, HKPM97], et PVS [ORS92]. Cette approche est ge´ne´rale
et peut s’appliquer a` diffe´rents syste`mes. Seulement, son inconve´nient majeur est
qu’elle demande parfois une intervention non triviale et souvent fastidieuse du
ve´rificateur.
– Le model-checking qui consiste a` ve´rifier automatiquement que chaque exe´cution
du programme satisfait la proprie´te´. Cette approche a e´te´ introduite dans [QS82,
CES83]. Les algorithmes de model-checking sont souvent base´s sur (1) la repre´sen-
tation du programme par un mode`le pre´cis, qui est souvent un syste`me de tran-
sitions e´tiquete´es dont les nœuds repre´sentent les diffe´rents e´tats possibles du
programme, et dont les arcs de´crivent le passage du programme d’un e´tat a` un
autre ; et (2) la repre´sentation de la proprie´te´ par une formule de logique tem-
porelle telles que les logiques temporelles line´aires [Pnu77, Wol86, Wol93], les
logiques temporelles arborescentes CTL [CES83] et CTL∗ [Eme90], ou des cal-
culs de points fixes (µ-calculs) propositionnels [Koz83]. Le model-checking revient
alors a` ve´rifier que le mode`le du programme satisfait bien la formule de logique
temporelle de´crivant la proprie´te´. Le re´sultat de l’analyse (entie`rement automa-
tique) est soit la garantie que le programme est correct, soit un contre-exemple
montrant une mauvaise exe´cution en cas de de´tection d’une erreur. Ces contre-
exemples sont particulie`rement importants pour corriger les erreurs subtiles dans
les syste`mes complexes.
1.2 Le model-checking
1.2.1 Les syste`mes finis
Cette the`se s’inscrit dans le cadre du model-checking. Dans le cas des syste`mes finis
(a` nombre fini d’e´tats), cette approche est maintenant bien e´tablie. Elle a e´te´ largement
e´tudie´e et il existe beaucoup d’algorithmes [QS82, CES83, VW86, McM93, Hol94]
qui permettent de re´pondre a` la question : “un syste`me fini satisfait-il une certaine
proprie´te´ ? ”. Seulement, l’inconve´nient majeur de cette approche est que la complexite´
d’un syste`me fait qu’il peut avoir un nombre important d’e´tats possibles. C’est ce qu’on
appelle le proble`me d’explosion combinatoire des e´tats. Pour contourner ce proble`me,
diffe´rentes techniques re´duisant l’espace d’e´tats a` conside´rer ont e´te´ adopte´es :
– La ve´rification a` la vole´e qui consiste a` explorer l’espace des e´tats dans un certain
ordre en espe´rant qu’en cas d’erreur, celle-ci sera trouve´e le plus toˆt possible
[FJJM92, JJ89]. Cette me´thode ne permet pas toujours de re´duire l’espace d’e´tats
explore´.
– Les techniques d’ordre partiel [Val91, GW93, God96] qui consistent a` limiter l’ex-
plosion cause´e par les actions concurrentes. L’ide´e consiste a` n’explorer qu’une
partie des e´tats du syste`me, cette partie e´tant suffisante pour montrer la satis-
faisabilite´ de la proprie´te´ conside´re´e. Par exemple, si le syste`me peut exe´cuter
une ou plusieurs actions dans n’importe quel ordre, et si l’ordre n’affecte pas
la satisfaisabilite´ de la proprie´te´, alors il est inutile d’explorer tous les ordres
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possibles ; et il suffit d’explorer un seul ordre arbitraire.
– Les techniques d’abstraction [CC77, GL93, Lon93] qui consistent a` partitionner
l’espace des e´tats. Le mode`le abstrait a un e´tat abstrait pour chaque partition,
et peut passer d’un e´tat abstrait a` un autre ssi les e´tats concrets correspondants
sont relie´s dans le syste`me re´el. Ceci implique en ge´ne´ral une perte d’information,
et le mode`le obtenu est une sur-approximation du syste`me re´el. Par exemple,
le syste`me abstrait peut utiliser moins de variables que le syste`me concret, et
remplacer les arcs ou` une variable enleve´e est teste´e par le non-de´terminisme pour
simuler toutes les possibilite´s qui peuvent avoir lieu. Des erreurs artificielles (qui
ne sont pas pre´sentes dans le syste`me concret) peuvent alors apparaˆıtre dans le
mode`le abstrait. Si de telles erreurs sont de´tecte´es, l’abstraction doit eˆtre raffine´e.
– Les me´thodes symboliques [BCM+92, McM93] qui consistent a` repre´senter de
manie`re succinte les ensembles d’e´tats en utilisant des structures de donne´es
de´die´es a` cet effet, au lieu de les e´nume´rer tous. Dans cette approche, l’espace
d’e´tats a` explorer n’est pas re´duit. L’ame´lioration re´side dans le couˆt de l’ex-
ploration. Parmi les structures de repre´sentation symbolique bien connues, nous
pouvons citer les BDDs [Bry92, McM93, BCM+92].
Toutes ces techniques ont e´te´ implante´es dans des outils de ve´rification performants
qui ont e´te´ utilise´s avec succe`s pour la ve´rification de beaucoup de syste`mes industriels.
A titre d’exemple, nous citons SPIN [Hol94], SMV [McM98], Murφ [MDIS96], et CADP
[JHA+96].
1.2.2 Les syste`mes infinis
Dans cette the`se, nous nous inte´ressons a` la ve´rification des syste`mes infinis (a`
nombre infini d’e´tats). En effet, les syste`mes finis ne sont pas suffisamment puissants
pour mode´liser certains aspects pre´sents dans les protocoles et les syste`mes logiciels
tels que :
– La manipulation de variables non borne´es telles que les compteurs, les horloges,
etc.
– Les structures de controˆle complexes duˆes par exemple a` la cre´ation dynamique
de processus et aux appels re´cursifs de proce´dures.
– La parame´trisation : beaucoup de syste`mes sont de´finis avec des parame`tres. Il
est alors ne´cessaire de pouvoir ve´rifier leur version parame´tre´e. A titre d’exemple,
plusieurs syste`mes (tels que les protocoles d’exclusion mutuelle) sont conc¸us pour
des re´seaux pouvant comporter un nombre arbitraire de composantes. De tels
syste`mes sont appele´s syste`mes parame´tre´s. Pour valider ces protocoles, il faut
ve´rifier qu’ils sont corrects quelque soit le nombre de composantes (qui est ici le
parame`tre) dans le re´seau.
Malheureusement, l’inconve´nient majeur de ces syste`mes est que leur proble`me de
model-checking n’est pas toujours de´cidable [EN94, Fin94, HKPV95, CFI96, ACaJT96,
AJ96, Esp97a]. Ces dernie`res anne´es plusieurs efforts ont alors e´te´ fournis pour es-
sayer de de´finir des mode`les et des formalismes pour de´crire des sous-classes signi-
ficatives de syste`mes infinis, et de proposer des me´thodes (semi-)algorihmiques qui
permettent d’analyser ces mode`les. Nous citons a` titre d’exemple les syste`mes tem-
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porise´s et hybrides [AD94, ACD90, HNSY94, ACH+95, AMP95], les syste`mes pa-
rame´tre´s [WL89, CGJ95, KMM+97, ABJN99, JN00, PS00], les re´seaux de Petri [Jan90,
HRY91, Jan97, Esp97a, JM95, Fin94], les syste`mes communicants par files d’attentes
[PP91, AJ96, AK95, CFI96, BQ96, BG96, ABJ98, AAB99], les syste`mes a` pile [Cau92,
BEM97, EHRS00], etc. Ces techniques sont principalement base´es sur la combinaison
de deux me´thodes :
– L’abstraction qui consiste a` conside´rer un syste`me abstrait qui simule le syste`me
concret et qu’il est possible d’analyser. Dans beaucoup de cas, l’abstraction cal-
cule un syste`me fini qu’il est possible de valider par les me´thodes de ve´rification
pre´sente´es pre´ce´demment.
– Les me´thodes symboliques (le model-checking symbolique) base´es sur la repre´senta-
tion implicite des ensembles potentiellement infinis de configurations de manie`re
finie en utilisant des structures de repre´sentation symbolique. Par exemple, les
DBM sont utilise´s pour repre´senter les ensembles (infinis) de configurations
des syste`mes a` compteurs ou a` horloges [Dil89, Yov98], les polyhe`dres pour
repre´senter celles des syste`mes hybrides [HRP94], les automates finis pour celles
des syste`mes parame´tre´s [KMM+97], etc.
1.3 Contributions de la the`se
L’objectif de ce travail est de de´finir un cadre ge´ne´ral base´ sur une approche symbo-
lique qui permet la mode´lisation et la ve´rification algorithmique uniforme de plusieurs
classes de syste`mes infinis a` l’aide d’automates et de syste`mes de re´e´criture, et d’ap-
pliquer ce cadre a` la ve´rification de deux classes de syste`mes infinis : les syste`mes
parame´tre´s et les programmes re´cursifs paralle`les avec cre´ation dynamique de proces-
sus.
1.3.1 Un cadre ge´ne´ral de ve´rification base´ sur les automates
Des articles tels que [KMM+97, BW98] ont sugge´re´ l’utilisation des automates
comme repre´sentation symbolique pour l’analyse des syste`mes infinis. Dans cette the`se,
nous e´tendons cette ide´e vers un cadre ge´ne´ral qui permet de raisonner de manie`re
uniforme sur plusieurs classes de syste`mes infinis. Nous montrons que ce cadre peut
s’appliquer a` la ve´rification des syste`mes parame´tre´s et des programmes re´cursifs pa-
ralle`les. Nous conside´rons le proble`me du calcul des ensembles des accessibles dans ce
cadre, et nous proposons des algorithmes et des techniques d’acce´le´ration ge´ne´rales qui
permettent le calcul de ces ensembles.
Plus pre´cise´ment, nous repre´sentons les configurations du syste`me par des mots ou
des arbres (de tailles arbitraires), et nous utilisons des classes d’automates de mots
ou d’arbres (ou de manie`re e´quivalente des classes de langages) pour repre´senter les
ensembles de configurations, et des classes de syste`mes de re´e´criture de mots ou de
termes (ou de manie`re e´quivalente, des classes de relations ou de transducteurs de
mots ou d’arbres) pour repre´senter les actions du syste`me, c-a`-d. les relations de tran-
sition entre les configurations. Ensuite, les proble`mes de ve´rification base´s sur l’analyse
d’accessibilite´ sont re´duits au calcul des cloˆtures transitives de langages de mots ou
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d’arbres par des syste`mes de re´e´criture. C’est-a`-dire au calcul de l’ensemble des acces-
sibles Post∗R(L), ou` L est un ensemble de configurations (repre´sente´ par un automate),
et R est un syste`me de re´e´criture qui repre´sente les actions du syste`me. Par exemple,
dans ce cadre, la ve´rification d’une proprie´te´ de suˆrete´, exprimant que l’ensemble des
“mauvaises” configurations ne doit pas eˆtre atteint au cours de l’exe´cution du syste`me,
revient a` ve´rifier que l’intersection entre l’ensemble des accessibles Post∗R(L0) (ou`
L0 est un langage repre´sentant les configurations initiales du syste`me) et celui des
mauvaises configurations Lbad est vide. C’est ce qu’on appelle l’analyse en avant.
Syme´triquement, nous pouvons faire une analyse en arrie`re qui consiste a` calculer
un langage repre´sentant l’ensemble des pre´de´cesseurs Pre∗R(Lbad) des mauvaises confi-
gurations, et a` ve´rifier que son intersection avec les configurations initiales L0 est vide.
Ces deux approches e´tant syme´triques, nous conside´rons l’analyse en avant pour la
discussion qui suit. Pour pouvoir effectuer ces tests, les classes d’automates que nous
conside´rons doivent satisfaire certaines proprie´te´s de fermeture et de de´cidabilite´. Plus
pre´cise´ment, nous devont eˆtre capables de de´cider le vide d’une intersection dans ces
classes.
Cette approche offre un cadre de ve´rification ge´ne´ral et uniforme qui peut s’appli-
quer a` tous les syste`mes dont les ensembles de configurations peuvent eˆtre repre´sente´s
par des mots ou des arbres. D’ailleurs, plusieurs approches existantes spe´cifiques a`
des sous-classes particulie`res de syste`mes peuvent eˆtre vues comme des instances de
ce cadre ge´ne´ral. Le regular model-checking correspond par exemple au cas ou` les en-
sembles de configurations sont repre´sente´s par des langages (automates) re´guliers de
mots ou d’arbres, et les transitions du syste`me sont de´crites par des relations re´gulie`res
(ou transducteurs) de mots ou d’arbres.
Pour illustrer cette mode´lisation, conside´rons par exemple le “token passing pro-
tocol” qui est un protocole d’exclusion mutuelle de´fini sur un re´seau line´aire pouvant
contenir un nombre arbitraire de processus. Il y a un jeton qui circule de gauche a`
droite parmi les processus, et qui permet l’acce`s a` la section critique. Chaque proces-
sus qui de´tient le jeton le passe (apre`s avoir e´ventuellement passe´ a` la section critique)
a` son voisin de droite. Initialement, le jeton est chez le processus le plus a` gauche. Un
processus a donc deux e´tats : “0” s’il n’a pas le jeton, et “1” s’il l’a. Une configuration
du syste`me peut donc eˆtre repre´sente´e par un mot sur l’alphabet {1, 0}, ou` la lettre de
la ie`me position du mot correspond a` l’e´tat du processus nume´ro i du syste`me. L’en-
semble de configurations initiales du syste`me peut donc eˆtre repre´sente´ par le langage
re´gulier 10∗ qui exprime que le premier processus a le jeton, et qu’a` sa droite, il y a
un nombre arbitraire de processus qui ne l’ont pas. De meˆme, l’action du syste`me qui
consiste a` faire circuler le jeton de la gauche vers la droite peut eˆtre repre´sente´e par la
re`gle de re´e´criture R = 10→ 01 qui exprime que le processus qui a le jeton le perd (il
passe de l’e´tat 1 a` l’e´tat 0), alors que son voisin de droite le re´cupe`re (il passe de l’e´tat
0 a` l’e´tat 1). L’ensemble des configurations accessibles est donne´ par Post∗R(10
∗) qui
est e´gal a` 0∗10∗. Tout le proble`me re´side dans le calcul automatique de cet ensemble
des accessibles, c-a`-d., dans le calcul de Post∗R(L) pour un syste`me de re´e´criture R et
un langage de mots ou d’arbres L (finiment repre´sente´ dans une classe d’automates).
Ce calcul n’e´tant en ge´ne´ral pas possible meˆme dans le cas re´gulier (la relation de tran-
sition d’une machine de Turing est une relation re´gulie`re entre les mots), le proble`me
principal revient a` :
5
– De´terminer des classes significatives de relations et de langages pour lesquelles il
est possible de calculer de manie`re effective Post∗R(L) pour toute relation R et
tout langage L des classes conside´re´es.
– Trouver des semi-algorithmes ge´ne´raux base´s sur le calcul ite´ratif de l’ensemble
des accessibles, mais renforce´s par des techniques d’acce´le´ration de calcul de
point fixe [CC77]. En effet, il est facile de voir qu’une proce´dure ite´rative qui
consiste a` essayer de calculer l’ensemble des accessibles Post∗R(L) en partant de
L et en appliquant ite´rativement la relation R ne termine jamais (la proce´dure
termine lorsqu’on aura calcule´ tous les successeurs, c-a`-d. lorsque l’application de
R ne rajoute aucune configuration a` l’ensemble calcule´). Pour voir ceci, reprenons
l’exemple du “token passing protocol”, et appliquons cette proce´dure ite´rative
na¨ıve a` l’ensemble des configurations initiales. Nous aurons alors la se´quence
infinie
10∗ R−−→ 010∗ R−−→ 0010∗ R−−→ 00010∗10∗ R−−→ 000010∗ R−−→· · ·
et le calcul ne terminera jamais. D’ou` le besoin d’utiliser des techniques d’acce´le´ra-
tion qui permettent d’augmenter les chances de convergence du calcul ite´ratif en
ajoutant a` chaque e´tape non seulement les successeurs par de simples transitions,
mais aussi l’effet de me´ta-transitions [BW94] correspondant a` des se´quences de
transitions.
Nous proposons dans ce travail une technique d’acce´le´ration semi-algorithmique
(dont la terminaison n’est pas garantie) ge´ne´rale qui peut s’appliquer de manie`re
uniforme a` l’analyse d’accessibilite´ de plusieurs classes de syste`mes. Cette me´thode,
appele´e e´largissement re´gulier, est base´e sur la comparaison des automates obtenus
par applications successives d’une transformation R a` un automate repre´sentant L
dans le but de de´tecter des croissances dans les structures des automates et deviner
automatiquement un automate qui reconnaˆıt la limite Post∗R(L). Un test permet de
de´terminer si l’ensemble devine´ contient tous les accessibles. Ce meˆme test assure dans
plusieurs cas que l’automate calcule´ repre´sente exactement l’ensemble des accessibles.
Cette me´thode peut e´galement eˆtre applique´e pour calculer ite´rativement les cloˆtures
transitives de certaines relations re´gulie`res de mots ou d’arbres.
L’avantage de cette technique d’e´largissement re´gulier est qu’elle peut eˆtre ap-
plique´e uniforme´ment a` l’analyse d’accessiblite´ de tous les syste`mes qui peuvent eˆtre
de´crits dans le cadre du regular model-checking, et ce, quelle que soit la forme des
relations qui les repre´sentent. Nous illustrons ceci en montrant l’applicabillite´ de cette
me´thode dans l’analyse des syste`mes parame´tre´s, et de sous classes de programmes
re´cursifs paralle`les. De plus, nous montrons qu’elle est assez puissante pour calculer
pre´cise´ment les cloˆtures transitives pour plusieurs classes significatives de langages et
de relations pour lesquelles des algorithmes spe´cifiques existent dans la litte´rature.
Cette technique est pre´sente´e dans les articles [BJNT00, Tou01, BT02].
Dans ce travail, nous appliquons ce cadre ge´ne´ral base´ sur les automates a` la
ve´rification des (1) syste`mes parame´tre´s, et des (2) programmes re´cursifs paralle`les
avec cre´ation dynamique de processus. Nos techniques d’e´largissement s’appliquent
avec succe`s dans ces cas. De plus, pour avoir des algorithmes d’analyse exacts, directs,
et efficaces, nous de´finissons des classes de relations de mots (resp. d’arbres) et des
classes de langages de mots (resp. d’arbres) qui permettent de mode´liser ces syste`mes,
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et pour lesquelles Post∗R(L) est effectivement calculable pour toute relation R et tout
langage L des classes conside´re´es ; ou, de manie`re plus ge´ne´rale, nous de´finissons des
classes significatives de relations de mots (resp. d’arbres) pour lesquelles il est possible
de caracte´riser les cloˆtures transitives R∗ pour toute relation R de la classe. Nous utili-
sons, a` chaque fois qu’il est possible, les langages re´guliers pour analyser ces syste`mes.
Les programmes re´cursifs paralle`les nous obligent de sortir du cadre re´gulier et de
conside´rer des classes plus ge´ne´rales d’automates d’arbres.
1.3.2 Ve´rification des syste`mes parame´tre´s
Rappelons que les syste`mes parame´tre´s sont des syste`mes pouvant avoir un nombre
arbitraire de processus identiques, chaque processus e´tant un syste`me fini. Un syste`me
parame´tre´ peut eˆtre vu comme une famille infinie S = {Sn}
∞
n=0 de syste`mes Sn =
P‖P‖...‖P forme´s de n processus mis en paralle`le. De tels syste`mes apparaissent dans
plusieurs contextes. Par exemple, les protocoles qui ge`rent les re´seaux doivent fonc-
tionner quelque soit le nombre de composantes dans le re´seau, etc. Le model-checking
de ces syste`mes est inde´cidable [AK86]. Il y a donc deux solutions pour attaquer ce
proble`me : soit se restreindre a` des sous-classes de´cidables, soit conside´rer des me´thodes
incomple`tes et espe´rer que pour le syste`me qui nous inte´resse, l’une de ces me´thodes
va pouvoir s’appliquer.
Nous nous plac¸ons dans le cadre du regular model-checking, c-a`-d. nous utilisons
les langages re´guliers de mots ou d’arbres pour repre´senter les ensembles de configu-
rations ; et les relations re´gulie`res de mots ou d’arbres pour repre´senter les transitions
du syste`me. Pour analyser ces syste`mes, nous pouvons appliquer notre me´thode semi-
algorithmique d’e´largissement. De plus, nous proposons des algorithmes spe´cifiques qui
permettent de traiter des classes de relations re´gulie`res qui permettent typiquement
de mode´liser les syste`mes ou` les processus voisins communiquent :
1. Nous conside´rons tout d’abord les syste`mes parame´tre´s line´aires. Nous conside´rons
la classe des relations de semi-commutations, c-a`-d., les relations qui peuvent eˆtre
repre´sente´es par des re`gles de re´e´criture de la forme ab→ ba qui re´e´crivent ab en
ba. Ces re`gles sont pre´sentes dans la mode´lisation des syste`mes dont les proces-
sus communiquent avec leurs voisins (tel que le “token passing protocol” de´crit
plus haut). Il est bien connu que les langages re´guliers ne sont pas ferme´s par ce
genre de relations. Nous de´finissons alors une classe de langages re´guliers de mots
(la classe APC) qui apparaˆıt naturellement dans la mode´lisation des syste`mes
parame´tre´s line´aires, et nous montrons que les APC sont effectivement ferme´s
par semi-commutations. Nous montrons ensuite comment ce re´sultat peut eˆtre
utilise´ pour la ve´rification des re´seaux parame´tre´s a` topologies circulaires. Ces
re´sultats sont publie´s dans [BMT01].
2. Nous conside´rons ensuite les syste`mes parame´tre´s arborescents. Nous de´finissons
la classe des Well Oriented Systems, qui est une classe de relations d’arbres qui
permet de mode´liser la dynamique des syste`mes parame´tre´s a` topologie arbores-
cente ou` les informations circulent des feuilles vers la racine et vice-versa. Nous
donnons une construction qui permet de calculer R∗ pour toute relation R de la
classe. Ce re´sultat fait l’objet d’une partie de l’article [BT02].
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1.3.3 Ve´rification des programmes re´cursifs paralle`les
Nous conside´rons les programmes re´cursifs paralle`les avec cre´ation dynamique de
processus. Nous supposons que les types infinis des donne´es ont de´ja` e´te´ abstraits vers
des types finis par les me´thodes classiques d’interpre´tation abstraite [CC77]. Meˆme
apre`s une telle abstraction, le proble`me de la ve´rification de ces programmes est
inde´cidable en ge´ne´ral [Ric53]. Nous obtenons cette inde´cidabilite´ de`s que les pro-
grammes contiennent synchronisation et re´cursivite´ [Ram00]. Nous devons alors trou-
ver des mode`les analysables qui permettent de repre´senter des classes significatives de
ces programmes.
Ces dernie`res anne´es, des classes de syste`mes de re´e´criture ont e´te´ utilise´es pour
la mode´lisation de classes de programmes. Par exemple, les syste`mes a` pile ont e´te´
conside´re´s pour l’analyse des programmes se´quentiels [EK99, ES01], les re´seaux de Pe-
tri pour les programmes concurrents non re´cursifs [BCR01, DBR02], les syste`mes PA
pour les programmes sans synchronisation [EK99, EP00], etc. Notre but dans cette
the`se est d’e´tendre et de ge´ne´raliser les approches existantes vers des mode`les plus
expressifs qui permettent de tenir compte a` la fois de la re´cursivite´, du paralle´lisme,
et de la synchronisation ; et de proposer des me´thodes d’analyses symboliques de ces
mode`les. Comme le proble`me de la ve´rification des programmes comprenant tous ces
aspects est inde´cidable, nous sommes oblige´s de conside´rer des sur-approximations de
l’ensemble des comportements possibles du programme. Dans ce cas, si ces compor-
tements sont suˆrs, les vrais comportements du syste`me le sont aussi. Nous adoptons
dans cette the`se deux approches : (1) nous conside´rons des mode`les qui ont plus de
comportements que le vrai programme, et nous proposons des me´thodes d’analyse
exactes de ces mode`les. (2) Nous conside´rons des mode`les dont les comportements
sont pre´cise´ment ceux du programme, et nous analysons ces syste`mes par des tech-
niques approximatives (puisque le proble`me de l’analyse exacte de ces syste`mes est
force´ment inde´cidable) base´es sur l’interpre´tation abstraite [CC77].
Analyse par calcul des accessibles des syste`mes PRS Dans le cadre de la
premie`re approche, nous conside´rons la classe des syste`mes de re´e´criture PRS (Process
rewrite Systems) (un formalisme introduit par Mayr [May98]). Un PRS est un ensemble
fini de re`gles de la forme t → t′, ou` t et t′ sont des termes construits a` partir du
processus nul “0”, un nombre fini de variables (X), la composition se´quentielle “·”, et
la composition paralle`le asynchrone “||”. Les ope´rateurs “·” et “||” sont respectivement
associatif et associatif/commutatif. Plusieurs mode`les bien connus peuvent eˆtre vus
comme des sous-classes de PRS tels que les syste`mes a` pile qui correspondent aux
syste`mes ou` la composition paralle`le est absente ; les re´seaux de Petri ou` seule la
composition paralle`le est conside´re´e ; les syste`mes PA dont les re`gles ne contiennent
que des variables dans leur partie gauche, c-a`-d., elles sont de la forme X → t ; et
les syste`mes PAD ou` seule la composition se´quentielle est autorise´e dans les parties
gauches des re`gles.
Nous proposons une traduction automatisable des programmes vers des PRS qui les
mode´lisent. Les comportements du PRS obtenu sont en ge´ne´ral des sur-approximations
de ceux du vrai programme. Nous identifions une classe significative de programmes
pour laquelle cette traduction est exacte. De meˆme, nous mettons en e´vidence une
8
sous classe importante de programmes dont les PRS correspondants peuvent eˆtre ana-
lyse´s en oubliant l’associativite´/commutativite´ du “||”. Cette classe de programmes
comprend la re´cursivite´, le paralle´lisme, la cre´ation dynamique de processus, et la syn-
chronisation. Nous proposons alors des me´thodes d’analyse de toute la classe de PRS
en oubliant les e´quivalences structurelles du “||”.
Pour les programmes qui ne font pas partie de cette dernie`re classe, nous proposons
une transformation qui permet de les abstraire vers des PADs. Les syste`mes obtenus
mode´lisent re´cursivite´ et retour de re´sultats de manie`re exacte, il n’y a que la synchro-
nisation qui est approxime´e. Nous proposons alors des me´thodes d’analyse exactes qui
tiennent compte de l’associativite´ du “·” et de l’associativite´/commutativite´ du “||”
pour les syste`mes PAD.
Pour attaquer les proble`mes d’accessibilite´ des PRS, il nous faut trouver de “bon-
nes” classes de repre´sentation symbolique des termes de processus pour lesquelles on
sache calculer les ensembles des accessibles. Ceci n’est pas une taˆche facile puisque les
re´seaux de Petri est une sous-classe de PRS, et il est bien connu que l’ensemble des
marquages accessibles des re´seaux de Petri n’est pas de´finissable dans la logique de
Presburger (il est possible de de´finir des relations exponentielles entre des variables
entie`res en utilisant des re´seaux de Petri [HP79]). Nous serons alors oblige´s de nous
restreindre a` des sous-classes de PRS. Pour attaquer ce proble`me nous proposons deux
approches :
• D’abord, nous repre´sentons les termes de processus par des arbres binaires et les
ensembles re´guliers de termes de processus par des automates d’arbres binaires. Dans
ce cas, nous nous heurtons au proble`me de l’irre´gularite´ de l’ensemble des accessibles a`
cause de l’associativite´ et/ou la commutativite´ des ope´rateurs. Nous adoptons alors une
approche inspire´e de [LS98, EP00] qui est base´e sur (1) la conside´ration d’e´quivalences
plus fortes entre les termes obtenues en ignorant certaines proprie´te´s d’associati-
vite´/commutativite´ des ope´rateurs “·” et “||” ; et (2) le calcul de repre´sentants des
ensembles des accessibles modulo l’e´quivalence structurelle conside´re´e, c-a`-d., le calcul
d’un ensemble qui contient au moins un terme de chaque classe d’e´quivalence, au lieu
de calculer tout l’ensemble.
L’ide´e est base´e sur quatres faits. Le premier est que comme nous l’avons mentionne´
pre´ce´demment, nous avons identifie´ une classe importante de programmes pour laquelle
il n’est pas ne´cessaire de conside´rer l’associativite´/commutativite´ du “||”. Le second
est que calculer des repre´sentants de l’ensemble des successeurs (resp. pre´de´cesseurs)
est suffisant pour re´soudre les proble`mes Post∗R(L) ∩ L
′ = ∅ et Pre∗R(L) ∩ L
′ =
∅ si L′ est ferme´ par associativite´/commutativite´. Le troisie`me est que calculer les
accessibles pour des e´quivalences plus fortes est plus “facile” (par exemple, re´gulier et
constructible). Et le dernier est que le calcul de repre´sentants peut dans certains cas
se ramener au calcul des accessibles modulo des e´quivalences plus fortes.
Par conse´quent, notre but est de calculer les ensembles des accessibles ou leur
repre´sentants pour les syste`mes PRS modulo les e´quivalences suivantes : (1) l’e´galite´
entre les termes (=), (2) la relation ∼0 qui tient compte de la neutralite´ du processus
nul “0” par rapport a` “·” et “||”, (3) la relation ∼s qui conside`re en plus l’associativite´
du “·”, et (4) l’e´quivalence ∼ qui conside`re aussi l’associativite´/commutativite´ du “||”.
Etant donne´e une de ces e´quivalences ≡, nous de´notons par Post∗≡ et Pre
∗
≡ les relations
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d’accessibilite´ modulo ≡.
Nous donnons des constructions polynoˆmiales de repre´sentants re´guliers des en-
sembles Post∗≡(L) et Pre
∗
≡(L) lorsque l’ope´rateur “||” n’est pas conside´re´ associa-
tif/commutatif, ces constructions sont valables pour toute la classe PRS. Nous utili-
sons ces re´sultats pour l’analyse d’une classe importante de programmes ou` re´cursivite´,
paralle´lisme, cre´ation dynamique de processus, et synchronisation sont conside´re´s.
Lorsque toutes les e´quivalences sont conside´re´es, nous nous restreignons a` la classe
PAD. Cette classe est plus ge´ne´rale que celle des syste`mes a` pile et celle des syste`mes
PA. L’inte´reˆt principal de cette classe est qu’elle permet de mode´liser les programmes
paralle`les ou` les proce´dures peuvent retourner leurs re´sultats aux proce´dures appe-
lantes (ceci est possible avec les syste`mes a` pile, mais pas avec les syste`mes PA).
Nous montrons que les constructions pre´ce´dentes permettent de calculer en temps po-
lynoˆmial un repre´sentant de Post∗≡(L) pour tout langage re´gulier L, et un repre´sentant
de Pre∗≡(L) pour tout langage re´gulier L qui est ferme´ par commutativite´ du “||”. Si-
non, dans le cas ge´ne´ral ou` cette proprie´te´ de fermeture n’est pas satisfaite, nous
n’avons pas re´ussi a` construire un repre´sentant re´gulier de cet ensemble. A la place,
nous construisons un repre´sentant non re´gulier repre´sente´ par un automate d’arbres a`
compteurs. Heureusement, nous montrons que les automates a` compteurs que nous ob-
tenons par notre construction ont de bonnes proprie´te´s, dans les sens que le proble`me
du vide de leur intersection avec les langages re´guliers est de´cidable, ce qui permet de
les utiliser comme structure de repre´sentation dans notre cadre.
Ces re´sultats seront pre´sente´s dans [BT03b].
• Notre deuxie`me approche est base´e sur le fait qu’un syste`me PRS peut eˆtre vu comme
l’union d’un syste`me de re´e´criture pre´fixe (ou syste`me de pile), c-a`-d. un syste`me dont
les re`gles ne contiennent que l’ope´rateur “·” ; et d’un syste`me de re´e´criture de mul-
tiensembles (ou re´seau de Petri), c-a`-d. un syste`me dont les re`gles ne contiennent
que l’ope´rateur “||”. Notre but est donc d’e´tendre et d’inte´grer les approches pour
l’analyse d’accessibilite´ des syste`mes a` pile et des re´seaux de Petri pour avoir une
proce´dure ge´ne´rale pour les syste`mes PRS. Notre contribution principale est une
proce´dure ge´ne´rique qui calcule des automates d’arbres repre´sentant les ensembles
des accessibles des syste`mes PRS (ou des sur-approximations de ces ensembles) en in-
voquant des proce´dures d’analyse des syste`mes de re´e´critures pre´fixe (syste`me a` pile)
et celles d’analyses de syste`mes de re´e´criture de multiensembles (re´seaux de Petri).
La proce´dure d’analyse des syste`mes de re´e´critures pre´fixe pouvant eˆtre conside´re´e
comme fixe (par exemple [Cau92]), la ge´ne´ricite´ de notre construction vient du fait
qu’elle est parame´tre´e par une proce´dure d’analyse des syste`mes de re´e´criture de mul-
tiensembles qui utilise des ensembles semiline´aires (ou l’arithme´tique de Presburger)
pour repre´senter les ensembles de configurations (marquages). Cette proce´dure peut
eˆtre soit exacte pour une sous classe de syste`mes de re´e´criture de multiensembles,
soit approximative (dans le cas ge´ne´ral). Les instantiations de notre construction par
des proce´dures d’accessibilite´ exactes (resp. approximatives) pour des sous classes de
syste`mes de re´e´criture de multiensembles constituent des proce´dures d’accessibilite´
exactes (resp. approximatives) pour les classes correspondantes de PRS (la combinai-
son de ces syste`mes avec des syste`mes de re´e´criture pre´fixe).
Pour de´finir notre proce´dure, nous de´finissons une classe d’automates d’arbres per-
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mettant de repre´senter des ensembles (non re´guliers) d’arbres ayant des largeurs non
borne´es qui sont ferme´s par commutations des fils de quelques nœuds (ceux corres-
pondant a` l’ope´rateur “||”). Cette classe d’automates satisfait toutes les proprie´te´s
de cloˆture et de de´cidabilite´ qui permettent de la conside´rer comme structure de
repre´sentation symbolique dans notre cadre.
Nous pouvons instancier notre proce´dure aux syste`mes PAD pour obtenir un algo-
rithme qui calcule l’ensemble exact des successeurs et des pre´de´cesseurs. Ceci permet le
model-checking des formules EF pour PAD. Comme mentionne´ plus haut, cette classe
est plus ge´ne´rale que les syste`mes a` pile et que les syste`mes PA. Ce re´sultat e´tend donc
tous les re´sultats existants concernant des sous-classes de PRS.
De plus, nous montrons que notre construction peut eˆtre instancie´e de diffe´rentes
manie`res pour obtenir diffe´rentes proce´dures approche´es d’analyse d’accessibilite´ qui
peuvent eˆtre applique´es a` toute la classe PRS. En fait, notre construction constitue un
cadre unificateur ou` tous les re´sultats d’analyse d’accessibilite´ symbolique des re´seaux
de Petri et des automates a` compteurs (ex. [CH78, BW94, DBR01, FL02]) peuvent
eˆtre inte´gre´es pour analyser les syste`mes PRS.
Ces re´sultats font l’objet du rapport de recherche [BT03a].
Analyse des programmes par calcul d’abstractions des langages de chemins
d’exe´cution Comme nous l’avons mentionne´ auparavant, les PRS ne permettent de
mode´liser la synchronisation que dans certaines situations. Nous conside´rons dans cette
deuxie`me approche des mode`les plus expressifs que PRS qui permettent de repre´senter
de manie`re pre´cise les comportements des programmes.
Nous conside´rons deux classes de programmes : Nous conside´rons d’abord les pro-
grammes constitue´s d’un nombre fixe de processus se´quentiels concurrents qui peuvent
se synchroniser. Nous mode´lisons ces programmes par des automates a` pile commu-
nicants. Ensuite, nous e´tendons notre technique au cas avec cre´ation dynamique de
processus. Nous mode´lisons alors les programmes par une alge`bre de processus “SPA”
qui e´tend les syste`mes PA “a`-la CCS” par des ope´rateurs de synchronisation et de
restriction. Contrairement a` PRS, ces mode`les sont inde´cidables. Nous sommes donc
oblige´s de conside´rer des techniques approximatives pour les analyser.
Pour re´soudre le proble`me Post∗R(L)∩L
′ = ∅, notre approche est base´e sur le calcul
d’abstractions (sur-approximations) des langages de chemins d’exe´cutions qui me`nent
de L a` L′, et tester si elles sont vides. Les techniques que nous proposons sont base´es
sur (1) la repre´sentation des ensembles de configurations par des automates de mots
ou d’arbres, (2) l’utilisation de ces automates pour poser un syste`me de contraintes
dont la plus petite solution caracte´rise l’ensemble des chemins d’exe´cution du pro-
gramme, et (3) la re´solution de ce syste`me de contraintes dans un domaine abstrait.
Nous conside´rons en particulier (1) les abstractions a` chaˆınes finies (c-a`-d. dont le do-
maine ne contient pas de chaˆınes infinies), et (2) les abstractions commutatives (c-a`-d.
dont les e´le´ments sont des langages ferme´s par permutation des lettres de ses mots).
Dans le premier cas, le syste`me de contraintes peut eˆtre re´solu par un calcul ite´ratif,
alors que dans le deuxie`me cas, nous utilisons l’algorithme de re´solution de syste`mes
d’ine´galite´s polynoˆmiales dans les alge`bres de Kleene commutatives de [HK99]. Nous
proposons diffe´rents exemples d’abstractions qui rentrent dans ces deux cadres, et nous
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montrons comment ces diffe´rentes abstractions fournissent des algorithmes d’analyse
ayant diffe´rents couˆts et diffe´rents degre´s de pre´cision.
L’avantage de notre approche est sa ge´ne´ricite´. En effet, elle offre un cadre alge´brique
ge´ne´ral et uniforme qui peut eˆtre instancie´ par diffe´rentes classes d’abstraction pour
permettre des analyses dont le couˆt de´pend de la pre´cision de´sire´e.
Ces re´sultats sont pre´sente´s dans les articles [BET03a, BET03b, BET03c].
1.4 Etat de l’art
1.4.1 Regular model-checking
L’ide´e d’utiliser les automates comme structure de repre´sentation symbolique dans
l’analyse d’accessibilite´ des syste`mes infinis a e´te´ utilise´e dans plusieurs contextes.
Nous pouvons par exemple citer les syste`mes manipulant des ensembles d’entiers
exprimables par des formules de Presburger [BW00], les automates a` pile [BEM97,
FWW97, EHRS00], les syste`mes manipulant des files d’attente avec ou sans perte
[BG96, BGWW97, BH97, ABJ98, AAB99], etc. Par exemple, dans [ABJ98, AAB99],
il est montre´ que les ensembles des configurations accessibles des syste`mes a` files d’at-
tentes avec perte peuvent eˆtre effectivement caracte´rise´s par des ensembles re´guliers,
ou plus pre´cise´ment, par une sous-classe d’expressions re´gulie`res appele´e SRE. Tous
ces travaux sont cependant spe´cifiques a` des classes particulie`res de syste`mes.
Dans [KMM+97, BW98, Bou01], l’utilisation des automates est propose´e comme
un cadre uniforme pour l’analyse des syste`mes infinis. Dans [KMM+97], ce cadre est
propose´ pour l’analyse des syste`mes parame´tre´s. Seulement, cet article ne propose pas
de techniques d’acce´le´ration. Les techniques d’acce´le´ration pre´sente´es dans [BW98]
sont spe´cifiques a` des classes particulie`res de syste`mes qui n’incluent pas les syste`mes
parame´tre´s et les programmes re´cursifs paralle`les. A notre connaissance, le premier ar-
ticle a` avoir utilise´ l’acce´le´ration dans le cadre des syste`mes parame´tre´s est [ABJN99].
Les techniques conside´re´es dans cet article sont spe´cifiques a` des classes particulie`res
de syste`mes. Plus pre´cise´ment, les auteurs de´finissent une classe de relations de mots,
que nous appelons dans ce document context-relations, qui permet de mode´liser cer-
tains protocoles d’exclusion mutuelle de´finis sur des re´seaux parame´tre´s line´aires. Ils
calculent la cloˆture transitive d’une relation de cette classe. Nous montrons au chapitre
9 que notre technique ge´ne´rale d’e´largissement permet de simuler cette construction.
La me´thode d’acce´le´ration de´finie dans [PS00] ne s’applique qu’aux relations qui
pre´servent les structures, et qui ne re´e´crivent qu’une ou au plus deux positions a`
chaque fois. Nos techniques d’e´largissement sont plus ge´ne´rales puisqu’elles peuvent
s’appliquer a` toutes les classes de relations re´gulie`res. Les me´thodes d’acce´le´ration de
cet articles ont aussi e´te´ utilise´es dans [FP01], ou` des sous-classes d’automates a` pile
de´terministes sont propose´es comme cadre uniforme plus ge´ne´ral que les automates
re´guliers pour l’analyse d’accessibilite´ des syste`mes parame´tre´s line´aires.
Des semi-algorithmes ge´ne´raux qui permettent, en cas de terminaison, le calcul
des cloˆtures transitives des relations re´gulie`res sont pre´sente´s dans [BJNT00, JN00,
DLS01, AJNd02, BLW03] pour le cas des mots, et dans [DLS01, AJMd02] dans le cas
des arbres. Nous donnons dans le chapitre 9 une comparaison de´taille´e de ces me´thodes
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avec notre technique d’e´largissement.
Il y a beaucoup de travaux sur les syste`mes de re´e´critures de termes qui pre´servent
la re´gularite´. Il est inde´cidable de savoir si un syste`me de re´e´criture de termes pre´serve
effectivement la re´gularite´ [Gil91]. Plusieurs classes de syste`mes de re´e´criture qui
pre´servent effectivement la re´gularite´ ont e´te´ identifie´es. Parmi ces classes nous citons
les syste`mes clos [Bra69, DT90], les syste`mes monadiques line´aires a` droite [Sal88],
la classe plus ge´ne´rale des syste`mes semi-monadiques line´aires [CDGV94], ou celle
plus ge´ne´rale encore des syste`mes finite path overlapping [TKS00]. L’avantage de notre
technique d’e´largissement re´side dans le fait que ces re´sultats sont spe´cifiques a` des
classes de relations bien particulie`res, alors que notre me´thode peut s’appliquer de
manie`re uniforme a` tous les syste`mes re´guliers pour essayer, en cas de terminaison,
de calculer la cloˆture transitive. D’ailleurs, nous montrons que l’e´largissement permet
de simuler la construction donne´e dans [CDGV94] pour les syste`mes semi-monadiques
line´aires. Il serait inte´ressant de voir si notre technique permet e´galement de simuler
la construction de [TKS00].
1.4.2 Ve´rification des syste`mes parame´tre´s
Ces dernie`res anne´es, il y a eu beaucoup de travaux sur ce the`me. Tous ces travaux
sont essentiellement base´s sur l’une de ces cinq approches :
1. Trouver une constante “cut-off” k telle que si les syste`mes contenant un nombre
de processus infe´rieur ou e´gal a` k satisfont la proprie´te´, alors il en est de meˆme des
syste`mes ayant un nombre plus grand de composantes. C’est l’approche utilise´e
par German et Sistla dans [GS92], Emerson et Namjoshi dans [EN95, EN96],
Emerson et Kahlon dans [EK02], Pnueli et al. dans [PRZ01], et Bouajjani et al.
dans [BHV03].
2. L’approche de´ductive base´e sur la recherche d’invariants du syste`me. Il y a deux
sortes d’invariants [AJ98] :
(a) Montrer que la proprie´te´ φ a` satisfaire est un invariant du syste`me, ce qui
est e´quivalent a` deviner une sur-approximation de l’ensemble des accessibles
et a` montrer qu’elle satisfait φ [PRZ01, APR+01] ;
(b) Trouver un invariant de re´seau [WL89], c-a`-d. un processus I dont le com-
portement “contient” les comportements de tous les syste`mes quelle que
soit leur taille ; ce qui veut dire que si I satisfait la proprie´te´, alors tous les
syste`mes Sn de la famille la satisfont. Posons Q ≤ Q
′ si le comportement
du processus Q est contenu dans celui du processus Q′ ; alors l’invariant I
doit satisfaire
P ≤ I et I||P ≤ I
Cette approche a e´te´ conside´re´e dans [KM89, WL89, BCG89, SG89, HLR97,
CGJ95, AJ98].
3. L’abstraction vers un syste`me fini et l’utilisation des techniques classiques de
ve´rification des syste`mes finis pour l’analyse [BBLS00].
4. La preuve assiste´e qui consiste en l’utilisation de “theorem provers” tels que PVS
[SOR93], ou l’utilisation de lemmes ou de fonctions d’abstraction fournies par
l’utilisateur [JL98, GZ98, MP90].
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5. Le regular model-checking. Toutes les techniques pre´sente´es dans [KMM+97,
ABJN99, JN00, PS00, AJMd02, AJNd02] ont e´te´ applique´es aux syste`mes pa-
rame´tre´s. Ces techniques ne couvrent pas les re´sultats de calcul de cloˆtures tran-
sitives de´crits dans cette the`se.
Des proble`mes lie´s aux cloˆtures des langages par semi-commutations ont e´te´ e´tudie´s
dans la communaute´ de la the´orie des traces. Le chapitre 12 de [DGR95] donne
une bonne vue d’ensemble sur les diffe´rents re´sultats trouve´s. Le proble`me que nous
conside´rons ici est diffe´rent. Notre but est d’identifier une sous-classe de langages
re´guliers qui est ferme´e par tous les syste`mes de semi-commutations, alors que les
re´sultats classiques de la the´orie des traces ont pour but de donner pour une relation
de semi-commutations R donne´e, des conditions suffisantes sur les langages re´guliers
dont la cloˆture par R reste re´gulie`re. De plus, ces conditions sur les langages de´pend
souvent de la relation R. La complexite´ de de´cider si un langage ω-re´gulier est ferme´
par commutations a e´te´ conside´re´e dans [Mus96, PWW98].
Les langages APC ont e´te´ beaucoup e´tudie´s en logique et en the´orie des groupes.
Comme nous allons le voir au chapitre 3, ils correspondent au niveau Σ2 de la hie´rarchie
de la logique de premier ordre obtenue en comptant le nombre d’alternances des quan-
tificateurs. Plus pre´cise´ment, ces langages correspondent aux formules de la forme
∃∗∀∗φ, ou` φ est une formule sans quantificateurs [Tho82]. La classe APC a aussi une
caracte´risation alge´brique. Elle correspond au niveau 3/2 de la hie´rarchie de Strau-
bing. De plus, elle correspond au plus haut niveau de la hie´rarchie qui est connu d’eˆtre
de´cidable [PW97].
1.4.3 Ve´rification des programmes re´cursifs paralle`les
Ces dernie`res anne´es, il y a eu beaucoup de travaux sur la ve´rification des pro-
grammes re´cursifs paralle`les. Ces travaux se basent essentiellement sur deux approches
comple´mentaires :
• L’abstraction (base´e sur l’interpre´tation abstraite [CC77]). Dans cette approche, les
informations concernant les flots de donne´es sont repre´sente´es par des e´le´ments d’un
treillis approprie´. L’analyse revient alors a` des calculs de points fixes dans ces treillis.
Dans ce cadre, beaucoup de travaux sont de´die´s a` la ve´rification des programmes
se´quentiels ou` le paralle´lisme est absent (l’analyse interproce´durale des programmes
se´quentiels). On peut se re´fe´rer a` la the`se de Knoop [Kno98] et les re´fe´rences qu’elle
contient.
C’est apre`s l’article de Taylor [Tay83] que l’analyse des programmes paralle`les
a commence´ a` se de´velopper. Dans son article, Taylor a montre´ que beaucoup de
proble`mes de ve´rification sont NP-complets ou meˆme PSPACE-complets meˆme dans
la pre´sence du paralle´lisme, et il a propose´ des algorithmes d’analyse ge´ne´raux pour
la re´solution de diffe´rents proble`mes.
Seulement, la majorite´ des travaux qui traitent le paralle´lisme ne conside`rent pas
la re´cursivite´ [Cor92, Mer91, NA98, BBS00, Yah01], alors que tous nos mode`les (PRS,
automates a` pile communicants, et SPA) traitent la re´cursivite´ de manie`re exacte.
D’autres travaux conside`rent les programmes ou` la re´cursivite´ et la cre´ation dy-
namique de processus sont permis, mais pas la synchronisation entre les composantes
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paralle`les [Mo02, SS01]. A notre connaissance, le seul travail qui conside`re a` la fois les
appels des proce´dures, la synchronisation, et la cre´ation dynamique de processus, est
le travail de [DS91]. L’approche propose´e dans cet article approxime en meˆme temps
l’effet de la synchronisation et celui de la re´cursivite´, alors que tous les mode`les que
nous conside´rons dans cette the`se traitent de manie`re pre´cise la re´cursion et n’approxi-
ment que la synchronisation. Une comparaison plus de´taille´e de nos techniques avec
ces travaux est donne´e aux chapitres 7 et 8.
Des re´fe´rences a` d’autres travaux de ve´rification des programmes paralle`les se
trouvent dans [Rin01].
• Les me´thodes symboliques. Le lien entre l’analyse statique des programmes et le
model-checking a e´te´ remarque´ dans [Ste91, Sch98, SS98]. Dans [BS95, EK99, ES01],
les syste`mes a` pile ont e´te´ propose´s comme un mode`le d’analyse des programmes
se´quentiels. Les techniques de ve´rification des syste`mes a` pile [Wal96, BS97, BEM97,
FWW97, EHRS00], ainsi que les outils dans lesquels ces techniques sont implante´es
(tels que Bebop [BR00] ou Moped [Sch02]) peuvent alors eˆtre utilise´s pour l’analyse
des programmes se´quentiels.
Dans [BCR01, DBR02], le mode`le des re´seaux de Petri est propose´ pour la ve´rification
des programmes paralle`les avec synchronisation et cre´ation dynamique de proces-
sus, mais sans re´cursion (les processus sont des syste`mes finis). Cette approche est
ge´ne´ralise´e aux programmes avec des communications broadcast dans [FRSB02] en
utilisant des re´seaux de Petri avec des transitions de transfert. Les techniques d’ana-
lyse des re´seaux de Petri peuvent donc eˆtre utilise´es dans ce cadre.
Dans [EK99, EP00], l’alge`bre de processus PA est propose´e pour l’analyse des
programmes sans communication ni entre les processus paralle`les, ni entre les processus
se´quentiels (pas de retour de valeurs). Dans [LS98, EP00], des techniques d’analyse
d’accessiblite´ de ces syste`mes sont propose´es. Ces techniques sont base´es sur le calcul
d’automates d’arbres re´guliers reconnaissants les ensembles des accessibles.
Nos re´sultats e´tendent, ge´ne´ralisent, et uniformisent ces approches vers des mode`les
plus expressifs qui permettent de conside´rer des programmes ou` re´cursivite´, paralle´lisme,
et synchronisation sont pre´sents.
Notre approche qui consiste a` faire l’analyse d’accessibilite´ des PRS en calculant des
repre´sentants ge´ne´ralise celle de [LS98, EP00]. Ces travaux conside`rent la construction
des ensembles des accessibles des syste`mes PA sans tenir compte des e´quivalences struc-
turelles, et montrent que ceci permet d’analyser ces syste`mes. Nous ge´ne´ralisons cette
approche aux syste`mes PRS. Nous identifions une classe importante de programmes
que nous pouvons analyser de manie`re exacte en oubliant l’associativite´/commutativite´
du “||”. Ces programmes comprennent la re´cursivite´, le paralle´lisme, la cre´ation dy-
namique de processus, ainsi que la synchronisation. Quant aux programmes qui ne
sont pas dans cette classe, nous les traduisons vers des syste`mes PAD, et nous propo-
sons des algorithmes pre´cis d’analyse de ces syste`mes. Ceci ge´ne´ralise les re´sultats de
[LS98, EP00] a` la classe PAD qui englobe a` la fois les syste`mes PA et les syste`mes a`
pile, ce qui permet de tenir compte des re´sultats de retour entre les proce´dures (ce qui
ne peut pas eˆtre fait par PA) et du paralle´lisme (absent dans les syste`mes a` pile). Nos
techniques couvrent les algorithmes relatifs aux automates a` pile et aux syste`mes PA.
Nous donnons des comparaisons plus de´taille´es avec ces travaux dans les chapitres 5
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et 6.
[Esp02] propose aussi une traduction des programmes vers les syste`mes PRS sans
donner des me´thodes d’analyse de ces syste`mes. Notre traduction ne traite pas la
synchronisation de la meˆme manie`re que dans [Esp02]. De plus, elle peut s’appliquer
a` tous les programmes, contrairement a` la traduction propose´e dans [Esp02]. Nous
donnons au chapitre 4 une comparaison plus de´taille´e des deux transformations.
Dans [JRS03], une approche base´e sur le calcul d’abstractions des langages de
chemins d’exe´cutions de syste`mes a` piles a e´te´ utilise´e dans le cadre de l’analyse in-
terproce´durale des programmes se´quentiels, pour re´soudre le proble`me de propagation
de constantes. La technique propose´e dans cet article est similaire a` l’approche que
nous conside´rons pour la ve´rification des programmes comprenant un nombre fixe de
composants se´quentiels concurrents. Nous montrons dans le chapitre 7 que nos tech-
niques s’appliquent aussi dans le cadre conside´re´ dans [JRS03], et nous comparons
notre algorithme de calcul des abstractions de chemins d’exe´cution a` celui donne´ dans
cet article.
1.4.4 Analyse des PRS
Les syste`mes de re´e´criture PRS ont e´te´ introduits par Mayr dans sa the`se [May98].
Ce dernier a e´tudie´ la de´cidabilite´ et la complexite´ de diffe´rents proble`mes de model-
checking de ces syste`mes par rapport a` des formules de logique temporelle. En particu-
lier, il a montre´ que le proble`me d’accessibilite´ entre deux termes donne´s est de´cidable
pour toute la classe de PRS (en conside´rant toutes les e´quivalences structurelles). Le
proble`me que nous conside´rons ici est plus ge´ne´ral puisque nous nous inte´ressons au cal-
cul des ensembles des accessibles, ce qui permet en particulier de re´soudre le proble`me
d’accessibilite´ entre deux termes. Cependant, les re´sultats que nous proposons sont in-
comparables a` ceux de [May98]. En effet, comme le proble`me de calculer les accessibles
pour PRS est difficile (les PRS contiennent des re´seaux de Petri), nous le re´solvons
pour toute la classe de PRS au cas ou` les e´quivalences structurelles du “||” ne sont
pas conside´re´es, et nous montrons que notre re´sultats peut eˆtre utilise´ dans l’analyse
d’une classe importante de programmes. Dans le cas ou` toutes les e´quivalences sont
conside´re´es, nous re´solvons le proble`me pour la classe PAD, et nous montrons que cette
classe est utile dans la mode´lisation de tous les programmes.
Comme nous l’avons e´voque´ pre´ce´demment, les syste`mes de re´e´criture clos (qui ne
comprennent pas de variables) pre´servent effectivement la re´gularite´ [Bra69, DT90].
Cependant, meˆme si les syste`mes PRS sont syntaxiquement des syste`mes clos, ils ne
le sont pas se´mantiquement a` cause de l’ope´rateur “·” qui impose une strate´gie de
re´e´criture pre´fixe. Donc, meˆme dans le cas ou` nous oublions les e´quivalences struc-
turelles entre les termes, nos re´sultats ne sont pas couverts par [Bra69, DT90]. Par
contre, les syste`mes PRS sont e´quivalents aux syste`mes de re´e´criture clos AC obte-
nus en combinant les syste`mes clos avec les lois d’associativite´/commutativite´ d’un
ope´rateur [MR98]. Pour ces syste`mes, le proble`me d’accessibilite´ entre deux termes
est de´cidable [MR98]. Les auteurs ne proposent cependant pas de construction des
ensembles des accessibles.
Beaucoup d’autres travaux sur des sous-classes de PRS portent sur l’e´tude de
diffe´rentes e´quivalences (telle que la bisimulation) entre les structures des graphes
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de transitions engendre´s par ces classes. Nous citons a` titre d’exemple [Hir93, HJM94,
JM95, HJM96, Mol96, Sti96]. D’autres re´fe´rences peuvent eˆtre trouve´es dans [May98].
1.5 Plan de la the`se
Au chapitre 2., nous rappelons d’abord les de´finitions des notions d’automates
et de relations que nous allons utiliser tout au long de cette the`se. Nous de´finissons
ensuite le cadre de ve´rification ge´ne´ral que nous proposons. Le reste de la the`se est
ensuite divise´ en quatre grandes parties : Le chapitre 3., qui constitue la premie`re
partie, est de´die´ a` l’analyse des syste`mes parame´tre´s.
La deuxie`me partie est consacre´e a` la ve´rification des programmes re´cursifs pa-
ralle`les en utilisant les syste`mes PRS. Le chapitre 4. de´finit ce formalisme, et de´crit
la traduction que nous proposons des programmes vers ce mode`le. Au chapitre 5.,
nous pre´sentons notre approche d’analyse des PRS par calcul de repre´sentants. Nous
donnons diffe´rentes constructions (pour la plupart polynoˆmiales) de repre´sentants des
ensembles des accessibles. Notre deuxie`me approche d’analyse de PRS qui consiste a`
calculer tout l’ensemble des accessibles est pre´sente´e au chapitre 6.
Dans la troisie`me partie de cette the`se, nous pre´sentons notre deuxie`me approche
d’analyse des programmes re´cursifs paralle`les, qui est base´e sur le calcul d’abstrac-
tions des langages de chemins d’exe´cutions des programmes. Dans le chapitre 7.,
nous conside´rons les programmes constitue´s d’un nombre fixe de processus se´quentiels
communicants. Nous montrons comment repre´senter ces programmes par des auto-
mates a` pile communicants, et nous de´crivons notre proce´dure ge´ne´rique de calcul des
abstractions des langages de chemins. Au chapitre 8., nous e´tendons ces techniques
au cas avec cre´ation dynamique de processus.
Nos techniques d’e´largissement sont de´crites dans la dernie`re partie de ce docu-
ment, au chapitre 9. Finalement, dans le chapitre 10., nous pre´sentons un bilan
complet des travaux pre´sente´s dans cette the`se, et nous proposons quelques directions
de recherches qui permettraient d’e´tendre ce travail.
En annexes, nous pre´sentons des exemples de protocoles d’exclusion mutuelle de´finis
sur des re´seaux parame´tre´s line´aires. Nous montrons comment mode´liser ces proto-
coles dans notre cadre, et comment appliquer notre me´thode d’e´largissement pour les
ve´rifier.
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Chapitre 2
Un cadre ge´ne´ral pour la
ve´rification des syste`mes
infinis
Dans ce chapitre, nous pre´sentons un cadre ge´ne´ral d’analyse d’accessibilite´ base´
sur les automates et les relations de mots et d’arbres. Le cadre que nous proposons est
ge´ne´ral dans le sens qu’il peut s’appliquer uniforme´ment a` plusieurs classes de syste`mes
infinis, et que beaucoup de travaux existants traitant des classes bien particulie`res de
syste`mes peuvent eˆtre vus comme des instances de notre cadre. Dans cette the`se, nous
appliquons ce cadre a` la ve´rification (1) des syste`mes parame´tre´s et (2) des programmes
re´cursifs paralle`les avec cre´ation dynamique de processus.
Nous commenc¸ons d’abord par rappeler les de´finitions et les proprie´te´s des auto-
mates et des relations re´guliers de mots et d’arbres, et nous pre´sentons ensuite le cadre
ge´ne´ral que nous proposons.
2.1 Pre´liminaires
Dans cette section, nous introduisons et de´finissons les outils mathe´matiques de
base et les diverses notations qui seront utilise´s tout au long de ce document.
2.1.1 Langages et relations de mots
2.1.1.1 Langages de mots
De´finition 2.1.1
– Un alphabet est un ensemble fini de symboles (ou lettres).
– Un mot w sur un alphabet Σ = {a1, ..., an} est une se´quence de lettres de cet
alphabet.
– Pour tout mot w sur Σ, pour toute lettre a ∈ Σ, |w|a de´note le nombre d’occur-
rences de la lettre a dans w.
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– Nous notons par ε le mot vide.
– a1 . . . an est un sous mot de w si w est de la forme u0a1u1 . . . un−1anun, les ui
e´tant des mots.
– E´tant donne´s deux mots x et y , nous notons par x.y ou xy leur concate´nation.
– Nous notons par Σ∗ l’ensemble de tous les mots sur l’alphabet Σ, et par Σ+
l’ensemble de tous les mots non vides sur l’alphabet Σ.
De´finition 2.1.2 (Langage) Nous appelons langage de Σ∗ tout sous-ensemble de
Σ∗. Nous identifions, quand il n’y a pas d’ambigu¨ıte´ possible, les langages sur Σ ne
comprenant qu’un seul mot par les mots de Σ. Nous e´crivons alors a∗ au lieu de {a}∗.
De´finition 2.1.3 (Cloˆture de Kleene) Soit L un langage, nous de´finissons pour
tout entier n, Ln par :L0={ε} et ∀n>0 ; Ln=L.Ln−1.
Nous de´finissons les ope´rations de concate´nation ite´re´e * et + par :
L∗ =
⋃
i≥0
Li et L+ =
⋃
i>0
Li
L∗ est la cloˆture de Kleene de L, et L+ sa cloˆture positive.
De´finition 2.1.4 (Miroir)
E´tant donne´ un langage L, Miroir(L) = {a1...an ∈ Σ
∗ | n ≥ 1 ; an...a1∈L}.
De´finition 2.1.5 (Langages re´guliers)
Soit Σ un alphabet, la classe des langages re´guliers d’alphabet Σ est la plus petite
classe qui a les proprie´te´s suivantes :
i) le langage ∅ est re´gulier ;
ii) le langage re´duit au seul mot vide est re´gulier ;
iii) pour chaque lettre a de Σ, le langage re´duit au seul mot a est re´gulier ;
iv) si L et L′ sont re´guliers, il en est de meˆme pour L ∪ L′, L.L′, et L∗.
De´finition 2.1.6 (Expression re´gulie`re)
– Une expression re´gulie`re sur un alphabet Σ est une expression dont les ope´randes
sont des lettres de Σ ou le symbole ε et les ope´rateurs sont pris dans l’ensemble
{+,.,*}, ou` “+” et “.” sont binaires et “*” est unaire.
– Une expression re´gulie`re de´crit un langage re´gulier sur Σ quand on identifie
chaque lettre a de Σ au langage {a} ; ε au mot vide et que l’on interpre`te
“+” comme l’union ; “.” comme la concate´nation des langages et “*” comme
la concate´nation ite´re´e.
De´finition 2.1.7 (Automate fini de mots) Un automate fini de mots est un quin-
tuplet A=(Q,I,Σ,δ,F) ou` :
– Q est un ensemble fini d’e´tats,
– I ⊆ Q est l’ensemble des e´tats initiaux,
– Σ est un alphabet fini,
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– δ ⊆ Q × (Σ ∪ {}) ×Q, est un ensemble fini appele´ ensemble des transitions de
A. Nous pouvons aussi conside´rer δ comme une application de Q×Σ ∪ {} vers
Q.
– F ⊆ Q est l’ensemble des e´tats finaux (accepteurs) de A.
A est dit de´terministe si pour tout q ∈ Q, δ(q, ) n’existe pas, et pour tout a ∈ Σ, si
δ(q, a) existe alors il est re´duit a` un unique e´le´ment.
De´finition 2.1.8 Soit A=(Q,I,Σ,δ,F) un automate fini. Un chemin de A ayant pour
longueur n (ou` n≥0) est une suite de transitions ((qi, ai, qi+1))i=0,...,n−1. Ce chemin
me`ne de l’e´tat q0 a` l’e´tat qn avec l’e´tiquette a0...an−1.
Un mot w est reconnu (ou accepte´) par A s’il existe un chemin e´tiquete´ par w
qui me`ne d’un e´tat initial de I a` un e´tat final de F . Des arcs e´tiquete´s par  peuvent
apparaˆıtre au cours de ce chemin, meˆme si les  n’apparaissent pas dans w. L’ensemble
des mots reconnus par A est note´ L(A) : le langage reconnu par A.
The´ore`me 2.1.1 Un langage de mots est re´gulier si et seulement si il est reconnu par
un automate fini de mots.
Les langages re´guliers satisfont toutes les bonnes proprie´te´s de cloˆture et de de´cidabilite´.
Proposition 2.1.1 [HU79] La classe des langages de mots re´guliers est effectivement
ferme´e par union, intersection, et comple´mentation. En plus, le proble`me du vide de
ces automates peut eˆtre re´solu en un temps line´aire.
2.1.1.2 Relations de mots
De´finition 2.1.9 (Relation de mots) Nous appelons “relation sur Σ∗” toute partie
de Σ∗ × Σ∗. Si R est une relation sur Σ∗, R−1 est la relation de´finie par :
R−1 = {(w,w′) ∈ Σ∗ × Σ∗ | (w′, w) ∈ R}.
Nous notons par IdΣ∗ la relation identite´ sur Σ
∗ c-a`-d., IdΣ∗ = {(w,w) ∈ Σ
∗ × Σ∗}.
Une relation R sur Σ pre´serve les longueurs si pour tout (w,w′) ∈ R, w et w′ ont la
meˆme longueur.
Nous de´finissons copy(L) la relation qui recopie les mots de L par :
Notation 2.1.1 (copy(L)) Soit un langage L ⊆ Σ∗, copy(L) = {(w,w) ∈ Σ∗ × Σ∗ |
w ∈ L}.
De´finition 2.1.10 Soient w ∈ Σ∗ et R une relation sur Σ∗. Nous notons
R(w) = {w′ ∈ Σ∗ | (w,w′) ∈ R}.
Cette notion est e´tendue aux langages de manie`re standard comme suit : Soit L un
langage re´gulier sur Σ ;
R(L) = {w′ ∈ Σ∗ | ∃w ∈ L, (w,w′) ∈ R}.
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De´finition 2.1.11 (Composition) La composition des relations sur Σ∗ est l’ope´ration
sur P(Σ∗ × Σ∗) de´finie par : ∀R1, R2 ∈ P(Σ
∗ × Σ∗) : R2 ◦ R1 = {(x, y) ∈ Σ
∗ × Σ∗ |
∃z ∈ Σ∗; (x, z) ∈ R1 et (z, y) ∈ R2}.
De´finition 2.1.12 (Cloˆture transitive) Soit R une relation, pour tout n≥0 ; nous
de´finissons inductivement la relation Rn par : R0=IdΣ∗ et ∀n>0 ; R
n=R◦Rn−1.
L’union
⋃
0≤i≤j R
i est note´e par R≤j. Les relations R∗ et R+ sont de´finies par :
R∗ =
⋃
i≥0
Ri et R+ =
⋃
i>0
Ri
R∗ (resp. R+) est la cloˆture re´flexive transitive (resp. transitive) de R.
De´finition 2.1.13 (Transducteur de mots) Nous appelons transducteur de mots
tout quintuplet T =(Q,I,Σ,δ,F) ou` :
– Q est un ensemble fini d’e´tats,
– I⊆Q est l’ensemble des e´tats initiaux,
– Σ est un alphabet fini,
– δ⊆Q×
(
(Σ ∪ {}) × Σ∗
)
×Q est un ensemble fini appele´ ensemble des transitions
de T ,
– F⊆Q est l’ensemble des e´tats finaux de T .
Un chemin de T est une suite de transitions
((
qi, (ai, bi), qi+1
))
i=0,...,n−1
telles
que les ai sont dans Σ ∪ {}, et les bi sont dans Σ
∗. Ce chemin me`ne de l’e´tat q0 a`
l’e´tat qn avec l’e´tiquette (a0 · · · an, b0 · · · bn). Si q0 ∈ I et qn ∈ F , cette paire est dite
reconnue par le transducteur. Le langage de T , L(T ) est l’ensemble de telles paires.
Un transducteur peut eˆtre vu comme un automate avec entre´es/sorties. Il lit un mot
en entre´e, et en produit un autre en sortie. Une transition de la forme
(
q, (a, w), q′
)
,
ou` a ∈ Σ ∪ {} et w ∈ Σ∗, exprime que si le transducteur lit la lettre a ∈ Σ (ou ne lit
rien du tout si a = ) en entre´e, il e´crit le mot w en sortie. Le langage (ou la relation)
reconnu(e) par un transducteur correspond a` l’ensemble des paires de mots (w1, w2)
telles que le transducteur produit w2 en sortie s’il lit w1 en entre´e. Une telle relation
est appele´e relation re´gulie`re :
De´finition 2.1.14 (Relation re´gulie`re) Une relation de mots est dite re´gulie`re si
elle est reconnue par un transducteur de mots.
Etant donne´es deux relations re´gulie`res, il est facile de construire un transducteur
qui reconnaˆıt leur composition :
De´finition 2.1.15 (Composition de deux transducteurs)
Soient T1 = (Q1, I1,Σ, δ1, F1) et T2 = (Q2, I2,Σ, δ2, F2) deux transducteurs de mots.
Nous de´finissons le transducteur T2 ◦T1 par : T2 ◦T1 = (Q1×Q2, I1× I2,Σ, δ, F1×F2)
tel que δ est l’ensemble des transitions
(
(q1, q2), (a, w), (q
′
1, q
′
2)
)
, ou` a ∈ Σ ∪ {} et
w ∈ Σ∗ sont tels qu’il existe u ∈ Σ∗ t.q.
(
q1, (a, u), q
′
1
)
∈ δ1 et
(
q2, (u,w), q
′
2
)
est un
chemin de T2.
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Il est alors facile de voir que :
The´ore`me 2.1.2 Soient R1 et R2 deux relations re´gulie`res de de Σ
∗. Soient T1 =
(Q1, I1,Σ, δ1, F1) et T2 = (Q2, I2,Σ, δ2, F2) deux transducteurs qui leur correspondent.
Alors la relation R2 ◦R1 est reconnue par le transducteur T2 ◦ T1.
De´finition 2.1.16 (Ite´ration d’un transducteur) Soit T un transducteur de mots,
T n est de´fini inductivement par : T 1 = T , et T n = T ◦ T n−1.
Il est clair que T n reconnaˆıt Rn, ou` R est la relation reconnue par T .
De meˆme, e´tant donne´s un langage re´gulier de mots L et une relation re´gulie`re R,
il est facile de construire un automate qui reconnaˆıt R(L) :
De´finition 2.1.17 (Produit d’un transducteur et d’un automate) Soient A =
(Q1, I1,Σ, δ1, F1) un automate de mots et T = (Q2, I2,Σ, δ2, F2) un transducteur de
mots. Nous de´finissons l’automate T (A) dont l’ensemble des e´tats initiaux (resp. fi-
naux) est I1 × I2 (resp. F1 × F2), et comprenant les transitions de la forme(
(q1, q2), w, (q
′
1, q
′
2)
)
1 telles que :
–
(
q2, (, w), q
′
2
)
∈ δ2 et q1 = q
′
1 ; ou
– il existe a ∈ Σ∪{} tel que (q1, a, q
′
1) est un chemin de δ1 et
(
q2, (a, w), q
′
2
)
∈ δ2.
Nous obtenons alors que :
The´ore`me 2.1.3 Soient A = (Q1, I1,Σ, δ1, F1) (resp. T = (Q2, I2,Σ, δ2, F2)) un au-
tomate reconnaissant un langage re´gulier L, (resp. un transducteur reconnaissant une
relation re´gulie`re R), alors R(L) est reconnu par l’automate T (A).
2.1.2 Langages et relations d’arbres
2.1.2.1 Termes et relations d’arbres
Termes Soit Σ un alphabet muni d’une fonction arite´ : Σ→ N. Pour k ≥ 0, Σk est
l’ensemble des e´le´ments d’arite´ k. Notons que les ensembles Σk ne sont pas force´ment
disjoints. Les e´le´ments de Σ0 sont appele´s des constantes.
Soit X = {x1, x2, . . .} un ensemble de´nombrable de symboles appele´s variables.
L’ensemble TΣ[X ] des termes sur Σ et X est de´fini inductivement de la manie`re sui-
vante :
– Si f ∈ Σ0, alors f ∈ TΣ[X ],
– Si x ∈ X , alors x ∈ TΣ[X ],
– Si k ≥ 1, f ∈ Σk, et t1, . . . , tk ∈ TΣ[X ], alors f(t1, . . . , tk) est dans TΣ[X ].
Nous e´crivons TΣ a` la place de TΣ[∅]. Les termes de TΣ sont appele´s termes clos.
Un terme t dans TΣ[X ] est line´aire si chaque variable apparaˆıt au plus une fois dans
t. Un terme dans TΣ[X ] peut eˆtre vu comme un arbre e´tiquete´ ou` un nœud interne
1Pour simplifier la pre´sentation, nous donnons cette de´finition informelle des transitions de T (A).
Pour donner une de´finition rigoureuse, il faut conside´rer un ensemble d’e´tats auxilliaires Q, et si
w = a1 · · · an, il faut conside´rer les transitions
`
(q1, q2), a1, p1
´
, (pi, ai+1, pi+1), et
`
pn−1, an, (q′1, q
′
2)
´
,
ou` les pi sont dans Q.
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ayant n fils est e´tiquete´ par un symbole de Σn, et les feuilles sont e´tiquete´es par des
variables et des constantes. Par conse´quent, si t est le terme f(t1, . . . , tk), nous posons
racine(t) = f . Dans ce document, nous confondons en ge´ne´ral un terme de TΣ[X ] et
l’arbre qui lui correspond.
Un contexte C est un terme line´aire de TΣ[X ]. Soient t1, . . . , tn des termes de TΣ,
C[t1, . . . , tn] de´note le terme obtenu en remplac¸ant dans le contexte C l’occurrence de
la variable xi par le terme ti, et ce pour chaque i tel que 1 ≤ i ≤ n. Nous notons
parfois C par C[x1, . . . , xn] pour exprimer que C est un contexte ayant n variables.
Nous de´finissons la frontie`re Front d’un terme clos comme suit :
– Si f ∈ Σ0, alors Front(f) = f ,
– Si k ≥ 1, f ∈ Σk, et t1, . . . , tk ∈ TΣ, alors
Front
(
f(t1, . . . , tk)
)
= Front(t1) · · ·Front(tk).
La frontie`re d’un terme est la se´quence obtenue en concate´nant les e´tiquettes des
diffe´rentes feuilles du terme.
Relations d’arbres Nous de´finissons maintenant les relations d’arbres :
De´finition 2.1.18 (Relation d’arbres) Nous appelons “relation sur TΣ” toute par-
tie de TΣ × TΣ. Si R est une relation sur TΣ, R
−1 est la relation d’arbres de´finie
par :
R−1 = {(t, t′) ∈ TΣ × TΣ | (t
′, t) ∈ T}.
Nous notons par IdTΣ la relation identite´ sur TΣ c-a`-d., IdTΣ = {(t, t) ∈ TΣ × TΣ}.
De´finition 2.1.19 Soient t ∈ TΣ et R une relation sur TΣ. Nous notons
R(t) = {t′ ∈ TΣ | (t, t
′) ∈ R}.
Cette notion est e´tendue aux langages de manie`re standard comme suit : Soit L un
langage re´gulier d’arbres sur TΣ,
R(L) = {t′ ∈ TΣ | ∃t ∈ L, (t, t
′) ∈ R}.
La composition de deux relations d’arbres est de´finie comme pre´ce´demment pour le
cas des mots. De meˆme, la cloˆture re´flexive-transitive d’une relation R est de´finie par
R∗ =
⋃
n≥0R
n, ou` Rn de´note la composition de R n fois.
2.1.2.2 Automates et transducteurs d’arbres
Dans cette section, nous de´finissons les automates d’arbres, un formalisme qui
permet de repre´senter de manie`re finie des ensembles re´guliers de termes. La the´orie des
automates d’arbres est une extension directe de la the´orie des automates de mots : un
mot peut eˆtre vu comme un terme sur un alphabet dont tous les symboles sont unaires.
Dans ce travail, nous utilisons principalement des automates d’arbres ascendants non
de´terministes :
24
De´finition 2.1.20 Un automate d’arbres ascendant est un quadruplet A =
(Q,Σ, F, δ) ou` Q est un ensemble fini d’e´tats, Σ est un alphabet muni d’une fonc-
tion d’arite´, F ⊆ Q est un ensemble d’e´tats finaux, et δ est un ensemble de re`gles de
la forme
f
(
q1, . . . , qn
)
→ q (2.1)
a→ q (2.2)
q → q′ (2.3)
ou` a ∈ Σ0, n ≥ 1, f ∈ Σn, et q1, . . . , qn, q, q
′ ∈ Q.
Si Q est fini, A est appele´ un automate d’arbres ascendant fini.
Dore´navant, puisqu’aucune confusion n’est possible, nous utiliserons juste le terme
“automate d’arbres” au lieu de “automate d’arbres ascendant”.
Soit t un terme clos. Une exe´cution ascendante de A sur t est de´finie comme suit :
d’abord, un e´tat est associe´ a` chaque feuille en appliquant les re`gles (2.2), ensuite, pour
chaque nœud, nous devons recueillir les e´tats qui ont e´te´ attribue´s aux fils, et associer
un e´tat au nœud lui-meˆme en appliquant les re`gles (2.1). Plus pre´cise´ment, si pendant
le processus d’attribution des e´tats les sous-termes t1, . . . , tn sont annote´s par les e´tats
q1, . . . , qn, et si la re`gle f
(
q1, . . . , qn
)
→ q est dans δ, alors le terme f(t1, . . . , tn) est
annote´ par q. Les re`gles (2.3) sont appele´es les -re`gles. Elles permettent d’annoter par
l’e´tat q′ un nœud qui est de´ja` annote´ par l’e´tat q. Un terme t est accepte´ si A arrive
a` la racine de t avec un e´tat final.
Formellement, nous de´finissons la relation →δ induite par A comme suit : Soient
t et t′ deux termes de TΣ∪Q, alors t →δ t
′ si et seulement s’il existe un contexte
C ∈ TΣ∪Q[X ], et
– n termes clos t1, . . . , tn ∈ TΣ, et une re`gle f(q1, . . . , qn) → q dans δ tels que
t = C[f
(
q1(t1), . . . , qn(tn)
)
] et t′ = C[q
(
f(t1, . . . , tn)
)
], ou
– une re`gle a→ q dans δ, telle que t = C[a] et t′ = C[q], ou
– une re`gle q → q′ dans δ, telle que t = C[q] et t′ = C[q′].
Soit
∗
→δ le cloˆture re´flexive-transitive de →δ. Un terme t est accepte´ par un e´tat
q ∈ Q ssi t ∗−→δ q. Soit Lq l’ensemble des termes accepte´s par q. Le langage accepte´
par l’automate A est L(A) =
⋃
{Lq | q ∈ F}. Un langage d’arbres est re´gulier s’il est
accepte´ par un automate d’arbres fini.
Proposition 2.1.2 [CDG+97] La classe des langages d’arbres re´guliers est effective-
ment ferme´e par union, intersection, et comple´mentation. En plus, le proble`me du vide
de ces automates peut eˆtre re´solu en un temps line´aire.
2.1.2.3 Transducteurs d’arbres
Nous de´finissons ci-dessous les transducteurs d’arbres, un formalisme qui permet
de repre´senter finiment des relations re´gulie`res :
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De´finition 2.1.21 Un transducteur d’arbres ascendant est un quintuplet T =
(Q,Σ,Σ′, F, δ) ou` Q est un ensemble fini d’e´tats, Σ et Σ′ (les ensembles des sym-
boles d’entre´e et de sortie) sont des alphabets munis de fonctions d’arite´, F ⊆ Q est
l’ensemble des e´tats finaux, et δ est un ensemble de re`gles de la forme :
f
(
q1(x1), . . . , qn(xn)
)
→ q(u), u ∈ TΣ′ [{x1, . . . , xn}] (2.4)
q(x)→ q′(u), u ∈ TΣ′ [{x}] (2.5)
a→ q(u), u ∈ TΣ′ (2.6)
ou` a ∈ Σ0, n ≥ 1, f ∈ Σn, x, x1, . . . , xn ∈ X , et q1, . . . , qn, q, q
′ ∈ Q.
Dans ce document, nous utilisons juste le terme “transducteur d’arbres” au lieu de
“transducteur d’arbres ascendant”.
Etant donne´ un terme t en entre´e, T proce`de comme suit : il commence par rem-
placer quelques feuilles en appliquant les re`gles (2.6). Par exemple, si une feuille est
e´tiquete´e par a et la re`gle a→ q(u) est dans δ, alors a est remplace´e par q(u). Ensuite,
la substitution se fait de manie`re ascendante jusqu’a` atteindre la racine de l’arbre. Si
la re`gle f
(
q1(x1), . . . , qn(xn)
)
→ q(u) est dans δ, alors T remplace une occurrence du
sous-arbre f
(
q1(t1), . . . , qn(tn)
)
par le terme q(u[x1 ← t1, . . . , xn ← tn]), ou` chaque
occurrence de la variable xi dans u est remplace´e par ti. De meˆme, si q(x) → q
′(u)
est dans δ, alors T remplace un terme de la forme q(t) par q′(u[x ← t]), ou` chaque
occurrence de la variable x dans u est remplace´e par t. Le calcul continue jusqu’a` la
racine de t.
Plus pe´cise´ment, nous de´finissons la relation→δ induite par T comme suit : Soient
t et t′ deux termes de TΣ∪Q, alors t →δ t
′ si et seulement s’il existe un contexte
C ∈ TΣ∪Q[X ], et
– n termes clos t1, . . . , tn ∈ TΣ, et une re`gle f(q1(x1), . . . , qn(xn)) → q(u) dans δ
tels que t = C[f
(
q1(t1), . . . , qn(tn)
)
], et t′ = C
[
q
(
u[x1 ← t1], . . . , u[xn ← tn])
)]
,
ou
– une re`gle a→ q(u) dans δ, telle que t = C[a], et t′ = C[q(u)], ou
– une re`gle q(x)→ q′ dans δ, telle que t = C[q(v)], et t′ = C
[
q′
(
u[x← v]
)]
.
Soit
∗
→δ la cloˆture re´flexive-transitive de →δ. Le transducteur T de´finit la relation
suivante entre les termes : RT = {(t, t
′) ∈ TΣ × TΣ′ | ∃q ∈ F, t
∗
→δ q(t
′)}.
De´finition 2.1.22 Un transducteur est line´aire si toutes les parties droites de ses
re`gles sont line´aires (aucune variable n’apparaˆıt plus d’une fois). Une relation d’arbres
est re´gulie`re si elle peut eˆtre repre´sente´e par un transducteur line´aire.
Nous nous restreignons aux transducteurs d’arbres line´aires puisqu’ils sont ferme´s par
composition, ce qui n’est pas le cas pour les transducteurs d’arbres ge´ne´raux [Eng75,
CDG+97] :
De´finition 2.1.23 (Composition de deux transducteurs line´aires) Soient T1 =
(Q1,Σ,Σ
′, F1, δ1) et T2 = (Q2,Σ
′,Σ′′, F2, δ2) deux transducteurs d’arbres line´aires.
Nous de´finissons le transducteur T2 ◦ T1 par T2 ◦ T1 = (Q1 ×Q2,Σ,Σ
′′, F1 × F2, δ), ou`
δ est l’ensemble des re`gles suivantes :
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• f
(
(q1, p1)(x1), . . . , (qn, pn)(xn)
)
→ (q, q′)(t) si :
– f
(
q1(x1), . . . , qn(xn)
)
→ q(u[xi1 , . . . , xik ]) ∈ δ1, et
– u[q′1(xi1), . . . , q
′
k(xik)]
∗−→δ2 q
′(t),
ou` i1, . . . , ik sont des indices disjoints de {1, . . . , n}, et pk = q
′
j si k = ij et
pk ∈ Q2 sinon ;
• (q1, q2)(x)→ (q
′
1, q
′
2)(t) si q1(x)→ q
′
1
(
u(x)
)
∈ δ1 et u
(
q2(x)
) ∗−→δ2 q′2(t) ;
• (q1, q2)(x) → (q
′
1, q
′
2)(t) si q1(x) → q
′
1(u) ∈ δ1, u ∈ TΣ′ , et u
∗−→δ2 q
′
2(t), et ce
pour tout q2 ∈ Q2 ;
• a→ (q1, q2)(u) si a→ q1(u) ∈ δ1 et u
∗−→δ2 q2(t).
Soit T un transducteur line´aire, nous de´finissons comme pre´ce´demment l’ite´ration T n
par la composition du transducteur T n fois.
The´ore`me 2.1.4 Soient T1 = (Q1,Σ,Σ
′, F1, δ1) et T2 = (Q2,Σ
′,Σ′′, F2, δ2) deux
transducteurs d’arbres line´aires. Soient R1 et R2 les relations reconnues par ces trans-
ducteurs. Alors la relation R2 ◦R1 est reconnue par le transducteur line´aire T2 ◦ T1.
Preuve : La preuve est donne´e dans [DLS01]. Elle est valable pour le cas des transduc-
teurs descendants, mais elle peut eˆtre adapte´e de manie`re directe au cas ascendant. 2
De plus, les transducteurs line´aires pre´servent la re´gularite´ :
De´finition 2.1.24 (Composition d’un transducteur line´aire et d’un auto-
mate d’arbres) Soit T = (Q2,Σ,Σ
′, F2, δ2) un transducteur d’arbres line´aire et
A = (Q1,Σ, F1, δ1) un automate d’arbres, nous de´finissons l’automate d’arbres T (A)
comme suit : T (A) = (Q1 ×Q2,Σ
′, F1 × F2, δ), ou` δ est telle que :
– δ contient la de´rivation u
(
(qi1 , q
′
i1
), . . . , (qik , q
′
ik
)
) ∗−→δ(q, q′) si2 :
– f
(
q1(x1), . . . , qn(xn)
)
→ q ∈ δ1, et
– f
(
q′1(x1), . . . , q
′
n(xn)
)
→ q′(u[xi1 , . . . , xik ]) ∈ δ2 ;
– (q1, q2)→ (q
′
1, q2) ∈ δ si q1 → q
′
1 ∈ δ1 ;
– δ contient la de´rivation u
(
(q1, q2)
) ∗−→δ(q1, q′2) si q2(x)→ q′2(u(x)) ∈ δ2 ;
– δ contient la de´rivation u ∗−→δ(q1, q
′
2) si q2(x)→ q
′
2(u) ∈ δ2, et u ∈ TΣ′ ;
– δ contient la de´rivation u ∗−→δ(q, q
′) si a→ q ∈ δ1 et a→ q
′(u) ∈ δ2.
The´ore`me 2.1.5 (Composition d’un transducteur line´aire et d’un automate
d’arbres) Soit T un transducteur d’arbres line´aire et L un langage d’arbres re´gulier.
alors, RT (L) est reconnu par l’automate d’arbres T (A).
Preuve :
Il est facile de montrer que dans T (A) nous avons :
L(q1,q2) = {u ∈ TΣ′ | ∃t ∈ TΣ, t ∈ Lq1 et t
∗
→δ2 q2(u)}
2
2Ici aussi, nous donnons une de´finition informelle pour simplifier la pre´sentation ; Pour obtenir
cette de´rivation, nous devons conside´rer des e´tats auxiliaires qui permettent d’annoter les noeuds
internes du terme u.
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Nous de´finissons ci-dessous les re´e´tiquetages, une sous-classe de transducteurs d’arbres
line´aires qui pre´serve la structure de l’arbre en entre´e.
De´finition 2.1.25 (Re´e´tiquetage) Un transducteur d’arbres est appele´ re´e´tiquetage
si ses re`gles sont de la forme
f
(
q1(x1), . . . , qn(xn)
)
→ q
(
g(x1, . . . , xn)
)
(2.7)
a→ q(b) (2.8)
q(x)→ q′(x) (2.9)
ou` f, g ∈ Σn et a, b ∈ Σ0.
La relation de´finie par un re´e´tiquetage est appele´e relation de re´e´tiquetage. Notons
que les relations de re´e´tiquetages pre´servent la structure de l’arbre en entre´e. En effet,
un re´e´tiquetage (Q,Σ,Σ′, F, δ) peut eˆtre vu comme un automate d’arbres sur l’alphabet
produit Σ × Σ′, ou` (Σ × Σ′)n = Σn × Σ
′
n. Les re`gles (2.7) peuvent eˆtre repre´sente´es
par f/g(q1, . . . , qn) → q, les re`gles (2.8) par a/b → q, et les re`gles (2.9) par q → q
′
(ici nous repre´sentons la paire (a, b) par a/b). Par conse´quent, si R est une relation
de re´e´tiquetage, et t et t′ sont deux termes tels que t′ ∈ R∗(t), alors les termes t et t′
peuvent eˆtre vus comme deux e´tiquetages diffe´rents du meˆme arbre u. Conside´rons le
terme t/t′, un autre e´tiquetage de l’arbre u de´fini comme suit : Un nœud n est e´tiquete´
par f/g si n est e´tiquete´ par f (resp. par g) dans t (resp. dans t′). La relation R∗ peut
eˆtre vue comme l’ensemble de tels termes {t/t′ | t′ ∈ R∗(t)} sur TΣ×Σ′ .
2.1.3 Ensembles semiline´aires, arithme´tique de Presburger, et
images de Parikh
2.1.3.1 Ensembles semiline´aires
Un ensemble line´aire est un ensemble de vecteurs d’entiers de la forme
{~x ∈ Zm | ∃k1, . . . , kn ∈ Z, ~x = ~v0 + k1~v1 · · ·+ kn~vn},
ou` les ~vi sont des vecteurs dans Zm. Un ensemble semiline´aire est une union finie
d’ensembles line´aires.
The´ore`me 2.1.6 [GS66] Les ensembles semiline´aires sont effectivement ferme´s par
union, intersection, et comple´mentation.
2.1.3.2 Images de Parikh
Etant donne´ un mot w sur un alphabet Σ = {a1, . . . , an}, l’image de Parikh de
w est le vecteur d’entiers Parikh(w) = (|w|a1 , . . . , |w|an). Cette de´finition peut eˆtre
ge´ne´ralise´e aux langages sur Σ de manie`re standard. Il est bien connu que l’image de
Parikh d’un langage hors-contexte est un ensemble semiline´aire [GS66].
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2.1.3.3 Arithme´tique de Presburger
L’arithme´tique de Presburger est la logique de premier ordre sur les entiers munie de
l’addition et de l’ordre line´aire standard entre les entiers. Les termes de l’arithme´tique
de Presburger sont donne´s par :
t ::= 0 | 1 | x | t− t | t+ t,
ou` x est une variable appartenant a` un ensemble de variables V . L’ensemble des for-
mules de Presburger est de´fini par :
ϕ ::= t ≤ t | ¬ϕ | ϕ ∨ ϕ | ∃x.ϕ
Nous utilisons de manie`re standard les abbre´viations suivantes : ∧,⇒, et ∀.
Etant donne´e une formule ϕ, nous de´notons par FV (ϕ) l’ensemble de ses variables
libres. Soit FV (ϕ) = {x1, . . . , xn}. Un vecteur ~u = (u1, . . . , un) ∈ Zn satisfait ϕ, si
ϕ(~u) est vraie, ou` ϕ(~u) est l’expression obtenue en remplac¸ant dans ϕ les occurrences
des variables xi par ui. Nous e´crivons alors ~u |= ϕ. Chaque formule ϕ de´finit un
ensemble de vecteurs d’entiers [[ϕ]] = {~u ∈ Zn | ~u |= ϕ}. Une formule de Presburger ϕ
est dite satisfaisable si [[ϕ]] 6= ∅.
Il est facile de montrer par induction structurelle sur la formule et en utilisant le
the´ore`me 2.1.6 que l’ensemble des vecteurs qui satisfont une formule de Presburger est
semiline´aire :
The´ore`me 2.1.7 [Har78] Pour toute formule de Presburger ϕ, [[ϕ]] est un ensemble
semiline´aire. De plus, chaque ensemble semiline´aire S peut eˆtre caracte´rise´ par une
formule de Presburger ϕ telle que S = [[ϕ]].
Dans la suite de ce document, nous confondons un ensemble semiline´aire et la
formule de Presburger qui lui correspond. Nous de´duisons du the´ore`me pre´ce´dent
que le proble`me de la satisfaisabilite´ d’une formule de Presburger est de´cidable. Plus
pre´cise´ment, si |ϕ| est le nombre d’ope´rateurs dans ϕ, nous avons :
The´ore`me 2.1.8 [Pre29, Opp78, FR93] De´cider la satisfaisabilite´ d’une formule de
Presburger ne´cessite au moins un temps non de´terministe double exponentiel (22
O(|ϕ|)
),
et peut eˆtre re´solu en 22
2O(|ϕ|)
temps et 22
O(|ϕ|)
espace. Ce proble`me est NP-complet si
la formule est de la forme ∃x1 · · · ∃xn.φ, ou` φ est une formule sans quantificateurs.
2.2 Un cadre ge´ne´ral base´ sur les automates
L’utilisation des automates comme structure de repre´sentation dans l’analyse sym-
bolique des syste`mes infinis a e´te´ propose´e par plusieurs articles tels que [KMM+97,
BW98]. Nous proposons dans cette section d’e´tendre cette ide´e vers un cadre d’ana-
lyse ge´ne´ral qui permet de faire l’analyse d’accessibilite´ de plusieurs syste`mes infinis
de manie`re uniforme.
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2.2.1 Mode´lisation et proble`me d’accessibilite´
Nous conside´rons dans cette the`se le proble`me d’analyse d’accessibilite´ des syste`mes
infinis. Comme pour ces syste`mes nous devons manipuler en ge´ne´ral des ensembles
infinis de configurations, nous avons besoin de structures de repre´sentation symboliques
qui permettent de repre´senter de manie`re finie des ensembles potentiellement infinis
de configurations.
Nous conside´rons ici les syste`mes dont les configurations peuvent eˆtre mode´lise´es
par des mots ou des arbres, et nous proposons d’utiliser des classes de langages (ou
d’automates) de mots ou d’arbres pour repre´senter de manie`re finie les ensembles
infinis de configurations, et les classes de relations (ou de transducteurs) de mots ou
d’arbres pour de´crire de manie`re finie comment un ensemble potentiellement infini de
configurations peut e´voluer en exe´cutant les actions du syste`me.
Nous conside´rons les proble`mes d’accessibilite´ suivants : Etant donne´s deux en-
sembles de configurations L et L′ repre´sente´s dans la classe de langages conside´re´e, et
une relation R (de la classe des relations conside´re´e) qui repre´sente la dynamique du
syste`me ; de´cider si
Post∗R(L) ∩ L
′ = ∅, (2.10)
ou` Post∗R(L) repre´sente l’ensemble de tous les successeurs de L par les actions de R
(Post∗R(L) est par de´finition e´gal a` R
∗(L)) ; ou de manie`re e´quivalente, si
Pre∗R(L
′) ∩ L = ∅, (2.11)
ou` Pre∗R(L) repre´sente l’ensemble de tous les pre´de´cesseurs de L par R. Ceci revient
a` de´terminer s’il existe une configuration de L qui peut atteindre une configuration de
L′ par application ite´rative de R.
Plusieurs proble`mes de ve´rification peuvent eˆtre exprime´s de cette fac¸on. Par
exemple, comme de´crit dans l’introduction de la the`se, pour ve´rifier qu’un syste`me
satisfait une proprie´te´ de suˆrete´ (une proprie´te´ exprimant que toutes les configura-
tions accessibles par le syste`me sont suˆres), nous pouvons :
– soit calculer l’ensemble des configurations que le syste`me peut atteindre en par-
tant de ses configurations initiales, et ve´rifier qu’il est inclus dans l’ensemble des
configurations suˆres : c’est l’analyse en avant,
– soit calculer l’ensemble des pre´de´cesseurs des configurations non suˆres (dange-
reuses) (c-a`-d., l’ensemble des configurations a` partir desquelles une configura-
tion non suˆre est atteinte), et ve´rifier que l’intersection de cet ensemble et de
l’ensemble des configurations initiales est vide : c’est l’analyse en arrie`re.
Si nous repre´sentons un syste`me par un triplet (L0,R,Lbad), ou` L0 et Lbad repre´sentent
respectivement l’ensemble des configurations initiales du syste`me, et celui des mau-
vaises configurations ; et R est une relation de transition entre les configurations qui
de´crit les diffe´rentes actions faisant passer le syste`me d’une configuration a` une autre ;
l’analyse en avant revient a` ve´rifier que
Post∗R(L0) ∩ LBad = ∅, (2.12)
et l’analyse en arrie`re revient a` ve´rifier que
Pre∗R(LBad) ∩ L0 = ∅. (2.13)
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2.2.2 Choix des classes de langages et de relations
Le proble`me qui se pose alors est : quelles classes de relations (ou de transduc-
teurs) et de langages (ou d’automates) faut-il conside´rer ? La classe la plus naturelle a`
conside´rer est la classe des re´guliers puisqu’elle ve´rifie toutes les bonnes proprie´te´s de
fermeture par les ope´rations boole´ennes et de de´cidabilite´ du proble`me du vide, ce qui
permet de de´cider la satisfaisabilite´ des tests (2.10) et (2.11). Seulement, les re´guliers ne
sont malheureusement pas assez expressifs pour pouvoir repre´senter tous les syste`mes
inte´ressants. En effet, les actions de communication entre les diffe´rentes composantes
du syste`me introduisent souvent de l’irre´gularite´. Elles ne peuvent souvent pas eˆtre
repre´sente´es par des relations re´gulie`res de mots ou d’arbres ; et meˆme dans le cas
ou` une telle repre´sentation est possible, les relations R obtenues ne pre´servent pas
toujours la re´gularite´, dans le sens que si L est un langage re´gulier, Post∗R(L) (qui
est par de´finition e´gal a` R∗(L)) ne l’est pas force´ment. Nous sommes alors parfois
oblige´s d’aller au-dela` des re´guliers et de conside´rer des classes de langages plus ex-
pressives. Une manie`re naturelle d’obtenir de telles classes, c-a`-d., des classes plus
expressives que les re´guliers et qui restent finiment repre´sentables, consiste a` combiner
les automates de mots ou d’arbres classiques avec des contraintes de Presburger. Les
CQDDs [BH97] sont des exemples de telles classes. Dans cette the`se, nous de´finissons
de cette manie`re des classes d’automates d’arbres que nous utilisons pour analyser les
programmes re´cursifs paralle`les avec cre´ation dynamique de processus.
Ces classes conside´re´es doivent cependant satisfaire certaines contraintes. En effet,
pour pouvoir tester la satisfaisabilite´ du test (2.10), une exigence minimale consiste
a` conside´rer trois classes de langages (finiment repre´sentables par des classes d’auto-
mates) C1, C2, et C3 qui ne sont pas force´ment les meˆmes, telles que L, Post
∗
R(L), et
L′ soient respectivement repre´sentables dans C1, C2, et C3 ; et telles qu’en plus il est
possible de de´cider le vide d’une intersection de deux langages appartenant respecti-
vement a` C2 et C3. Il est souvent naturel de conside´rer une seule classe de langages
C de´die´e a` la repre´sentation des ensembles de configurations, c-a`-d., de repre´senter
L, L′, et Post∗R(L) dans la meˆme classe C. Dans ce cas, pour pouvoir tester (2.10),
on doit savoir de´cider le vide d’une intersection de deux langages de C. Mais, dans
beaucoup de cas, il n’est pas possible de repre´senter Post∗R(L) dans cette meˆme classe
C. Il faut alors caracte´riser cet ensemble de configurations dans une classe C ′ telle que
l’on sache de´cider le vide de l’intersection de deux langages appartenant a` C et C ′,
respectivement. Des exigences similaires peuvent eˆtre formule´es si nous voulons tester
la satisfaisabilite´ de (2.11).
2.2.3 Calcul des accessibles
Outre ce proble`me de trouver de bonnes classes de repre´sentation symbolique, le
second proble`me principal qui se pose pour pouvoir re´soudre les proble`mes (2.10)
et (2.11) est de pouvoir calculer l’ensemble des successeurs Post∗R(L), ou celui des
pre´de´cesseurs Pre∗R(L) pour un langage L donne´. Nous conside´rons dans la discussion
qui suit le proble`me de calculer Post∗R(L), le calcul de Pre
∗
R(L) e´tant syme´trique.
Le calcul de Post∗R(L) n’est en ge´ne´ral pas possible puisque la relation de transi-
tion d’une machine de Turing est une relation re´gulie`re entre les mots. Il faut donc soit
31
trouver des algorithmes de calcul de cet ensemble spe´cifiques pour des classes parti-
culie`res de langages et de relations ; soit trouver des semi-algorithmes qui s’appliquent
a` tous les syste`mes mais dont la terminaison n’est pas garantie.
Dans le premier cas, il s’agit de trouver des classes de relations de mots (resp.
d’arbres) CR et des classes de langages de mots (resp. d’arbres) C et C
′ comme de´crites
pre´ce´demment, c-a`-d., pour lesquelles nous savons de´cider si l’intersection d’un langage
de C avec un langage de C ′ est vide ou non ; telles que pour tout langage L de la classe
conside´re´e C et toute relation R de la classe CR, Post
∗
R(L) est effectivement caculable
et repre´sentable dans la classe de langages C ′.
Dans le cas de l’approche semi-algorithmique, une me´thode na¨ıve consiste a` es-
sayer de calculer l’ensemble des accessibles Post∗R(L) ite´rativement en conside´rant la
se´quence croissante (Xi)i≥0 telle que
X0 = L
Xi+1 = Xi ∪ PostR(Xi)
Le calcul termine quand nous arrivons a` un indice k tel que Xk+1 ⊆ Xk. Dans ce
cas, Post∗R(L) est e´gal a` Xk. Cette proce´dure commence a` partir de l’ensemble de
configurations initiales, et rajoute ite´rativement a` cet ensemble les configurations at-
teintes apre`s une e´tape d’application de R. Le calcul s’arreˆte quand aucune nouvelle
configuration ne peut eˆtre rajoute´e. Pour que ces ite´rations puissent eˆtre applique´es,
la classe C doit satisfaire des conditions supple´mentaires : elle doit eˆtre effectivement
ferme´e par union et PostR. De meˆme, pour que cette proce´dure puisse converger, le
test d’inclusion doit eˆtre de´cidable dans C.
Seulement, pour les syste`mes infinis, cette proce´dure na¨ıve ne termine pas dans
presque tous les cas inte´ressants. Pour augmenter les chances de terminaison de cette
proce´dure, nous appliquons le principe d’acce´le´ration qui consiste a` acce´le´rer le calcul
du point fixe en suivant principalement deux approches :
– L’e´largissement tel que de´fini dans la communaute´ de l’interpre´tation abstraite
[CC77] qui consiste a` appliquer la proce´dure ci-dessus en essayant de deviner
la limite a` partir des premiers ensembles calcule´s. Ceci se fait en ge´ne´ral en
comparant les langages calcule´s aux premie`res e´tapes pour essayer de de´tecter
des croissances et extrapoler a` chaque fois qu’une croissance est de´tecte´e. Plus
pre´cise´ment, ce principe consiste a` de´finir un ope´rateur d’e´largissement ∇ et a`
calculer la se´quence croissante (Zi)i≥0 telle que
Z0 = L
Zi+1 = Zi ∪∇
(
Zi, PostR(Zi)
)
Le but de l’ope´rateur ∇ est de deviner les croissances et d’extrapoler. Telles
que de´finies dans [CC77], les techniques d’e´largissement convergent toujours, et
calculent le plus souvent une sur-approximation de l’ensemble des accessibles.
De plus, Cousot et al. ont introduit ce principe de manie`re abstraite et l’ont
applique´ au cas ou` les configurations sont des ensembles d’entiers ou de re´e´ls
[CH78]. Ils n’ont pas de´fini cet ope´rateur dans notre cadre ou` les configurations
sont des langages de mots ou d’arbres. Nous proposons dans le chapitre 9 des
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techniques d’extraplation sur les automates re´guliers de mots et d’arbres ap-
pele´es e´largissement re´gulier qui de´finissent cet ope´rateur ∇ dans notre cadre.
A la diffe´rence du principe introduit dans [CC77], la me´thode que nous propo-
sons ne termine pas toujours puisque l’extrapolation ne se fait pas aveugle´ment
a` chaque fois qu’une croissance est de´tecte´e. Nous utilisons un test qui permet
de de´cider si l’ensemble calcule´ est un invariant ou pas, et l’extrapolation n’a
lieu que si le test re´ussit. Ce test permet aussi dans certains cas de garantir que
l’ensemble calcule´ est exactement e´gal a` l’ensemble des accessibles. Nous mon-
trons a` travers des exemples que notre technique permet de traiter de manie`re
exacte plusieurs cas inte´ressants. De meˆme, nous montrons qu’elle peut simuler
plusieurs constructions de Post∗R(L) spe´cifiques a` des classes de langages et de
relations particulie`res. L’avantage de notre technique re´side dans le fait qu’elle
peut s’appliquer de manie`re uniforme a` pratiquement tous les syste`mes mode´lise´s
par des langages et des relations re´guliers. Certes, la terminaison n’est pas tou-
jours garantie, mais dans tous les cas que nous avons conside´re´s, cette me´thode
s’est bien comporte´e.
– L’acce´le´ration par ajout de me´ta-transitions [BW94] qui consiste a` ajouter a`
chaque e´tape, quand c’est possible, non seulement les successeurs imme´diats par
application d’une transition, mais aussi des me´ta-transitions permettant de calcu-
ler les successeurs obtenus par application d’un nombre arbitraire de transitions
(ou de se´quences de transitions). Cette technique d’acce´le´ration consiste a` utiliser
des algorithmes spe´cifiques pour calculer les successeurs par des sous-ensembles
de transitions de R pour aider la proce´dure ci-dessus a` converger. Typiquement,
si R est donne´e sous forme d’un ensemble de relations R = R1 ∪ · · · ∪ Rn, il
s’agit de regrouper les Ri en m+ 1 relations R = R
′ ∪R′1 ∪ · · · ∪ R
′
m telles que
pour chaque i, 1 ≤ i ≤ m et pour chaque ensemble L de C, Post∗R′i
(L) est effec-
tivement calculable et repre´sentable dans C (dans ce cas, C est dite effectivement
ferme´e par R′i), c-a`-d., que l’on ait des algorithmes spe´cifiques qui permettent de
calculer ces ensembles. Et donc le principe de l’acce´le´ration dans ce cas consiste
a` calculer la se´quence croissante (Yi)i≥0 telle que
Y0 = L
Yi+1 = Yi ∪ PostR′(Yi) ∪ Post
∗
R′1
(Yi) ∪ · · · ∪ Post
∗
R′m
(Yi)
Observons que dans ce cas, il est important que les ensembles Post∗R′i
(L) soient
e´galement dans la classe C pour que l’on puisse appliquer a` chaque e´tape ces
algorithmes spe´cifiques aux relations R′i. Le calcul termine quand nous arrivons
a` un indice k tel que Yk+1 ⊆ Yk. Dans ce cas, Post
∗
R(L) est e´gal a` Yk. Cette
proce´dure ne termine pas toujours, mais elle a plus de chances de converger que
la proce´dure pre´ce´dente qui calcule les ensembles Xi.
Pour maximiser les chances de convergence de notre semi-algorithme, nous pou-
vons combiner ces deux approches, ce qui revient a` calculer l’effet exact d’une me´ta-
transition a` chaque fois qu’on sait le faire, et extrapoler a` chaque fois qu’une crois-
sance est de´tecte´e, et que notre test d’invariance est satisfait. Ceci revient a` calculer
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la se´quence croissante (Wi)i≥0 telle que
W0 = L
Wi+1 = Wi ∪∇
(
Wi, PostR′(Wi) ∪ Post
∗
R′1
(Wi) ∪ · · · ∪ Post
∗
R′m
(Wi)
)
2.2.4 Applications de ce cadre ge´ne´ral
Ce cadre ge´ne´ral peut s’appliquer de manie`re uniforme a` tous les syste`mes dont
les configurations peuvent eˆtre repre´sente´es par des mots ou des arbres. D’ailleurs,
plusieurs travaux existants spe´cifiques a` des syste`mes bien particuliers qui utilisent
des structures de repre´sentation symboliques base´es sur des classes d’automates finis,
e´ventuellement combine´s avec des contraintes de Presburger, peuvent eˆtre vus comme
des instances de ce cadre. A titre d’exemple, nous pouvons citer les travaux de Boi-
gelot et al. sur les syste`mes a` files d’attente parfaits (sans pertes) qui conside`rent des
structures de repre´sentation (QDD) base´es sur les automates finis [BG96, BGWW97].
Bouajjani et Habermehl ont propose´ des structures plus pre´cises (CQDD), base´es
sur une combinaison d’automates finis avec des contraintes arithme´tiques line´aires
[BH97]. Pour les syste`mes a` files d’attente avec perte, Abdulla et al. utilisent une
classe particulie`re d’expressions re´gulie`res (SRE) [ABJ98, AAB99]. [FP01] propose une
classe d’automates a` pile de´terministes pour l’analyse des syste`mes parame´tre´s. Les
ensembles de configurations des protocoles cryptographiques peuvent eˆtre mode´lise´s
par des classes d’automates d’arbres [Mon02, GL00, CCM01, GK00]. Les algorithmes
de calcul des ensembles des accessibles des automates a` pile pre´sente´s par exemple
dans [BEM97, FWW97, EHRS00] rentrent aussi dans ce cadre.
Le cas particulier ou` les langages re´guliers sont utilise´s comme repre´sentation sym-
bolique correspond au regular model checking [KMM+97, BW98, ABJN99, BJNT00].
Ce cadre a, par exemple, e´te´ applique´ de manie`re intense a` la ve´rification des syste`mes
parame´tre´s. Notre me´thode ge´ne´rale d’e´largissement re´gulier contribue au de´veloppe-
ment de ce cadre. Nous citons e´galement ci-dessous des algorithmes spe´cifiques que
nous proposons et qui peuvent eˆtre utilise´s pour calculer des me´ta-transitions dans ce
cadre re´gulier.
Nous proposons dans ce travail d’appliquer ce cadre ge´ne´ral a` la ve´rification des (1)
syste`mes parame´tre´s, et des (2) programmes re´cursifs paralle`les avec cre´ation dyna-
mique de processus. Nous nous plac¸ons, a` chaque fois qu’il est possible, dans le cadre du
regular model checking ; c-a`-d. nous utilisons les langages re´guliers pour repre´senter
les ensembles de configurations de ces syste`mes a` chaque fois que nous pouvons le
faire. Les programmes re´cursifs paralle`les nous obligent de sortir du cadre re´gulier et
de conside´rer des classes plus ge´ne´rales de langages d’arbres. Nous de´finissons alors
de nouvelles classes d’automates d’arbres qui combinent les automates d’arbres as-
cendants finis avec les contraintes de Presburger, et qui ont de bonnes proprie´te´s de
fermeture et de de´cidabilite´ qui permettent de re´soudre les proble`mes (2.10) et (2.11).
Dans le cas des syste`mes parame´tre´s line´aires, une configuration peut eˆtre repre´sente´e
par un mot dont la ie`me lettre correspond a` l’e´tat du ie`me processus. Nous repre´sentons
alors les ensembles de configurations potentiellement infinis par des langages re´guliers
de mots (voir [KMM+97] et le chapitre 3), et les transformations du syste`me par des
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relations re´gulie`res entre les mots. De meˆme, pour les re´seaux parame´tre´s a` topologie
arborescente, une configuration peut eˆtre repre´sente´e par un terme (ou un arbre) dont
l’e´tiquette d’un nœud correspond a` l’e´tat du processus correspondant a` ce nœud. Nous
repre´sentons alors un ensemble de configurations par un langage re´gulier d’arbres, et
les actions du syste`mes par une relation de re´e´tiquetage (voir [KMM+97] et le chapitre
3). Nous montrons dans le chapitre 9 que notre technique ge´ne´rale d’e´largissemenent
re´gulier peut s’appliquer dans ce cadre pour calculer de manie`re exacte les ensembles
des accessibles. De plus, nous proposons des algorithmes spe´cifiques a` des classes parti-
culie`res de langages et de relations re´guliers qui permettent de mode´liser ces syste`mes
parame´tre´s :
2.2.4.1 Ve´rification des syste`mes parame´tre´s
Dans le chapitre 3, nous conside´rons la classe des relations de semi-commutations,
c-a`-d., les relations qui sont une union de relations de la forme
copy(Σ∗)(ab, ba)copy(Σ∗)
Ces relations permettent de mode´liser les communications entre les processus voisins
dans les syste`mes parame´tre´s line´aires. Il est bien connu que les langages re´guliers ne
sont pas ferme´s par ce genre de relations. Nous de´finissons alors une classe de langages
re´guliers de mots (la classe APC) qui apparaˆıt naturellement dans la mode´lisation
des syste`mes parame´tre´s line´aires, et nous montrons que les APC sont effectivement
ferme´s par semi-commutations. Puisque dans ce cas les classes C et C ′ sont toutes
les deux e´gales a` la classe APC, nous montrons comment nous pouvons utiliser notre
algorithme pour le calcul de me´ta-transitions (lors de l’application de la proce´dure
ite´rative donne´e pre´ce´demment) pour analyser un controˆleur d’ascenceur de´crit par
une relation de la forme R∪R′ ou` R est une relation de semi-commutations et R′ est
une relation quelconque.
Dans ce meˆme chapitre, nous de´finissons la classe des Well Oriented Systems, qui
est une classe de relations de re´e´tiquetage qui permet de mode´liser la dynamique des
syste`mes parame´tre´s a` topologie arborescente ou` les informations circulent des feuilles
vers la racine et vice-versa. Nous donnons une construction qui permet de calculer une
relation de re´e´tiquetage repre´sentant R∗ pour toute relation R de la classe.
2.2.4.2 Ve´rification des programmes re´cursifs paralle`les
En ce qui concerne les programmes re´cursifs avec cre´ation dynamique de processus
paralle`les, nous conside´rons deux approches qui peuvent eˆtre vues toutes les deux
comme des instances du cadre ge´ne´ral que nous proposons dans cette section.
La premie`re approche consiste a` mode´liser ces programmes par des syste`mes de
re´e´criture particuliers de´nomme´s PRS (pour Process Rewrite Systems), et a` calculer
les ensembles des accessibles de ce mode`le. Plus pre´cise´ment, dans cette mode´lisation,
une configuration de´crivant la structure de controˆle du programme est repre´sente´e par
un terme construit a` partir du processus nul “0”, de constantes “X”, et des com-
positions se´quentielles et paralle`les “·” et “||” qui sont respectivement associatif et
associatif/commutatif. Dans ce cas, les actions d’un programme sont mode´lise´es par
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les dits PRS. Pour faire l’analyse d’acessibilite´ de ces syste`mes, nous proposons deux
me´thodes :
1. La premie`re consiste a` repre´senter les ensembles de termes par des langages
re´guliers d’arbres binaires. Dans ce cas, la re´gularite´ n’est plus pre´serve´e par
application du syste`me PRS, et ce a` cause de la commutativite´/associativite´ des
ope´rateurs se´quentiels et paralle`les. Nous e´tudions alors la “limite de re´gularite´”
de ces syste`mes. Pour ce faire, nous nous contentons parfois de calculer des
repre´sentants des ensembles des accessibles, c-a`-d., des ensembles qui contiennent
au moins un terme de chaque classe de l’ensemble des accessibles. Nous re´fe´rons
au chapitre 5 pour comprendre l’utilite´e de calculer de tels ensembles. Nous
proposons alors des algorithmes polynoˆmiaux qui permettent de calculer des au-
tomates re´guliers d’arbres qui reconnaissent : (1) les ensembles des accessibles
quand les e´quivalences structurelles entre les termes ne sont pas conside´re´es,
(2) des repre´sentants de ces ensembles si seule l’associativite´/commutativite´ du
“||” n’est pas conside´re´e, (3) des repre´sentants de l’ensemble des successeurs
si toutes les e´quivalences sont conside´re´es et que le syste`me est un PAD (une
sous classe significative de PRS). Lorsque toutes les e´quivalences sont prises en
compte, nous ne pouvons malheureusemnet pas caracte´riser des repre´sentants
des ensembles des accessibles pour toute la classe PRS. Nous nous sommes donc
restreints a` la sous-classe PAD (qui est de´ja` assez significative). Dans ce cas, cal-
culer des repre´sentants de l’ensemble des pre´de´cesseurs nous fait sortir du cadre
re´gulier. Nous introduisons alors une classe d’automates d’arbres a` compteurs
(les 0-CTA) qui ve´rifie la bonne proprie´te´ que le proble`me du vide de l’inter-
section d’un langage 0-CTA avec un langage re´gulier d’arbres est de´cidable, ce
qui permet d’utilser cette classe pour re´soudre le proble`me (2.11). Nous donnons
un algorithme qui calcule un 0-CTA qui reconnaˆıt un repre´sentant de l’ensemble
de pre´de´cesseurs dans le cas PAD. Les de´tails sur cette approche se trouvent au
chapitre 5.
2. La deuxie`me me´thode consiste a` exploiter les proprie´te´s d’associativite´/commuta-
tivite´ des ope´rateurs se´quentiels et paralle`les pour repre´senter un terme par
un arbre a` largeur non borne´e. Nous introduisons donc une classe d’automates
que nous appelons les CH-automates pour repre´senter des ensembles de termes
repre´sente´s par ce genre d’arbres. Ces automates peuvent eˆtre vus comme une
extension des automates re´guliers avec des contraintes de Presburger. Nous mon-
trons que les langages reconnus par ces automates sont effectiement ferme´s par
les ope´rations bole´ennes, et que le proble`me du vide est de´cidable pour cette
classe d’automates, ce qui la rend utilisable dans notre cadre. Nous donnons un
algorithme qui permet de calculer un CH-automate qui reconnaˆıt les ensembles
des accessibles pour une sous classe importante de PRS (qui inclut strictement
PAD), et qui peut eˆtre applique´ pour calculer des surapproximations des en-
sembles des accessibles pour toute la classe de PRS. Les de´tails se trouvent au
chapitre 6.
La deuxie`me approche consiste a` re´soudre les proble`mes (2.10) et (2.11) en cal-
culant des abstractions des ensembles de traces d’actions qui me`nent de L a` L′ dans
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des mode`les qui sont plus puissants que PRS, et qui permettent de mode´liser la syn-
chronisation dans les programmes de manie`re plus pre´cise que dans PRS. Les mode`les
que nous conside´rons sont (1) les automates a` pile communicants. Dans ce cas, nous
repre´sentons les ensembles de configurations d’un automate a` pile de manie`re sym-
bolique par un automate de mots fini [BEM97, EHRS00] ; et (2) les SPA, pour Syn-
chronized PA qui sont des syste`mes qui e´tendent PA a`-la CCS avec des ope´rateurs
de synchronisation et de restriction. Dans ce cas, nous repre´sentons, les ensembles de
configurations par des langages re´guliers d’arbres binaires, comme fait dans le cas des
syste`mes PRS. Les de´tails de cette approche se trouvent aux chapitres 7 et 8.
2.3 Conclusion
Nous avons de´fini un cadre ge´ne´ral pour raisonner de manie`re uniforme sur plu-
sieurs types de syste`mes infinis. En effet, les mots et les arbres sont des structures de
donne´es tre`s communes et peuvent eˆtre utilise´es de manie`re naturelle pour repre´senter
les configurations de plusieurs classes de syste`mes.
Dans ce cadre, la ve´rification des syste`mes se fait par une analyse d’accessibilite´.
Nous avons montre´ comment ceci peut eˆtre utilise´ par exemple pour la ve´rification des
proprie´te´s de suˆrete´. Mais notre cadre peut e´galement eˆtre applique´ a` la ve´rification
des proprie´te´s de vivacite´ pour les syste`mes parame´tre´s, c-a`-d., les proprie´te´s expri-
mant qu’une “bonne chose” se produit ne´cessairement lors de l’exe´cution du syste`me
[BJNT00].
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Premie`re partie
Analyse des syste`mes
parame´tre´s
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Chapitre 3
Analyse des syste`mes
parame´tre´s
Un syste`me parame´tre´ est un syste`me pouvant contenir un nombre arbitraire (non
borne´) de processus. Il peut eˆtre vu comme une famille infinie S = {Sn}
∞
n=0 de syste`mes
Sn = P1‖P2‖...‖Pn forme´s de n processus identiques mis en paralle`le. Le proble`me de
la ve´rification d’un syste`me parame´tre´ peut eˆtre formule´ comme suit : Etant donne´e
une famille S = {Sn}
∞
n=0, ve´rifier que pour tout n, le syste`me Sn est correct.
Par conse´quent, ve´rifier (2.12) pour un syste`me parame´tre´ S revient a` tester que
∀n ≥ 0, Post∗Rn(L
n
0 ) ∩ L
n
Bad = ∅, (3.1)
ou` Ln0 , L
n
Bad, et Rn sont respectivement l’ensemble des configurations initiales, l’en-
semble des “mauvaises” configurations, et la relation de transition du syste`me Sn.
Nous voyons alors que nous avons affaire a` une infinite´ de proble`mes a` re´soudre.
Puisque les transformations Rn ne s’appliquent qu’aux configurations de taille n (en
pre´servant leur taille), et que les configurations de deux syste`mes de tailles diffe´rentes
ont force´ment des tailles diffe´rentes, les transformations Rn ne peuvent eˆtre applique´es
qu’aux configurations du syste`me Sn. Donc, re´soudre (3.1) revient a` ve´rifier que
Post∗R(L0) ∩ LBad = ∅, (3.2)
ou` R =
⋃
n≥0
Rn, L0 =
⋃
n≥0
Ln0 , et LBad =
⋃
n≥0
LnBad.
Pour attaquer ce proble`me, nous devons tout d’abord, comme de´crit au chapitre
pre´ce´dent, trouver de “bonnes” structures de repre´sentation qui permettent de repre´sen-
ter finiment ces ensembles infinis de configurations et de transformations. Nous adop-
tons dans ce chapitre la mode´lisation de [KMM+97] qui, selon que la topologie du
syste`me parame´tre´ en question est line´aire ou arborescente, utilise les langages re´guliers
de mots ou d’arbres pour repre´senter les ensembles infinis de configurations, et les re-
lations re´gulie`res de mots ou de re´e´tiquetage d’arbres pour repre´senter les ensembles
infinis de transformations. Ensuite, comme explique´ pre´ce´demment, le proble`me d’ac-
cessibilite´ (3.2) peut eˆtre re´solu de deux manie`res : (1) Si la relation R est quelconque,
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nous pouvons appliquer notre me´thode d’acce´le´ration ge´ne´rale base´e sur l’e´largissement
et espe´rer que le calcul va terminer. Nous pre´sentons cette technique au chapitre 9 de ce
document. (2) Sinon, si la relation R peut eˆtre de´compose´e en l’union de sous-relations
R = R′ ∪ R′1 ∪ · · ·R
′
m telles que l’on ait des algorithmes spe´cifiques qui permettent
de claculer les cloˆtures transitives par les R′i ; nous pouvons utiliser ces algorithmes
pour le calcul de me´ta-transitions qui peuvent aider la convergence du calcul ite´ratif
de l’ensemble des accessibles.
Le but de ce chapitre est de mettre en e´vidence des classes de relations et de langages
re´guliers qui soient significatives pour la mode´lisation des syste`mes parame´tre´s, et pour
lesquelles il est possible de proposer des algorithmes qui permettent de calculer R∗(L)1
pour toute relation R, et tout langage L des classes conside´re´es. Ou, de manie`re plus
ge´ne´rale, de trouver des classes de relations re´gulie`res telles que l’on sache caracte´riser
par un transducteur fini la relation R∗.
Dans la premie`re section, nous conside´rons les syste`mes parame´tre´s line´aires. Nous
montrons d’abord comment les langages et les relations re´guliers de mots peuvent
mode´liser de tels syste`mes. Ensuite, nous conside´rons la classe des relations de semi-
commutations, qui sont les relations de la forme⋃
copy(Σ∗)(ab, ba)copy(Σ∗).
Ces relations permettent de mode´liser les syste`mes ou` chaque processus communique
avec son voisin. Comme ces relations ne pre´servent pas la re´gularite´, nous intro-
duisons une classe de langages re´guliers de mots (la classe APC) et nous montrons
qu’elle est effectivement ferme´e par semi-commutations. Nous retrouvons cette classe
de manie`re naturelle dans la mode´lisation de la plupart des syste`mes parame´tre´s que
nous conside´rons. Nous montrons que cette classe est effectivement ferme´e par union et
intersection, ce qui est, comme explique´ au chapitre pre´ce´dent, important pour que l’al-
gorithme de cloˆture par semi-commutations puisse eˆtre utilise´ de manie`re re´pe´te´e pour
calculer des me´ta-transitions au cours de la proce´dure ite´rative du calcul des acces-
sibles. Nous montrons comment notre re´sultat peut eˆtre utilise´ pour re´aliser l’analyse
d’accessibilite´ d’un controˆleur d’ascenceur.
A la fin de cette section, nous conside´rons les syste`mes parame´tre´s a` topologies
circulaires. Nous repre´sentons les ensembles de configurations de tels syste`mes par
des langages re´guliers de mots circulaires, et nous montrons comment notre re´sultat
pre´ce´dent peut eˆtre e´tendu pour calculer la cloˆture circulaire d’une APC par semi-
commutations. Les re´sultats de cette partie ont e´te´ publie´s dans [BMT01].
Dans la dernie`re section, nous conside´rons les syste`mes parame´tre´s a` topologies
arborescentes. Nous montrons d’abord comment repre´senter les ensembles de confi-
gurations et de transformations de ces syste`mes par des langages et des relations de
re´e´tiquetage re´guliers d’arbres. Ensuite, nous introduisons la classe de relations de
re´e´tiquetage des Well Oriented Systems. Cette classe apparaˆıt naturellement dans la
mode´lisation des syste`mes ou` les processus communiquent avec leur pe`re et leurs fils.
Nous montrons que pour toute relation de re´e´tiquetage R dans cette classe, R∗ est
une relation de re´e´tiquetage effectivement calculable. Ce re´sultat a fait l’objet d’une
partie de l’article [BT02].
1Post∗R(L) est par de´finition e´gal a` R
∗(L)
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3.1 Syste`mes parame´tre´s line´aires
3.1.1 Mode´lisation
Dans le cas ou` les processus sont dispose´s line´airement, une configuration du
syste`me Sn peut eˆtre vue comme un mot e1...en de Σ
n (Σ e´tant l’ensemble des e´tats lo-
caux de chaque processus), ou` ei repre´sente l’e´tat du processus i. Et donc, une configu-
ration du syste`me S = {Sn}
∞
n=0 peut eˆtre conside´re´e comme un mot de Σ
∗ [KMM+97].
Par exemple, conside´rons un syste`me forme´ de trois processus dont chacun peut eˆtre
soit dans l’e´tat a soit dans l’e´tat b. Le mot aba correspond a` une configuration ou` les
processus 1 et 3 sont dans l’e´tat a et le processus 2 dans l’e´tat b. Par conse´quent, nous
pouvons utiliser les langages re´guliers pour repre´senter un ensemble de configurations
de la famille S = {Sn}
∞
n=0. Ainsi, l’expression re´gulie`re a
∗ba∗ repre´sente l’ensemble
des configurations ou` il y a exactement un seul processus dans l’e´tat b et un nombre
arbitraire de processus dans l’e´tat a.
De meˆme, puisque les actions d’un programme font passer le syste`me d’une confi-
guration a` une autre de meˆme taille, une action peut eˆtre mode´lise´e par une relation
re´gulie`re qui pre´serve la longueur (ou de manie`re e´quivalente, une re`gle de re´e´criture)
sur Σ∗. Ainsi, dans la relation
copy
(
(a+ b)∗
)
(a, b)copy
(
(a+ b)∗
)
,
a (resp. b) de´note l’e´tat de la composante modifie´e du syste`me avant (resp. apre`s)
l’application de l’action du programme.
Nous illustrons cette mode´lisation par l’exemple d’un controˆleur d’ascenceur. Des
exemples de protocoles d’exclusion mutuelle tels que le bakery algorithm et les proto-
coles de Dijkstra et de Szymanski figurent a` la section 9.6 et en annexes.
3.1.1.1 Un controˆleur d’ascenceur
Nous conside´rons un controˆleur d’ascenceur qui a le comportement suivant : A
chaque instant, les usagers peuvent arriver a` n’importe quel e´tage et de´clarer leur
intention de monter ou de descendre. L’ascenceur est initialement au rez-de chausse´e,
et fait continuellement des va-et-vients entre le rez-de chausse´e et le dernier e´tage :
Quand il est au rez-de chausse´e, il monte jusqu’au dernier e´tage, et quand il arrive a`
ce dernier e´tage, il redescend, etc.
Quand il est en train de monter (resp. de descendre), l’ascenceur prend toutes les
personnes qui souhaitent monter (resp. descendre) et ignore les autres. Il prendra ces
derniers quand il descendra (resp. montera).
Ce syste`me est parame´tre´ puisqu’il peut y avoir un nombre arbitraire d’e´tages. Si
le nombre d’e´tages est n, une configuration du syste`me peut eˆtre repre´sente´e par un
mot de la forme #x1 · · ·xjyxj+1 · · ·xn#, ou` y ∈ {A↑, A↓} et xi ∈ {⊥, p↑, p↓, p↑↓}, pour
i ∈ {1, . . . , n}. Le symbole correspondant a` xi repre´sente l’e´tat du i
e`me e´tage : xi = ⊥
s’il n’y a personne qui attend a` cet e´tage, xi = p↑ (resp. xi = p↓) si a` l’e´tage i il n’y a
que des personnes qui attendent pour monter (resp. pour descendre), et xi = p↑↓ si a`
cet e´tage il y a a` la fois des gens qui de´sirent monter et d’autres qui veulent descendre.
Le symbole correspondant a` y permet de de´terminer la position de l’ascenceur : Dans
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la configuration ci-dessus, y = A↑ (resp. y = A↓) exprime que l’ascenceur est a` l’e´tage
j + 1 (resp. j), et qu’il est en train de monter (resp. de descendre).
L’ensemble de toutes les configurations initiales (pour un nombre arbitraire d’e´tages)
est l’ensemble L0 = #A↑ ⊥
∗#, signifiant que l’ascenceur est initialement au rez-de
chausse´e, et qu’il n’y a encore personne aux diffe´rents e´tages.
La dynamique du syste`me peut eˆtre mode´lise´e par les relations re´gulie`res (3.3)-
(3.16), ou` Σ = {#,⊥, p↑, p↓, p↑↓, A↑, A↓}.
Les relations 3.3, 3.4, 3.5, et 3.6 repre´sentent des substitutions mode´lisant l’arrive´e
des usagers. Appelons les “request”. Les relations 3.7 et 3.8 (resp. 3.12 et 3.13) sont
des semi-commutations mode´lisant les monte´es (resp. les descentes) de l’ascenceur.
Appelons ces actions move-up (resp. move-down). Les relations 3.9 et 3.10 (resp. 3.14
et 3.15) repre´sentent l’action de prendre a` un certain e´tages les gens qui de´sirent monter
(resp. ceux qui veulent descendre). Nous appelons ces actions take-up (resp. take-down).
Enfin, les relations 3.11 et 3.16 repre´sentent les actions de passer de la phase ascendante
a` la phase descendante (action up2down), et vice-versa (action down2up).
copy(Σ∗)(⊥, p↑)copy(Σ∗) (3.3)
copy(Σ∗)(⊥, p↓)copy(Σ∗) (3.4)
copy(Σ∗)(p↑, p↑↓)copy(Σ∗) (3.5)
copy(Σ∗)(p↓, p↑↓)copy(Σ∗) (3.6)
copy(Σ∗)(A↑ ⊥,⊥A↑)copy(Σ∗) (3.7)
copy(Σ∗)(A↑ p↓, p↓ A↑)copy(Σ∗) (3.8)
copy(Σ∗)(A↑ p↑,⊥A↑)copy(Σ∗) (3.9)
copy(Σ∗)(A↑ p↑↓, p↓ A↑)copy(Σ∗) (3.10)
copy(Σ∗)(A↑ #, A↓ #)copy(Σ∗) (3.11)
copy(Σ∗)(⊥A↓, A↓ ⊥)copy(Σ∗) (3.12)
copy(Σ∗)(p↑ A↓, A↓ p↑)copy(Σ∗) (3.13)
copy(Σ∗)(p↓ A↓, A↓ ⊥)copy(Σ∗) (3.14)
copy(Σ∗)(p↑↓ A↓, A↓ p↑)copy(Σ∗) (3.15)
copy(Σ∗)(#A↓,#A↑)copy(Σ∗) (3.16)
3.1.2 Calcul des cloˆtures par semi-commutations
Nous nous inte´ressons dans cette section aux relations de semi-commutations, c-a`-
d., aux relations de la forme⋃
copy(Σ∗)(ab, ba)copy(Σ∗)
telles que a 6= b. Ces relations peuvent e´galement eˆtre repre´sente´es par des re`gles
de re´e´criture de la forme ab → ba. Nous retrouvons ces relations naturellement lors
de la mode´lisation des syste`mes parame´tre´s ou` les processus voisins communiquent
entre eux. Par exemple, dans le mode`le du controˆleur d’ascenceur, nous voyons que les
44
relations 3.7, 3.8, 3.12, et 3.13 sont des semi-commutations qui repre´sentent un genre
de communication entre le “processus” ascenceur et les diffe´rents “processus” e´tages.
Il est donc important, pour l’analyse des syste`mes parame´tre´s, d’avoir des algorithmes
qui calculent la fermeture d’un langage re´gulier par ce genre de relations. Seulement,
il n’est pas difficile de voir que les semi-commutations ne pre´servent pas la re´gularite´,
et donc que la relation R∗ ne peut en ge´ne´ral pas eˆtre repre´sente´e par un transducteur
fini de mots. Conside´rons par exemple l’ensemble L = (ab)∗ et la semi-commutation
R = {ba → ab}. Il s’en suit que R∗(L) est l’ensemble non re´gulier de tous les mots
ayant le meˆme nombre de a et de b, et tels que tous leurs pre´fixes ont au moins autant
de a que de b.
Nous introduisons alors une sous-classe de langages re´guliers : la classe APC, qui est
une classe significative et importante dans la mode´lisation des syste`mes parame´tre´s.
Elle apparaˆıt de manie`re naturelle dans les mode`les correspondant a` tous les syste`mes
parame´tre´s line´aires que nous conside´rons dans cette the`se. Nous donnons un algo-
rithme qui calcule pour tout langage APC L et toute relation de semi-commutations
R, un langage APC correspondant a` R∗(L). Comme mentionne´ dans l’introduction
de ce chapitre, le fait que R∗(L) soit aussi un langage APC et que les APC soient
ferme´s par union est important pour que notre algorithme puisse eˆtre utilise´ a` plu-
sieurs reprises pour calculer des me´ta-transitions lors du calcul ite´ratif de l’ensemble
des accessibles. Nous illustrons ceci dans l’analyse du controˆleur d’ascenceur donne´
ci-dessus.
3.1.2.1 Alphabetic Pattern Constraints
Nous de´finissons dans ce qui suit la classe Alphabetic Pattern Constraints (APC),
et nous montrons qu’elle est ferme´e par union, intersection, et concate´nation, mais pas
par comple´mentation.
De´finition 3.1.1 Soit Σ un alphabet fini. Une expression atomique sur Σ est soit une
lettre a de Σ, soit une expression e´toile (a1 + a2 + · · ·+ an)
∗, ou` a1, a2, . . . , an ∈ Σ.
Un produit p sur Σ∗ est la concate´nation (qui peut eˆtre vide) e1e2 · · · en d’expres-
sions atomiques e1, . . . , en sur Σ. Nous utilisons  pour repre´senter le produit vide.
Une “Alphabetic Pattern Constraint” (APC) sur Σ∗ est une expression de la forme
p1 + · · ·+ pn, ou` p1, . . . , pn sont des produits sur Σ
∗.
Dans le reste de cette section, nous ne faisons pas de distinction entre une expression
re´gulie`re et le langage qu’ elle de´finit. Cependant, les entre´es des algorithmes que nous
proposons seront des expressions APC.
Notation 3.1.1 La longueur de p = e1 · · · en, de´note´e l(p) = n, est le nombre d’ex-
pressions atomiques dans p. Soit une expression APC e =
∑
i pi, la longueur de e est
de´finie par l(e) = maxi l(pi). La taille d’une expression est la somme des longueurs de
ses produits. Pour un langage L ⊆ Σ∗, nous de´notons par α(L) l’ensemble des lettres
de Σ apparaissant dans les mots de L.
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Proprie´te´s de cloˆture et re´sultats de complexite´ Il est facile de voir que la
classe des langages APC n’est pas ferme´e par comple´mentation. En effet, conside´rons
par exemple l’alphabet Σ = {a, b} et le langage APC Σ∗aaΣ∗ + Σ∗bbΣ∗ + bΣ∗ + Σ∗a.
Son comple´mentaire est (ab)∗ qui n’est pas un langage APC.
La proposition suivante donne quelques proprie´te´s de fermeture de la classe APC.
Proposition 3.1.1 APC est ferme´e par concate´nation, union, et intersection.
Preuve : APC est par de´finition ferme´e par concate´nation et union.
Soient p1 et p2 deux produits sur Σ. L’expression APC correspondant a` p1 ∩ p2
peut eˆtre calcule´e inductivement comme suit :
p1 ∩ p2 = 
∅ si p1 = ∅ ou p2 = ∅
ε si p1 = ε et ε ∈ p2
ou p2 = ε et ε ∈ p1
a(p′1 ∩ p
′
2) si p1 = ap
′
1 et p2 = ap
′
2
∅ si p1 = ap
′
1, p2 = bp
′
2, et a 6= b
a(p′1 ∩ p2) si p1 = ap
′
1 et p2 = A
∗p′2, t.q. a ∈ A
p1 ∩ p
′
2 si p1 = ap
′
1 et p2 = A
∗p′2, t.q. a /∈ A
C∗(p1 ∩ p
′
2)+ si p1 = A
∗p′1, p2 = B
∗p′2, et C = A ∩B 6= ∅
C∗(p′1 ∩ p2)
(p1 ∩ p
′
2)+ si p1 = A
∗p′1, p2 = B
∗p′2, et A ∩B = ∅
(p′1 ∩ p2)
2
Remarque 3.1.1 L’union et la concate´nation sont des operations polynoˆmiales, tan-
dis que le calcul de l’intersection de deux langages APC produit une expression de
taille exponentielle. En effet, l’exemple suivant montre que le pire-cas est exponen-
tiel. Conside´rons les produits pn = b
∗(ab∗)n et qn = (a
∗b)na∗, chacun est de taille
2n+ 1. Toute expression APC repe´sentant pn ∩ qn est de taille exponentielle, puisque
pn ∩ qn = {w ∈ (a+ b)
∗ | |w|a = |w|b = n}.
Nous pouvons montrer les re´sultats de complexite´ suivants pour la classe APC :
The´ore`me 3.1.1 [BMT01] Les proble`mes suivants sont PSPACE-complets :
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– de´cider si une expression APC sur Σ∗ est e´gale a` Σ∗ ;
– de´cider l’inclusion entre des langages dans APC.
De plus, de´cider si un langage re´gulier, donne´ par une expression re´gulie`re ou un
automate non de´terministe, est un langage APC est aussi PSPACE-complet. Ce meˆme
proble`me est NLOGSPACE-complet quand l’entre´e est un automate de´terministe.
Caracte´risations des APCs Nous avons de´fini la classe APC de manie`re natu-
relle en observant les mode`les des syste`mes parame´tre´s que nous avons conside´re´. Il
s’est ave´re´ que cette classe de langage existe de´ja` dans la litte´rature sous d’autres
appellations, et qu’elle a e´te´ e´tudie´e de manie`re intense dans le cadre de la the´orie des
groupes. En effet APC correspond a` l’ensemble des expressions de´finissant les langages
de niveau 3/2 dans la hie´rarchie de Straubing-The´rien [PW97]. Dans cette hie´rarchie,
le niveau 0 correspond a` {Σ∗, ∅} et les niveaux suivants sont de´finis inductivement
comme suit : le niveau n + 1/2 est la cloˆture polynoˆmiale du niveau n et le niveau
n+1 est la cloˆture boole´enne du niveau n+1/2, ou` la cloˆture polynoˆmiale d’une classe
C de Σ+ est l’ensemble des langages de Σ+ qui sont l’union finie de langages de la
forme L0a0L1 · · · anLn t.q. les ai sont des lettres et les Li sont des e´le´ments de C. La
hie´rarchie de Straubing-The´rien est stricte.
Il existe aussi un lien avec la Σn-hie´rarchie de la logique de premier ordre. Cette
hie´rarchie est obtenue en comptant le nombre de blocs alternants de quantificateurs
existentiels et universels. Le niveau Σn repre´sente les formules avec n alternances de
blocs de quantificateurs, commenc¸ant par un bloc existentiel. Thomas [Tho82] a montre´
que le niveau n+ 1/2 dans la hie´rarchie de Straubing-The´rien correspond pre´cise´ment
au niveau Σn+1. Ainsi, il s’en suit que chaque langage dans APC peut eˆtre de´fini par
une formule de la forme φ = ∃∗∀∗ψ ou` ψ est sans quantificateurs.
Egalement, APC correspond au fragment suivant de la logique temporelle line´aire
(LTL) :
φ ::= A | φ ∨ φ | φ ∧ φ | AUφ | A | ©φ
ou` A est de la forme A = a1∨· · ·∨an, et©,U , et  sont respectivement les ope´rateurs
next, until, et always. En effet, chaque APC peut eˆtre de´crite par une formule de
ce fragment puisqu’un produit de la forme Σ∗0a0Σ
∗
1a1 · · · an−1Σ
∗
n est e´quivalent a` la
formule
Σ0U(a0 ∧©(Σ1U(a1 ∧© · · · (Σn−1U(an−1 ∧©Σn)) · · · )
Pour l’autre direction, nous pouvons raisonner par induction structurelle sur les for-
mules en utilisant le fait que APC est ferme´e par union, intersection, et concate´nation
(Proposition 3.1.1).
3.1.2.2 Fermeture des APC par semi-Commutations
Nous montrons dans ce qui suit le principal re´sultat de cette section, qui e´nonce
que les APC sont effectivement ferme´s par semi-commutations :
The´ore`me 3.1.2 Pour toute expression APC L et toute relation de semi-commutations
R, R∗(L) appartient a` APC et peut eˆtre effectivement calcule´e. En plus, la longueur
de l’expression calcule´e est dans O(l(L)|Σ|).
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Le reste de cette section est consacre´ a` la description de l’algorithme sous-jacent a` ce
the´ore`me. Puisque chaque langage APC L est une union finie de produits, sa cloˆture
R∗(L) est l’union des cloˆtures de ses produits. Par conse´quent, il suffit de montrer
comment calculer effectivementR∗(p) pour un certain produit donne´ p. Pour ceci, nous
utilisons l’ope´ration de R−shuﬄe de´finie ci-dessous. L’ide´e est de calculer R∗(e1 · · · en)
inductivement, c-a`-d., calculer d’abord R∗(e2 · · · en), et utiliser le fait queR
∗(e1) = e1.
L’e´tape d’induction consiste a` calculer R∗(eL), pour une expression APC ferme´e par
R L et une expression atomique e. Cette ope´ration est aussi faite inductivement. Pour
ces calculs, nous avons besoin de certaines notations et de´finitions :
Nous associons a` chaque relation de semi-commutations R une relation binaire
irreflexive ρR sur les lettres de Σ, c-a`-d., un sous ensemble de Σ×Σ \ {(a, a) | a ∈ Σ}
telle que
R =
⋃
(a,b)∈ρR
copy(Σ∗)(ab, ba)copy(Σ∗)
La relation ρR peut eˆtre e´tendue aux ensembles comme suit : Pour chaque ensembles
X,Y ⊆ Σ :
(X,Y ) ∈ ρR si X × Y ⊆ ρR .
Nous de´notons par δR la valeur
δR = max
a∈Σ
{|Y | | Y ⊆ Σ t.q. (Y, a) ∈ ρR} .
Nous supposons que ρR 6= ∅, ce qui veut dire que δR > 0.
Etant donne´s deux mots x et y de Σ∗, le R−shuﬄe de x et y, de´note´ by xttRy,
est l’ensemble des mots de la forme x1y1 · · ·xnyn avec x = x1 · · ·xn, y = y1 · · · yn,
xi, yi ∈ Σ
∗ pour tout 1 ≤ i ≤ n et tels que (α(xi), α(yj)) ∈ ρR pour tout j < i.
L’ope´ration de R−shuﬄe s’e´tend aux ensembles X,Y ⊆ Σ∗ comme suit :
XttRY = {xttRy | x ∈ X, y ∈ Y }.
Notons que pour tout x, y ∈ Σ∗, nous avons R∗(xy) = R∗(x)ttRR
∗(y). Le lemme
suivant montre comment calculer R∗(LK) quand L et K sont de´ja` R-clos (un langage
L et R-clos si R∗(L) = L).
Lemme 3.1.1 Soient L et K deux ensembles ferme´s par R. Nous avons alors
R∗(LK) = LttRK.
Puisque toute expression atomique est R-close, nous avons :
Lemme 3.1.2 Soient e1, e2, . . . , en des expressions atomiques, et soit p = e1e2 · · · en
un produit, nous avons :
R∗(p) = e1ttR(e2ttR(· · · (en−1ttRen) · · · )).
Le lemme pre´ce´dent permet de calculer R∗(p) re´cursivement. Le lemme 3.1.3 et la
proposition 3.1.2 sont les cas de base de notre algorithme.
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Lemme 3.1.3 Soit E un sous ensemble de Σ et soit une lettre a ∈ Σ, nous avons :
E∗ttRa = R
∗(E∗a) = E∗aE′
∗
et attRE
∗ = R∗(aE∗) = E′′
∗
aE∗,
ou` E′ = {x ∈ E | (x, a) ∈ ρR} et E
′′ = {x ∈ E | (a, x) ∈ ρR}.
Preuve : Le fait que E∗ttRa = R
∗(E∗a) et attRE
∗ = R∗(aE∗) est duˆ au lemme
3.1.1, puisque E∗ et a sont clos par R. Les autres e´galite´s sont directes puisque les
symboles de E′ sont pre´cise´ment les lettres de E qui sont capables de passer a` travers
la lettre a, et les symboles de E ′′ sont pre´cise´ment les lettres de E que la lettre a peut
traverser.
2
Exemple 3.1.1 Conside´rons le produit p = (e + f + g)∗d, et la relation de semi-
commutation R1 de´finie par la relation binaire ρR1 = {(f, d), (g, d)}. D’apre´s le lemme
pre´ce´dent, nous avons :
R∗1(p) = (e+ f + g)
∗ttR1d = (e+ f + g)
∗d(f + g)∗.
La proposition suivante est le plus important re´sultat technique ne´cessaire pour
la preuve du the´ore`me 3.1.2. Elle montre que la R-cloˆture d’un produit qui consiste
en la concate´nation de deux expressions e´toiles est une APC. En particulier, notons
que la longueur des produits dans l’expression donne´e ci-dessous est borne´e par une
constante n qui est polynoˆmiale en |Σ| et |R|. Plus pre´cise´ments, n ≤ δR ≤ |Σ|.
Proposition 3.1.2 Soient E et F deux sous ensembles de Σ, nous avons
E∗ttRF
∗ = R∗(E∗F ∗) =
∑
E∗(E1 + F1)
∗ · · · (En + Fn)
∗F ∗,
ou` n ≤ δR, et la somme est prise sur tous les sous ensembles Ei et Fi de Σ qui satisfont
les conditions suivantes :
– ∅ 6= En ( · · · ( E1 ⊆ E,
– ∅ 6= F1 ( · · · ( Fn ⊆ F ,
– (Ei, Fj) ∈ ρR pour tout 1 ≤ j ≤ i ≤ n.
Preuve : La premie`re e´galite´ peut eˆtre obtenue comme pre´ce´demment a` partir du
lemme 3.1.1 puisque E∗ et F ∗ sont clos par R.
Conside´rons alors la seconde e´galite´. Il est clair que E∗(E1+F1)
∗ · · · (En+Fn)
∗F ∗ ⊆
R∗(E∗F ∗) si Ei et Fi satisfont (Ei, Fj) ∈ ρR pour tout j ≤ i.
Re´ciproquement, soit w ∈ E∗ttRF
∗ = R∗(E∗F ∗). Nous pouvons e´crire w =
u1v1u2v2 · · ·umvm avec ui ∈ E
∗, vi ∈ F
∗, et tels que l’on a (α(ui), α(vj)) ∈ ρR pour
tout j < i. Nous pouvons clairement supposer que ui, vj 6=  pour tout i 6= 1 et j 6= m.
Nous de´finissons inductivement les se´quences (ki)1≤i≤n, (Ei)1≤i≤n, et (Fi)1≤i≤n :
– k1 = 1, ki = min{j | ki−1 < j < m , vj 6∈ F
∗
i−1} (i > 1),
– Ei = α(uki+1 · · ·um),
– Fi = {y ∈ F | (Ei, y) ∈ ρR}.
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Par de´finition, nous avons Ei+1 ( Ei ⊆ E, et Fi ( Fi+1 ⊆ F pour tout i. En
plus, (Ei, Fi) ∈ ρR pour tout i, donc (Ei, Fj) ∈ ρR pour tout j ≤ i. Ces deux faits
impliquent bien suˆr que n ≤ δR. Finalement, nous notons que uki+1 · · ·uki+1 ∈ E
∗
i et
vki · · · vki+1−1 ∈ F
∗
i , ce qui montre le re´sultat.
2
Remarque 3.1.2 Dans l’ expression donne´e pour R∗(E∗F ∗), il suffit de conside´rer
seulement les expressions e´toiles (Ei +Fi)
∗ telles que Eiet Fi sont maximaux, dans le
sens suivant :
– il n’existe pas de lettre b ∈ F\Fi telle que (Ei, b) ∈ ρR,
– il n’existe pas de lettre a ∈ Ei−1\Ei telle que (a, Fi) ∈ ρR, ou` E0 = E.
Remarque 3.1.3 Notons que la longueur des produits dans l’expression pourR∗(E∗F ∗)
est au plus δR + 2.
Exemple 3.1.2 Conside´rons le produit p = (a+ b+ c)∗(e+ f + g)∗, et la relation de
semi-commutation R2 de´finie par la relation binaire ρR2 = {(a, e), (c, g), (b, e), (b, f)}.
La proposition ci-dessus implique que R∗2(p) = (a+ b+ c)
∗ttR2(e+ f + g)
∗ = (a+ b+
c)∗(c+ g)∗(e+ f + g)∗ + (a+ b+ c)∗(a+ b+ e)∗(b+ e+ f)∗(e+ f + g)∗.
Nous montrons maintenant comment calculer effectivement une APC qui repre´sente
R∗(p) = R∗(e1e2 · · · en). Dans le lemme 3.1.3 et la proposition 3.1.2, nous avons montre´
le re´sultat pour n = 2. Supposons maintenant que R∗(e2 · · · en) =
∑
f1f2 · · · fk, ou`
les fi sont des expressions atomiques. Montrons que R
∗(e1e2 · · · en), qui est e´gal a`∑
e1ttR(f1f2 · · · fk) appartient aussi a` APC. Pour ce faire, nous avons juste besoin
de calculer e1ttR(f1f2 · · · fk) et de montrer qu’elle est sous la bonne forme. Nous
distinguons deux cas selon que e1 est une lettre ou une expression e´toile. Le premier
cas est direct :
Lemme 3.1.4 Soit a ∈ Σ et f1, . . . , fn des expressions atomiques, alors
attR(f1f2 · · · fn) =
∑
j
g1 · · · gjahjfj+1 · · · fn
tels que, pour tout i ≤ j nous avons :
– si fi = E
∗, alors gi = {x ∈ E | (a, x) ∈ ρR}
∗,
– si fi = b ∈ Σ et (a, b) ∈ ρR, alors gi = b.
En plus, hj = ε si fj ∈ Σ, et hj = fj sinon.
Exemple 3.1.3 Soit R3 une relation de semi-commutation de´finie par
ρR3 = {(h, a), (h, e)}.
Le lemme pre´ce´dent implique que httR3(a+ b+ c)
∗(a+ b+ e)∗(b+ e+ f)∗ = a∗h(a+
b+ c)∗(a+ b+ e)∗(b+ e+ f)∗ + (a+ e)∗h(a+ b+ e)∗(b+ e+ f)∗.
La proposition suivante ge´ne´ralise le lemme 3.1.3 et la proposition 3.1.2.
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Proposition 3.1.3 Soient E et F deux sous ensembles de Σ, a ∈ Σ, et L ⊆ Σ∗, nous
avons :
1. E∗ttR(aL) = (E
∗ttRa)(E
′∗ttRL), ou` E
′ = {b ∈ E | (b, a) ∈ ρR}.
2. E∗ttR(F
∗L) =
∑
(E′,F ′)∈ρR
E′⊆E ,F ′⊆F
(E∗ttRF
′∗)(E′
∗ttRL).
Preuve : La premie`re e´galite´ est directe puisque E ′ est l’ensemble des lettres de
E capables de traverser a et apre`s commuter avec L. Nous montrons maintenant la
seconde identite´. L’inclusion ⊇ est claire. Re´ciproquement, soit w ∈ E∗ttRF
∗L, avec
w ∈ xttRyz tels que x ∈ E
∗, y ∈ F ∗ et z ∈ L. Supposons que w = uv et x = x1x2 avec
u ∈ x1ttRy, v ∈ x2ttRz. Soit F
′ = α(y) et E′ = α(x2). Il est clair que (E
′, F ′) ∈ ρR,
u ∈ E∗ttRF
∗, et v ∈ F ∗ttRL.
2
Corollaire 3.1.1 Soient E et F deux sous ensemble de Σ, et soit L ⊆ Σ∗, alors
E∗ttR(F
∗L) =
∑
E∗(E1 + F1)
∗(E2 + F2)
∗ · · · (Ek + Fk)
∗(E∗kttRL) ,
ou` l’union est prise sur tous les sous ensembles Ei et Fi de Σ qui satisfont :
– Ek ( · · · ( E1 ⊆ E,
– ∅ 6= F1 ( · · · ( Fk ⊆ F ,
– (Ei, Fj) ∈ ρR pour tout 1 ≤ j ≤ i ≤ k.
Preuve : L’inclusion droite-gauche est directe. A partir de la proposition 3.1.3, il
reste a` montrer que
(E∗ttRF
′∗)(E′
∗
ttRL) ⊆
∑
E∗(E1 + F1)
∗ · · · (Ek + Fk)
∗(E∗kttRL) ,
ou` E′ ⊆ E et F ′ ⊆ F sont des sous ensembles satisfaisant (E ′, F ′) ∈ R. La proposition
3.1.2 implique que :
(E∗ttRF
′∗)(E′
∗
ttRL) =
∑
E∗(E1 + F
′
1)
∗ · · · (En + F
′
n)
∗F ′
∗
(E′
∗
ttRL)
ou` la somme est prise sur tous les sous ensembles Ei et F
′
i de Σ satisfaisant :
– ∅ 6= En ( · · · ( E1 ⊆ E,
– ∅ 6= F ′1 ( · · · ( F
′
n ⊆ F
′,
– (Ei, F
′
j) ∈ ρR pour tout 1 ≤ j ≤ i ≤ n.
Il reste alors a` montrer que pour de tels sous ensembles Ei, F
′
j , ils existent deux
se´quences (E˜i)i et (F˜i)i satisfaisant les conditions ci-dessus tels que :
E∗(E1 + F
′
1)
∗ · · · (En + F
′
n)
∗F ′
∗
(E′
∗
ttRL) ⊆ E
∗(E˜1 + F˜1)
∗ · · · (E˜k + F˜k)
∗(E˜k
∗
ttRL)
Ces se´quences peuvent eˆtre de´finies inductivement comme suit :
– E˜1 = E1 + E
′, et F˜1 = F
′
j , ou` j = max{i | (Ei + E
′) = (E1 + E
′)},
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– Si F˜i = F
′
l alors :
– Si l < n, alors E˜i+1 = El+1 + E
′ et F˜i+1 = F
′
j , ou` j = max
i
{l + 1 ≤ i ≤ n |
(Ei + E
′) = (El+1 + E
′)} ;
– Si l = n, E˜i+1 = E
′ et F˜i+1 = F
′.
Alors, nous avons clairement, E˜k ( · · · ( E˜1 ⊆ E, ∅ 6= F˜1 ( · · · ( F˜k ⊆ F ′, et
(E˜i, F˜j) ∈ ρR pour tout 1 ≤ j ≤ i ≤ k puisque (E
′, F ′) ∈ ρR et (Ei, F
′
j) ∈ ρR pour
tout 1 ≤ j ≤ i ≤ n.
2
Exemple 3.1.4 Soit R4 la relation de semi-commutations de´finie par
ρR4 = {(a, e), (c, g), (b, e), (b, f), (a, d)}
Le corollaire ci-dessus et l’exemple 3.1.2 impliquent que
(a + b + c)∗ttR4(e + f + g)
∗d(f + g)∗ = (a + b + c)∗(c + g)∗(e + f + g)∗d(f + g)∗+
(a+b+c)∗(a+b+e)∗(b+e+f)∗(e+f+g)∗d(f+g)∗+ (a+b+c)∗(a+b+e)∗da∗(f+g)∗ .
Re´sumant les calculs pre´ce´dents, la proposition 3.1.3 et le corollaire 3.1.1 fournissent
l’e´tape de re´cursion pour calculer E∗ttR(f1f2 · · · fn) :
Proposition 3.1.4 Soit E ⊆ Σ et soient f1, . . . , fn des expressions atomiques. Alors
E∗ttR(f1f2 · · · fn) est e´gal a` l’une des expressions suivantes :
1. Pour une expression e´toile f1 = F
∗ :∑
E∗(E1 + F1)
∗ · · · (Ek + Fk)
∗(E∗kttRf2 · · · fn),
ou` l’union est prise sur tous les sous ensembles Ei, Fi satisfaisant Ei+1 ( Ei ⊆
E, ∅ 6= Fi ( Fi+1 ⊆ F et (Ei, Fj) ∈ ρR pour tout j ≤ i.
2. Pour une lettre f1 = a :
E∗a(E′
∗
ttRf2 · · · fn),
ou` E′ = {x ∈ E | (x, a) ∈ ρR}.
L’algorithme de calcul de la cloˆture d’une expression APC
∑
e1 · · · en par une
relation de semi-commutation R est le suivant : Nous calculons inductivement
R∗(e2 · · · en) =
∑
f1 · · · fk.
L’e´tape d’induction est donne´e par le lemme 3.1.4, si e1 est une lettre. Sinon, pour
e1 = E
∗ nous appliquons la proposition 3.1.4, qui est en soit une e´tape d’induction.
Il est facile de voir que chaque e´tape pre´serve l’inclusion dans APC. Ceci montre le
the´ore`me 3.1.2.
Corollaire 3.1.2 Soit p un produit de longueur n, alors l(R∗(p)) ∈ O(nδR), et
taille(R∗(p)) ∈ 2O(|Σ|nδR).
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Preuve : Il est facile de voir que chaque e´tape de re´cursion rajoute au plus δR expres-
sions atomiques dans chaque produit. Puisqu’il existe n e´tapes de re´cursion, il s’en suit
que la longueur des produits de l’expression calcule´e pour R∗(p) est au plus O(nδR).
En plus, puisqu’il existe 2|Σ| + |Σ| expressions atomiques diffe´rentes, il s’en suit que la
taille de R∗(p) est au plus 2O(|Σ|nδR). 2
Nous illustrons le calcul de la cloˆture d’un produit par une relation de semi-
commutation par l’exemple suivant :
Exemple 3.1.5 Conside´rons le produit p = h(a+ b+ c)∗(e+ f + g)∗d, et la relation
de semi-commutation R de´finie par
ρR = {(a, e), (h, a), (h, e), (c, g), (b, e), (b, f), (f, d), (g, d), (a, d)}
Alors R∗(p) = httR
(
(a+ b+ c)∗ttR
(
(e+ f + g)∗ttRd
))
. En utilisant les exemples
pre´ce´dents nous obtenons
R∗(p) = a∗h(a+ b+ c)∗(c+ g)∗(e+ f + g)∗d(f + g)∗ +
a∗h(a+ b+ c)∗(a+ b+ e)∗(b+ e+ f)∗(e+ f + g)∗d(f + g)∗ +
a∗h(a+ b+ c)∗(a+ b+ e)∗da∗(f + g)∗ +
(a+ e)∗h(e+ f + g)∗d(f + g)∗ +
(a+ e)∗h(a+ b+ e)∗(b+ e+ f)∗(e+ f + g)∗d(f + g)∗ +
(a+ e)∗h(a+ b+ e)∗da∗(f + g)∗.
Remarque 3.1.4 Observons que APC est le plus haut niveau dans les hie´rarchies de
Straubing-The´rien et la hie´rarchie Σn qui est ferme´e par semi-commutations. En effet,
(ab)∗ est le comple´ment d’un langage dans APC. Ainsi, il appartient au niveau 2 de
la hie´rarchie de Straubing-The´rien, et peut eˆtre de´crit par une Σ3-formule. La cloˆture
de (ab)∗ par la relation de semi-commutations donne´e par {(a, b), (b, a)} est bien suˆr
non re´gulie`re (elle est e´gale a` l’ensemble {w ∈ (a+ b)∗ | |w|a = |w|b}).
Nous pouvons montrer que de´cider si une APC est ferme´e par une relation de
semi-commutations est PSPACE-complet :
The´ore`me 3.1.3 [BMT01] Le proble`me suivant est PSPACE-complet :
Entre´e : Une expression APC L sur Σ et une relation de semi-commutation R ⊆ Σ×Σ.
Question : A-t-on R∗(L) = L ?
3.1.2.3 Application : Analyse du controˆleur d’ascenceur
Reprenons l’exemple du controˆleur d’ascenceur vu a` la section 3.1.1. Le tableau
3.1 montre les calculs des configurations accessibles du syste`me. La premie`re colonne
repre´sente l’ensemble de configurations auquels nous appliquons l’action donne´e dans
la deuxie`me colonne. Les ensembles obtenus sont repre´sente´s dans les colonnes 3 et 4.
Puisque l’ensemble des accessibles est une APC, l’image par request∗ est facilement
calcule´e (les APC sont effectivement clos par substitutions), et les images par move-up∗
et move-down∗ peuvent eˆtre calcule´es par notre algorithme. Notons que le fait que la
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L0 request
∗ #A↑ (⊥+ p↑ +p↓ +p↑↓)∗# L1
L1 move-up
∗ #(⊥+ p↓)∗A↑ (⊥+ p↑ +p↓ +p↑↓)∗# L2
L2 request
∗ #(⊥+ p↑ +p↓ +p↑↓)∗A↑ (⊥+ p↑ +p↓ +p↑↓)∗# L3
L3 take-up #(⊥+ p↑ +p↓ +p↑↓)
∗(⊥+ p↓)A↑ (⊥+ p↑ +p↓ +p↑↓)∗# ⊆ L3
L3 up2down #(⊥+ p↑ +p↓ +p↑↓)
∗A↓ # L4
L4 move-down
∗ #(⊥+ p↑ +p↓ +p↑↓)∗A↓ (⊥+ p↑)∗# L5
L5 request
∗ #(⊥+ p↑ +p↓ +p↑↓)∗A↓ (⊥+ p↑ +p↓ +p↑↓)∗# L6
L6 take-down #(⊥+ p↑ +p↓ +p↑↓)
∗A↓ (⊥+ p↑)(⊥+ p↑ +p↓ +p↑↓)∗# ⊆ L6
L6 down2up #A↑ (⊥+ p↑ +p↓ +p↑↓)
∗# = L1
Tab. 3.1 – Analyse d’accessibilite´ du controˆleur d’ascenceur
move-down∗
move-up∗
request∗
up2down
take-down
request∗ move-up∗ take-up
request∗
request∗
request∗ request∗move-up∗L1L0 L2 L3
L4L5L6
down2up
move-down∗
request∗
move-down∗
Fig. 3.1 – Graphe d’accessiblite´ symbolique du controˆleur d’ascenceur
fermeture par move-up∗ reste une APC est crucial pour pouvoir calculer la cloˆture par
move-down∗ en appliquant notre algorithme.
Comme montre´ dans le tableau 3.1, notre algorithme pour les APC a permis de
calculer l’ensemble des accessibles du controˆleur d’ascenceur. L’analyse pre´ce´dente per-
met e´galement de calculer une abstraction finie de ce syste`me infini. En effet, le tableau
3.1 de´finit un graphe d’accessiblite´ symbolique du controˆleur d’ascenceur (figure 3.1).
3.1.3 Syste`mes parame´tre´s a` topologie circulaire
Dans cette section2, nous conside´rons des syste`mes parame´tre´s a` topologie circu-
laire. Dans ce cas, une configuration est repre´sente´e par un mot circulaire, c-a`-d., un
mot x1 · · ·xn avec la signification que x1 suit xn. Ceci signifie que x1 · · ·xn et les
mots xkxk+1 · · ·xnx1 · · ·xk−1 repre´sentent la meˆme configuration. Ainsi, l’ensemble
de configurations d’un syste`me a` topologie circulaire est un ensemble de mots L qui
2Les re´sultats pre´sente´s dans cette section sont duˆs a` Anca Muscholl, et ont e´te´ pre´sente´s dans
[BMT01].
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est ferme´ par conjugaison, c-a`-d., tel que L = Conj(L), ou` cette notion de conjugaison
est de´finie comme suit :
De´finition 3.1.2 (Conjugaison) Deux mots x et y ∈ Σ∗ sont dits conjugue´s si
x = uv et y = vu pour certains u, v ∈ Σ∗. Pour un langage L, nous de´notons par
Conj(L) l’ensemble {uv ∈ Σ∗ | vu ∈ L} des conjugue´s des mots de L. Une classe de
langages C est ferme´e par conjugaison si L ∈ C implique que Conj(L) ∈ C.
Conside´rons par exemple le token ring protocol ou` un nombre arbitraire de processus
sont dispose´s en anneau et font passer un jeton de la gauche vers la droite. Chaque
processus est soit dans l’e´tat 0 s’il n’a pas le jeton, soit dans l’e´tat 1 s’il l’a. L’ensemble
de configurations du syste`me peut donc eˆtre repre´sente´ par le langage L = 0∗10∗
signifiant qu’a` chaque e´tape, un seul processus de´tient le jeton. L est bien ferme´ par
conjugaison puisque 0∗10∗ = Conj(0∗10∗). L’action du syste`me qui fait passer le jeton
d’un processus a` son voisin de droite peut eˆtre repre´sente´e (comme dans le cas du token
passing protocol, qui est la version line´aire de ce protocole de´crite dans l’introduction
de la the`se) par la relation de semi-commutations 10→ 01.
Pour pouvoir analyser ces syste`mes a` topologie circulaire, il est donc important de
savoir calculer R∗(L), pour une relation de semi-commutations R, et un ensemble de
mots circulaires L. C-a`-d., pour un ensemble L ferme´ par conjugaison. Ceci revient
a` calculer R∗c(L) pour un langage L quelconque, ou` Rc est la relation de re´e´criture
circulaire Rc = R
∗ ◦ Conj ◦ R∗.
Nous pouvons montrer que la R-cloˆture circulaire R∗c(L) de n’importe quel lan-
gage L (pas ne´cessairement re´gulier) peut eˆtre obtenue en appliquant alternativement
conjugaison et semi-commutations un nombre fini de fois :
The´ore`me 3.1.4 [BMT01] Soit L ⊆ Σ∗, alors R∗c(L) = R
2|Σ|
c (L).
Nous obtenons alors que la classe APC est ferme´e par re´e´criture circulaire :
Corollaire 3.1.3 Soit L une expression APC, alors R∗c(L) est dans APC et peut eˆtre
calcule´ effectivement.
Preuve : Ceci est duˆ au fait que R∗c(L) = R
2|Σ|
c (L) = (R∗ ◦ Conj ◦ R∗)2|Σ|(L), que
APC est effectivement ferme´e par semi-commutations (the´ore`me 3.1.2), et qu’elle est
aussi effectivement ferme´e par conjugaison. Pour montrer ce dernier point, il suffit de
montrer que pour chaque produit p, l’ensemble des conjugue´s Conj(p) est une APC.
Soit donc un produit p = e1 · · · en, il est facile de voir que :
Conj(p) =
∑
i
ei · · · ene1 · · · ei−1e
′
i
tels que :
– e′i = ei si ei est une expression e´toile,
– e′i =  si ei est une lettre.
Puisque l’expression pre´ce´dente est une APC, le re´sultat suit.
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3.2 Syste`mes parame´tre´s a` topologies arborescentes
Dans le cas ou` les processus sont dispose´s dans une architecture arborescente, une
configuration est repre´sente´e par un arbre e´tiquete´ dont chaque nœud correspond a` un
processus, et l’e´tiquette de ce nœud correspond a` l’e´tat de controˆle de ce processus.
Par conse´quent, un ensemble de configurations peut eˆtre repre´sente´ par un langage
re´gulier d’arbres [KMM+97]. Typiquement, les actions dans de tels syste`mes sont des
communications entre les processus et leurs pe`res et fils. Ces actions peuvent eˆtre vues
comme des transformations qui modifient les e´tiquettes des arbres, c-a`-d., elles peuvent
eˆtre repre´sente´es par des relations de re´e´tiquetage.
3.2.1 Exemples de re´seaux parame´tre´s a` architecture arbores-
cente
Nous montrons dans cette section deux exemples de mode´lisation de protocoles
de´finis sur des syte`mes parame´tre´s ayant une topologie arborescente. Un autre exemple
est donne´ au chapitre 9.
3.2.1.1 Un algorithme pour calculer le OU
Prenons l’exemple d’un programme boole´en, appele´ PERCOLATE [KMM+97], qui
calcule le OU d’un ensemble de valeurs boole´ennes : Nous conside´rons un nombre
arbitraire de processus dispose´s en une topologie arborescente. Chaque processus a
une variable val appartenant a` {0, 1,⊥}. Initialement, toutes les feuilles ont une valeur
val ∈ {0, 1}, et tous les autres nœuds ont val = ⊥. Le but du programme est de faire
passer a` la racine la valeur 1 si au moins une des feuilles a val = 1. Une transition du
syste`me consiste a` associer 1 a` un nœud si l’un de ses fils a val = 1, et 0 sinon. Ceci
peut eˆtre mode´lise´ par la relation de re´e´tiquetage Rpercolate qui contient les paires de
termes (t, t′) ∈ TΣ ou` Σ = {0, 1,⊥} tels qu’il existe un contexte C, et quatre termes
t1, t2, t3, et t4 tels que :
– t = C
[
⊥
(
1(t1, t2), 1(t3, t4)
)]
et t′ = C
[
1
(
1(t1, t2), 1(t3, t4)
)]
, ou
– t = C
[
⊥
(
1(t1, t2), 0(t3, t4)
)]
et t′ = C
[
1
(
1(t1, t2), 0(t3, t4)
)]
, ou
– t = C
[
⊥
(
0(t1, t2), 1(t3, t4)
)]
et t′ = C
[
1
(
0(t1, t2), 1(t3, t4)
)]
, ou
– t = C
[
⊥
(
0(t1, t2), 0(t3, t4)
)]
et t′ = C
[
0
(
0(t1, t2), 0(t3, t4)
)]
.
Pour ve´rifier que ce programme calcule bien le OU des valeurs boole´ennes dispose´es
aux feuilles, il faut calculer l’ensemble des accessibles par Rpercolate de l’ensemble
initial, qui est l’ensemble re´gulier des termes ayant 1 ou 0 aux feuilles et ⊥ dans les
autres nœuds, et ve´rifier que cet ensemble n’intersecte pas l’ensemble des mauvaises
configurations, c-a`-d, l’ensemble re´gulier des termes qui n’ ont que des 0 aux feuilles
et 1 a` la racine ; ou qui ont au moins une feuille e´tiquete´e par 1 et 0 a` la racine.
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3.2.1.2 L’arbre de parite´ [CGJ95]
Ici aussi, nous conside´rons des arbres binaires ou` les feuilles ont les valeurs 0 et 1.
Le programme consiste a` calculer la parite´ de la somme des valeurs aux feuilles et la
transmettre a` la racine. Une transition du syste`me consiste a` attribuer 1 a` un nœud si
exactement un de ses fils a la valeur 1, et 0 si les deux ont 0 ou si les deux ont 1 comme
valeurs. Cette transition peut eˆtre repre´sente´e par la relation Rparite´ qui contient les
paires de termes (t, t′) ∈ TΣ ou` Σ = {0, 1,⊥} tels qu’il existe un contexte C, et quatre
termes t1, t2, t3, et t4 tels que :
– t = C
[
⊥
(
1(t1, t2), 1(t3, t4)
)]
et t′ = C
[
0
(
1(t1, t2), 1(t3, t4)
)]
, ou
– t = C
[
⊥
(
1(t1, t2), 0(t3, t4)
)]
et t′ = C
[
1
(
1(t1, t2), 0(t3, t4)
)]
, ou
– t = C
[
⊥
(
0(t1, t2), 1(t3, t4)
)]
et t′ = C
[
1
(
0(t1, t2), 1(t3, t4)
)]
, ou
– t = C
[
⊥
(
0(t1, t2), 0(t3, t4)
)]
et t′ = C
[
0
(
0(t1, t2), 0(t3, t4)
)]
.
Il s’agit alors de ve´rifier que la racine est e´tiquete´e par 1 ssi le nombre de feuilles
e´tiquete´es par 1 est impair. Cette proprie´te´ est repre´sentable par un automate d’arbres
fini. Donc, comme pre´ce´demment, ve´rifier la correction de cet algorithme peut se faire
en calculant l’ensemble des accessibles par Rparite´.
3.2.2 Well-Oriented Systems
Nous avons essaye´ d’e´tendre le travail pre´ce´dent aux langages re´guliers d’arbres
pour pouvoir calculer l’ensemble des accessibles des syste`mes a` topologies arbores-
centes par des “semi-commutations d’arbres”. En effet, ce genre de relations permet
de mode´liser la communication entre pe`re et fils dans les re´seaux a` architectures ar-
borescentes. Nous avons alors essaye´ de trouver une classe significative de langages
re´guliers d’arbres (binaires par exemple) analogue aux APCs qui soit effectivement
ferme´e par “semi-commutations d’arbres”, c-a`-d., par des relations de la forme
Ra,b = {(t, t
′) | t = C
[
a
(
b(t1, t2), t3
)]
, t′ = C
[
b
(
a(t1, t2), t3
)]
}∪
{(t, t′) | t = C
[
a
(
t1, b(t2, t3)
)]
, t′ = C
[
b
(
t1, a(t2, t3)
)]
},
ou` C est un contexte et t1, t2, et t3 sont des termes. Seulement, meˆme si une telle classe
existe, elle ne serait pas inte´ressante pour la mode´lisation des syste`mes parame´tre´s
arborescents. En effet, pour ces syste`mes, on distingue souvent les feuilles des autres
nœuds, c-a`-d., on s’inte´resse souvent aux langages contenant des termes ou` toutes les
feuilles sont dans un certain e´tat b et tous les autres nœuds sont dans un autre e´tat a.
Par exemple, on aimerait ve´rifier si les protocoles de´crits ci-dessus sont corrects dans le
cas ou` initialement toutes les feuilles ont val = 1 et tous les autres nœuds sont a` l’e´tat
⊥. Seulement, si nous conside´rons le langage re´gulier d’arbres dont les termes sont
tels que des feuilles sont e´tiquete´es par b et les nœuds par a (ce langage est reconnu
par l’automate d’arbres A = (Q,Σ, F, δ) ou` Q = F = {q}, Σ = Σ0 = Σ2 = {a, b},
et δ contient les re`gles b → q et a(q, q) → q). La fermeture de ce langage par les
semi-commutations Ra,b ∪Rb,a n’est pas re´gulie`re et est e´gale a` l’ensemble des termes
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sur l’alphabet {a, b} dont le nombre de nœuds e´tiquete´s par b est e´gal au nombre de
feuilles.
Pour contourner ce proble`me, nous proposons d’affaiblir la classe de relations
conside´re´e, tout en permettant aux pe`res/fils de communiquer. Nous introduisons alors
une classe de relations de re´e´tiquetage, appele´e la classe des Well-Oriented Systems, qui
est assez significative pour pouvoir mode´liser les communications dans ces syste`mes,
et nous montrons que la cloˆture re´flexive-transitive d’une relation de cette classe est
une relation de re´e´tiquetage qui peut eˆtre effectivement calcule´e.
3.2.2.1 De´finition des Well-Oriented Systems
Plusieurs protocoles et algorithmes paralle`les de´finis sur des re´seaux a` structure
arborescente satisfont les caracte´ristiques suivantes : (1) les informations montent des
feuilles vers la racine et vice versa, ce qui veut dire que chaque nœud communique
directement soit avec ses fils soit avec son pe`re, (2) il existe un nombre fini d’alternances
entre les phases de propagation ascendantes et descendantes des informations (ex., les
demandes sont envoye´es par les feuilles, et ensuite les re´ponses sont envoye´es par
la racine, et ainsi de suite), (3) l’e´tat de chaque processus est modifie´ apre`s chaque
transmission de l’information, c-a`-d., a` chaque phase, quand un nœud du re´seau est
traverse´, il est marque´ par une nouvelle e´tiquette. Ceci correspond par exemple au
marquage des chemins de passage, me´morisation des messages envoye´s, etc.
Nous introduisons un mode`le pour de´crire la dynamique de tels re´seaux parame´tre´s
arborescents, qui consiste en des syste`mes de re´e´criture de termes appele´s well-oriented
systems. Pour simplifier la pre´sentation, nous nous restreignons aux arbres binaires, le
cas ge´ne´ral est similaire.
De´finition 3.2.1 Soit S = S0 ∪ S1 ∪ · · · ∪ Sn, ou` les Si sont des ensembles finis de
symboles qui sont disjoints.
Un n-phase well-oriented system (n-phase WOS) sur S est un ensemble de re`gles
de re´e´criture de la forme :
b(a(x1, x2), c1(x3, x4)) → a(b
′(x1, x2), c1(x3, x4)) (3.17)
a(b(x1, x2), c1(x3, x4)) → b
′(a(x1, x2), c1(x3, x4)) (3.18)
a(b(x1, x2), c2(x3, x4)) → b
′(a(x1, x2), a(x3, x4)) (3.19)
b(x1, x2) → d(x1, x2) (3.20)
b(a(x1, x2), c1(x3, x4)) → d(a(x1, x2), c1(x3, x4)) (3.21)
a(b(x1, x2), c1(x3, x4)) → a(d(x1, x2), c1(x3, x4)) (3.22)
a(b(x1, x2), c2(x3, x4)) → a(d(x1, x2), d(x3, x4)) (3.23)
Ainsi que les formes syme´triques de ces re`gles obtenues en permutant les fils gauches
et droits, ou` a, b′, c1 ∈ Si+1, b, c2 ∈ Si, et d ∈ Si+2, tels que 0 ≤ i ≤ n − 1 pour les
re`gles (3.17), (3.18), et (3.19), et 0 ≤ i ≤ n− 2 pour les dernie`res re`gles.
Le syste`me ci-dessus induit une relation de re´e´tiquetage RS sur les arbres de´finie
par : (t, t′) ∈ RS s’il existe un contexte C, et :
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– soit une re`gle b(x1, x2)→ d(x1, x2) de S, et deux termes u1 et u2 tels que
t = C[b(u1, u2)] et t
′ = C[d(u1, u2)],
– soit une re`gle a(b(x1, x2), c(x3, x4)) → d(e(x1, x2), f(x3, x4)) de S, et quatre
termes u1, u2, u3 et u4 tels que
t = C[a(b(u1, u2), c(u3, u4))] et t
′ = C[d(e(u1, u2), f(u3, u4))].
Dans la suite, nous ne faisons pas de distinction entre une re`gle de re´e´criture d’un
syste`me WOS S, et la relation de re´e´tiquetage RS qui lui correspond.
Intuitivement, une re`gle (3.17) correspond a` la monte´e de a. Quand a traverse b,
elle prend sa place et e´tiquette son ancienne place par b′ pour marquer son chemin.
L’ensemble de ces re`gles sera de´note´ par R↑i+1 (elles correspondent a` la monte´e des
lettres a de Si+1). De manie`re similaire, une re`gle (3.18) correspond a` la descente
de a, et une re`gle (3.19) correspond au broadcasting de a. L’ensemble de ces re`gles
sera de´note´ par R↓i+1 (elles correspondent a` la descente des lettres a de Si+1). Finale-
ment, les quatre dernie`res re`gles permettent de passer d’une phase a` une autre. Plus
pre´cise´ment, les re`gles (3.20) correspondent a` un passage inconditionnel, et les re`gles
(3.21), (3.22) et (3.23) a` un passage conditionnel. Cet ensemble de re`gles sera de´note´
par Ri+1→i+2 (elles correspondent au passage de la phase i+1 a` la phase i+2, c-a`-d.,
de la propagation des symboles de Si+1 a` la propagation des symboles de Si+2).
3.2.2.2 Exemples de WOSs
Le syste`me Rpercolate donne´ a` la section 3.2.1.1 est un 1-phase WOS ou` S0 = {⊥},
et S1 = {0, 1}, et l’ensemble des re`gles de re´e´criture correspondant a` Rpercolate est
donne´ par :
⊥(1(x1, x2), 1(x3, x4))→ 1(1(x1, x2), 1(x3, x4))
⊥(1(x1, x2), 0(x3, x4))→ 1(1(x1, x2), 0(x3, x4))
⊥(0(x1, x2), 1(x3, x4))→ 1(0(x1, x2), 1(x3, x4))
⊥(0(x1, x2), 0(x3, x4))→ 0(0(x1, x2), 0(x3, x4))
De meˆme, le syste`me Rparite´ donne´ a` la section 3.2.1.2 est un 1-phase WOS ou`
S0 = {⊥}, et S1 = {0, 1}, et l’ensemble des re`gles de re´e´criture correspondant a` Rparite´
est donne´ par :
⊥(1(x1, x2), 1(x3, x4))→ 0(1(x1, x2), 1(x3, x4))
⊥(1(x1, x2), 0(x3, x4))→ 1(1(x1, x2), 0(x3, x4))
⊥(0(x1, x2), 1(x3, x4))→ 1(0(x1, x2), 1(x3, x4))
⊥(0(x1, x2), 0(x3, x4))→ 0(0(x1, x2), 0(x3, x4))
3.2.3 Analyser les Well-Oriented Systems
Nous montrons dans cette section que pour tout well-oriented system R, R∗ est
une relation de re´e´tiquetage re´gulie`re qui peut eˆtre effectivement construite.
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Lemme 3.2.1 Soit R un n-phase well-oriented system. Alors
R∗ = R∗n ◦ R
∗
n−1→n ◦ R
∗
n−1 ◦ · · · ◦ R
∗
1→2 ◦ R
∗
1.
Preuve : L’application d’une des re`gles (3.17)–(3.23) augmente toujours l’indice des
e´tiquettes des nœuds de l’arbre auxquels la re`gle a e´te´ applique´e. Cette proprie´te´, avec
le fait que les contextes “c1” sont dans Si+1 assure que la phase i + 1 (a ∈ Si+1)
de´pend juste des phases pre´ce´dentes j ≤ i+ 1. Par conse´quent, il est facile de voir que
R∗ = R∗n ◦ R
∗
n−1→n ◦ R
∗
n−1 ◦ · · · ◦ R
∗
1→2 ◦ R
∗
1. 2
Donc, pour calculer R∗, il suffit de calculer les cloˆtures transitives R∗i→i+1, pour
1 ≤ i < n et R∗i pour 1 ≤ i ≤ n. Nous construisons ci-dessous des re´e´tiquetages
correspondant a` ces relations.
3.2.3.1 Construction de R∗i
Nous donnons dans ce qui suit un re´e´tiquetage qui reconnaˆıtR∗i . SoitAi le re´e´tiquetage
Ai = (Q,S,S, F, δ) ou` Q = {q}∪{qc | c ∈ Si}∪{q
a
b′ , q
b
a | a, b
′ ∈ Si, b ∈ Si−1}, F = {q},
et δ est l’ensemble des re`gles de transition suivantes :
(α1) a/a→ q et a/a(q, q)→ q, pour tout a ∈ S,
(α2) c/c→ qc et c/c(q, q)→ qc, pour tout c ∈ Si,
(α3) qa → q, pour tout a ∈ Si,
et tel que :
– si R↑i contient la re`gle
b(a(x1, x2), c(x3, x4))→ a(b
′(x1, x2), c(x3, x4)),
ou` a, b′, c ∈ Si, et b ∈ Si−1, alors la relation de transition δ contient :
(α4) a/b
′(q, q)→ qab′ ,
(α5) a/b
′ → qab′ ,
(α6) b/a(q
a
b′ , qc)→ qa,
(α7) b/b
′(qab′ , qc)→ q
a
b′ ,
(α8) b/d
′(qab′ , qc)→ q
a
d′ , si R
↑
i contient la re`gle
d(a(x1, x2), e(x3, x4))→ a(d
′(x1, x2), e(x3, x4)),
(α9) a/f
′(qfb′ , qg)→ q
a
b′ , si R
↓
i contient la re`gle
b′(f(x1, x2), g(x3, x4))→ f
′(b′(x1, x2), g(x3, x4)),
(α10) a/f
′(qfb′ , q
g
b′)→ q
a
b′ , si R
↓
i contient la re`gle
b′(f(x1, x2), g(x3, x4))→ f
′(b′(x1, x2), b
′(x3, x4)).
– siR↓i contient la re`gle a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), c(x3, x4)), ou` a, b
′, c ∈
Si, et b ∈ Si−1, alors la relation de transition δ contient :
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(α11) b/a→ q
b
a,
(α12) b/a(q, q)→ q
b
a,
(α13) a/b
′(qba, qc)→ qa, a/b
′(qba, qc)→ qb′ ,
(α14) b/b
′(qba, qc)→ q
b
a,
(α15) b/d
′(qda, qe)→ q
b
a, si R
↓
i contient la re`gle
a(d(x1, x2), e(x3, x4))→ d
′(a(x1, x2), e(x3, x4)),
(α16) b/f
′(qfa , q
g
a)→ q
b
a, si R
↓
i contient la re`gle
a(f(x1, x2), g(x3, x4))→ f
′(a(x1, x2), a(x3, x4)),
(α17) a/h
′(qba, qc)→ q
b′
h′ , si R
↑
i contient la re`gle
h(b′(x1, x2), k(x3, x4))→ b
′(h′(x1, x2), k(x3, x4)),
– si R↓i contient la re`gle a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), a(x3, x4)), ou` a, b
′ ∈
Si, et b, c ∈ Si−1, alors la relation de transition δ contient :
(α18) b/a→ q
b
a,
(α19) b/a(q, q)→ q
b
a,
(α20) c/a→ q
c
a,
(α21) c/a(q, q)→ q
c
a,
(α22) a/b
′(qba, q
c
a)→ qa, a/b
′(qba, q
c
a)→ qb′ ,
(α23) b/b
′(qba, q
c
a)→ q
b
a,
(α24) c/b
′(qba, q
c
a)→ q
c
a,
(α25) b/d
′(qda, qe)→ q
b
a, c/d
′(qda, qe)→ q
c
a, si R
↓
i contient la re`gle
a(d(x1, x2), e(x3, x4))→ d
′(a(x1, x2), e(x3, x4)),
(α26) b/f
′(qfa , q
g
a)→ q
b
a, et c/f
′(qfa , q
g
a)→ q
c
a, si R
↓
i contient la re`gle
a(f(x1, x2), g(x3, x4))→ f
′(a(x1, x2), a(x3, x4)),
(α27) a/h
′(qba, q
c
a)→ q
b′
h′ , si R
↑
i contient la re`gle
h(b′(x1, x2), k(x3, x4))→ b
′(h′(x1, x2), k(x3, x4)).
Puisque l’ordre entre les fils n’est pas important, l’automate a pour chaque re`gle de
la forme f/g(q1, q2)→ q une re`gle syme´trique f/g(q2, q1)→ q qui n’est pas repre´sente´e
ci-dessus.
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Intuition. L’automate ci-dessus reconnaˆıt tous les termes de la forme t/t′ tels que t
et t′ soient deux termes ve´rifiant t′ ∈ R∗i (t). L’automate se comporte comme suit : C’est
l’e´tat q qui est l’e´tat final, et qui reconnaˆıt donc ces termes. Les re`gles α1 expriment
que pour tout a ∈ S, a/a ∈ R∗i puisque a/a ∈ IdTS , et que si t1/t
′
1 ∈ R
∗
i et t2/t
′
2 ∈ R
∗
i ,
alors a/a(t1/t
′
1, t2/t
′
2) ∈ R
∗
i .
Un nœud n dans t/t′ est annote´ par qa, a ∈ Si si :
– n est e´tiquete´ par a/a (re`gles α2). Ceci veut dire qu’aucune re´e´criture n’a e´te´
faite a` cette place c-a`-d., l’e´tiquette de ce nœud est la meˆme dans t et t′.
– il existe b ∈ Si tel que n est e´tiquete´ par b/a (re`gles α6). Ceci veut dire qu’une
re´e´criture a e´te´ faite a` ce nœud en appliquant une re`gle b(a(x1, x2), c(x3, x4))→
a(b′(x1, x2), c(x3, x4)). Le nœud n est e´tiquete´ par b dans t et par a dans t
′.
L’e´tat qc dans la partie gauche de la re`gle α6 impose que b ne peut traverser a
que si son “fre`re” est c.
– il existe b′ ∈ Si tel que n est e´tiquete´ par a/b
′. Ceci veut dire qu’une re´e´criture
a e´te´ faite a` ce nœud en utilisant soit une re`gle
a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), c(x3, x4))
(re`gles α13), soit une re`gle
a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), a(x3, x4))
(re`gles α22). Ce nœud peut aussi eˆtre annote´ par qb′ (re`gles α13 et α22).
Dans tous ces cas, un terme t/t′ de racine n est annote´ par qa (a ∈ Si) si t/t
′ est
dans R∗i (ceci explique la re`gle α3), et que n est e´tiquete´ par a soit dans t soit dans t
′,
c-a`-d., si a` cette position il y “avait” ou il y “a” un “a”. Nous avons besoin d’annoter
un tel nœud par qa pour savoir qu’il y a (avait) un “a” a` cette position. Ceci est utile
si a est dans le contexte d’une re`gle de Ri (s’il est le fre`re d’un nœud ou` une re´e´criture
peut se faire). Notons que les re`gles α6 annotent les nœuds e´tiquete´s par b/a seulement
avec qa et pas avec qb. Ceci est duˆ au fait que b ∈ Si−1, et donc “b” ne peut pas eˆtre
le contexte d’une autre re`gle dans Ri, par conse´quent, il est inutile de me´moriser qu’a`
cette position nous avions un “b”.
Maintenant, nous expliquons comment l’automate utilise ces re`gles pour annoter
un terme de R∗i . Soient trois termes t1, t2, et t3 tels que t2 ∈ R
∗
i (t1) et t3 ∈ R
∗
i (t2).
L’automate doit reconnaˆıtre t1/t3. Soit u l’arbre correspondant a` ces termes. Et soient
n1, n2 et n3 trois nœuds de u tels que n1 soit la racine de n2 et n3, n2 e´tant a` gauche
de n3. Il y a plusieurs cas :
– Dans t1, n1 est e´tiquete´ par b, n2 par a, n3 par c, et une re`gle
b(a(x1, x2), c(x3, x4))→ a(b
′(x1, x2), c(x3, x4))
s’applique a` ces trois nœuds pour donner t2. Nous aurons alors que dans t2, n1 est
e´tiquete´ par a, n2 par b
′, et n3 par c. Ensuite, d’autres re´e´critures s’appliquent a`
t2 pour obtenir t3. Nous montrons comment l’automate annote ces nœuds pour
le terme t1/t3 :
– Noeud n1. Il y a deux cas :
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1. n1 est e´tiquete´ par a dans t3, c-a`-d., a ne bouge pas de ce nœud. Dans ce
cas, n1 est e´tiquete´ par b/a dans t1/t3, et est annote´ en utilisant les re`gles
α6 (nous allons voir que n2 est annote´ par q
a
b′ , et n3 par qc).
2. a continue a` monter (elle traverse la racine de n1,...) en appliquant la
meˆme re`gle au dessus, ou une re`gle
d(a(x1, x2), e(x3, x4))→ a(d
′(x1, x2), e(x3, x4)).
Dans ce cas, n1 est e´tiquete´ par b/b
′ ou b/d′ dans t1/t3, et est annote´ en
utilisant les re`gles α7 ou α8.
– Noeud n2. Il y a deux cas :
1. n2 est e´tiquete´ par b
′ dans t3, c-a`-d., b
′ ne bouge pas de ce nœud. Dans ce
cas, n2 est e´tiquete´ par a/b
′ dans t1/t3, et est annote´ par q
a
b′ en utilisant
les re`gles α4 ou α5.
2. b′ descend (elle traverse un des fils de n2,...) en appliquant (par exemple)
une re`gle
b′(f(x1, x2), g(x3, x4))→ f
′(b′(x1, x2), g(x3, x4)).
Dans ce cas, n2 est e´tiquete´ par a/f
′ dans t1/t3, et est annote´ par q
a
b′ en
utilisant les re`gles α9 ou α10.
– Le nœud n3 est annote´ par qc.
– Dans t1, n1 est e´tiquete´ par a, n2 par b, n3 par c, et une re`gle
a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), c(x3, x4))
s’applique a` ces trois nœuds pour donner t2. Nous aurons alors que dans t2, n1 est
e´tiquete´ par b′, n2 par a, et n3 par c. Ensuite, d’autres re´e´critures s’appliquent a`
t2 pour obtenir t3. Nous montrons comment l’automate annote ces nœuds pour
le terme t1/t3 :
– Noeud n1. Il y a deux cas :
1. n1 est e´tiquete´ par b
′ dans t3, c-a`-d., b
′ ne bouge pas de ce nœud. Dans
ce cas, n1 est e´tiquete´ par a/b
′ dans t1/t3, et est annote´ en utilisant les
re`gles α13 (nous allons voir que n2 est annote´ par q
b
a, et n3 par qc).
2. b′ continue a` monter (elle traverse la racine de n1,...) en appliquant une
re`gle
h(b′(x1, x2), k(x3, x4))→ b
′(h′(x1, x2), k(x3, x4)).
Dans ce cas, n1 est e´tiquete´ par a/h
′ dans t1/t3, et est annote´ par q
b′
h′ en
utilisant les re`gles α17.
– Noeud n2. Il y a deux cas :
1. n2 est e´tiquete´ par a dans t3, c-a`-d., a ne bouge pas de ce nœud. Dans ce
cas, n2 est e´tiquete´ par b/a dans t1/t3, et est annote´ en utilisant les re`gles
α11 ou α12.
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2. a descend (elle traverse un des fils de n2,...) en appliquant (par exemple)
une re`gle
a(d(x1, x2), e(x3, x4))→ d
′(a(x1, x2), e(x3, x4)).
Dans ce cas, n2 est e´tiquete´ par b/d
′ dans t1/t3, et est annote´ par q
b
a en
utilisant les re`gles α14, α15, ou α16.
– Le nœud n3 est annote´ par qc.
– Dans t1, n1 est e´tiquete´ par a, n2 par b, et n3 par c, et une re`gle
a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), a(x3, x4))
s’applique a` ces trois nœuds pour donner t2. Les nœuds de t1/t3 sont annote´s
comme pre´ce´demment en utilisant les re`gles (α18)–(α27).
Nous montrons que :
Lemme 3.2.2 R∗i = L(Ai).
Preuve : Nous montrons que pour chaque b ∈ Si−1, et chaque a, b
′ ∈ Si, nous avons :
(A) Lq = R
∗
i ,
(B) Lqa = {u ∈ R
∗
i | racine(u) ∈ {a/a, a/b
′, b/a | b ∈ Si−1 ∪ Si, b
′ ∈ Si}},
(C) Lqa
b′
est l’ensemble des termes u ∈ TS×S t.q. il existe une re`gle
b(a(x1, x2), c(x3, x4))→ a(b
′(x1, x2), c(x3, x4)) ∈ R
↑
i
t.q. b/a(u, c/c) ∈ R∗i , ou b/a(c/c, u) ∈ R
∗
i .
(D) Lqba est l’ensemble des termes u ∈ TS×S t.q. il existe un symbole d, et deux
termes u1 et u2 dans TS×S t.q. u = b/d(u1, u2), et a/d(u1, u2) ∈ R
∗
i .
Montrons les inclusions ⊆ d’abord. Soit donc u tel que u
k
→δ q, u
k
→δ qa, u
k
→δ q
a
b′ ,
ou u
k
→δ q
b
a, respectivement. Nous proce´dons par induction sur k.
– Pour k = 1 :
– si u →δ q, alors u est une feuille e´tiquete´e par b/b pour un certain b dans S
(re`gles α1), c-a`-d., u ∈ R
∗
i ,
– si u→δ qa, alors u est une feuille e´tiquete´e par a/a (re`gles α2), c-a`-d., u ∈ R
∗
i ,
et racine(u) = a/a,
– si u→δ q
a
b′ , alors u est une feuille e´tiquete´e par a/b
′ et b(a(x1, x2), c(x3, x4))→
a(b′(x1, x2), c(x3, x4)) est une re`gle de R
↑
i (re`gles α5). Alors b/a(u, c/c) ∈ R
∗
i ,
et b/a(c/c, u) ∈ R∗i puisque b(c(x1, x2), a(x3, x4))→ a(c(x1, x2), b
′(x3, x4)) est
aussi une re`gle de R↑i .
– si u →δ q
b
a, alors u est une feuille e´tiquete´e par b/a et , nous avons que a/a
est dans R∗i .
– Soit k > 1, et soit u tels que :
– u
k
→δ q, alors ne´cessairement, il existe a ∈ Si tel que :
1. u
k−1
→δ qa →δ q. Par induction, nous avons que u ∈ Lqa ⊆ R
∗
i , ou
2. u = a/a(u1, u2)
k−1
→δ a/a(q, q) →δ q (re`gles α1). Par induction nous avons
que u1, u2 ∈ R
∗
i , et donc u = a/a(u1, u2) ∈ R
∗
i .
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– u
k
→δ qa. Il y a plusieurs cas selon la dernie`re re`gle de transition qui a e´te´
applique´e :
1. u = a/a(u1, u2)
k−1
→δ a/a(q, q) →δ qa (re`gles α2). Comme pre´ce´demment,
nous pouvons de´duire par induction que u ∈ R∗i . En plus, racine(u) = a/a.
2. Il existe une re`gle r = b(a(x1, x2), c(x3, x4))→ a(b
′(x1, x2), c(x3, x4)) dans
R↑i , et u = b/a(u1, u2)
k−1
→δ b/a(q
a
b′ , qc) →δ qa (re`gles α6). Par induc-
tion, puisque u1 ∈ Lqa
b′
et u2 ∈ Lqc , nous avons que b/a(u1, c/c) ∈ R
∗
i ,
u2 ∈ R
∗
i , et la racine n de u2 est e´tiquete´e par c/c, c/d
′, ou d/c, pour
d ∈ Si−1 ∪ Si, et d
′ ∈ Si. Supposons que n est e´tiquete´e par d/c avec
d ∈ Si−1 (les autres cas se traitent de la meˆme manie`re). Soient donc
t1, t2, t3, t
′
1, t
′
2, et t
′
3 tels que u1 = t1/t
′
1 (donc a(t
′
1, c) ∈ R
∗
i
(
b(t1, c)
)
), et
u2 = d/c(t2/t
′
2, t3/t
′
3) (nous avons c(t
′
2, t
′
3) ∈ R
∗
i
(
d(t2, t3)
)
). Alors, u =
b/a(u1, u2) = b/a
(
t1/t
′
1, d/c(t2/t
′
2, t3/t
′
3)
)
∈ R∗i puisque a
(
t′1, c(t
′
2, t
′
3)
)
∈
R∗i
(
b
(
t1, c(t
′
2, t
′
3)
))
, et b
(
t1, c(t
′
2, t
′
3)
)
∈ R∗i
(
b
(
t1, d(t2, t3)
))
.
3. Il existe une re`gle r = a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), c(x3, x4)) dans
R↓i , et u = a/b
′(u1, u2)
k−1
→δ a/b
′(qba, qc)→δ qa (re`gles α13). Par induction,
puisque u1 ∈ Lqba , il existe un symbole e, et des termes t1, t2, t
′
1, et t
′
2
tels que u1 = b/e(t1/t
′
1, t2/t
′
2) et a/e(t1/t
′
1, t2/t
′
2) ∈ R
∗
i . D’un autre coˆte´,
puisque u2 ∈ Lqc , nous avons que u2 ∈ R
∗
i , et la racine n de u2 est
e´tiquete´e par c/c, c/d′, ou d/c, pour d ∈ Si−1 ∪ Si, et d
′ ∈ Si. Supposons
cette fois que n est e´tiquete´e par c/c (les autres cas se traitent de la meˆme
manie`re). Soient donc t3, t4, t
′
3, et t
′
4 tels que u2 = c/c(t3/t
′
3, t4/t
′
4). Il s’en
suit que u = a/b′(u1, u2) ∈ R
∗
i puisque
b′
(
e(t′1, t
′
2), c(t
′
3, t
′
4)
)
∈ R∗i
(
b′
(
a(t1, t2), c(t3, t4)
))
et
b′
(
a(t1, t2), c(t3, t4)
)
∈ r
(
a
(
b(t1, t2), c(t3, t4)
))
4. Le cas ou` u = d/b′(u1, u2)
k−1
→δ d/b
′(qbd, qc) →δ qb′ (re`gles α13), ou` b
′ = a
se traite de manie`re similaire.
5. Les cas ou` une des re`gles α22 est applique´e en dernier se traite de la meˆme
fac¸on.
– Les cas ou` u
k
→δ q
a
b′ et u
k
→δ q
b
a se traitent en suivant le meˆme sche´ma.
Pour l’autre direction, nous montrons par induction sur k que si u ∈ Rki et
racine(u) ∈ {a/a, a/b′, b/a | b ∈ Si−1, b
′ ∈ Si}, alors u ∈ Lqa , ce qui implique, graˆce
aux re`gles α3, que u ∈ Lq.
– si k = 0, alors u est un arbre e´tiquete´ par des a/a pour des lettres a ∈ S. Les
re`gles α1 et α2 impliquent que u
∗
→δ qa.
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– si k > 0. Soit alors u′ ∈ Rk−1i , t1, t2, et t3 tels que u
′ = t1/t2, u = t1/t3, et
t3 ∈ Ri(t2). Soit alors r une re`gle de Ri telle que t3 ∈ r(t2). Il y a trois cas selon
la nature de la re`gle r :
1. r = b(a(x1, x2), c(x3, x4))→ a(b
′(x1, x2), c(x3, x4)). Soient alors deux contextes
C1 et C2, trois symboles g1, g2, et g3, et huit termes v1, v2, v3, v4, v
′
1, v
′
2, v
′
3,
et v′4 tels que
t1 = C1
(
g1
(
g2(v1, v2), g3(v3, v4)
))
,
t2 = C2
(
b
(
a(v′1, v
′
2), c(v
′
3, v
′
4)
))
,
et
t3 = C2
(
a
(
b′(v′1, v
′
2), c(v
′
3, v
′
4)
))
.
Nous en de´duisons que g1 = b puisque b ∈ Si−1, et donc a` cet endroit
aucune re´e´criture n’a e´te´ faite par les re`gles de Ri. Il en de´coule que
a(v′1, v
′
2) ∈ R
k−1
i
(
g2(v1, v2)
)
et que c(v′3, v
′
4) ∈ R
k−1
i
(
g3(v3, v4)
)
. Donc,
g2/a(v1/v
′
1, v2/v
′
2) ∈ R
k−1
i , et g3/c(v3/v
′
3, v4/v
′
4) ∈ R
k−1
i . Donc, par in-
duction, nous avons que
g2/a(v1/v
′
1, v2/v
′
2)
∗
→δ qa→δq
et que
g3/c(v3/v
′
3, v4/v
′
4)
∗
→δ qc→δq.
Il s’en suit par les re`gles α2 que
C1/C2
[
b/b
(
g2/a(v1/v
′
1, v2/v
′
2), g3/c(v3/v
′
3, v4/v
′
4)
)] ∗
→δ C1/C2[b/b(q, q)]
→δC1/C2[qb]
∗
→δ qh.
Nous notons cette de´rivation par (?). Par exemple, si la racine de t1 ou celle
de t2 est e´gale a` h. Nous voulons montrer que
u = C1/C2
[
b/a
(
g2/b
′(v1/v
′
1, v2/v
′
2), g3/c(v3/v
′
3, v4/v
′
4)
)] ∗
→δ qh.
pour ce faire, il suffit de montrer que
b/a
(
g2/b
′(v1/v
′
1, v2/v
′
2), g3/c(v3/v
′
3, v4/v
′
4)
) ∗
→δ
b/a
(
g2/b
′(v1/v
′
1, v2/v
′
2), qc
) ∗
→δ qb.
Donc, en appliquant les re`gles α6, il suffit de montrer que
g2/b
′(v1/v
′
1, v2/v
′
2)
∗
→δ q
a
b′ .
Ceci de´pend de la nature de la lettre g2 :
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– g2 = a, c’est a` dire il n’y a pas eu de re´e´criture a` cette place entre t1 et
t2. Donc v1/v
′
1 et v2/v
′
2 sont dans R
k−1
i . Il s’en suit par induction qu’ils
peuvent eˆtre annote´s par q, et donc, en appliquant les re`gles α4 nous
obtenons que :
(a/b′(v1/v
′
1, v2/v
′
2)
∗
→δ a/b
′(q, q)→δ q
a
b′
– g2 = d. Il y a trois cas selon la dernie`re re`gle qui a e´te´ utilise´e pour
annoter d/a(v1/v
′
1, v2/v
′
2) par qa lors de la de´rivation (?) :
(a) Soit c’est une re`gle α6 qui a e´te´ applique´e. Dans ce cas, il existe
force´ment une re`gle
r′ = d(a(x1, x2), e(x3, x4))→ a(d
′(x1, x2), e(x3, x4))
dans R↑i telle que v1/v
′
1
∗
→δ q
a
d′ et v2/v
′
2
∗
→δ qe. Les re`gles α8 per-
mettent que l’on ait : d/b′(v1/v
′
1, v2/v
′
2)
∗
→δ d/b
′(qad′ , qe)→δq
a
b′
(b) Soit c’est une re`gle α13 qui a e´te´ applique´e. Dans ce cas, il existe
force´ment une re`gle
r′′ = d(f(x1, x2), e(x3, x4))→ f
′(d(x1, x2), e(x3, x4))
dans R↓i telle que f
′ = a et v1/v
′
1
∗
→δ q
f
d et v2/v
′
2
∗
→δ qe. Les re`gles
α17 permettent que l’on ait : d/b
′(v1/v
′
1, v2/v
′
2)
∗
→δ d/b
′(qfd , qe)→δq
a
b′ .
(c) Le cas ou` c’est une des re`gles α22 qui a e´te´ applique´e est similaire au
cas pre´ce´dent.
2. r = a(b(x1, x2), c(x3, x4))→ b
′(a(x1, x2), c(x3, x4)). Soient alors deux contextes
C1 et C2, trois symboles g1, g2, et g3, et huit termes v1, v2, v3, v4, v
′
1, v
′
2, v
′
3,
et v′4 tels que
t1 = C1
(
g1
(
g2(v1, v2), g3(v3, v4)
))
,
t2 = C2
(
a
(
b(v′1, v
′
2), c(v
′
3, v
′
4)
))
,
et
t3 = C2
(
b′
(
a(v′1, v
′
2), c(v
′
3, v
′
4)
))
.
Nous en de´duisons que g2 = b puisque b ∈ Si−1, et donc a` cet endroit
aucune re´e´criture n’a e´te´ faite par les re`gles de Ri. Il en de´coule que
b/b(v1/v
′
1, v2/v
′
2)
∗
→δ q au cours de l’annotation de u
′, puisque b ∈ Si−1,
et donc la seule re`gle possible pour annoter un nœud e´tiquete´ par b/b est
la re`gle α1 : b/b(q, q)→ q. Et donc, pour la meˆme raison,
g1/a
(
b/b(v1/v
′
1, v2/v
′
2), g3/c(v3/v
′
3, v4/v
′
4)
) ∗
→δ g1/a(q, q
′)→δ q
′′,
ou` q′ = q vu la forme des re`gles, et q′′ est un e´tat de l’automate. Nous
en de´duisons que g3/c(v3/v
′
3, v4/v
′
4) ∈ R
∗
i , et plus pre´cise´ment, nous avons
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que g3/c(v3/v
′
3, v4/v
′
4) ∈ R
k−1
i , et donc par induction, nous de´duisons que
g3/c(v3/v
′
3, v4/v
′
4)
∗
→δ qc.
Reprenons l’annotation de u′. Nous avons
u′
∗
→δ C1/C2[q
′′]
∗
→δ qh
pour un certain symbole h. Comme l’e´tiquette de la racine de u est la meˆme
que celle de u′, il faut que nous montrons que u
∗
→δ qh.
En appliquant les re`gles α12, nous obtenons :
g1/b
′
(
b/a(v1/v
′
1, v2/v
′
2), g3/c(v3/v
′
3, v4/v
′
4)
) ∗
→δ g1/b
′(qba, qc).
Nous allons montrer que g1/b
′(qba, qc)→δ q
′′, auquel cas, nous aurons
u
∗
→δ C1/C2[q
′′]
∗
→δ qh.
Il y a trois cas selon la nature de g1 :
(a) g1 = a. Dans ce cas q
′′ = qa (a/a(q, q)→δ qa), et par α13, nous obtenons
a/b′(qba, qc)→δ qa.
(b) g1 = b. Alors q
′′ = qba (b/a(q, q) →δ q
b
a), et par α14, nous obtenons
b/b′(qba, qc)→δ q
b
a.
(c) g1 = d. Alors q
′′ = qda (d/a(q, q) →δ q
d
a), et par α15, nous obtenons
d/b′(qba, qc)→δ q
d
a.
3. Le cas ou` r = a(b(x1, x2), c(x3, x4)) → b
′(a(x1, x2), a(x3, x4)) est similaire
au cas pre´ce´dent.
2
3.2.3.2 Construction de R∗i→i+1
Nous construisons un re´e´tiquetage qui reconnaˆıt R∗i→i+1. Soit le re´e´tiquetage
Ai→i+1 = (Q,S,S, F, δ)
ou` Q = {q} ∪ {qa | a ∈ Si} ∪ {qb/d | b ∈ Si−1, d ∈ Si+1}, F = {q}, et δ est l’ensemble
de re`gles suivantes :
(γ1) a/a→ q et a/a(q, q)→ q, pour chaque a ∈ S,
(γ2) a/a→ qa et a/a(q, q)→ qa, pour chaque a ∈ Si,
(γ3) qa → q, pour chaque a ∈ Si,
(γ4) b/d→ q et b/d(q, q)→ q, pour chaque re`gle b(x1, x2)→ d(x1, x2) de Ri→i+1,
(γ5) b/d(qa, qc)→ q, pour chaque re`gle de Ri→i+1,
b(a(x1, x2), c(x3, x4))→ d(a(x1, x2), c(x3, x4))
(γ6) b/d(q, q)→ qb/d, b/d→ qb/d,
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(γ7) a/a(qb/d, qc)→ qa pour chaque re`gle de Ri→i+1,
a(b(x1, x2), c(x3, x4))→ a(d(x1, x2), c(x3, x4))
(γ8) a/a(qb/d, qc/d)→ qa pour chaque re`gle de Ri→i+1
a(b(x1, x2), c(x3, x4))→ a(d(x1, x2), d(x3, x4)).
Ici aussi, l’automate ci-dessus a pour chaque re`gle de la forme f/g(q1, q2)→ q une
re`gle syme´trique f/g(q2, q1)→ q qui n’est pas repre´sente´e.
Intuitivement, un nœud est annote´ par qa s’il est e´tiquete´ par a/a. Comme pre´ce´dem-
ment, ces e´tats qa sont utiles pour savoir si la contrainte d’une re`gle est valide´e a` un
certain point. Puisque ces contraintes appartiennent juste a` Si, il suffit de me´moriser
les places des symboles a ∈ Si. Un nœud est annote´ par qb/d s’il est e´tiquete´ par b/d
apre`s l’application d’une re`gle de la forme (3.22) ou (3.23). Un nœud annote´ par cet
e´tat doit avoir un pe`re e´tiquete´ avec a/a (les re`gles γ6 et γ7).
Nous montrons que :
Lemme 3.2.3 R∗i→i+1 = L(Ai→i+1).
Preuve :
Nous montrons (comme pre´ce´demment) que :
– Lq = R
∗
i→i+1,
– Lqa = {u ∈ R
∗
i→i+1 | racine(u) = a/a},
– Lqb/d = {u = b/d(u1, u2) | u1 ∈ Ri→i+1, u2 ∈ Ri→i+1}.
2
Nous obtenons alors le re´sultat principal de cette section :
The´ore`me 3.2.1 Soit R un well-oriented system, alors R∗ est une relation de re´e´tique-
tage re´gulie`re et peut eˆtre effectivement repre´sente´e par un re´e´tiquetage.
Preuve : Se de´duit directement des lemmes 3.2.1, 3.2.2, et 3.2.3. 2
3.3 Conclusion
Dans ce chapitre, nous avons contribue´ a` e´tendre l’applicabilite´ du regular model
checking a` la ve´rification des syste`mes parame´tre´s line´aires et arborescents dans deux
sens. D’abord, nous nous sommes inte´resse´s aux syste`mes parame´tre´s line´aires. Nous
avons conside´re´ la classe des relations de semi-commutations, qui est une classe signi-
ficative qui apparaˆıt dans la mode´lisation des syste`mes ou` les communications se font
entre voisins (comme c’est le cas par exemple pour le token passing protocol donne´ a`
l’introdution de la the`se). Comme ces relations ne pre´servent pas la re´gularite´, nous
avons de´fini une sous classe d’expressions re´gulie`res : la classe APC qui est inte´ressante
pour la mode´lisation des syste`mes parame´tre´s (nous re´fe´rons a` tous les exemples de
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protocoles parame´tre´s de´finis sur des structures line´aires donne´s dans ce document).
Nous avons montre´ que cette classe est effectivement ferme´e par semi-commutations,
ce qui permet l’analyse des syste`mes parame´tre´s line´aires mode´lise´s par ces relations.
Nous avons e´galement montre´ comment ce re´sultat peut eˆtre utilise´ pour la ve´rification
des syste`mes parame´tre´s ayant une topologie en anneau ou` l’e´change d’informations
se fait entre les voisins.
Selon notre connaissance, c’est la premie`re fois qu’il est montre´ qu’une sous classe
non-triviale de langages re´guliers satisfait cette proprie´te´. Comme mentionne´ pre´ce´dem-
ment, APC correspond au niveau 3/2 dans la hie´rarchie de Straubing-The´rien, et au
niveau Σ2 dans la hie´rarchie des alternances des quantificateurs de la logique de pre-
mier ordre. Nous avons montre´ que APC correspond au plus haut niveau dans les deux
hie´rarchies qui est ferme´ par semi-commutations.
Dans la deuxie`me partie de ce chapitre, nous nous sommes inte´resse´s aux syste`mes
parame´tre´s arborescents. Nous avons mis en e´vidence une classe de relations de re´e´tique-
tages (la classe des Well-Oriented Systems ou WOS) qui est inte´ressante pour la
mode´lisation des syste`mes ou` la communication a lieu entre les processus pe`re et les
processus fils. Nous avons montre´ que la cloˆture re´flexive-transitive d’une relation de
cette classe est une relation de re´e´tiquetage qui peut eˆtre effectivement construite. Ceci
permet l’analyse des syste`mes parame´tre´s qui peuvent eˆtre mode´lise´s par ce genre de
relations. C’est le cas par exemple des protocoles de´crits dans la section 3.2.1.
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Deuxie`me partie
Ve´rification des programmes
re´cursifs paralle`les par analyse
d’accessibilite´ des PRS
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Introduction
Nous nous inte´ressons dans cette partie et la partie suivante a` l’analyse des pro-
grammes avec re´cursion, cre´ation dynamique de processus paralle`les, et synchronisa-
tion. Dans cette partie, nous de´veloppons notre approche base´e sur le mode`le PRS.
Ce formalisme a e´te´ introduit dans [May98]. Il est plus ge´ne´ral que les syste`mes a`
pile, les syste`mes PA, et les re´seaux de Petri. Nous proposons donc de le conside´rer
pour mode´liser les programmes re´cursifs paralle`les. En effet, les automates a` pile ont
e´te´ propose´s comme un mode`le naturel pour les programmes re´cursifs [EK99, ES01].
Les syste`mes PA sont utilise´s pour abstraire les programmes vers un mode`le qui ne
tient pas compte de la synchronisation et du retour de re´sultats aux proce´dures appe-
lantes [EK99, EP00]. De meˆme, les re´seaux de Petri ont e´te´ utilise´s pour mode´liser les
programmes concurrents avec cre´ation dynamique de processus mais sans re´cursivite´
(dans ce cas, chaque processus est un syste`me fini, mais le nombre des processus a`
un instant donne´ peut eˆtre arbitrairement grand) [BCR01, DBR02]. Les techniques
d’analyse d’accessibilite´ symbolique de ces mode`les sont donc utilise´es pour ve´rifier
ces programmes. Comme le mode`le PRS est plus ge´ne´ral que ces trois formalismes,
nous de´finissons des techniques d’analyse d’accessibilite´ symboliques pour ce mode`le
qui permettent d’e´tendre et d’unifier les approches existantes pour les syste`mes a` pile,
les re´seaux de Petri, et les syste`mes PA. Nous montrons comment utiliser ces tech-
niques dans l’analyse d’accessibilte´ des programmes concurrents paralle`les avec appels
re´cursifs de proce´dures, cre´ation dynamique de processus, et synchronisation.
Dans le chapitre suivant, nous de´finissons ce formalisme et nous donnons une
traduction directe automatisable des programmes vers des PRS. Le PRS obtenu a
en ge´ne´ral plus de comportements que le programme concret, mais nous identifions
une classe inte´ressante de programmes appele´s programmes bien relie´s pour lesquels
notre traduction est exacte. Ces programmes sont plus ge´ne´raux que la classe des
programmes re´cursifs paralle`les qui ne contiennent pas de synchronisation. Nous don-
nons dans les chapitres 5 et 6 des algorithmes qui permettent l’analyse d’accessibilite´
symbolique de ce mode`le.
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Chapitre 4
Mode´lisation des programmes
par des PRS
En ge´ne´ral, les programmes re´cursifs paralle`les sont mode´lise´s par des parallel flow
graphs (PFG). Nous de´crivons ce mode`le dans la premie`re section de ce chapitre.
Ensuite, nous de´finissons le mode`le des Process Rewrite Systems (PRS) introduit par
Mayr [May98]. Nous donnons apre`s une transformation automatisable qui permet de
passer d’un PFG a` un PRS. Le mode`le obtenu a en ge´ne´ral plus de comportements
que le programme originel. Ceci est duˆ au fait que PRS ne permet pas de mode´liser la
synchronisation de manie`re exacte dans tous les contextes. Cette mode´lisation permet
d’avoir une analyse “safe”, dans le sens que si le PRS satisfait une proprie´te´ de suˆrete´,
alors nous pouvons eˆtre suˆrs que le vrai programme aussi la satisfait.
Pour avoir des re´sultats pre´cis, nous de´finissons une classe de programmes que nous
appelons programmes bien relie´s pour lesquels notre transformation est exacte. Cette
classe est assez ge´ne´rale puisqu’elle comprend les programmes re´cursifs ainsi que les
programmes re´cursifs paralle`les sans synchronisation.
Egalement, nous mettons en e´vidence une autre classe importante de programmes
qui peut eˆtre analyse´e sans conside´rer toutes les e´quivalences structurelles de PRS.
Comme nous allons le voir au chapitre suivant, ceci nous permet d’analyser de manie`re
exacte cette classe de programmes.
Nous proposons enfin une traduction qui permet d’abstraire un programme quel-
conque vers un PAD (une sous-classe de PRS qui est plus ge´ne´rale que les syste`mes
a` pile et les syste`mes PA). Cette abstraction est utile car comme nous allons le voir
aux chapitres suivants, il est toujours possible d’analyser exactement les PAD en te-
nant compte de toutes les e´quivalences, alors que ce n’est pas toujours le cas pour les
syste`mes PRS quelconques.
4.1 Parallel flow graphs
Dans le cadre que nous conside´rons, un programme est compose´ d’un nombre fini
de proce´dures. Ces proce´dures peuvent interagir en s’appelant re´cursivement. Plusieurs
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proce´dures peuvent eˆtre appele´es en paralle`le. L’exe´cution de chaque proce´dure de´pend
des valeurs des arguments passe´es par la proce´dure appelante. Quand les proce´dures
appele´es terminent, elles retournent leurs re´sultats a` la proce´dure appelante qui peut
alors poursuivre son exe´cution jusqu’ici suspendue. L’exe´cution commence par une
proce´dure spe´ciale main qui ne peut pas eˆtre appele´e. Les processus paralle`les peuvent
se synchroniser par rendez-vous a` travers des e´missions/re´ceptions de signaux. Un
processus exe´cute une action a! s’il e´met le signal a a` tous les processus qui lui sont
en paralle`le. a? exprime que le processus attend de recevoir le signal a pour exe´cuter
une certaine action.
4.1.1 De´finition des PFG
Comme dans [Mo02, SS00], nous supposons que de tels programmes sont donne´s
sous forme de parallel flow graphs (PFG). Nous supposons que les donne´es de type
infini sont abstraites en des donne´es de type fini en utilisant les techniques standard
d’interpre´tation abstraite [CC77]. Le syste`me abstrait ainsi obtenu peut avoir plus
d’exe´cutions que le programme originel. Par conse´quent, si notre analyse re´ussit a`
montrer que ce syste`me abstrait est correct par rapport a` une proprie´te´ de suˆrete´,
nous pouvons de´duire que le vrai programme est aussi correct.
Soit alors un ensemble fini de signaux (Sig), et un ensemble fini d’instructions Stmt
(pour statement). Une instruction est :
– soit une instruction de base, c-a`-d. une instruction vide skip, ou une affectation
de la forme “v := exp” (ou` v est une variable et exp est une expression) ou une
conditionnelle “if-then-else” ;
– soit une e´mission “a!” d’un signal a de Sig ou une attente de re´ception “a?” d’un
signal a ;
– soit un appel a` une proce´dure “x := call(p)”, ou` x est une variable. Ceci exprime
que la valeur retourne´e par p est stocke´e dans x ;
– soit un appel paralle`le a` n proce´dures “(x1, . . . , xn) := call(p1|| · · · ||pn)”, ou`
les xi sont des variables. Comme pre´ce´demment, ceci exprime que les valeurs
retourne´es par les proce´dures pi sont stocke´es dans les variables xi.
Un parallel flow graph est un ensemble fini de proce´dures Proc dont une proce´dure
spe´ciale main. A chaque proce´dure p est associe´ un control flow graph (CFG) qui
est un graphe dont les nœuds correspondent aux diffe´rents points de controˆle de la
proce´dure, et dont les areˆtes (qui expriment le flot de controˆle) peuvent eˆtre e´tiquete´es
par les instructions de la proce´dure : Une areˆte n1
inst
−→ n2 exprime qu’en exe´cutant
l’instruction inst, la proce´dure passe du point de controˆle n1 au point de controˆle n2.
Formellement, un control flow graph est un quadruplet Gp = (Np, Ep, ep, rp) tels que :
– Np est l’ensemble des points de controˆle de la proce´dure ;
– Ep ⊆ Np × Stmt×Np est l’ensemble des areˆtes ;
– ep est le point d’entre´e de la proce´dure (ep ∈ Np) ;
– rp est le point de retour de la proce´dure (rp ∈ Np).
Pour simplifier la pre´sentation, nous omettons les annotations skip des areˆtes cor-
respondant aux instructions vides. Nous supposons e´galement que les ensembles des
points de controˆles des diffe´rentes proce´dures sont disjoints, c-a`-d., si p et q sont deux
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(x1, x2) := call(p1||p2)
s?
rp2
ep2
x := call(p1)
if x1x2 > 0
else
ep1
rp1
y := call(p2)
x := x + y
if x > 5
s!
else
Proce´dure main
(x1, x2) := call(p1||p2)
if x > 0
x := x + y
rmain
emain
x := x1 + x2
x := x− y
else
Proce´dure p1 Proce´dure p2
Fig. 4.1 – Un exemple de PFG
proce´dures diffe´rentes, alors Np ∩Nq = ∅. Nous posons N =
⋃
p∈Proc
Np l’ensemble des
points de controˆle de tout le programme et E =
⋃
p∈Proc
Ep l’ensemble de toutes les
instructions entre ces diffe´rents points de controˆle.
4.1.2 Exemple
La figure 4.1 montre un exemple de PFG. Il y a une proce´dure main et deux
proce´dures p1 et p2. Ces proce´dures se synchronisent a` travers le signal s. Par exemple,
l’instruction (x1, x2) := call(p1||p2) exprime que les proce´dures p1 et p2 sont appele´es
en paralle`le, et que lorsqu’elles terminent, le re´sultat de p1 est stocke´ dans x1 et celui
de p2 dans x2.
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4.1.3 Se´mantique
Nous de´finissons la se´mantique des PFG en termes d’arbres d’exe´cutions. Nous
nous basons sur la se´mantique pre´sente´e dans [Mo02] qui de´crit les comportements
des PFG sans synchronisation et nous l’e´tendons a` notre cas ou` la synchronisation
est permise. Pour des raisons de simplicite´, nous ne tenons compte que des effets des
diffe´rentes instructions sur les variables locales. Nous ignorons les variables globales.
Donc, les configurations de´crites par la se´mantique ne repre´sentent que le controˆle et
les valeurs des variables locales des proce´dures. Nous supposons pour simplifier que
toutes les proce´dures ont le meˆme ensemble de variables locales.
Dans un programme se´quentiel, une configuration est repre´sente´e par une se´quence
de paires (n, loc) ou` n est un nœud de N , et loc un vecteur correspondant aux valeurs
des diffe´rentes variables locales atteintes par le programme au nœud n. Cette se´quence
mode´lise une pile d’adresses de retour. Dans les PFG, les proce´dures peuvent aussi
eˆtre appele´es en paralle`le. Les configurations seront alors des arbres. Chaque nœud
de l’arbre est e´tiquete´ par une paire (n, loc). Le degre´ d’un nœud interne de l’arbre
est soit 1 soit k. Les nœuds de degre´ 1 correspondent aux adresses de retour pour des
appels se´quentiels d’une proce´dure. Les nœuds de degre´ k correspondent aux adresses
de retour des appels paralle`les p1|| · · · ||pk. Les points de controˆle actifs sont situe´s aux
feuilles de l’arbre. Donc les transitions qui permettent de passer d’une configuration
a` une autre s’appliquent aux feuilles. La configuration initiale du programme est sim-
plement un nœud (emain, loc) correspondant au point d’entre´e de la proce´dure initiale
main du programme et aux valeurs des arguments avec lesquels elle a e´te´ appele´e.
Pour des raisons de simplicite´, nous e´crivons un arbre dont la racine est e´tiquete´e par
v et a dans l’ordre A1, . . . , Ak comme sous arbres sous la forme v(A1, . . . , Ak). Les
configurations e´voluent au cours de l’exe´cution de la manie`re suivante :
Instruction de base : Nous passons d’une configuration c a` une configuration c′ en
exe´cutant une instruction de base n1
inst−−−→n2 du PFG s’il existe dans c une feuille ou`
n1 est actif et que c
′ est obtenu en substituant dans c cette occurrence active (n1, loc1)
par (n2, loc2), ou` loc2 est le re´sultat de l’application de l’instruction inst aux valeurs
loc1. Plus pre´cise´ment, si inst est une instruction vide, alors loc2 = loc1. Si inst est
une affectation, loc2 est le re´sultat de l’application de cette affectation a` loc1. Si inst
est une conditionnelle “if-then-else”, alors loc2 = loc1 si loc1 satisfait la condition,
sinon la transition n’est pas prise.
Appel d’une proce´dure : Nous passons d’une configuration c a` une configuration
c′ en appelant une proce´dure p : n1
x:=call(p)
−−−−−−−→n2 s’il existe dans c une feuille ou`
n1 est actif et que c
′ est obtenue en substituant cette feuille (n1, loc) par la se´quence
(n2, loc)
(
(ep, locp)
)
, ou` locp correspond aux valeurs des arguments passe´s a` la proce´dure
p. Ceci exprime que ep devient actif avec les valeurs locp et que quand l’exe´cution de
p termine, c’est n2 qui devient actif.
Lorsque p termine, elle doit rendre son re´sultat a` la proce´dure qui l’a appele´e.
Donc une configuration de la forme (n2, loc)
(
(rp, loc
′
p)
)
(ou` rp est le point de retour de
la proce´dure p) se transforme en (n2, loc
′), ou` loc′ repre´sente les nouvelles valeurs des
variables au point n2. Ces nouvelles valeurs sont telles que si une variable est diffe´rente
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de x, sa valeur dans loc′ est la meˆme que dans loc. Sinon, x prend la valeur retourne´e
par p. Cette valeur est de´termine´e a` partir de loc′p.
Appel paralle`le : Nous passons d’une configuration c a` une configuration c′ en
appelant k proce´dures p1, . . . , pk : n1
(x1,...,xk):=call(p1||···||pk)−−−−−−−−−−−−−−−−−−→n2 s’il existe dans c
une feuille ou` n1 est actif et que c
′ est obtenue en substituant cette feuille (n1, loc)
par le sous arbre (n2, loc)
(
(ep1 , loc1), . . . , (epk , lock)
)
ayant (n2, loc) comme racine et
(ep1 , loc1), . . . , (epk , lock) comme feuilles ; ou` loci correspond aux valeurs des arguments
passe´s a` la proce´dure pi. Ceci exprime que les epi deviennent actifs avec les valeurs
loci des variables.
Dans ce cas, quand les pi terminent, elles retournent leurs re´sultats a` n2. Donc,
comme pre´ce´demment, une configuration de la forme (n2, loc)
(
(rp1 , loc
′
1), . . . , (rpk , loc
′
k)
)
(les rpi e´tant les points de retour des proce´dures pi) se transforme en (n2, loc
′), ou` loc′
repre´sente les nouvelles valeurs des variables au point n2. Ces nouvelles valeurs sont
telles que les xi prennent les valeurs retourne´es par les pi (a` partir des loc
′
i), et les
autres variables gardent les meˆmes valeurs qu’elles avaient dans loc.
Synchronisation : Nous passons d’une configuration c a` une configuration c′ en
exe´cutant une action de synchronisation : n1
a!−−→n2 et m1
a?−−→m2 s’il existe dans c
une feuille ou` n1 est actif et une autre ou` m1 est actif, et que c
′ est obtenue en
substituant la feuille (n1, loc) par (n2, loc) et la feuille (m1, loc
′) par (m2, loc
′).
4.2 Process Rewrite Systems : De´finition
Nous de´finissons dans cette section les Process Rewrite Systems que nous utiliserons
pour mode´liser les PFGs.
4.2.1 Syntaxe
Soit V ar = {X,Y, . . .} un ensemble de variables de processus, et T un ensemble de
termes de processus t de´fini par la syntaxe suivante, ou` X est une constante arbitraire
de V ar :
t ::= 0 | X | t · t | t||t
Intuitivement, 0 est le processus nul et “.” (resp. “||”) de´note la composition se´quentielle
(resp. composition paralle`le asynchrone).
De´finition 4.2.1 (Classes de termes de processus) Nous distinguons quatre classes
de termes de processus :
1 Les variables de processus X,
S Les termes qui sont soit le processus nul 0, soit une variable de processus X,
soit une composition se´quentielle de variables de processus. De tels termes sont
appele´s seq-termes. Puisque “·” est associatif, un seq-terme peut eˆtre e´crit sous
la forme X1 · · ·Xn.
P Les termes qui sont soit le processus nul 0, soit une variable de processus X, soit
une composition paralle`le de variables de processus. De tels termes sont appele´s
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paral-termes. Puisque “||” est associatif, un paral-terme peut eˆtre e´crit sous la
forme X1|| · · · ||Xn.
G Les termes ge´ne´raux avec des imbrications arbitraires des ope´rateurs “||” et “·”
tels que
(
X||(Y · Z)
)
·W .
Il est facile de voir que 1 est une sous classe de S et P, qui sont des sous classes
de G ; que S et P sont incomparables ; et que S∩P=1∪{0}.
De´finition 4.2.2 ([May98]) Soient α, β ∈ {1, S, P,G}. Un (α, β)-Process Rewrite
System ((α, β)-PRS) est un ensemble fini de re`gles de la forme l → r, ou` l ∈ α 1 et
r ∈ β. Un (G,G)-PRS est appele´ PRS.
4.2.2 Se´mantique
Un PRS R induit une relation de transition →R sur T de´finie par les re`gles
d’infe´rence suivantes :
t1 → t2 ∈ R
t1 →R t2
;
t1 →R t
′
1
t1||t2 →R t′1||t2
;
t1 →R t
′
1
t1 · t2 →R t′1 · t2
;
t2 →R t
′
2
t1||t2 →R t1||t′2
;
t1 ∼0 0 , t2 →R t
′
2
t1 · t2 →R t1 · t′2
ou` ∼0 est une e´quivalence entre les termes de processus qui identifie les processus nuls.
Elle exprime la neutralite´ du processus nul “0” par rapport a` “||”, et “.” :
A1 : t · 0 ∼0 0 · t ∼0 t||0 ∼0 0||t ∼0 t
Nous conside´rons l’e´quivalence structurelle ∼ ge´ne´re´e par les axiomes A1 et les
axiomes suivants :
A2 : (t · t′) · t′′ ∼ t · (t′ · t′′) : associativite´ de “.”,
A3 : t||t′ ∼ t′||t : commutativite´ de “||”,
A4 : (t||t′)||t′′ ∼ t||(t′||t′′) : associativite´ de ‘||”.
Nous de´notons par ∼s l’e´quivalence induite par les axiomes A1 et A2, et par ∼||
l’e´quivalence induite par les axiomes A1, A3, et A4.
Soit ≡ une e´quivalence de l’ensemble {=,∼0,∼s,∼||,∼}, ou` = correspond a` l’iden-
tite´ entre les termes. Nous de´notons par [t]≡ la classe d’e´quivalence modulo ≡ du
terme de processus t, c-a`-d., [t]≡ = {t
′ ∈ T | t ≡ t′}. Cette de´finition est e´tendue
aux ensembles de termes de manie`re directe. ≡ induit une relation de transition⇒≡,R
de´finie comme suit :
∀t, t′ ∈ T , t⇒≡,R t
′ ssi ∃u, u′ ∈ T t.q. t ≡ u, u→R u
′, et u′ ≡ t′
Soit
∗
⇒≡,R la cloˆture re´flexive-transitive de ⇒≡,R. Soient PostR,≡(t) = {t
′ ∈ T |
t ⇒≡,R t
′}, PreR,≡(t) = {t
′ ∈ T | t′ ⇒≡,R t}, Post
∗
R,≡(t) = {t
′ ∈ T | t
∗
⇒≡,R t
′},
et Pre∗R,≡(t) = {t
′ ∈ T | t′
∗
⇒≡,R t}. Soit Post
∗
R(t) = Post
∗
R,∼(t) et Pre
∗
R(t) =
Pre∗R,∼(t). Nous e´crivons e´galement R(t) pour repre´senter PostR(t) et R
∗(t) pour
1Dans la de´finition introduite par Mayr, l doit eˆtre diffe´rent de 0. Ici, nous ne conside´rons pas
cette restriction.
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repre´senter Post∗R(t). Ces de´finitions sont e´tendues aux ensembles de termes de manie`re
standard . Nous omettons l’indice R quand aucune confusion n’est possible.
Etant donne´ un PRS R, nous de´notons par R−1 le PRS obtenu en e´changeant
les membres gauches et droits des re`gles de R. Notons que pour chaque ensemble de
termes de processus L, Pre∗R,≡(L) = Post
∗
R−1,≡(L).
4.2.3 Forme normale
Nous de´finissons une forme normale des PRS comme suit :
De´finition 4.2.3 Un PRS R est en forme normale ssi toutes les re`gles de R ont l’une
des deux formes suivantes :
Par-re`gle t1−→ t2 ou` t1 et t2 sont de la forme 0, X, ou X||Y ;
Seq-re`gle t1−→ t2 ou` t1 et t2 sont de la forme 0, X, ou X · Y ;
ou` X et Y sont des variables de processus.
Nous montrons que l’analyse d’accessibilite´ des PRS peut eˆtre re´duite a` l’analyse
d’accessibilite´ des PRS sous forme normale.
Lemme 4.2.1 Soit R un PRS de´fini sur les variables de V ar, et L un ensemble
de termes de processus sur V ar. Alors, nous pouvons effectivement calculer un PRS
R′ sous forme normale sur un ensemble de variables V ar′ ⊇ V ar, et deux relations
re´gulie`res d’arbres S1 et S2 telles que Post
∗
R(L) est e´gal aux termes de
S2
(
Post∗R′
(
S1(L)
))
qui ne contiennent que des variables de V ar.
Preuve :
Ceci de´coule directement du re´sultat suivant prouve´ dans [May98] :
Soit R un PRS utilisant des variables de V ar. Soient t1 et t2 deux termes
de processus sur V ar. Alors, nous pouvons effectivement calculer un PRS
R′ sur un ensemble de variables V ar′ ⊇ V ar, et deux termes t′1 et t
′
2,
obtenus respectivement par des substitutions de t1 et t2, tels que :
1. toutes les re`gles de R′ sont soit des seq-re`gles, soit des re`gles de la
forme X1|| · · · ||Xk−→Y1|| · · · ||Yn, ou` les Xi et les Yi sont des variables
de processus ;
2. t2 ∈ Post
∗
R(t1)⇐⇒ t
′
2 ∈ Post
∗
R′(t
′
1).
Pour obtenir notre lemme, il suffit de voir qu’une re`gle de la forme
X1|| · · · ||Xk−→Y1|| · · · ||Yn
peut eˆtre simule´e par des par-re`gles : une re`gle u1||u2 → u peut eˆtre remplace´e par les
re`gles u1 → Z1, u2 → Z2, et Z1||Z2 → u. De meˆme, une re`gle u → u1||u2 est simule´e
par les re`gles u→ Z1||Z2, Z1 → u1, et Z2 → u2. 2
Nous supposons alors dans les chapitres 5 et 6 consacre´s a` l’analyse d’accessibilite´
des PRS, que les PRS conside´re´s sont sous forme normale.
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PRS (G,G)
PA (1,G)
PAD (S,G) PAN (P,G)
Re´seaux de Petri (P,P)
BPP (1,P)BPA (1,S)
Syste`mes finis (1,1)
Syste`mes (S,S)
a` Pile
Fig. 4.2 – La hie´rarchie PRS
4.3 Les sous classes de PRS
PRS comprend des classes correspondant a` des mode`les bien connus de syste`mes
infinis tels que les syste`mes a` piles, les re´seaux de Petri, les alge`bres de processus BPP,
BPA, PA, etc. Ces classes sont obtenues en conside´rant diffe´rentes restrictions sur les
termes apparaissant dans les membres gauches et droits des re`gles. La figure 4.2 montre
une description de la hie´rarchie des mode`les (α, β)-PRS. Cette hie´rarchie est stricte
par rapport a` la bisimulation des graphes de transitions ge´ne´re´s [May98] 2. Diffe´rentes
classes de cette hie´rarchie ont e´te´ e´tudie´es de manie`re intensive ces dernie`res anne´es.
Dans [May98], Mayr donne une bonne vue d’ensemble sur les diffe´rents re´sultats connus
pour ces classes. Nous montrons ci-apre`s le lien entre ces diffe´rents mode`les connus et
les (α, β)-PRS.
4.3.1 (P, P )-PRS = Syste`mes de re´e´criture de multiensembles
Un (P, P )-PRS est un PRS dont toutes les re`gles sont de la forme X1|| · · · ||Xi →
Y1|| · · · ||Yk. Puisque l’ope´rateur “||” est associatif et commutatif, l’unique information
importante code´e dans un paral-terme X1|| · · · ||Xk est le nombre d’occurrences de
chaque variable. Par conse´quent, chaque paral-terme X1|| · · · ||Xk peut eˆtre vu comme
un multiensemble, et un (P, P )-PRS comme un syste`me de re´e´criture de multien-
sembles.
Ces syste`mes sont aussi e´quivalents aux re´seaux de Petri. En effet, nous pouvons
2Dans la de´finition introduite par Mayr, les re`gles PRS sont sous la forme t1
a
−→ t2 ou` a est une
action.
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traduire un (P, P )-PRS vers un re´seau de Petri et vice-versa comme suit : chaque
variable de processus X correspond a` une place p du re´seau de Petri, et chaque paral-
terme correspond a` un marquage. Le nombre d’occurrences d’une variable X dans un
paral-terme correspond au nombre de jetons pre´sents dans la place p. Chaque re`gle du
(P, P )-PRS correspond a` une transition du re´seau de Petri. Elle ne peut eˆtre applique´e
que s’il y a assez de variables dans le paral-terme, c-a`-d., s’il y a assez de jetons dans
les places correspondantes du re´seau de Petri. Dans ce document, nous ne faisons pas
de distinction entre un (P, P )-PRS, un syste`me de re´e´criture de multiensembles, et un
re´seau de Petri.
Ces syste`mes sont utilise´s pour mode´liser les programmes paralle`les concurrents
avec cre´ation dynamique de processus et synchronisation, mais sans re´cursion [BCR01,
DBR02].
4.3.2 (S, S)-PRS = Syste`mes de re´e´criture pre´fixe
(S, S)-PRS correspond par de´finition a` la classe des syste`mes de re´e´criture pre´fixe.
Ces syste`mes sont e´quivalents aux automates a` pile, qui sont des automates qui mani-
pulent des piles et qui ont des re`gles de la forme
〈p, γ〉
a
↪→ 〈q, w〉
exprimant que si l’automate est dans l’e´tat de controˆle p avec le symbole γ en teˆte de
pile, il peut passer a` l’e´tat de controˆle q, de´piler γ, et empiler w (voir le chapitre 7
pour la de´finition formelle des automates a` pile).
Les transitions d’un automate a` pile peuvent eˆtre repre´sente´es par un (S, S)-PRS
comme suit : La re`gle ci-dessus peut eˆtre repre´sente´e par la (S, S)-PRS re`gle
p · γ
a
→ q · w.
Pour l’autre sens, Caucal [Cau92] a montre´ qu’un (S, S)-PRS est e´quivalent a` un
syste`me a` pile, dans le sens de l’isomorphisme des syste`mes de transitions ge´ne´re´s.
Ces syste`mes sont utilise´s pour le model-checking des programmes se´quentiels
re´cursifs ayant des variables globales et des appels re´cursifs de proce´dures [EK99,
ES01].
4.3.3 (1, S)-PRS = Basic Process Algebra (BPA)
Un (1, S)-PRS est un PRS dont toutes les re`gles sont de la forme X → X1 · · ·Xn,
c-a`-d., ils sont des syste`mes de re´e´criture pre´fixe ou` tous les membres gauches des
re`gles sont des constantes. Ils peuvent eˆtre vus comme des syste`mes a` pile avec un
seul e´tat de controˆle. Ces mode`les sont donc plus faibles que les syste`mes a` pile. Cette
classe est aussi e´quivalente a` la classe des processus hors-contexte [BE97], et a` celle
des Basic Process Algebra (BPA) de Bergstra et Klop [BK85].
4.3.4 (1, P )-PRS = BPP
Un (1, P )-PRS est un PRS dont les re`gles sont de la forme X → X1|| · · · ||Xi. Ils
sont donc des syste`mes de re´e´criture de multiensembles ou` les membres gauches des
83
re`gles sont des constantes. Ces syste`mes sont e´quivalents aux re´seaux de Petri sans
synchronisation. Ils sont aussi e´quivalents aux Basic Parallel Processes (BPP), une
sous classe de CCS introduite par Christensen [Chr93].
4.3.5 (1, G)-PRS = Syste`mes PA
Ces syste`mes sont des PRS dont les membres gauches des re`gles sont des constantes.
Ils peuvent eˆtre vus comme l’union d’un BPA et d’un BPP. Le lien entre programmes
paralle`les et syste`mes PA a e´te´ e´tabli dans [EK99, EP00], ou` les auteurs proposent
d’abstraire un programme paralle`le par un syste`me PA en oubliant la synchronisation
et les re´sultats de retour des proce´dures appele´es.
4.3.6 (S,G)-PRS = PAD
Ces syste`mes correspondent a` des PRS dont tous les membres gauches des termes
sont des seq-termes. Le nom de la classe a e´te´ introduit par Mayr pour exprimer
que ces syste`mes sont l’union d’un syste`me PA et d’un syste`me de re´e´criture pre´fixe
(ou syste`me PushDown) : PAD=PA+PD. Ces syste`mes peuvent aussi eˆtre vus comme
l’union d’un BPP et d’un syste`me de re´e´criture pre´fixe. Nous proposons dans la section
4.4.4 une transformation qui permet de calculer un PAD qui abstrait un programme
paralle`le re´cursif. L’absraction que nous proposons est plus pre´cise que celle donne´e
dans [EK99, EP00] puisqu’elle tient compte des valeurs de retour des proce´dures ap-
pele´es.
4.3.7 (P,G)-PRS = PAN
Le nom de la classe a e´te´ introduit par Mayr pour exprimer que ces syste`mes com-
prennent a` la fois PA et les re´seaux de Petri (PN) : PAN=PA+PN. Ces syste`mes
permettent de mode´liser les programmes paralle`les avec cre´ation dynamique et syn-
chronisation, mais sans variables de retour.
4.3.8 PRS[C]
Comme nous allons nous inte´resser au calcul des ensembles des accessibles, nous
pouvons toujours supposer qu’un PRS R est une union d’un syste`me de re´e´criture
pre´fixe Rs et d’un syste`me de re´e´criture de multiensembles Rp (lemme 4.2.1). Soit C
une classe de syste`mes de re´e´criture de multiensembles, nous de´finissons PRS[C] comme
la classe des PRS R qui sont l’union d’un syste`me de re´e´criture pre´fixe et d’un syste`me
de re´e´criture de multiensembles dans C. Par exemple, PRS[BPP] est pre´cise´ment la
classe PAD.
Etant donne´e une classe C de PRS, nous de´notons par co-C la classe duale de C,
qui est la classe de tous les syste`mes R tels que R−1 est dans C. Il est alors clair que
PRS=co-PRS, et il en est de meˆme pour les classes des syste`mes de re´e´criture pre´fixe
et de multiensembles.
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4.4 Mode´liser les PFG par des PRS
Nous montrons dans cette section comment passer d’un programme donne´ sous
forme d’un PFG a` un syste`me PRS qui a en ge´ne´ral plus de comportements que le
programme initial (ce qui permet de s’assurer de la correction de ce dernier par rapport
a` une proprie´te´ de suˆrete´ si le syste`me PRS satisfait cette proprie´te´). Nous donnons
des conditions suffisantes que doit satisfaire un PFG d’un programme pour que le
PRS obtenu mode´lise exactement ses comportements. Nous proposons e´galement une
transformation qui permet d’abstraire un programme quelconque vers un PAD. Cette
abstraction est utile puisque nous donnons dans les chapitres 5 et 6 des algorithmes
de calcul des ensembles des accessibles de ces syste`mes, ce calcul n’e´tant pas toujours
possible pour tous les PRS.
4.4.1 Ensemble des termes de processus
Pour mode´liser un programme par un PRS, nous proce´dons comme suit : L’en-
semble des variables de processus V ar est l’ensemble de toutes les paires (n, loc) du
programme, et les termes de processus correspondent aux arbres d’exe´cutions. Plus
pre´cise´ment, nous associons a` chaque arbre d’exe´cutions un terme de processus de´fini
de manie`re inductive comme suit :
– une feuille (n, loc) de l’arbre est repre´sente´e par la variable (n, loc) ;
– un arbre de la forme (n, loc)(A), ou` A est un sous-arbre, est repre´sente´ par le
terme t · (n, loc), ou` t est le terme correspondant a` l’arbre A. Avec la se´mantique
de re´e´criture pre´fixe du “·”, ceci pre´serve le fait que (n, loc) ne peut pas se re´e´crire
(n’est pas actif) tant que t n’est pas nul (c-a`-d., tant que A n’a pas termine´ son
exe´cution) ;
– un arbre de la forme (n, loc)(A1, . . . , Ak), ou` les Ai sont des sous-arbres, est
repre´sente´ par le terme (t1|| · · · ||tk) · (n, loc), ou` les ti sont les termes corres-
pondant aux arbres Ai. Comme le “·” a une strate´gie de re´e´criture pre´fixe, ceci
exprime aussi que ce sont les ti (ou de manie`re e´quivalente les Ai) qui s’exe´cutent
en premier en paralle`le, et qu’a` leur terminaison, (n, loc) devient actif.
Nous disons que n ou (n, loc) est actif dans un terme t ssi il l’est dans l’arbre d’exe´cutions
correspondant a` t.
4.4.2 Ensemble des re`gles
Avec cette mode´lisation, la se´mantique des PFG, de´crite pre´ce´demment (dans la
section 4.1) en termes d’arbres d’exe´cutions, peut eˆtre repre´sente´e de manie`re directe
par des re`gles PRS comme suit :
Une instruction de base n1
inst−−−→n2 est repre´sente´e par une re`gle de la forme
(n1, loc1)→ (n2, loc2)
ou` loc1 et loc2 sont les valeurs des variables avant et apre`s l’application de cette
instruction.
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Un appel re´cursif n1
x:=call(p)
−−−−−−−→n2 est repre´sente´ par la re`gle d’appel
(n1, loc)→ (ep, locp) · (n2, loc)
et la re`gle de retour de re´sultat
(rp, loc
′
p) · (n2, loc)→ (n2, loc
′)
ou` les valeurs des variables locales sont telles que de´crites pre´ce´demment, c-a`-d., locp
correspond aux valeurs des arguments passe´s a` la proce´dure p, loc′p me´morise les valeurs
des variables de p a` sa terminaison, et loc′ est tel que les variables diffe´rentes de x
gardent leurs valeurs de loc, et x prend la valeur retourne´e par p et de´termine´e a` partir
de loc′p.
Un appel paralle`le n1
(x1,...,xk):=call(p1||···||pk)−−−−−−−−−−−−−−−−−−→n2 est mode´lise´ par la re`gle d’appel pa-
ralle`le
(n1, loc)→
(
(ep1 , loc1)|| · · · ||(epk , lock)
)
· (n2, loc)
et la re`gle de retour des re´sultats(
(rp1 , loc
′
1)|| · · · ||(rpk , loc
′
k)
)
· (n2, loc)→ (n2, loc
′)
Ici aussi les valeurs des variables locales sont telles que de´finies dans la description de
la se´mantique des PFG, c-a`-d., loci correspond aux valeurs des arguments passe´s a` la
proce´dure pi, loc
′
i sont les valeurs des variables locales de pi a` sa terminaison, et loc
′
est tel que les xi prennent les valeurs retourne´es par les pi de´termine´es a` partir de loc
′
i,
et les autres variables gardent leurs valeurs dans loc.
Seulement, pour mode´liser la synchronisation repre´sente´e par deux instructions de
la forme n1
a!−−→m1 et n2
a?−−→m2 il nous faut une infinite´ de re`gles PRS. En effet, ces
instructions expriment que si les deux points n1 et n2 sont actifs, alors ils peuvent se
synchroniser a` travers le signal a et passent aux points de controˆle m1 et m2. Donc,
pour repre´senter ces instructions, nous devons avoir une re`gle de la forme
(n1, loc1)||(n2, loc2)→ (m1, loc1)||(m2, loc2)
3
qui permet aux points paralle`les n1 et n2 de se synchroniser et d’avancer simul-
tane´ment. Nous devons aussi avoir la re`gle(
(n1, loc1) · (l1, loc
′
1)
)
||(n2, loc2)→
(
(m1, loc1) · (l1, loc
′
1)
)
||(m2, loc2)
puisque (n1, loc1) et (n2, loc2) sont actifs dans le terme
(
(n1, loc1)·(l1, loc
′
1)
)
||(n2, loc2).
En fait, nous devons conside´rer toutes les re`gles dont le membre gauche est de la forme(
(n1, loc1) · (l1, loc
′
1) · · · (lk, loc
′
k)
)
||
(
(n2, loc2) · (l
′
1, loc
′′
1) · · · (l
′
k′ , loc
′′
k′)
)
puisque dans ces termes (n1, loc1) et (n2, loc2) sont actifs. Comme il y a une infinite´
de tels termes, nous ne pouvons, dans le cas ge´ne´ral, repre´senter la synchronisation de
manie`re exacte par des re`gles PRS.
Pour contourner ce proble`me, nous proce´dons en deux e´tapes :
3Comme “||” est associatif/commutatif, cette re`gle peut s’appliquer a` tous les termes ou` (n1, loc1)
et (n2, loc2) sont se´pare´s par des “||”.
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1. Nous de´tectons les points du programme pour lesquels il n’est pas possible d’at-
teindre ce nombre infini de situations a` partir du point initial du programme.
Plus pre´cise´ment, nous de´tectons les points n1, n2 tels que a` chaque fois que
deux occurrences de n1 et n2 sont actives dans un terme accessible t, alors elles
apparaissent dans un sous terme de t de la forme(
(n1, loc1) · (l1, loc
′
1) · · · (lk, loc
′
k)
)
||
(
(n2, loc2) · (l
′
1, loc
′′
1) · · · (l
′
k′ , loc
′′
k′)
)
ou` k et k′ sont borne´s par une constante fixe´e K (les termes sont bien suˆr
conside´re´s modulo associativite´/commutativite´ du “||”). Pour ces points, la syn-
chronisation peut eˆtre repre´sente´e de manie`re exacte par les re`gles PRS sui-
vantes :(
(n1, loc1)·(l1, loc
′
1) · · · (lk, loc
′
k)
)
||
(
(n2, loc2)·(l
′
1, loc
′′
1) · · · (l
′
k′ , loc
′′
k′)
)
→
(
(m1, loc1)·
(l1, loc
′
1) · · · (lk, loc
′
k)
)
||
(
(m2, loc2) · (l
′
1, loc
′′
1) · · · (l
′
k′ , loc
′′
k′)
)
ou` k, k′ ≤ K.
2. Pour les points qui ne satisfont pas cette condition et qui peuvent se synchroni-
ser, comme nous n’avons aucun moyen de mode´liser cette synchronisation, nous
leur permettons d’avancer chacun de son coˆte´ sans communiquer avec ses parte-
naires. Ceci introduit dans le mode`le des comportements qui n’apparaissent pas
dans le vrai programme, mais e´vite d’introduire dans le mode`le des blocages qui
n’existeraient pas dans le vrai programme. Donc si n1 et n2 sont deux points
quelconques du programme, nous mode´lisons les deux instructions n1
a!−−→m1 et
n2
a?−−→m2 par les deux re`gles
(n1, loc1)→ (m1, loc1) et (n2, loc2)→ (m2, loc2) (4.1)
qui permettent a` chaque point d’avancer tout seul sans se synchroniser.
Comme ces re`gles introduisent dans le mode`le des comportements qui n’existent
pas dans le programme, nous pouvons de´duire que le vrai programme est correct
par rapport a` une proprie´te´ de suˆrete´ si ce mode`le l’est. Cette fac¸on de faire est
la seule manie`re que nous avons trouve´ pour mode´liser, quand il est possible, la
synchronisation, tout en e´vitant d’introduire des blocages.
Dans ce qui suit, nous nous restreignons pour simplifier la pre´sentation a` la de´tection
des points ou` la seule situation possible, atteignable a` partir du point initial du pro-
gramme, ou` n1 et n2 sont tous les deux actifs est d’avoir un sous terme de la forme
(modulo associativite´/commutativite´ du “||”)
(n1, loc1)||(n2, loc2)
C’est-a`-dire qu’aucun terme contenant un sous terme de la forme(
(n1, loc1) · (l1, loc
′
1) · · · (lk, loc
′
k)
)
||
(
(n2, loc2) · (l
′
1, loc
′′
1) · · · (l
′
k′ , loc
′′
k′)
)
ou` k et k′ sont ≥ 1 ne peut eˆtre atteint a` partir du point de de´part du programme. Nous
disons que ces points satisfont la condition Cond. Pour ces points, nous repre´sentons
la synchronisation de manie`re exacte par la re`gle PRS
(n1, loc1)||(n2, loc2)→ (m1, loc1)||(m2, loc2)
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Nous conside´rons bien suˆr les re`gles 4.1 pour les points qui ne satisfont pas cette
condition. Notre mode´lisation peut eˆtre e´tendue de manie`re directe aux autres cas (ou`
K > 1). Nous proposons dans la section suivante une condition qui permet de de´tecter
de tels points.
4.4.2.1 Points bien relie´s
Pour de´tecter les points du programme qui satisfont la condition Cond, nous
de´finissons un graphe qui de´termine les de´pendances entre les diffe´rents points du
PFG, et nous donnons une condition statique sur ce graphe qui permet de de´terminer
si deux points satisfont Cond. Nous introduisons alors la notion de graphe relationnel
comme suit :
De´finition 4.4.1 (Graphe relationnel) Soit G = {Gp | p ∈ Proc} un parallel flow
graph ou` Gp = (Np, Ep, ep, rp). Le graphe relationnel G de G est de´fini comme le
graphe contenant les areˆtes suivantes :
1. Si (n1, inst, n2) ∈ E, ou` inst est une instruction de base, alors (n1, n2) est un
arc de G,
2. Si E contient un arc arci =
(
n1, x := call(p), n2
)
, alors (n1, i), ( i, g, ep) et
( i, d, n2) sont des arcs de G,
3. Si E contient un arc arci =
(
n1, (x1, . . . , xk) := call(p1|| · · · ||pk), n2
)
, alors
(n1, i), ( i, g, ||i), ( i, d, n2), (||i, epj ) pour 1 ≤ j ≤ k sont des arcs de G.
Intuitivement, le graphe relationnel de´crit les relations entre les diffe´rents points
de controˆle du programme en explicitant les appels des proce´dures. Nous expliquons
ci-dessous l’intuition exprime´e par les diffe´rents arcs de G :
– L’arc (n1, n2) de´fini au point (1) exprime que le programme peut passer du point
de controˆle n1 au point de controˆle n2 en exe´cutant une instruction qui n’est pas
un appel de proce´dures,
– Les arcs de´finis au point (2) expriment que si du point de controˆle n1 le pro-
gramme appelle la proce´dure p et passe a` n2 apre`s la terminaison de celle-ci,
ceci veut dire que de n1, le programme exe´cute se´quentiellement (dans l’arc
(n1, i), “ i” repre´sente un appel se´quentiel) d’abord, la proce´dure p (cet appel
est repre´sente´ par l’arc ( i, g, ep), ou` ep est le point d’entre´e de la proce´dure
p), et ensuite, quand l’exe´cution de cette proce´dure aurait termine´, il passe au
point n2 (ceci est repre´sente´ par l’arc ( i, d, n2)). Dans ces deux arcs, ( i, g, ep)
et ( i, d, n2), les indices “g” (pour gauche) et “d” (pour droite) expriment que
d’abord le programme “va a` gauche” et exe´cute p, et ensuite, apre`s avoir fini
cette exe´cution, il “va a` droite” et passe au point n2.
– Le point (3) exprime que si du point de controˆle n1 le programme appelle les
proce´dures p1, . . . , pk en paralle`le et passe a` n2 apre`s la terminaison de celles-ci,
ceci veut dire que de n1, le programme exe´cute se´quentiellement (l’arc (n1, i))
d’abord, les proce´dures p1, . . . , pk en paralle`le (l’arc ( i, g, ||i), ou` “||i” repre´sente
un appel paralle`le), et ensuite, quand l’exe´cution de cet appel paralle`le aurait
termine´, il passe au point n2 (ceci est repre´sente´ par l’arc ( i, d, n2)). Ici aussi,
les indices “g” et “d” expriment que le programme va d’abord a` gauche pour
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exe´cuter l’appel paralle`le, et ensuite, quand ce dernier aurait fini, il passe a` droite
au point n2. L’appel paralle`le est repre´sente´ par les arcs (||i, epj ), 1 ≤ j ≤ k.
Nous donnons dans la section 4.4.2.2 un exemple qui illustre la construction des
graphes relationnels associe´s aux PFGs. Nous de´finissons maintenant la notion de
points bien relie´s comme suit :
De´finition 4.4.2 (Points bien relie´s) Soit G un parallel flow graph dont l’ensemble
des nœuds est N , et soit G le graphe relationnel associe´. Deux points n1 et n2 de N
sont bien relie´s ssi si ||i est un anceˆtre commun a` n1 et n2 dans G, alors tous les
chemins qui me`nent de ||i a` n1 et tous ceux qui me`nent de ||i a` n2 sont e´tiquete´s par
des e´tiquettes σ telles que σ ∈ d∗. 4
Nous avons alors :
Lemme 4.4.1 Soient n1 et n2 deux points bien relie´s, et soit t un terme repre´sentant
une configuration atteignable a` partir du point initial du programme. Si deux occur-
rences de n1 et n2 sont actives dans t, alors elles appraissent dans un sous-terme de
t de la forme (n1, loc1)||(n2, loc2).
5
Preuve : Ceci est duˆ au fait que si deux points n1 et n2 peuvent eˆtre simultane´ment
actifs, alors ils ont force´ment dans le graphe relationnel G un anceˆtre commun e´tiquete´
par ||k (pour un certain indice k). Soient alors n et n
′ les deux points tels que l’on ait
dans G les arcs (n, k), ( k, g, ||l), et ( k, d, n
′).
Le fait que les points n1 et n2 soient bien relie´s implique que si sur le chemin
menant de ce nœud “||k” a` nj (j ∈ {1, 2}) il y a un nœud e´tiquete´ par  i, alors nj
se trouve sur la branche droite de  i (le premier arc de cette branche est e´tiquete´
par “d”). Cette situation exprime que si n1 et n2 ont e´te´ appele´s en paralle`le par
n, et sont donc en train d’eˆtre exe´cute´s en paralle`le, alors le point n′ est le premier
point qui est en attente de leur re´sultat. En effet, un nœud  i exprime que d’abord
la branche correspondant a` “( i, g,m1) · · · ” est exe´cute´e, et quand cette exe´cution
termine, le programme exe´cute la deuxie`me branche “( i, d,m2) · · · ” en fonction du
re´sultat retourne´ par la premie`re branche. Donc, comme il n’y a pas d’arcs de la forme
“( i, g,m)” le long de cette branche qui me`ne de ||k a` nj , il n’y a pas de points qui
sont en train d’attendre le re´sultat de retour de n1 ou n2. Donc, il n’y a pas de points
mj tels que l’on ait un sous-terme de la forme (nj , locj) · (mj , loc
′
j) · · · .
2
Nous donnons dans la section 4.4.2.2 un exemple qui illustre ce lemme.
Nous de´duisons a` partir de ce lemme que si deux points sont bien relie´s, alors ils
satisfont la condition Cond. De ce fait, nous mode´lisons la synchronisation par des
re`gles PRS comme suit : si le PFG contient deux instructions n1
a!−−→m1 et n2
a?−−→m2
alors :
4Nous conside´rons qu’un arc sans e´tiquette est annote´ par le mot vide .
5Rappelons que “||” est associatif/commutatif, donc (n1, loc1)||(n2, loc2) peut eˆtre conside´re´
comme sous-terme de (n1, loc1)||t′||(n2, loc2), etc.
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– si n1 et n2 sont deux points bien relie´s, conside´rer la re`gle
(n1, loc1)||(n2, loc2)→ (m1, loc1)||(m2, loc2)
– sinon, conside´rer les deux re`gles
(n1, loc1)→ (m1, loc1) et (n2, loc2)→ (m2, loc2)
Observons que si tous les points n1, n2 du programme pour lesquels il y a des re`gles
de synchronisation de la forme n1
a!−−→m1 et n2
a?−−→m2 sont bien relie´s, alors notre
mode´lisation du programme par le PRS est exacte, et le PRS conside´re´ n’introduit pas
de comportements supple´mentaires dans le mode`le. Nous de´finissons alors la classe des
programmes bien relie´s comme suit :
De´finition 4.4.3 (Programme bien relie´) Soit P un programme donne´ par un pa-
rallel flow graph G. Soit G le graphe relationnel associe´ a` G. P est bien relie´ ssi si E
comprend deux arcs de la forme (n1, a?,m1) et (n2, a!,m2), alors les points n1 et n2
sont bien relie´s dans G.
Nous obtenons alors de manie`re directe a` partir de notre mode´lisation et du lemme
4.4.1 que :
Lemme 4.4.2 Soit P un programme bien relie´, et soit R le PRS correspondant. Soient
(emain, loc) le point de de´part du programme, A un arbre d’exe´cution, et t le terme
de processus correspondant a` A. Alors A repre´sente une configuration accessible du
programme a` partir de (emain, loc) ssi il existe une de´rivation du PRS R qui me`ne de
(emain, loc) a` t.
Donc dans le cas des programmes bien relie´s, le PRS obtenu de´crit exactement la
se´mantique du programme telle que pre´sente´e dans la section 4.1.
Les programmes se´quentiels sans paralle´lisme sont un cas particulier de programmes
bien relie´s. Notons que dans ce cas, notre traduction co¨ıncide avec la transformation des
programmes se´quentiels vers les automates a` pile donne´e dans [ES01]. Nous de´taillons
cette transformation au chapitre 7.
4.4.2.2 Exemple
Conside´rons le PFG de la figure 4.3 ou` la proce´dure main appelle deux proce´dures
p1 et p2 en paralle`le. Ces proce´dures font appel a` une troisie`me proce´dure p3. Les trois
proce´dures se synchronisent a` travers les signaux c et d. Nous repre´sentons a` la figure
4.4 le graphe relationnel associe´ a` ce PFG.
Pour illustrer notre mode´lisation de la synchronisation, nous ne tenons pas compte
des variables locales (pour simplifier la pre´sentation). Donc, nos variables de proces-
sus seront juste les points de controˆle n. Par exemple, la configuration de de´part est
repre´sente´e par le point d’entre´e emain. Nous avons alors parmi les re`gles PRS qui
mode´lisent ce PFG les re`gles suivantes (nous ne conside´rons que les re`gles pertinentes
pour expliquer notre mode´lisation de la synchronisation) :
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emain
rmain
(x1, x2) := call(p1||p2)
rp1
ep1
x := call(p3)
c!
x := call(p3)
Proce´dure p1
s0
s1
ep2
d!
c?
rp2
Proce´dure p2
s2
ep3
x := 5
d!
(x1, x2) := call(p3||p3)
rp3
Proce´dure p3
s3
s′3
Proce´dure main
Fig. 4.3 – Un PFG
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emain
 3
rp1ep3
 4
||4 rp3
 1
rmain
ep2
s2
s1
s3
s′3
 2
ep1
rp2
s0
||1
dg
d
d
g
d
g
g
Fig. 4.4 – Le graphe relationnel G correspondant au PFG de la figure 4.3
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1. la re`gle R1 = emain → (ep1 ||ep2) · rmain correspondant a` l’arc suivant du PFG
emain
(x1,x2):=call(p1||p2)−−−−−−−−−−−−−−→ rmain
2. les re`gles R2 = ep1 → ep3 · s0 et R
′
2 = rp3 · s0 → s0 correspondant a` l’arc
ep1
x:=call(p3)−−−−−−−−→ s0.
3. la re`gle R3 = s0||ep2 → s1||s2 correspondant aux arcs s0
c!−−→ s1 et ep2
c?−−→ s2
puisque s0 et ep2 sont bien relie´s dans le graphe relationnel G. En effet, leur
seul anceˆtre commun e´tiquete´ par ||i est ||1 ; et les seuls chemins qui me`nent de
||1 a` s0 et ep2 sont respectivement ||1 → ep1 →  2
d−→ s0 et ||1 → ep2 qui sont
respectivement e´tiquete´s par d et .
4. la re`gle R4 = s1 → ep3 · rp1 correspondant a` l’arc s1
x:=call(p3)−−−−−−−−→ rp1 .
5. les re`gles R5 = s2 → rp2 et R6 = ep3 → s3 puisque nous avons les arcs de
synchronisation ep3
d?−−→ s3 et s2
d!−−→ rp2 , alors que ep3 et s2 ne sont pas bien
relie´s. En effet, dans G, ils ont un anceˆtre commun ||1 tel que le chemin qui me`ne
de ||1 a` ep3 contient des e´tiquettes “g”.
6. la re`gle R7 = ep3 → rp3 correspondant a` l’arc ep3 → rp3 .
Donc si nous partons du point de de´part du programme emain, nous obtenons les
de´rivations suivantes :
emain
R1−−→ (ep1 ||ep2) · rmain
R2−−→
(
(ep3 · s0)||ep2) · rmain
R7−−→
(
(rp3 · s0)||ep2) · rmain
R′2−−→ (s0||ep2) · rmain
R3−−→ (s1||s2) · rmain
R4−−→
(
(ep3 · rp1)||s2
)
· rmain
R5−−→
(
(ep3 · rp1)||rp2
)
· rmain
R6−−→
(
(s3 · rp1)||rp2
)
· rmain
Nous voyons alors que comme s0 et ep2 sont bien relie´s, alors s’ils sont tous les
deux actifs, il y a force´ment un sous-terme de la forme s0||ep2 . Dans ce cas, ces deux
points peuvent se synchroniser de manie`re exacte (re`gle R3). Quant aux points ep3
et s2 comme ils ne sont pas bien relie´s, nous voyons que dans le terme accessible(
(ep3 · rp1)||s2
)
· rmain ils sont tous les deux actifs mais pas sous la forme s2||ep3 . Donc,
si on n’avait pas conside´re´ les re`gles R5 et R6, et qu’a` la place, on avait conside´re´ une
re`gle de la forme s2||ep3 → rp2 ||s3, elle n’aurait pas puˆ s’appliquer, et on n’aurait pas
eu le terme
(
(s3 · rp1)||rp2
)
· rmain. Donc on aurait eu moins de comportements que le
vrai programme. C’est pour ceci que nous conside´rons les re`gles R5 et R6 qui peuvent
introduire des comportements supple´mentaires (tels que le terme
(
(ep3 ·rp1)||rp2
)
·rmain),
mais qui assurent que tous les comportements du vrai programme sont obtenus par le
PRS.
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4.4.2.3 Repre´sentation d’un PFG par un PRS : re´capitulation
Nous re´sumons dans ce qui suit la mode´lisation que nous avons de´crit jusque-la`.
Le PRS contient les re`gles suivantes, pour chaque proce´dure Π dans Proc :
1. Instruction vide : (n1, loc)→ (n2, loc), si n1 → n2 ∈ EΠ ;
2. Affectation : (n1, loc)→ (n2, loc
′), si n1
a
→ n2 ∈ EΠ et a est une affectation, ou`
loc et loc′ sont les valeurs des variables locales de la proce´dure Π avant et apre`s
l’affectation ;
3. Conditionnelle “if-then-else” : (n1, loc) → (n2, loc), si n1
a
→ n2 ∈ EΠ et a est
une conditionnelle “if-then-else”, ou` loc est tel que la condition de l’instruction
est satisfaite ;
4. Appel re´cursif : si n1
x:=callp
−−−−−−→n2 ∈ EΠ, alors conside´rer la re`gle d’appel
(n1, loc)→ (ep, locp) · (n2, loc)
ou` locp repre´sente les valeurs des arguments passe´es par la proce´dure Π a` la
proce´dure p, et (n2, loc) me´morise les variables locales de la proce´dure appelante
Π ;
De plus, nous conside´rons la re`gle suivante qui mode´lise le retour de re´sultat de
la proce´dure appele´e p a` Π :
(rp, loc
′
p) · (n2, loc)→ (n2, loc
′)
ou` loc′p repre´sente les valeurs des variables locales de p a` sa terminaison, loc
me´morise les valeurs des variables locales de la proce´dure Π au moment de son
appel a` p, et dans loc′ toutes les variables diffe´rentes de x ont la meˆme valeur que
dans loc, alors que x prend la valeur de retour de la proce´dure p. Cette valeur
est de´termine´e a` partir de loc′p.
5. Appel paralle`le : si n1
(x1,...,xk):=call(p1||···||pk)−−−−−−−−−−−−−−−−−−→n2 ∈ EΠ, alors conside´rer la re`gle
d’appel paralle`le
(n1, loc)→
(
(ep1 , loc1)|| · · · ||(epk , lock)
)
· (n2, loc)
ou` loci repre´sente les valeurs des arguments passe´es par la proce´dure Π a` la
proce´dure pi, et comme pre´ce´demment, (n2, loc) me´morise les variables locales
de la proce´dure appelante Π ;
Nous conside´rons e´galement la re`gle de retour des re´sultats(
(rp1 , loc
′
1)|| · · · ||(rpk , loc
′
k)
)
· (n2, loc)→ (n2, loc
′)
ou` dans loc′, les variables diffe´rentes de x1, . . . , xn ont les meˆmes valeurs que
dans loc, et les valeurs des xi sont de´termine´es a` partir des valeurs des loc
′
i. Ces
valeurs correspondent aux re´sultats de retour des proce´dures pi.
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6. Synchronisation : si n1
a!
→ m1 ∈ EΠ1 et n2
a?
→ m2 ∈ EΠ2 , alors :
(a) Si n1 et n2 sont bien relie´s, conside´rer la re`gle
(n1, loc1)||(n2, loc2)−→(m1, loc1)||(m2, loc
′
2)
(b) sinon conside´rer les deux re`gles
(n1, loc1)→ (m1, loc1) et (n2, loc2)→ (m2, loc2)
Rappelons qu’en ge´ne´ral, le PRS obtenu ge´ne`re plus de comportements que le vrai
programme, et que dans le cas des programmes bien relie´s, notre traduction est exacte
(lemme 4.4.2).
4.4.3 Analyse des PFGs
Le proble`me d’analyse des PFGs se re´duit souvent a` une analyse d’accessibilite´
[EK99]. Par exemple, on aimerait savoir si un certain point de contoˆle est accessible, ou
de´terminer les diffe´rentes valeurs que peut prendre une certaine variable (ce proble`me
est connu sous le nom de “propagation de constantes”), etc. Le proble`me consiste alors
a` de´terminer si un ensemble de configurations est accessible a` partir de la configura-
tion initiale du programme qui est repre´sente´e par la paire (emain, loc). Comme dans
cette partie nous mode´lisons les programmes par des PRS, nous allons nous inte´resser
a` l’analyse d’accessibilite´ dans ce mode`le. De par notre mode´lisation donne´e ci-dessus,
cette e´tude doit se faire modulo toutes les e´quivalences structurelles entre les termes de
processus, c-a`-d., en conside´rant l’associativite´ du “·” et l’associativite´/commutativite´
du “||”. En effet, si nous conside´rons le terme (n1, loc1)||(n2, loc2)||(n3, loc3), alors la
re`gle de synchronisation (n1, loc1)||(n3, loc3) ne peut s’appliquer que modulo associa-
tivite´/commutativite´ du “||”. De ce fait, notre proble`me sera dans cette partie de
de´terminer si
Post∗R(L0) ∩ L = ∅
ou de manie`re e´quivalente, si
Pre∗R(L) ∩ L0 = ∅
ou` L et L0 sont des ensembles de termes de processus repre´sentant des ensembles
de configurations du programme. Le plus souvent L0 est la configuration initiale
(emain, loc).
Il s’ave`re que dans certains cas, nous pouvons ne pas conside´rer les e´quivalences
structurelles de l’ope´rateur “||”. Conside´rons par exemple les programmes ou` le pa-
ralle´lisme est binaire, c-a`-d. ou` les appels paralle`les sont de la forme
n1
(x1,x2):=call(p1||p2)−−−−−−−−−−−−−−→n2
Alors en partant de la configuration initiale (emain, loc), nous ne pouvons atteindre que
des termes ou` l’ope´rateur “||” est binaire. En effet, ce sont les re`gles PRS correspondant
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aux appels paralle`les n1
(x1,x2):=call(p1||p2)−−−−−−−−−−−−−−→n2 qui introduisent le paralle´lisme dans les
termes. Dans ce cas, comme ces re`gles sont de la forme
(n1, loc)→
(
(ep1 , loc1)||(ep2 , loc2)
)
· (n2, loc)
nous ne pouvons avoir qu’un paralle´lisme binaire dans les termes. Dans ce cas, il n’est
donc pas possible d’avoir un sous-terme de la forme (n1, loc1)||(n2, loc2)||(n3, loc3).
Donc une re`gle de synchronisation (n1, loc1)||(n2, loc2) ne peut s’appliquer qu’a` des
sous-termes de la forme
(
(n1, loc1)||(n2, loc2)
)
· (n3, loc3). Cette re`gle peut alors s’ap-
pliquer sans conside´rer l’associativite´/commutativite´ du “||”.
De´finissons alors cette classe de programmes :
De´finition 4.4.4 (Programme a` paralle´lisme binaire) Soient P un programme
donne´ par un parallel flow graph G. P est a` paralle´lisme binaire ssi les arcs de E
correspondants a` des appels paralle`les sont de la forme
n1
(x1,x2):=call(p1||p2)−−−−−−−−−−−−−−→n2
Nous obtenons alors de manie`re directe d’apre`s les explications pre´ce´dentes :
Lemme 4.4.3 Soit P un programme a` paralle´lisme binaire, R le PRS correspondant,
et L un ensemble de termes de processus. Alors
Post∗R
(
(emain, loc)
)
= Post∗R,∼s
(
(emain, loc)
)
De plus, de´terminer si Pre∗R(L) ∩ (emain, loc) = ∅ est e´quivalent a` de´terminer si
Pre∗R,∼s(L) ∩ (emain, loc) = ∅.
Graˆce a` ce lemme, nous montrons dans le chapitre suivant qu’il est possible d’ana-
lyser de manie`re exacte les programmes a` paralle´lisme binaire.
4.4.4 Abstraction des PFG vers les PAD
Nous proposons une traduction d’un PFG vers un PAD qui constitue une abstrac-
tion du vrai programme. Notre abstraction consiste a` sur-approximer la synchronisa-
tion et a` ignorer les re´sultats de retour des appels paralle`les des proce´dures.
La traduction est de´finie comme pre´ce´demment a` part ces deux cas :
Appel paralle`le : si n1
(x1,...,xk):=call(p1||···||pk)−−−−−−−−−−−−−−−−−−→n2 ∈ EΠ, alors conside´rer la re`gle d’ap-
pel paralle`le
(n1, loc)→
(
(ep1 , loc1)|| · · · ||(epk , lock)
)
· (n2, loc)
ou` loci repre´sente les valeurs des arguments passe´es par la proce´dure Π a` la proce´dure
pi, et comme pre´ce´demment, (n2, loc) me´morise les variables locales de la proce´dure
appelante Π ;
Conside´rer e´galement les re`gles suivantes qui mode´lisent la terminaison des proce´dures
appele´es pour que le controˆle revienne a` la fin au point n2 :
(rpi , loc
′
i)→ 0
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et ce, pour chaque i, 1 ≤ i ≤ k.
Synchronisation : si n1
a!
→ m1 ∈ EΠ1 et n2
a?
→ m2 ∈ EΠ2 , alors conside´rer les deux
re`gles
(n1, loc1)→ (m1, loc1) et (n2, loc2)→ (m2, loc2)
Cette abstraction que nous proposons est plus pre´cise que la traduction donne´e dans
[EK99, EP00] qui mode´lise un PFG par un syste`me PA. En effet, leur mode´lisation ne
tient pas compte des re´sultats de retour des proce´dures se´quentielles. Ceci revient a`
conside´rer la meˆme traduction que pour PAD a` part le cas de l’appel re´cursif qui est
repre´sente´ comme suit :
si n1
x:=callp
−−−−−−→n2 ∈ EΠ, alors conside´rer la re`gle d’appel
(n1, loc)→ (ep, locp) · (n2, loc)
ou` loc et locp sont comme pre´ce´demment. Et conside´rer de plus la re`gle de terminaison
suivante :
(rp, loc
′
p)→ 0
Cette abstraction vers PAD que nous proposons est tre`s utile puisque nous mon-
trons dans les chapitres suivants qu’il est possible d’analyser ces syste`mes de manie`re
exacte en conside´rant toutes les e´quivalences structurelles entre les termes de porcessus.
4.4.5 Des programmes concurrents non re´cursifs vers les (P, P )-
PRS
Ces programmes sont en ge´ne´ral mode´lise´s par des syste`mes de re´e´criture de mul-
tiensembles ou de manie`re e´quivalente, des re´seaux de Petri [BCR01, DBR02]. Les
PFGs que nous avons conside´re´s ne permettent pas de mode´liser ces syste`mes. En
effet, dans le cas des programmes concurrents non re´cursifs, nous n’avons pas d’appels
de proce´dures, c-a`-d., nous n’avons pas les instructions n1
x:=call(p)
−−−−−−−→n2 ou
n1
(x1,...,xk):=call(p1||···||pk)−−−−−−−−−−−−−−−−−−→n2
qui introduisent la re´cursivite´. En effet, ces instructions ont pour effet d’appeler les
proce´dures p1, . . . , pk et d’attendre leur terminaison pour pouvoir continuer l’exe´cution
a` partir du point n2. A la place, dans ces programmes, la cre´ation dynamique de
processus est introduite par des instructions de la forme n1
spawn(p)
−−−−−−−→n2 qui expriment
que n1 lance le processus p et continue l’exe´cution a` partir de n2 inde´pendamment de
p (c-a`-d. sans attendre que p termine). Nous montrons dans cette section comment
notre transformation peut eˆtre e´tendue pour mode´liser cette classe de PFGs par un
(P, P )-PRS (ou de manie`re e´quivalente, un syste`me de re´e´criture de multiensembles
ou un re´seau de Petri).
Une instruction n1
spawn(p)
−−−−−−−→n2 peut eˆtre mode´lise´e par la re`gle PRS suivante :
(n1, loc)→ (ep, locp)||(n2, loc)
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De meˆme, comme dans ce cas nous n’avons pas de re´cursivite´, l’ope´rateur “·” est absent
des termes de processus correspondant aux configurations du programme, et donc les
instructions de synchronisation n1
a!
→ m1 et n2
a?
→ m2 peuvent toujours eˆtre mode´lise´es
de manie`re exacte par la re`gle
(n1, loc1)||(n2, loc2)→ (m1, loc1)||(m2, loc2)
Les instructions de base sont repre´sente´es de la meˆme fac¸on que pre´ce´demment, et la
terminaison est repre´sente´e par des re`gles de la forme
(rp, loc)→ 0
Avec cette traduction, nous obtenons un (P, P )-PRS mode´lisant le programme concur-
rent non re´cursif. Notre transformation co¨ıncide avec la transformation bien connue
qui consiste a` mode´liser une configuration du syste`me par un multiensemble en comp-
tant le nombre de processus qui sont dans chaque e´tat (un e´tat peut se voir comme
une paire (n, loc)).
Observons que nous n’avons pas conside´re´ ces instructions “spawn” dans notre
mode`le de PFG parce qu’en ge´ne´ral, en pre´sence d’appels re´cursifs, les PRS ne per-
mettent pas de mode´liser correctement la se´mantique de ces primitives 6. En effet,
conside´rons l’exemple du PFG repre´sente´ a` la figure 4.5, ou` a est une instruction de
base et Π est une autre proce´dure qui n’est pas repre´sente´e. Alors le “vrai” programme
peut appeler la proce´dure p, qui lance le processus Π et termine (inde´pendamment de
la terminaison de Π), ce qui permet a` l’instruction a d’eˆtre exe´cute´e. Ce comporte-
ment ne peut pas eˆtre simule´ par le PRS R de la figure 4.6 qui “aurait mode´lise´” ce
programme. En effet, ce PRS permet les de´rivations suivantes :
emain
R1−−→ ep · n
R3−−→(eΠ||rp) · n
R4−−→ eΠ · n
Dans le vrai programme, cette de´rivation correspond successivement a` l’appel de p,
la cre´ation de Π, et la terminaison de p. Donc, a` cette e´tape, le point n devrait eˆtre
actif, et l’instruction a devrait pouvoir s’appliquer. Ceci n’est pas permis par nos re`gles
PRS. En effet, dans le terme eΠ · n, n ne devient actif qu’apre`s la terminaison de Π,
alors que dans le “vrai” programme, n est actif inde´pendamment de Π.
4.5 Conclusion
4.5.1 Re´sume´
Nous avons de´fini dans ce chapitre le mode`le PRS introduit par Mayr [May98].
Nous avons donne´ une transformation automatisable qui permet de repre´senter un
PFG par un PRS qui le sur-approxime. Nous avons de´fini une classe de programmes
pour laquelle notre transformation est exacte. Ces programmes sont plus ge´ne´raux
que les programmes re´cursifs paralle`les sans synchronisation. Nous avons re´duit l’ana-
lyse statique des programmes re´cursifs paralle`les a` une analyse d’accessibilite´ dans ce
6Cette conclusion est le re´sultat d’une discussion que nous avons eu avec Markus Mu¨ller-Olm.
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nrmain
emain
a
x := call(p)
ep
rp
spawn(Π)
Proce´dure pProce´dure main
Fig. 4.5 – Un PFG avec l’instruction “spawn”
R1 = emain → ep · n
R2 = n→ rmain
R3 = ep → eΠ||rp
R4 = rp → 0
Fig. 4.6 – Le PRS qui correspondrait au PFG de la figure 4.5
mode`le. Cette analyse doit se faire dans le cas ge´ne´ral modulo l’associativite´ du “·” et
l’associativite´/commutativite´ du “||”. Nous avons identifie´ une classe de programmes
appele´s les programmes a` paralle´lisme binaire pour lesquels cette analyse d’accessibi-
lite´ peut se faire sans conside´rer l’associativite´/commutativite´ du “||”. Ceci permet
d’analyser ces programmes de manie`re exacte puisque nous donnons dans le chapitre
suivant des algorithmes polynomiaux qui permettent de faire l’analyse d’accessibilite´
modulo ∼s de toute la classe PRS.
Nous avons e´galement donne´ une traduction qui calcule un PAD qui abstrait le
programme en oubliant la synchronisation et le retour de re´sultats des proce´dures
paralle`les appele´es. Cette transformation est utile puisque, comme nous allons le voir
dans les chapitres suivants, il est possible de calculer de manie`re exacte les ensembles
des accessibles pour les PAD modulo toutes les e´quivalences.
4.5.2 Comparaison avec d’autres traductions
Nous avons montre´ que dans le cas des programmes se´quentiels, les transforma-
tions que nous proposons co¨ıncident avec celle de [ES01] qui mode´lise un programme
se´quentiel par un automate a` pile ; et que dans le cas des programmes concurrents, elle
co¨ıncide avec la transformation de [BCR01, DBR02] qui utilise les re´seaux de Petri pour
mode´liser ces programmes. De plus, l’abstraction vers un PAD que nous proposons est
plus pre´cise que celle vers les syste`mes PA donne´e dans [EK99, EP00] puisqu’elle per-
met de conside´rer les re´sultats de retour des appels re´cursifs non paralle`les de manie`re
exacte.
La mode´lisation des programmes re´cursifs paralle`les par des PRS a inde´pendamment
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e´te´ conside´re´e dans [Esp02]. Dans cet article, la synchronisation est traite´e de manie`re
diffe´rente. En effet, nous partons d’un programme quelconque, et nous donnons des
conditions syntaxiques suffisantes qui permettent de mode´liser la synchronisation de
manie`re exacte entre deux points du programme. Si ces conditions ne sont pas satis-
faites, nous conside´rons des re`gles PRS qui permettent de sur-approximer l’effet de la
synchronisation. Par contre, dans [Esp02], la traduction ne concerne qu’une classe de
programmes de´finie par une restriction se´mantique de la synchronisation qui introduit
la notion de signal local. Cette restriction consiste a` dire que deux instructions de la
forme a! et a? ne peuvent communiquer que si a est un signal local de la meˆme occur-
rence d’une proce´dure. Cette restriction impose que dans les programmes conside´re´s,
les synchronisations ne peuvent pas avoir lieu entre les points n1 et n2 dans un terme
de la forme (
(n1, loc1) · (n
′, loc′)
)
||(n2, loc2)
alors qu’avec notre mode´lisation, nous conside´rons ces programmes et nous proposons
des mode`les PRS qui les sur-approximent en permettant a` chaque point d’avancer tout
seul sans se synchroniser.
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Chapitre 5
Analyse d’accessibilite´ des
PRS par calcul de
repre´sentants
Dans ce chapitre, nous conside´rons le proble`me de calcul des ensembles des acces-
sibles pour les syste`mes PRS. Nous supposons sans perte de ge´ne´ralite´ que les PRS
auxquels nous avons affaire sont sous formes normales (lemme 4.2.1). Puisque PRS
est un mode`le puissant qui inclut les re´seaux de Petri, la construction pre´cise de ses
ensembles des accessibles est une taˆche difficile, en particulier parce que les re´seaux de
Petri ne pre´servent pas la semiline´arite´ (les ensembles des marquages accessibles des
re´seaux de Petri ne sont en ge´ne´ral pas semiline´aires).
Pour attaquer ce proble`me, nous avons tout d’abord besoin de pouvoir repre´senter
de manie`re finie un ensemble potentiellement infini de termes de processus. Pour ce
faire, nous repre´sentons les termes de processus par des arbres binaires puisque l’en-
semble des termes de processus T peut eˆtre vu comme TΣ0∪Σ2 ou` Σ0 = {0} ∪ V ar
et Σ2 = {., ||}. Nous utilisons alors les automates finis d’arbres sur Σ0 ∪ Σ2 pour
repre´senter des ensembles re´guliers de termes de processus. Notre objectif est donc de
calculer Post∗(L) et Pre∗(L) pour un ensemble re´gulier de termes de processus L.
Seulement, comme “·” est associatif et que “||” est associatif-commutatif, Post∗(L) et
Pre∗(L) ne sont en ge´ne´ral pas re´guliers [GD89]1. Pour contourner ce proble`me, nous
adoptons une approche base´e sur “l’oubli” de certaines e´quivalences entre les termes
de processus. En effet, le lemme 4.4.3 implique qu’il suffit de conside´rer l’associativite´
du “·” pour pouvoir analyser les programmes a` paralle´lisme binaire. De plus, “oublier”
certaines e´quivalences permet dans certains cas de calculer des repre´sentants des en-
sembles des accessibles. C-a`-d., des ensembles qui contiennent au moins un terme de
1Pour voir ceci, il suffit de conside´rer l’exemple suivant : Soit L le langage reconnu par l’automate
fini (Q, Σ, F, δ) ou` Q = {q, q′, qX , qY }, F = {q}, Σ0 = {X, Y }, Σ2 = {·}, et δ est l’ensemble des
re`gles X → qX , Y → qY , ·(qX , qY ) → q, ·(q, qY ) → q
′, et ·(qX , q
′) → q. Il est alors facile de voir
que [L]∼s est l’ensemble non re´gulier de tous les termes t ayant une frontie`re de la forme X
nY n :
[L]∼s = {t | ∃n ∈ N, F ront(t) = X
nY n}.
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chaque classe des termes accessibles (nous de´finissons cette notion de manie`re plus
formelle dans la section suivante). Ceci permet l’analyse d’accessibilite´ pour des sous-
classes de syste`mes PRS. En effet, nous montrons dans la section suivante que calculer
des repre´sentants des accessibles est parfois suffisant pour re´soudre les proble`mes (2.10)
et (2.11).
Cette ide´e est inspire´e de [LS98, EP00], ou` les auteurs conside`rent les syste`mes PA
et construisent les ensembles des accessibles de ces syste`mes en oubliant l’associati-
vite´ du “·” et l’associativite´/commutativite´ du “||” ; c-a`-d. les ensembles Post∗=(L) et
Pre∗=(L). Les ensembles obtenus sont alors des repre´sentants de Post
∗(L) et Pre∗(L).
Dans le cas de toute la classe PRS, ceci n’est plus vrai, c-a`-d. les ensembles Post∗=(L) et
Pre∗=(L) ne sont en ge´ne´ral pas des repre´sentants des ensembles Post
∗(L) et Pre∗(L).
Ceci est duˆ au fait que dans PRS, il y a des re`gles de la forme X||Y → t (ou X ·Y → t)
qui ne sont pas pre´sentes dans les syste`mes PA, et qui font que l’on ne peut pas se
restreindre a` l’identite´ structurelle entre les termes lors des applications des re`gles. En
effet, dans ce cas, la re`gle X||Y → t peut s’appliquer au terme (X||Y )||Z mais pas au
terme e´quivalent (X||Z)||Y .
Nous e´tendons cette approche aux syste`mes PAD. Cette classe est plus ge´ne´rale
que les syste`mes a` pile et les syste`mes PA. L’inte´reˆt principal de cette classe est qu’elle
permet de mode´liser les programmes paralle`les ou` les proce´dures peuvent retourner
leurs re´sultats aux proce´dures appelantes (ceci est possible avec les syste`mes a` pile,
mais pas avec les syste`mes PA). Nous montrons dans la premie`re section de ce chapitre
que pour PAD, pour calculer un repre´sentant de Post∗(L) ou de Pre∗(L), il suffit de
calculer un repre´sentant de Post∗≡(L) ou de Pre
∗
≡(L) pour ≡∈ {=,∼0,∼s,∼}. Le
choix de l’e´quivalence ≡ a` conside´rer de´pend des proprie´te´s de fermeture du langage
L par rapport a` l’associativite´ de “·” et a` l’associativite´/commutativite´ de “||”.
Notre but dans ce chapitre sera alors de calculer des repre´sentants de Post∗≡(L) ou
de Pre∗≡(L) pour ≡∈ {=,∼0,∼s,∼}. D’abord, nous montrons que pour chaque PRS,
les langages re´guliers d’arbres sont effectivement ferme´s par Post∗= et Pre
∗
=. Nous
donnons des constructions polynoˆmiales des automates d’arbres correspondants. Nous
montrons ensuite que ces constructions peuvent eˆtre adapte´es au cas de l’e´quivalence
∼0. Ces re´sultats ge´ne´ralisent ceux de [LS98] concernant la classe des syste`mes PA. En-
suite, nous conside´rons le cas de l’e´quivalence ∼s. Nous montrons que des repre´sentants
re´guliers des ensembles des accessibles peuvent eˆtre construits en temps polynoˆmial.
Ceci permet l’analyse exacte des programmes a` paralle´lisme binaire.
Dans le cas de l’e´quivalence ∼, nous nous restreignons a` la classe des syste`mes
PAD. D’abord, nous montrons que les constructions pre´ce´dentes pour les cas des
e´quivalences ∼0 et ∼s permettent de calculer en temps polynoˆmial des repre´sentants
re´guliers de l’ensemble des successeurs Post∗(L). Pour l’ensemble des pre´de´cesseurs,
le proble`me est plus de´licat a` cause de l’ope´rateur || qui apparaˆıt dans les membres
droits des re`gles. Dans le cas ou` l’ensemble initial est ferme´ par commutativite´ du
||, nous montrons que nous pouvons comme pre´ce´demment utiliser les constructions
pour les e´quivalences ∼0 et ∼s pour calculer en temps polynoˆmial un repre´sentant
re´gulier de l’ensemble des pre´de´cesseurs. Si l’ensemble initial est quelconque, nous
n’avons pas re´ussi a` construire un repre´sentant re´gulier de cet ensemble. Cependant,
nous construisons un repre´sentant non re´gulier caracte´rise´ par un automate d’arbres a`
compteurs. Heureusement, nous montrons que la classe d’automates a` compteurs que
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nous obtenons par notre construction a de bonnes proprie´te´s : le proble`me du vide de
l’intersection de ces langages avec les langages re´guliers est de´cidable, ce qui permet
de re´soudre le proble`me de ve´rification (2.11) auquel nous nous inte´ressons.
Les re´sultats de ce chapitre seront pre´sente´s dans [BT03b].
5.1 Re´duire l’analyse d’accessibilite´ au calcul de
repre´sentants
Nous montrons dans cette section comment le calcul de repre´sentants des ensembles
des accessibles permet dans certains cas de re´soudre les proble`mes (2.10) et (2.11).
Ensuite, nous montrons que pour les syste`mes PAD calculer des repre´sentants des
ensembles Post∗(L) et Pre∗(L) peut se faire en “oubliant” certaines e´quivalences.
Mais d’abord, nous de´finissons formellement la notion de repre´sentants :
De´finition 5.1.1 Un ensemble de termes L est ≡-compatible si [L]≡ = L. Un en-
semble de termes L′ est un ≡-repre´sentant de L si [L′]≡ = L.
Il est alors facile de voir que :
Proposition 5.1.1 Soient L1 et L2 deux ensembles de termes de processus, et soit
L′1 un ∼-repre´sentant de l’ensemble L1. Si L2 est ∼-compatible, alors L1 ∩L2 6= ∅ ssi
L′1 ∩ L2 6= ∅.
Par conse´quent, calculer des ∼-repre´sentants des ensembles Post∗(L) et Pre∗(L)
permet de re´soudre le proble`me d’accessibilite´ pour PRS. En effet, comme mentionne´
au chapitre 2, le proble`me se re´duit a` de´terminer si L′ ∩Reach 6= ∅, ou` Reach est e´gal
a` Post∗(L) ou Pre∗(L) ; L et L′ e´tant des langages d’arbres repre´sentant des termes
de processus (proble`mes 2.10 et 2.11). Et donc d’apre`s la proposition pre´ce´dente, si L′
est ∼-compatible, il suffit de calculer un ∼-repre´sentant de l’ensemble Reach.
Notre but est donc de calculer des ∼-repre´sentants des ensembles Post∗(L) et
Pre∗(L) pour un langage re´gulier de termes de processus L. Il s’ave`re que pour cer-
taines sous-classes de PRS, notamment la classe PAD, il suffit de calculer des ≡-
repre´sentants des ensembles Post∗≡(L) et Pre
∗
≡(L), ou` ≡∈ {=,∼0,∼s,∼}. Nous mon-
trons dans la section suivante les liens qui existent entre ces diffe´rents ensembles.
5.2 Liens entre les ≡-repre´sentants
Comme dans cette section nous allons manipuler les diffe´rentes e´quivalences ≡
en meˆme temps, nous allons souvent utiliser les notations comple`tes Post∗R,≡(L) et
Pre∗R,≡(L), et ce afin d’e´viter tout risque de confusion.
De meˆme, comme nous repre´sentons les termes par des arbres binaires, nous notons
dans tout le reste de ce chapitre un terme de processus t1 · t2 par ·(t1, t2), et t1||t2 par
||(t1, t2). Nous gardons les notations infixe´es pour les termes des membres gauches et
droits des re`gles des syste`mes PRS.
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5.2.1 Les syste`mes PA
Nous montrons que si R est un PA, alors Post∗R,=(L) est un ∼-repre´sentant de
Post∗R,∼(L), et si L est ∼-compatible alors Pre
∗
R,=(L) est e´gal a` Pre
∗
R,∼(L). Ces
correspondances ont e´te´ remarque´es dans [LS98]. Intuitivement, le fait que Post∗R,=(L)
soit un ∼-repre´sentant de Post∗R,∼(L) est duˆ au fait que les re`gles d’un syste`me PA
sont de la forme X → t, et donc les re´e´critures se font aux feuilles des termes, ce qui
implique que si une re`gle peut s’appliquer a` un terme umodulo ∼, alors cette re`gle peut
aussi s’appliquer a` ce meˆme terme modulo l’identite´, puisque les termes ∼-e´quivalents
ont les meˆmes feuilles (qui ne sont pas force´ment ordonne´es de la meˆme manie`re).
Le fait que si L est ∼-compatible alors Pre∗R,=(L) est e´gal a` Pre
∗
R,∼(L) de´coule du
fait que Pre∗R,∼(L) = Post
∗
R−1,∼(L), et les re`gles de R
−1 sont de la forme t → X.
L’application de ces re`gles entraˆıne la substitution d’un sous-terme par une variable,
et n’introduit pas d’ope´rateurs supple´mentaires “||” ou “·”. Donc, si le langage initial
est ∼-compatible, il le reste apre`s l’application de R−1.
Proposition 5.2.1 Si R est un PA, alors Post∗R,∼(L) = [Post
∗
R,=(L)]∼, et si L est
∼-compatible alors Pre∗R,∼(L) = Pre
∗
R,=(L).
Preuve : Pour le premier point, il suffit de montrer que Post∗R,∼(L) ⊆ [Post
∗
R,=(L)]∼.
Nous montrons par induction sur k que PostkR,∼(L) ⊆ [Post
k
R,=(L)]∼. Ceci est vrai
pour k = 0. Conside´rons alors k > 0 et t ∈ Postk∼(L). Soient t0 ∈ Post
k−1
∼ (L), u, et
u′ tels que u ∼ t0, u →R u
′, et u′ ∼ t. Par induction, nous de´duisons qu’il existe un
terme t1 ∼ t0 tel que t1 ∈ Post
k−1
= (L). CommeR est un PA, la re`gle qui s’est applique´e
a` u pour donner u′ est de la forme X → s. Donc, u est de la forme C[X] pour un
contexte C, et t1 est aussi ne´cessairement de la forme C
′[X] avec C[X] ∼ C ′[X].
Donc t1 →R C
′[s], et C ′[s] ∈ Postk=(L). Puisque t ∼ C
′[s], nous obtenons alors que
t ∈ [Post∗R,=(L)]∼.
Nous montrons maintenant que si L est∼-compatible alors Pre∗R,∼(L) = Pre
∗
R,=(L).
Puisque Pre∗R,≡(L) = Post
∗
R−1,≡(L), nous montrons par induction sur k que
PostkR−1,∼(L) = Post
k
R−1,=(L)
et que PostkR−1,=(L) est ∼-compatible. Ceci est vrai pour k = 0, soit alors k > 0.
Puisque Postk−1R−1,=(L) est ∼-compatible, Post
k
R−1,=(L) l’est aussi puisque les re`gles
de R−1 sont de la forme s → X. Donc, il n’y a ni “·” ni “||” qui sont cre´e´s, et le
langage reste ∼-compatible.
Soit t ∈ PostkR−1,∼(L). Soient alors t0 ∈ Post
k−1
R−1,∼(L), u, et u
′ tels que u ∼ t0,
u →R−1 u
′, et u′ ∼ t. Par induction, nous en de´duisons qu’il existe un terme t1 ∼ t0
tel que t1 ∈ Post
k−1
R−1,=(L), et donc puisque Post
k−1
R−1,=(L) est ∼-compatible et que
t1 ∼ u, u ∈ Post
k−1
R−1,=(L) et donc u
′ ∈ PostkR−1,=(L), et donc t ∈ Post
k
R−1,=(L)
puisque PostkR−1,=(L) est ∼-compatible. 2
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5.2.2 Les syste`mes PAD
5.2.2.1 Liens entre les ∼s-repre´sentants et les ∼-repre´sentants
Nous montrons que si R est un PAD, alors un ∼s-repre´sentant de Post
∗
R,∼s
(L) est
un ∼-repre´sentant de Post∗R,∼(L), et si L est ∼||-compatible alors un ∼s-repre´sentant
de Pre∗R,∼s(L) est un ∼-repre´sentant de Pre
∗
R,∼(L). Ceci est duˆ au fait que :
– Les PAD ne contiennent pas de re`gles de la forme X||Y → t et donc si une re`gle
peut s’appliquer modulo ∼, elle peut aussi s’appliquer modulo ∼s.
– Pre∗R,∼(L) = Post
∗
R−1,∼(L), et si R est un PAD, les re`gles de R
−1 ne rajoutent
pas de “||” dans les termes. Ainsi, si le langage initial est ∼||-compatible, cette
proprie´te´ est maintenue apre`s l’application des re`gles de R−1.
Proposition 5.2.2 Si R est un PAD, alors Post∗R,∼(L) = [Post
∗
R,∼s
(L)]∼, et si L
est ∼||-compatible alors Pre
∗
R,∼(L) = [Pre
∗
R,∼s
(L)]∼.
Preuve : Il est clair que [Post∗∼s(L)]∼ ⊆ Post
∗
∼(L). L’autre inclusion est duˆe au fait
que les PAD ne contiennent pas de re`gles de la forme X||Y → t. Nous montrons par
induction sur k que Postk∼(L) ⊆ [Post
k
∼s(L)]∼. Ceci est vrai pour k = 0. Soit alors
k > 0 et t ∈ Postk∼(L). Soient t0 ∈ Post
k−1
∼ (L), u, et u
′ tels que u ∼ t0, u →R u
′,
et u′ ∼ t. Par induction, nous en de´duisons qu’il existe un terme t1 ∼ t0 tel que
t1 ∈ Post
k−1
∼s (L). Comme R est un PAD, la re`gle qui s’est applique´e a` u pour donner
u′ est de la forme v1 → v2 ou` v1 est de la forme X, 0, ou X ·Y . Nous conside´rons dans
ce qui suit le cas (le plus complique´) ou` la re`gle applique´e est de la forme X · Y → s,
les autres cas se traitent de la meˆme manie`re que dans la preuve pre´ce´dente. Soit alors
un contexte C tel que u = C
[
· (X,Y )
]
et ·(X,Y ) peut se re´e´crire dans le contexte
C. Donc t1 ∼ C
[
· (X,Y )
]
. Il existe alors un contexte C ′[x] tel que C[x] ∼ C ′[x], la
position x est active dans C ′[x] (c-a`-d., elle peut se re´e´crire), et t1 ∼s C
′
[
· (X,Y )
]
.
Ceci se montre facilement par induction sur le nombre de fois les axiomes A1–A4 sont
utilise´s pour obtenir C
[
· (X,Y )
]
a` partir de t1. Plus pre´cise´ment, si t1 ∼ v et n est le
nombre de fois les axiomes A1–A4 sont utilise´s pour obtenir v a` partir de t1, il s’agit
de montrer par induction sur n que :
– si v est de la forme C
[
· (X,Y )
]
, alors il existe un contexte C ′[x] tel que C[x] ∼
C ′[x], la position x est active dans C ′[x], et t1 ∼s C
′
[
· (X,Y )
]
;
– si v est de la forme C
[
·
(
X, (Y, v′)
)]
, alors il existe un terme v′′ ∼ v′ et un
contexte C ′[x] tels que C[x] ∼ C ′[x], la position x est active dans C ′[x], et
t1 ∼s C
′
[
·
(
(X,Y ), v′′
)]
;
– si v est de la forme C
[
·
(
X, (0, Y )
)]
, alors il existe un contexte C ′[x] tel que
C[x] ∼ C ′[x], la position x est active dans C ′[x], et t1 ∼s C
′
[
· (X,Y )
]
.
Donc, t1 ∼s C
′
[
·(X,Y )
]
tel que ·(X,Y ) peut eˆtre re´e´crit dans le contexte C ′. Nous
aurons alors C ′[s] ∈ Postk∼s(L) et C
′[s] ∼ u′ puisque u′ = C[s] et C[x] ∼ C ′[x]. Donc
t ∈ [Postk∼s(L)]∼.
Montrons maintenant que si L est∼||-compatible alors Pre
∗
R,∼(L) = [Pre
∗
R,∼s
(L)]∼.
Pour ce faire, nous montrons que Post∗R−1,∼(L) = [Post
∗
R−1,∼s
(L)]∼. Nous avons de´ja`
que [Post∗R−1,∼s(L)]∼ ⊆ Post
∗
R−1,∼(L). Pour l’autre inclusion, nous montrons par in-
duction sur k que si L est ∼||-compatible alors Post
k
R−1,∼s
(L) est aussi ∼||-compatible
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et PostkR−1,∼(L) ⊆ [Post
k
R−1,∼s
(L)]∼. La proprie´te´ est vraie pour k = 0, soit alors
k > 0. Puisque Postk−1R−1,∼s(L) est ∼||-compatible, Post
k
R−1,∼s
(L) l’est aussi puisque
les re`gles de R−1 sont de la forme v1 → v2 ou` v2 est de la forme X, 0, ou X ·Y . Donc,
il n’y a pas de “||” qui est cre´e´, et le langage reste ∼||-compatible.
Soient t0 ∈ Post
k−1
R−1,∼(L), u, et u
′ tels que u ∼ t0, u →R−1 u
′, et u′ ∼ t. Par
induction, nous de´duisons qu’il existe un terme t1 ∼ t0 tel que t1 ∈ Post
k−1
R−1,∼s
(L). Si la
re`gle applique´e n’est pas de la forme X||Y → s, nous proce´dons comme pre´ce´demment.
Sinon, il existe un contexte C tel que u = C[||(X,Y )], u′ = C[s], et t1 ∼ C[||(X,Y )].
Comme l’application des axiomes A2 est inde´pendante de l’application des axiomes A3-
A4 ; il existe un terme t2 tel que t2 ∼|| t1 et t2 ∼s C[||(X,Y )]. Comme Post
k−1
R−1,∼s
(L)
est ∼||-compatible, t2 ∈ Post
k−1
R−1,∼s
(L), et C[s] ∈ PostkR−1,∼s(L). Donc
t ∈ [PostkR−1,∼s(L)]∼
2
Nous en de´duisons alors que :
Proposition 5.2.3 Si R est un PAD et ρ un ∼s-repre´sentant de Post
∗
R,∼s
(L), alors
ρ un ∼-repre´sentant de Post∗R,∼(L). De plus, si L est ∼||-compatible et ρ
′ un ∼s-
repre´sentant de Pre∗R,∼s(L), alors ρ
′ est un ∼-repre´sentant de Pre∗R,∼(L).
Preuve : Ceci est une conse´quence imme´diate de la proposition pre´ce´dente : Soit
ρ un ∼s-repre´sentant de Post
∗
R,∼s
(L), donc [ρ]∼ =
[
[ρ]∼s
]
∼
= [Post∗R,∼s(L)]∼ =
Post∗R,∼(L). Le cas de Pre
∗
R,∼(L) est analogue. 2
Par conse´quent, pour re´soudre le proble`me d’accessibilite´ pour un PAD R, il suffit
de calculer un ∼s-repre´sentant de Post
∗
R,∼s
(L) et, si L est ∼||-compatible, un ∼s-
repre´sentant de Pre∗R,∼s(L).
5.2.2.2 Liens entre les ∼s-repre´sentants et les ∼0-repre´sentants
Nous montrons dans ce qui suit qu’e´tant donne´ un PRS quelconque R, si L est ∼s-
compatible alors Post∗R,∼0(L) est un ∼s-repre´sentant de Post
∗
R,∼s
(L) et Pre∗R,∼0(L)
est un∼s-repre´sentant de Pre
∗
R,∼s
(L) (Corollaire 5.2.1). Plus pre´cise´ment, nous de´finis-
sons la classe des langages Peigne´s (en particulier, un langage ∼s-compatible est
Peigne´) et nous montrons que si L est Peigne´, alors pour tout PRS R, Post∗R,∼0(L)
est un ∼s-repre´sentant de Post
∗
R,∼s
(L), et Pre∗R,∼0(L) est un ∼s-repre´sentant de
Pre∗R,∼s(L) (The´ore`me 5.2.1). Nous en de´duisons que si R est un PAD et L est ∼s-
compatible, alors Post∗R,∼0(L) est un ∼-repre´sentant de Post
∗
R,∼(L). De plus, si L est
∼-compatible alors Pre∗R,∼0(L) est un ∼-repre´sentant de Pre
∗
R,∼(L).
Nous de´finissons d’abord la notion de langages “Peigne´s”. Soit t un terme de pro-
cessus, simp0(t) est le terme obtenu en simplifiant tous les 0 de t :
De´finition 5.2.1 Soit t un terme de T . Nous de´finissons le terme simp0(t) inducti-
vement par :
106
– simp0(X) = X pour X ∈ V ar,
– simp0(0) = 0,
– soit f ∈ {·, ||}, simp0
(
f(t1, t2)
)
est e´gal a` :
– f
(
simp0(t1), simp0(t2)
)
si t1 6= 0 et t2 6= 0,
– simp0(t1) si t2 = 0,
– simp0(t2) si t1 = 0,
– 0 si t1 = t2 = 0,
Cette de´finition est e´tendue aux langages de termes de manie`re standard.
Etant donne´ un terme t sans 0, c-a`-d. dont toutes les feuilles sont diffe´rentes de 0,
Peigne(t) est de´fini comme le terme ∼s-e´quivalent a` t tel que la racine du fils droit
imme´diat d’un nœud e´tiquete´ par “·” est diffe´rente de “·” :
De´finition 5.2.2 Soit t un terme de T dont toutes les feuilles sont diffe´rentes de 0.
Nous de´finissons inductivement le terme Peigne(t) comme suit :
– Peigne(X) = X, pour X ∈ V ar,
– Peigne
(
||(t1, t2)
)
= ||
(
Peigne(t1), Peigne(t2)
)
,
– Peigne
(
· (t1, t2)
)
est e´gal a` :
– ·
(
Peigne(t1), Peigne(t2)
)
si racine(t2) 6= “·
′′,
– Peigne
(
·
(
· (t1, v1), v2
))
si t2 = ·(v1, v2).
Nous de´finissons de manie`re standard Peigne(L) pour un langage de termes L. Un
ensemble de termes L est Peigne´ si
Peigne
(
simp0(L)
)
⊆ L.
Le terme Peigne
(
simp0(t)
)
peut se voir comme e´tant une forme normale pour tous
les termes qui sont ∼s-e´quivalents a` t :
Proposition 5.2.4 Soient t et t′ deux termes de T , alors
– Peigne
(
simp0(t)
)
∼s t,
– t ∼s t
′ ssi Peigne
(
simp0(t)
)
= Peigne
(
simp0(t
′)
)
.
Preuve : Pour le premier point, puisque simp0(t) ∼0 t, il suffit de montrer que si
t0 = simp0(t), alors Peigne(t0) ∼s t0. Ceci se montre facilement par induction struc-
turelle sur t0. Pour le deuxie`me point, l’implication droite-gauche se de´duit du point
pre´ce´dent. Pour l’autre direction, soient t ∼s t
′. Il est facile de voir que simp0(t) ∼s
simp0(t
′) puisque simp0(t) ∼0 t et simp0(t
′) ∼0 t
′. Il suffit alors de montrer que si u
et u′ sont deux termes dont toutes les feuilles sont diffe´rentes de 0 et tels que u ∼s u
′,
alors Peigne(u) = Peigne(u′). Ceci se montre facilement par induction structurelle
sur u.
2
Par exemple, la figure 5.2.2.2 montre deux termes ∼s-e´quivalents et leur Peigne.
Nous montrons la proposition suivante qui nous sera utile pour la preuve du
the´ore`me 5.2.1.
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TY
X
Z T X Y
Z
T
t2 ∼s t1 Peigne(t1) = Peigne(t2)
t1
Fig. 5.1 – Exemple d’un Peigne de deux termes ∼s-e´quivalents
Proposition 5.2.5 Soient u, u′ ∈ T et a ∈ Act tels que u →R u
′. Alors, il existe
v, v′ ∈ T tels que Peigne
(
simp0(u)
)
∼0 v, v →R v
′, et v′ ∼0 Peigne
(
simp0(u
′)
)
.
Preuve : Ceci se montre facilement par induction structurelle sur u, en conside´rant a`
chaque fois les diffe´rents types de re`gles de R qui peuvent s’appliquer a` u pour donner
u′ (re`gle de type X||Y → Z||T , ou X · Y → Z · T , ou X · Y → Z||T , etc.).
2
Nous obtenons alors le re´sultat suivant base´ sur le fait que si L est Peigne´, il le
reste apre`s l’application d’une re`gle PRS modulo ∼0 :
The´ore`me 5.2.1 SoitR un PRS, si L est Peigne´, alors Post∗R,∼s(L) = [Post
∗
R,∼0
(L)]∼s
et Pre∗R,∼s(L) = [Pre
∗
R,∼0
(L)]∼s.
Preuve : Nous montrons que Post∗R,∼s(L) = [Post
∗
R,∼0
(L)]∼s . L’autre point de´coule
alors du fait que Pre∗R,≡(L) = Post
∗
R−1,≡(L). Puisqu’il n’y a aucune confusion concer-
nant R, nous allons omettre l’indice R. Il est clair que [Post∗∼0(L)]∼s ⊆ Post
∗
∼s(L).
Pour l’autre direction, nous montrons par induction sur k que si L est Peigne´, alors
Postk∼0(L) est Peigne´ et Post
k
∼s(L) ⊆ [Post
k
∼0(L)]∼s . La proprie´te´ est vraie pour
k = 0. Soit alors k > 0 et t ∈ Postk∼s(L). Soient donc t0 ∈ Post
k−1
∼s (L) et des termes u
et u′ tels que u ∼s t0, u→R u
′, et u′ ∼s t. Par induction, nous de´duisons qu’il existe un
terme t1 ∈ Post
k−1
∼0 (L) tel que t1 ∼s t0, et donc que Peigne
(
simp0(u)
)
∈ Postk−1∼0 (L).
En effet, t1 ∈ Post
k−1
∼0 (L) et Post
k−1
∼0 (L) est Peigne´, et donc Peigne
(
simp0(t1)
)
∈
Postk−1∼0 (L). En plus, t0 ∼s u ∼s t1, et donc Peigne
(
simp0(u)
)
= Peigne
(
simp0(t1)
)
(Proposition 5.2.4). La proposition 5.2.5 implique alors qu’il existe v, v′ ∈ T tels que
Peigne
(
simp0(u)
)
∼0 v, v →R v
′, et v′ ∼0 Peigne
(
simp0(u
′)
)
. Ce qui veut dire que
Peigne
(
simp0(u)
)
⇒∼0 Peigne
(
simp0(u
′)
)
. Ceci implique que Peigne
(
simp0(t)
)
∈
Postk∼0(L) puisque Peigne
(
simp0(u)
)
∈ Postk−1∼0 (L) et
Peigne
(
simp0(u
′)
)
= Peigne
(
simp0(t)
)
car t ∼s u
′ (Proposition 5.2.4). Donc, t ∈ [Postk∼0(L)]∼s puisque t ∼s Peigne
(
simp0(t)
)
.
Nous montrons maintenant que Postk∼0(L) est Peigne´. Soit t ∈ Post
k
∼0(L), mon-
trons que Peigne
(
simp0(t)
)
∈ Postk∼0(L). Soient alors t1 ∈ Post
k−1
∼0 (L), u et u
′ tels
que u ∼0 t1, u→R u
′, et u′ ∼0 t. Puisque Post
k−1
∼0 (L) est Peigne´, Peigne
(
simp0(u)
)
∈
Postk−1∼0 (L) et la proposition 5.2.5 implique que Peigne
(
simp0(u
′)
)
∈ Postk∼0(L).
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Donc, Peigne
(
simp0(t)
)
∈ Postk∼0(L) puisque Peigne
(
simp0(u
′)
)
= Peigne
(
simp0(t)
)
car t ∼0 u
′. 2
Comme un langage ∼s-compatible est Peigne´ (proposition 5.2.4), nous obtenons le
corollaire suivant :
Corollaire 5.2.1 Soit R un PRS, si L est ∼s-compatible, alors
Post∗R,∼s(L) = [Post
∗
R,∼0
(L)]∼s et Pre
∗
R,∼s
(L) = [Pre∗R,∼0(L)]∼s.
Nous obtenons donc graˆce a` la proposition 5.2.2 que :
Proposition 5.2.6 Soit R un PAD, si L est ∼s-compatible, alors Post
∗
R,∼(L) =
[Post∗R,∼0(L)]∼, et si L est ∼-compatible alors Pre
∗
R,∼(L) = [Pre
∗
R,∼0
(L)]∼.
5.2.2.3 Conclusion
Il de´coule des propositions pre´ce´dentes que pour calculer un ∼-repre´sentant de
Post∗(L) pour les syste`mes PAD, il suffit de calculer un ∼s-repre´sentant de Post
∗
∼s(L).
Ceci se re´duit au calcul de Post∗∼0(L) si L est ∼s-compatible.
De la meˆme manie`re, pour calculer un ∼-repre´sentant de Pre∗(L) pour PAD, il
suffit de calculer un ∼s-repre´sentant de Pre
∗
∼s(L) si L est ∼||-compatible. Si de plus L
est ∼s-compatible (c-a`-d., L est ∼-compatible), ceci se rame`ne au calcul de Pre
∗
∼0(L).
Nous donnons dans le reste de ce chapitre des constructions polynoˆmiales qui ca-
racte´risent des langages re´guliers correspondant a` ces ensembles. Si L ne ve´rifie pas
ces conditions de compatibilite´, nous sommes oblige´s de raisonner modulo toutes les
e´quivalences ∼. Nous nous attaquons a` ce proble`me dans la dernie`re partie de ce
chapitre.
5.3 Accessibilite´ sans e´quivalences
Nous montrons dans cette section que pour tout langage re´gulier L, Post∗R,=(L) et
Pre∗R,=(L) sont effectivement re´guliers.
Nous notons par Subr(R) l’ensemble de tous les sous termes des membres droits
des re`gles de R. Soit QR = {qt | t ∈ Subr(R)}, et soit δR l’ensemble suivant de re`gles
de transition :
– X → qX pour chaque X ∈ Subr(R),
– 0→ q0 si 0 ∈ Subr(R),
– ||(qX , qY )→ qX||Y si X||Y ∈ Subr(R),
– ·(qX , qY )→ qX·Y si X · Y ∈ Subr(R).
Il est clair qu’avec δR, pour chaque t ∈ Subr(R), l’e´tat qt accepte {t} (Lqt = {t}).
Soit A = (Q,Σ, F, δ) un automate d’arbres fini. Nous de´finissons l’automate A∗R =
(Q′,Σ, F ′, δ′) comme suit :
– Q′ = {q, qnil, qT | q ∈ Q∪QR}. Nous de´notons par q˜ tout e´tat dans {q, q
T , qnil}.
– F ′ = {q, qnil, qT | q ∈ F},
– δ′ est le plus petit ensemble de re`gles contenant δ ∪ δR et tel que pour chaque
q1, q2, q ∈ Q ∪QR :
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1. q → qT ∈ δ′ pour chaque q ∈ Q ∪QR,
2. si 0
∗
→δ q, alors 0→ q
nil ∈ δ′,
3. si t1 → t2 ∈ R, et il existe un e´tat q ∈ Q ∪QR tel que t1
∗
→δ′ q
T , alors :
(a) qTt2 → q
T ∈ δ′,
(b) qnilt2 → q
nil ∈ δ′, et
(c) qTt2 → q
nil ∈ δ′ si t1 = 0,
4. si ·(q1, q2)→ q ∈ δ ∪ δR, alors :
(a) ·(qnil1 , q˜2)→ q
T ∈ δ′,
(b) ·(qnil1 , q
nil
2 )→ q
nil ∈ δ′,
(c) ·(qT1 , q2)→ q
T ∈ δ′,
5. si ||(q1, q2)→ q ∈ δ ∪ δR, alors :
(a) ||(qnil1 , q
nil
2 )→ q
nil ∈ δ′,
(b) ||(q˜1, q˜2)→ q
T ∈ δ′,
6. si q → q′ ∈ δ, alors qT → q′T ∈ δ′, et qnil → q′nil ∈ δ′.
δ′ est de´finie inductivement et peut eˆtre calcule´e comme la limite d’une se´quence
finie d’ensembles croissants de transitions δ′1 ⊂ δ
′
2 ⊂ . . . ⊂ δ
′
n, ou` δ
′
i+1 contient au plus
trois transitions en plus que δ′i. Ces transitions sont rajoute´es par les re`gles d’inference
(3). Cette proce´dure termine parcequ’il y a un nombre fini d’e´tats dans Q ∪QR.
Remarque 5.3.1 Si A a k e´tats et τ transitions, alors A∗R a O(k|Subr(R)|+|Subr(R)|
2+
τ) transitions et 3(k + |Subr(R)|) e´tats.
The´ore`me 5.3.1 Soit L un ensemble re´gulier de termes de processus, et A = (Q,Σ, F, δ)
un automate d’arbres fini qui reconnaˆıt L. Alors, Post∗R,=(L) et Pre
∗
R,=(L) sont re-
connus par l’automate d’arbres fini A∗R et A
∗
R−1 , respectivement.
Nous montrons dans ce qui suit que Post∗R,=(L) est accepte´ par A
∗
R. nous en
de´duisons que A∗R−1 accepte Pre
∗
R,=(L) puisque Pre
∗
R,=(L) = Post
∗
R−1,=(L). Intui-
tivement, pour chaque q ∈ Q ∪ QR, l’e´tat q
T accepte les successeurs de Lq (LqT =
Post∗R,=(Lq)) et l’e´tat q
nil accepte les successeurs u de Lq qui ont e´te´ obtenus a` par-
tir des successeurs nuls de Lq : Lqnil = Post
∗
R,=
(
Post∗R,=(Lq) ∩ {u ∈ T | u ∼0 0}
)
.
En particulier, ceci veut dire que pour chaque t ∈ Subr(R), LqTt = Post
∗
R,=(t), et
Lqnilt = Post
∗
R,=
(
Post∗R,=(t) ∩ {u ∈ T | u ∼0 0}
)
. Les re`gles (1) expriment que
Lq ⊆ Post
∗
R,=(Lq). Les re`gles (2) marquent les feuilles nulles par l’exposant
nil, indi-
quant qu’elles sont nulles. Les re`gles (3) expriment que si un terme t dans Subr(R)
est un successeur d’un terme dans Lq, alors tous les successeurs de t le sont aussi.
Les nœuds e´tiquete´s par “||” sont annote´s par les re`gles (5). Par exemple, l’intuition
exprime´e par les re`gles (5b) est que si u1 ∈ Post
∗
R,=(Lq1) et u2 ∈ Post
∗
R,=(Lq2), alors
||(u1, u2) ∈ Post
∗
R,=(Lq) si ||(q1, q2) → q ∈ δ ∪ δR. Les re`gles (4) annotent les nœuds
e´tiquete´s par “.” en respectant la se´mantique du “.”. Les e´tats q et qnil jouent un roˆle
important pour ces re`gles. En effet, les re`gles (4a) et (4c) assurent que le fils droit d’un
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nœud e´tiquete´ par “.” ne peut pas eˆtre re´e´crit si le fils gauche n’a pas e´te´ nul, c-a`-d.,
si le fils gauche n’est pas annote´ par un e´tat qnil. Finalement, les re`gles (6) expriment
que si Lq ⊆ Lq′ , alors Post
∗
R,=(Lq) ⊆ Post
∗
R,=(Lq′).
Plus formellement, pour montrer le the´ore`me 7.6.1, nous montrons les lemmes 5.3.1
et 5.3.2.
Lemme 5.3.1 Pour chaque v ∈ T et chaque q ∈ Q ∪QR, nous avons :
– v
∗
→δ′ q
T ⇒ v ∈ Post∗=(Lq),
– v
∗
→δ′ q
nil ⇒ ∃u ∼0 0 | v ∈ Post
∗
=(u), et u ∈ Post
∗
=(Lq).
Preuve : Nous montrons par induction sur i que pour chaque v ∈ T et chaque
q ∈ Q ∪QR, nous avons :
– v
∗
→δ′i q
T ⇒ v ∈ Post∗=(Lq),
– v
∗
→δ′i q
nil ⇒ ∃u ∼0 0 | v ∈ Post
∗
=(u), and u ∈ Post
∗
=(Lq).
Ces points doivent eˆtre montre´s simultane´ment :
– i = 0, alors δ′0 contient les re`gles δ, δR, en plus des re`gles (1), (2), (4), (5), et
(6). Donc, il est facile de voir que v
∗
→δ′0 q
T implique que v ∈ Lq, et v
∗
→δ′0 q
nil
implique que v ∼0 0 et v ∈ Lq,
– i > 0. Soit v
∗
→δ′i q
T une exe´cution de δ′i sur le terme v (le cas ou` nous avons
v
∗
→δ′i q
nil peut eˆtre re´solu de la meˆme manie`re). Soit n ne nombre de transitions
dans δ′i \ δ
′
i−1 applique´es pendant cette exe´cution. Dans ce cas, nous de´notons
l’exe´cution pre´ce´dente par v
∗
→
n
δ′i
qT . Nous proce´dons par induction sur n :
– n = 0, alors seules les re`gles de δ′i−1 ont e´te´ applique´es, et nous obtenons le
re´sultat par induction sur i ;
– n > 0. Il y a deux cas :
1. Il existe un contexte C et un terme v1 ∈ T tel que v = C[v1], et
v = C[v1]
∗
→
n−1
δ′i
C[s′]→δ′iC[s]
k
→δ′i−1 q
T (5.1)
Alors, les re`gles (3) impliquent qu’il existe ne´cessairement un terme t1
dans Subr(R), et un e´tat p ∈ Q ∪QR tels que s
′ = qTt1 , et s = p
T .
Par conse´quent, nous obtenons par induction sur n que v1 ∈ Post
∗
=(Lqt1 ),
c-a`-d. puisque Lqt1 = t1 :
v1 ∈ Post
∗
=(t1) (5.2)
Le fait que qTt1 →δ′i p
T implique qu’il y a un terme u tel que u
∗
→δ′i−1 p
T , et
u→ t1 est une re`gle de R (re`gles (3)). Nous de´duisons alors par induction
sur i que u ∈ Post∗=(Lp), et donc
t1 ∈ Post
∗
=(Lp) (5.3)
Ainsi, (5.2) et (5.3) impliquent que
v1 ∈ Post
∗
=(Lp)
Nous montrons maintenant par induction sur k que v ∈ Post∗=(Lq) :
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– k = 0. Alors la proprie´te´ est satisfaite puisque nous avons ne´cessairement
que v = v1 et p = q.
– k > 0. Il y a trois cas :
(a) v
∗
→δ′i C[p
T ]
k−1
→ δ′i−1 q
′T→δ′i−1q
T . Alors nous obtenons par induction
que v ∈ Post∗=(Lq′). Ensuite, il y a deux cas : (1) soit il existe un
terme t2 dans Subr(R) tel que q
′ = qt2 , et donc la re`gle q
′T→δ′i−1q
T
a e´te´ cre´e´e par les re`gles d’infe´rence (3). Dans ce cas, nous obtenons
facilement que v ∈ Post∗=(Lq). (2) Ou q
′ ∈ Q, auquel cas, les re`gles
(6) impliquent que la re`gle q′ → q existe ne´cessairement dans δ, ce
qui veut dire que Lq′ ⊆ Lq, et donc que
v ∈ Post∗=(Lq′) ⊆ Post
∗
=(Lq)
(b) Il existe deux termes v1, et v2, et un contexte C
′ tels que
v = ·(v1, v2)
∗
→δ′i ·(C
′[pT ], v2)
k−1
→ δ′i−1 ·(l1, l2)→δ′i−1q
T
(Le cas syme´trique ou` v = ·(v1, v2) = ·(v1, C
′[pT ]) est similaire, dans
ce cas le terme v1 est ne´cessairement annote´ par un e´tat de la forme
snil). Nous distinguons deux cas selon la nature des e´tats l1 et l2 :
i. l1 est de la forme p
T
1 . Alors ne´cessairement l2 est de la forme p2
(re`gles (4c)). Ceci veut dire que
v2 ∈ Lp2 (5.4)
et par induction nous obtenons que
v1 ∈ Post
∗
=(Lp1). (5.5)
Soit donc u1 ∈ Lp1 tel que v1 ∈ Post
∗
=(u1). En plus, puisque
·(pT1 , p2)→q
T est une re`gle de δ′, les re`gles (4c) impliquent que
·(p1, p2)→q est ne´cessairement une re`gle de δ. Ceci veut dire que
·(u1, v2) ∈ Lq. Comme v = ·(v1, v2) ∈ Post
∗
=
(
· (u1, v2)
)
, nous ob-
tenons que :
v ∈ Post∗=(Lq)
ii. l2 est de la forme p
T
2 . Alors ne´cessairement, l1 est de la forme p
nil
1
(re`gles (4a)). Par induction sur i nous obtenons que
v2 ∈ Post
∗
=(Lp2) (5.6)
et par induction sur k, nous de´duisons qu’il existe un terme u′1 ∼0 0
tel que
u′1 ∈ Post
∗
=(Lp1), et v1 ∈ Post
∗
=(u
′
1) (5.7)
Soient donc u1 ∈ Lp1 tel que u
′
1 ∈ Post
∗
=(u1), et u2 ∈ Lp2 tel que
v2 ∈ Post
∗
=(u2). En plus, puisque ·(p
nil
1 , p
T
2 )→q
T est une re`gle de
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δ′, les re`gles (4a) impliquent que ·(p1, p2)→q est ne´cessairement une
re`gle de δ. Ceci veut dire que ·(u1, u2) ∈ Lq. Par conse´quent, nous
obtenons que
·(u′1, u2) ∈ Post
∗
=(·(u1, u2));
·(u′1, v2) ∈ Post
∗
=(·(u
′
1, u2))
puisque u′1 ∼0 0, et donc u2 peut eˆtre re´e´crit, et
v = ·(v1, v2) ∈ Post
∗
=(·(u
′
1, v2)).
Donc, v ∈ Post∗=(·(u1, u2)), et
v ∈ Post∗=(Lq)
(c) Il existe deux termes v1 et v2, et un contexte C
′ tels que
v = ||(v1, v2)
∗
→δ′i ||(C
′[pT ], v2)
k−1
→ δ′i−1 ||(l1, l2)→δ′i−1q
T
Ce cas est similaire au cas pre´ce´dent. Il est meˆme plus simple puisqu’il
n’est pas ne´cessaire d’imposer que si l1 est de la forme p
T
2 , alors l1
doit eˆtre de la forme pnil1 . Dans ce cas, nous utilisons les re`gles (5) au
lieu des re`gles (4).
2. Il existe un contexte C tel que v = C[v1, v2], et
v = C[v1, v2]
∗
→
n
δ′i
C[s1, s2]
k
→δ′i−1 q
T
tel qu’il existe n′ < n t.q.
v1
∗
→
n′
δ′i
s1 et v2
∗
→
(n−n′)
δ′i
s2
Supposons que si = p
T
i (les autres cas sont similaires). Alors, nous de´duisons
par induction que
v1 ∈ Post
∗
=(Lp1), (5.8)
et
v2 ∈ Post
∗
=(Lp2). (5.9)
Ensuite, nous pouvons montrer par induction sur k que v ∈ Post∗=(Lq).
2
Lemme 5.3.2 Pour chaque q ∈ Q ∪QR, nous avons :
– Post∗=(Lq) ⊆ LqT ,
– Post∗=
(
Lq ∩ Post
∗
=({u | u ∼0 0})
)
⊆ Lqnil .
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Preuve : Nous ne montrons que le premier point. Le second peut eˆtre montre´ de
manie`re similaire. Puisque Lq ⊆ LqT (re`gles (1)), il suffit de montrer que pour tout
t ∈ LqT , si t
′ ∈ Post(t), alors t′ ∈ LqT . Soit alors t ∈ LqT , c-a`-d. t
∗
→δ′ q
T . Conside´rons
le contexte C tel que t = C[t1], t
′ = C[t2], et t1 → t2 ∈ R. Soit alors p ∈ Q
′ tel que
t
∗
→δ′ C[p]
∗
→δ′ q
T
(c-a`-d., pendant l’annotation de t, t1 est annote´ par l’e´tat p). Il y a deux cas :
1. p /∈ Q∪QR. Soit alors q
′ ∈ Q∪QR tel que p = q
′T ou p = q′
nil
. Nous conside´rons
le cas ou` p = q′T (l’autre cas est similaire) c-a`-d. t1
∗
→δ′ q
′T . Les re`gles (3)
impliquent que t2
∗
→δ′ q
T
t2→δ′q
′T = p. Par conse´quent, t′
∗
→δ′ C[p]
∗
→δ q
T ,
2. p ∈ Q∪QR. Nous devons montrer que t
′ ∗→δ′ C[p
T ]
∗
→δ′ q
T . Nous proce´dons par
induction structurelle sur C (le cas ou` C est le contexte trivial fait partie du cas
pre´ce´dent) :
– Il y a un f ∈ {·, ||}, et un terme u ∈ T tels que C[p] = f(p, u) (le cas
syme´trique ou` C[p] = f(u, p) est similaire). Prenons par exemple f = ||,
l’autre cas peut se traiter de la meˆme manie`re. Soit l ∈ Q′ tel que C[p] =
||(p, u)
∗
→δ′ ||(p, l)
∗
→δ′ q
T . Alors, ne´cessairement, nous avons graˆce aux re`gles
(5b) que C[pT ] = ||(pT , l)
∗
→δ′ q
T ,
– Il y a un f ∈ {·, ||}, un contexte C ′, et un terme u ∈ T tels que C[] =
f(C ′[], u) (le cas syme´trique ou` C[] = f(u,C ′[]) est similaire). Conside´rons
par exemple le cas ou` f = ||, l’autre cas peut se traiter de la meˆme manie`re.
Soient l1, l2 ∈ Q ∪ QR tels que C[p] = ||(C
′[p], u)
∗
→δ′ ||(l1, l2)
∗
→δ′ p
′T .
(les autres cas ou` C[p]
∗
→δ′ ||(l
T
1 , l
T
2 ), ...etc peuvent eˆtre traite´s de la meˆme
manie`re). Alors, les re`gles (5b) impliquent que nous avons ||(lT1 , l2)
∗
→δ′ q
T .
Puisque C ′[p]
∗
→δ′ l1, par induction structurelle sur C
′ nous obtenons que
C ′[pT ]
∗
→δ′ l
T
1 . Par conse´quent, C[p
T ] = ||(C ′[pT ], u)
∗
→δ′ ||(l
T
1 , l2)
∗
→δ′ q
T .
2
5.4 Accessibilite´ modulo ∼0
Modulo ∼0, chaque terme t est e´quivalent aux termes t ·0, 0 · t, t||0, 0||t, 0 ·(t ·0),(0 ·
0) ·t, (0||0) ·t, . . . etc. Par conse´quent, pour faire l’analyse d’accessibilite´ modulo ∼0, en
partant d’un langage initial re´gulier L reconnu par un automate fini A = (Q,Σ, F, δ),
nous pouvons proce´der comme suit : D’abord, rajouter des termes e´quivalents a` 0
partout dans les termes de L. Ceci peut se faire en conside´rant un e´tat spe´cial qnull
qui reconnaˆıt tous les termes nuls (tous les termes qui sont e´quivalents a` 0), et en
rajoutant de nouvelles re`gles qui permettent d’avoir les termes nuls reconnus par qnull
partout dans les arbres (par exemple, ajouter des re`gles de la forme ||(q, qnull) → q,
pour chaque q ∈ Q ∪ QR). Soit donc Qnull = Q ∪ QR ∪ {qnull}, et δnull l’ensemble
des re`gles contenant δ ∪ δR, et les re`gles suivantes qui permettent, pour chaque e´tat
q ∈ Q ∪QR, de rajouter des 0 partout dans les arbres reconnus par q :
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– 0→ qnull (0 est accepte´ par qnull),
– ·(qnull, qnull) → qnull (la composition se´quentielle de deux termes nuls est un
terme nul),
– ||(qnull, qnull)→ qnull (la composition paralle`le de deux termes nuls est un terme
nul),
– ·(qnull, q)→ q (cette re`gle exprime que ·(0, t) ∼0 t),
– ·(q, qnull)→ q (cette re`gle exprime que ·(t, 0) ∼0 t),
– ||(qnull, q)→ q (cette re`gle exprime que ||(0, t) ∼0 t),
– ||(q, qnull)→ q (cette re`gle exprime que ||(t, 0) ∼0 t).
Post∗R,∼0(L) est reconnu par l’automate A
∗nil
R = (Q
′
null,Σ, F
′, δ′null) tel que δ
′
null
est le plus petit ensemble de re`gles qui contient δnull, et tel que :
1. q → qT ∈ δ′null pour chaque q ∈ Qnull ;
2. si t1 → t2 ∈ R, et il existe un e´tat q ∈ Qnull tel que t1
∗
→δ′null q
T , alors
qTt2 → q
T ∈ δ′null ;
3. si ·(q1, q2)→ q ∈ δnull, alors ·(q
T
1 , q2)→ q
T ∈ δ′null ;
4. si ||(q1, q2)→ q ∈ δnull, alors ||(q
T
1 , q
T
2 )→ q
T ∈ δ′null ;
5. si q → q′ ∈ δnull, alors q
T → q′T ∈ δ′null ;
6. si 0
∗
→δ′null q
T
1 , et ·(q1, q2) → q ∈ δnull, ou ||(q1, q2) → q ∈ δnull, ou ||(q2, q1) →
q ∈ δnull, alors δ
′
null contient la re`gle q
T
2 → q
T ;
7. ·(qTnull, q
T )→ qT ∈ δ′null.
Comme pre´ce´demment, les e´tats qT reconnaissent les successeurs de Lq. Les cinq
premie`res re`gles d’infe´rence sont exactement celles de la construction de Post∗R,=(L).
La re`gle (6) est une re`gle de simplification, elle exprime que si par exemple ||(q1, q2)→
q, ou ·(q1, q2) → q sont des re`gles de δnull, 0 est un successeur de Lq1 , et u est un
successeur de Lq2 , alors u doit aussi eˆtre un successeur de Lq. Les re`gles (7) expriment
que si u1 est un successeur de 0 et u2 est un successeur de q, alors ·(u1, u2) est un
successeur de q. Notons que dans ce cas les e´tats de la forme “qnil” ne sont plus
ne´cessaires. En effet, ces e´tats e´taient utilise´s pour respecter la se´mantique du point :
si ·(q1, q2) → q est une re`gle de l’automate initial, alors nous conside´rons la re`gle
·(qnil1 , q
T
2 )→ q
T qui exprime que si u = ·(u1, u2) ∈ Lq est tel que u1 ∈ Lq1 et u2 ∈ Lq2 ,
et v1, v2 des successeurs de u1 et u2 respectivement tels que v2 6= u2 ; alors v = ·(v1, v2)
est un successeur de u ssi il existe un terme nul u′1 tel que u
′
1 est un successeur de u1
et v1 est un successeur de u
′
1. Dans le cas pre´ce´dent, v1 et v2 e´taient respectivement
reconnus par les e´tats qnil1 et q
T
2 ; et la re`gle ci-dessus permettait d’annoter v par
qT . Maintenant, c’est l’e´tat qTnull qui joue le roˆle des e´tats indice´s par “
nil”. En effet,
comme u′1 est nul, il est reconnu par qnull, et donc v1 est reconnu par q
T
null. Les re`gles
(7) permettent d’annoter v par qT2 . Comme u
′
1 est nul et est successeur de Lq1 , les
re`gles de simplification (6) permettent d’avoir la re`gle de transition qT2 → q
T , ce qui
permet d’annoter v par qT . Nous obtenons alors le re´sultat suivant :
The´ore`me 5.4.1 Soit R un PRS et L un langage re´gulier d’arbres reconnu par l’au-
tomate A = (Q,Σ, F, δ), alors l’automate A∗nilR (resp. A
∗nil
R−1) reconnaˆıt Post
∗
R,∼0
(L)
(resp. Pre∗R,∼0(L)). De plus, ces automates peuvent eˆtre calcule´s en temps polynoˆmial.
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Fig. 5.2 – Application de la re`gle X · Y → t modulo ∼s
Nous obtenons directement a` partir de ce the´ore`me et de la proposition 5.2.6 que :
Corollaire 5.4.1 Soit R un PAD, alors nous pouvons effectivement calculer en temps
polynoˆmial :
– un ∼-repre´sentant re´gulier de Post∗R,∼(L) si L est ∼s-compatible ;
– un ∼-repre´sentant re´gulier de Pre∗R,∼(L) si L est ∼-compatible.
5.5 Accessibilite´ modulo ∼s
Nous montrons dans cette section que pour chaque langage re´gulier quelconque
L et chaque PRS R, nous pouvons calculer effectivement des automates d’arbres fi-
nis qui reconnaissent des ∼s-repre´sentants de Post
∗
R,∼s
(L) et Pre∗R,∼s(L). Lorsque
nous conside´rons l’associativite´ du “·”, la difficulte´ principale vient du fait que les
re´e´critures ne se font plus de manie`re locale comme dans les cas pre´ce´dents. En ef-
fet, dans les sections pre´ce´dentes, une re`gle X · Y → t est applique´e a` un terme u
seulement si ·(X,Y ) est un sous terme explicite de u. Ceci n’est plus le cas quand les
termes sont conside´re´s modulo ∼s. En effet, cette re`gle doit eˆtre applique´e par exemple
aux termes ·
(
X, ·
(
Y, ·(Z, T )
))
et ·
(
X, ·
(
· (Y, Z), T
))
puisqu’ils sont ∼s-e´quivalent a`
·
(
· (X,Y ), ·(Z, T )
)
.
De manie`re ge´ne´rale, si nous de´finissons un seq-contexte comme suit :
De´finition 5.5.1 Soit x ∈ X , un seq-contexte est un contexte a` une seule variable
C[x] tel que : (1) x est la feuille la plus a` gauche de C, et (2) tous les anceˆtres de la
variable x sont e´tiquete´s par “.”.
Alors, modulo ∼s, une re`gle X · Y → t peut eˆtre applique´e a` tous les termes de la
forme ·(X,C[Y ]) pour un seq-contexte C, pour produire un terme qui est ∼-e´quivalent
a` C[t]. Nous de´finissons maintenant la relation ζR qui re´alise cette transformation pour
un PRS arbitraire. Cette relation est de´finie comme la plus petite relation sur T qui
contient⇒∼0,R (puisque ∼s est plus fine que ∼0) et telle que pour chaque re`gleX ·Y →
t dans R, chaque contexte C ′, et chaque seq-contexte C,
(
C ′
[
·(X,C[Y ])
]
, C ′
[
C[t]
])
∈
ζR. Cette transformation est repre´sente´e sur la figure 5.2.
Il est facile de voir que ζ∗R(L) est un ∼s-repre´sentant de Post
∗
R,∼s
(L). Ainsi, pour
chaque langage d’arbres L, nous avons :
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Proposition 5.5.1 Pour chaque PRSR et langage re´gulier L, Post∗R,∼s(L) = [ζ
∗
R(L)]∼s
et Pre∗R,∼s(L) = [ζ
∗
R−1(L)]∼s.
Notre objectif est donc de calculer ζ∗R(L) pour un langage re´gulier L. Dans le reste de
cette section, nous montrons le the´ore`me suivant :
The´ore`me 5.5.1 Soit L un langage re´gulier, alors ζ∗R(L) est effectivement re´gulier.
En plus, a` partir d’un automate ayant k e´tats et τ transitions qui reconnaˆıt L, il est
possible de construire, en un temps polynoˆmial, un automate acceptant ζ∗R(L), ayant
O
(
(k + |Subr(R)|)
2|V ar|2 + τ) transitions et O(k|V ar|+ |Subr(R)||V ar|) e´tats.
Nous de´duisons alors a` partir de ce the´ore`me et du lemme 4.4.3 que :
Corollaire 5.5.1 Soit P un programme a` paralle´lisme binaire, R le PRS correspon-
dant, L un ensemble de termes de processus, et (emain, loc) la configuration initiale du
programme. Alors il est possible calculer en temps polynoˆmial un ∼-repre´sentant de
Post∗R
(
(emain, loc)
)
. De meˆme, il est possible de de´terminer en temps polynoˆmial si
Pre∗R(L) ∩ (emain, loc) = ∅.
Nous obtenons e´galement de manie`re directe a` partir du the´ore`me 5.5.1 et de la
proposition 5.2.3 que :
Corollaire 5.5.2 Soit R un PAD, alors nous pouvons effectivement calculer en temps
polynoˆmial :
– un ∼-repre´sentant re´gulier de Post∗R,∼(L) ;
– un ∼-repre´sentant re´gulier de Pre∗R,∼(L) si L est ∼||-compatible.
5.5.1 Construction
Soient L un langage d’arbres re´gulier, et A = (Q,Σ, F, δ) un automate d’arbres qui
reconnaˆıt L. Puisque nous conside´rons aussi la neutralite´ du 0, soient δnull, qnull, et
Anull = (Qnull,Σ, F, δnull) la relation de transitions, l’e´tat, et l’automate de´finis dans
la section pre´ce´dente, respectivement.
Nous de´finissons l’automate A∗ζR = (Q˜,Σ, F˜ , δ˜) tel que :
– Q˜ = {q, qT | q ∈ Qnull} ∪ {(q,X) | q ∈ Qnull, X ∈ V ar},
– F˜ = {q, qT | q ∈ F},
– δ˜ est le plus petit ensemble de re`gles contenant δnull et tel que pour chaque
q1, q2, q ∈ Qnull, et chaque X,Y,X
′ ∈ V ar :
(α1) q → q
T ∈ δ˜,
(α2) si Y
∗
→δ˜ q et X · Y → t ∈ R, alors q
T
t → (q,X) ∈ δ˜,
(α3) si t1 → t2 ∈ R et il existe un e´tat q ∈ Qnull tel que :
(a) t1
∗
→δ˜ q
T , alors : qTt2 → q
T ∈ δ˜, ou
(b) t1
∗
→δ˜ (q,X), alors : q
T
t2 → (q,X) ∈ δ˜,
(α4) si ·(q1, q2)→ q ∈ δnull, alors :
(a) ·(qT1 , q2)→ q
T ∈ δ˜,
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(b) ·
(
(q1, X), q2
)
→ (q,X) ∈ δ˜,
(c) si 0
∗
→δ˜ (q1, X) alors q
T
2 → (q,X) ∈ δ˜,
(d) si 0
∗
→δ˜ q
T
1 alors q
T
2 → q
T ∈ δ˜,
(e) si X
∗
→δ˜ q
T
1 alors (q2, X)→ q
T ∈ δ˜,
(f) si X
∗
→δ˜ (q1, X
′) alors (q2, X)→ (q,X
′) ∈ δ˜,
(α5) si ||(q1, q2)→ q ∈ δnull, alors :
(a) ||(qT1 , q
T
2 )→ q
T ∈ δ˜,
(b) si 0
∗
→δ˜ q
T
1 alors q
T
2 → q
T ∈ δ˜,
(c) si 0
∗
→δ˜ q
T
2 alors q
T
1 → q
T ∈ δ˜,
(α6) si q → q
′ ∈ δnull, alors q
T → q′T ∈ δ˜, et (q,X)→ (q′, X) ∈ δ˜,
(α7) ·(q
T
null, q
T )→ qT ∈ δ˜.
Notons que les re´gles d’infe´rence (α2), (α3), (α4), et (α5) construisent une se´quence
finie d’ensembles croissants de transitions δ˜1 ⊂ δ˜2 ⊂ . . . ⊂ δ˜n. Cette proce´dure termine
parcequ’il y a un nombre fini d’e´tats dans Q˜.
Nous avons alors le re´sultat suivant :
The´ore`me 5.5.2 Soit L un ensemble re´gulier de termes de processus, et soit A =
(Q,Σ, F, δ) un automate d’arbres fini reconnaissant L. Alors, ζ∗R(L) est reconnu par
l’automate d’arbres A∗ζR .
5.5.2 Intuition
Pour annoter un sous terme ayant la forme de´crite dans la partie droite de la figure
5.2, l’automate devine quand il arrive a` la racine du sous terme t qu’a` cette position
il y avait un Y qui a e´te´ re´e´crit par la re`gle X · Y → t. Cette supposition doit eˆtre
valide´e plus tard, a` la racine du seq-contexte C.
L’ide´e est la meˆme que pre´ce´demment : qT reconnaˆıt les successeurs de Lq par ζR.
L’automate utilise les nouveaux e´tats (q,X) pour pouvoir deviner. Un terme u est
annote´ par (q,X) s’il existe un seq-contexte C et une re`gle r = X · Y → t dans R
tels que C[Y ] ∈ Lq et l’automate devine que la re`gle r a e´te´ applique´e a` ·(X,C[Y ])
pour obtenir C[t] d’abord, et ensuite u apre`s plusieurs re´e´critures (u ∈ ζ∗R(C[t])). Ceci
veut dire que s’il existe une re`gle de l’automate de la forme ·(q′, q) → q′′ telle que
X
∗
→δ˜ q
′T (c-a`-d. X ∈ ζ∗R(Lq′)), alors l’automate peut valider sa pre´diction et de´duire
que u ∈ ζ∗R(Lq′′). Ceci est exprime´ par les re`gles (α4e). En plus, si X
∗
→δ˜ (q
′, X ′), ce
qui signifie que l’automate a devine´ que X peut eˆtre obtenu a` partir de Lq′ en utilisant
un X ′ du voisinage gauche de q′, alors il peut valider la pre´diction concernant X et
me´moriser la pre´diction concernant X ′, c-a`-d., il peut annoter u avec (q′′, X ′). Ceci
est exprime´ par les re`gles (α4f). Ces pre´dictions se font a` la racine des successeurs du
sous-terme t par les re`gles (α2), et sont remonte´es a` la racine du contexte C par les
re`gles (α4b) qui s’assurent que C est bien un seq-contexte.
Les re`gles (α3) expriment que si t1 → t2 est une re`gle deR, et si t1 est un successeur
de Lq, alors tous les successeurs de t2 le sont aussi. De meˆme, si l’automate a devine´
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que t1 est un successeur de Lq (si t1 est annote´ par (q,X)), alors il a aussi devine´ que
les successeurs de t2 sont aussi des successeurs de Lq. Les re`gles (α4c), (α4d), (α5b),
(α5c) et (α7) prennent en compte la neutralite´ de 0 comme c’est le cas dans la section
5.4.
Notons que le point crucial de cette construction est qu’a` chaque nœud l’automate
doit me´moriser au plus une pre´diction. Ceci est duˆ a` la se´mantique de l’ope´rateur “·”
qui assure qu’a` chaque nœud, au plus deux re´e´critures non locales peuvent avoir lieu.
En effet, conside´rons le nœud e´tiquete´ par Y sur la figure 5.2. Il est d’abord re´e´crit en
t, et l’automate me´morise X. Ensuite, puisque le voisinage gauche de ce nœud est nul,
une re`gle ζ ne peut s’appliquer a` cette position sans la faire disparaˆıtre que s’il y a deux
variables Z et W telles que R contient une re`gle r′ de la forme W ·Z → u ou` Z est un
successeur de t, et W est un successeur du processus nul 0, c-a`-d., W ∈ ζ∗R(0). Dans ce
cas, le terme C[t] de la figure 5.2 peut se transformer d’abord en ·(W,C[Z]) (puisque
C[t] est e´quivalent a` ·(0, C[t]), Z est un successeur de t, et W est un successeur de 0),
et ensuite en C[u] en appliquant la re`gle r′. Des explications pre´ce´dentes, on pourrait
croire que pendant l’annotation du sous terme u, l’automate doit faire deux pre´dictions
puisqu’il doit deviner tout d’abord qu’a` la place de u il y avait un Z qui a consomme´
un W du voisinage gauche pour appliquer la re`gle r′, et ensuite qu’a` la place de ce Z il
y avait un Y qui a consomme´ un X pour appliquer la re`gle r. Cependant, l’automate
construit ne se comporte pas de cette manie`re, puisqu’il ne peut faire qu’une seule
pre´diction a` la fois (les re`gles α2). Pour pouvoir de´terminer que le terme C[u] est
un successeur de ·(X,C[Y ]) en ne faisant qu’une seule pre´diction, l’automate observe
que C[u] est aussi un successeur de C[·(W,Z)], qui est successeur de C[·(0, Z)], et
par conse´quent de C[t] (puisqu’il est ∼0-e´quivalent a` C[·(0, t)] et ζR contient ⇒∼0,R).
Donc, quand il annote le sous terme u, l’automate de´termine que c’est un successeur
de ·(W,Z), qui est lui-meˆme successeur de ·(0, Z), c-a`-d., de Z, et donc l’automate
devine juste que pour obtenir ce Z, un X a e´te´ consomme´ en appliquant la re`gle r.
Ainsi, une seule pre´diction est faite.
5.5.3 Exemple
Soit A = (Q,Σ, F, δ) un automate d’arbres fini qui reconnaˆıt le terme t1 de la figure
5.3, ou` Q = {q1, . . . , q7}, F = {q7}, et δ contient les re`gles suivantes :
– X → q1, Y → q2, Z → q3, T → q4,
– ·(q3, q4)→ q5, ·(q2, q5)→ q6, ·(q1, q6)→ q7.
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Soit R le PRS qui contient les re`gles R1 : X · Y → A et R2 : A · Z → B. R1 peut
s’appliquer a` t1 pour le transformer en t2, qui peut se transformer en t3 en appliquant
R2. Pour reconnaˆıtre le terme t3 comme successeur du terme t1, l’automate annote
d’abord les feuilles de t3 : Il annote T par q4 en utilisant les re`gles de l’automate A.
Pour annoter n1, il devine qu’a` la place de B il y avait un Z qui a e´te´ transforme´
en utilisant la re`gle ζR2 . Puisque l’automate A reconnaˆıt Z avec l’e´tat q3, l’automate
A∗ζR annote le nœud n2 par (q3, A) (re`gles α2), indiquant que ce nœud a “consomme´”
un A de son voisinage gauche (c-a`-d., la re`gle A · Z → B a e´te´ applique´e). Puisque
·(q3, q4)→ q5 est une re`gle de l’automate A, le nœud n3 est annote´ par (q5, A) (re`gles
α4b), pour exprimer qu’initialement, il y avait un terme de la forme C[Z], pour un
certain seq-contexte C (ici C[Z] est ·(Z, T )), qui est reconnu par q5 et qui a utilise´ un
A, comme de´crit sur la figure 5.2, pour devenir le terme t3. Maintenant, l’automate
doit valider cette pre´diction concernant le A, c-a`-d., il doit ve´rifier qu’il y a bien un
A a` gauche de ce nœud. l’automate devine que ce A qui a e´te´ consomme´ du voisinage
gauche provient de l’ application de ζR1 , c-a`-d., que cette variable a pris la place d’un
Y apre`s avoir consomme´ un X du voisinage gauche (en utilisant la re`gle X · Y → A).
Ceci veut dire que l’automate devine que A peut eˆtre annote´ par (q2, X) puisque Y est
reconnu par q2 (re`gles α2). Puisque ·(q2, q5) → q6 est une re`gle de A, nous de´duisons
que l’automate a re´ussi a` montrer qu’il y avait bien un A a` gauche de n3, pourvu qu’il
y a un X qui a e´te´ consomme´ du voisinage gauche. Le nœud n3 est alors annote´ par
(q6, X) (re`gles α4f). Maintenant, il est facile de montrer qu’il y avait un X a` gauche
puisque nous avons ·(q1, q6)→ q7, et X → q1 comme re`gles de A. Donc, n3 est annote´
par qT7 , exprimant qe t3 est un successeur du terme t1 (re`gles α4e).
Nous allons construire maintenant l’automate A∗ζR . Pour ce faire, nous allons calcu-
ler les re`gles δ˜ (nous ne conside´rons que les re`gles dont nous avons besoin pour annoter
les termes de la figure 5.3) :
(r1) De (α1) nous obtenons que q7 → q
T
7 est dans δ˜.
(r2) Puisque Y →δ q2 et X · Y → A est une re`gle de R, les re`gles (α2) impliquent
que qTA → (q2, X) est dans δ˜.
(r3) Puisque ·(q2, q5) → q6 ∈ δ, les re`gles (α4b) impliquent que δ˜ contient la re`gle
·((q2, X), q5)→ (q6, X).
(r4) Puisque ·(q1, q6) → q7 ∈ δ et X →δ q1, les re`gles (α4e) impliquent que
(q6, X)→ q
T
7 est dans δ˜.
(r5) Puisque Z →δ q3 et A · Z → B est une re`gle de R, les re`gles (α2) impliquent
que qTB → (q3, A) est dans δ˜.
(r6) Puisque ·(q3, q4) → q5 ∈ δ, les re`gles (α4b) impliquent que δ˜ contient la re`gle
·((q3, A), q4)→ (q5, A).
(r7) Puisque ·(q2, q5) → q6 ∈ δ et A →δ qA →δ˜ q
T
A →δ˜ (q2, X), les re`gles (α4f)
impliquent que (q5, A)→ (q6, X) est dans δ˜.
Avec ces re`gles, tous les termes de la figure (5.3) peuvent eˆtre reconnus comme
successeurs du terme t1. Plus pre´cise´ment, tous ces termes peuvent eˆtre annote´s par
l’e´tat final qT7 comme suit :
– t1 est annote´ par q
T
7 , puisqu’il est annote´ par q7 (r1).
– Concernant t2, le sous terme ·(Z, T ) est annote´ par q5 en utilisant les re`gles de
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δ. Ensuite, A est annote´ par (q2, X) (en utilisant r2). Graˆce a` (r3), la racine de
t2 est annote´e par (q6, X), et ensuite par q
T
7 graˆce a` (r4).
– Pour t3, T est annote´ par q4 et B par (q3, A) (graˆce a` (r5)). Par conse´quent,
nous pouvons annoter t3 par (q5, A) en appliquant (r6), ensuite par (q6, X) en
appliquant (r7), et finalement par q
T
7 graˆce a` (r4).
5.5.4 Preuve du the´ore`me 5.5.2
Nous montrons que :
Lemme 5.5.1 Pour tout q ∈ Q ∪QR :
– LqT = ζ
∗
R(Lq),
– L(q,X) = {u ∈ T | ∃ un seq-contexte C, une re`gle X · Y → t, t.q. u ∈ ζ
∗
R(C[t]),
et C[Y ] ∈ Lq}.
Preuve :
⇒ : Nous montrons d’abord les inclusions ⊆. La preuve est fastidieuse et il y a
plusieurs cas a` conside´rer. Nous n’allons conside´rer que les cas les plus inte´ressants.
Nous montrons par induction sur i que pour chaque v ∈ T et chaque q ∈ Q ∪ QR,
nous avons :
– v
∗
→δ˜i q
T ⇒ v ∈ ζ∗R(Lq),
– v
∗
→δ˜i (q,X)⇒ ∃ un seq-contexte C, une re`gle X · Y → t, t.q. v ∈ ζ
∗
R(C[t]),
et C[Y ] ∈ Lq.
• i = 0, alors δ˜0 contient les re`gles α1, α2, α4a, α4b, α5a, α6, et α7. Il y a deux cas :
1. Supposons que v
∗
→δ˜1 q
T . A ce stade de la construction de δ˜, une telle exe´cution
ne conside`re pas les e´tats (q,X) . Par conse´quent, de par la nature des re`gles de δ˜0,
il s’en suit que v
∗
→δ˜0 q
T ssi v
∗
→δnull q. Ceci implique que v ∈ [Lq]∼0 ⊆ ζ
∗
R(Lq),
2. Supposons que v
∗
→δ˜1 (q,X). Alors, les re`gles de δ˜1 \ δ˜0 sont ne´cessairement
rajoute´es par les re`gles d’infe´rence (α2). Nous montrons par induction sur k que
v
k
→δ˜1 (q,X) implique l’existence d’un seq-contexte C, un terme t ∈ Subr(R), et
une re`gle X · Y → t dans R tels que v ∈ ζ∗R(C[t]), et C[Y ] ∈ Lq :
– La proprie´te´ est satisfaite pour k = 3 (le cas de base). En effet, dans ce cas la
seule possibilite´ est d’avoir une de´rivation de la forme suivante :
v = Z →δ˜0 qZ →δ˜0 q
T
Z →δ˜1 (q,X)
Alors, ne´cessairement, graˆce aux re`gles (α2), il existe une variable Y , et une
re`gle X · Y → Z dans R tels que Y
∗
→δ˜0 q, c-a`-d. Y ∈ Lq, et la proprie´te´ est
satisfaite avec un C e´gal au contexte trivial. Si une telle re`gle n’existe pas, c-
a`-d. si toutes les re`gles de R de la forme X ·Y → t sont telles que t = f(V,W )
(f ∈ {., ||}), alors nous devons commencer l’induction avec k = 4.
– k > 3. Il y a trois cas :
(a) Il existe t ∈ Subr(R) tel que
v
k−1
→ δ˜1 q
T
t →δ˜1 (q,X)
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Par induction, nous de´duisons que v ∈ ζ∗R(t), et donc, puisque q
T
t →δ˜1
(q,X) est une (α2)-re`gle, la proprie´te´ est satisfaite avec un C e´gal au
contexte trivial.
(b) Il existe un e´tat p tel que
v
k−1
→ δ˜1 (p,X)→δ˜1 (q,X)
Par induction, il s’en suit qu’il existe un seq-contexte C, un terme t ∈
Subr(R), et une re`gle X · Y → t dans R tels que v ∈ ζ
∗
R(C[t]), et C[Y ] ∈
Lp. En plus, (p,X) →δ˜1 (q,X) implique que p
∗
→δ q (les re`gles (α6)), ce
qui veut dire que Lp ⊆ Lq et C[Y ] ∈ Lq.
(c) Il existe deux termes v1 et v2, et deux e´tats p1 et p2 tels que
v = ·(v1, v2)
k−1
→ δ˜1 ·(p1, p2)→δ˜1 (q,X)
Les re`gles α4b impliquent qu’il existe une re`gle ·(q1, q2)→ q dans δnull telle
que p1 = (q1, X) et p2 = q2. Il s’en suit que v2 ∈ Lq2 , et par induction, qu’il
existe un seq-contexte C, un terme t ∈ Subr(R), et une re`gle X · Y → t
dans R tels que v1 ∈ ζ
∗
R(C[t]) et C[Y ] ∈ Lq1 . Soit donc C
′ le seq-contexte
C ′[x] = ·(C[x], v2). Nous avons v ∈ ζ
∗
R(C
′[t]), et C ′[Y ] ∈ Lq (puisque
v2 ∈ Lq2 , C[Y ] ∈ Lq1 , et ·(q1, q2)→ q est dans δnull).
Notons que les re`gles α4c et α4f ne peuvent pas eˆtre applique´es a` ce stade
puisque δ˜1 ne contient pas encore ces re`gles.
• i > 0. Conside´rons le cas ou` v
∗
→δ˜i q
T . Nous n’allons pas conside´rer le cas ou`
v
∗
→δ˜i (q,X), qui peut eˆtre traite´ de la meˆme manie`re.
Soit donc v
∗
→δ˜i q
T une de´rivation de δ˜i sur le terme v. Soit n le nombre de tran-
sitions dans δ˜i \ δ˜i−1 applique´es pendant cette de´rivation. Dans ce cas, nous de´notons
cette de´rivation par v
∗
→
n
δ˜i q
T . Nous proce´dons par induction sur n :
– n = 0, seules les re`gles de δ˜i−1 sont applique´es, et nous obtenons le re´sultat par
induction sur i,
– n > 0. Il y a deux cas :
1. Il existe un contexte C et un terme v1 ∈ T tels que v = C[v1], et
v = C[v1]
∗
→
n−1
δ˜i C[s
′]→δ˜iC[s]
k
→δ˜i−1 q
T (5.10)
Il y a diffe´rents cas selon la nature de s et s′. Par exemple, nous pouvons
traiter le cas ou` s′ = p′
T
et s = pT de la meˆme manie`re que dans la
preuve du lemme 5.3.1. Dans la suite, nous ne conside´rons que les deux cas
suivants, les autres cas peuvent se traiter de la meˆme manie`re : D’abord,
nous conside´rons le cas ou` s′ = p′T et s = (p,X). Ensuite, nous traitons le
cas ou` s′ = (p′, X ′) et s = (p,X).
– s′ = p′
T
, et s = (p,X). Alors, selon la re`gle d’infe´rence par laquelle la
re`gle de transition p′
T→δ˜i(p,X) a e´te´ cre´e´e, nous distingons deux cas :
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(a) La re`gle a e´te´ cre´e´e par la re`gle d’infe´rence α3b, alors il existe une re`gle
t1 → t dans R telle que p
′ = qt et t1
∗
→δ˜i−1 (p,X). Nous obtenons par
induction sur n que v1 ∈ ζ
∗
R(t), et par induction sur i nous de´duisons
qu’il existe un seq-contexte C ′, un terme t′ ∈ Subr(R), et une re`gle
X · Y → t′ dans R tels que t1 ∈ ζ
∗
R(C
′[t′]) (ce qui veut dire que
v1 ∈ ζ
∗
R(C
′[t′]) puisque v1 ∈ ζ
∗
R(t) et t1 → t ∈ R), et C
′[Y ] ∈ Lp.
(b) La re`gle a e´te´ cre´e´e par la re`gle d’infe´rence α4c. Soit alors p
′ un
e´tat de Qnull tel que ·(p1, p
′) → p soit une re`gle de δnull, et t.q.
0
∗
→δ˜i−1 (p1, X). Nous obtenons par induction sur i qu’il existe un
seq-contexte C0, un terme t
′ ∈ Subr(R), et une re`gle X ·Y → t
′ dans
R tels que 0 ∈ ζ∗R(C0[t
′]) et C0[Y ] ∈ Lp1 . Puisque v1
∗
→
n−1
δ˜i p
′T , nous
de´duisons par induction sur n que v1 ∈ ζ
∗
R(Lp′). Soit donc u1 ∈ Lp′
tel que v1 ∈ ζ
∗
R(u1). Soit C
′ le seq-contexte C ′[x] = ·(C0[x], u1). Nous
avons que C ′[Y ] ∈ Lp puisque u1 ∈ Lp′ et v1 ∈ ζ
∗
R(C
′[t′]) (a` cause de
la neutralite´ de 0, puisque ·(0, v1) ∈ ζ
∗
R(C
′[t′])).
Dans tous ces cas, il existe un seq-contexte C ′, un terme t′ ∈ Subr(R),
et une re`gle X · Y → t′ dans R tels que v1 ∈ ζ
∗
R(C
′[t′]) et C ′[Y ] ∈ Lp.
Soit donc u′′ ∈ Lp tel que C
′[Y ] = u′′. Nous montrons par induction sur
k que v ∈ ζ∗R(Lq) :
– k = 1. Alors C est le contexte trivial, et selon les re`gles α4e, il existe un
e´tat s tel que ·(s, p)→ q est une re`gle de δnull, etX
∗
→δ˜i−1 s
T . Ceci veut
dire que X ∈ ζ∗R(Ls). Soit alors u
′ ∈ Ls tel que X ∈ ζ
∗
R(u
′). Puisque
·(s, p) → q est une re`gle de δnull, ·(u
′, u′′) ∈ Lq. Par conse´quent, nous
obtenons
·(X,C ′[Y ]) ∈ ζ∗R
(
· (u′, u′′)
)
⊆ ζ∗R(Lq).
Puisque C ′ est un seq-contexte, en appliquant la re`gle X · Y → t′ a`
·(X,C ′[Y ]), nous obtenons C ′[t′], et puisque v1 ∈ ζ
∗
R(C
′[t′]), nous avons
que
v = v1 ∈ ζ
∗
R
(
· (X,C ′[Y ])
)
⊆ ζ∗R(Lq)
– k > 1. Il y a quatre cas :
(a) v = C[v1]
∗
→δ˜i C[(p,X)]
k−1
→ δ˜i−1 q
′T →δ˜i−1 q
T . Par induction sur k,
nous de´duisons que v ∈ ζ∗R(Lq′), et les re`gles α3a, α4d, α5b, α5c, et
α6 impliquent que v ∈ ζ
∗
R(Lq).
(b) v = C[v1]
∗
→δ˜i C[(p,X)]
k−1
→ δ˜i−1 (q
′, Z) →δ˜i−1 q
T . Ce cas peut eˆtre
traite´ comme le cas ou` k = 1.
(c) v = C[v1]
∗
→δ˜i C[(p,X)]
k−1
→ δ˜i−1 ||(q1
T , qT2 ) →δ˜i−1 q
T . Alors il existe
un contexte C1, et un terme v2 tels que
v = C[v1] = ||(C1[v1], v2)
∗
→δ˜i ||(C1[(p,X)], v2)
k−1
→ δ˜i−1
||(q1
T , qT2 )→δ˜i−1 q
T
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(le cas ou` v = C[v1] = ||(v2, C1[v1]) est syme´trique). Nous de´duisons
alors par induction sur k que C1[v1] ∈ ζ
∗
R(Lq1), et par induction sur
i que v2 ∈ ζ
∗
R(Lq2). Par conse´quent, en utilisant les re`gles α5a, nous
obtenons que v ∈ ζ∗R(Lq).
(d) v = C[v1]
∗
→δ˜i C[(p,X)]
k−1
→ δ˜i−1 ·(q1
T , q2) →δ˜i−1 q
T . Ce cas peut
eˆtre re´solu comme le cas pre´ce´dent.
– s′ = (p′, X ′), et s = (p,X). Nous proce´dons comme pre´ce´demment. Nous
montrons d’abord qu’il existe un seq-contexte C ′, un terme t′ ∈ Subr(R),
et une re`gle X · Y → t′ dans R tels que v1 ∈ ζ
∗
R(C
′[t′]), et C ′[Y ] ∈
Lp. Ensuite, nous proce´dons par induction sur k pour montrer que v ∈
ζ∗R(Lq).
Par induction sur n, nous de´duisons qu’il existe un seq-contexte C ′′ et
une re`gle X ′ · Y ′ → t′′ dans R tels que v1 ∈ ζ
∗
R(C
′′[t′′]) et C ′′[Y ′] ∈ Lp′ .
Puisque (p′, X ′) → (p,X) est une re`gle de δ˜i \ δ˜i−1, c’est une re`gle α4f.
Ceci implique qu’il existe un e´tat p1 ∈ Qnull tel que ·(p1, p
′) → p est
une re`gle de δnull, et X
′ ∗→δ˜i−1 (p1, X). Nous obtenons par induction
sur i qu’il existe un seq-contexte C0 et une re`gle X · Y → t
′ dans R
tels que X ′ ∈ ζ∗R(C0[t
′]) et C0[Y ] ∈ Lp1 . Soit C
′ le seq-contexte C ′[x] =
·(C0[x], C
′′[Y ′]). Nous avons alors que
C ′[Y ]
∗
→δ˜ ·(p1, p
′)→δ˜ p,
et v1 ∈ ζ
∗
R(C
′[t′]). En effet, v1 ∈ ζ
∗
R(C
′′[t′′]), C ′′[t′′] ∈ ζR
(
· (X ′, C ′′[Y ′])
)
,
et ·(X ′, C ′′[Y ′]) ∈ ζ∗R(C0[t], C
′′[Y ′]). Par conse´quent, la proprie´te´ est sa-
tisfaite.
2. Il existe un contexte C tel que v = C[v1, v2],
v = C[v1, v2]
∗
→
n
δ˜i C[p1, p2]
k
→δ˜i−1 q
T
et il existe n′ < n tel que
v1
∗
→
n′
δ˜i p1 et v2
∗
→
(n−n′)
δ˜i p2
Selon la nature des e´tats p1 et p2, nous pouvons montrer en utilisant l’hy-
pothe`se d’induction (puisque n′ < n, et n− n′ < n) que v ∈ ζ∗R(Lq). Pour
ce faire, nous proce´dons comme pre´ce´demment par induction sur k.
⇐ : Nous montrons maintenant les inclusions inverses. Nous ne montrons que le
premier point. Le second peut eˆtre montre´ de manie`re similaire. Puisque Lq ⊆ LqT
(les re`gles α1), il suffit de montrer que pour chaque t ∈ LqT , si t
′ ∈ ζR(t), alors
t′ ∈ LqT . Soit alors t ∈ LqT , c-a`-d. t
∗
→δ˜ q
T . Le seul cas inte´ressant est quand nous
appliquons une re`gle de ζR de manie`re non locale. Si la re`gle est applique´e localement,
nous proce´dons comme dans la preuve du lemme 5.3.2. Soit alors un contexte C, et un
seq-contexte C ′ tels que t = C
[
· (X,C ′[Y ])
]
, t′ = C
[
C ′[u]
]
, et X · Y → u ∈ R. Soient
alors p1, p2 ∈ Q˜ tels que
t
∗
→δ˜ C[·(p1, p2)]→δ˜C[p]
∗
→δ˜ q
T
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Nous montrons dans ce qui suit que t′
∗
→δ˜ q
T . Il y a quatre cas selon la nature des
e´tats p1 et p2.
1. p1 = q
′
1
T
, p2 = q
′
2, p = q
′T . Dans ce cas, nous avons que ·(q′1, q
′
2) → q
′ est une
re`gle δnull. Alors, puisque X
∗
→δ˜ q
′
1
T
, il s’en suit que (q′2, X) →δ˜ q
′T (les re`gles
α4e), et nous pouvons montrer par induction structurelle sur C
′ (en utilisant les
re`gles α2 pour le cas de base ou` C
′ est le contexte trivial, et les re`gles α4b pour
l’e´tape d’induction) que C ′[u]
∗
→δ˜ (q
′
2, X). Ceci implique que :
t′ = C
[
C ′[u]
] ∗
→δ˜ C
[
(q′2, X)
]
→δ˜C
[
q′
T ] ∗
→δ˜ q
T
2. p1 = (q
′
1, Z), p2 = q
′
2, p = (q
′, Z). Ce cas est similaire au cas pre´ce´dent : nous
avons ne´cessairement que ·(q′1, q
′
2) → q est une re`gle de δnull (les re`gles α4b).
Puisque X
∗
→δ˜ (q
′
1, Z) et ·(q
′
1, q
′
2) → q est une re`gle de δnull, il s’en suit que
(q′2, X) →δ˜ (q
′, Z) (les re`gles α4f). Nous montrons comme pre´ce´demment par
induction structurelle sur C ′ que C ′[u]
∗
→δ˜ (q
′
2, X). Ceci implique que C
′[u]
∗
→δ˜
(q′, Z), et donc que :
t′ = C
[
C ′[u]
] ∗
→δ˜ C
[
(q′, Z)
] ∗
→δ˜ q
T
3. p1 = qnull
T , p2 = p = q
′T (les re`gles α7). Soit s un e´tat tel que
C ′[Y ]
∗
→δ˜ C
′[s]
∗
→δ˜ q
′T .
Il y a deux cas en fonction de la nature de s :
(a) Il existe un e´tat q′′ tel que s = q′′
T
. Pour montrer que t′
∗
→δ˜ q
T , il suffit
de montrer que u
∗
→δ˜ q
′′T . Ceci de´coule directement des re`gles α3a puisque
X · Y → u est une re`gle de R, et
·(X,Y )
∗
→δ˜ ·(qnull
T , q′′
T
)→δ˜ q
′′T .
Par conse´quent, nous obtenons que
u
∗
→δ˜ q
T
u →δ˜ q
′′T .
(b) Il existe un e´tat q′′ et une variable Z tels que s = (q′′, Z). Dans ce cas, il
suffit de montrer que u
∗
→δ˜ (q
′′, Z). Soit la variable Z ′, et les e´tat q¯ et q¯′
tels que l’on ait
Y
∗
→δ˜ q¯→δ˜(q¯
′, Z ′)
∗
→δ˜ (q
′′, Z).
Puisque Y
∗
→δ˜ q¯, nous pouvons montrer comme pre´ce´demment que u
∗
→δ˜ q¯,
et donc, il s’en suit que u
∗
→δ˜ (q
′′, Z).
(c) s ∈ Qnull. Dans ce cas, ·(X,Y )
∗
→δ˜ ·(qnull
T , sT ) →δ˜ s
T , et donc les re`gles
α3a impliquent que u
∗
→δ˜ s
T . Nous devons alors montrer par induction
structurelle sur C ′ (comme dans la preuve du lemme 5.3.2) que C ′[u]
∗
→δ˜
q′
T
.
125
4. p1, p2, p ∈ Qnull. Alors C
′[u]
∗
→δ˜ p
T , et nous pouvons montrer comme pre´ce´dem-
ment que C[pT ]
∗
→δ˜ q
T par induction structurelle sur C ′.
2
5.6 Accessiblite´ modulo ∼
Nous de´duisons a` partir des corollaires 5.4.1 et 5.5.2 que pour la classe PAD, nous
sommes capables de calculer en temps polynoˆmial des ∼-repre´sentants de Post∗(L)
pour tout langage re´gulier L ; et des ∼-repre´sentants de Pre∗(L) pour tout langage
re´gulier L qui est ∼||-compatible. Notre but dans cette section est de calculer un ∼-
repre´sentant de l’ensemble Pre∗R,∼(L) pour un langage re´gulier L et un PAD R dans
le cas ge´ne´ral ou` l’on n’a pas cette condition de compatibilite´. Nous ne pouvons mal-
heureusement pas construire un ∼-repre´sentant re´gulier de cet ensemble. Cependant,
nous pouvons construire un ∼-repre´sentant non re´gulier en utilisant des automates
d’arbres a` compteurs. Heureusement, nous pouvons montrer que le proble`me du vide
des automates a` compteurs obtenus par notre construction est de´cidable. Ceci permet
d’utiliser notre construction pour re´soudre le proble`me 2.11. Dans ce qui suit, nous
introduisons d’abord cette classe d’automates d’arbres a` compteurs, et nous donnons
ensuite notre construction.
5.6.1 Automates d’arbres a` compteurs
Nous de´finissons dans cette section une nouvelle classe d’automates a` compteurs qui
e´tend les automates d’arbres finis avec des compteurs. Nous utilisons ~c pour repre´senter
le vecteur (c1, . . . , cm), ou` c1, . . . , cm sont m compteurs d’entiers. Nous de´notons par
dim(~c) la dimension, m, de ~c.
De´finition 5.6.1 Un automate d’arbres a` compteurs (ou CTA pour Counter
Tree Automaton ) est un quintuplet A = (Q,Σ, F,~c, δ) ou` Q est un ensemble fini
d’e´tats, Σ est un alphabet muni d’une fonction d’arite´, F ⊆ Q est un ensemble d’e´tats
finaux, et δ est un ensemble de re`gles de la forme
f
(
q1, . . . , qn
) µ/λ
−−−→ q (5.11)
a
vrai/λ′
−−−−−→ q (5.12)
q
µ/λ
−−−→ q′ (5.13)
ou` a ∈ Σ0, n ≥ 0, f ∈ Σn, q1, . . . , qn, q, q
′ ∈ Q, µ est une formule de Presburger telle
que FV (µ) = {c1, . . . , cm}, et λ (resp. λ’) est une affectation de la forme ~c
′ := ~c + ~k
(resp. de la forme ~c′ := ~k), ou` ~c′ de´note la nouvelle valeur du vecteur ~c, et ~k est un
vecteur constant de Zm.
Dans la suite, la re`gle f(q1, . . . , qn)
µ/λ
−−−→ q, ou` µ = vrai et λ est l’affectation nulle,
sera repre´sente´e par f(q1, . . . , qn) → q. Les re`gles de la forme f
(
q1, . . . , qn
) vrai/λ
−−−−−→ q,
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a
vrai/λ′
−−−−−→ q, ou q
vrai/λ
−−−−−→ q′ sont appele´es re`gles non contraintes, alors que les re`gles
de la forme f(q1, . . . , qn)
µ/λ
−−−→ q ou q
µ/λ
−−−→ q′ telles que µ 6= vrai sont appele´es re`gles
contraintes.
Un CTA est un automate d’arbres auquel nous associons un ensemble de compteurs.
Les re`gles (5.11), (5.12), et (5.13) se comportent respectivement comme les re`gles (2.1),
(2.2), et (2.3) de la de´finition 2.1.20, sauf que dans ce cas, l’automate annote chaque
noeud par un e´tat et une valeur des compteurs : Comme dans le cas des automates
d’arbres standards, l’automate commence par les feuilles : si une feuille est e´tiquete´e par
la lettre a, l’automate utilise les re`gles 5.12 pour l’annoter par (q, ~k). Ensuite, les noeuds
internes sont e´tiquete´s en utilisants les re`gles 5.11 et 5.13 : si un noeud est annote´ par
(q,~v), et si q
µ/λ
−−−→ q′ est une re`gle de l’automate, alors ce noeud peut eˆtre annote´ par
(q,~v + ~k) si ~v |= µ. De meˆme, si les termes t1, . . . , tn sont respectivement annote´s par
(q1, ~v1), . . . , (qn, ~vn), et si l’automate comprend la re`gle f
(
q1, . . . , qn
) µ/λ
−−−→ q, alors si
~v1 + · · · + ~vn |= µ, le terme f
(
t1, . . . , tn
)
peut eˆtre annote´ par (q,~v1 + · · · + ~vn + ~k).
L’annotation de l’arbre continue ainsi jusqu’a` arriver a` la racine. Si cette dernie`re est
annote´e par un e´tat final, alors l’arbre est accepte´ par l’automate.
Formellement, soit A = (Q,Σ, F,~c, δ) un automate d’arbres a` compteurs, nous
introduisons un automate d’arbres “standard” Ac tel que le langage, L(A), de A est
de´fini comme e´tant l’ensemble des termes clos accepte´s par Ac. Cet automate est donne´
par : Ac = (Qc,Σ, Fc, δc) tel que Qc = Q×Zm, Fc = F ×Zm, et δc contient les re`gles
de transition suivantes :
– f
(
(q1, ~v1), . . . , (qn, ~vn)
)
→ (q,~v) ∈ δc si f(q1, . . . , qn)
µ/λ
−→ q est dans δ, ~v =
~v1 + · · ·+ ~vn + ~k, ~v1 + · · ·+ ~vn |= µ, et λ est de la forme ~c
′ := ~c+ ~k,
– a → (q,~v) ∈ δc si a
vrai/λ′
−→ q est dans δ, ~v = ~k, et λ′ est une affectation de la
forme ~c′ := ~k,
– (q,~v)→ (q′, ~v′) ∈ δc si q
µ/λ
−→ q′ est dans δ, ~v′ = ~v+~k, ~v |= µ, et λ est de la forme
~c′ := ~c+ ~k.
Nous de´notons par →δ la relation →δc .
The´ore`me 5.6.1 L’intersection d’un langage re´gulier d’arbres et d’un langage re-
connu par un CTA est un langage reconnu par un CTA.
Preuve : SoitA1 = (Q1,Σ, F1, δ1) un automate d’arbres fini etA2 = (Q2,Σ, F2,~c2, δ2)
un CTA. Alors L(A1) ∩ L(A2) est reconnu par le CTA A1 ×A2 = (Q1 ×Q2,Σ, F1 ×
F2,~c2, δ), ou` δ est l’ensemble des re`gles :
– f
(
(q1, q
′
1), . . . , (qk, q
′
k)
) µ/λ
−→ (q, q′) si f(q1, . . . , qk) −→ q ∈ δ1 et f(q
′
1, . . . , q
′
k)
µ/λ
−→
q′ ∈ δ2,
– a
vrai/λ′
−−−−−→(q, q′) si a→ q ∈ δ1 et a
vrai/λ′
−−−−−→ q′ ∈ δ2
– (q, q′1)
µ/λ
−−−→(q, q′2) si q
′
1
µ/λ
−−−→ q′2 ∈ δ2,
– (q1, q)→ (q2, q) si q1 → q2 ∈ δ1.
2
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Il est clair que le proble`me du vide est inde´cidable pour les CTAs. Nous introduisons
dans ce qui suit une sous classe de´cidable. Cette classe correspond aux automates ou`
toutes les contraintes non triviales consistent a` tester si tous les compteurs sont nuls,
ou correspondent a` des affectations qui sont des reset (affectations qui remettent tous
les compteurs a` 0).
De´finition 5.6.2 Un 0-test automate d’arbres a` compteurs (0-CTA) est un
CTA dont les re`gles sont telles que :
– soit l’affectation λ est un reset de la forme ~c := ~0 ;
– soit µ est vrai ou une formule de la forme ~c = ~0.
Nous montrons le re´sultat suivant :
The´ore`me 5.6.2 L’intersection d’un langage re´gulier d’arbres et d’un langage re-
connu par un 0-CTA est un langage reconnu par un 0-CTA. En plus, le proble`me
du vide des 0-CTAs est de´cidable et peut eˆtre re´solu en un temps polynoˆmial non-
de´terministe.
Preuve :
Le fait que l’intersection d’un langage re´gulier d’arbres et d’un langage reconnu
par un 0-CTA est un langage reconnu par un 0-CTA s’obtient directement a` partir de
la construction du the´ore`me 5.6.1.
Nous montrons maintenant que le proble`me du vide des 0-CTAs est de´cidable. Soit
A = (Q,Σ, F,~c, δ) un 0-CTA. Nous pouvons supposer sans perte de ge´ne´ralite´ que Q
est l’union disjointe de deux ensembles d’e´tats QNT et QT , ou` un e´tat q est dans QNT
ssi toutes les re`gles de la forme f(q1, . . . , qn)
µ/λ
→ q sont telles que µ = vrai, c-a`-d.,
si ces re`gles sont non contraintes, et un e´tat q est dans QT ssi toutes les re`gles de la
forme f(q1, . . . , qn)
µ/λ
→ q sont telles que µ est la contrainte ~c = ~0 ou λ est l’affectation
~c := ~0, c-a`-d., si ces re`gles sont des re`gles contraintes du 0-CTA. Un 0-CTA peut eˆtre
transforme´ en un 0-CTA de cette forme en dupliquant les e´tats qui interviennent (qui
sont la cible) dans les deux types de re`gles (contraintes et non contraintes).
Le langage accepte´ par A est vide ssi l’ensemble Acc des e´tats accessibles de A ne
contient pas un e´tat final (un e´tat q est accessible s’il existe au moins un terme clos
t t.q. t ∗−→δ q). Soit Acc = Acc
NT ∪ AccT , ou` AccNT et AccT sont les ensembles des
e´tats accessibles qui sont dans QNT et QT , respectivement. Ces ensembles peuvent
eˆtre calcule´s ite´rativement comme suit :
– AccNT0 = {q ∈ QNT | ∃a ∈ Σ0, a
vrai/λ
→ q ∈ δ}, AccT0 = ∅,
– AccNTi+1 = Acc
NT
i ∪ {q ∈ QNT | ∃q1, . . . , qn ∈ Acci, f(q1, . . . , qn)
vrai/λ
−−−−−→ q ∈
δ} ∪ {q ∈ QNT | ∃q
′ ∈ Acci, q
′ vrai/λ−−−−−→ q ∈ δ},
– AccTi+1 = {q ∈ QT | Proc(q, Acc
T
i ) est satisfaisable}, ou` Proc(q, Acc
T
i ) est une
formule line´aire de´finie ci-dessous.
L’ide´e est qu’un e´tat q dans QT est rajoute´ a` Acc
T
i+1 ssi il existe un contexte C, n
e´tats q1, . . . , qn dans Acc
T
i tels que
C[(q1,~0), . . . , (qn,~0)]
∗
→δ s
~c=~0/λ
−−−−−→δq (5.14)
128
ou` s est soit de la forme p, soit de la forme f(p1, . . . , pm), ou` p, p1, . . . , pm ∈ QNT ,
f ∈ Σ, tels que les de´rivations C[(q1,~0), . . . , (qn,~0)]
∗
→δ s n’utilisent que des re`gles non
contraintes, c-a`-d. que pendant ces de´rivations, aucun test n’est re´alise´. Ceci est base´
sur le fait que les e´tats q1, . . . , qn sont dans QT , et donc nous sommes suˆrs que si un
noeud est annote´ par l’un de ces e´tats, alors les compteurs sont nuls a` ce noeud. La
formule Proc(q, AccTi ) de´finie ci-dessous est satisfaisable ssi il existe n e´tats q1, . . . , qn
dans AccTi , et un contexte C tels que nous avons (5.14), c-a`-d., ssi A admet une
exe´cution ρ qui re´alise les de´rivations de (5.14)2.
Nous de´finissons maintenant la formule Proc(q, AccTi ). Nous associons a` chaque
re`gle r de δ la variable wr qui correspond au nombre d’applications de r dans ρ.
D’abord, nous devons exprimer le fait que les wr sont positifs par la formule POS :∧
r∈δ
wr ≥ 0
Pour chaque re`gle r de δ, nous de´notons par |r|p le nombre d’occurrences de l’e´tat
p dans l’ensemble {p1, . . . , pk} si r est une re`gle de la forme f(p1, . . . , pk)
µ/λ
−→ p′.
Pour chaque e´tat p, nous de´notons par :
– p+ l’ensemble de re`gles de la forme f(p1, . . . , pk)
µ/λ
−→ p,
– p− l’ensemble de re`gles de la forme f(p1, . . . , pk)
µ/λ
−→ p′ telles que p ∈ {p1, . . . , pk}.
Soit δT l’ensemble des re`gles contraintes de δ, c-a`-d., des re`gles e´tiquete´es par
{~c = ~0/λ} ou {µ/~c := ~0} ou` les compteurs sont teste´s. Nous devons exprimer qu’une
seule re`gle de δT est utilise´e dans ρ, et que cette re`gle est ne´cessairement de la forme
s
~c=~0/λ
−−−−−→δq ou s
µ/~c:=~0
−−−−−→δq. En plus, puisque q ∈ QT , nous devons exprimer le fait qu’il
y a une seule re`gle qui atteind l’e´tat q. Ceci est exprime´ par la formule ONETEST :( ∑
r∈δT
wr = 1
)
∧
( ∑
r∈q+
wr = 1
)
Ecrivons maintenant les contraintes entre les wr, ces contraintes doivent exprimer
le fait que pour tout e´tat p ∈ QNT , il y a une conservation du flot, dans le sens que le
nombre de fois qu’un e´tat p ∈ QNT est cre´e´ par les re`gles f(p1, . . . , pk)
µ/λ
−→ p, est e´gal
au nombre de fois qu’il est “consomme´” par les re`gles f(p1, . . . , p, . . . , pk)
µ/λ
−→ p′. Ceci
est exprime´ par la formule FLOW :∧
p∈QNT
(
∑
r∈p+
wr =
∑
r∈p−
wr|r|p)
En plus, nous devons exprimer que les seuls e´tats de QT , autres que q, qui peuvent
intervenir dans ρ sont les e´tats de AccTi , et que ces e´tats ne peuvent qu’eˆtre consomme´s.
Ceci peut eˆtre exprime´ par la formule LEAVES :∧
p∈QT
( ∑
r∈p−
wr > 0
)
⇔ p ∈ AccTi
2Pour simplifier, nous ne conside´rons ici que le cas ou` l’e´tiquette de la re`gle contrainte applique´e
pour atteindre q est de la forme ~c = ~0/λ. Le cas ou` elle est de la forme µ/~c := ~0 est similaire.
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Nous devons exprimer maintenant le fait que, pour eˆtre implique´ dans une “vraie”
exe´cution ρ, un e´tat p ∈ QNT doit eˆtre accessible dans ρ. En effet, si nous conside´rons
la re`gle r = f(p)
vrai/λ
−−−−−→p, et si nous supposons que p n’apparaˆıt jamais pendant
l’exe´cution ρ, alors les contraintes pre´ce´dentes restent satisfaites meˆme si nous asso-
cions a` wr n’importe quelle valeur. Ceci ne doit pas eˆtre le cas, puisque nous voulons
que les valeurs des wr correspondent aux nombres d’applications des re`gles r pendant
l’exe´cution ρ. Pour contourner ce proble`me, nous devons imposer que wr soit positif ssi
r est de la forme f(p1, . . . , pk)
µ/λ
−→ p, ou` tous les e´tats p1, . . . , pk sont accessibles dans
l’exe´cution ρ. Ceci est exprime´ par la formule REACH ci-dessous. Nous allons d’abord
expliquer cette formule.
Soit ρ une exe´cution de A qui arrive a` la racine de v dans l’e´tat p, ou` p ∈ QNT (ρ
n’utilise que des re`gles non contraintes). Conside´rons un chemin de v tel qu’il existe
deux positions p1 < p2 sur ce chemin annote´es par le meˆme e´tat p
′ pendant l’exe´cution
ρ. Soit u (resp. u′) le sous terme de v a` la position p2 (resp. p1). Alors, il existe deux
contextes C et C ′ tels que u′ = C ′[u], et v = C[u′]. Il est clair que, si nous enlevons
le contexte C ′, nous obtenons un terme v′ = C[u] dont la racine peut eˆtre annote´e
avec l’e´tat p par l’automate A. Ceci est duˆ au fait que p /∈ QT , et l’automate n’utilise
que des re`gles non contraintes pendant les de´rivations. Par conse´quent, les valeurs des
compteurs ne sont pas importantes puisque pendant l’exe´cution aucun test n’a e´te´
re´alise´. Ainsi, si p est accessible dans une exe´cution ρ, alors il l’est aussi dans une
autre exe´cution ρ′ (obtenue a` partir de ρ) dont les chemins ne contiennent pas deux
positions annote´es par le meˆme e´tat, de telles exe´cutions ρ′ sont appele´es exe´cutions
e´le´mentaires . Etant donne´ un e´tat p, nous de´finissons Θp comme e´tant l’ensemble des
exe´cutions e´le´mentaires θ qui arrivent a` l’e´tat p apre`s application de θ. Notons que
pour chaque p ∈ QNT , Θp est fini et peut eˆtre effectivement calcule´. Nous de´finissons
alors la formule REACH suivante :∧
p∈QNT
( ∑
r∈p−
wr > 0
)
⇔
( ∨
θ∈Θp
∧
r∈θ
wr > 0
)
Finalement, si r′ est la re`gle qui permet l’annotation de la racine par l’e´tat q, il
faut exprimer par une formule COUNT que l’accumulation des effets des diffe´rentes
re`gles de ρ permet l’application de r′. Il y a deux cas :
– c’est une re`gle r′ e´tiquete´e par {~c = ~0/λ} qui a e´te´ utilise´e. Dans ce cas, la
valeur de chaque compteur est nulle, et est e´gale a` l’accumulation des diffe´rents
effets des diffe´rentes re`gles qui ont e´te´ applique´es pendant l’exe´cution ρ. Ceci est
exprime´ par la formule COUNT :
~0 = ~c =
∑
r∈δ
wr ~kr
ou` ~c′ := ~c+ ~kr est l’affectation correspondant a` la re`gle r.
– c’est une re`gle r′ e´tiquete´e par {µ/~c := ~0} qui a e´te´ utilise´e. Dans ce cas, les
valeurs des compteurs satisfont µ. Ces compteurs sont e´gaux a` l’accumulation des
diffe´rents effets des diffe´rentes re`gles qui ont e´te´ applique´es pendant l’exe´cution
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ρ. Ceci est exprime´ par la formule COUNT :∑
r∈δ
wr ~kr |= µ
ou` ~c′ := ~c+ ~kr est l’affectation correspondant a` la re`gle r.
Enfin, la formule Proc(q, AccTi ) est donne´e par :
Proc(q, AccTi ) = POS ∧ ONETEST ∧ LEAVES ∧ FLOW ∧ REACH ∧ COUNT.
Nous pouvons de´cider la satisfaisabilite´ de cette formule line´aire en un temps NP
comme suit : Toutes les formules POS,ONETEST, LEAVES,FLOW, et COUNT ont une
taille polynoˆmiale, seule la formule REACH peut avoir une taille exponentielle puisqu’il
y a un nombre exponentiel de chemins e´le´mentaires. Au lieu de conside´rer toute cette
formule, nous pouvons deviner, pour chaque e´tat q, le chemin e´le´mentaire θ′ qui permet
d’acce´der a` q, et remplacer REACH par la formule polynoˆmiale :∧
p∈QNT
( ∑
r∈p−
wr > 0
)
⇔
( ∧
r∈θ′
wr > 0
)
.
Donc, nous obtenons une formule line´aire de taille polynoˆmiale. La satisfaisabilite´ de
cette formule peut eˆtre de´cide´e dans NP (voir le the´ore`me 2.1.8).
2
5.6.2 Calcul d’un ∼-repre´sentant de Pre∗R,∼(L) pour PAD
Notre but maintenant est de calculer un ∼-repre´sentant de l’ensemble Pre∗R,∼(L)
pour un langage re´gulier L et un PAD R. Pour ce faire, nous de´finissons une transfor-
mation ℘R telle que pour tout langage L et tout PRS R, ℘
∗
R(L) est un ∼-repre´sentant
de Post∗R,∼(L) (et donc ℘
∗
R−1(L) est un∼-repre´sentant de Pre
∗
R,∼(L)), et nous construi-
sons un 0-CTA qui reconnaˆıt ℘∗R−1(L) pour tout langage re´gulier L et PAD R. Nous
supposons que les PAD que nous conside´rons ne contiennent pas de re`gles de la
forme 0 → t. Ceci n’est pas restrictif. En effet, les PRS obtenus a` partir des pro-
grammes ne contiennent pas ces re`gles (voir la section 4.4). De plus, les syste`mes
PRS tels que de´finis par Mayr ne comprennent pas ces re`gles. Jusqu’ici nous avons
conside´re´ ce type de re`gles pour traiter de manie`re uniforme les proble`mes du calcul
des repre´sentants des ensembles Post∗R,≡(L) et Pre
∗
R,≡(L) en exploitant le fait que
Pre∗R,≡(L) = Post
∗
R−1,≡(L). Donc si R contient la re`gle t → 0 qui mode´lise la ter-
minaison du processus t, R−1 doit contenir la re`gle 0 → t. Dans cette section, nous
n’avons pas besoin de conside´rer ce type de re`gles puisque nous ne nous inte´ressons
qu’au calcul des repre´sentants de Pre∗R,∼(L) pour un PAD R. Nous verrons plus tard
pourquoi nous avons besoin de cette restriction.
Soit R un PRS quelconque, pour de´finir la transformation ℘R, nous avons besoin
de la notion de paral-contexte :
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De´finition 5.6.3 Un paral-contexte est un contexte C[x1, . . . , xn] tel que tous les
anceˆtres des variables x1, . . . , xn sont e´tiquete´s par “||”.
Modulo ∼, la difficulte´ majeure vient des re`gles X||Y → t qui peuvent eˆtre applique´es
de manie`re non locale. Plus pre´cise´ment, modulo ∼, cette re`gle peut eˆtre applique´e a`
tous les termes de la forme C[X,Y ], ou` C[x1, x2] est un paral-contexte, pour produire
un terme qui est ∼-e´quivalent a` C[0, t]. Pour des raisons techniques, nous introdui-
sons une nouvelle constante spe´ciale “0˜” qui est conside´re´e comme ∼-e´quivalente au
processus nul 0, et nous conside´rons le terme C[0˜, t] (qui est ∼-e´quivalent a` C[0, t]).
Soit alors T ′ l’ensemble des termes de processus contenant “0˜”. La diffe´rence entre “0˜”
et “0” est que “0˜” n’est jamais ni simplifie´ ni re´e´crit. Nous introduisons ce nouveau
symbole pour pouvoir pre´server la structure de l’arbre apre`s l’application non locale
d’une re`gle de la forme X||Y → t. Nous devons donc tenir compte de la pre´sence de
ces “0˜” dans les termes comme suit : D’abord, nous de´finissons un null-contexte :
De´finition 5.6.4 Un null-contexte est un contexte a` une variable C[x] tel que toutes
les feuilles autres que la variable x sont e´tiquete´es par “ 0˜”.
Ceci veut dire que si C0 est un null-contexte, alors C0[X] est ∼-e´quivalent a` X.
Par conse´quent, si C est un paral-contexte et C0, C
′
0 sont des null-contextes, alors la
re`gle X||Y → t doit eˆtre applique´e a` tous les termes de la forme C
[
C0[X], C
′
0[Y ]
]
pour
produire un terme ∼-e´quivalent a` C
[
C0[0˜], C
′
0[t]
]
. De la meˆme manie`re, si Cs est un
seq-contexte, alors une re`gle de la forme X ·Y → t doit eˆtre applique´e a` chaque terme
de la forme ·(C0[X], Cs[Y ]), pour produire un terme ∼-e´quivalent a` ·(C0[0˜], Cs[t]).
Observons que le fils droit Cs[Y ] ne contient pas de 0˜. Ceci est duˆ a` la strate´gie de
re´e´criture pre´fixe du “·” et au fait que les 0˜ sont absents du langage initial.
Nous de´finissons maintenant la relation ℘R qui re´alise ces transformations pour un
PRS arbitraire R. Cette relation est de´finie comme la plus petite relation sur T ′ qui
contient ζR (puisque ∼ inclut ∼s) et telle que pour tout contexte C
′ nous avons :
(A1) Pour toute re`gle X||Y → t dans R, s’il existe un paral-contexte C et deux
null-contextes C0 et C
′
0 tels que t = C
′
[
C
[
C0[X], C
′
0[Y ]
]]
et
t′ = C ′
[
C
[
C0[0˜], C
′
0[t]
]]
alors (t, t′) ∈ ℘R.
t
℘R
C
||
||
||
||
||
||
||
||
||
C
||
||
||
||
||
||
||
||
||
X
Y
C0 0˜
C′0
0˜
0˜
0˜
0˜
C′0
C0
Fig. 5.4 – La re`gle X||Y → t modulo ∼
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(A2) Pour toute re`gle X · Y → t dans R, s’il existe un seq-contexte C et un null-
contexte C0 tels que t1 = C
′
[
· (C0[X], C[Y ])
]
et t2 = C
′
[
· (C0[0˜], C[t])
]
, alors
(t1, t2) ∈ ℘R.
t
℘R
CC 0˜0˜
C0 C0
0˜YX
Fig. 5.5 – La re`gle X · Y → t modulo ∼
Pour tout langage L, ℘∗R(L) est un ∼-repre´sentant de Post
∗
R,∼(L) :
Proposition 5.6.1 Pour tout langage d’arbres L et tout PRS R, Post∗R,∼(L) =
[℘∗R(L)]∼ et Pre
∗
R,∼(L) = [℘
∗
R−1(L)]∼.
Notre but est alors de calculer ℘∗R−1(L) pour un PAD R et un langage re´gulier
d’arbres L. Nous montrons le re´sultat suivant :
The´ore`me 5.6.3 Soient L un langage re´gulier d’arbres et R un PAD, alors ℘∗R−1(L)
peut eˆtre effectivement caracte´rise´ par un 0-CTA. En plus, a` partir d’un automate a` k
e´tats et τ transitions qui reconnaˆıt L, il est possible de construire un 0-CTA acceptant
℘∗R−1(L) ayant O
(
2|V ar|
2
· |V ar|2 · (k+ |Subr(R
−1)|)
)
e´tats, et O
(
2|V ar|
2
· |V ar|4 · (k+
|Subr(R
−1)|) · |Subr(R
−1)|+ k · |V ar|2 · 4|V ar|
2)
transitions.
Tout le reste de cette section est consacre´ a` l’explication et la preuve de ce the´ore`me.
Nous fixons alors un PAD R et langage re´gulier d’arbres L.
5.6.3 Principe de la construction
Avant de donner la construction de l’automate a` compteurs, nous expliquons son
ide´e principale qui est base´e sur deux cas :
Cas B1 : Voyons d’abord comment les re`gles de la forme X||Y → t sont traite´es.
Soient u et u′ deux termes tels que u′ ∈ ℘∗R−1(u) et il existe un paral-contexte C, n
variables de processus A1, . . . , An, n termes t1, . . . , tn, et n null-contextes C
′
1, . . . , C
′
n
tels que u = C
[
C ′1[A1], . . . , C
′
n[An]
]
, et u′ = C
[
C ′1[u1], . . . , C
′
n[un]
]
. u′ est obtenu de
u apre`s plusieurs re´e´critures dans les feuilles comme suit : Il existe des termes in-
terme´diaires u′0, . . . , u
′
k, et une se´quence de paires d’indices appartenant a` {1, . . . , n} :
(i1, j1), . . . , (ik, jk) ou` ces indices ne sont pas ne´cessairement distincts, mais pour
chaque l ≤ k, il 6= jl, tels que u
′
0 = u, u
′
k = u
′, et u′l+1 est un successeur de u
′
l
par ℘R−1 obtenu comme suit : Si u
′
l est de la forme u
′
l = C
[
C ′1[s1], . . . , C
′
n[sn]
]
, ou`
les si sont des termes, alors il existe dans R
−1 une re`gle de la forme Zl||Yl → t (ou
Yl||Zl → t) telle que sil = Yl, sjl = Zl, et u
′
l+1 = C
[
C ′1[s
′
1], . . . , C
′
n[s
′
n]
]
, ou` s′il = 0˜,
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s′jl = t, et s
′
i = si pour les autres indices. Ceci veut dire que u
′
l+1 est obtenu en
appliquant la re`gle Zl||Yl → t (ou Yl||Zl → t) aux positions (il, jl) dans le terme u
′
l.
Observons que t est soit e´gal a` ujl , soit e´gal a` une variable de processus B qui sera
re´e´crite plus tard a` une e´tape ulte´rieure l′ > l (ceci veut dire qu’il existe une re`gle
B||B′ → s (ou B′||B → s) qui peut eˆtre applique´e aux positions (il′ , jl′), ou` jl est soit
e´gal a` il′ , soit a` jl′ .
L’automate doit reconnaˆıtre le terme u′ comme un successeur de u. Il commence
par annoter les feuilles et remonte jusqu’a` la racine. A chaque position il (resp. jl), il
doit deviner que ce nœud a interagit avec le nœud jl (resp. il) comme de´crit ci-dessus.
Il doit me´moriser toutes ces pre´dictions et les valider quand il arrive a` la racine de u′.
Pour me´moriser toutes ces pre´dictions (il y en a un nombre non borne´), l’automate se
comporte de la manie`re suivante : Il conside`re un compteur cX pour chaque variable de
processus X dans V ar, et quand il devine qu’aux positions (il, jl) une re`gle Zl||Yl → t
(ou Yl||Zl → t) a e´te´ applique´e (en transformant le Yl de la position il en 0˜, et le Zl
de la position jl en t), il de´cre´mente le compteur cYl a` la position il et l’incre´mente a`
la position jl. En plus, il doit me´moriser a` chaque position p ∈ {1, . . . , n} un graphe
Gp dont les areˆtes sont dans V ar ∪ {⊥} × V ar tel que :
– ⊥ → Yl est dans Gp ssi p = jl et up 6= 0˜,
– Yl → Yl′ est dans Gp ssi p = il = jl′ (donc ne´cessairement up = 0˜).
Apre`s avoir fait toutes ces pre´dictions aux feuilles, l’automate remonte ce qu’il a devine´
a` la racine en annotant les nœuds internes comme suit : Le graphe Gp et la valeur des
compteurs devine´s a` la position p sont remonte´s jusqu’a` la racine du contexte C ′p, tout
en ve´rifiant que C ′p est un null-contexte. Ensuite, ces informations sont remonte´es a` la
racine de C de la manie`re suivante : si le terme v1 (resp. v2) est de´core´ par le graphe
G1 (resp. G2) et la valeur ~c1 des compteurs (resp. ~c2) (nous conside´rons le vecteur des
compteurs ~c = (cX1 , . . . , cXm), ou` V ar = {X1, . . . , Xm}), alors ||(v1, v2) est de´core´ par
G1 ∪ G2 et ~c = ~c1 + ~c2. Notons qu’il existe un nombre fini de tels graphes (au plus
2O(|V ar|
2) graphes possibles).
Le point cle´ de la construction est que nous montrons que les pre´dictions faites
par l’automate aux feuilles sont correctes ssi l’automate atteint la racine avec des
compteurs nuls (~c = ~0), et un graphe G ayant un chemin allant du sommet ⊥ a` chaque
sommet de V ar intervenant dans au moins une areˆte de G (lemmes 5.6.2 et 6.5.2).
De manie`re plus pre´cise, soit ~c un vecteur de |V ar| compteurs (dim(~c) = |V ar|).
Pour associer un compteur a` chaque variable de processus X, nous nume´rotons les
variables de processus de V ar de 1 a` |V ar|. Soit donc V ar = {X1, X2, . . . , X|V ar|}.
Soit X un e´le´ment quelconque de V ar, nous notons par indice(X) l’indice j tel que
X = Xj . La i
e`me composante de ~c correspond au compteur de la variable Xi. Soient ~ki
(resp. ~k′i) des vecteurs de dimension |V ar| ayant 1 (resp. -1) a` la i
e`me composante et
des 0 dans les autres composantes, et soit λi (resp. λ
′
i) l’affectation ~c
′ := ~c+ ~ki (resp.
~c′ := ~c + ~k′i). Notons que λi (resp. λ
′
i) incre´mente (resp. de´cre´mente) le compteur
correspondant a` la variable Xi.
Soit G = 2V ar∪{⊥}×V ar l’ensemble des graphes ayant des areˆtes dans V ar ∪ {⊥}×
V ar. Pour valider les pre´dictions, nous avons besoin de de´finir la sous classe Gc des
graphes G de G ayant un chemin partant du sommet ⊥ a` chaque sommet de V ar
intervenant dans au moins une areˆte de G. Soit alors un graphe G ∈ G. Nous de´finissons
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Noeuds(G) = {X ∈ V ar | ∃A → X ∈ G ou X → A ∈ G} l’ensemble des sommets
de V ar intervenants dans au moins une areˆte de G. Gc est l’ensemble des graphes G
ayant un chemin partant de ⊥ a` chaque variable dans Noeuds(G) :
Gc = {G ∈ G | ∀X ∈ Noeuds(G), ∃ un chemin dans G menant de ⊥ a` X}.
Soit alors
(
Y pj ||Z
p
j → t
p
j (ou Z
p
j ||Y
p
j → t
p
j )
)
1≤j≤hp
la se´quence de re`gles de R−1
qui ont e´te´ applique´es de manie`re non locale a` la position p, pour p ∈ {1, . . . , n}, telle
que la re`gle d’indice j soit la je`me re`gle qui a e´te´ applique´e a` la position p de manie`re non
locale. La meˆme re`gle peut apparaˆıtre plusieurs fois dans la se´quence, puisqu’une re`gle
peut s’appliquer plusieurs fois a` une position donne´e. Nous conside´rons par convention
de notation que si Y pj ||Z
p
j → t
p
j ou Z
p
j ||Y
p
j → t
p
j s’applique entre deux positions (dont
l’une est p), alors c’est la position e´tiquete´e par Y pj qui se transforme en 0˜ (c’est
pour cette raison que nous conside´rons deux formes de re`gles qui sont toutes les deux
syme´triques : (1) Y pj ||Z
p
j → t
p
j et (2) Z
p
j ||Y
p
j → t
p
j pour exprimer que si une re`gle
X||Y → t a e´te´ applique´e a` la position p telle que c’est X qui s’est transforme´ en
0˜, alors cette re`gle est de la forme Y pj ||Z
p
j → t
p
j . Si c’est le Y qui s’est transforme´
en 0˜, alors cette re`gle est de la forme Zpj ||Y
p
j → t
p
j ). Si nous reprenons les se´quences
(u′l) et (il, jl), 1 ≤ l ≤ k ; ceci veut dire que pour chaque j, 1 ≤ j ≤ hp, il existe
un indice kj,p, 1 ≤ kj,p ≤ k tel que kj,p < kj+1,p, u
′
kj,p
= C
[
C ′1[s1], . . . , C
′
n[sn]
]
, et
u′kj,p+1 = C
[
C ′1[s
′
1], . . . , C
′
n[s
′
n]
]
tels que sikj,p = Y
p
j , sjkj,p = Z
p
j , s
′
ikj,p
= 0˜, s′jkj,p
= tpj ,
s′i = si pour les autres indices, et p = jkj,p ou p = ikj,p . Plus pre´cise´ment :
– si j 6= hp, alors p = jkj,p puisque s
′
p doit eˆtre diffe´rent de 0˜ pour que les autres
re`gles d’indice supe´rieur a` j puissent eˆtre applique´es a` la position p. De plus, si
j = 1 alors sjk1,p = Z
p
1 = Ap : pour que la premie`re re`gle puisse eˆtre applique´e a`
la position p, il faut que Ap soit e´gale a` Z
p
1 ; sinon, si j > 1 alors Z
p
j ∈ ζ
∗
R−1(t
p
j−1) :
apre`s chaque application d’une re`gle Y pj−1||Z
p
j−1 → t
p
j−1 ou Z
p
j−1||Y
p
j−1 → t
p
j−1,
Zpj−1 se transforme en t
p
j−1. Apre`s, pour pouvoir appliquer la re`gle Y
p
j ||Z
p
j → t
p
j
ou Zpj ||Y
p
j → t
p
j a` cette position, il faut que t
p
j−1 se transforme d’abord en Z
p
j
par les re`gles de ζR−1 .
– Si j = hp, alors :
– si up 6= 0˜, alors p = jkhp,p , Z
p
hp
∈ ζ∗R−1(t
p
hp−1
), et up ∈ ζ
∗
R−1(t
p
hp
) : apre`s
l’application de la dernie`re re`gle, nous obtenons tphp qui doit alors se transfor-
mer en up par ζR−1 . De plus, comme dans le cas pre´ce´dent, si hp = 1 alors
sjk1,p = Z
p
1 = Ap ;
– si up = 0˜, alors p = ikj,p et si hp = 1 alors sik1,p = Y
p
1 = Ap (il y a une
seule re`gle qui est applique´e a` la position p pour la re´e´crire en 0˜), sinon Y php ∈
ζ∗R−1(t
p
hp−1
) : apre`s l’application de l’avant dernie`re re`gle, nous obtenons tphp−1
qui doit alors se transformer en Y php par ζR−1 . La dernie`re re`gle transforme alors
ce Y php en 0˜.
Soit lj,p = indice(Y
p
j ). L’automate de´core chaque position p ∈ {1, . . . , n} par un
graphe Gp et une valeur des compteurs vp tels que :
– Si up 6= 0˜, alors
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– vp =
∑
1≤j≤hp
~klj,p : puisque pour chaque j, 1 ≤ j ≤ hp, p = jkj,p . A la position
p l’automate doit donc incre´menter a` chaque fois le compteur de Y pj , ce qui
revient a` rajouter a` chaque fois le vecteur ~klj,p ;
– Gp = {⊥ → Y
p
j | 1 ≤ j ≤ hp} : puisque up 6= 0˜ et pour chaque j, 1 ≤ j ≤ hp,
p = jkj,p . Le “⊥” indique que ce nœud est diffe´rent de 0˜.
– Si up = 0˜, alors :
1. Si hp > 1, puisque pour j < hp, p = jkj,p et p = ikhp,p , nous avons :
– vp =
∑
1≤j≤hp−1
~klj,p +
~k′lhp,p : L’automate doit incre´menter les compteurs
de Y pj pour 1 ≤ j ≤ hp − 1, et de´cre´menter celui de Y
p
hp
;
– Gp = {Y
p
hp
→ Y pj | 1 ≤ j ≤ hp − 1} ;
2. Si hp = 1, alors il y a une seule re`gle qui s’est applique´e (de manie`re non
locale) a` cette position et l’a transforme´e en 0˜. Nous avons seulement que
p = ik1,p , et donc :
– vp = ~k
′
lhp,p
: L’automate doit de´cre´menter le compteur de Y php ;
– Gp = ∅.
Comme nous l’avons de´crit pre´ce´demment, l’automate remonte ces pre´dictions des
feuilles jusqu’a` la racine en me´morisant a` chaque fois l’union des graphes et la somme
des compteurs. Par conse´quent, la racine du contexte C est de´core´e par le graphe G =⋃
1≤p≤n
Gp et la valeur du compteur v =
∑
1≤p≤n
vp. Il est facile de ve´rifier que
⋃
1≤p≤n
Gp ∈
Gc et que
∑
1≤p≤n
vp = ~0 (par induction sur le nombre de 0˜ dans le multiensemble
{{u1, . . . , un}}). De plus, nous montrons que si G ∈ Gc et v = ~0, alors les pre´dictions de
l’automate sont correctes. Pour ce faire, nous de´finissons d’abord la notion de derived
system qui re´sume tout ce qui pre´ce`de comme suit :
De´finition 5.6.5 Un derived system est un syte`me (Ai, ui, Gi, vi,Si)1≤i≤n tels que
pour chaque i, 1 ≤ i ≤ n, Ai est une variable de processus, ui est un terme, Gi ∈ G,
vi est une valuation de ~c, et Si est une se´quence de re`gles de R
−1 de la forme(
Y ij ||Z
i
j → t
i
j (ou Z
i
j ||Y
i
j → t
i
j )
)
1≤j≤hi
tels que (nous posons lj,i = indice(Y
i
j )) :
– Si ui 6= 0˜, alors :
– Ai = Z
i
1,
– vi =
∑
1≤j≤hi
~klj,i ,
– Gi = {⊥ → Y
i
j | 1 ≤ j ≤ hi},
– ∀1 ≤ j < hi, Z
i
j+1 ∈ ζ
∗
R−1(t
i
j),
– ui ∈ ζ
∗
R−1(t
i
hi
).
– Si ui = 0˜, alors :
1. Si hi > 1, alors :
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– Ai = Z
i
1,
– vi =
∑
1≤j≤hi−1
~klj,i +
~k′lhi,i
,
– Gi = {Y
i
hi
→ Y ij | 1 ≤ j ≤ hi − 1},
– ∀1 ≤ j < hi − 1, Z
i
j+1 ∈ ζ
∗
R−1(t
i
j),
– Y ihi ∈ ζ
∗
R−1(t
i
hi−1
).
2. Si hi = 1, alors :
– Ai = Y
i
1 ,
– vi = ~k
′
lhi,i
,
– Gi = ∅.
Nous montrons que (voir le lemme 5.6.1) si (Ai, ui, Gi, vi,Si)1≤i≤n est un derived
system tel que
⋃
1≤i≤n
Gi ∈ Gc et
∑
1≤i≤n
vi = ~0, alors
u′ = C
[
C ′1[u1], . . . , C
′
n[un]
]
∈ ℘∗R−1
(
C
[
C ′1[A1], . . . , C
′
n[An]
])
.
Avant de prouver ce re´sultat, nous montrons d’abord comment sont traite´es les re`gles
de la forme X · Y → t.
Cas B2 : Supposons que les termes u et u′ ci-dessus sont tels qu’il existe un indice
m, 1 ≤ m ≤ n tel que um = X et ∀i 6= m, ui = 0˜. Soit Cs[x] un seq-contexte. Il est
clair que ·(u′, Cs[Y ]) ∈ ℘
∗
R−1
(
· (u,Cs[Y ])
)
puisque u′ ∈ ℘∗R−1(u). De plus, puisque u
′
est ∼-e´quivalent a` X, la re`gle X · Y → t peut eˆtre applique´e au terme ·(u′, Cs[Y ]) qui
est e´gal a`
·(C
[
C ′1[0˜], . . . , C
′
m−1[0˜], C
′
m[X], C
′
m+1[0˜], . . . , C
′
n[0˜]
]
, Cs[Y ])
comme de´crit sur la figure 5.5 pour donner ·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]). Il s’en suit que
·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]) ∈ ℘
∗
R−1
(
· (u′, Cs[Y ])
)
.
Si nous reprenons les se´quences (u′l) et (il, jl), 1 ≤ l ≤ k ; les indices p 6= m ve´rifient
les meˆmes conditions que pre´ce´demment. Pour l’indice m, pour chaque j, 1 ≤ j ≤ hm,
nous avons m = jkj,m , puisque le 0˜ a` cette position est duˆ a` l’application de la re`gle
X · Y → t et non aux re`gles de la forme X ′||Y ′ → t′. De plus :
– Am = Z
m
1 ;
– ∀j < hm, Z
i
j+1 ∈ ζ
∗
R−1(t
m
j ) (comme pre´ce´demment) ;
– X ∈ ζ∗R−1(t
m
hm
) : apre`s avoir applique´ la dernie`re re`gle, tmhm se transforme en X
par ζR−1 .
Pour reconnaˆıtre le terme ·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]) comme successeur de ·(u,Cs[Y ])
par ℘R−1 , l’automate proce`de comme suit : Il devine tout d’abord qu’a` la position m
il y avait un X qui a e´te´ remplace´ par un 0˜ en appliquant la re`gle X · Y → t. Ce
nœud est alors de´core´ par le label “−X” pour dire qu’a` cette place un X a disparu
en appliquant une re`gle de la forme ci-dessus. Ensuite, l’automate doit deviner qu’aux
positions (il, jl) une re`gle Zl||Yl → t a e´te´ applique´e en utilisant des compteurs et des
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graphes comme de´crit dans le cas B1. Pendant que l’automate remonte toutes ces
pre´dictions a` la racine, il doit ve´rifier que tous les sous termes ui ou` les re´e´critures non
locales ont eu lieu sont e´gaux a` 0˜ (ceci est bien suˆr crucial pour que la re`gle X ·Y → t
puisse eˆtre applique´e comme de´crit dans la figure 5.5). Toutes les pre´dictions qui per-
mettent de deviner que u′ est successeur de u sont valide´es a` la racine du contexte C
comme de´crit dans le cas B1. Quant a` la pre´diction “−X”, elle est valide´e a` la racine
“·” du terme, apre`s avoir ve´rifie´ que Cs[t] est annote´ par un e´tat de la forme (q,X)
comme de´crit dans la section 5.5.
De manie`re plus pre´cise, pour annoter le terme ·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]), l’auto-
mate de´core les positions p de C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
qui sont diffe´rentes de m de la meˆme
manie`re que pre´ce´demment dans le cas B1. Quant a` la position m, il la de´core tout
d’abord par le label “−X”, et ensuite, par un graphe Gm et une valeur des compteurs
vm tels que (puisque pour chaque j, 1 ≤ j ≤ hm, m = jkj,m) :
– vm =
∑
1≤j≤hm
~klj,m ;
– Gm = {⊥ → Y
i
s | 1 ≤ s ≤ hm}.
Comme pre´ce´demment, l’automate remonte ces pre´dictions des feuilles jusqu’a` la
racine en me´morisant a` chaque fois l’union des graphes et la somme des compteurs.
Par conse´quent, la racine du contexte C est de´core´e par le label “−X”, le graphe
G =
⋃
1≤p≤n
Gp et la valeur du compteur v =
∑
1≤p≤n
vp. Comme dans le cas pre´ce´dent,
si G ∈ Gc et v = ~0, alors l’automate valide les pre´dictions me´morise´es dans G et v, et
continue a` me´moriser la pre´diction “−X” qu’il validera a` la racine “·” du terme.
Nous devons alors montrer que si G ∈ Gc et v = ~0, alors les pre´dictions de l’au-
tomate sont correctes. Pour ce faire, nous de´finissons d’abord la notion de seq-derived
system qui re´sume les conditions pre´ce´dentes comme suit :
De´finition 5.6.6 Un seq-derived system est un syte`me
(
X, (Ai, ui, Gi, vi,Si, )1≤i≤n
)
tels que pour chaque i, 1 ≤ i ≤ n, Ai est une variable de processus, ui est un terme,
Gi ∈ G, vi est une valuation de ~c, et Si est une se´quence de re`gles de R
−1 de la forme(
Y ij ||Z
i
j → t
i
j (ou Z
i
j ||Y
i
j → t
i
j )
)
1≤j≤hi
tels que (nous posons lj,i = indice(Y
i
j )) :
– Si i 6= m, alors :
1. Si hi > 1, alors :
– Ai = Z
i
1,
– vi =
∑
1≤j≤hi−1
~klj,i +
~k′lhi,i
,
– Gi = {Y
i
hi
→ Y ij | 1 ≤ j ≤ hi − 1},
– ∀j < hi − 1, Z
i
j+1 ∈ ζ
∗
R−1(t
i
j),
– Y ihi ∈ ζ
∗
R−1(t
i
hi−1
).
2. Si hi = 1, alors :
– Ai = Y
i
1 ,
– vi = ~k
′
lhi,i
,
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– Gi = ∅.
– Si i = m, alors :
– Am = Z
m
1 ,
– vm =
∑
1≤j≤hm
~klj,m ,
– Gm = {⊥ → Y
i
j | 1 ≤ j ≤ hm},
– ∀j < hm, Z
i
j+1 ∈ ζ
∗
R−1(t
m
j ),
– X ∈ ζ∗R−1(t
m
hm
).
Nous montrons que (voir le lemme 5.6.1) si
(
X, (Ai, ui, Gi, vi,Si, )1≤i≤n
)
est un
seq-derived system tel que
⋃
1≤i≤n
Gi ∈ Gc et
∑
1≤i≤n
vi = ~0, alors
C
[
C ′1[0˜], . . . , C
′
m[X], . . . , C
′
n[0˜]
]
∈ ℘∗R−1
(
C
[
C ′1[A1], . . . , C
′
n[An]
])
.
Lemme 5.6.1 Soient C un paral-contexte, et C ′1, . . . , C
′
n, n null-contextes :
– Soit (Ai, ui, Gi, vi,Si)1≤i≤n un derived system tel que
⋃
1≤i≤n
Gi ∈ Gc et
∑
1≤i≤n
vi =
~0, alors
u′ = C
[
C ′1[u1], . . . , C
′
n[un]
]
∈ ℘∗R−1
(
C
[
C ′1[A1], . . . , C
′
n[An]
])
.
– Soit
(
X, (Ai, ui, Gi, vi,Si, )1≤i≤n
)
un seq-derived system tel que
⋃
1≤i≤n
Gi ∈ Gc et∑
1≤i≤n
vi = ~0, alors
C
[
C ′1[0˜], . . . , C
′
m[X], . . . , C
′
n[0˜]
]
∈ ℘∗R−1
(
C
[
C ′1[A1], . . . , C
′
n[An]
])
.
Preuve : Nous avons tout d’abord besoin de quelques de´finitions pre´liminaires. Nous
notons par {{a1, . . . , an}} le multiensemble contenant a1, . . . , an. Soit M un multien-
semble, nous notons par set(M) l’ensemble des e´le´ments dansM. Par abus de notation,
nous notons par
⋃
l’union des multiensembles. Soit G′ l’ensemble des multiensembles
dont les e´le´ments sont dans V ar ∪ {⊥} × V ar. G ′ peut eˆtre vu comme l’ensemble des
multi-graphes dont les areˆtes sont dans V ar∪{⊥}×V ar, et qui peuvent avoir plusieurs
areˆtes entre deux sommets donne´s. Soit G un multi-graphe de G ′. Nous de´finissons
l’ensemble Noeuds(G) des sommets de G intervenant dans au moins une areˆte comme
pre´ce´demment. Soit G′c l’ensemble des multi-graphes G de G
′ tels qu’il existe un chemin
menant de ⊥ a` chaque nœud de Noeuds(G).
Nous avons alors de manie`re directe :
Proposition 5.6.2 Soient G ∈ G et G′ ∈ G′ tels que G = set(G′). Alors G ∈ Gc ssi
G′ ∈ G′c.
Dans ce qui suit, nous montrons le premier point du lemme 5.6.1, le deuxie`me
e´tant tre`s similaire. Soient C un paral-contexte, et C ′1, . . . , C
′
n n null-contextes. Et soit
(Ai, ui, G˜i, vi,Si)1≤i≤n un derived system tel que
⋃
1≤i≤n
G˜i ∈ Gc et
∑
1≤i≤n
vi = ~0. Soient
(Gi)1≤i≤n des multi-graphes de G
′ de´finis comme suit :
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– si ui 6= 0˜, alors Gi = {{⊥ → Y
i
s | 1 ≤ s ≤ hi}},
– si ui = 0˜, alors :
1. si hi > 1, Gi = {{Y
i
hi
→ Y is | 1 ≤ s ≤ hi − 1}},
2. si hi = 1, Gi = ∅.
Il est clair d’apre`s cette de´finition que pour tout i, 1 ≤ i ≤ n, G˜i = set(Gi), et⋃
1≤i≤n
G˜i = set
( ⋃
1≤i≤n
Gi
)
. Par conse´quent, il s’en suit par la proposition 5.6.2 que
pour montrer le lemme, il suffit de montrer que si
⋃
1≤i≤n
Gi ∈ G
′
c et
∑
1≤i≤n
vi = ~0, alors
u′ = C
[
C ′1[u1], . . . , C
′
n[un]
]
∈ ℘∗R−1
(
C
[
C ′1[A1], . . . , C
′
n[An]
])
.
Soit N le nombre de termes ui qui sont e´gaux a` 0˜. Nous proce´dons par induction
sur N :
• N = 1. Alors ne´cessairement, n est e´gal a` deux. En effet, N = 1 implique qu’il existe
exactement un vecteur de la forme ~k′... dans la somme qui calcule v, et puisque v = ~0, il
existe aussi exactement un vecteur de la forme ~k... dans la somme qui calcule v. Donc,
n est soit e´gal a` un ou deux. Supposons que n = 1, alors ne´cessairemant u1 = 0˜, h1 = 2,
et G = G1 = {{Y
1
1 → Y
1
1 }}. Ceci est duˆ au fait que v = v1 = ~0, et donc force´ment
~0 = v1 = ~kl1,1 +
~k′l2,1 , ce qui implique que l1,1 = l2,1, et donc que Y
1
1 = Y
1
2 . Ceci
contredit le fait que G ∈ G ′c. Intuitivement, il n’est pas possible d’avoir n = 1 puisque
pour appliquer ℘R−1 , nous avons besoin de deux feuilles qui interagissent ensemble.
Par conse´quent, n = 2. Soit alors u = C
[
C ′1[u1], C
′
2[u2]
]
tel que un des ui est e´gal a` 0˜.
Soit par exemple u1 = 0˜ (l’autre cas est syme´trique). Alors :
– h1 = 1, G1 = ∅, A1 = Y
1
1 , et v1 =
~k′l1,1 (puisqu’il y a exactement un vecteur de
la forme ~k... dans la somme qui calcule v),
– Puisque v = v1 + v2 = ~0, il s’en suit que v2 = ~kl1,1 , ce qui veut dire que h2 = 1
et l1,1 = l1,2, puisque v2 est par de´finition e´gal a` ~kl1,2 . Donc, nous avons que
Y 21 = Y
1
1 , G2 = {{⊥ → Y
2
1 }}, A2 = Z
2
1 , et u2 ∈ ζ
∗
R−1(t
2
1) (nous avons dans R
−1
la re`gle R′ : Y 21 ||Z
2
1 → t
2
1 ou R
′ : Z21 ||Y
2
1 → t
2
1).
En appliquant la re`gle R′ a` C
[
C ′1[A1], C
′
2[A2]
]
qui est e`gal a` C
[
C ′1[Y
2
1 ], C
′
2[Z
2
1 ]
]
,
nous obtenons C
[
C ′1[0˜], C
′
2[t
2
1]
]
(puisque C est un paral-contexte et C ′1, C
′
2 sont des
null-contextes). Puisque u2 ∈ ζ
∗
R−1(t
2
1), nous obtenons que
u = C
[
C ′1[0˜], C
′
2[u2]
]
∈ ℘∗R−1(C
[
C ′1[A1], C
′
2[A2]
]
).
Donc, la proprie´te´ est vraie pour N = 1.
• N > 1. Puisque G ∈ G′c, il existe ne´cessairement un indice r, 1 ≤ r ≤ n tel que
Gr = {{⊥ → Y
r
g | 1 ≤ g ≤ hr}} (r est un nœud tel que ur est diffe´rent de 0˜, et tel
que la dernie`re pre´diction de l’automate a` cette position concerne la variable Y rhr).
Comme vr =
∑
1≤j≤hr
~klj,r , et
∑
p
vp = ~0, il existe au moins un indice s tel que vs =∑
1≤j≤hs
~klj,s +
~k′lhs,s (et donc us = 0˜) et
~k′lhs,s =
~k′lhr,r ; c-a`-d. lhs,s = lhr,r. Soient alors
s1, . . . , sk des indices tels que ∀j, 1 ≤ j ≤ k, usj = 0˜, Y
r
hr
= Y
sj
hsj
(c-a`-d., lhr,r = lhsj ,sj ),
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et Gsj = {{Y
r
hr
→ Y
sj
g | 1 ≤ g < hsj}} (ce qui veut dire qu’a` chaque position sj , il y
avait un Y rhr qui s’est re´e´crit en 0˜). Il y a deux cas selon que k est e´gal a` un ou non
(c-a`-d., s’il y a seulement un seul nœud ou` Y rhr s’est directement transforme´ en 0˜) :
– k = 1. Alors, intuitivement, il y a une re`gle Y rhr ||Z
r
hr
→ trhr (ou Z
r
hr
||Y rhr → t
r
hr
)
qui s’est applique´e aux positions r et s = s1 pour transformer Y
r
hr
en 0˜ a` la
position s, et Zrhr en t
r
hr
a` la position r. Supposons que r < s (l’autre cas est
syme´trique). Soit
u′ = C
[
C ′1[u1], . . . , C
′
r[Z
r
hr ], . . . , C
′
s[Y
r
hr ] . . . , C
′
n[un]
]
Alors, en appliquant la re`gle Y rhr ||Z
r
hr
→ trhr (ou Z
r
hr
||Y rhr → t
r
hr
), nous obtenons
C
[
C ′1[u1], . . . , C
′
r[t
r
hr ], . . . , C
′
s[0˜] . . . , C
′
n[un]
]
.
Puisque ur ∈ ζ
∗
R−1(t
r
hr
), il s’en suit que u ∈ ℘∗R−1(u
′). Et donc, u′ peut eˆtre
re´e´crit sous la forme :
u′ = C
[
C ′1[u
′
1], . . . , C
′
n[u
′
n]
]
tels que :
– si j /∈ {r, s}, u′j = uj ,
– u′r = Z
r
hr
,u′s = Y
r
hr
Posons pour j /∈ {r, s}, v′j = vj et G
′
j = Gj . Soient G
′
r = {{⊥ → Y
r
g | 1 ≤ g ≤
hr − 1}}, h
′
r = hr − 1, v
′
r =
∑
1≤j≤h′r
~klj,r . De meˆme, soit G
′
s = {{⊥ → Y
s
g | 1 ≤ g ≤
hs − 1}}, h
′
s = hs − 1, v
′
s =
∑
1≤j≤h′s
~klj,s . Il est facile de voir que :
–
∑
1≤i≤n
v′i = ~0, puisque
∑
1≤i≤n
vi = ~0, v
′
i = vi si i /∈ {r, s}, vr = v
′
r +
~klhr,r ,
vs = v
′
s +
~k′lhs,s , et lhs,s = lhr,r, ce qui veut dire que
~klhr,r +
~k′lhs,s =
~0.
– G′ =
⋃
1≤i≤n
G′i est dans G
′
c. En effet, soit V un sommet de G
′, nous allons
montrer qu’il existe dans G′ un chemin menant de ⊥ a` V . V est aussi un
sommet de G, puisque G′ contient les meˆmes (hyper)-areˆtes que G, a` part
l’areˆte ⊥ → Y rhr qui a e´te´ enleve´e de Gr pour donner G
′
r et les areˆtes Y
r
hr
→ Y sg ,
1 ≤ g ≤ hs, qui ont e´te´ enleve´es de Gs, et ont e´te´ remplace´es par les areˆtes
⊥ → Y sg , 1 ≤ g ≤ hs − 1, pour donner G
′
s. Soit ρ un chemin de G menant de
⊥ a` V (un tel chemin existe puisque G ∈ G ′c). Il y a deux cas :
– ρ ne passe pas par Y rhr . Il est alors clair que ρ est aussi un chemin de G
′.
– ρ est de la forme ⊥ → Y rhr ; V (ou` ; V repre´sente un chemin menant a` V ).
Alors, puisque k = 1, il s’en suit que les seules areˆtes sortant de Y rhr sont les
areˆtes de Gs, c-a`-d., ρ est ne´cessairement de la forme ⊥ → Y
r
hr
→ Y sg ; V ,
1 ≤ g ≤ hs−1. Compare´ a` G, dans G
′ nous avons enleve´ les areˆtes ⊥ → Y rhr ,
mais nous avons rajoute´ les areˆtes ⊥ → Y sg pour tout g, 1 ≤ g ≤ hs − 1.
Donc ⊥ → Y sg ; V est un chemin de G
′ qui relie ⊥ a` V .
Par conse´quent, G′ ∈ G′c. Soient les se´quences de re`gles (S
′
i)1≤i≤n telles que
– si i /∈ {r, s}, S ′i = Si,
– S ′r =
(
Y rj ||Z
r
j → t
r
j (ou Z
r
j ||Y
r
j → t
r
j )
)
1≤j≤h′r
, et
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– S ′s =
(
Y sj ||Z
s
j → t
s
j (ou Z
s
j ||Y
s
j → t
s
j )
)
1≤j≤h′s
.
Alors, le syste`me (Ai, u
′
i, G
′
i, v
′
i,S
′
i)1≤i≤n est un derived system tel que
⋃
1≤i≤n
G′i ∈
G′c et
∑
1≤i≤n
v′i = ~0. En plus, le nombre de u
′
i e´gaux a` 0˜ est N − 1. Nous
de´duisons alors par induction que u′ ∈ ℘∗R−1(C
[
C ′1[A1], . . . , C
′
n[An]
]
. Et puisque
u ∈ ℘∗R−1(u
′), nous obtenons que u ∈ ℘∗R−1(C
[
C ′1[A1], . . . , C
′
n[An]
]
. Donc, la
proprie´te´ est vraie dans ce cas.
– k > 1. Pour j, 1 ≤ j ≤ k, nous avons vsj =
∑
1≤j≤hsj−1
~klj,sj +
~k′lhr,r , puisque
lhr,r = lhsj ,sj . Comme v =
∑
1≤i≤n
vi, et k ≥ 2, v = ~k
′
lhr,r
+ ~k′lhr,r + · · · . Comme
v = ~0, et que vr = ~klhr,r + · · · , il y a deux cas :
– soit vr = ~klhr,r +
~klhr,r + · · · , et l’hyper-graphe Gr contient au moins deux
areˆtes ⊥ → Y rhr ;
– soit il existe un indice g 6= r tel que vg = ~klhr,r + · · · et l’hyper-graphe Gg
contient une areˆte Y ghg → Y
r
hr
ou ⊥ → Y rhr .
Dans ces deux cas, l’hyper-graphe G contient, en plus de l’areˆte ⊥ → Y rhr une
autre areˆte de la forme Vg → Y
r
hr
, ou` Vg peut eˆtre e´gale a` ⊥. Conside´rons un tel
sommet Vg. Il y a deux cas :
(A) VgY
r
hr
, ou il existe un chemin ⊥ ; Vg dans G qui ne passe pas par Y
r
hr
.
Dans ce cas, soit s un indice quelconque de {s1, . . . , sk}.
(B) Tous les chemins menant de ⊥ a` Vg sont de la forme ⊥ → Y
r
hr
; Vg. Il
existe alors j, 1 ≤ j ≤ k, un indice g′ tels que ⊥ → Y rhr → Y
sj
g′ ; Vg. Soit s
un tel indice sj .
Nous de´finissons G′i, h
′
i, v
′
i, et S
′
i comme pre´ce´demment dans le cas k = 1. Alors,∑
1≤i≤n
v′i = ~0, et G
′ =
⋃
1≤i≤n
G′i ∈ G
′
c. En effet, soit V un sommet de G
′. Alors
V est aussi un sommet de G, puisque G′ contient les meˆmes (hyper)-areˆtes que
G, a` part l’areˆte ⊥ → Y rhr qui a e´te´ enleve´e de Gr pour donner G
′
r et les areˆtes
Y rhr → Y
s
hj
, 1 ≤ j ≤ hs, qui ont e´te´ enleve´es de Gs, et ont e´te´ remplace´es par les
areˆtes ⊥ → Y shj , pour j, 1 ≤ j ≤ hs − 1, pour donner G
′
s. Soit ρ un chemin de G
menant de ⊥ a` V (un tel chemin existe puisque G ∈ G ′c). Il y a deux cas :
– ρ ne passe pas par Y rhr . Il est alors clair que ρ est aussi un chemin de G
′.
– ρ est de la forme ⊥ → Y rhr ; V (rappelons que ; V repre´sente un chemin
quelconque qui me`ne a` V ). Alors :
1. S’il existe un si 6= s tel que ρ est de la forme ⊥ → Y
r
hr
→ Y sim ; V ,
– Dans le premier cas (A), il existe un chemin ⊥; Vg tel que G
′ contient
un chemin de la forme ⊥; Vg → Y
r
hr
→ Y sim ; V .
– Dans le second cas (B), il existe un chemin Y sg′ ; Vg tel que G
′ contient
un chemin de la forme ⊥ → Y sg′ ; Vg → Y
r
hr
→ Y sim ; V .
2. Si ρ est de la forme ⊥ → Y rhr → Y
s
m ; V , alors ⊥ → Y
s
m ; V est un
chemin de G′.
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Alors, le syste`me (Ai, u
′
i, G
′
i, v
′
i,S
′
i)1≤i≤n est un derived system tel que
⋃
1≤i≤n
G′i ∈
G′c et
∑
1≤i≤n
v′i = ~0. En plus, le nombre de u
′
i e´gaux a` 0˜ est N − 1. Nous
de´duisons alors par induction que u′ ∈ ℘∗R−1(C
[
C ′1[A1], . . . , C
′
n[An]
]
. Et puisque
u ∈ ℘∗R−1(u
′), nous obtenons que u ∈ ℘∗R−1(C
[
C ′1[A1], . . . , C
′
n[An]
]
. Donc, la
proprie´te´ est vraie.
2
5.6.4 Construction
Nous donnons maintenant la construction de l’automate. Soit A = (Q,Σ, F, δ) un
automate d’arbres fini qui reconnaˆıt le langage re´gulier L, et soit A∗ζR−1
= (Q˜,Σ, F˜ , δ˜)
l’automate d’arbres de´fini dans le the´ore`me 5.5.1 qui reconnaˆıt ζ∗R−1(L). Nous construi-
sons un automate a` compteurs A∗℘R−1 = (Qˆ,Σ, Fˆ ,~c, δˆ) qui se comporte comme de´crit
dans la section pre´ce´dente. Pour re´aliser tous les types de pre´dictions de´crits plus haut,
Qˆ contient, en plus des e´tats de Q˜, des e´tats de la forme (q,−X), ou` q est un e´tat de
Qnull, pour me´moriser les pre´dictions “−X”, et des quadruplets de la forme (q, a,G,w)
ou` :
– q repre´sente un e´tat de Qnull ∪Qnull × V ar,
– a ∈ V ar ∪ {0˜} ∪ {⊥} permet de me´moriser, pour chaque position p ∈ {1, . . . , n}
si ou up = 0˜ (auquel cas Gp contient des areˆtes de la forme Y
p
hp
→ Y pj , et a = Y
p
hp
permet de me´moriser Y php pour construire le graphe Gp), ou non (auquel cas Gp
contient des areˆtes de la forme ⊥ → Y pj et a = ⊥). Soit C
′
[
C ′p1 [up1 ], . . . , C
′
pk
[upk ]
]
un sous terme de u′. A la racine de ce terme la composante “a” est soit e´gale
a` ⊥ s’il existe au moins un indice i, 1 ≤ i ≤ k tel que upi 6= 0˜, soit e´gale a` 0˜
si pour tout i, 1 ≤ i ≤ k upi = 0˜. Nous avons besoin de cette information pour
ve´rifier, pendant l’annotation de ·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]
)
que tous les sous
termes ui sont e´gaux a` 0˜.
– G est un graphe appartenant a` l’ensemble G = 2V ar∪{⊥}×V ar. V ar∪{⊥}×V ar.
– w ∈ {∅} ∪ {−X | X ∈ V ar} permet de me´moriser les pre´dictions “−X”. Nous
avons “∅” dans cette composante de l’e´tat si aucune pre´diction de cette forme
n’a e´te´ faite.
Ces e´tats permettent de stocker ce que l’automate a devine´ pour pouvoir les valider
plus tard. Pour valider les pre´dictions relatives aux re`gles de la forme X||Y → t,
l’automate passe d’un e´tat de la forme (q, a,G, ∅) a` qT , et d’un e´tat de la forme
(q, a,G,−Z) a` (q,−Z).
Maintenant, nous sommes preˆts pour donner la construction de A∗℘R−1 : A
∗
℘R−1
=
(Qˆ,Σ, Fˆ ,~c, δˆ) tels que :
– Qˆ = Q˜∪ {(p, a,G,w) | p ∈ Qnull ∪Qnull × V ar, a ∈ V ar ∪ {0˜} ∪ {⊥}, G ∈ G, w ∈
{∅} ∪ {−X | X ∈ V ar}} ∪ {(p,−X) | p ∈ Qnull ∪Qnull × V ar},
– Fˆ = F˜ ,
– δˆ est le plus petit ensemble de re`gles qui contient δ˜ et qui satisfait :
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(γ1) Si Xi||Xj → t ou Xj ||Xi → t est une re`gle de R
−1, alors :
(a) Si Xi
∗
→δ˜ q
T , alors :
i. 0˜
vrai/λ′i→ (q,Xi, ∅, ∅) ∈ δˆ,
ii. (qt, a,G,w)
vrai/λj
→ (q, a,G ∪ {a→ Xj}, w) ∈ δˆ, a ∈ {⊥} ∪ V ar,
iii. qTt
vrai/λj
→ (q,⊥, {⊥ → Xj}, ∅) ∈ δˆ,
iv. (qt,−X)
vrai/λj
→
(
q,⊥, {⊥ → Xj},−X
)
∈ δˆ,
(b) Si Xi
∗
→δ˜ (q,W ), alors :
i. 0˜
vrai/λ′i→ ((q,W ), Xi, ∅, ∅) ∈ δˆ,
ii. (qt, a,G,w)
vrai/λj
→
(
(q,W ), a,G∪{a→ Xj}, w
)
∈ δˆ, a ∈ {⊥}∪V ar,
iii. qTt
vrai/λj
→
(
(q,W ),⊥, {⊥ → Xj}, ∅
)
∈ δˆ,
iv. (qt,−X)
vrai/λj
→
(
(q,W ),⊥, {⊥ → Xj},−X
)
∈ δˆ,
(γ2) Si X · Y → t est une re`gle de R
−1, alors :
(a) Si X
∗
→δ˜ q
T , alors 0˜→(q,−X) ∈ δˆ,
(b) Si X
∗
→δ˜ (q,W ), alors 0˜→
(
(q,W ),−X
)
∈ δˆ,
(γ3) Si p1
∗
→δ˜ p2, alors (p
′
1, a,G,w)→ (p
′
2, a,G,w) ∈ δˆ et (p
′
1,−X)→ (p
′
2,−X) ∈
δˆ, ou` p′i = qi si pi = q
T
i , et p
′
i = (qi,Wi) si pi = (qi,Wi),
(γ4) (q, a,G, ∅)
~c=~0/λ
→ qT ∈ δˆ, et (q, a,G,−X)
~c=~0/λ
→ (q,−X) ∈ δˆ, ou` λ est l’affec-
tation nulle, a ∈ {⊥, 0˜} et G ∈ Gc,
(γ5) Si ||(q1, q2)→ q ∈ δnull, alors :
(a) ||
(
(q1, a1, G1, ∅), q
T
2
)
→ (q,⊥, G1, ∅) ∈ δˆ,
(b) ||
(
qT1 , (q2, a2, G2, ∅)
)
→ (q,⊥, G2, ∅) ∈ δˆ,
(c) ||
(
(q1, a1, G1, ∅), (q2, a2, G2, ∅)
)
→ (q,⊥, G1 ∪G2, ∅) ∈ δˆ,
(d) ||
(
(q1, a1, G1, ∅), (q2, a2, G2, ∅)
)
→ (q, 0˜, G1 ∪ G2, ∅) ∈ δˆ, si a1 6= ⊥ et
a2 6= ⊥,
(e) ||
(
(q1,⊥, G1,−X), (q2, a2, G2, ∅)
)
→ (q,⊥, G1 ∪ G2,−X) ∈ δˆ, si a2 ∈
{0˜} ∪ V ar,
(f) ||
(
(q1, a1, G1, ∅), (q2,⊥, G2,−X)
)
→ (q,⊥, G1 ∪ G2,−X) ∈ δˆ, si a1 ∈
{0˜} ∪ V ar,
(γ6) Si ·(q1, q2)→ q ∈ δnull, alors :
(a) ·
(
(q1,−X),
(
(q2, X), a,G,w
))
→ (q, a,G,w) ∈ δˆ, a ∈ V ar ∪ {⊥}, tel
que si w = −Z, alors a = ⊥,
(b) ·
(
(q1,−X), (q2, X)
)
→ qT ∈ δˆ,
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(c) ·
(
(q1,−X),
(
(q2, X),−W
)
→ (q,−W ) ∈ δˆ.
Notons que A∗℘R−1 est un 0-CTA puisque les seules re`gles contraintes sont les re`gles
γ4 qui testent si tous les compteurs sont nuls. Nous avons alors le re´sultat suivant :
The´ore`me 5.6.4 Soit R un PAD, L un ensemble re´gulier de termes, et A = (Q,Σ, F, δ)
un automate d’arbres fini qui reconnaˆıt L. Alors, ℘∗R−1(L) est reconnu par le 0-CTA
A∗℘R−1 ci-dessus.
Avant de prouver ce the´ore`me, nous expliquons informellement les re`gles ci-dessus.
5.6.5 Explication des re`gles
Pour expliquer les re`gles, nous reprenons les cas pre´ce´dents B1 et B2 :
5.6.5.1 Cas B1
Rappelons que dans ce cas nous avons la situation suivante :
– Si up 6= 0˜, nous avons :
– Ap = Z
p
1 ,
– ∀1 ≤ j < hp, Z
p
j+1 ∈ ζ
∗
R−1(t
p
j ),
– up ∈ ζ
∗
R−1(t
p
hp
).
– De plus, l’automate doit deviner cette valeur des compteurs : vp =
∑
1≤j≤hp
~klj,p ,
et le graphe suivant : Gp = {⊥ → Y
p
j | 1 ≤ j ≤ hp}.
– Si up = 0˜, alors :
1. Si hp = 1, alors :
– Ap = Y
p
1 .
– L’automate doit deviner cette valeur des compteurs : vp = ~k
′
lhp,p
, et le
graphe Gp = ∅.
2. Si hp > 1, alors :
– Ap = Z
p
1 ,
– ∀1 ≤ j < hp − 1, Z
p
j+1 ∈ ζ
∗
R−1(t
p
j ),
– Y php ∈ ζ
∗
R−1(t
p
hp−1
).
– De plus, l’automate doit deviner cette valeur des compteurs :
vp =
∑
1≤j≤hp−1
~klj,p +
~k′lhp,p
ainsi que le graphe Gp = {Y
p
hp
→ Y pj | 1 ≤ j ≤ hp − 1}.
Pour ce faire, l’automate utilise les re`gles ci-dessus comme suit :
– Si up 6= 0˜, l’automate annote ce terme up par l’e´tat(
(qAp ,⊥, {⊥ → Y
p
j | 1 ≤ j ≤ hp}, ∅),
∑
1≤j≤hp
~klj,p
)
.
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Pour ce faire, il proce`de comme suit : Comme up ∈ ζ
∗
R−1(t
p
hp
), l’automate utilise
les re`gles de δ˜ pour annoter up par q
T
tphp
(tphp ∈ Subr(R
−1)). Ensuite, comme
Zphp
∗
→δ˜ q
T
Zphp
, il utilise les re`gles γ1aiii pour passer a` l’e´tat
(
(qZphp
,⊥, {⊥ → Y php}, ∅),
~klhp,p
)
.
Comme Zphp ∈ ζ
∗
R−1(t
p
hp−1
), nous avons dans δ˜ la re`gle qTZphp
→δ˜q
T
tphp−1
. Ceci est
duˆ aux re`gles (α3a). En effet, t
p
hp−1
∈ Subr(R
−1) et puisque Zphp ∈ ζ
∗
R−1(t
p
hp−1
),
Zphp est aussi dans Subr(R
−1). Donc en appliquant la re`gle γ3, l’automate passe
a` l’e´tat (
(qtphp−1
,⊥, {⊥ → Y php}, ∅),
~klhp,p
)
.
Ensuite, il utilise les re`gles γ1aii pour passer a` l’e´tat(
(qZphp−1
,⊥, {⊥ → Y php ,⊥ → Y
p
hp−1
}, ∅), ~klhp,p +
~klhp−1,p
)
.
Et ainsi de suite, l’automate utilise les re`gles pre´ce´dentes jusqu’a` arriver a` l’e´tat(
(qZp1 ,⊥, {⊥ → Y
p
j | 1 ≤ j ≤ hp}, ∅),
∑
1≤j≤hp
~klj,p
)
,
et comme Zp1 = Ap, nous avons ce que nous voulions.
– Si up = 0˜
1. Si hp = 1, l’automate applique γ1ai pour annoter le 0˜ a` cette position par(
(qY php
, Y php , ∅, ∅),
~k′lhp,p
)
.
2. Si hp > 1, l’automate annote ce terme up par l’e´tat(
(qAp , Y
p
hp
, {Y php → Y
p
j | 1 ≤ j ≤ hp − 1}, ∅),
∑
1≤j≤hp−1
~klj,p +
~k′lhp,p
)
.
Pour ce faire, il applique γ1ai pour annoter le 0˜ a` cette position par(
(qY php
, Y php , ∅, ∅),
~k′lhp,p
)
.
Comme Y php ∈ ζ
∗
R−1(t
p
hp−1
), nous avons dans δ˜ la re`gle qTY php
→δ˜q
T
tphp−1
, et
donc en appliquant la re`gle γ3, l’automate passe a` l’e´tat(
(qtphp−1
, Y php , ∅, ∅),
~k′lhp,p
)
.
Ensuite, il utilise les re`gles γ1aii pour passer a` l’e´tat(
(qZphp−1
, Y php , {Y
p
hp
→ Y php−1}, ∅),
~klhp−1,p +
~k′lhp,p
)
.
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Et nous voyons ici que pour conside´rer l’areˆte Y php → Y
p
hp−1
du graphe,
l’automate a utilise´ l’information stocke´e dans la deuxie`me composante ex-
primant qu’a` cette position Y php s’est transforme´ en 0˜. L’automate va main-
tenant utiliser les re`gles γ1aii et γ3 jusqu’a` arriver a` l’e´tat(
(qZp1 , Y
p
hp
, {Y php → Y
p
j | 1 ≤ j ≤ hp − 1}, ∅),
∑
1≤j≤hp−1
~klj,p +
~k′lhp,p
)
,
c-a`-d. l’e´tat voulu puisque Zp1 = Ap.
Apre`s avoir devine´ ceci a` chaque position p, toutes ces pre´dictions sont remonte´es
a` la racine du paral-contexte C en me´morisant les sommes de tous les compteurs et
l’union des graphes en utilisant les re`gles γ5a, γ5b, et γ5c. La racine de u
′ sera alors
annote´e par un e´tat de la forme(
(q,⊥,
⋃
1≤p≤n
Gp, ∅),
∑
1≤p≤n
vp
)
.
Comme montre´ pre´ce´demment, ces pre´dictions sont correctes ssi
⋃
1≤p≤n
Gp ∈ Gc et∑
1≤p≤n
vp = ~0. Donc, les re`gles γ4 permettent de valider ce que l’automate a devine´, et
d’annoter le nœud par l’e´tat qT exprimant que c’est un successeur de Lq par ℘R−1 .
5.6.5.2 Cas B2
Dans ce cas, pour toute position diffe´rente de m, l’automate se comporte comme
de´crit ci-dessus. Pour la position m, nous avons la situation suivante :
– Am = Z
m
1 ,
– ∀j < hm, Z
i
j+1 ∈ ζ
∗
R−1(t
m
j ),
– X ∈ ζ∗R−1(t
m
hm
).
– De plus, l’automate doit deviner la valeur du compteur vm =
∑
1≤j≤hm
~klj,m et le
graphe Gm = {⊥ → Y
i
s | 1 ≤ s ≤ hm}.
En fait, il doit annoter cette position par l’e´tat(
(qAm ,⊥, {⊥ → Y
m
j | 1 ≤ j ≤ hm},−X),
∑
1≤j≤hm
~klj,m
)
.
Pour ce faire, il commence par annoter le 0˜ a` cette position par (qX ,−X) en utilisant
les re`gles γ2a. Ensuite, puisque X ∈ ζ
∗
R−1(t
m
hm
), nous avons dans δ˜ la re`gle qTX→δ˜q
T
tmhm
,
et donc en appliquant les re`gles γ3, l’automate passe a` l’e´tat (qtmhm ,−X). Ensuite, en
appliquant les re`gles γ1aiv, l’automate passe a` l’e´tat(
(qZmhm ,⊥, {⊥ → Y
m
hm
},−X), ~klhm,m
)
.
Ensuite, il proce`de comme de´crit dans le Cas B1 jusqu’a` arriver a` l’e´tat
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(
(qZm1 ,⊥, {⊥ → Y
m
j | 1 ≤ j ≤ hm},−X),
∑
1≤j≤hm
~klj,m
)
,
ou` Am = Z
m
1 .
Comme pre´ce´demment, toutes ces pre´dictions sont remonte´es a` la racine du paral-
contexte C en me´morisant les sommes de tous les compteurs et l’union des graphes en
utilisant les re`gles γ5d, γ5e, et γ5f. Ces re`gles assurent que tous les ui sont e´gaux a` 0˜ (la
deuxie`me composante “a” est soit 0˜ soit dans V ar). La racine de C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
sera alors annote´e par un e´tat de la forme(
(q,⊥,
⋃
1≤p≤n
Gp,−X),
∑
1≤p≤n
vp
)
,
ou`
⋃
1≤p≤n
Gp ∈ Gc et
∑
1≤p≤n
vp = ~0. Donc, les re`gles γ4 permettent de valider tout ce
que l’automate a devine´, et d’annoter le nœud par l’e´tat (q,−X).
Maintenant, il faut valider cette pre´diction “−X”. Soient alors des e´tats q′ et
q′′ tels que Cs[Y ] est annote´ par q
′, et ·(q, q′) → q′′ est une re`gle de δnull. Il y a
alors quatre cas diffe´rents en fonction du contexte dans lequel se trouve le terme
·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]) et des diffe´rentes re´e´critures possibles qu’il pourrait encore
faire :
1. Si le terme ·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]) se transforme en ·(C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, U)
tel que U ∈ ζ∗R−1(Cs[t]), alors comme vu dans la section 5.5, U est annote´ par
(q′, X), et les re`gles γ6b permettent de valider la pre´diction “−X” et d’annoter
la racine du terme par q′′
T
.
2. Si ce terme se trouve dans un contexte de la forme
·
(
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]
)
, C ′s[Z]
)
ou` C ′s[x] est un autre seq-context, et Z est une variable tels qu’il existe une
variable W et une re`gle dans R−1 de la forme W · Z → t′, et tels que Cs[t] se
transforme par les re`gles de ζR−1 en la variable W , nous obtenons alors le terme
·
(
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
,W
)
, C ′s[Z]
)
auquel nous pouvons appliquer la re`gle W · Z → t′ et obtenir
·
(
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, 0˜
)
, C ′s[t
′]
)
Si nous appelons ce terme T , l’automate annote T comme suit : D’abord, comme
de´crit pre´ce´demment, nous avons
T
∗
→δˆ ·
(
·
(
(q,−X), 0˜
)
, C ′s[t
′]
)
.
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Comme Cs[Y ] est reconnu par q
′, W ∈ ζ∗R−1(Cs[t]), et X ·Y → t est une re`gle de
R−1, nous avons a` partir du lemme 5.5.1 que W
∗
→δ˜ (q
′, X), et donc les re`gles
γ2b permettent d’annoter 0˜ par
(
(q′, X),−W
)
. Nous aurons alors
T
∗
→δˆ ·
(
·
(
(q,−X),
(
(q′, X),−W
))
, C ′s[t
′]
)
.
Les re`gles γ6c permettent de valider la pre´diction “−X” et de garder la pre´diction
“−W”. Nous obtenons alors :
T
∗
→δˆ ·
(
·
(
(q,−X),
(
(q′, X),−W
))
, C ′s[t
′]
)
→δˆ ·
(
(q′′,−W ), C ′s[t
′]
)
.
Finalement, C ′s[t
′] est annote´ par un e´tat de la forme (q′′′,W ) (lemme 5.5.1), et
la pre´diction “−W” est valide´e par les re`gles γ6b.
3. S’il existe un paral-contexte D[x1, . . . , xl], l null-contextes D1[x], . . . , Dl[x], et l
variables B1, . . . , Bl telles que l’on ait le terme
D
[
D1[B1], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]
)]
, . . . , Dl[Bl]
]
.
Supposons que le terme Cs[t] se re´e´crive en Bh par ζR−1 , et ensuite que ce Bh
interagit avec les autres Bi en appliquant des re`gles de la forme X
′||Y ′ → t′ de
manie`re non locale comme de´crit pre´ce´demment (puisque
Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, x
)]
est un null-contexte). Nous obtenons alors un terme de la forme
D
[
D1[s1], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, sh
)]
, . . . , Dl[sl]
]
.
Comme vu pre´ce´demment, a` chaque position p, 1 ≤ p ≤ l, l’automate doit deviner
la bonne valeur des graphes et des compteurs vp et Gp. Pour annoter la racine
de D, l’automate se comporte comme pre´ce´demment (dans le Cas B1) pourvu
que le terme ·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, sh
)
soit annote´ par un e´tat de la forme(
(q′′, a,Gh, ∅), vh
)
.
Pour ce faire, puisque Bh
∗
→δ˜ (q
′, X) (par le lemme 5.5.1, puisque Cs[Y ] est re-
connu par q′, Bh ∈ ζ
∗
R−1(Cs[t]), et X ·Y → t est une re`gle deR
−1), en appliquant
les re`gles γ1b (comme e´taient applique´es les re`gles γ1a pre´ce´demment), l’auto-
mate annote sh par un e´tat de la forme
((
(q′, X), a,Gh, ∅), vh
)
. La pre´diction
concernant X sera alors valide´e par les re`gles γ6a, puisque C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
est annote´ par (q,−X), et donc ·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, sh
)
est annote´ par un e´tat
de la forme (
(q′′, a,Gh, ∅), vh
)
.
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4. Le dernier cas est s’il existe une re`gle W · Z → t′ et un terme de la forme
·
(
D
[
D1[B1], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, Cs[t]
)]
, . . . , Dl[Bl]
]
, C ′s[Z]
)
pour un seq-contexte C ′s et une variable Z, ou`D et lesDi sont comme pre´ce´demment ;
tels que comme pre´ce´demment, Cs[t] se re´e´crit en Bh qui interagit avec les autres
Bi pour donner
D
[
D1[s1], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, sh
)]
, . . . , Dl[sl]
]
.
ou` sh = W et tous les autres si sont e´gaux a` 0˜ de telle manie`re a` ce que le
contexte
D
[
D1[0˜], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, x
)]
, . . . , Dl[0˜]
]
soit un null-contexte. La re`gle W · Z → t′ peut alors alors s’appliquer a`
·
(
D
[
D1[0˜], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
,W
)]
, . . . , Dl[0˜]
]
, C ′s[Z]
)
pour donner
·
(
D
[
D1[0˜], . . . , Dh
[
·
(
C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, 0˜
)]
, . . . , Dl[0˜]
]
, C ′s[t
′]
)
.
Dans ce cas, le 0˜ souligne´ est annote´ par (qW ,−W ) graˆce aux re`gles γ2a. En-
suite, en appliquant les re`gles γ1a comme pre´ce´demment dans le Cas B1 (nous
utilisons γ1aiv a` la place de γ1aiii), et la re`gle γ1bii a` la fin (en utilisant le fait
que Bh
∗
→δ˜ (q
′, X), l’automate annote cette position par un e´tat de la forme((
(q′, X),⊥, Gh,−W
)
, vh
)
. La pre´diction “−X” est valide´e par les re`gles γ6a
puisque C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
est annote´ par (q,−X), et ensuite, les pre´dictions
concernant les compteurs, les graphes et “−W” sont remonte´es a` la racine de
D en ve´rifiant que tous les si sont des 0˜ (ceci se fait en utilisant les re`gles
γ5d, γ5e, et γ5f). La racine de D est alors annote´e par un e´tat de la forme((
p,⊥,
⋃
Gp,−W
)
,
∑
vp
)
tels que
⋃
Gp ∈ Gc, et
∑
vp = ~0. Les re`gles γ4 per-
mettent alors de valider ces pre´dictions et de passer a` l’e´tat (p,−W ). Comme
C ′s[t
′] est annote´ par un e´tat de la forme (p′,W ) (lemme 5.5.1), la pre´diction
“−W” est valide´e par les re`gles γ6b.
5.6.5.3 Quelques remarques
Observons que le fait que les re`gles de R−1 ne contiennent pas de || dans leur
membre droit est crucial pour que la construction ci-dessus marche. En effet, si c’e´tait
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le cas, notre raisonnement pre´ce´dent base´ sur la notion de derived system n’est plus
valable puisqu’au cours d’une de´rivation, les paral-contextes auquels les re`gles de la
forme X||Y → t sont applique´es croissent. En effet prenons l’exemple suivant : R−1
contient les re`gles R1 : X||Z → W , W → A||B, et A||Y → D. Conside´rons le
terme t1 = ||
(
||(X,Y ), Z
)
. En appliquant R1, nous obtenons t2 = ||
(
||(0˜, Y ),W
)
.
Ensuite, en appliquant R2, nous obtenons t3 = ||
(
||(0˜, Y ), ||(A,B)
)
, et enfin la re`gle
R3 nous donne t4 = ||
(
||(0˜, 0˜), ||(D,B)
)
. Nous voyons alors que nous sommes partis
d’un paral-contexte C[x1, x2, x3] = ||
(
||(x1, x2), x3
)
(t1 = ||
(
||(X,Y ), Z
)
) et nous ob-
tenons un terme t3 = ||
(
||(0˜, Y ), ||(A,B)
)
= C ′[Y,A,B], ou` C ′ est le paral-contexte
C ′[x1, x2, x3] = ||
(
||(0˜, x1), ||(x2, x3)
)
, auquel la re`gle R3 peut s’appliquer.
Voyons maintenant pourquoi est-ce que nous avons besoin de garder la structure
de l’arbre (en termes de nœuds e´tiquete´s par “||”) en remplac¸ant X par 0˜ et Y par
t en appliquant une re`gle de la forme X||Y → t (ou Y ||X → t), et pourquoi nous
ne proce´dons pas comme dans la section 5.5 en e´liminant tout simplement le nœud
correspondant a` X (ou celui de Y ). Ceci est duˆ au fait que dans ce cas, nous aurons
besoin de re`gles du meˆme genre que α4e pour valider et accumuler les pre´dictions :
Nous aurons besoin d’une re`gle d’infe´rence de la forme : Si ||(q1, q2)→ q est une re`gle
de l’automate initial, et si Xi
∗
→δˆ
(
(q1, ...), v
)
, exprimant que Xi peut eˆtre obtenu a`
partir de Lq1 en faisant des pre´dictions correspondant aux valeurs v des compteurs,
alors nous devons conside´rer les re`gles suivantes (q2, ...)
vrai/v+~k′i−−−−−−−→δˆ(q, ...), exprimant
que si u est un terme reconnu par
(
(q2, ...), v
′
)
, et si Xi a e´te´ e´limine´ (si nous ne
conside´rons pas 0˜) en utilisant une re`gle de la forme Xi||Xj → t, alors le terme u
devrait eˆtre reconnu par
(
(q2, ...), v
′+ v+~k′i
)
: l’automate doit me´moriser que Xi e´tait
d’abord obtenu apre`s certaines pre´dictions correspondant a` v, et ensuite il a disparu
(~k′i). Le proble`me est alors que nous avons besoin d’un nombre infini de re`gles de ce
genre puisqu’il existe un nombre infini de valuations v possibles des compteurs.
C’est pour ces meˆmes raisons que nous imposons qu’il n’y ait pas de re`gles de la
forme 0 → u dans R. En effet, dans ce cas, nous n’avons pas de re`gles de la forme
u→ 0 dans R−1, et donc apre`s avoir re´e´crit X en 0˜ et Y en t apre`s l’application d’une
re`gle de la forme X||Y → t (ou Y ||X → t), nous sommes suˆrs que le terme t ne va
pas eˆtre re´e´crit en 0 et donc disparaˆıtre (∼ tient compte des e´quivalences ∼0). Par
conse´quent, a` la place de t il y aura toujours soit t soit un successeur de t. C’est ce qui
assure que l’automate peut toujours deviner a` cette place qu’il y a eu une application
non locale de la re`gle X||Y → t.
5.6.6 Exemple
Nous expliquons comment l’automate se comporte concre`tement sur un exemple :
Soit A = (Q,Σ, F, δ) un automate d’arbres fini qui reconnaˆıt le terme t1 de la figure
5.6, ou` Q = {q1, . . . , q11}, F = {q11}, et δ contient les re`gles suivantes :
– Xi → qi, i ∈ {1, . . . , 5, 10},
– ||(q1, q2)→ q6, ||(q6, q3)→ q7, ·(q7, q4)→ q8, ·(q8, q5)→ q9, ||(q9, q10)→ q11.
Soit R un PAD tel que R−1 contient les re`gles suivantes :
– R1 : X1||X3 → X6,
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– R2 : X2||X6 → X7,
– R3 : X7 ·X4 → X8,
– R4 : X8 ·X5 → X11,
– R5 : X11||X10 → X12.
||
||
||
X1 X2
X3
X4
X5
X10
||
||
||
0˜ 0˜
X7
X4
X5
X10
||
||
||
0˜ 0˜
0˜
X8
X5
X10
||
||
||
0˜ 0˜
0˜
0˜
X11
X10
℘R1 ℘R2
℘R4 ℘R5
℘R3
||
||
||
0˜ X2
X6
X4
X5
X10
||
||
||
0˜ 0˜
0˜
0˜
0˜
X12
Terme t1 Terme t2 Terme t3
Terme t4 Terme t5 Terme t6
||
||
||
n1 n2
n3
n4
n5
n10
Notation des noeuds
n6
n7
n8
n9
n11
Fig. 5.6 – Exemple
Pour reconnaˆıtre le terme t6 comme successeur de t1, l’automate se comporte
comme suit :
– Il devine qu’au nœud n1, il y avait un X1 qui a e´te´ re´e´crit par R1. n1 est alors
annote´ par
(
(q1, X1, ∅, ∅), ~k
′
1
)
(le compteur de X1 est de´cre´mente´).
– De la meˆme manie`re, il devine qu’au nœud n2 il y avait un X2 qui a e´te´
re´e´crit par R2. n2 est alors annote´ par
(
(q2, X2, ∅, ∅), ~k
′
2
)
(le compteur de X2
est de´cre´mente´).
– A n3, il devine qu’il y avait un X7 qui a e´te´ re´e´crit par R3. n3 est alors annote´
par (qX7 ,−X7). Ensuite, l’automate devine qu’a` cette place, il y avait un X6 qui
a e´te´ transforme´ en X7 en utilisant la re`gle R2. Le nœud est alors annote´ par(
(qX6 ,⊥,⊥ → X2,−X7),
~k2
)
(le compteur de X2 est incre´mente´). Finalement,
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l’automate devine qu’a` ce nœud il y avait unX3 qui a e´te´ re´e´crit enX6 en utilisant
R1 : ce nœud est alors annote´ par
(
(q3,⊥, {⊥ → X1,⊥ → X2},−X7),~k1 + ~k2
)
(le compteur de X1 est incre´mente´, et X3 est reconnu par q3).
– Le nœud n6 est alors annote´ par
(
(q6, 0˜, ∅, ∅), ~k
′
1 +
~k′2
)
a` cause des annotations
de n1 et n2 et du fait que ||(q1, q2)→ q est une re`gle de l’automate initial. Le 0˜
dans la deuxie`me composante exprime que le terme ayant n6 comme racine est
e´quivalent a` 0˜, c-a`-d., il n’a que des 0˜ aux feuilles.
– n7 est annote´ par
(
(q7,⊥, {⊥ → X1,⊥ → X2},−X7),~k
′
1 +
~k′2 +
~k1 + ~k2
)
. Ceci
est duˆ aux annotations de n6 et n3 et au fait que ||(q6, q3) → q7 est une re`gle
de l’automate initial. Alors, puisque la valeur du compteur est nulle (~k′1 +
~k′2 +
~k1 + ~k2 = ~0), et puisque dans le graphe G = {⊥ → X1,⊥ → X2}, il existe
un chemin menant de ⊥ a` chaque sommet de Noeuds(G) = {X1, X2}, c-a`-d.
G ∈ Gc ; les pre´dictions peuvent eˆtre valide´e a` ce nœud, et l’automate annote n7
par (q7,−X7).
– A n4, l’automate devine qu’il y avait un X8 qui a e´te´ re´e´crit par R4. n4 est alors
annote´ par (qX8 ,−X8). Ensuite, l’automate devine qu’a` cette place il y avait un
X4 qui a e´te´ transforme´ en X8 en utilisant la re`gle R3. Le nœud est alors annote´
par
(
(q4, X7),−X8
)
puisque X4 est reconnu par q4.
– Par conse´quent, n8 est annote´ par (q8,−X8) : la pre´diction concernant X7 est
valide´e.
– A n5, l’automate devine qu’il y avait un X11 qui a e´te´ re´e´crit par R5. n5 est alors
annote´ par
(
(qX11 , X11, ∅, ∅),
~k′11
)
(le compteur de X11 est de´cre´mente´). Ensuite,
l’automate devine qu’a` la place de ce X11, il y avait un X5 qui a e´te´ re´e´crit
par R4. Le nœud est alors annote´ par
((
(q5, X8), X11, ∅, ∅
)
,~k′11
)
puisque X5 est
reconnu par q5.
– D’ou`, n9 est annote´ par
((
q9,⊥, ∅, ∅
)
,~k′11
)
: la pre´diction concernant X8 est
valide´e.
– En ce qui concerne n10, l’automate devine qu’a` ce nœud, il y avait un X10
qui a e´te´ re´e´crit en utilisant R5. Le nœud est donc annote´ par
(
(q10,⊥, {⊥ →
X11}, ∅), ~k11
)
: le compteur de X11 est incre´mente´.
– Finalement, n11 est annote´ par
(
(q11,⊥, {⊥ → X11}, ∅), ~k11+~k
′
11
)
. Les pre´dictions
peuvent eˆtre valide´es puisque ~k11 + ~k
′
11 = ~0, et dans le graphe {⊥ → X11}, il
existe un chemin menant de ⊥ a` chaque sommet de Noeuds({⊥ → X11}), (c-a`-d.,
X11).
Maintenant, nous calculons les re`gles δˆ (nous ne conside´rons que les re`gles dont
nous avons besoin pour annoter les termes de la figure 5.6) :
(r1) Puisque X1
∗
→δ˜ q
T
1 et X1||X3 → X6 est une re`gle de R
−1, les re`gles γ1ai
impliquent que δˆ contient la re`gle
0˜
vrai/λ′1→ (q1, X1, ∅, ∅)
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(r2) Puisque X2
∗
→δ˜ q
T
2 et X2||X6 → X7 est une re`gle de R
−1, les re`gles γ1ai
impliquent que δˆ contient la re`gle
0˜
vrai/λ′2→ (q2, X2, ∅, ∅)
(r3) Puisque X7
∗
→δ˜ q
T
X7
(X7 ∈ Subr(R
−1)) et X7 ·X4 → X8 est une re`gle de R
−1,
les re`gles (γ2a) impliquent que δˆ contient la re`gle
0˜→(qX7 ,−X7)
(r4) Puisque X6
∗
→δ˜ q
T
X6
et X2||X6 → X7 est une re`gle de R
−1, les re`gles γ1aiv
impliquent que δˆ contient la re`gle
(qX7 ,−X7)
vrai/λ2
→ (qX6 ,⊥,⊥ → X2,−X7)
(r5) Puisque X3
∗
→δ˜ q
T
3 et X1||X3 → X6 est une re`gle de R
−1, les re`gles γ1aii
impliquent que δˆ contient la re`gle
(qX6 ,⊥,⊥ → X2,−X7)
vrai/λ1
→ (q3,⊥, {⊥ → X1,⊥ → X2},−X7)
(r6) Puisque X4
∗
→δ˜ q4 et X7 · X4 → X8 est une re`gle de R
−1, les re`gles (α2)
impliquent que δˆ contient la re`gle X8 → (q4, X7). Puisque X8 · X5 → X11 est
une re`gle de R−1, les re`gles (γ2b) impliquent que δˆ contient la re`gle
0˜→
(
(q4, X7),−X8
)
(r7) Puisque X5
∗
→δ˜ q5 et X8 · X5 → X11 est une re`gle de R
−1, les re`gles (α2)
impliquent que δˆ contient la re`gle X11 → (q5, X8). Puisque X11||X10 → X12 est
une re`gle de R−1, les re`gles γ1bi impliquent que δˆ contient la re`gle
0˜
vrai/λ′11→
(
(q5, X8), X11, ∅, ∅
)
(r8) Puisque X10
∗
→δ˜ q
T
10 et X11||X10 → X12 est une re`gle de R
−1, les re`gles γ1aiii
impliquent que δˆ contient la re`gle
qTX12
vrai/λ11
→ (q10,⊥,⊥ → X11, ∅)
(r9) Puisque {⊥ → X1,⊥ → X2} ∈ Gc, les re`gles (γ4) impliquent que δˆ contient la
re`gle
(q7,⊥, {⊥ → X1,⊥ → X2},−X7)
~c=~0/λ
→ (q7,−X7)
(r10) Puisque {⊥ → X11} ∈ Gc, les re`gles (γ4) impliquent que δˆ contient la re`gle
(q11,⊥,⊥ → X11, ∅)
~c=~0/λ
→ qT11
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(r11) Puisque ||(q1, q2) → q6 est une re`gle de δ, les re`gles (γ5d) impliquent que δˆ
contient la re`gle
||
(
(q1, X1, ∅, ∅), (q2, X2, ∅, ∅)
)
→ (q6, 0˜, ∅, ∅)
(r12) Puisque ||(q6, q3) → q7 est une re`gle de δ, les re`gles (γ5f) impliquent que δˆ
contient la re`gle
||
(
(q6, 0˜, ∅, ∅), (q3,⊥, {⊥ → X1,⊥ → X2},−X7)
)
→ (q7,⊥, {⊥ → X1,⊥ → X2},−X7)
(r13) Puisque ·(q7, q4) → q8 est une re`gle de δ, les re`gles (γ6c) impliquent que δˆ
contient la re`gle
·
(
(q7,−X7),
(
(q4, X7),−X8
))
→ (q8,−X8)
(r14) Puisque ·(q8, q5) → q9 est une re`gle de δ, les re`gles (γ6a) impliquent que δˆ
contient la re`gle
·
(
(q8,−X8),
(
(q5, X8), X11, ∅, ∅
))
→
(
q9, X11, ∅, ∅
)
(r15) Puisque ||(q9, q10)→ q11 est une re`gle de δ, les re`gles (γ5c) impliquent que δˆ
contient la re`gle
||
((
q9, X11, ∅, ∅
)
, (q10,⊥,⊥ → X11, ∅)
)
→
(
q11,⊥,⊥ → X11, ∅
)
Avec ces re`gles, tous les termes de la figure (5.6) peuvent eˆtre reconnus comme
successeurs du terme t1. Plus pre´cise´ment, tous ces termes peuvent eˆtre annote´s par
l’e´tat final qT11. Nous montrons ci-dessous comment le terme t6 est reconnu par cet
e´tat :
– n1 est annote´ par
(
(q1, X1, ∅, ∅), ~k
′
1
)
graˆce aux re`gles r1.
– n2 est annote´ par
(
(q2, X2, ∅, ∅), ~k
′
2
)
graˆce aux re`gles r2.
– En utilisant les re`gles r3, r4, et r5, n3 peut eˆtre annote´ par(
(q3,⊥, {⊥ → X1,⊥ → X2},−X7),~k1 + ~k2
)
– n4 est annote´ par
(
(q4, X7),−X8
)
graˆce aux re`gles r6.
– n5 est annote´ par
((
(q5, X8), X11, ∅, ∅
)
,~k′11
)
en utilisant r7.
– r11 annote n6 avec
(
(q6, 0˜, ∅, ∅), ~k
′
1 +
~k′2
)
.
– n7 est d’abord annote´ par
(
(q7,⊥, {⊥ → X1,⊥ → X2},−X7),~k
′
1+
~k′2+
~k1+~k2
)
en
utilisant r12, et ensuite par (q7,−X7) en utilisant r9 puisque ~k
′
1+
~k′2+
~k1+~k2 = ~0.
– Graˆce a` r13, n8 est annote´ par (q8,−X8).
– n9 est annote´ par
((
q9, X11, ∅, ∅
)
,~k′11
)
graˆce a` r14.
– n10 est annote´ par
(
(q10,⊥, {⊥ → X11}, ∅), ~k11
)
graˆce a` r8.
– Finalement n11 est d’abord annote´ par
((
q11,⊥,⊥ → X11, ∅
)
,~k11 + ~k
′
11
)
graˆce
a` r15, et ensuite par q
T
11 en utilisant r10 puisque
~k11 + ~k
′
11 = ~0.
155
5.6.7 La preuve du the´ore`me 5.6.4
Pour montrer le the´ore`me 5.6.4, nous montrons les lemmes 5.6.2 et 6.5.2 :
Lemme 5.6.2 Pour chaque u ∈ T ′, nous avons :
– u
∗
→δˆ
(
(q, a,G,w), v
)
alors :
– Si w = ∅, il existe un paral-contexte C, n null-contextes C ′1, . . . , C
′
n, et un
derived system (Ai, ui, Gi, vi,Si)1≤i≤n tels que v =
∑
1≤i≤n
vi, G =
⋃
1≤i≤n
Gi,
u = C
[
C ′1[u1], . . . , C
′
n[un]
]
, et C
[
C ′1[A1], . . . , C
′
n[An]
]
∈ ℘∗R−1(Lq). En plus, si
a = 0˜, alors pour tout i, ui = 0˜, et si a ∈ V ar, alors C et C
′
1 sont le contexte
trivial (n = 1), et a = Y 1h1 .
– Si w = −X, alors a = ⊥ et il existe un paral-contexte C, n null-contextes
C ′1, . . . , C
′
n, et un seq-derived system
(
X, (Ai, ui, Gi, vi,Si)1≤i≤n
)
tels que v =∑
1≤i≤n
vi, G =
⋃
1≤i≤n
Gi, u = C
[
C ′1[0˜], . . . , C
′
n[0˜]
]
, et C
[
C ′1[A1], . . . , C
′
n[An]
]
∈
℘∗R−1(Lq).
– u
∗
→δˆ
((
(q,W ), a,G,w
)
, v
)
alors il existe A ∈ V ar tel que A
∗
→δ˜ (q,W ) et :
– si w = ∅, il existe une se´quence de re`gles S telle que (A, u,G, v,S) soit un
derived system. Si u = 0˜, alors a = Y 1h1 (n = 1), et si u 6= 0˜, alors a = ⊥.
– Si w = −X, il existe S tel que
(
X, (A, u,G, v,S)
)
soit un seq-derived system.
Dans ce cas, a = ⊥.
– u
∗
→δˆ q
T alors u ∈ ℘∗R−1(Lq).
– u
∗
→δˆ (q,−X) alors il existe un paral-contexte C[x], tel que C est aussi un null-
contexte tel que :
– soit il existe un null-contexte C0[x] tel que u = C[·(C0[0˜], 0˜)], et C[·(C0[0˜], X)] ∈
℘∗R−1(Lq),
– soit u = C[0˜] et C[X] ∈ ℘∗R−1(Lq).
– u
∗
→δˆ
(
(q,W ),−X
)
alors u = 0˜ et X ∈ L(q,W ).
Preuve : Nous proce´dons par induction sur k, le nombre de fois qu’une re`gle dans
δˆ \ δ˜ est applique´e pendant les de´rivations. Nous montrons toutes les proprie´te´s simul-
tane´ment :
• k = 1. Il y a alors cinq cas en fonction de la re`gle de δˆ qui a e´te´ applique´e :
– La re`gle γ1ai a e´te´ applique´e. Alors u = 0˜ →δˆ
(
(q,Xi, ∅, ∅), v
)
, ou` v = ~k′i. Ceci
veut dire qu’il existe une re`gle Xi||Xj → t (ou Xj ||Xi → t) telle que Xi
∗
→δ˜ q
T .
Il est facile de voir que la proprie´te´ est vraie en prenant n = 1, C et C ′1 sont le
contexte trivial, A1 = Xi, et h1 = 1. En effet, puisque Xi
∗
→δ˜ q
T , nous de´duisons
a` partir du lemme 5.5.1 que Xi ∈ ζ
∗
R−1(Lq) ⊆ ℘
∗
R−1(Lq).
– Le cas ou` la re`gle γ1bi a e´te´ applique´e est similaire au cas pre´ce´dent.
– La re`gle γ1aiii a e´te´ applique´e. Alors u
∗
→δ˜ q
T
t →δˆ
(
(q,⊥, {⊥ → Xi}, ∅), v
)
, ou`
v = ~ki. Ceci implique qu’il existe une re`gle Xi||Xj → t (ou Xj ||Xi → t) telle que
Xj
∗
→δ˜ q
T . Il est facile de voir que la proprie´te´ est vraie en prenant n = 1, C
et C ′1 sont le contexte trivial, A1 = Xj , et h1 = 1. En effet, puisque Xj
∗
→δ˜ q
T ,
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nous avons par le lemme 5.5.1 que Xj ∈ ζ
∗
R−1(Lq) ⊆ ℘
∗
R−1(Lq). En plus, puisque
u
∗
→δ˜ q
T
t , nous avons u ∈ ζ
∗
R−1(t).
– Le cas ou` la re`gle γ1biii a e´te´ applique´e est similaire au cas pre´ce´dent.
– La re`gle γ2a a e´te´ applique´e, c-a`-d., u = 0˜ →δˆ (q,−X). La proprie´te´ est vraie
en prenant C le contexte trivial. En effet, si cette re`gle a e´te´ applique´e, alors
X
∗
→δ˜ q
T , c-a`-d., X ∈ ζ∗R−1(Lq) ⊆ ℘
∗
R−1(Lq).
– La re`gle γ2b a e´te´ applique´e, c-a`-d., u →δˆ
(
(q,W ),−X
)
. Alors ne´cessairement,
u = 0˜, et X
∗
→δ˜ (q,W ). La proprie´te´ est ve´rifie´e.
• k > 1.
? Soit u
k
→δˆ
(
(q, a,G,w), v
)
. Il y a alors diffe´rents cas selon la re`gle de l’automate qui
a e´te´ applique´e a` la fin.
– La re`gle γ1aii a e´te´ applique´e a` la fin : u
k−1
→ δˆ
(
(qt, a,G
′, w), v′
)
→δˆ
(
(q, a,G,w), v
)
tel qu’il existe une re`gle Xi||Xj → t (ou Xj ||Xi → t) telle que Xj
∗
→δˆ q
T ,
v = v′ + ~ki, et G = G
′ ∪ {a→ Xi}. Alors, par induction nous avons :
– Si w = ∅, il existe un derived system (Ai, ui, Gi, vi,Si)1≤i≤n tel que u =
C
[
C ′1[u1], . . . , C
′
n[un]
]
,G′ =
⋃
1≤i≤nGi, v
′ =
∑
1≤i≤n
vi, et C
[
C ′1[A1], . . . , C
′
n[An]
]
∈
℘∗R−1(Lqt) = ℘
∗
R−1(t).Nous avons que ℘
∗
R−1(t) = ζ
∗
R−1(t) puisque t ∈ Subr(R
−1),
et R−1 ne contient aucune re`gle ayant X||Y dans le coˆte´ droit. C-a`-d., R−1
ne rajoute pas de “||” dans les termes. Donc, C et C ′1 sont le contexte trivial
(n = 1). En effet, C est le contexte trivial et C ′1 est un null-context, c-a`-d., un
contexte qui ne contient que des 0˜ aux feuilles. Mais les 0˜ ne sont rajoute´s que
lorsque nous avons l’ope´rateur ||.
Nous allons donc enlever l’indice i. Soit A = A1 ∈ ℘
∗
R−1(t) = ζ
∗
R−1(t) (ici
u = u1), et soit S une se´quence de re`gles(
Yj ||Zj → tj (ou Zj ||Yj → tj )
)
1≤j≤h
telle que :
– Si u 6= 0˜, alors a = ⊥ et :
– A = Z1,
– v′ =
∑
1≤j≤h
~klj ,
– G′ = {⊥ → Ys | 1 ≤ s ≤ h},
– ∀0 < j < h, Zj+1 ∈ ζ
∗
R−1(tj),
– u ∈ ζ∗R−1(th).
– Si u = 0˜, alors a = Yh et :
1. Si h > 1, alors :
– A = Z1,
– v′ =
∑
1≤j≤h−1
~klj +
~k′lh ,
– G′ = {Yh → Ys | 1 ≤ s ≤ h− 1},
– ∀0 < j < h− 1, Zj+1 ∈ ζ
∗
R−1(tj),
– Yh ∈ ζ
∗
R−1(th−1).
2. Si h = 1, alors a = Y1 et :
157
– A = Y1,
– v′ = ~k′lh ,
– G′ = ∅.
Conside´rons la se´quence de re`gles S ′ :(
Y ′j ||Z
′
j → t
′
j (ou Z
′
j ||Y
′
j → t
′
j )
)
1≤j≤h+1
telle que la re`gle Y ′1 ||Z
′
1 → t
′
1 est la re`gle Xi||Xj → t (ou Z
′
1||Y
′
1 → t
′
1 est
la re`gle Xj ||Xi → t), et pour tout 1 < j ≤ h + 1, Y
′
j = Yj−1, Z
′
j = Zj−1,
et t′j = tj−1. Soient (em)m les indices tels que em = indice(Y
′
m) (e1 = i).
Nous avons v = v′ + ~ki = v
′ + ~ke1 , et G = G
′ ∪ {a → Xi}. Soit A
′ =
Xj = Z
′
1 ∈ ζ
∗
R−1(Lq) ⊆ ℘
∗
R−1(Lq) (puisque Xj
∗
→δ˜ q
T ). Nous avons de´ja` que
Z ′j+1 ∈ ζ
∗
R−1(t
′
j), pour tout j, 1 < j < h+ 1. En plus,
Z ′2 = Z1 = A ∈ ζ
∗
R−1(t)
Donc, puisque t = t′1, nous avons que pour tout 0 < j < h+1, Z
′
j+1 ∈ ζ
∗
R−1(t
′
j).
– Si u 6= 0˜, nous avons :
– v =
∑
1≤j≤h+1
~kej ,
– G = {⊥ → Y ′s | 1 ≤ s ≤ h+ 1} (Y
′
1 = Xi),
– u ∈ ζ∗R−1(t
′
h+1), puisque t
′
h+1 = th.
– Si u = 0˜, alors :
– v =
∑
1≤j≤h
~kej +
~k′eh+1 ,
– G = {Y ′h+1 → Y
′
s | 1 ≤ s ≤ h} (a = Yh = Y
′
h+1),
– Y ′h+1 ∈ ζ
∗
R−1(t
′
h).
Donc, (A′, u,G,v,S
′) est un derived system, et la proprie´te´ est satisfaite.
– Le cas ou` w = −Y est similaire.
– La re`gle γ3 a e´te´ applique´e a` la fin. Alors u
k−1
→ δˆ
(
(q′, a,G,w), v
)
→δˆ
(
(q, a,G,w), v
)
parce que q′
T→δ˜q
T , c-a`-d., ζ∗R−1(Lq′) ⊆ ζ
∗
R−1(Lq).
Nous n’allons conside´rer que le cas ou` w = ∅. L’autre cas est similaire. Par
induction, nous de´duisons qu’il existe un derived system (Ai, ui, Gi, vi,Si)1≤i≤n,
un paral-contexte C, et n null-contextes C ′1, . . . , C
′
n tels que G =
⋃
1≤i≤nGi,
v =
∑
1≤i≤n
vi, u = C
[
C ′1[u1], . . . , C
′
n[un]
]
, et C
[
C ′1[A1], . . . , C
′
n[An]
]
∈ ℘∗R−1(Lq′)
qui est inclu dans ℘∗R−1(Lq), puisque ζ
∗
R−1(Lq′) ⊆ ζ
∗
R−1(Lq).
– La re`gle γ5 a e´te´ applique´e a` la fin. Il existe alors deux cas selon que ce sont
les deux premie`res re`gles qui ont e´te´ applique´es ou les autres (dans ce qui suit,
nous n’allons pas tenir compte de la nature de la composante a, qui est facile a`
ve´rifier) :
– Une des re`gles γ5a ou γ5b a e´te´ applique´e. Ces re`gles sont syme´triques. Sup-
posons par exemple que la re`gle γ5a a e´te´ conside´re´e. Alors
u = ||(u′, u′′)
k−1
→ δˆ ||
((
(q′, a′, G′, ∅), v′
)
, q′′
T
)
→δˆ
(
(q, a,G, ∅), v
)
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Il s’en suit que ||(q′, q′′)→ q est une re`gle de δnull, v = v
′, et G = G′. Prenons
le cas ou` w = ∅ (l’autre cas e´tant similaire). Par induction, nous avons que
u′′ ∈ ℘∗R−1(Lq′′), et il existe un derived system (Ai, ui, Gi, vi,Si)1≤i≤n, un
paral-contexte C, et n null-contextes C ′1, . . . , C
′
n tels que G =
⋃
1≤i≤nGi,
v =
∑
1≤i≤n
vi, u
′ = C
[
C ′1[u1], . . . , C
′
n[un]
]
, et
C
[
C ′1[A1], . . . , C
′
n[An]
]
∈ ℘∗R−1(Lq′).
Soit D le paral-contexte D[x1, . . . , xn] = ||(C[x1, . . . , xn], u
′′). Alors
D
[
C ′1[A1], . . . , C
′
n[An]
]
∈ ℘∗R−1(Lq),
u = D
[
C ′1[u1], . . . , C
′
n[un]
]
, et (Ai, ui, Gi, vi,Si)1≤i≤n est un derived system
qui satisfait la proprie´te´.
– Une des quatre dernie`res re`gles a e´te´ applique´e :
u
k−1
→ δˆ ||
((
(q′, a′, G′, w′), v′
)
,
(
(q′′, a′′, G′′, w′′), v′′
))
→δˆ
(
(q, a,G,w), v
)
Alors ||(q′, q′′) → q est une re`gle de δnull, v = v
′ + v′′, G = G′ ∪ G′′, et a et
w de´pendent des valeurs de a′, a′′, w′, et w′′. Supposons par exemple que la
re`gle γ5c a e´te´ conside´re´e. Nous obtenons par induction qu’il existe des deri-
ved systems (A′i, u
′
i, G
′
i, v
′
i,S
′
i)1≤i≤n′ et (A
′′
i , u
′′
i , G
′′
i , v
′′
i ,S
′′
i )1≤i≤n′′ , deux paral-
contextes C ′ et C ′′, et n′ + n′′ null-contextes D′1, . . . , D
′
n′ et D
′′
1 , . . . , D
′′
n′′ tels
que G′ =
⋃
1≤i≤n′ G
′
i, v
′ =
∑
1≤i≤n′
v′i, G
′′ =
⋃
1≤i≤n′′ G
′′
i , v
′′ =
∑
1≤i≤n′′
v′′i ,
u′ = C ′
[
D′1[u
′
1], . . . , D
′
n′ [u
′
n′ ]
]
, u′′ = C ′′
[
D′′1 [u
′′
1 ], . . . , D
′′
n′′ [u
′′
n′′ ]
]
,
C ′
[
D′1[A
′
1], . . . , D
′
n′ [A
′
n′ ]
]
∈ ℘∗R−1(Lq′),
et
C ′′
[
D′′1 [A
′′
1 ], . . . , D
′′
n′′ [A
′′
n′′ ]
]
∈ ℘∗R−1(Lq′′).
Posons n = n′ + n′′, et C le paral-contexte
C[x1, . . . , xn] = ||(C
′[x1, . . . , xn′ ], C
′′[xn′+1, . . . , xn′′ ]).
Alors, il est facile de voir que u = C
[
D1[u1], . . . , Dn[un]
]
, et que (Ai, ui, Gi, vi,Si)1≤i≤n
est un derived system, ou` les nouvelles se´quences (2i)1≤i≤n (2 ∈ {D, u,A,S})
sont de´finies comme suit :
– 2i = 2
′
i si 1 ≤ i ≤ n
′,
– 2i = 2
′′
n′+i sinon.
En plus, nous avons que
C
[
D1[A1], . . . , Dn[An]
]
∈ ℘∗R−1(Lq).
Donc, la proprie´te´ est satisfaite.
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– La re`gle γ6a a e´te´ applique´e. Alors
u = ·(u′, u′′)
k−1
→ δˆ ·
(
(q′,−X),
((
(q′′, X), a′′, G′′, w′′
)
, v′′
))
→δˆ
(
(q, a,G,w), v
)
Il s’en suit que ·(q′, q′′) → q est une re`gle de δnull, v = v
′′, et G = G′′. Par
induction, nous de´duisons qu’il existe un paral-contexte C ′[x] qui soit aussi un
null-contexte, et un null-contexte C0 tel que C0[0˜] = u0, u
′ = C ′[·(u0, 0˜)], et
C ′[·(u0, X)] ∈ ℘
∗
R−1(Lq′) (le cas ou` u
′ = C ′[0˜], et C ′[X] ∈ ℘∗R−1(Lq′) est iden-
tique). Supposons que w = ∅ (l’autre cas se traite de la meˆme manie`re), nous
avons par induction qu’il existe A ∈ V ar tel que A
∗
→δ˜ (q
′′, X) et il existe une
se´quence de re`gles S telle que (A, u′′, G, v,S) soit un derived system.
Soit C ′1 le null-contexte C
′
1[x] = ·(u
′, x). Il est facile de voir que (A, u′′, G, v,S)
est un derived system tel que u = C ′1[u
′′]. En plus, C ′1[A] ∈ ℘
∗
R−1(Lq). En effet,
nous avons que A
∗
→δ˜ (q
′′, X), alors le lemme 5.5.1 implique qu’il existe un seq-
contexte Cs[x], une re`gle X · Y → t dans R
−1 tels que A ∈ ζ∗R−1(Cs[t]), et
Cs[Y ] ∈ Lq′′ . Donc,
·(C ′[·(u0, X)], Cs[Y ]) ∈ ℘
∗
R−1(Lq).
Puisque u0 est un terme nul, nous pouvons appliquer la re`gle X · Y → t a` ce
terme, et obtenir que
·(C ′[·(u0, 0˜)], Cs[t]) ∈ ℘
∗
R−1(Lq)
Puisque A ∈ ζ∗R−1(Cs[t]), nous obtenons que
·(C ′[·(u0, 0˜)], A) ∈ ℘
∗
R−1(Lq).
Observons que dans le terme pre´ce´dent, le fils droit Cs[t] peut eˆtre re´e´crit puisque
le fils gauche est nul (u0 est nul). Donc, la proprie´te´ est satisfaite dans ce cas.
? Le cas ou` u
k
→δˆ
((
(q,X), a,G,w
)
, v
)
peut se traiter de la meˆme manie`re.
? Soit u
k
→δˆ q
T . Le cas le plus inte´ressant est lorsque nous avons :
u
k−1
→ δˆ
(
(q, a,G,w), v
)
→δˆq
T .
Alors ne´cessairement, la re`gle γ4 a e´te´ applique´e. Nous obtenons que G ∈ Gc, et v = ~0.
Par induction, nous de´duisons qu’il existe un derived system (Ai, ui, Gi, vi,Si)1≤i≤n, un
paral-contexte C, et n null-contextes (C ′i)1≤i≤n tels que G =
⋃
1≤i≤nGi, v =
∑
1≤i≤n
vi,
u = C
[
C ′1[u1], . . . , C
′
n[un]
]
et
C
[
C ′1[A1], . . . , C
′
n[An]
]
∈ ℘∗R−1(Lq).
En plus, puisque G ∈ Gc, et v = ~0, nous de´duisons a` partir du lemme 5.6.1 que
u ∈ ℘∗R−1(C
[
C ′1[A1], . . . , C
′
n[An]
]
).
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Ceci implique que u ∈ ℘∗R−1(Lq).
? Les cas ou` u
k
→δˆ
(
q,−X
)
et u
k
→δˆ
(
(q, Y ),−X
)
sont faciles a` ve´rifier. Graˆce aux
re`gles γ4, nous utilisons comme pre´ce´demment le lemme 5.6.1 pour traiter le premier
cas. 2
Lemme 5.6.3 Soit u ∈ T ′, alors u ∈ ℘∗R−1(Lq)⇒ u
∗
→δˆ q
T .
Preuve : Puisque Lq ⊆ LqT , nous montrons que si u
′ ∗→δˆ q
T et u ∈ ℘R−1(u
′), alors
u
∗
→δˆ q
T . Nous n’allons conside´rer que les re´e´critures de´crites sur les figures 5.4 et 5.5
puisqu’elles sont les plus pertinentes. Nous pouvons traiter les autres re`gles comme
nous l’avons fait dans les lemmes pre´ce´dents qui ne conside`rent pas l’e´quivalence ∼. Il
y a deux cas cas selon le type de la re`gle qui a e´te´ applique´e de manie`re non locale :
• Une re`gle Xi||Xj → t a e´te´ applique´e non localement comme de´crit sur la figure 5.4.
Soit alors C un paral-contexte ; C1 et C2 des null-contextes tels que chacun a soit “·”
comme racine, soit est le contexte trivial ; et des termes ui tels que chacun est soit une
variable de processus de V ar, soit a “·” comme racine (c-a`-d., comme nous allons le
voir, C est un paral-contexte “maximal”) tels que :
Cas 1 : soit u′ = C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ] et
u = C[u1, . . . , ui1 , C1[0˜], ui2 , . . . , ui3 , C2[t], ui4 , . . . , ui5 ].
Dans ce cas, il faut montrer que si
C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ]
∗
→δˆ q
T
alors
C[u1, . . . , ui1 , C1[0˜], ui2 , . . . , ui3 , C2[t], ui4 , . . . , ui5 ]
∗
→δˆ q
T
Cas 2 : soit il existe un contexte C ′ et un terme u′′ tels que
u′ = C ′
[
· (C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ], u
′′)
]
et
u = C ′
[
· (C[u1, . . . , ui1 , C1[0˜], ui2 , . . . , ui3 , C2[t], ui4 , . . . , ui5 ], u
′′)
]
.
Dans ce cas, il faut montrer que si s est un e´tat tel que
C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ]
∗
→δˆ s
alors
C[u1, . . . , ui1 , C1[0˜], ui2 , . . . , ui3 , C2[t], ui4 , . . . , ui5 ]
∗
→δˆ s
auquel cas, il est facile de de´duire que si
u′
∗
→δˆ C
′[·(s, s′)]
∗
→δˆ q
T
alors nous avons aussi
u
∗
→δˆ C
′[·(s, s′)]
∗
→δˆ q
T
Dans ce cas, a` partir des re`gles γ6, α4a, et α4b, nous avons que s est soit de la
forme (p,−Z), soit de la forme pT , ou (p, Z).
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1. si s = (p,−Z), le lemme 5.6.2 implique que
C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ]
est un terme nul. Nous obtenons donc une contradiction. Par conse´quent, s
ne peut pas eˆtre de la forme (p,−Z).
2. si s = (p, Z), le lemme 5.5.1 implique qu’il existe un seq-contexte Cs et une
re`gle Z · T → t′ tels que
C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ] ∈ ζ
∗
R−1(t
′)
et Cs[T ] ∈ Lq. Ceci n’est pas possible puisque R
−1 ne contient aucune re`gle
avec l’ope´rateur “||” dans la partie droite, donc, ζ∗R−1(t
′) ne contient pas de
nœuds e´tiquete´s par “||”. Ceci contredit le fait que C n’a que des nœuds
e´tiquete´s par “||”. Donc, s ne peut pas eˆtre de la forme (p, Z).
D’ou`, la seule possibilite´ pour s est d’eˆtre de la forme pT .
Par conse´quent, il faut montrer dans les deux cas que si u, u′ et q sont tels que
u = C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ]
∗
→δˆ q
T
alors
u′C[u1, . . . , ui1 , C1[0˜], ui2 , . . . , ui3 , C2[t], ui4 , . . . , ui5 ]
∗
→δˆ q
T
Supposons que pendant la de´rivation
u′ = C[u1, . . . , ui1 , C1[Xi], ui2 , . . . , ui3 , C2[Xj ], ui4 , . . . , ui5 ]
∗
→δˆ q
T
les re`gles γ4 ont e´te´ applique´es plusieurs fois pour valider certaines pre´dictions a` la
vole´e, et annoter les nœuds internes correspondants avec des e´tats qTi , et utiliser ensuite
les re`gles γ5a et γ5b pour annoter le reste de l’arbre. Alors, puisque C est un paral-
contexte, ces validations peuvent eˆtre faites plus tard a` la racine de l’arbre, et nous
pouvons utiliser les re`gles γ5c et γ5d a` la place de γ5a et γ5b pour annoter le reste de
l’arbre. Par conse´quent, nous supposons que pendant la de´rivation ci-dessus, les re`gles
γ4 ne sont applique´es qu’a` la racine de C. Nous pouvons alors distinguer entre deux
cas (il y en a deux a` cause des formes des re`gles γ5) :
1. Pendant la de´rivation u′
∗
→δˆ q
T , tous les termes uk, C1[Xi], et C2[Xj ] sont
annote´s par des e´tats de la forme pT . Supposons par exemple que C1 n’est pas le
contexte trivial, et que C2 est le contexte trivial, les autres cas e´tant similaires.
Soit alors C1[Xi] = ·(U1, U2). Soient q1, q2 tels que
C1[Xi] = ·(U1, U2)
∗
→δˆ q
T
1 ,
et
C2[Xj ] = Xj
∗
→δˆ q
T
2 .
Alors ne´cessairement, graˆce au lemme 5.6.2, nous obtenons que Xj ∈ ℘
∗
R−1(Lq2),
ce qui veut dire queXj ∈ ζ
∗
R−1(Lq2) puisque les re`gles de ℘R−1\ζR−1 introduisent
0˜. D’ou`,
Xj
∗
→δ˜ q
T
2 .
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A partir des re`gles γ1aiii, nous obtenons que
qTt →δˆ
((
q2,⊥, {⊥ → Xi}, ∅
)
,~ki
)
(5.15)
En ce qui concerne C1[Xi], le lemme 5.6.2 implique que C1[Xi] ∈ ℘
∗
R−1(Lq1). Soit
C1[Xi] = ·(U1, U2), alors nous avons ne´cessairement que U1 est un terme nul, et
U2 = Xi. En effet, puisque C1 est un null-contexte, il contient ne´cessairement
des 0˜’s et donc, des nœuds e´tiquete´s par “||”. Donc, il existe un terme ·(U ′1, U
′
2)
dans Lq1 tel que ·(U1, U2) ∈ ℘
∗
R−1
(
· (U ′1, U
′
2)
)
. A cause de la re`gle de priorite´
de l’ope´rateur “·”, U ′1 est re´e´crit d’abord, et ensuite, quand il devient nul, U
′
2
est re´e´crit. Ce sce´nario n’est pas possible puisqu’il n’y a pas de re`gles de la
forme t → 0. Donc, il n’est pas possible de re´e´crire U ′1 en un terme nul. Par
conse´quent, la seule possibilite´ qui reste est de re´e´crire U ′1 jusqu’a` obtenir un
terme de la forme D[Z], ou` D est un null-contexte. Dans ce cas, s’il existe un
seq-contexte Cs et une variable Y , tels que U
′
2 = Cs[Y ], alors s’il existe une re`gle
Z · Y → t′, nous pouvons l’appliquer comme de´crit sur la figure 5.5 et obtenir
·(U1, Cs[t
′]), ou` U1 = D[0˜]. Puisque U1 est nul, Cs[t
′] peut eˆtre re´e´crit en U2.
Puisque C1[Xi] = ·(U1, U2), et C1 est un null-contexte, Cs[t
′] doit eˆtre re´e´crit en
U2, qui est suppose´ eˆtre un terme e´quivalent a` Xi, avec e´ventuellement, quelques
0˜. Nous pouvons montrer par induction structurelle sur Cs que U2 = Xi :
– Cs est le contexte trivial, alors puisque t
′ ne peut pas eˆtre re´e´crit en un
terme contenant des 0˜ (il n’y a pas de re`gle avec “||” dans le coˆte´ droit).
Par conse´quent, t′ doit eˆtre re´e´crit en Xi.
– Cs[t
′] = ·(C ′s[t
′], v) ou` C ′s est un seq-contexte. Alors, par induction, C
′
s[t
′] peut
seulement eˆtre re´e´crit en une variable. Puisqu’il ne peut pas devenir nul (pas
de re`gles de la forme t→ 0), v ne peut donc pas eˆtre re´e´crit tout seul, il doit
attendre (s’il est sous la bonne forme (C ′′s [Z
′])) que C ′s[t
′] devienne une variable
X ′ avec qui il peut interagir en utilisant une re`gle de la forme X ′ · Z ′ → v′.
Nous obtenons alors, sans introduire de 0˜, le terme C ′′s [v
′] avec C ′′s est un
seq-contexte de teille strictement infe´rieure a` celle de Cs.
Concernant l’annotation de C1[Xi] = ·(U1, Xi), la seule re`gle qui peut eˆtre ap-
plique´e pour annoter la racine est γ6b. Soient donc p1 et p2 tels que ·(U1, Xi)
∗
→δˆ
·
(
(p1,−Z), (p2, Z)
)
. Ceci veut dire que ·(p1, p2) → q1 est une re`gle de δnull, et
que Xi
∗
→δ˜ (p2, Z), et donc les re`gles γ1bi impliquent que
0˜→δˆ
((
(p2, Z), Xi, ∅, ∅
)
,~k′i
)
Nous de´duisons donc, a` partir des re`gles γ6a que :
C1[0˜] = ·(U1, 0˜)
∗
→δˆ ·
(
(p1,−Z),
((
(p2, Z), Xi, ∅, ∅
)
,~k′i
))
∗
→δˆ
(
(q1, Xi, ∅, ∅), ~k
′
i
)
(5.16)
A partir de 5.15 et 5.16, nous pouvons montrer par induction structurelle sur C,
en utilisant les re`gles γ5a et γ5b que
u
∗
→δˆ
(
(q,⊥, {⊥ → Xi}, ∅), ~ki + ~k
′
i
)
→δˆq
T
puisque ~ki + ~k
′
i = ~0, et le graphe {⊥ → Xi} ∈ Gc.
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2. Pendant la de´rivation u′
∗
→δˆ q
T , il y a au moins un terme uk, C1[Xi], ou C2[Xj ]
qui soit annote´ par un e´tat de la forme (p, a,G, ∅).
Alors
u′
∗
→δˆ
(
(q,⊥, G, ∅),~0
) γ4
→δˆ q
T
c-a`-d., G ∈ Gc. Conside´rons le cas le moins trivial ou` C1 n’est pas le contexte
trivial, et ou` pendant la de´rivation ci-dessus, nous avons (les autres cas sont plus
simples et se traitent en suivant le meˆme sche´ma) :
C1[Xi]
∗
→δˆ
(
(q1, a1, G1, ∅), v1
)
Alors, puisque C1 a “·” comme racine, la remarque pre´ce´dente (concernant la
forme de ·(U1, U2)) implique qu’il existe un terme nul u0 tel que C1[Xi] =
·(u0, Xi). Puisque
·(u0, Xi)
∗
→δˆ
(
(q1, a1, G1, ∅), v1
)
,
et u0 contient des 0˜, les re`gles γ1aiii n’ont pas puˆ eˆtre applique´es a` cet endroit,
puisque nous ne pouvons pas avoir ·(u0, Xi)
∗
→δˆ q
T
t . En effet, ceci voudrait dire
que ·(u0, Xi) ∈ ℘
∗
R−1(t) qui est e´gal a` ζ
∗
R−1(t) puisque les membres droits des
re`gles de R−1 ne comprennent pas de “||”. Seulement, cet ensemble ne contient
pas de 0˜ alors que ·(u0, Xi) en contient. Donc, les seules re`gles qui ont puˆ eˆtre
applique´es a` cet endroit pour annoter ·(u0, Xi) par
(
(q1, a1, G1, ∅), v1
)
sont les
re`gles γ6a. Ces re`gles impliquent qu’il existe Z ∈ V ar tel que u0
∗
→δ˜ (p1,−Z),
et que
Xi
∗
→δ˜
((
(p2, Z), a1, G1, ∅
)
, v1
)
.
le lemme 5.6.2 implique que a1 = ⊥, et G1 est de la forme {⊥ → Yk | 1 ≤ k ≤ n},
ou` les Yk sont tels que S est une se´quence de re`gles de la forme(
Yk||Zk → tk (or Zk||Yk → tk )
)
1≤k≤n
telle que si lk = indice(Yk), nous avons :
– Z1
∗
→δ˜ (p2, Z),
– v1 =
∑
1≤s≤n
~kls ,
– G1 = {⊥ → Yk | 1 ≤ k ≤ n},
– ∀0 < k < n, Zk+1 ∈ ζ
∗
R−1(tk),
– Xi ∈ ζ
∗
R−1(tn).
Nous pouvons montrer que
0˜
∗
→δˆ
((
(p2, Z), Xi, {Xi → Yk | 1 ≤ k ≤ n}, ∅
)
, v1 + ~k
′
i
)
.
En effet, les re`gles γ1ai impliquent que
0˜→δˆ
(
(qXi , Xi, ∅, ∅),
~k′i
)
.
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Puisque Xi ∈ ζ
∗
R−1(tn), nous avons q
T
Xi
∗
→δ˜ q
T
tn , et donc, les re`gles γ3 impliquent
que (
(qXi , Xi, ∅, ∅),
~k′i
)
→δˆ
(
(qtn , Xi, ∅, ∅),
~k′i
)
.
Des re`gles γ1aii, nous de´duisons que(
(qtn , Xi, ∅, ∅),
~k′i
)
→δˆ
(
(qZn , Xi, Xi → Yn, ∅),
~k′i +
~kln
)
.
Puisque ∀k < n, Zk+1 ∈ ζ
∗
R−1(tk), nous avons q
T
Zk+1
∗
→δ˜ q
T
tk
, et donc(
(qZk+1 , a,G, ∅), v
)
→δˆ
(
(qtk , a,G, ∅), v
)
.
Donc, en appliquant successivement les re`gles γ3 et γ1aii, nous obtenons que
0˜
∗
→δˆ
(
(qZn , Xi, Xi → Yn, ∅),
~k′i +
~kln
) ∗
→δˆ(
qt1 , Xi, {Xi → Yk | 1 < k ≤ n}, ∅),
~k′i +
∑
1<s≤n
~kls
)
,
et puisque Z1
∗
→δ˜ (p2, Z), les re`gles γ1bii impliquent que(
(qt1 , Xi, {Xi → Yk | 1 < k ≤ n}, ∅),
~k′i +
∑
1<s≤n
~kls
)
→δˆ
((
(p2, Z), Xi, {Xi → Yk | 1 ≤ k ≤ n}, ∅
)
,~k′i +
∑
1≤s≤n
~kls
)
.
Donc, nous avons :
0˜
∗
→δˆ
((
(p2, Z), Xi, {Xi → Yk | 1 ≤ k ≤ n}, ∅
)
,~k′i +
∑
1≤s≤n
~kls
)
,
c-a`-d.,
0˜
∗
→δˆ
((
(p2, Z), Xi, {Xi → Yk | 1 ≤ k ≤ n}, ∅
)
,~k′i + v1
)
.
Par conse´quent, d’apre`s les re`gles γ6a nous obtenons :
C1[0˜]
∗
→δˆ
((
q1, Xi, {Xi → Yk | 1 ≤ k ≤ n}, ∅
)
,~k′i + v1
)
. (5.17)
Nous pouvons faire la meˆme analyse pour C2[t]. Nous pouvons montrer que si
C2[Xj ]
∗
→δˆ
(
(q2, a2, G2, ∅), v2
)
,
alors
C2[t]
∗
→δˆ
(
(q2, a2, G2 ∪ {⊥ → Xi}, ∅), v2 + ~ki
)
. (5.18)
Soit ujk
∗
→δˆ
(
(qjk , ajk , Gjk , ∅), vjk
)
. En utilisant (5.17), (5.18), et les re`gles (γ5),
nous pouvons montrer par induction structurelle sur C que
u
∗
→δˆ
(
(q, a,G′, ∅), v + ~ki + ~k
′
i
)
,
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ou` G′ = (G \ {⊥ → Yk | 1 ≤ k ≤ n,⊥ → Yk /∈ (
⋃
Gjs ∪ G2)}) ∪ {Xi → Yk |
1 ≤ k ≤ n} ∪ {⊥ → Xi}. Puisque v = ~0, nous obtenons v + ~ki + ~k
′
i = ~0. Puisque
G ∈ Gc, il est facile de ve´rifier que G
′ ∈ Gc. Par conse´quent, nous obtenons par
γ4 que :
u
∗
→δˆ
(
(q, a,G′, ∅),~0
) ∗
→δˆ q
T .
3. Notons qu’il n’est pas possible d’avoir un sous arbre annote´ par un e´tat de
la forme (p, a,G,−Y ) puisque pendant l’annotation de l’arbre u′, nous devons
arriver a` la racine avec l’e´tat qT , c-a`-d. nous devons nous de´barasser de l’e´tiquette
−Y . Seulement, ceci ne peut eˆtre fait que par les re`gles γ6b, et ces re`gles ne
peuvent pas eˆtre applique´es ici puisque C ne contient pas de nœuds e´tiquete´s
avec “·”.
• Une re`gle X ·Y → t a e´te´ applique´e de manie`re non locale comme de´crit sur la figure
5.5. Ce cas suit le meˆme sche´ma que le cas pre´ce´dent. Dans ce cas, nous conside´rons un
C et deux termes u1 et u2 tels que u1 = C1[X] pour un null-contexte C1 et u2 = Cs[Y ]
pour un seq-contexte Cs tels que u
′ = C[·(C1[X], Cs[Y ])], et u = C[·(C1[0˜], Cs[t])].
Nous avons que u′
∗
→δˆ q
T , et nous voulons montrer que u
∗
→δˆ q
T . Alors, a` cause des
re`gles γ6 et le lemme 5.6.2, nous de´duisons que pendant l’annotation de u
′, la seule pos-
sibilite´ est d’avoir C1[X]
∗
→δˆ q
T
1 , et Cs[Y ]
∗
→δˆ q2. Maintenant, comme pre´ce´demment,
nous pouvons montrer en utilisant les re`gles γ2, γ5e, γ5f , et γ6 que u
∗
→δˆ q
T en mon-
trant par induction structurelle sur C1 que C1[0˜]
∗
→δˆ (q1,−X) (nous avons de´ja` par le
lemme 5.5.1 que Cs[t]
∗
→δ˜ (q2, X)). 2
5.7 Conclusion
Nous avons conside´re´ dans ce chapitre les syste`mes PRS avec diffe´rentes se´mantiques
induites par des e´quivalences structurelles diffe´rentes entre les termes de processus.
Ces e´quivalences correspondent a` la conside´ration de diffe´rentes combinaisons des pro-
prie´te´s des ope´rateurs utilise´s (associativite´, commutativite´, e´le´ment neutre).
Lorsque l’ope´rateur “||” n’est pas conside´re´ comme associatif/commutatif, nous
donnons des constructions polynoˆmiales d’automates d’arbres finis qui reconnaissent
des repre´sentants des ensembles Post∗≡(L) et Pre
∗
≡(L) pour un ensemble re´gulier
de configurations L, ou` ≡ est une e´quivalence parmi {=,∼0,∼s}. Les constructions
donne´es sont valables pour toute la classe PRS et permettent en particulier l’analyse
des programmes a` paralle´lisme binaires. Cette classe de programmes est assez ge´ne´rale.
Elle permet de conside´rer la re´cursivite´, le paralle´lisme, la cre´ation dynamique de pro-
cessus, et la synchronisation.
Si nous conside´rons l’e´quivalence ∼, nous nous restreignons a` la classe des syste`mes
PAD, qui est plus ge´ne´rale que la classe des syste`mes a` pile et celle des syste`mes PA,
et qui permet de repre´senter la communication entre les proce´dures. Nous montrons
que nos constructions pre´ce´dentes permettent de calculer en temps polynoˆmial des
repre´sentants re´guliers de l’ensemble Post∗(L) pour tout langage re´gulier L, et de
l’ensemble Pre∗(L) dans le cas ou` L est ∼||-compatible. Dans le cas ge´ne´ral, nous
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montrons que nous pouvons construire un repre´sentant non re´gulier de cet ensemble
des pre´de´cesseurs en utilisant des 0-test automates a` compteurs. Nous montrons que
ces automates sont ferme´s par intersection avec les automates d’arbres finis standards,
et que leur proble`me du vide est de´cidable. Ceci permet de les utiliser pour re´soudre
les proble`mes d’accessibilite´ dans notre cadre.
Ces constructions permettent d’e´tendre et d’unifier les techniques existantes d’ana-
lyse des syste`mes a` pile et les syste`mes PA [BEM97, FWW97, LS98, EP00]. D’un
coˆte´, ces re´sultats e´tendent de manie`re non triviale les constructions de Post∗=(L) et
Pre∗=(L) pour les syste`mes PA donne´es dans [LS98, EP00]. En effet, dans le cas de
PA les constructions sont plus simples puisque les re`gles sont de la forme X → t, et
donc ne peuvent s’appliquer qu’aux feuilles. Donc dans ce cas, il suffit de calculer les
successeurs des variables X et les coller aux feuilles correspondantes dans le langage
initial. La difficulte´ dans notre cas vient du fait que nous avons, en plus de ces re`gles,
des re`gles de la forme X · Y → t (ou X||Y → t) qui peuvent tranformer radicalement
la structure des termes du langage initial.
D’un autre coˆte´, dans le cas des syste`mes de re´e´criture pre´fixe, si les langages
de de´part ne comprennent pas de “||”, les constructions que nous donnons pour des
repre´sentants des ensembles Post∗∼s(L) et Pre
∗
∼s(L) peuvent eˆtre vues comme de
nouveaux algorithmes de calcul des ensembles des accessibles pour les syste`mes de
re´e´criture pre´fixe (ou les syste`mes a` pile). Ces algorithmes viennent s’ajouter aux
techniques de´ja` existantes [Cau92, BEM97, FWW97, EHRS00].
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Chapitre 6
Calcul de tous les accessibles
pour PRS
L’approche adopte´e dans le chapitre pre´ce´dent permet de re´soudre le proble`me
d’accessibilite´ sans conside´rer les e´quivalences structurelles du “||” pour toute la classe
PRS. Les constructions donne´es sont polynoˆmiales. Si nous conside´rons toutes les
e´quivalences, l’approche pre´ce´dente permet l’analyse des syste`mes PAD. La plupart
des algorithmes propose´s sont polynoˆmiaux, mais ne permettent pas de caracte´riser
tout l’ensemble des accessibles. Dans ce chapitre nous nous attaquons au proble`me de
construire tout l’ensemble des accessibles (pas juste des repre´sentants de cet ensemble),
dans le cas ou` toutes les e´quivalences structurelles entre les termes sont conside´re´es,
pour des classes de PRS plus ge´ne´rales que les syste`mes PAD.
Comme un PRS en forme normale peut eˆtre vu comme l’union d’un syste`me de
re´e´criture pre´fixe (ou syste`me a` pile) Rs et d’un syste`me de re´e´criture de multien-
sembles (ou re´seau de Petri) Rp, notre but dans ce chapitre est d’e´tendre et d’inte´grer
les techniques d’analyse d’accessibilite´ des automates a` pile et des re´seaux de Pe-
tri pour avoir une proce´dure ge´ne´rale pour les syste`mes PRS. Nous proposons une
proce´dure qui calcule tout l’ensemble des accessibles, et qui est parame´tre´e par un al-
gorithme Ω qui calcule cet ensemble pour les syste`mes de re´e´criture de multiensembles
(re´seaux de Petri) en utilisant les ensembles semiline´aires (ou de manie`re e´quivalente,
l’arithme´tique de Presburger) pour la repre´sentation et la manipulation d’ensembles
de paral-termes (ou marquages pour les re´seaux de Petri). Comme les re´seaux de Pe-
tri ne pre´servent pas la semiline´arite´ (les ensembles des marquages accessibles des
re´seaux de Petri ne sont en ge´ne´ral pas semiline´aires), cet algorithme peut eˆtre soit
exact (dans le cas ou` Ω est instancie´ par un algorithme qui calcule exactement un en-
semble semiline´aire repre´sentant les marquages accessibles), mais applicable pour des
classes particulie`res de syste`mes de re´e´criture de multiensembles (pre´cise´ment celles
qui pre´servent effectivement la semiline´arite´), ou approximatif (dans le cas ou` Ω est
instancie´ par un algorithme qui calcule une sur-approximation semiline´aire de l’en-
semble des marquages accessibles), mais applicable pour tout syste`me de re´e´criture de
multiensembles.
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Notre but est de donner un cadre ge´ne´ral ge´ne´rique d’analyse des PRS ou` toutes
les techniques d’analyse symbolique pour les re´seaux de Petri, qui sont base´es sur
l’arithme´tique line´aire et les ensembles semiline´aires peuvent eˆtre inte´gre´es, en combi-
naison avec des techniques d’analyse des syste`mes a` pile.
Pour ce faire, au lieu de repre´senter les termes de processus par des arbres bi-
naires comme dans le chapitre pre´ce´dent, nous proposons de les repre´senter par des
arbres ayant des largeurs arbitraires. En effet, un seq-terme X1 ·X2 · · ·Xn et un paral-
terme X1‖X2 · · · ‖Xn peuvent eˆtre repre´sente´s par des arbres dont la racine est “·”
ou “||” et dont les feuilles sont e´tiquete´es par X1, X2, . . . , Xn (voir la figure 6). Plus
pre´cise´ment, le terme ·(X1, . . . , Xn) repre´sente X1 ·X2 · · ·Xn, et puisque “||” est com-
mutatif, X1‖X2 · · · ‖Xn est repre´sente´ par l’ensemble de termes ||(Xσ(1), . . . , Xσ(n)),
ou` σ est une permutation de l’ensemble {1, . . . , n}. Nous introduisons alors une classe
d’automates d’arbres (les CH-automates) qui permettent de repre´senter de manie`re
finie un ensemble infini de termes de processus repre´sente´s par des arbres a` largeur
non borne´e. Ces automates combinent les langages re´guliers de mots (pour repre´senter
les ensembles de seq-termes) avec les ensembles semiline´aires, ou l’arithme´tique de
Presburger (pour repre´senter les ensembles de paral-termes) afin de repre´senter des
ensembles de termes PRS.
Dans la premie`re section de ce chapitre, nous de´finissons cette classe d’automates
et nous montrons qu’elle satisfait toutes les bonnes proprie´te´s de fermeture par les
ope´rations boole´ennes et de de´cidabilite´ du proble`me du vide. Ensuite, nous donnons
notre proce´dure ge´ne´rique qui prend en entre´e (1) un algorithme Ω qui calcule un
ensemble semiline´aire repre´sentant M ∗(L) pour tout syste`me de re´e´criture de multien-
sembles (ou re´seau de Petri) M appartenant a` une classe C ; et tout ensemble semi-
line´aire de marquages (ou de paral-termes) L, (2) un PRS R dont la partie “re´e´criture
de multiensembles” Rp appartient a` la classe C, et (3) un CH-automate reconnaissant
un ensemble L de termes de processus. L’algorithme nous calcule un CH-automate qui
reconnaˆıt Post∗(L).
Nous montrons que notre algorithme peut eˆtre applique´ pour calculer exactement
les ensembles des accessibles dans le cas des syste`mes PAD, ce qui permet de retrouver
les re´sultats du chapitre pre´ce´dent et d’e´tendre tous les travaux existants sur l’analyse
d’accessibilite´ des syste`mes a` pile et des syste`mes PA. De plus, dans ce cas, nous
montrons que notre proce´dure permet de de´cider la satisfaisabilite´ des formules EF
pour les syste`mes PAD.
Nous montrons enfin qu’en instanciant Ω par n’importe quelle proce´dure d’ana-
lyse d’accessibilite´ (exacte ou approche´e) des re´seaux de Petri ou des automates a`
compteurs qui manipule les semiline´aires, notre technique permet de calculer des sur-
approximations des ensembles dees accessibles pour toute la classe PRS.
Le contenu de ce chapitre fait l’objet du rapport de recherche [BT03a].
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X1||X2|| · · · ||XnX1 · X2 · · ·Xn
X1 X2 Xn
||
X1 X2 Xn
Fig. 6.1 – Repre´sentation des termes de processus par des arbres a` arite´ arbitraire
6.1 Repre´sentation symbolique des ensembles de
termes de processus
Pour pouvoir reconnaˆıtre des ensembles infinis de termes de processus qui sont
ferme´s par associativite´/commutativite´ des ope´rateurs se´quentiel et paralle`le, nous in-
troduisons dans cette partie une classe d’automates d’arbres qui reconnaissent des en-
sembles d’arbres modulo associativite´ / associativite´-commutativite´ de certains ope´ra-
teurs. Ces automates appele´s CH-automates (pour Commutative-Hedge-automates)
sont une extension a` la fois des automates d’arbres ascendants qui reconnaissent des
arbres a` arite´s fixes (arbres avec largeurs borne´es) (voir la de´finition 2.1.20), et des
Hedge automates qui reconnaissent des arbres ayant des largeurs non borne´es en uti-
lisant des contraintes re´gulie`res [BKMW01]. Les automates que nous introduisons re-
connaissent des langages d’arbres sur des alphabets qui contiennent des symboles avec
arite´s fixes et d’autres avec arite´s arbitraires et qui sont ferme´s par commutativite´
et/ou associativite´ de certains ope´rateurs. Les contraintes des re`gles peuvent eˆtre soit
(1) re´gulie`res : nous affectons un e´tat a` un nœud e´tiquete´ par un ope´rateur associatif
si la se´quence des e´tats qui annotent ses fils appartient a` un certain langage re´gulier,
ou (2) semiline´aires : nous affectons un e´tat a` un nœud e´tiquete´ par un ope´rateur
associatif/commutatif si l’image de Parikh de la se´quence des e´tats qui annotent ses
fils satisfait une certaine formule de Presburger.
Plus pre´cise´ment, conside´rons des automates d’arbres “classiques” tels que de´finis
dans la de´finition 2.1.20 qui reconnaissent des arbres a` largeur fixe. Prenons par
exemple le cas des arbres binaires. Pour reconnaˆıtre un arbre, l’automate doit trouver
une annotation des nœuds par des e´tats telle que (1) la racine de l’arbre soit annote´e
par un e´tat final, et (2) qui soit compatible avec les re`gles de l’automate de la forme :
– soit a→ q pour annoter les feuilles ;
– soit f(q1, q2)→ q qui permet d’annoter un terme f(t1, t2) avec l’e´tat q si t1 et t2
sont respectivement annote´s par q1 et q2.
Supposons maintenant que f repre´sente un ope´rateur associatif. Nous conside´rons
alors qu’un nœud correspondant a` cet ope´rateur peut avoir un nombre arbitraire de
fils. Par conse´quent, nous utilisons des re`gles d’annotation de la forme f(L)→ q, ou` L
est un langage re´gulier sur l’alphabet des e´tats de controˆle de l’automate. Ces re`gles
permettent d’annoter un arbre f(t1, . . . , tn) avec q si chaque sous arbre ti est annote´
par un e´tat qi tels que la se´quence q1 · · · qn est dans L. Si nous supposons en plus que f
est associatif et commutatif, l’ordre entre les fils n’est plus important. Par conse´quent,
nous utilisons des re`gles de la forme f(ϕ)→ q, ou` ϕ est une contrainte arithme´tique.
Ces re`gles permettent d’annoter la racine de l’arbre f(t1, . . . , tn) avec q si chaque sous
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arbre ti est annote´ par un e´tat qi, et le nombre d’occurrences de chaque e´tat dans la
se´quence q1 · · · qn satisfait la contrainte ϕ.
Dans ce qui suit, nous donnons d’abord la de´finition formelle de cette classe d’auto-
mates. Nous montrons ensuite qu’elle est effectivement ferme´e par toutes les ope´rations
boole´ennes, et que son proble`me du vide est de´cidable. Ceci permet de l’utiliser comme
repre´sentation symbolique pour re´soudre nos proble`mes d’accessibilite´. Nous terminons
cette partie par la description d’une classe particulie`re de ces automates qui permet
de repre´senter les ensembles de termes de processus.
6.1.1 Commutative Hedge Automates
Soit Σ = Σ′∪ΣA un alphabet fini, ou` Σ
′ est un alphabet muni d’une fonction d’arite´,
et ΣA est un ensemble fini d’ope´rateurs associatifs tels que Σ
′ et ΣA sont disjoints.
Pour k ≥ 0, Σk est l’ensemble des e´le´ments de Σ
′ d’arite´ k. Comme les symboles de ΣA
sont associatifs, ils peuvent avoir une arite´ arbitraire. Soit X un ensemble de´nombrable
de variables {x1, x2, . . .}. Comme dans le cas des termes a` arite´s fixes, nous de´finissons
dans ce qui suit l’ensemble TΣ[X ] des termes sur Σ et X , et la fonction racine qui
de´termine la racine de l’arbre repre´sentant un terme.
De´finition 6.1.1 L’ensemble TΣ[X ] de termes sur Σ et X est le plus petit ensemble
qui satisfait :
– Si f ∈ Σ0 ∪ X , alors f ∈ TΣ[X ] et racine(f) = f .
– Si k ≥ 1, f ∈ Σk, et t1, . . . , tk ∈ TΣ[X ], alors f(t1, . . . , tk) est dans TΣ[X ] et
racine
(
f(t1, . . . , tk)
)
= f .
– Si f ∈ ΣA, t1, . . . , tk ∈ TΣ[X ] pour un certain k ≥ 1, et racine(ti) 6= f pour
chaque 1 ≤ i ≤ k, alors f(t1, . . . , tk) est dans TΣ[X ], et racine
(
f(t1, . . . , tk)
)
=
f .
Observons que si f ∈ ΣA, alors nous ne conside´rons que les termes de la forme
f(t1, . . . , tk) tels que pour chaque i, la racine de ti est diffe´rente de f . En effet,
puisque f est associatif, f
(
t1, . . . , ti−1, f(u1, . . . , um), ti+1, . . . , tn
)
est e´quivalent au
terme f(t1, . . . , ti−1, u1, . . . , um, ti+1, . . . , tn).
Nous de´notons par TΣ l’ensemble TΣ[∅]. Les termes de TΣ sont appele´s termes clos.
Un terme t dans TΣ[X ] est line´aire si chaque variable apparaˆıt au plus une fois dans t.
Un contexte C est un terme line´aire de TΣ[X ]. Soient t1, . . . , tn des termes de TΣ, alors
C[t1, . . . , tn] de´note le terme obtenu en remplac¸ant dans le contexte C l’occurrence
de la variable xi par le terme ti, pour chaque 1 ≤ i ≤ n. Nous notons parfois C par
C[x1, . . . , xn] pour exprimer que c’est un contexte a` n variables.
ΣA peut contenir des ope´rateurs commutatifs. Nous conside´rons alors que ΣA =
Σ′A ∪ Σ
′
AC ou` Σ
′
AC est un ensemble d’ope´rateurs associatifs et commutatifs. Nous
supposons que Σ′A et Σ
′
AC sont disjoints.
De´finition 6.1.2 Un CH-automate est un quadruplet A = (Q,Σ, F,∆) ou` :
– Q est l’union d’ensembles finis disjoints d’e´tats Q′ ∪
⋃
f∈ΣA
Qf ,
– F ⊆ Q est un ensemble d’e´tats finaux,
– ∆ est un ensemble de re`gles de la forme :
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1. a→ q, ou` q ∈ Q′, a ∈ Σ0 ; ou
2. f(q1, . . . , qn)→ q, ou` f ∈ Σn, q ∈ Q
′, et qi ∈ Q ; ou
3. q → q′, ou` (q, q′) ∈ Q′ ×Q′ ∪
⋃
f∈ΣA
Qf ×Qf ; ou
4. f(L)→ q, ou` f ∈ Σ′A, L ⊆ (Q \Qf )
∗, et q ∈ Qf ; ou
5. f(ϕ) → q, ou` f ∈ Σ′AC , q ∈ Qf , et ϕ est une formule de Presburger telle
que FV (ϕ) = {xq | q ∈ Q \Qf}.
Un CH-automate induit une relation →∆ entre les termes, de´finie comme suit :
t→∆ t
′ ssi il existe un contexte C tel que t = C[s], t′ = C[s′], et
– il existe a→ q dans ∆ tel que s = a et s′ = q ; ou
– il existe q → q′ dans ∆ tel que s = q et s′ = q′ ; ou
– il existe f(q1, . . . , qn)→ q dans ∆ tel que s = f(q1, . . . , qn) et s
′ = q ; ou
– il existe f(L)→ q dans ∆, ou` f ∈ Σ′A tel que s = f(q1, . . . , qk), q1 · · · qk ∈ L, et
s′ = q ; ou
– il existe f(ϕ)→ q dans ∆, ou` f ∈ Σ′AC tel que s = f(q1, . . . , qk), Parikh(q1 · · · qk) |=
ϕ, et s′ = q.
Soit
∗
→∆ la cloˆture re´flexive-transitive de →∆. Un e´tat q est accessible s’il existe
au moins un terme clos t tel que t
∗
→∆ q. Un terme clos t est accepte´ par un e´tat q
si t
∗
→∆ q. Soit Lq = {t | t
∗
→∆ q}. Un terme clos t est accepte´ par un CH-automate
A = (Q,Σ, F,∆) s’il existe un e´tat q dans F tel que t
∗
→A q. Le CH-langage de A,
de´note´ par L(A), est l’ensemble de tous les termes clos accepte´s par A.
Un CH-automate A est de´terministe (DCH-automate) ssi pour chaque terme clos
t, il existe au plus un e´tat q tel que t
∗
→∆ q. L’automate A est complet si pour chaque
terme clos t, il existe un e´tat q tel que t
∗
→∆ q.
6.1.2 Proprie´te´s des CH-automates
Proposition 6.1.1 Etant donne´s un terme clos t et un CH-automate A, nous pouvons
de´cider si t est accepte´ par A.
Preuve : Soit un terme t, le CH-automate commence aux feuilles. Il annote chaque
feuille a par l’ensemble des e´tats {q | a → q}, et remonte en annotant a` chaque fois
chaque sous terme par l’ensemble de tous les e´tats possibles par lesquels ce terme
peut eˆtre annote´. Notons que ceci est possible puisque l’arithme´tique de Presburger
est de´cidable. Le terme est alors accepte´ ssi l’automate arrive a` la racine de t avec un
ensemble d’e´tats contenant un e´tat final. 2
6.1.2.1 De´terminiser les CH-automates
Soit A = (Q,Σ, F,∆) un CH-automate. Nous de´finissons le DCH-automate suivant
AD = (QD,Σ, FD,∆D) tel que :
– QD = Q
′
D ∪
⋃
f∈ΣA
QfD , ou` Q
′
D = 2
Q′ , QfD = 2
Qf ,
– FD = {s ∈ QD | s ∩ F 6= ∅}, et
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– ∆D contient les re`gles suivantes :
(b1) a→ s, a ∈ Σ0 ssi s = {q ∈ Q
′ | a
∗
→∆ q},
(b2) f(s1, . . . , sn)→ s, f ∈ Σn ssi
s = {q ∈ Q′ | ∃q1 ∈ s1, . . . , qn ∈ sn, f(q1, . . . , qn)
∗
→∆ q}
(b3) f(L)→ s, f ∈ Σ
′
A, et s ∈ 2
Qf ssi
L =
( ⋂
q∈s
⋃
f(Li)→q
′∈∆
q′
∗
→∆q
θ(Li)
)
\
( ⋃
q/∈s
⋃
f(Li)→q
′∈∆
q′
∗
→∆q
θ(Li)
)
(b4) f(ϕ)→ s, f ∈ Σ
′
AC , et s ∈ 2
Qf ssi
ϕ =
( ∧
q∈s
∨
f(ϕi)→q
′∈∆
q′
∗
→∆q
η(ϕi)
)
∧
( ∧
q/∈s
∧
f(ϕi)→q
′∈∆
q′
∗
→∆q
¬η(ϕi)
)
ou` θ est une substitution telle que pour chaque q ∈ Q,
θ(q) = {s ∈ QD | q ∈ s}
et η est une substitution telle que pour chaque q ∈ Q,
η(xq) =
∑
s∈QD|q∈s
xs
ou` xq est la variable associe´e a` l’e´tat q.
Ce processus de de´terminisation peut eˆtre vu comme une adaptation de la “subset
construction” standard. L’automate me´morise dans ses e´tats tous les e´tats ou` il pour-
rait eˆtre apre`s avoir lu un certain terme. Ceci permet de regrouper toutes les re`gles
ayant le meˆme coˆte´ gauche en en seule re`gle.
Lemme 6.1.1 AD est un automate de´terministe qui reconnaˆıt le meˆme langage que
A.
Preuve : Nous montrons que
t
∗
→∆D s ssi s = {q ∈ Q | t
∗
→∆ q}.
Nous proce´dons par induction structurelle sur t :
– t = a, pour un a ∈ Σ0, alors la proprie´te´ se de´duit directement des re`gles (b1),
– t = f(t1, . . . , tn), pour un f ∈ Σn. D’abord, supposons que
t = f(t1, . . . , tn)
∗
→∆D f(s1, . . . , sn)→∆D s.
Il s’en suit par induction que si = {q ∈ Q | ti
∗
→∆ q} Donc les re`gles (b2)
impliquent que s = {q ∈ Q | t
∗
→∆ q}. Pour l’autre direction, soient s = {q ∈
Q | t
∗
→∆ q}, et si = {q ∈ Q | ti
∗
→∆ q}. Nous avons par induction que pour
chaque i, ti
∗
→∆D si, et par la construction des re`gles (b2), nous de´duisons que
f(s1, . . . , sn)→ s est une re`gle de ∆D, et par conse´quent, que t
∗
→∆D s.
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– t = f(t1, . . . , tn), pour un f ∈ Σ
′
A. Supposons que
t = f(t1, . . . , tn)
∗
→∆D f(s1, . . . , sn)→∆D s.
Soit alors L tel que s1 · · · sn ∈ L, et f(L) → s une re`gle de ∆D. Les re`gles (b3)
impliquent que
L =
( ⋂
q∈s
⋃
f(Li)→q
′∈∆
q′
∗
→∆q
θ(Li)
)
\
( ⋃
q/∈s
⋃
f(Li)→q
′∈∆
q′
∗
→∆q
θ(Li)
)
Puisque s1 · · · sn ∈ L, ceci veut dire que pour chaque q ∈ s, il existe un langage
re´gulier Lj , et une de´rivation f(Lj)
∗
→∆ q tels que s1 · · · sn ∈ θ(Lj), et pour
chaque e´tat q /∈ s il n’y a pas de langage re´gulier L′j tel que s1 · · · sn ∈ θ(L
′
j),
et f(L′j)
∗
→∆ q est une de´rivation de ∆. Par la de´finition de θ, nous de´duisons
qu’il existe n e´tats qi ∈ si tels que q1 · · · qn ∈ Lj , que f(q1, . . . , qn)
∗
→∆ q, et que
pour tous les e´tats pi ∈ si, et pour chaque e´tat q /∈ s, il n’y a pas de langage L
′
j
tel que p1 · · · pn ∈ L
′
j , et f(L
′
j)
∗
→∆ q est une de´rivation de ∆. De l’autre coˆte´,
puisque ti
∗
→∆D si, nous obtenons par induction que si = {q ∈ Q | ti
∗
→∆ q}.
Par conse´quent, nous avons que t
∗
→∆ f(q1, . . . , qn)
∗
→∆ q pour chaque e´tat q
dans s, et qu’il n’y a pas d’e´tat q /∈ s tels que t
∗
→∆ q, ce qui veut dire que s est
exactement l’ensemble {q ∈ Q | t
∗
→∆ q}.
Pour l’autre direction, soit s = {q ∈ Q | t
∗
→∆ q}. Nous montrons que t
∗
→∆D s.
Soit si = {q ∈ Q | ti
∗
→∆ q}. Par induction, nous obtenons que ti
∗
→∆D si. Et
par la de´finition de s nous de´duisons que pour chaque q ∈ s, il existe qi ∈ si
tel que f(q1, . . . , qn)
∗
→∆ q, c-a`-d., tel que q1 · · · qn ∈ L et f(L)
∗
→∆ q pour un
langage re´gulier L. Ce qui veut dire que pour chaque q ∈ s, il existe un langage
re´gulier L tel que f(L)
∗
→∆ q, et s1 · · · sn ∈ θ(L). La de´finition des re`gles (b3)
implique que t
∗
→∆D f(s1, . . . , sn)
∗
→∆D s
– t = f(t1, . . . , tn), pour un f ∈ Σ
′
AC . Ce cas est similaire au cas pre´ce´dent.
2
Nous obtenons alors le the´ore`me suivant :
The´ore`me 6.1.1 Soit L un ensemble de termes accepte´s par un CH-automate. Alors,
il existe un CH-automate de´terministe qui accepte L.
De meˆme, nous montrons qu’un CH-automate peut eˆtre comple´te´ :
The´ore`me 6.1.2 Soit A un CH-automate. Alors il existe un CH-automate complet
e´quivalent a` A.
Preuve : Nous construisons un CH-automate complet Ac = (Qc,Σ, Fc,∆c) qui re-
connaˆıt le meˆme langage que A en rajoutant les nouveaux e´tats puits q, qf pour chaque
f ∈ ΣA tels que Q
′
c = Q
′ ∪ {q}, (Qc)f = Qf ∪ {qf}, pour chaque f ∈ ΣA, Fc = F , et
∆c contient ∆ et les re`gles suivantes :
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– a→ q, s’il n’y a pas de re`gles dans ∆ ayant a comme coˆte´ gauche,
– f(q1, . . . , qn)→ q, q1, . . . , qn ∈ Qc, s’il n’y a pas de re`gles dans ∆ ayant f(q1, . . . , qn)
comme coˆte´ gauche,
– Pour chaque f ∈ Σ′A, soient L1, . . . , Lk toutes les contraintes telles qu’il existe
un e´tat q tel que f(Lj)→ q est une re`gle de ∆. Alors ∆c contient la re`gle
f(L1 ∪ · · · ∪ Lk)→ qf
ou` L = (Qc \ (Qc)f )
∗ \ L.
– Pour chaque f ∈ Σ′AC , soit ϕ1, . . . , ϕk toutes les contraintes telles qu’il existe un
e´tat q ou` f(ϕj) → q est une re`gle de ∆. Alors si la contrainte
∨
j
ϕj n’est pas
e´quivalente a` vrai, ∆c contient la re`gle
f
(
¬(ϕ1 ∨ · · · ∨ ϕk) ∧ (xq = 0, q ∈ (Qc)f )
)
→ qf
Nous expliquons dans ce qui suit l’intuition exprime´e par ces re`gles. Par exemple, pour
f ∈ Σ′A, la re`gle
f(L1 ∪ · · · ∪ Lk)→ qf
assure que pour chaque terme t = f(t1, . . . , tn) tel que
t = f(t1, . . . , tn)
∗
→∆ f(q1, . . . , qn),
il y a deux cas :
1. soit il existe une re`gle f(L)→ q dans ∆ telle que q1 · · · qn ∈ L, auquel cas, t est
annote´ par q,
2. si une telle re`gle n’existe pas, t est annote´ par qf .
De la meˆme manie`re, pour f ∈ Σ′AC , la re`gle f(¬(ϕ1 ∨ · · · ∨ϕk)→ qf assure que pour
chaque terme t = f(t1, . . . , tn) tel que
t = f(t1, . . . , tn)
∗
→∆ f(q1, . . . , qn),
il y a deux cas :
1. soit il existe une re`gle f(ϕ)→ q dans ∆ telle que Parikh(q1 · · · qn) |= ϕ, auquel
cas, t est annote´ par q,
2. si une telle re`gle n’existe pas, t est annote´ par qf .
Notons que si A est de´terministe, alors Ac reste de´terministe. 2
Nous montrons que la classe des CH-langages est effectivement ferme´e par les
ope´rations boole´ennes.
The´ore`me 6.1.3 La classe des CH-langages est effectivement ferme´e par union, in-
tersection, et comple´mentation.
176
Preuve :
Union : Soient L1 et L2 deux CH-langages reconnus respectivement par les CH-
automates A1 = (Q1,Σ, F1,∆1), et A2 = (Q2,Σ, F2,∆2). Alors L1∪L2 est reconnu par
le CH-automate A = (Q,Σ, F1∪F2,∆1∪∆2), tel que Q
′ = Q′1∪Q
′
2, et Q
′
f = Q1f ∪Q2f .
Comple´mentation : Soit L un CH-language, et soit A = (Q,Σ, F,∆) un CH-
automate complet et de´terministe qui reconnaˆıt L. Alors, il est facile de voir que
A′ = (Q,Σ, F¯ ,∆) reconnaˆıt le comple´ment de L (F¯ de´notes le comple´ment de F ,
c-a`-d., les e´tats non finaux de A) .
Intersection : Puisque les CH-langages sont ferme´s par union et comple´mentation,
et puisque
L1 ∩ L2 = L1 ∪ L2,
nous de´duisons que CH-languages sont clos par intersection.
Nous donnons aussi une construction directe de l’intersection de deux CH-langages
comme suit :
Soient L1 et L2 deux CH-langages reconnus respectivement par les CH-automates
A1 = (Q1,Σ, F1,∆1), et A2 = (Q2,Σ, F2,∆2). Alors L1 ∩ L2 est reconnu par le CH-
automate A = (Q˜,Σ, F1×F2,∆), tel que Q˜
0 = Q01×Q
0
2, et Q˜f = Q1f ×Q2f , et ∆ est
de´fini comme suit :
– f
(
(q1, q
′
1), . . . , (qn, q
′
n)
)
→ (q, q′) ∈ ∆ si f ∈ Σn, f(q1, . . . , qn) → q ∈ ∆1, et
f(q′1, . . . , q
′
n)→ q
′ ∈ ∆2,
– Soit α1 la substitution suivante de´finie sur Q1 :
α1(q) = {(q, q
′) | q′ ∈ Q2},
et soit α2 la substitution suivante de´finie sur Q2 :
α2(q
′) = {(q, q′) | q ∈ Q1}.
Alors, si f ∈ ΣA, f(L1)→ q1 ∈ ∆1, et f(L2)→ q2 ∈ ∆2, ∆ contient la re`gle
f
(
α1(L1) ∩ α2(L2)
)
→ (q1, q2)
– Soit α′1 la substitution de variables suivante de´finie sur Q1 :
α′1(xq) =
∑
q′∈Q2
x(q,q′)
et soit α′2 la substitution de variables suivante de´finie sur Q2 :
α′2(xq′) =
∑
q∈Q1
x(q,q′)
Alors, si f ∈ ΣAC , f(ϕ1)→ q1 ∈ ∆1, et f(ϕ2)→ q2 ∈ ∆2, ∆ contient la re`gle
f
(
α′1(ϕ1) ∧ α
′
2(ϕ2)
)
→ (q1, q2)
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2Finalement, nous montrons que le proble`me du vide est de´cidable pour les CH-
automates :
The´ore`me 6.1.4 Le proble`me du vide des CH-langages est de´cidable.
Preuve : Soit A = (Q,Σ, F,∆) un CH-automate. Le langage accepte´ par A est vide
ssi l’ensemble des e´tats accessibles de A ne contient pas d’e´tat final. Cet ensemble est
le plus petit ensemble qui contient Acc = {q | ∃a ∈ Σ0, a → q ∈ ∆}, et qui est ferme´
par les re`gles d’infe´rence suivantes :
– si q ∈ Acc et q → q′ ∈ ∆, alors q′ ∈ Acc,
– si q1, . . . , qn ∈ Acc et il existe une re`gle f(q1, . . . , qn)→ q dans ∆ pour un f ∈ Σn,
alors q ∈ Acc,
– si q1, . . . , qn ∈ Acc et il existe une re`gle f(L) → q dans ∆ (pour un certain
f ∈ Σ′A) tel que (q1 + · · ·+ qn)
∗ ∩ L 6= ∅, alors q ∈ Acc,
– si q1, . . . , qn ∈ Acc et il existe une re`gle f(ϕ)→ q dans ∆ (pour un f ∈ Σ
′
AC) tel
que la formule
(
∧
q/∈{q1,...,qn}
xq = 0) ∧ ϕ
est satisfaisable, alors q ∈ Acc.
Par exemple, la dernie`re re`gle implique que si q1, . . . , qn sont accessibles, et s’il
existe une re`gle f(ϕ) → q dans ∆ telle qu’il existe des entiers N1, . . . , Nn tels que
le vecteur ayant N1 a` la composante correspondant a` xq1 ,..., Nn a` la composante
correspondant a` xqn , et 0 partout ailleurs satisfait ϕ, alors q est aussi accessible. Pour
voir ceci, il suffit de conside´rer n termes t1, . . . , tn tels que ti
∗
→∆ qi (ces termes existent
puisque les qi sont accessibles). Alors le terme suivant est accepte´ par q :
t = f(t1, . . . , t1︸ ︷︷ ︸
N1 fois
, . . . , tn, . . . , tn︸ ︷︷ ︸
Nn fois
)
∗
→∆ f(q1, . . . , q1︸ ︷︷ ︸
N1 fois
, . . . , qn, . . . , qn︸ ︷︷ ︸
Nn fois
)
∗
→∆ q
puisque
Parikh(q1 · · · q1︸ ︷︷ ︸
N1 fois
· · · qn · · · qn︸ ︷︷ ︸
Nn fois
) |= ϕ.
2
6.1.3 CH-automates pour les termes de processus
Nous repre´sentons les ensembles de termes de processus par des CH-automates. En
effet, nous repre´sentons un terme de la forme t1 · · · tn par ·(t1, . . . , tn), et un terme
de la forme t1|| · · · ||tn par ||(t1, . . . , tn). Nous gardons cependant la notation infixe´e
pour repre´senter les termes des membres gauches et droits des re`gles PRS. De ce fait,
l’ensemble T des termes de processus peut eˆtre vu comme l’ensemble des termes de TΣ
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ou` Σ0 = {0} ∪ V ar, Σ
′
A = {.}, et Σ
′
AC = {||}. Plus pre´cise´ment, comme 0 est neutre
par rapport a` “·” et “||”, nous repre´sentons les termes de processus par des arbres bien
forme´s, c-a`-d., des arbres correspondant a` des termes de TΣ qui ont la forme suivante :
0, X ∈ V ar, ou ·(t1, . . . , tn) (resp. ||(t1, . . . , tn)), ou` les ti sont des termes bien forme´s
qui sont soit des variables (dans V ar), soit des termes ayant “||” comme racine (resp.
ayant “·” comme racine).
Les termes bien forme´s peuvent eˆtre reconnus par des CH-automates de la forme
A = (Q,Σ, F,∆), ou` Q est l’union disjointe Q = Q′∪Q·∪Q|| tels que Q
′ est lui-meˆme
l’union disjointe Q′ = Q0 ∪Q−, et ∆ a des re`gles de la forme :
X → q, ou` q ∈ Q−, X ∈ V ar;
0 → q, ou` q ∈ Q0;
q → q′, ou` (q, q′) ∈ Q0 ×Q0 ∪Q− ×Q− ∪Q· ×Q· ∪Q|| ×Q||;
·(L) → q, ou` L ⊆
(
Q \ (Q· ∪Q0)
)∗
, q ∈ Q·;
||(ϕ) → q, ou` q ∈ Q||, ϕ est une formule de Presburger
telle que FV (ϕ) = {xq | q ∈ Q \ (Q|| ∪Q0)}
Les e´tats de Q· et Q|| reconnaissent les termes dont la racine est “·” et “||”, respective-
ment. Les e´tats de Q− reconnaissent les termes de V ar, et les e´tats de Q0 reconnaissent
0.
6.2 Une construction ge´ne´rique des ensembles des
accessibles pour les PRS
Nous proposons dans cette section un algorithme ge´ne´rique qui calcule l’ensemble
des accessibles des syste`mes PRS et qui est parame´tre´ par une proce´dure Ω d’ana-
lyse d’accessibilte´ des syste`mes de re´e´critures de multiensembles, combine´e avec un
algorithme d’analyse des syste`mes a` pile. L’ensemble produit est soit exactement e´gal
a` l’ensemble des accessibles par le PRS si Ω calcule un ensemble semiline´aire qui
repre´sente exactement les accessibles par le syste`me de re´e´critures de multiensembles
sous-jacent a` R, c-a`-d. si ce syste`me de re´e´criture de multiensembles est effectivement
semiline´aire ; soit une sur-approximation de l’ensemble des accessibles dans le cas ou` Ω
calcule un ensemble semiline´aire qui repre´sente une sur-approximation des accessibles
par ce syste`me de re´e´critures de multiensembles.
Plus pre´cise´ment, pour de´finir la notion de semiline´arite´ des syste`mes de re´e´criture
de multiensembles, nous e´tendons la notion d’image de Parikh aux ensembles de paral-
termes comme suit : Si t est le paral-terme t = ‖(X1, X2, . . . , Xn), nous de´finissons
Parikh(t) comme e´tant l’image de Parikh du mot X1X2 · · ·Xn sur V ar, c-a`-d.,
Parikh(t) = Parikh(X1X2 · · ·Xn)
et nous ge´ne´ralisons cette de´finition aux ensembles de paral-termes de manie`re stan-
dard. Un ensemble de paral-termes L est semiline´are si Parikh(L) est un ensemble
semiline´aire de vecteurs d’entiers.
179
Nous de´finissons alors la notion de classes de syste`mes de re´e´criture de multien-
sembles effectivement semiline´aires comme suit :
De´finition 6.2.1 Une classe C de syste`mes de re´e´criture de multiensembles est ef-
fectivement semiline´aire s’il existe un algorithme Ω qui calcule, pour chaque ensemble
semiline´aire de paral-termes L et chaque syste`me M ∈ C, un ensemble semiline´aire
Ω(M,L) = M∗(L).
Dans ce cas, la construction que nous donnons, instancie´e avec l’algorithme Ω,
produit un CH-automate qui repre´sente l’ensemble des accessibles exact pour tout
syste`me dans PRS[C]1 et tout ensemble de configurations (termes de processus) donne´
par un CH-automate. En ge´ne´ral, si nous utilisons un algorithme Ω qui construit des
sur-approximations semiline´aires Ω(M,L) des ensemble M ∗(L), notre construction ins-
tancie´e par cet algorithme calcule des sur-approximations des ensembles des accessibles
de tout syste`me PRS.
Nous fixons pour le reste de cette section un PRS R de´fini sur un ensemble de
variables V ar, tel que R = Rp ∪ Rs ou` Rp (resp. Rs) est le syste`me de re´e´criture de
multiensemble (resp. le syste`me de re´e´criture pre´fixe) induit parR. Nous supposons que
Rp appartient a` une classe de re´e´criture de multiensembles effectivement semiline´aire
C. Soit alors Ω l’algorithme correspondant qui permet de calculer les ensembles se-
miline´aires Ω(M,L) = M∗(L) pour tout M ∈ C et tout ensemble semiline´aire de
paral-termes L. Pour des raisons techniques (que nous expliquons dans la sous-section
suivante), nous supposons e´galement que C est ferme´e :
De´finition 6.2.2 Une classe C de syste`mes de re´e´criture de multiensembles est ferme´e
si pour chaque syste`me M ∈ C, et chaque variables de processus X,Y , le syste`me
M ∪ {X → Y } appartient aussi a` C.
Soit L un ensemble de termes de process reconnu par un CH-automate A =
(Q,Σ, F,∆). Dans la suite de cette section, nous de´finissons un CH-automate AΩR =
(Q˜,Σ, F˜ , ∆˜) qui reconnaˆıt Post∗(L), ou` Q˜ est l’ensemble des e´tats, F˜ est l’ensemble
des e´tats finaux, et ∆˜ l’ensemble des re`gles.
En plus de l’algorithme Ω (qui est un parame`tre de notre construction) qui calcule
les accessibles des syste`mes de C, notre construction utilise un algorithme qui calcule
les ensembles des accessibles des syste`mes de re´e´criture pre´fixe. C-a`-d., nous utilisons
le fait que pour chaque ensemble de seq-termes de´finissant un ensemble re´gulier (de
mots) de configurations L, et chaque syste`me de re´e´criture pre´fixe P , l’ensemble P ∗(L)
est aussi un ensemble re´gulier de mots et peut eˆtre construit de manie`re effective, en
utilisant par exemple l’algorithme de [Cau92] 2.
6.2.1 Les e´tats de AΩR
Nous associons a` chaque variable de processus X dans V ar un e´tat qX qui l’identifie
(LqX = {X}). Soit alors QR l’ensemble des e´tats {qX | X ∈ V ar}. Soit q un e´tat de
1Rappelons que les syste`mes de PRS[C] sont les PRS dont les syste`mes de re´e´critures de multien-
sembles sous-jacents sont dans C.
2Ici, nous identifions le seq-terme X1 · . . . ·Xn et le mot X1 . . . Xn.
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Q ∪ QR. L’ide´e est la suivante : Pour de´terminer qu’un terme t est un successeur
de Lq, l’automate doit l’annoter avec un des e´tats suivants : (q,−), (q, 0), (q, ·), ou
(q, ||) selon la nature de la racine de t. Les e´tats (q,−) et (q, 0) reconnaissent les
successeurs de Lq qui sont respectivement dans V ar ou nuls (e´gaux a` 0), et les e´tats
(q, ·) et (q, ||) reconnaissent les successeurs de Lq dont la racine est e´tiquete´e par “·” ou
“||”, respectivement. Nous devons distinguer entre les successeurs qui ont des racines
diffe´rentes pour nous assurer que les termes accepte´s par l’automate ont une “bonne”
structure, dans le sens que la racine d’un fils d’un nœud e´tiquete´ par un “||” (resp.
“·”) est diffe´rente de “||” (resp. de “·”), et qu’un terme t est soit nul, et par conse´quent
e´gal a` 0, soit il ne contient aucune feuille e´tiquete´e par 0. Ceci peut eˆtre assure´, par
exemple, en imposant qu’un nœud annote´ par un e´tat (q, ||) ne peut pas avoir un fils
annote´ par un e´tat (q′, ||). De meˆme, le fils d’un nœud annote´ par un e´tat (q, ·) ne peut
pas eˆtre annote´ par un e´tat (q′, ·). L’ensemble d’e´tats Q˜ est donc de´fini comme suit,
ou` Q = Q0 ∪Q− ∪Q. ∪Q|| tel que de´crit dans le paragraphe 6.1.3 :
– Q˜0 = Q0 ∪ {(q, 0) | q ∈ Q ∪QR},
– Q˜− = Q− ∪QR ∪ {(q,−) | q ∈ Q ∪QR},
– Q˜· = Q· ∪ {(q, ·) | q ∈ Q ∪QR},
– Q˜|| = Q|| ∪ {(q, ||) | q ∈ Q ∪QR}.
L’ensemble des e´tats finaux est de´fini par :
F˜ = {q, (q,−), (q, 0), (q, ·), (q, ||) | q ∈ F}.
6.2.2 De´finition des re`gles de AΩR
Nous commenc¸ons par introduire quelques notions techniques que nous utilisons
dans la de´finition des re`gles de l’automate.
6.2.2.1 Forme normale transitive
Comme nous allons le voir plus tard, pour de´finir l’ensemble des re`gles de AΩR,
nous devons caracte´riser les paral-successeurs (c-a`-d., les successeurs qui sont des
paral-termes) par R d’un ensemble de paral-termes, et les seq-successeurs (c-a`-d., les
successeurs qui sont des seq-termes) par R d’un ensemble de seq-termes. Soit R′p le
syste`me de re´e´criture de multiensemble R′p = Rp ∪ {X → Y | Y ∈ R
∗(X)}, et R′s
le syste`me de re´e´criture pre´fixe R′s = Rs ∪ {X → Y | Y ∈ R
∗(X)}. Il est facile de
voir que pour un seq-terme t donne´ (resp. un paral-terme t), R′s
∗
(t) est l’ensemble de
tous les seq-termes qui peuvent eˆtre obtenus en appliquant ite´rativement R a` t (resp.
R′p
∗(t) est l’ensemble de tous les paral-termes qui peuvent eˆtre obtenus en appliquant
ite´rativement R a` t) :
Lemme 6.2.1 Soit un seq-terme t (resp. un paral-terme t), R′s
∗
(t) est l’ensemble de
tous les seq-termes t′ t.q. t′ ∈ R∗(t) (resp. R′p
∗
(t) est l’ensemble de tous les paral-
termes t′ t.q. t′ ∈ R∗(t)).
Le proble`me qui se pose alors est de pouvoir calculer ces syste`mes R′s et R
′
p. Bien
suˆr, en the´orie, nous pouvons le faire pour tout PRS R en utilisant le re´sultat de
[May98] qui donne une proce´dure de de´cision pour le proble`me d’accessibilite´ entre
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deux termes de processus. D’un point de vue pratique, ceci aurait e´te´ tre`s couˆteux
puisque la technique de [May98] utilise la proce´dure de de´cision pour le proble`me
d’accessibilite´ pour les re´seaux de Petri qui est EXPSPACE-difficile. Dans notre cas,
nous pouvons e´viter cette complexite´. En effet, dans notre cas, ces syste`mes peuvent
eˆtre calcule´s effectivement par une proce´dure ite´rative comme suit : R′s = R
s
n et
R′p = R
p
n, ou` les sequences (R
s
i )i≥0 et (R
p
i )i≥0 sont de´finies par :
– Rs0 = Rs, et R
p
0 = Rp,
– Rsi+1 = R
s
i∪{X → Y | Y ∈ Ω(R
p
i , X)}, etR
p
i+1 = R
p
i ∪{X → Y | Y ∈ R
s
i
∗(X)},
et n est tel que Rsn = R
s
n+1 et R
p
n = R
p
n+1.
Notons que les se´quences (Rsi )i≥0 et (R
p
i )i≥0 sont finies puisqu’il existe un nombre
fini de paires (X,Y ). Par conse´quent, l’indice n existe et est fini.
Notons e´galement que cette proce´dure est effective puisque Rp est dans la classe
C qui est ferme´e, et donc pour chaque i, Rpi est dans C, ce qui permet d’appliquer la
proce´dure Ω a` Rpi dans Ω(R
p
i , X). De plus, comme pour tout i, R
s
i est un syste`me
de re´e´criture pre´fixe, les algorithmes de [Cau92, BEM97, EHRS00] peuvent alors eˆtre
utilise´s pour calculer les Rsi
∗(X). Observons aussi que le syste`me R′p obtenu est dans
C puisque cette classe est ferme´e. Nous pouvons donc appliquer l’algorithme Ω pour
calculer les ensembles des accessibles par le syste`me R′p.
6.2.2.2 Un PRS sur l’alphabet des e´tats
Les re`gles des CH-automates que nous manipulons sont de la forme ·(L) → q ou
||(ϕ)→ q, ou` L et ϕ expriment des contraintes sur les se´quences d’e´tats. La construction
de l’automate AΩR rajoute de nouvelles transitions en modifiant les contraintes qui
apparaissent dans ces re`gles en fonction du re´sultat de l’application des syste`mes R′s
et R′p (ceci sera explique´ en de´tails plus tard). Seulement, puisque les contraintes dans
les re`gles portent sur des se´quences sur l’alphabet des e´tats et non sur l’alphabet V ar,
nous avons besoin de conside´rer d’autres syste`mes de re´e´criture Sp et Ss qui simulent
les re`gles de R′p et R
′
s, et qui manipulent des termes ou` les e´tats qX remplacent les
variables X.
Soit alors α une substitution de´finie par α(X) = qX , pour tout X ∈ V ar. α est
e´tendue aux termes et aux (ensembles de) re`gles PRS de manie`re standard. Nous
de´finissons alors les syste`mes Sp et Ss comme suit :
Sp = α(R
′
p) ∪ {q → (q,−); q → (q, ·) | q ∈ Q ∪QR}
Ss = α(R
′
s) ∪ {q → (q,−); q → (q, ||) | q ∈ Q ∪QR}
Pour comprendre le roˆle des re`gles supple´mentaires (qui ne sont pas obtenues
par substitution), conside´rons par exemple que X → Y ||Z ∈ R′p. Alors, en par-
tant de qX le syste`me Sp permet de de´river ||(qY , qZ), mais aussi des termes tels
que ||
(
(qY , ·), (qZ ,−)
)
et ||
(
qY , (qZ , ·)
)
. Avoir le terme ||
(
(qY , ·), (qZ ,−)
)
par exemple,
exprime que si t1 est un successeur de Y ayant “·” comme racine, et si t2 est un
successeur de Z qui est dans V ar, alors ||(t1, t2) est un successeur de X. De manie`re
similaire, le terme ||
(
qY , (qZ , ·)
)
exprime que pour tout successeur t de Z ayant “·”
comme racine, le terme ||(Y, t) est un successeur de X.
Observons que dans le cas du syste`me Ss, la strate´gie de re´e´criture pre´fixe implique
que les termes de la forme (q,−) et (q, ||) n’apparaissent pas n’importe ou` dans les
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se´quences. En effet, si X → Y · Z ∈ R′s, alors en partant de qX le syste`me Ss permet
de de´river ·
(
(qY , ||), qZ
)
mais pas toujours ·
(
(qY , ||), (qZ ,−)
)
. En effet, dans ce cas, si
t1 et t2 sont respectivement des successeurs de Y et Z, il n’est pas toujours vrai que
·(t1, t2) est un successeur de X.
Notons que le syste`me Sp est dans C puisque R
′
p l’est et que C est ferme´e. Par
conse´quent, nous pouvons utiliser la proce´dure Ω pour calculer les ensembles semi-
line´aires de termes d’e´tats accessibles par Sp.
6.2.2.3 L’ensemble des re`gles de AΩR
Dans ce qui suit, nous ne faisons pas de distinction entre un ensemble semiline´aire
de paral-termes L et la formule ϕ qui de´finit Parikh(L).
Nous donnons maintenant une construction inductive de l’ensemble de re`gles ∆˜.
Nous montrons plus tard que cette construction termine. L’intuition exprime´e par ces
re`gles est donne´e dans le paragraphe suivant.
Nous de´finissons ∆˜ comme le plus petit ensemble de re`gles contenant ∆, les re`gles
X → qX , pour X ∈ V ar, et tel que :
(β1) Pour chaque e´tat q :
(a) 0→ (q, 0) ∈ ∆˜ si q ∈ Q0,
(b) q → (q,−) ∈ ∆˜ si q ∈ Q− ∪QR,
(c) q → (q, ||) ∈ ∆˜ si q ∈ Q||, et
(d) q → (q, ·) ∈ ∆˜ si q ∈ Q·.
(β2) si q → q
′ ∈ ∆, alors :
(a) (q,−)→ (q′,−) ∈ ∆˜,
(b) (q, 0)→ (q′, 0) ∈ ∆˜,
(c) (q, ·)→ (q′, ·) ∈ ∆˜, et
(d) (q, ||)→ (q′, ||) ∈ ∆˜.
(β3) (a) si ·(L)→ (q, ·) ∈ ∆˜, et {(q
′,−), (q′, ||)} ⊆ L, alors (q′, 0)→ (q, 0), (q′,−)→
(q,−) et (q′, ||)→ (q, ||) sont dans ∆˜.
(b) si ·(L)→ (q, ·) ∈ ∆˜ et 0 ∈ L, alors 0→ (q, 0) est dans ∆˜.
(β4) (a) si ||(ϕ) → (q, ||) ∈ ∆˜ et ~up |= ϕ (ou` ~up est le vecteur ayant 1 dans la com-
posante qui correspond a` xp et 0 partout ailleurs), et p ∈ {(q
′,−), (q′, ·)},
alors (q′, 0)→ (q, 0), (q′,−)→ (q,−) ∈ ∆˜ et (q′, ·)→ (q, ·) ∈ ∆˜.
(b) si ||(ϕ) → (q, ||) ∈ ∆˜ et ~0 |= ϕ (ou` ~0 est le vecteur ayant 0 dans toutes les
composantes), alors 0→ (q, 0) ∈ ∆˜.
(β5) (a) SoitX une variable de processus. SiX
∗
→e∆ (q,−), alors ·
(
S∗s (qX)
)
→ (q, ·) ∈
∆˜, et ||
(
Ω(Sp, qX)
)
→ (q, ||) ∈ ∆˜.
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(b) Si 0
∗
→e∆ (q, 0), alors ·
(
S∗s (0)
)
→ (q, ·) ∈ ∆˜, et ||
(
Ω(Sp, 0)
)
→ (q, ||) ∈ ∆˜.
(β6) si ||(ϕ) → p est une re`gle de ∆, alors ||
(
Ω(S′p, ϕ)
)
→ (p, ||) ∈ ∆˜, ou` S′p est une
extension de Sp e´gale a` (ou` les e´le´ments q sont des e´tats de Q ∪QR) :
S′p = Sp ∪ {q → qX | X
∗
→e∆ (q,−)} ∪ {q → 0 | 0
∗
→e∆ (q, 0)}
(β7) Soit ·(L) → p une re`gle de ∆, alors ·
(
S′s
∗(α′(L))) → (p, ·) ∈ ∆˜, ou` α′ est la
substitution de´finie par
α′(q) = {q} ∪ {qX | X
∗
→∆ q},
et S′s est une extension de Ss e´gale a` (ou` les e´le´ments q sont des e´tats de Q∪QR) :
S′s = Ss ∪ {q → qX | X
∗
→e∆ (q,−)} ∪ {q → 0 | 0
∗
→e∆ (q, 0)}
L’ensemble de re`gles ∆˜ peut eˆtre construit ite´rativement comme la limite d’une
se´quence croissante ∆˜1 ⊂ ∆˜2 ⊂ . . .. Apre`s la cre´ation des re`gles, nous e´liminons toutes
les re`gles qui sont “contenues” dans d’autres re`gles. Plus pre´cise´ment, si par exemple
·(L) → (q, ·) et ·(L′) → (q, ·) sont deux re`gles de ∆˜ telles que L′ ⊆ L, alors nous ne
gardons que la re`gle ·(L)→ (q, ·).
Nous montrons ci-dessous que cette proce´dure termine et produit une se´quence
finie de re`gles. En effet, les re`gles (β3) et (β4) cre´ent des re`gles de la forme (q, · · · )→
(q′, · · · ). Puisqu’il y a un nombre fini de paires (q, q′), il y a un nombre fini de telles
re`gles. De la meˆme manie`re, les re`gles (β5), (β6), et (β7) ne peuvent eˆtre applique´es
que s’il existe une nouvelle paire X, q telle que X
∗
→e∆ (q,−). Puisqu’il y a un nombre
fini de telles paires, ces re`gles ne peuvent eˆtre applique´es qu’un nombre fini de fois.
Nous obtenons alors le re´sultat principal de ce chapitre :
The´ore`me 6.2.1 Soit C une classe de re`gles de re´e´criture de multiensembles ferme´e et
effectivement semiline´aire, et soit Ω un algorithme pour calculer les accessibles pour des
syste`mes dans C. Soient R un syste`me PRS[C], L un CH-langage, A = (Q,Σ, F,∆) un
CH-automate qui reconnaˆıt L, et AΩR l’automate construit ci-dessus. Alors Post
∗(L) =
L(AΩR).
Avant de donner la preuve de ce the´ore`me qui est pre´sente´e dans la section 6.5,
nous expliquons informellement l’intuition exprime´e par ces re`gles (β1)–(β7).
6.2.2.4 Intuition
Nous expliquons d’abord ces re`gles de manie`re informelle.
– Les re`gles (β1) : Ces re`gles expriment que Lq ⊆ L(q,−) si q ∈ Q− ∪ QR,
Lq ⊆ L(q,||) si q ∈ Q||, Lq ⊆ L(q,·) si q ∈ Q·, et Lq ⊆ L(q,0) si q ∈ Q0.
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– Les re`gles (β2) : Ces re`gles expriment que si Lq ⊆ Lq′ , alors tout successeur t
de Lq est aussi un successeur de Lq′ . Il y a quatre re`gles diffe´rentes parce que
t peut eˆtre soit une variable de processus, soit 0, soit un terme ayant “·” (resp.
“||”) comme racine.
– Les re`gles (β3) et (β4) : Ce sont des re`gles de simplification. Les re`gles (β3)
expriment que si ·(X) est un successeur de Lq alors X l’est aussi, et que si
·
(
||(t1, . . . , tn)
)
est un successeur de Lq alors ||(t1, . . . , tn) l’est aussi. Et nous
avons la meˆme chose si ·(0) est un successeur de Lq. De manie`re similaire, les
re`gles (β4) expriment que si ||(X) est un successeur de Lq alors il en est de meˆme
pour X, et que si ||
(
· (t1, . . . , tn)
)
est un successeur de Lq, alors ·(t1, . . . , tn) l’est
aussi. Le meˆme raisonnement est valable si ||(0) est un successeur de Lq.
– Les re`gles (β5) : Soit t un successeur d’un terme t
′ qui appartient a` Lq tel
que l’on ait les de´rivations t′ = u0
R−−→u1
R−−→· · · R−−→uJ = t. Il y a plusieurs
cas en fonction des natures des termes ui. Ces diffe´rents cas sont traite´s par
les re`gles (β5), (β6), et (β7). Les re`gles (β5) conside`rent le cas ou` pendant
les de´rivations t′ = u0
R−−→u1
R−−→· · · R−−→uJ = t, il existe deux termes uJ1 et
uJ2 ayant diffe´rentes racines. Dans ce cas, ne´cessairement, puisque les membres
gauche et droit d’une meˆme re`gle de R sont soit tous les deux des seq-termes,
soit tous les deux des paral-termes, il existe un indice I, J1 ≤ I ≤ J2 tels que
uI = 0, ou uI = X pour une variable X. Soit I le plus grand indice tel que l’on
ait ceci. Conside´rons d’abord le cas ou` X est un successeur de t′ (X
∗
→e∆ (q,−)),
et t est un successeur de X (c’est le cas des re`gles (β5a)). Il y a deux cas selon
la racine de t :
(a) Si t est de la forme ||(t1, . . . , tn), alors il existe ne´cessairement n variables de
processus X1, . . . , Xn telles que pour chaque i, ti est un successeur de Xi et
||(X1, . . . , Xn) est un successeur de X (nous avons force´ment par le lemme
6.2.1 que ||(X1, . . . , Xn) ∈ R
′
p
∗
(X)). Pour annoter t, l’automate proce`de
d’une manie`re ascendante, il annote d’abord les fils ti et ensuite la racine.
Pour chaque i, puisque ti est un successeur de Xi, ti est soit annote´ par
qXi (s’il est e´gal a` Xi), soit par (qXi ,−) ou (qXi , ·) en fonction de la nature
de sa racine. Il ne peut pas eˆtre annote´ par (qXi , ||) puisque son pe`re est
un nœud e´tiquete´ par “||”. Ensuite, en utilisant ces annotations, l’automate
doit annoter la racine de t avec (q, ||), pour exprimer que t est un successeur
de Lq ayant une racine e´tiquete´e par “||”. Pour ce faire, l’automate doit
avoir une re`gle de la forme ||(ϕ) → (q, ||) telle que Parikh(p1 · · · pn) |= ϕ,
ou` pi ∈ {qXi , (qXi , ·), (qXi ,−)}. Plus pre´cise´ment, la formule ϕ doit eˆtre telle
que pour chaque variables de processus Y1, . . . , Ym telles que ||(Y1, . . . , Ym)
est un successeur de X (c-a`-d. par le lemme 6.2.1, que ||(Y1, . . . , Ym) ∈
R′p
∗
(X)), Parikh(p1 · · · pm) |= ϕ, ou` pi ∈ {qYi , (qYi , ·), (qYi ,−)}. La formule
ϕ peut alors eˆtre obtenue en appliquant ite´rativement a` qX le syste`me Sp
qui simule R′p. C-a`-d., ϕ = S
∗
p(qX) = Ω(Sp, qX).
Dans le cas ou` 0 est un successeur de t′ et t est un successeur de 0 (c’est le
cas des re`gles (β5b)), nous avons besoin d’avoir la re`gle ||(ϕ) → (q, ||), ou`
ϕ = S∗p(0) = Ω(Sp, 0).
(b) Si t est de la forme ·(t1, . . . , tj−1, Xj , . . . , Xn), alors il existe ne´cessairement
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une variable de processus Xj−1 telle que ·(Xj−1, Xj , . . . , Xn) est un suc-
cesseur de X (c-a`-d. par lemme 6.2.1 que ·(Xj−1, Xj , . . . , Xn) ∈ R
′
s
∗
(X)) ,
tj−1 est un successeur de Xj−1, et ·(t1, . . . , tj−2) est un successeur du pro-
cessus nul 0 (dans le cas se´quentiel, nous ne pouvons re´e´crire que les fils
les plus a` gauche). Alors ne´cessairement, il existe j − 2 variables de pro-
cessus Y1, . . . , Yj−2 et k indices 0 = i1 < · · · < ik = j − 2 tels que pour
chaque l, 1 ≤ l ≤ k, ·(Yil+1, . . . , Yil+1) est un successeur de 0, til+1 est un
successeur de Yil+1, et th = Yh pour chaque h, il + 1 < h ≤ il+1 (ceci est
duˆ a` la strate´gie de re´e´criture pre´fixe). En d’autres termes, ceci veut dire
que ·(tj−1, Xj , . . . , Xn) est un successeur de X qui peut eˆtre successivement
re´e´crit en
·(tik−1+1, Yik−1+2, . . . , Yik , tj−1, Xj , . . . , Xn)
(puisque ·(tik−1+1, Yik−1+2, . . . , Yik) est un successeur de 0), ensuite en
·(tik−2+1, Yik−2+2, . . . , Yik−1 , tik−1+1, . . . , Yik , tj−1, Xj , . . . , Xn)
et ainsi de suite jusqu’a` arriver a`
·(t1, Y2, . . . , Yi2 , . . . , tik−1+1, . . . , Yik , tj−1, Xj , . . . , Xn).
Tous ces termes peuvent bien suˆr eˆtre obtenus par R′s (lemme 6.2.1).
Comme dans le cas pre´ce´dent, l’automate proce`de d’une manie`re ascen-
dante : il annote d’abord Xh, j ≤ h ≤ n par qXh , tj−1 par (qXj−1 ,−)
ou (qXj−1 , ||) selon la nature de sa racine, et th, 1 ≤ h ≤ j − 2 soit par
qYh , (qYh ,−), ou (qYh , ||). Ensuite, l’automate doit annoter la racine de t
avec (q, ·), pour exprimer que t est un successeur de Lq ayant une racine
e´tiquete´e par “·”. Pour ce faire, il utilise une re`gle de la forme ·(L)→ (q, ·)
t.q. L = S∗s (qX).
De manie`re similaire, si nous avions que 0 est un successeur de t′ et t est
un successeur de 0 (ce cas est traite´ par les re`gles (β5b)), alors l’automate
aurait besoin d’une re`gle de la forme ·(L)→ (q, ·) t.q. L = S∗s (0).
– Les re`gles (β6) : Soit t un terme de la forme ||(t1, . . . , tm) qui est un suc-
cesseur d’un terme t′ de la forme ||(t′1, . . . , t
′
n) qui appartient a` Lq. Supposons
que pendant les de´rivations t′ = u0
R−−→u1
R−−→· · · R−−→uJ = t, chaque terme
ui a une racine e´tiquete´e par “||”. Soient alors q1, . . . , qn des e´tats de A tels
que pour chaque indice i, t′i ∈ Lqi , et soit ρ une re`gle ||(ϕ) → q dans ∆ telle
que Parikh(q1 · · · qn) |= ϕ (cette re`gle permet a` A d’annoter t
′ par q). Alors
ne´cessairement, il existe des indices distincts i1, . . . , ik, j1, . . . , jl appartenant a`
{1, . . . , n} tels que k + l = n, et des indices distincts i′1, . . . , i
′
k′ et j
′
1, . . . , j
′
l de
{1, . . . ,m} tels que k′ + l = m, et :
– Pour chaque indice h dans {1, . . . , l}, tj′h est un successeur de t
′
jh
.
– Pour chaque indice h dans {1, . . . , k}, Xh est un successeur de t
′
ih
,
– ||(X ′1, . . . , X
′
k′) est un successeur de ||(X1, . . . , Xk) (par le lemme 6.2.1, il l’est
force´ment par R′p),
– Pour chaque indice h dans {1, . . . , k′}, ti′h est un successeur de X
′
h.
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Ceci veut dire que d’abord, pour chaque h dans {1, . . . , k}, t′ih a e´te´ transforme´
en Xh, ensuite ces Xh ont interagit ensemble et se sont transforme´s en des X
′
h
(||(X ′1, . . . , X
′
k′) est un successeur de ||(X1, . . . , Xk)), qui se sont alors transforme´s
en ti′h .
Pour de´terminer que t est un successeur de Lq, le CH-automate doit annoter
les fils ti comme suit : Il annote tj′h par (qjh ,−), ou (qjh , ·) pour h, 1 ≤ h ≤ l
(puisque tj′h est un successeur de t
′
jh
), et ti′h par (qX′h ,−) ou (qX′h , ·) pour h,
1 ≤ h ≤ k′. Ensuite, il doit annoter la racine de t avec (q, ||). Pour ce faire, il
peut utiliser une nouvelle re`gle de la forme ||(ϕ′) → (q, ||), ou` ϕ′ est la formule
de´finie dans les re`gles (β6), obtenue apre`s avoir :
1. substitue´ dans ϕ les e´tats qih par qXh pour chaque h t.q. 1 ≤ h ≤ k, (puisque
Xh est un successeur de t
′
ih
),
2. applique´ ensuite ite´rativement Sp a` la nouvelle formule.
C’est-a`-dire, ϕ = Ω(S ′p, ϕ).
– Les re`gles (β7) : Soit t un terme de la forme ·(t1, . . . , tm) qui est un successeur
d’un terme t′ de la forme ·(t′1, . . . , t
′
n) appartenant a` Lq. Supposons que pendant
les de´rivations t′ = u0
R−−→u1
R−−→· · · R−−→uJ = t, chaque terme ui a une racine
e´tiquete´e par “·”. Soient alors q1, . . . , qn des e´tats de A tels que pour chaque
indice i, t′i ∈ Lqi , et soit ρ une re`gle ·(L) → q dans ∆ telle que q1 · · · qn ∈ L
(cette re`gle permet a` A d’annoter t′ avec q). Alors ne´cessairement, il existe deux
indices j appartenant a` {1, . . . , n}, et g appartenant a` {1, . . . ,m} tels que
– 0 est un successeur de ·(t′1, . . . , t
′
j−1),
– ·(t1, . . . , tg) est un successeur de 0, c-a`-d., comme explique´ pour le cas des
re`gles β5, il existe g variables de processus Y1, . . . , Yg et K indices 0 = i1 <
· · · < iK = g − 1 tels que pour chaque H, 1 ≤ H ≤ K, ·(YiH+1, . . . , YiH+1) est
un successeur de 0, tiH+1 est un successeur de YiH+1, et th = Yh pour chaque
h, iH + 1 < h ≤ iH+1 (ceci est duˆ a` la strate´gie de re´e´criture pre´fixe), et
1. soit tg+1 est un successeur de t
′
j , m − (g + 1) = n − j, et pour tout h,
1 ≤ h ≤ (n− j), t′j+h = tg+1+h ;
2. soit il existe des variables de processus X0, . . . , Xk et X
′
1, . . . , X
′
l′ tels que :
– n− (k + j) = m− (g + l′) ;
– X0 est un successeur de t
′
j ,
– pour chaque h ∈ {1, . . . , k}, t′h+j = Xh,
– ·(X ′1, . . . , X
′
l′) est un successeur de ·(X0, . . . , Xk) (par le lemme 6.2.1, il
l’est force´ment par R′s),
– tg+1 est un successeur de X
′
1,
– pour chaque h t.q. 1 < h ≤ l′, tg+h = X
′
h, et
– pour chaque h t.q. 1 ≤ h ≤ m− (g + l′), t′j+k+h = tg+l′+h.
Ceci veut dire que ·(t′1, . . . , t
′
n) s’est transforme´ en ·(t1, . . . , tm) comme suit :
D’abord ·(t′1, . . . , t
′
j−1) est efface´ (se transforme en 0), ensuite : (1) soit t
′
j est
re´e´crit en tg+1, ou (2) t
′
j est re´e´crit en X0, qui peut interagir avec ·(X1, . . . , Xk)
(puisque pour chaque h ∈ {1, . . . , k}, t′h+j = Xh) pour devenir ·(X
′
1, . . . , X
′
l′)
(·(X ′1, . . . , X
′
l′) est un successeur de ·(X0, . . . , Xk)), et ensuite X
′
1 est transforme´
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en tg+1. Enfin, dans les deux cas, apre`s ces re´e´critures, ·(t1, . . . , tg) est rajoute´
au de´but de la se´quence puisqu’il est un successeur du processus nul 0.
L’automate annote les fils comme suit : pour h, 1 ≤ h ≤ g, th est soit annote´ par
qYh , ou par (qYh ,−) ou (qYh , ||) en fonction de sa nature. Selon que l’on a le cas
1 ou 2, nous avons :
1. tg+1 est annote´ par (qj ,−) ou (qj , ||),
2. ou tg+1 est annote´ par (qX′1 ,−) ou (qX′1 , ||), pour 1 < h ≤ l
′, tg+h est annote´
avec qX′h , et pour h, 0 ≤ h ≤ m− (g + l
′), tg+l′+h est annote´ avec qj+k+h.
Pour annoter la racine de t avec (q, ·), l’automate utilise une nouvelle re`gle de
la forme ·
(
S′s
∗
(L)
)
→ (q, ·). En effet, le syste`me S ′s permet de simuler toutes
ces e´tapes sur la se´quence d’e´tats q1 · · · qn comme suit : D’abord, q1 · · · qj−1 est
re´e´crit en 0 puisque 0 est un successeur de ·(t′1, . . . , t
′
j−1). Cette transformation
a lieu en utilisant des re`gles de la forme (1) qi → qX si t
′
i se transforme en X ;
(2) qX → 0 ou qX · qY → 0, et (3) des re`gles qi → 0 qui sont dans S
′
s dans le cas
ou` t′i se re´e´crit en 0, c-a`-d. si 0
∗−→∆˜(qi, 0).
Ensuite, selon les diffe´rents cas, nous avons :
1. qj est re´e´crit en (qj ,−) ou (qj , ||) en utilisant les re`gles qj → (qj ,−) ou
qj → (qj , ||) de Ss. Ceci est utile puisque tg+1 est annote´ par l’un de ces
deux e´tats.
2. la re`gle qj → qX0 est applique´e (puisque X0 est un successeur de t
′
j), les
e´tats qj+h sont substitue´s par qXh (puisque t
′
h+j = Xh), pour h ∈ {1, . . . , k},
et ensuite les re`gles de α(R′p) sont applique´es. Ceci permet de transformer
qX0 · · · qXk en qX′1 · · · qX′l′ . La re`gle qX
′
1
→ (qX′1 ,−) ou qX′1 → (qX′1 , ||) est
ensuite applique´e, puisque tg+1 est annote´ par (qX′1 ,−) ou (qX′1 , ||).
Ensuite, comme ·(Y1, . . . , YiK ) est un successeur de 0, qY1 · · · qYK est rajoute´ au
de´but de la se´quence. La se´quence d’e´tats ainsi obtenue annote la se´quence de
termes t1, . . . , tm, et donc en utilisant la re`gle ·
(
S′s
∗(L)
)
→ (q, ·), le terme t est
annote´ par (q, ·).
6.2.3 Complexite´ de la construction
D’apre`s leur de´finition, |R′s| = O(|Rs|+ |V ar|
2) et |R′p| = O(|Rp|+ |V ar|
2). Donc,
|Ss| = O(|Rs| + |V ar|
2 + |Q|) et |Sp| = O(|Rp| + |V ar|
2 + |Q|). Soit L un langage
re´gulier de mots reconnu par un automate fini de mots A, |L| repre´sente le nombre
de transitions dans A. Il existe un algorithme qui calcule Ss
∗(L) avec une complexite´
polynoˆmiale O
(
pis(|Ss|, |L|)
)
[Cau92].
Soit ϕ une formule de Presburger et |ϕ| le nombre d’ope´rateurs dans ϕ. Soit
pip(|Sp|, |ϕ|) la taille de Sp
∗(ϕ), et Sat(|ϕ|) le temps ne´cessaire pour de´cider la sa-
tisfaisabilite´ de ϕ 3.
Soit ns = max{|L|, ·(L) → q ∈ ∆}, np = max{|ϕ|, ||(ϕ) → q ∈ ∆}, et n∆ =
max (ns, np) ; alors dans ∆˜ il y a :
3D’apre`s le the´ore`me 2.1.8, Sat(|ϕ|) est e´gale a` 22
2O(|ϕ|)
si ϕ est une formule quelconque, et est
dans NP si ϕ est de la forme ∃x1 · · · ∃xn.φ, ou` φ est une formule sans quantificateurs.
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– O(|Q|+ |V ar|) re`gles β1,
– O
(
(|Q|+ |V ar|)2
)
re`gles β2, β3, et β4,
– O(|Q| · |V ar|+ |V ar|2) re`gles β5,
– O
(
|V ar| · (|Q| + |V ar|) · |∆|
)
re`gles β6 avant simplification, et O(|∆|) re`gles β6
apre`s simplification puisqu’il suffit de garder la formule ϕ′ obtenue en conside´rant
pour chaque q, toutes les variables X telles que X
∗
→e∆ (q,−), ou` ∆˜ est l’ensemble
de toutes les re`gles.
– O
(
|V ar| · (|Q| + |V ar|) · |∆|
)
re`gles β7 avant simplification, et O(|∆|) re`gles β7
apre`s simplification.
En plus, les re`gles ont les tailles suivantes :
– Chaque re`gle β1, β2, β3, et β4 a une taille constante.
– Une re`gle β5 de la forme ·(L)→ (q, ·) a une taille en O(pis(|Ss|, 1)), et une re`gle
β5 de la forme ||(ϕ)→ (q, ||) a une taille en O
(
pip(|Sp|, 1)
)
.
– Une re`gle β6 a une taille en O
(
pip
(
|Sp|+ |V ar|(|Q|+ |V ar|), np
))
.
– Une re`gle β7 a une taille en O
(
pis
(
|Ss|+ |V ar|(|Q|+ |V ar|), ns|V ar|
))
.
En plus, Sat
(
pip
(
|Sp|+ |V ar|(|Q|+ |V ar|), np
))
temps est ne´cessaire pour calculer
une re`gle β4.
Dans la plupart des cas, calculer Sp
∗(ϕ) est au moins exponentiel. En plus, de´cider
si une formule de Presburger est satisfaisable ne´cessite une triple exponentielle dans
le cas ge´ne´ral. Par conse´quent, la complexite´ est domine´e par ces proce´dures. Ainsi,
pour calculer et stocker l’automate, O
(
pip
(
|Rp| + |V ar|(|Q| + |V ar|), n∆
))
espace et
Sat
(
pip
(
|Rp|+ |V ar|(|Q|+ |V ar|), n∆
)))
temps sont ne´cessaires.
6.3 Exemple
Soit A = (Q,Σ, F,∆) un CH-automate qui reconnaˆıt le terme t1 de la figure (6.2),
ou` Q. = {q}, Q|| = ∅, Q− = {q1, q2, q3}, F = {q}, et ∆ est l’ensemble suivant de
re`gles :
∆ = {X → q1, Y → q2, Z → q3, ·(q1q2q3)→ q}
Soit R le PRS suivant :
– R1 : X → A||A,
– R2 : A||A→ D,
– R3 : D → F ·G.
Nous montrons comment appliquer notre construction pour pouvoir reconnaˆıtre les
termes de la figure 6.2 comme successeurs de t1. Pour ce faire, nous avons besoin de
calculer R′s et R
′
p. Il est facile de voir que R
′
s = {X → D,D → F ·G} et R
′
p = {X →
D,X → A||A,A||A → D} puisque D ∈ R∗p(X). Soit QR = {qX , qA, qD, qF , qG}. Les
syste`mes Sp et Ss sont de´finis par :
Sp = {qX → qD, qX → qA||qA, qA||qA → qD} ∪ {q → (q,−); (q, ·) | q ∈ Q ∪QR}
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Fig. 6.2 – Un exemple
et
Ss = {qX → qD, qD → qF · qG} ∪ {q → (q,−); (q, ||) | q ∈ Q ∪QR}
Nous allons calculer les re`gles ∆˜ (nous ne conside´rons que les re`gles dont nous
avons besoin pour annoter les termes de la figure (6.2)) : ∆˜ contient les re`gles X →
qX , Y → qY , et Z → qZ . De plus, elle contient les re`gles suivantes :
(r1) Les re`gles (β1) impliquent que q1 → (q1,−) et qD → (qD,−) sont dans ∆˜,
(r2) Puisque X →e∆ q1 →e∆ (q1,−), les re`gles (β5) impliquent que ||(ϕ) → (q1, ||)
est dans ∆˜, ou` ϕ = S∗p(qX) est la formule∨
p∈{qX ,qD
(qX ,−),(qD,−)
(qX ,·),(qD,·)}
(
(xp = 1) ∧ ∀p
′ | p′ 6= p, xp′ = 0
)
∨
∨
pi∈{qA,(qA,−),(qA,·)}
(
(xp1 + xp2 = 2) ∧ ∀p | p 6= p1, p2, xp = 0
)
(r3) Puisque ||(ϕ) → (q1, ||) est dans ∆˜, et ~uD |= ϕ (ou` ~uD est le vecteur ayant 1
dans la composante qui correspond a` xqD , et 0 partout ailleurs), nous obtenons
par les re`gles (β4) que (qD,−)→ (q1,−) est dans ∆˜,
(r4) Puisque ·(q1q2q3) → q est dans ∆, X →e∆ q1 →e∆ (q1,−), Y →∆ q2, et
Z →∆ q3, les re`gles (β7) impliquent que
·
(
S′s
∗(
(q1 + qX)(q2 + qY )(q3 + qZ)
))
→ (q, ·)
est dans ∆˜, ou`
S′s = Ss ∪ {q1 → qX}.
Ceci veut dire que ∆˜ contient la re`gle ·
((
q1+(q1,−)+(q1, ||)+qX +qD+(qD,−)+
(qD, ||) + qF qG + (qF ,−)qG + (qF , ||)qG
)
(q2 + qY )(q3 + qZ)
)
→ (q, ·).
Avec ces re`gles, tous les termes de la figure (6.2) peuvent eˆtre reconnus comme
successeurs de t1 par R. En fait, tous ces termes peuvent eˆtre annote´s par l’e´tat final
(q, ·) comme suit :
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– t1 peut eˆtre annote´ par (q, ·) graˆce a` (r4),
– Pour t2, le sous terme ||(A,A) est annote´ par (q1, ||) graˆce a` (r2), et ensuite t2
est annote´ par (q, ·) en utilisant (r4),
– Concernant t3, D est annote´ par (q1,−) graˆce a` (r1) et (r3), et ensuite t3 est
annote´ par (q, ·) graˆce a` (r4),
– Finalement, t4 est annote´ par (q, ·) graˆce a` (r4).
6.4 Applications
6.4.1 Calcul des ensembles des accessibles pour PAD
Corollaire 6.4.1 Soit R un PAD et L un CH-langage reconnu par un CH-automate
A = (Q,Σ, F,∆). Alors Post∗(L) et Pre∗(L) peuvent eˆtre effectivement repre´sente´s
par des CH-automates A′ = (Q′,Σ, F ′,∆′) ou`
n∆′ = O
(
2
(
|Rp|+|V ar|(|Q|+|V ar|)
)
+ n∆
)
Ces automates peuvent eˆtre construits en un temps en
Sat
(
2
(
|Rp|+|V ar|(|Q|+|V ar|)
)
+ n∆
)
De plus, si les formules qui interviennent dans les re`gles de ∆ sont de la forme
∃x1, . . . , xnφ, ou` φ est sans quantificateurs, alors ces automates peuvent eˆtre construits
en
NTIME
(
2
(
|Rp|+|V ar|(|Q|+|V ar|)
)
+ n∆
)
Preuve : Ceci se de´duit directement du (1) the´ore`me pre´ce´dent, (2) le fait que si
R est un PAD, alors R est un PRS[BPP] et R−1 est un PRS[co-BPP] (puisque
Pre∗R(L) = Post
∗
R−1(L)), et (3) le fait que BPP et co-BPP sont des classes de re`gles de
re´e´criture de multiensembles ferme´es et effectivement semiline´aires. En effet, les BPP
sont e´quivalents aux re´seaux de Petri sans communication, et la relation d’accessibilite´
d’un re´seau de Petri sans communication est effectivement semiline´aire [Esp97b]. Nous
donnons ci-dessous la construction de R∗ de´crite dans [Esp97b] pour pouvoir estimer
la complexite´ de notre proce´dure. Une preuve de´taille´e se trouve dans [Esp97b].
Soit R un BPP sur V ar, nous donnons une formule de Presburger ψR qui ca-
racte´riseR∗. Plus pre´cise´ment, si V ar = {X1, . . . , Xn}, alors ψR a x1, . . . , xn, x
′
1, . . . , x
′
n
comme variables libres. La variable xi correspond au nombre d’occurrences initial de
Xi, et x
′
i au nombre d’occurrences de Xi apre`s application de R
∗. Pour exprimer ceci,
nous e´crivons ψR(x1, . . . , xn, x
′
1, . . . , x
′
n). Si R = {r1, . . . , rm}, nous avons :
ψR = ∃y1, . . . , ym;
∨
V ar′⊆V ar
R′⊆R
(V ar′,R′)∈S
( ∧
Xi∈V ar′
xi > 0 ∧
∧
Xi /∈V ar′
xi = 0 ∧
∧
Xi∈V ar
x′i = xi +
∑
rj∈R′
(
W (rj , Xi)−W (Xi, rj)
)
yj
)
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ou` si ri = X → Z1|| · · · ||Zm, alors W (X, ri) = 1,W (Y, ri) = 0 siX 6= Y , etW (ri, Z) =
|Z1 · · ·Zm|Z . De plus, S est l’ensemble des paires (V ar
′,R′) telles que si V ar′ =
{Y1, . . . , Yk}, alors pour toute variable X qui intervient dans les re`gles de R
′, nous
pouvons a` partir du terme ||(Y1, . . . , Yk) appliquer les re`gles de R
′ et atteindre un
terme ||(Y ′1 , . . . , Y
′
k′) tel qu’il existe un indice i ≤ k
′ ; Y ′i = X. Notons qu’il est facile de
tester cette condition en temps polynoˆmial en construisant un graphe dont les nœuds
correspondent aux diffe´rentes variables Xi, et ou` un arc X → Y exprime qu’il existe
une re`gle de R de la forme X → Y ||Y1|| · · · ||Yk.
Ceci implique que si L est un ensemble de paral-termes dont l’image de Parikh
est de´crite par une formule ϕ(x1, . . . , xn), alors R
∗(L) est l’ensemble de paral-termes
caracte´rise´s par la formule
∃x1, . . . , xn;ψR(x1, . . . , xn, x
′
1, . . . , x
′
n) ∧ ϕ(x1, . . . , xn)
De meˆme, R−1
∗
(L) est l’ensemble de paral-termes caracte´rise´s par la formule
∃x′1, . . . , x
′
n;ψR(x1, . . . , xn, x
′
1, . . . , x
′
n) ∧ ϕ(x
′
1, . . . , x
′
n)
Donc, dans le cas ou` R est un BPP ou un co-BPP, nous avons :
pip(|R|, |ϕ|) = |ϕ|+O(|V ar||R|2
|V ar|+|R|)
Nous en de´duisons alors a` partir de la section 6.2.3, que
n∆′ = O
(
2
(
|Rp|+|V ar|(|Q|+|V ar|)
)
+ n∆
)
et que ces automates peuvent eˆtre construits en un temps en
Sat
(
2
(
|Rp|+|V ar|(|Q|+|V ar|)
)
+ n∆
)
De plus, si les formules qui interviennent dans les re`gles de ∆ sont de la forme
∃x1, . . . , xnφ, ou` φ est sans quantificateurs, alors les formules obtenues par la proce´dure
de´crite en haut gardent cette forme. Donc, leur satisfaisabilite´ peut eˆtre teste´e en un
temps NP par rapport a` leur taille (the´ore`me 2.1.8), c-a`-d. en
NTIME
(
2
(
|Rp|+|V ar|(|Q|+|V ar|)
)
+ n∆
)
2
6.4.2 Model-checking des formules EF pour les syste`mes PRS
Nous montrons dans cette section que notre proce´dure permet le model-checking
des formules EF pour tous les PRS[co-C], ou` C est une classe ferme´e et effectivement
semiline´aire. En particulier, elle permet le model-checking des formules EF pour les
syste`mes PAD.
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La logique EF est un fragment de la logique temporelle CTL dont les formules sont
de´finies par la grammaire suivante :
φ ::= p | ¬φ | φ ∧ φ | EXφ | EFφ
ou` p est une proposition atomique. EXφ exprime qu’il existe un e´tat suivant pour
lequel φ est vraie, et EFφ exprime qu’il existe une exe´cution le long de laquelle φ est
vraie dans un e´tat futur. Plus pre´cise´ment, e´tant donne´ un PRS R, un ensemble de
termes de processus L satisfait une formule φ si L ⊆ [[φ]], ou` [[φ]] est un ensemble de T
de´fini inductivement comme suit :
– [[p]] est l’ensemble des termes de processus pour lesquels p est vraie,
– [[¬φ]] = T \[[φ]],
– [[φ1 ∧ φ2]] = [[φ1]] ∩ [[φ2]],
– [[EXφ]] = Pre([[φ]]),
– [[EFφ]] = Pre∗([[φ]]).
Le proble`me du model checking d’une formule EF consiste a` de´cider si un ensemble
de termes de processus L satisfait une formule φ, c-a`-d. si L ⊆ [[φ]]. Nous obtenons
alors :
Proposition 6.4.1 Soit C une classe de syste`mes de re´e´criture de multiensembles qui
soit ferme´e et effectivement semiline´aire. Soit R un PRS[co-C] et φ une formule EF.
Etant donne´s des CH-automates repre´sentant [[p]], un CH-automate reconnaissant [[φ]]
peut eˆtre effectivement calcule´.
Preuve : La preuve est par induction structurelle sur φ :
– Le cas ou` φ = p est direct.
– φ = ¬φ′, alors [[φ]] = [[φ′]] qui est un CH-langage effectivement calculable puisque
[[φ′]] l’est, et les CH-langages sont effectivement ferme´s par comple´mentation ;
– φ = φ1 ∧ φ2, alors [[φ]] = [[φ1]] ∩ [[φ2]], et le re´sultat est duˆ au fait que les CH-
langages sont effectivement ferme´s par intersection ;
– φ = EXφ′. Dans ce cas [[φ]] = Pre([[φ′]]). Il est facile de voir que pour tout PRS
R, et tout ensemble de termes de processus L reconnu par un CH-automate,
Pre(L) est effectivement reconnu par un CH-automate ;
– φ = EFφ′. Dans ce cas [[φ]] = Pre∗([[φ′]]) qui est effectivement repre´sentable par
un CH-automate puisque R−1 est un PRS[C], ou` C une classe de syste`mes de
re´e´criture de multiensembles qui est ferme´e par rapport a` V ar et effectivement
semiline´aire (voir le the´ore`me 6.2.1).
2
Ceci constitue une proce´dure de de´cision pour le proble`me de model-checking
des formules EF pour les syste`mes dans PRS[co-C] ou` C est une classe de syste`mes
de re´e´criture de multiensembles ferme´e et effectivement semiline´aire : Il s’agit de
construire [[φ]] et ve´rifier que L ⊆ [[φ]].
Puisqu’un PAD est un PRS[co-BPP], et que la classe co-BPP est ferme´e et effec-
tivement semiline´aire, nous obtenons comme corollaire imme´diat de cette proposition
que le model-checking des formules EF est de´cidable pour PAD :
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Corollaire 6.4.2 SoitR un PAD et φ une formule EF. Etant donne´s des CH-automates
repre´sentant [[p]], un CH-automate reconnaissant [[φ]] peut eˆtre effectivement calcule´.
Nous obtenons donc une proce´dure pour le model-checking des formules EF pour
les syste`mes PAD. Pour calculer [[φ]], chaque e´tape de calcul d’intersection et de Pre
est polynoˆmiale, alors que la comple´mentation et le calcul du Pre∗ augmentent expo-
nentiellement les tailles des automates. Si n est le nombre de ne´gations et d’ope´rations
Pre∗ dans la formule φ, la complexite´ totale de l’algorithme de calcul de [[φ]] est donc
en O
(
tour(n)
)
, ou` tour(0) = 0 et tour(i+ 1) = 2tour(i).
Mayr [May98] a de´ja` montre´ que le proble`me de model-checking des formules EF
est de´cidable et PSPACE-difficile pour PAD. La proce´dure de de´cision qu’il conside`re
est aussi non e´le´mentaire
6.4.3 Calcul de sur-approximations des ensembles des acces-
sibles
Pour toute la classe de PRS, la construction de l’automate AΩR peut eˆtre uti-
lise´e pour calculer des sur-approximations de l’ensemble des accessibles. En effet,
dans cette construction Ω peut eˆtre instancie´e par une proce´dure qui calcule des
sur-approximations semiline´aires de l’ensemble des accessibles pour des syste`mes de
re´e´criture de multiensembles. C-a`-d., telles que pour chaque ensemble semiline´aire L
et chaque syste`me de re´e´criture de multiensembles M , Ω(M,L) est semiline´aire et
Post∗M (L) ⊆ Ω(M,L).
Comme exemples de telles proce´dures, nous pouvons citer la proce´dure de Karp
et Miller qui calcule l’ensemble de couverture de l’ensemble des accessibles, ou des
proce´dures qui construisent des invariants line´aires base´s sur des contraintes de flot
[EM96], etc. Nous pouvons aussi utiliser des proce´dures (exactes ou approche´es) d’ana-
lyse d’accessibilite´ des automates a` compteurs. Nous pouvons citer par exemple les
proce´dures base´es sur la repre´sentation des contraintes arithme´tiques par des po-
lyhe`dres, et l’utilisation d’ope´rateurs d’e´largissement pour forcer la terminaison du cal-
cul [CH78]. Il y a e´galement des proce´dures base´es sur la repre´sentation des contraintes
arithme´tiques par des automates re´gulier de mots, et l’utilisation de me´ta-transitions
pour acce´le´rer la convergence du calcul [BW94, BW98], etc [DBR01, FL02].
Nous pouvons aussi combiner toutes ces diffe´rentes proce´dures. En effet, puisque les
approximations semiline´aires de l’ensemble des accessibles cacule´es par les diffe´rentes
proce´dures sont en ge´ne´ral diffe´rentes, leur intersection constitue une approximation
plus pre´cise.
6.5 Preuve du the´ore`me 6.2.1
Dans cette section, puisqu’il n’y un pas de confusion possible concernant Ω, nous
e´crivons simplement R∗p(L) a` la place de Ω(Rp, L). Pour montrer le the´ore`me 6.2.1, il
suffit de montrer les lemmes suivants :
Lemme 6.5.1 Pour chaque terme v, et chaque q ∈ Q ∪QR nous avons :
– v
∗
→e∆ (q, 0)⇒ v ∈ Post
∗(Lq), et v = 0,
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– v
∗
→e∆ (q,−)⇒ v ∈ Post
∗(Lq), et v ∈ V ar,
– v
∗
→e∆ (q, ||)⇒ v ∈ Post
∗(Lq), et racine(v) = ||,
– v
∗
→e∆ (q, ·)⇒ v ∈ Post
∗(Lq), et racine(v) = ·.
Preuve :
Nous montrons par induction sur i que pour chaque terme v, et chaque q ∈ Q∪QR
nous avons :
(a) [v
∗
→e∆i (q,−)⇒ v ∈ Post
∗(Lq), et v ∈ V ar],
[v
∗
→e∆i (q, 0)⇒ v ∈ Post
∗(Lq), et v = 0],
(b) v
∗
→e∆i (q, ||)⇒ v ∈ Post
∗(Lq), et racine(v) = ||,
(c) v
∗
→e∆i (q, ·)⇒ v ∈ Post
∗(Lq), et racine(v) = ·.
De plus, nous montrons par induction sur i que pour chaque q ∈ Q ∪ QR nous
avons :
(d) si ·(L) → (q, ·) ∈ ∆˜i, alors pour chaque q1, . . . , qn tels que q1 · · · qn ∈ L, pour
chaque t1, . . . , tn tels que tj ∈ Post
∗(Lpj ) si qj ∈ {(pj ,−), (pj, ||)}, et tj ∈ Lqj si
qj ∈ Q ∪QR, racine(tj) 6= ·, et tj 6= 0, nous avons ·(t1, . . . , tn) ∈ Post
∗(Lq),
(e) si ||(ϕ)→ (q, ||) ∈ ∆˜i, alors pour chaque q1, . . . , qn tels que Parikh(q1 · · · qn) |=
ϕ, pour chaque t1, . . . , tn tel que tj ∈ Post
∗(Lpj ) si qj = {(pj ,−), (pj, ·)}, et
tj ∈ Lqj si qj ∈ Q ∪ QR, racine(tj) 6= ||, et tj 6= 0, nous avons ||(t1, . . . , tn) ∈
Post∗(Lq),
Ces points doivent eˆtre montre´s simultane´ment :
• i = 0. ∆˜0 contient les re`gles ∆, en plus des re`gles (β1) et (β2). Il est alors facile de
voir que les proprie´te´s sont satisfaites.
• i > 0. Nous montrons d’abord les proprie´te´s (d) et (e). Pour des raisons de simplicite´,
nous ne mentionnons pas la nature des termes ti (leurs racines et les informations
indiquant s’ils sont nuls ou pas) conside´re´es dans les diffe´rents points. Cette proprie´te´
concernant les racines peut eˆtre ve´rifie´e facilement.
? Supposons que ·(L) → (q, ·) ∈ ∆˜i \ ∆˜i−1. Il y a plusieurs cas en fonction des re`gles
d’infe´rence par lesquelles cette re`gle a e´te´ cre´e´e :
1. ·(L) → (q, ·) est la conse´quence d’une β5-re`gle. Soit alors X une variable de
processus telle que L = S∗s (qX) et X
∗
→e∆i−1 (q,−). Nous obtenons par induc-
tion que X ∈ Post∗(Lq). Soit p1 · · · pn ∈ S
∗
s (qX). Soient alors X1, . . . , Xn tels
que pj = qXj , pj = (qXj ,−), ou pj = (qXj , ||) (ceci est duˆ a` la de´finition de
Ss). Nous de´duisons par la de´finition de Ss que ·(X1, . . . , Xn) ∈ R
′
s
∗
(X), c-a`-d.
·(X1, . . . , Xn) ∈ Post
∗(X). Nous allons montrer la proprie´te´ par induction sur le
nombre l d’e´tats de le forme pj = (qXj ,−) ou pj = (qXj , ||) dans p1 · · · pn :
– l = 0. La proprie´te´ est vraie puisque LqXj = {Xj},
– l > 0. Il y a deux cas :
(a) p1 = (qX1 ,−) ou p1 = (qX1 , ||). Nous avons donc ne´cessairement qX1 ·
p2 · · · pn ∈ S
∗
s (qX) et p1 · · · pn ∈ Ss(qX1 · p2 · · · pn). Comme le nombre
d’e´tats de la forme pj = (qXj ,−) ou pj = (qXj , ||) dans qX1 · p2 · · · pn est
l − 1, nous de´duisons par induction que pour chaque t2, . . . , tn tels que
tj ∈ Post
∗(LqXj ) si pj ∈ {(qXj ,−), (qXj , ||)}, et tj ∈ LqXj = {Xj} si
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pj = qXj ; nous avons ·(X1, t2, . . . , tn) ∈ Post
∗(X). Par conse´quent, pour
chaque terme t1 ∈ Post
∗(LqX1 ) (LqX1 = {X1}),
·(t1, t2, . . . , tn) ∈ Post
∗
(
· (X1, t2, . . . , tn)
)
⊆ Post∗(X) ⊆ Post∗(Lq).
(b) Il existe un indice m > 1 tel que p1 · · · pm−1 ∈ Q
∗
R, et
pm ∈ {(qXm ,−), (qXm , ||)}
Alors par la de´finition de Ss nous obtenons que p1 · · · pm−1 = qX1 · · · qXm−1 ∈
S∗s (0), et que p1 · · · pn ∈ S
∗
s (pm · · · pn) ⊆ S
∗
s (qX). Et nous de´duisons du
cas pre´ce´dent que pour chaque tm, . . . , tn tels que tj ∈ Post
∗(LqXj ) si
pj ∈ {(qXj ,−), (qXj , ||)}, et tj ∈ LqXj = {Xj} si pj = qXj , nous avons
·(tm, . . . , tn) ∈ Post
∗(X). Par conse´quent, comme X1 · · ·Xm−1 ∈ S
∗
s (0),
nous avons
·(X1, . . . , Xm−1, tm, . . . , tn) ∈ Post
∗(X) ⊆ Post∗(Lq).
Ceci montre que la proprie´te´ est satisfaite puisque pour j < m, Lpj =
LqXj = {Xj}.
2. ·(L) → (q, ·) est la conse´quence d’une β7-re`gle. Soient q1 · · · qn ∈ L, nous allons
montrer que pour chaque t1, . . . , tn tels que tj ∈ Post
∗(Lsj ) si qj ∈ {(sj ,−), (sj , P )},
et tj ∈ Lqj si qj ∈ Q ∪QR, nous avons ·(t1, . . . , tn) ∈ Post
∗(Lq).
Soit alors ·(L′) → q une re`gle de ∆ telle que L = S ′si−1
∗(
α′(L′)
)
, ou` α′ est la
substitution de´finie par
α′(s) = {s} ∪ {qX | X
∗
→∆ s},
et S′si−1 est l’ensemble suivant de seq-re`gles : S
′
si−1 = Ss ∪ {s → qX | X
∗
→e∆i−1
(s,−)} ∪ {s→ 0 | 0
∗
→e∆i−1 (s, 0)}.
Puisque ·(L′) → q est une re`gle de ∆, il s’en suit que pour chaque u1, . . . , ug
tels que uj ∈ Lpj ou` p1 · · · pg ∈ α
′(L′), nous avons ·(u1, . . . , ug) ∈ Lq (duˆ a` la
de´finition de α′).
Supposons q1 · · · qn ∈ S
′
si−1
k(α′(L′)). Nous proce´dons par induction sur k :
– k = 0. Alors q1 · · · qn ∈
(
α′(L′)
)
. Nous de´duisons de la remarque pre´ce´dente
que pour chaque u1, . . . , un t.q. uj ∈ Lqj , nous avons ·(u1, . . . , un) ∈ Lq ⊆
Post∗(Lq), et la proprie´te´ est satisfaite.
– k > 0. Alors q1 · · · qn ∈ S
′
si−1
k(α′(L′)). Soient p1, . . . , ph tels que q1 · · · qn ∈
S′si−1(p1 · · · ph) et p1 · · · ph ∈ S
′
si−1
k−1(
α′(L′)
)
Alors par induction sur k, nous
de´duisons que pour chaque v1, . . . , vh tels que vj ∈ Post
∗(Lsj ) si
pj ∈ {(sj ,−), (sj , ||)}
et vj ∈ Lpj si pj ∈ Q ∪QR, nous avons
·(v1, . . . , vh) ∈ Post
∗(Lq). (6.1)
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Conside´rons de tels termes vj . Puisque q1 · · · qn ∈ Ss(p1 · · · ph), La de´finition
des re`gles de re´e´criture pre´fixe S ′si−1 implique qu’il y a plusieurs cas selon la
re`gle de S′si−1 qui a e´te´ applique´e :
(a) Il existe un e´tat s ∈ Q ∪QR tel que p1 = s et q1 · · · qn est (s,−)p2 · · · ph
ou (s, ||)p2 · · · ph. Ceci veut dire que n = h, et qj = pj pour j > 1 (une des
re`gle p1 → (p1,−) ou p1 → (p1, ||) a e´te´ applique´e).
(b) Il existe un e´tat s ∈ Q ∪QR et une variable X tels que p1 = s et q1 · · · qn
est qXp2 · · · ph. Ceci veut dire que X
∗
→e∆i−1 (s,−), n = h, et qj = pj pour
j > 1 (la re`gle p1 → qX a e´te´ applique´e).
(c) Il existe un e´tat s ∈ Q ∪QR et une variable X tels que p1 = s et q1 · · · qn
est p2 · · · ph. Ceci veut dire que 0
∗
→e∆i−1 (s, 0), n = h − 1, et qj = pj+1
pour j ≥ 1 (la re`gle p1 → 0 a e´te´ applique´e).
(d) p1 · · · pm = qX1 · · · qXm pour des variables X1, . . . , Xm, et q1 · · · qn est
qY1 · · · qYl · pm+1 · · · ph (c-a`-d. n = h − m + l, qj = qYj , et ql+j = pm+j
pour j ≤ m. Ce cas correspond a` l’application d’une re`gle qX1 · · · qXm →
qY1 · · · qYl .),
Conside´rons par exemple les cas (a), (b), et (d), l’autre cas e´tant similaire :
– Le cas (a) : q1 · · · qn est (p1,−)p2 · · · ph ou (p1, ||)p2 · · · ph, et p1 ∈ Q ∪QR.
Soit alors v′1 ∈ Post
∗(Lp1), et v1 ∈ Lp1 tels que v
′
1 ∈ Post
∗(v1). Alors de
(6.1), nous obtenons que ·(v1, v2 . . . , vh) ∈ Post
∗(Lq), et donc
·(v′1, v2 . . . , vh) ∈ Post
∗(Lq).
– Le cas (b) : q1 · · · qn est qXp2 · · · ph tel que X
∗
→e∆i−1 (p1,−), et p1 ∈ Q∪QR.
Ceci veut dire par induction sur i que X ∈ Post∗(Lp1). Soit alors v1 ∈
Lp1 tel que X ∈ Post
∗(v1). Alors a` partir de (6.1), nous obtenons que
·(v1, v2 . . . , vh) ∈ Post
∗(Lq), et donc
·(X, v2 . . . , vh) ∈ Post
∗(Lq).
– Le cas (d) : p1 · · · pm = qX1 · · · qXm , il s’en suit que v1 = X1, . . . , vm = Xm,
c-a`-d. nous avons a` partir de (6.1) que
·(X1, . . . , Xm, vm+1, . . . , vh) ∈ Post
∗(Lq).
Puisque qX1 · · · qXm → qY1 · · · qYl ∈ Ss, nous de´duisons que X1 · · ·Xm →
Y1 · · ·Yl ∈ R
′
s, et donc que Y1 · · ·Yl ∈ Post
∗(X1 · · ·Xm). Par conse´quent,
·(Y1, . . . , Yl, vm+1, . . . , vh) ∈ Post
∗
(
·(X1, . . . , Xm, vm+1, . . . , vh)
)
⊆ Post∗(Lq).
Ceci montre que la proprie´te´ est satisfaite.
? Pour la proprie´te´ (e), supposons que ||(ϕ) → (q, ||) ∈ ∆˜i \ ∆˜i−1. La preuve est
similaire a` la preuve pre´ce´dente, et est meˆme plus simple puisque c’est pas la peine
d’imposer que les re´e´critures ont lieu en teˆte de pile. Les re`gles β5 ont le meˆme roˆle
que dans le cas du “·”, et les re`gles β6 sont analogues aux re`gles β7.
Nous montrons dans ce qui suit les proprie´te´s (a), (b), et (c). La preuve est fasti-
dieuse et il y a plusieurs cas a` conside´rer. Dans ce qui suit, nous ne traitons que les
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cas les plus inte´ressants. Soit q un e´tat de Q˜, et soit v
∗
→e∆i q une exe´cution de ∆˜i sur
le terme v. Soit n le nombre de fois qu’une transition dans ∆˜i \ ∆˜i−1 est applique´e
pendant cette exe´cution. Dans un tel cas, nous de´notons l’exe´cution pre´ce´dente par
v
∗
→
n
e∆i q. Nous proce´dons par induction sur n :
• n = 0, alors seules les re`gles de ∆˜i−1 sont applique´es, et nous obtenons le re´sultat
par induction sur i,
• n > 0. Il y a trois cas :
1. il existe un contexte C et un terme v′ tels que v = C[v′], et
v = C[v′]
∗
→
n−1
e∆i C[s
′]→e∆i
C[s]
k
→e∆i−1 q (6.2)
Nous montrons la proprie´te´ par induction sur k :
– k = 0. Alors C est le contexte trivial, v = v′, et q = s. Il y a diffe´rents cas
selon la nature des e´tats s et s′. Par exemple, s’il y a deux e´tats p et p′ dans
Q ∪QR tels que s
′ = (p′,−), et s = (p,−), alors nous obtenons par induction
sur n que
v′ ∈ Post∗(Lp′) et v
′ ∈ V ar (6.3)
Alors le fait que C[(p′,−)]
1
→e∆i C[(p,−)] implique que (p
′,−) →e∆i
(p,−) est
une nouvelle re`gle, qui peut eˆtre soit une (β3)-, ou une (β4)-re`gle. Dans les
deux cas, il est facile de montrer que v′ ∈ Post∗(Lp). Par exemple, supposons
que (p′,−)→e∆i
(p,−) est une (β3)-re`gle. Dans un tel cas, il y a dans ∆˜i−1 une
re`gle de la forme ·(L)→ (p, ·) telle que {(p′,−), (p′, ||)} ⊆ L. Nous de´duisons de
la proprie´te´ (d) que pour chaque t ∈ Post∗(Lp′)∩V ar, ·(t) ∈ Post
∗(Lp), ce qui
veut dire que t ∈ Post∗(Lp). Ceci implique que Post
∗(Lp′)∩V ar ⊆ Post
∗(Lp),
et nous de´duisons que v ∈ Post∗(Lp). La proprie´te´ est donc satisfaite.
– k > 0. Il y a trois cas :
(a) v
∗
→e∆i C[s]
k−1
→ e∆i−1 q
′ 1→e∆i−1 q. Supposons par exemple que q
′ = (q′0, ||)
et q = (q0, ||), les autres cas sont similaires. Alors par induction sur k
nous obtenons que v ∈ Post∗(Lq′0), et racine(v) = ||. Donc, comme dans
le cas pre´ce´dent, puisque (q′0, ||)
1
→e∆i−1 (q0, ||) nous obtenons que v ∈
Post∗(Lq0).
(b) q = (q0, ·), et il existe l termes v1, . . . , vl tels que v = ·(v1, . . . , vl). Puisque
s /∈ Q∪QR (n > 0), supposons que s = (p,−) ou s = (p, ||), pour un p ∈ Q.
Soient alors un contexteC ′ tel que C[x] = ·(v1, . . . , vm−1, C
′[x], vm+1, . . . , vl),
et l e´tats q1, . . . , ql ∈ Q˜ tels que
v = ·(v1, . . . , vl)
∗
→e∆i C[s] = ·(v1, . . . , vm−1, C
′[s], vm+1, . . . , vl)
k−1
→ e∆i−1
·(q1, . . . , ql)
1
→e∆i−1 (q0, ·).
Soient p1, . . . , pl ∈ Q∪QR tels que qj = pj ou qj ∈ {(pj ,−), (pj, ||)}. Alors
par induction sur k nous obtenons que vm ∈ Post
∗(Lpm), et racine(vm) 6=
·. En plus, par induction sur i, nous de´duisons que pour j 6= m, vj ∈ Lpj
198
si pj ∈ Q|| ∪ Q−, et vj ∈ Post
∗(Lpj ) sinon, et racine(vj) 6= ·. Alors la
proprie´te´ est satisfaite graˆce a` la proprie´te´ (d), puisque nous obtenons que
v ∈ Post∗(Lq0).
(c) q = (q0, ||), et il existe l termes v1, . . . , vl tels que v = ||(v1, . . . , vl), un
contexte C ′ tel que
C[x] = ||(v1, . . . , vm−1, C
′[x], vm+1, . . . , vl),
l e´tats q1, . . . , ql dans Q
′ tels que
v = ||(v1, . . . , vl)
∗
→e∆i C[s] = ||(v1, . . . , vm−1, C
′[s], vm+1, . . . , vl)
k−1
→ e∆i−1
||(q1, . . . , ql)
1
→e∆i−1 (q0, ||)
Ce cas est similaire au cas pre´ce´dent. Nous utilisons la proprie´te´ (e) au
lieu de la proprie´te´ (d).
2. Il existe un contexte C et un ope´rateur f ∈ {·, ||} tels que
v = C[f(v1, . . . , vl)]
∗
→
n−1
e∆i C[f(p1, . . . , pl)]→e∆iC[s]
k
→e∆i−1 q
tels qu’il existe n1 < n, . . . , nl < n tels que
∑
1≤i≤l
ni = n− 1, et
vj
∗
→
nj
e∆i
pj
Soit pj = (qj , ]), ou` ] ∈ {−, ·, ||}. Alors ne´cessairement par induction sur n, il
s’en suit que pour chaque j, 1 ≤ j ≤ l,
vj ∈ Post
∗(Lqj ), (6.4)
Soit s = (p, ]). Selon la nature de l’ope´rateur f , nous pouvons utiliser les
proprie´te´s (d) ou (e) pour montrer que f(v1, . . . , vm) ∈ Post
∗(Lq0), ou` q ∈
{(q0,−), (q0, ||), (q0, ·)}. Alors nous pouvons montrer comme pre´ce´demment par
induction sur k que v ∈ Post∗(Lq).
3. Il existe un contexte C tel que v = C[v1, . . . , vm], et
v = C[v1, . . . , vm]
∗
→
n
e∆i
C[p1, . . . , pm]
k
→e∆i−1 q
tel qu’il existe n1 < n, . . . , nm < n tels que
∑
1≤i≤m
ni = n, et
vj
∗
→
nj
e∆i
pj
Soit pj = (qj , ]). Alors ne´cessairement, nous de´duisons par induction sur n que
pour chaque j, 1 ≤ j ≤ m,
vj ∈ Post
∗(Lqj ), (6.5)
Alors nous pouvons montrer comme pre´ce´demment par induction sur k que v ∈
Post∗(Lq0), ou` q ∈ {(q0,−), (q0, ||), (q0, ·)}.
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2Lemme 6.5.2 Pour chaque q ∈ Q ∪QR, et chaque v ∈ Tp, nous avons :
– v ∈ Post∗(Lq), et racine(v) = ||, alors v ∈ L(q,||),
– v ∈ Post∗(Lq), et racine(v) = ·, alors v ∈ L(q,·),
– v ∈ Post∗(Lq) ∩ V ar, alors v ∈ L(q,−),
– v ∈ Post∗(Lq), et v = 0, alors v ∈ L(q,0).
Preuve :
Nous allons montrer par induction sur k que :
– v ∈ Postk(Lq), et racine(v) = ||, alors v
∗
→e∆ (q, ||),
– v ∈ Postk(Lq), et racine(v) = ·, alors v
∗
→e∆ (q, ·),
– v ∈ Postk(Lq) ∩ V ar, alors v
∗
→e∆ (q,−),
– v ∈ Postk(Lq), et v = 0, alors v
∗
→e∆ (q, 0).
Nous commenc¸ons l’induction :
– k = 0. Alors la proprie´te´ est satisfaite graˆce aux re`gles (β1).
– k > 0. Soit alors v ∈ Postk(Lq), et v
′ ∈ Postk−1(Lq) tels que v ∈ Post(v
′).
Supposons que racine(v) = ||, les autres cas peuvent eˆtre traite´s de la meˆme
manie`re. Alors il y a trois cas :
1. v′ ∈ V ar, et v est obtenu a` partir de v′ en appliquant une par-re`gle. Soit
alors X une variable telle que v′ = X. Alors nous obtenons par induc-
tion que X ∈ L(q,−). Les re`gles (β5a) impliquent que ||(ϕ) → (q, ||) est
une re`gle de ∆˜, ou` ϕ = S∗p(qX). Puisque v est obtenu a` partir de X
en appliquant une re`gle de Rp, nous de´duisons que v = ||(X1, . . . , Xn)
ou` Parikh(qX1 · · · qXn) |= Sp(qX), c-a`-d. Parikh(qX1 · · · qXn) |= ϕ. Par
conse´quent, nous avons :
v = ||(X1, . . . , Xn)
∗
→e∆ ||(qX1 , . . . , qXn)→e∆ (q, ||)
2. v′ = 0, et v est obtenu a` partir de v′ en appliquant une par-re`gle. Alors
par induction nous obtenons que 0 ∈ L(q,0). Les re`gles (β5b) impliquent
que ||(ϕ) → (q, ||), ou` ϕ = S∗p(0). Puisque v est obtenu a` patir de 0 en
appliquant une re`gle de Rp, nous de´duisons que v = ||(X1, . . . , Xn) ou`
Parikh(qX1 · · · qXn) |= Sp(0), c-a`-d. Parikh(qX1 · · · qXn) |= ϕ. Par conse´quent,
nous obtenons comme pre´ce´demment que v ∈ L(q,||).
3. racine(v′) = ||. Alors par induction, nous de´duisons que v′ ∈ L(q,||). Nous
voulons montrer que v est aussi dans L(q,||). Il y a plusieurs cas selon le type
de la re`gle qui a e´te´ applique´e :
– Une par-re`gle de la forme
X1|| · · · ||Xn → X
′
1|| · · · ||X
′
m
a e´te´ applique´e, et a re´e´crit X1, . . . , Xn, en X
′
1, . . . , X
′
m. Alors, il existe
un contexte C tel que
v′ = C[||(X1, . . . , Xn, v1, . . . , vl)]
200
et
v = C[||(X ′1, . . . , X
′
m, v1, . . . , vl)]
Il y a deux cas, qui de´pendent des valeurs de m et l :
(a) m > 1 ou l > 1. Soit alors p1, . . . , pn, p
′
1, . . . , p
′
l ∈ Q˜, et p ∈ Q ∪ QR
tels que
||(X1, . . . , Xn, v1, . . . , vl)
∗
→e∆ ||(p1, . . . , pn, p
′
1, . . . , p
′
l)→e∆ p
ou
||(X1, . . . , Xn, v1, . . . , vl)
∗
→e∆ ||(p1, . . . , pn, p
′
1, . . . , p
′
l)→e∆ (p, ||)
• Supposons que nous avons le second cas. Ceci veut dire que
v′ = C[||(X1, . . . , Xn, v1, . . . , vl)]
∗
→e∆ C[(p, ||)]
∗
→e∆ (q, ||)
Soit alors ϕ une formule telle que ||(ϕ) → (p, ||) est une re`gle de ∆˜,
et
Parikh(p1 · · · pnp
′
1 · · · p
′
l) |= ϕ.
Nous de´duisons du lemme 6.5.3 que Parikh(qX′1 · · · qX′mp
′
1 · · · p
′
l) |= ϕ,
et donc
||(X ′1, . . . , X
′
m, v1, . . . , vl)
∗
→e∆ ||(qX′1 , . . . , qX′m , p
′
1, . . . , p
′
l)→e∆ (p, ||)
ce qui veut dire que
v = C[||(X ′1, . . . , X
′
m, v1, . . . , vl)]
∗
→e∆ C[(p, ||)]
∗
→e∆ (q, ||).
• Supposons que
||(X1, . . . , Xn, v1, . . . , vl)
∗
→e∆ ||(p1, . . . , pn, p
′
1, . . . , p
′
l)→e∆ p
Alors nous obtenons aussi de la meˆme manie`re que
v = C[||(X ′1, . . . , X
′
m, v1, . . . , vl)]
∗
→e∆ C[(p, ||)]
et nous pouvons alors montrer par induction structurelle sur C que
C[(p, ||)]
∗
→e∆ (q, ||).
(b) m = 1 et l = 0, ou m = 0 et l = 1, ce qui veut dire que la
paral-re`gle qui a e´te´ applique´e est de le forme X1|| · · · ||Xn → X
(ou X1|| · · · ||Xn → 0). Conside´rons par exemple le premier cas. Soit
alors C ′ le contexte tel que
v′ = C ′[·(||(X1, . . . , Xn), u1, . . . , uj)]
et
v = C ′[·(X,u1, . . . , uj)]
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Soit v′ = C ′[·(||(X1, . . . , Xn), u1, . . . , uj)]
∗
→e∆ C
′[·(p˜, q1, . . . , qj))]
∗
→e∆
C ′[q˜′]
∗
→e∆ (q, ||), ou` p˜ ∈ {p, (p, ||)} pour un p ∈ Q ∪ QR, et q˜
′ ∈
{q′, (q′, ·)} pour un q′ ∈ Q ∪QR.
? Supposons que q˜′ = (q′, ·). Comme pre´ce´demment, conside´rons la
re`gle de ∆˜, ||(ϕ)→ (p, ||) telle que
Parikh(qX1 · · · qXn) |= ϕ.
Puisque qX ∈ S
∗
p(||(qX1 , . . . , qXn)), nous de´duisons du lemme 6.5.3
que le vecteur ~uqX satisfait ϕ, et donc, nous de´duisons a` partir des
re`gles (β4) que (qX ,−)→ (p,−) est dans ∆˜, et donc que
X →e∆ qX →e∆ (qX ,−)→e∆ (p,−)
En plus, soit ·(L) → (q′, ·) une re`gle de ∆˜ telle que p˜q1 · · · qj ∈ L.
Alors force´ment, nous avons que (p,−)q1 · · · qj ∈ L, ce qui veut
dire que v = C ′[·(X,u1, . . . , uj)]
∗
→e∆ C
′[·((p,−), q1, . . . , qj)] →e∆
C ′[(q′, ·)]
∗
→e∆ (q, ||)
? Si q˜′ = q′, nous montrons comme pre´cedemment que
v = C ′[·(X,u1, . . . , uj)]
∗
→e∆ C
′[(q′, ·)]
et ensuite, nous montrons par induction structurelle sur C ′ que
C ′[(q′, ·)]
∗
→e∆ (q, ||)
– Une seq-re`gle de la forme
X → X1 · · ·Xm
a e´te´ applique´e a` un terme de la forme
v′ = C[||(X, v1, . . . , vl)]
et a re´e´crit X en ·(X1, . . . , Xm) pour produire le terme
v = C[||
(
· (X1, . . . , Xm), v1, . . . , vl
)
].
Supposons comme pre´ce´demment qu’il existe des e´tats p1, p
′
1, . . . , p
′
l, et
un e´tat p ∈ Q ∪QR tels que
||(X, v1, . . . , vl)
∗
→e∆ ||(p1, p
′
1, . . . , p
′
l)→e∆ (p, ||)
4
ou` p1 = (p
′,−) ou p1 = p
′ pour un e´tat p′ dans Q ∪QR.
4Comme expique´ pre´ce´demment, le cas ou` ||(X, v1, . . . , vl)
∗
→e∆ p peut eˆtre re´solu de la meˆme
manie`re en conside´rant en plus une induction structurelle sur C.
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Alors puisque X
∗
→e∆ (p
′,−), nous de´duisons a` partir des re`gles (β5) que
·(qX1 , . . . , qXm)
∗
→e∆ (p
′, ·)
puisque qX1 · · · qXn ∈ S
∗
s (qX).
En plus, soit ||(ϕ)→ (p, ||) une re`gle de ∆˜ telle que
Parikh(p1p
′
1 · · · p
′
l) |= ϕ.
Alors les re`gles (β6) impliquent que Parikh((p
′, ·)p′1 · · · p
′
l) |= ϕ, ce qui
veut dire que
v = C[||
(
·(X1, . . . , Xm), v1, . . . , vl
)
]
∗
→e∆ C[||
(
·(qX1 , . . . , qXm), p
′
1, . . . , p
′
l
)
]
∗
→e∆
C[||((p′, ·), p′1, . . . , p
′
l)]→e∆ C[(p, ||)]
∗
→e∆ (q, ||).
– Les autres cas ou`
v = C[·(X1, . . . , Xn, v1, . . . , vl)]
et
v′ = C[·(X ′1, . . . , X
′
m, v1, . . . , vl)]
ou
v = C[·(X, v1, . . . , vl)]
et
v′ = C[·
(
||(X1, . . . , Xn), v1, . . . , vl
)
]
peuvent eˆtre traite´s de manie`re similaire puisque les re`gles d’infe´rence
pour l’ope´rateur se´quentiel sont analogues aux re`gles pour l’ope´rateur
paralle`le. Dans ce cas, nous utiliserons la premie`re partie du lemme 6.5.3
a` la place de la deuxie`me partie utilise´e jusqu’a` pre´sent.
2
Lemme 6.5.3
• Soit ·(X1, . . . , Xm, u1, . . . , un)
∗
→e∆ ·(p1, . . . , pm, p
′
1, . . . , p
′
n), ou`
p1 · · · pmp
′
1 · · · p
′
n ∈ L
pour un L tel que ·(L) → (q, ·) soit un re`gle de ∆˜. Si X1 · · ·Xm → Y1 · · ·Yk ∈ Rs,
alors qY1 · · · qYkp
′
1 · · · p
′
n ∈ L
′.
• Soit ||(X1, . . . , Xm, u1, . . . , un)
∗
→e∆ ||(p1, . . . , pm, p
′
1, . . . , p
′
n), ou`
Parikh(p1 · · · pmp
′
1 · · · p
′
n) |= ϕ
pour un ϕ tel que ||(ϕ)→ (q, ||) soit une re`gle de ∆˜. Si X1|| · · · ||Xm → Y1|| · · · ||Yk ∈
Rp, alors Parikh(qY1 · · · qYkp
′
1 · · · p
′
n) |= ϕ.
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Preuve :
Nous ne montrons que le premier point, le second peut se montrer de la meˆme
manie`re.
Il y a deux cas qui de´pendent de comment la re`gle ·(L) → (q, ·) a e´te´ cre´e´e.
Conside´rons par exemple le cas ou` cette re`gle est le re´sultat d’une (β5)-re`gle. Soit alors
A ∈ V ar tel que A
∗
→e∆ (q,−), et L = S
∗
s (qA). Nous montrons que qY1 · · · qYkp
′
1 · · · p
′
n ∈
L. Nous proce´dons par induction sur le nombre K d’indices i dans {1, . . . ,m} tels que
pi 6= qXi :
1. K = 0, alors pi = qXi pour chaque i, 1 ≤ i ≤ m. Alors puisque qY1 · · · qYk ∈
Ss(qX1 · · · qXm), il est clair a` partir de la de´finition de L que qY1 · · · qYkp
′
1 · · · p
′
n ∈
L.
2. K > 0. Soit alors i un indice tel que pi = (qFi ,−) pour une variable Fi, et
pour chaque j, 1 ≤ j < i, pj = qXj . Alors ne´cessairement, duˆ aux re`gles de
re´e´criture pre´fixe Ss, nous de´duisons que (qFi ,−)pi+1 · · · pmp
′
1 · · · p
′
n ∈ L, et
qX1 · · · qXi−1 ∈ S
∗
s (0). Par conse´quent, nous obtenons a` partir de la de´finition de
Ss que qFipi+1 · · · pmp
′
1 · · · p
′
n ∈ L. En plus, puisque Xi
∗
→e∆ (qFi ,−), le lemme
(6.5.1) implique que Xi ∈ Post
∗(Fi), c-a`-d. par la de´finition de R
′
s et R
′
p que
Xi ∈ R
′
s
∗
(Fi) (et Xi ∈ R
′
p
∗
(Fi)). Il s’en suit que qXi ∈ Ss
∗(qFi) (notons qu’il est
important ici d’avoirR′s dans la de´finition de Ss,Rs ne suffit pas puisque Xi peut
eˆtre obtenu a` partir de Fi apre`s l’application de diffe´rentes re`gles de Rs et Rp),
et par conse´quent que qXipi+1 · · · pmp
′
1 · · · p
′
n ∈ L. Puisque qX1 · · · qXi−1 ∈ S
∗
s (0),
nous obtenons que
qX1 · · · qXi−1qXipi+1 · · · pmp
′
1 · · · p
′
n ∈ L,
Puisque le nombre des e´tats pj 6= qXj (de la forme (s,−)) dans
qX1 · · · qXi−1qXipi+1 · · · pm
est infe´rieur a` K, nous de´duisons par induction que qY1 · · · qYkp
′
1 · · · p
′
n ∈ L.
Conside´rons le cas ou` la re`gle ·(L) → (q, ·) est le re´sultat d’une (β7)-re`gle. Nous
proce´dons exactement comme pre´ce´demment. La seule diffe´rence est que maintenant,
dans l’e´tape d’induction, nous devons consie´rer aussi le cas ou` il y a un indice i
tel que pi = (p,−) pour un p dans Q, et pour chaque j, 1 ≤ j < i, pj = qXj .
Alors ne´cessairement, duˆ aux re`gles de re´e´criture pre´fixe S ′s, nous de´duisons que
(p,−)pi+1 · · · pmp
′
1 · · · p
′
n ∈ L, et qX1 · · · qXi−1 ∈ S
∗
s (0). Par conse´quent, a` partir de
la de´finition de S′s, nous obtenons que ppi+1 · · · pmp
′
1 · · · p
′
n ∈ L. En plus, puisque
Xi
∗
→e∆ (p,−), la de´finition de S
′
s implique que qXi ∈ S
′
s
∗(p), et par conse´quent, que
qXipi+1 · · · pmp
′
1 · · · p
′
n ∈ L. Puisque qX1 · · · qXi−1 ∈ S
∗
s (0), nous obtenons que
qX1 · · · qXi−1qXipi+1 · · · pmp
′
1 · · · p
′
n ∈ L,
Puisque le nombre des e´tats pj 6= qXj (de la forme (s,−)) dans qX1 · · · qXi−1qXipi+1 · · · pm
est infe´rieur a` K, nous de´duisons par induction que qY1 · · · qYkp
′
1 · · · p
′
n ∈ L. 2
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6.6 Conclusion
Dans ce chapitre, nous avons repre´sente´ les termes de processsus par des arbres a`
largeurs non borne´s. Nous avons de´fini une classe d’automates d’arbres pour repre´senter
des ensembles d’arbres a` arite´s non borne´es qui sont ferme´s par permutations des fils
de certains nœuds (ceux correspondant a` l’ope´rateur “||”). Nous avons montre´ que
cette classe d’automates est effectivement ferme´e par toutes les ope´rations boole´ennes
et que son proble`me du vide est de´cidable. D’autres classes d’automates similaires aux
noˆtres ont e´te´ inde´pendamment conside´re´es par d’autres auteurs [Col02, Lug03]. Les
“multiset automata” de [Col02] de´finissent les meˆmes ensembles que les noˆtres, alors
que les “multitree automata” de [Lug03] de´finissent une classe plus ge´ne´rale qui permet
de compter le nombre de fils e´gaux.
Nous avons utilise´ cette classe d’automates pour calculer les ensembles des ac-
cessibles des syste`mes PRS. Notre approche constitue un cadre ge´ne´rique ou` toutes
les techniques d’analyse symbolique des re´seaux de Petri et des automates a` comp-
teurs utilisant des contraintes line´aires peuvent eˆtre inte´gre´es, en combinaison avec les
techniques d’analyse d’accessibilite´ symboliques des syste`mes a` pile. En plus, notre
algorithme permet de de´river des constructions effectives pour des sous-classes signi-
ficatives de PRS. En particulier, il permet de calculer les ensembles des accessibles
pour la classe PAD, et de de´cider la satisfaisabilite´ des formules EF pour cette classe.
Comme de´ja` mentionne´ auparavant, ce re´sultat e´tend toutes les techniques d’analyse
des syste`mes a` pile [Cau92, BEM97, FWW97] et des syste`mes PA [LS98, EP00] au
cadre plus ge´ne´ral des syste`mes PAD. Cette classe est importante puisqu’elle permet de
mode´liser les programmes re´cursifs paralle`les ou` les proce´dures peuvent communiquer.
L’algorithme pre´sente´ dans ce chapitre a plusieurs avantages par rapport a` la tech-
nique du chapitre pre´ce´dent qui a aussi comme conse´quence de pouvoir re´soudre les
proble`mes d’accessibilite´ (modulo toutes les e´quivalences) pour les syste`mes PAD :
– cette technique permet toujours de re´soudre le proble`me d’accessibilite´ pour les
PAD, alors que l’approche pre´ce´dente ne peut eˆtre applique´e que si le langage
L′ est ∼-compatible ;
– elle permet le model-checking des formules EF pour les syste`mes PAD, alors que
les algorithmes du chapitre pre´ce´dent ne le permettent pas ;
– cette technique peut s’appliquer a` des classes plus ge´ne´rales que les syste`mes
PAD, et permet d’unifier, d’inte´grer, et d’exploiter tous les travaux existants
d’analyse des re´seaux de Petri effectivement semiline´aires et des syste`mes a` pile,
pour l’analyse exacte de diffe´rentes sous-classes de PRS. Elle offre e´galement un
cadre uniforme qui permet de combiner toutes les techniques existantes d’ana-
lyse des re´seaux de Petri et des automates a` compteurs pour calculer des sur-
approximations des ensembles des accessibles pour toute la classe PRS [EM96,
CH78, DBR01, ABS01, FL02].
Cependant, l’avantage majeur de l’autre approche est qu’elle est polynoˆmiale au
meilleur des cas, et qu’au pire des cas elle risque d’eˆtre 1-exponentielle ; alors que l’al-
gorithme pre´sente´ dans ce chapitre est, pour les PAD, au meilleur des cas 1-exponentiel
si les formules des re`gles de l’automate initial sont de la forme ∃∗φ ou` φ est sans quan-
tificateurs ; et dans le pire des cas, elle peut eˆtre 4-exponentielle. C’est la complexite´
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PRS (G,G)
PA (1,G)
PAD (S,G)
Syste`mes (S,S)
a` Pile
PAN (P,G)
Re´seaux de Petri (P,P)
BPP (1,P)BPA (1,S)
Syste`mes finis (1,1)
Fig. 6.3 – Limites de la de´cidabilite´ du model-checking de EF
the´orique de notre proce´dure ; mais dans la pratique, nous pouvons utiliser les tech-
niques d’analyses symboliques des automates a` compteurs et des re´seaux de Petri qui
se comportent bien.
Finalement, notons que Mayr [May98] a montre´ que PAD est la classe la plus
ge´ne´rale de la hie´archie de PRS pour laquelle le model-checking des formules EF est
de´cidable. La figure 6.3 montre les limites de de´cidabilite´ de EF pour cette hie´rarchie
[May98]. Le model-checking de EF est de´cidable pour toutes les classes qui sont en
dessous de la ligne, et inde´cidable pour toutes celles en dessus. Nous en de´duisons
qu’il n’est pas possible, pour les classes en dessus de la ligne, de repre´senter les en-
sembles des pre´de´cesseurs par des CH-automates. Notre construction pour PAD est
donc “optimale” pour cette hie´rarchie.
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Troisie`me partie
Analyse des programmes
re´cursifs paralle`les par calcul
d’abstractions des chemins
d’exe´cutions
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Introduction
Dans la partie pre´ce´dente, nous avons mode´lise´ les programmes paralle`les re´cursifs
par des PRS. Ce formalisme est certes tre`s puissant mais ne permet de repre´senter la
synchronisation de manie`re pre´cise que dans certains cas. L’avantage de ce mode`le est
qu’il est possible de l’analyser de manie`re exacte dans plusieurs cas inte´ressants. Dans
cette partie, nous allons utiliser des mode`les plus puissants pour repre´senter de manie`re
plus pre´cise les programmes. Ces formalismes permettent de mode´liser re´cursion et syn-
chronisation de manie`re exacte. Plus pre´cise´ment, nous conside´rons dans cette partie
deux classes de programmes : (1) les programmes contenant un nombre fixe de pro-
cessus se´quentiels concurrents. Nous mode´lisons ces programmes par des syste`mes a`
pile communicants ; et (2) les programmes ou` dynamisme et re´cursion sont permis.
Nous mode´lisons ces programmes par des syste`mes de re´e´criture qui e´tendent PA “a`-la
CCS” par des ope´rateurs de synchronisation et de restriction.
Comme l’analyse des programmes devient inde´cidable de`s que l’on conside`re la
synchronisation et les appels re´cursifs de proce´dures [Ram00], les deux mode`les que
nous conside´rons sont inde´cidables. Nous ne pourrons donc pas re´soudre le proble`me
d’accessibilite´ de manie`re exacte dans ces cas. Pour contourner ce proble`me, nous
proposons une approche ge´ne´rale qui permet de re´soudre ce proble`me d’accessibilite´
de manie`re abstraite.
Rappelons que le proble`me auquel nous nous inte´ressons est de savoir si
Post∗(L) ∩ L′ = ∅
ou de manie`re e´quivalente si
Pre∗(L′) ∩ L = ∅
ou` L et L′ sont des ensembles infinis de configurations. Ce proble`me consiste a` de´termi-
ner s’il existe une configuration de L qui peut atteindre une configuration de L′. Pour le
re´soudre, nous pouvons soit (1) calculer, si possible, l’ensemble des accessibles Post∗(L)
et ve´rifier que son intersection avec L′ est vide (ou de manie`re e´quivalente, calculer
Pre∗(L′) et ve´rifier qu’il n’intersecte pas L). C’est l’approche que nous avons conside´re´
jusqu’a` pre´sent. Soit (2) calculer l’ensemble des se´quences d’actions Paths(L,L′) qui
permettent d’acce´der a` une configuration de L′ a` partir d’une configuration de L, et
ve´rifier s’il est vide :
Paths(L,L′) = ∅
Comme les mode`les conside´re´s sont inde´cidables, nous ne pouvons ni calculer l’en-
semble des accessibles, ni celui des chemins d’exe´cutions de manie`re exacte. Nous
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adoptons alors une approche base´e sur le calcul d’une abstraction α
(
Paths(L,L′)
)
qui
constitue une sur-approximation de l’ensemble des chemins d’exe´cutions qui me`nent
de L a` L′. Si cette sur-approximation est vide, nous sommes suˆrs que Paths(L,L′)
l’est aussi.
Nous proposons dans cette partie un cadre alge´brique ge´ne´rique, base´ sur les
alge`bres de Kleene, pour le calcul de ces abstractions (sur-approximations). Notre
me´thode est base´e sur la combinaison des techniques d’analyse d’accessibilite´ sym-
boliques base´es sur les automates avec des algorithmes de re´solution de syste`mes de
contraintes polynoˆmiales dans des domaines abstraits. Ce cadre peut eˆtre instancie´
par diffe´rentes classes d’abstraction. Ceci permet d’avoir diffe´rents algorithmes d’ana-
lyse ayant diffe´rents couˆts en fonction de la pre´cision de l’abstraction conside´re´e. Nous
conside´rons dans ce travail deux classes d’abstractions : (1) les abstractions a` chaˆınes
finies, qui sont des abstractions dont le domaine ne contient pas de chaˆınes infinies.
Dans ce cas, le syste`me de contraintes peut eˆtre re´solu par un calcul ite´ratif de point
fixe. (2) Les abstractions commutatives qui sont des abstractions qui “oublient” l’ordre
entre les diffe´rentes actions exe´cute´es. Ces abstractions correspondent aux classes de
langages qui contiennent un mot ssi ils contiennent toutes ses permutations. Dans ce
cas, nous re´solvons le syste`me de contraintes en utilisant la proce´dure de [HK99]. Nous
donnons plusieurs exemples d’abstractions utiles qui permettent de faire des analyses
a` diffe´rents couˆts et diffe´rentes pre´cisions.
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Chapitre 7
Programmes re´cursifs
communicants
Nous conside´rons dans ce chapitre les programmes ayant un nombre fixe de proces-
sus se´quentiels concurrents qui tournent en paralle`le et qui peuvent se synchroniser.
Chaque processus se´quentiel pouvant avoir des variables globales, et chaque proce´dure
pouvant aussi avoir des variables locales. Nous mode´lisons ces programmes par des au-
tomates a` pile communicants. Contrairement a` PRS, ce mode`le permet de repre´senter
de manie`re pre´cise re´cursion et synchronisation ; mais ne permet pas de conside´rer le
dynamisme. Comme explique´ dans l’introducion de cette partie, puisque ces mode`les
sont inde´cidables, nous re´solvons leur proble`me d’accessibilite´ de manie`re abstraite en
calculant des abstractions des chemins d’exe´cution.
Ce chapitre est organise´ comme suit. La section suivante explique plus en de´tails le
principe de l’approche conside´re´e dans ce chapitre. La section 7.2 pre´sente le mode`le
que nous conside´rons qui est base´ sur les automates a` pile communicants. La section
7.3 donne des exemples d’abstractions et de´finit les classes d’abstractions que nous
conside´rons. La section 7.4 montre comment re´duire le proble`me de calculer des lan-
gages de chemins abstraits au calcul de certains ensembles de pre´decesseurs/successeurs.
La section 7.5 pre´sente un algorithme ge´ne´rique pour le calcul des pre´de´cesseurs et
donne sa complexite´. Un algorithme similaire qui calcule les successeurs est de´crit a` la
section 7.6.
Le contenu de ce chapitre a e´te´ publie´ dans [BET03a, BET03b]
7.1 Le principe de l’approche
Conside´rons un programme se´quentiel pouvant avoir des proce´dures re´cursives, et
soit c une configuration de ce programme. Comme mentionne´ a` la section 4.3.2, et
comme nous allons le de´crire avec plus de de´tails dans la section suivante, un tel pro-
gramme se´quentiel peut eˆtre mode´lise´ par un automate a` pile. Une configuration du
programme peut donc eˆtre repre´sente´e par une paire comprenant un point de controˆle
et une pile contenant l’information sur les proce´dures qui ont e´te´ appele´es mais dont
211
l’exe´cution n’est pas encore termine´e. Si nous conside´rons un chemin d’exe´cution pos-
sible du programme comme une se´quence d’instructions, nous pouvons identifier l’en-
semble de tous les chemins du programme qui me`nent a` c a` partir d’une configuration
initiale c0 par un langage hors-contexte Paths(c0, c) (et chaque langage hors-contexte
peut eˆtre obtenu de cette manie`re), puisque les langages de´finis par les automates a`
pile de´finissent exactement les langages hors-contextes [HU79]. Par exemple, prenons
un programme qui soit termine imme´diatement soit exe´cute une instruction a, s’ap-
pelle re´cursivement, exe´cute une instruction b, et termine. Soit c une configuration
correspondant a` la terminaison. Nous avons Paths(c0, c) = {a
nbn | n ≥ 0}.
Conside´rons maintenant un syste`me concurrent ayant deux programmes se´quentiels
communiquant par rendez-vous comme de´crit a` la section 4.1. Nous supposons sans
perte de ge´ne´ralite´ que : (A) l’ensemble des signaux Sig est l’union disjointe de deux
ensembles de signaux : les signaux pouvant eˆtre envoye´s du processus un au processus
deux, et les signaux pouvant eˆtre envoye´s du processus deux au processus un. Nous
pouvons toujours nous ramener a` ce cas de figure par un renommage des signaux.
Soit (c1, c2) une configuration du syste`me, ou` c1 (resp. c2) est une configuration du
processus 1 (resp. du processus 2). Le proble`me est de de´cider si (c1, c2) est accessible
a` partir de la configuration initiale (c01, c02) en tenant compte de la synchronisation.
Une premie`re condition ne´cessaire est que ci soit accessible a` partir de c0i quand les
synchronisations ne sont pas conside´re´es. De plus, si nous interpre´tons les chemins
d’exe´cutions qui me`nent vers c1 et c2 comme des se´quences d’instructions de synchro-
nisation comme suit : Les actions de synchronissation a! et a? sont repre´sente´es par
a, et toutes les instructions internes qui peuvent eˆtre exe´cute´es par l’un des deux pro-
grammes inde´pendamment de l’autre sont cache´es, c-a`-d., elles sont toutes repre´sente´es
par une action invisible “τ”. Nous obtenons de cette manie`re deux langages hors-
contexte Paths(c01, c1) et Paths(c02, c2). Avec cette repre´sentation, (c1, c2) est acces-
sible ssi Paths(c01, c1)∩Paths(c02, c2) est non vide, c-a`-d., s’il existe des chemins des
deux composantes dont la se´quence de communication est la meˆme pour les deux parte-
naires. Observons que ceci est vrai puisque si “a” apparaˆıt dans les chemins d’exe´cution
des deux composantes, alors la condition (A) implique que ce signal a force´ment e´te´
envoye´ par l’un et rec¸u par l’autre. Malheureusement, puisque le proble`me du vide de
l’intersection des langages hors-contexte est inde´cidable, il n’est pas possible de de´cider
l’accessibilite´ de (c1, c2) a` partir de (c01, c02).
En ge´ne´ral, e´tant donne´s deux ensembles C1 ×C2 et C
′
1 ×C
′
2 de configurations du
syste`me concurrent, il est inde´cidable de de´terminer si une configuration de C1 × C2
est accessible a` partir d’une configuration de C ′1 × C
′
2 ; c-a`-d., il n’est pas possible
de de´terminer si Paths(C ′1, C1) ∩ Paths(C
′
2, C2) est vide. Comme explique´ dans l’in-
troduction de cette partie, pour attaquer ce proble`me, nos calculons des abstrac-
tions A(C ′i, Ci) satisfaisant A(C
′
i, Ci) ⊇ Paths(C
′
i, Ci). Il est clair que si A(C
′
1, C1) ∩
A(C ′2, C2) est vide alors Paths(C
′
1, C1)∩Paths(C
′
2, C2) l’est aussi. Donc nous ve´rifions
si A(C ′1, C1)∩A(C
′
2, C2) = ∅, et si la re´ponse est positive, nous de´duisons que C1×C2
n’est pas accessible a` partir de C ′1 × C
′
2.
Le proble`me est de trouver des abstractions des langages de chemins qui soient
calculables et pour lesquelles le proble`me du vide d’une intersection soit de´cidable.
Dans ce chapitre, nous donnons un algorithme ge´ne´rique pour le calcul de telles ap-
proximations. Cet algorithme est base´ sur (1) les constructions de [BEM97, EHRS00]
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a? b?
m2m1
Proce´dure pi2
call pi2 a?
a! b!
n2n1
Proce´dure pi1
n0 m0
n3 m3
Fig. 7.1 – Un exemple
qui calculent, e´tant donne´ un ensemble arbitraire re´gulier C de configurations d’un
programme se´quentiel, les ensembles pre∗(C) et post∗(C) des pre´deceseurs et succes-
seurs de C. (2) La re´solution d’ine´galite´s polynoˆmiales dans des domaines abstraits.
Nous conside´rons deux classes d’abstractions : les abstractions a` chaˆınes finies et les
abstractions commutatives. Nous donnons plusieurs exemples de telles abstractions qui
permettent diffe´rentes analyses en fonction du couˆt et de la pre´cision de´sire´s.
7.2 Mode´lisation
Les programmes que nous conside´rons correspondent a` un nombre fixe n de pro-
cessus se´quentiels concurrents. Ils peuvent eˆtre repre´sente´s par des PFG tels que la
proce´dure main cre´e n processus se´quentiels en paralle`le, et tels que les CFG de ces
processus ne contiennent pas d’appels paralle`les. Pour simplifier la pre´sentation, nous
supposons que de tels programmes sont donne´s sous la forme d’un n-uplet de syste`mes
de flow graphs, un pour chaque composante se´quentielle, ou` un syste`me de flow graphs
est un PFG qui mode´lise les programmes se´quentiels, c-a`-d., un PFG ne comprenant
pas d’instructions correspondant a` des appels paralle`les de la forme call(p1|| · · · ||pk).
Nous supposons que les noms des proce´dures des programmes se´quentiels diffe´rents
sont disjoints. Nous supposons e´galement que les ensembles Sij des signaux envoye´s
du processus i vers le processus j sont disjoints (nous pouvons toujours se ramener a`
ce cas par un renommage des signaux).
La figure 7.1 repre´sente une paire de flow graphs qui correspond a` un programme ou`
deux processus se´quentiels sont mis en paralle`le. Ces processus communiquent par les
signaux a et b. Sur la figure, les points n0, n3,m0, et m3 correpondent respectivement
aux points d’entre´e et de sortie des proce´dures pi1 et pi2 : epi1 , rpi1 , epi2 , et rpi2 .
7.2.1 Mode`le formel : Syste`mes a` pile
Un Syste`me a` pile (PDS pour PushDown System) est un quintuplet
P = (P,Act,Γ, c0,∆)
213
ou` P est un ensemble fini d’e´tats de controˆle, Act est un ensemble fini d’actions, Γ est
l’alphabet de la pile, et ∆ ⊆ (P ×Γ)×Act × (P ×Γ∗) est un ensemble fini de re`gles de
transition. Si ((p, γ), a, (p′, w)) ∈ ∆, nous e´crivons 〈p, γ〉
a
↪−→ 〈p′, w〉. Une configuration
de P est une paire 〈p, w〉 ou` p ∈ P est un point de controˆle et w ∈ Γ∗ est le contenu de
la pile. Nous supposons sans perte de ge´ne´ralite´ que toutes les re`gles de ∆ sont de la
forme 〈p, γ〉
a
↪−→ 〈p′, w〉 tel que |w| ≤ 2 (en fait, comme nous le verrons plus tard, les
PDS obtenus a` partir des programmes satisfont ces contraintes). c0 est la configuration
initiale de P . L’ensemble de toutes les configurations est de´note´ par C. Un ensemble
de configurations C est re´gulier si pour chaque point de controˆle p ∈ P le langage
{w ∈ Γ∗ | 〈p, w〉 ∈ C} est re´gulier.
Pour chaque action a, nous de´finissons la relation a−→ ⊆ C × C comme suit :
si 〈q, γ〉
a
↪−→ 〈q′, w〉, alors 〈q, γv〉 a−→〈q′, wv〉 pour chaque v ∈ Γ∗ ; 〈q, γv〉 est un
pre´de´cesseur imme´diat de 〈q′, wv〉, et 〈q′, wv〉 in successeur imme´diat de 〈q, γv〉.
La fonction des pre´de´cesseurs pre∗ : 2C → 2C de P est de´finie comme suit : c
appartient a` pre∗(C) si un successeur de c appartient a` C. Nous de´finissons post∗(C)
de manie`re similaire.
Un Syste`me a` pile communicant (CPDS pour Communicating PushDown System)
est un n-uplet CP = (P1, . . . ,Pn) de syste`mes a` pile sur le meˆme ensemble d’actions
Act . Pour mode´liser la communication, nous supposons que Act contient une action
spe´ciale τ qui repre´sente les actions internes, et que chaque action dans Lab = Act \{τ}
est une action de synchronisation.
Comme explique´ dans la premie`re section, l’ide´e est de repre´senter toutes les ins-
tructions internes des processus par l’action invisible τ , et les instructions de syn-
chronisation a! et a? par l’e´tiquette a. Nous ne distinguons par entre a! et a? car
nous supposons que les ensembles des signaux Sij sont disjoints. Donc, si de par notre
mode´lisation, deux automates a` pile (mode´lisant deux processus se´quentiels concur-
rents) “exe´cutent” une action a, alors nous sommes suˆrs que l’un des deux processus a
e´mis le signal a et l’autre l’a rec¸u. Nous utilisons cette mode´lisation pour pouvoir parler
d’une meˆme “se´quence de synchronisation” de deux automates a` pile, et donc re´duire
le proble`me d’accessibilite´ a` un proble`me d’intersection de langages hors-contextes
comme explique´ dans la premie`re section de ce chapitre.
Une configuration globale d’un CPDS est un n-uplet g = (c1, . . . , cn) de configura-
tions de P1, . . .Pn. Nous e´tendons les relations
a−→ aux paires de configurations globales
comme suit. Soit g = (c1, . . . , cn) et g
′ = (c′1, . . . , c
′
n) des configurations globales :
– g τ−→ g′ s’il existe 1 ≤ i ≤ n tels que ci
τ−→ c′i et c
′
j = cj pour chaque j 6= i ;
– g a−→ g′ s’il existe des indices i 6= j tels que ci
a−→ c′i, cj
a−→ c′j , et c
′
k = ck pour
chaque i 6= k 6= j.
Comme explique´ ci-dessus, dans ce dernier cas, nous ne pouvons avoir g a−→ g′ ou` a
est un signal que si une des composantes (i ou j) e´met le signal a et l’autre le rec¸oit.
Etant donne´ un ensemble G de configurations globales, nous de´finissons pre∗(G)
et post∗(G) de manie`re standard.
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7.2.2 Passer d’un n-uplet de syste`mes de flow graphs a` un
CPDS
Etant donne´ un n-uplet de syste`mes de flow graphs, nous de´finissons un CPDS
correspondant comme suit. Nous associons a` chacun des n syste`mes de flow graphs un
syste`me a` pile. Le CPDS est juste le n-uplet de ces n syste`mes a` pile.
En adoptant la mode´lisation donne´e dans [ES01], nous associons a` un syste`me de
flow graphs Gi ayant un ensemble de nœuds Ni et un ensemble d’areˆtes Ei, le PDS
P = (P,Act ,Γ, c0,∆) de´fini comme suit. P est l’ensemble de toutes les valuations
possibles des variables globales, ou un singleton si le programme n’a pas de variables
globales ou si toutes les variables globales ont e´te´ abstraites. Act contient l’action τ et
une action a pour chaque signal a. Γ est l’ensemble de toutes les paires (n, v), ou` n est
un nœud du flow graph, et v est une valuation des variables locales. La configuration
initiale c0 est de´finie par c0 = 〈glob0, (emaini , loc0)〉, ou` glob0 et loc0 sont les valeurs
initiales des variables globales et locales, et emaini est le nœud initial de la proce´dure
principale maini du processus i. ∆ contient l’ensemble des re`gles :
Instruction vide : 〈glob, (n1, loc)〉
τ
↪→ 〈glob, (n2, loc)〉, si n1 → n2 ∈ Ei ;
Affectation : 〈glob, (n1, loc)〉
τ
↪→ 〈glob′, (n2, loc
′)〉, si n1
a
→ n2 ∈ Ei et a est une affecta-
tion, ou` glob et glob′ (loc et loc′) sont les valeurs des variables globales (locales) avant
et apre`s l’affectation ;
Conditionnelle “if-then-else” : 〈glob, (n1, loc)〉
τ
↪→ 〈glob, (n2, loc)〉, si n1
a
→ n2 ∈ Ei et
a est une conditionnelle “if-then-else”, ou` glob et loc sont tels que la condition de
l’instruction est satisfaite ;
Appel re´cursif : si n1
call(p)
−−−−−→n2 ∈ Ei, alors conside´rer la re`gle
〈glob, (n1, loc)〉
τ
↪→ 〈glob, (ep, locp) · (n2, loc)〉,
ou` ep est le point d’entre´e de la proce´dure p, locp les valeurs des arguments passe´es
par la proce´dure appelante a` la proce´dure p, et loc me´morise les variables locales de
la proce´dure appelante ;
Terminaison :1 〈glob, (rp, loc)〉
τ
↪→ 〈glob′, 〉, ou` rp est le point de sortie de la proce´dure
p et glob′ me´morise la valeur retourne´e par la proce´dure apre`s sa terminaison.
Synchronisation : Si n1
a!
→ n′1 ∈ Ei ou n1
a?
→ n′1 ∈ Ei alors conside´rer la re`gle
〈glob1, (n1, loc1)〉
a
→ 〈glob1, (n
′
1, loc1)〉.
La figure 7.1 repre´sente un CPDS a` deux PDSs correspondant au programme
se´quentiel du coˆte´ droit de la figure 7.2.
1Observons qu’ici, les re´sultats de retour des proce´dures appele´es sont stocke´s dans les variables
globales. Ceci est diffe´rent de la mode´lisation que nous avons conside´re´ pour mode´liser nos programmes
par des PRS.
Notons que pour les programmes se´quentiels, cette traduction vers les automates a` pile peut aussi
eˆtre vue comme une traduction vers PRS comme explique´ dans la section 4.3.2.
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P = ({p}, {a, b, τ}, {m0,m1,m2,m3}, 〈p,m0〉, {r1, . . . r5}) ou`
r1 : 〈p,m0〉
a
↪−→ 〈p,m1〉 r4 : 〈p,m2〉
a
↪−→ 〈p,m3〉
r2 : 〈p,m0〉
b
↪−→ 〈p,m2〉 r5 : 〈p,m3〉
τ
↪−→ 〈p, 〉
r3 : 〈p,m1〉
τ
↪−→ 〈p,m0m3〉
Fig. 7.2 – Un syste`me a` pile
7.3 Abstraction des langages de chemin
7.3.1 Analyse d’accessibilite´ et langages de chemin
Soit (P1, . . . ,Pn) un CPDS. Conside´rons le proble`me de ve´rifier si un ensemble de
configurations C1×· · ·×Cn est accessible a` partir de C
′
1×· · ·×C
′
n. Ce proble`me peut
eˆtre re´duit au proble´me de ve´rifier le vide de l’intersection de langages hors-contexte.
En effet, l’ensemble des actions visibles Lab est une union disjointe d’ensembles Labi,j
correspondant aux actions de synchronisation entre chaque paire de syste`mes Pi et
Pj (puisque les Sij sont disjoints). Soit Li = Paths(C
′
i, Ci) l’ensemble des chemins
menant dans Pi d’une configuration de C
′
i a` une configuration de Ci, et soit
L̂i = Li tt (
⋃
j,k 6=i
Labj,k)
∗
ou` tt est l’ope´rateur de shuﬄe de´fini comme suit : si u et v deux mots de Lab, alors
uttv = {u1v1u2v2 · · ·unvn | u = u1 · · ·un, v = v1 · · · vn}
Ceci exprime que nous inse´rons partout dans tous les chemins de Pi des e´tiquettes
correspondant aux actions de synchronisation entre des paires d’autres processus. Au-
trement dit, nous e´tendons chaque syste`me a` pile Pi par des boucles (self loops) sur
chaque e´tat de controˆle e´tiquete´es par des actions de synchronisation entre des paires
d’autres processus. Notons que cette extension n’est faite que lorsque n ≥ 3 (pour
n = 2, nous avons L̂i = Li).
Il est facile de voir que C1 × · · · × Cn est accessible a` partir de C
′
1 × · · · ×C
′
n si et
seulement si
L̂1 ∩ . . . ∩ L̂n 6= ∅
Comme mentionne´ dans la premie`re section, notre approche pour attaquer ce
proble`me (qui est inde´cidable) est base´e sur le calcul d’abstractions A(C ′, C) des lan-
gages de chemins Paths(C ′, C) des syste`mes a` pile, pour des ensembles donne´s de
configurations C ′ et C. Une fois des abstractions A(C ′i, Ci) des langages de chemins L̂i
ont e´te´ calcule´es, nous testons si leur intersection est vide, auquel cas, nous concluons
que C1 × · · · × Cn n’est pas accessible a` partir de C
′
1 × · · · × C
′
n.
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n0
n1
a!
m0
m2m1
a?
Programme 1
call pi1
Proc : pi1 Proc : pi2
Programme 2
Fig. 7.3 – Un autre exemple
7.3.2 Exemples d’abstractions de langages de chemins
Nous conside´rons dans ce qui suit quatre exemples d’abstractions. Notons que pour
appliquer notre approche, nous avons besoin d’une repre´sentation finie de A(C ′, C).
Donc nous devons calculer un objet abstrait repre´sentant A(C ′, C).
Nous de´crivons ci-dessous les quatre abstractions que nous conside´rons de manie`re
informelle. Nous donnons les de´finitions formelles plus tard.
7.3.2.1 Les ensembles d’actions interdites et ne´cessaires
L’objet abstrait est une paire [F,R], ou` F,R ⊆ Lab. F (pour Forbidden), est
l’ensemble des actions interdites. Il contient les lettres a qui n’apparaissent dans aucune
se´quence de Paths(C ′, C). R (pour Required), est l’ensemble des actions ne´cessaires.
Il contient les lettres a qui apparaissent dans toutes les se´quences de Paths(C ′, C).
[F,R] repre´sente le langage de toutes les se´quences qui ne contiennent aucune lettre
de F et au moins une occurrence de chaque lettre de R. Il est facile de voir que les
langages repre´sente´s par [F1, R1] et [F2, R2] ont une intersection vide si et seulement
si F1 ∩R2 6= ∅ ou R1 ∩ F2 6= ∅.
Dans la figure 7.3 nous pouvons utiliser cette abstraction pour de´duire qu’aucune
configuration ayant n1 et m2 comme points de controˆle n’est accessible : L’action a
est ne´cessaire pour acce´der a` n1, mais interdite si nous voulons arriver a` m2.
7.3.2.2 Label bitvectors
Dans cette deuxie`me abstraction, l’objet abstrait repre´sentant A(C ′, C) est un
ensemble B de vecteurs de bits Lab → B. Un vecteur de bits b appartient a` B s’il existe
une se´quence dans Paths(C ′, C) telle que b(a) = 1 si a apparaˆıt dans la se´quence et
b(a) = 0 sinon.
Dans la figure 7.1 nous pouvons utiliser cette abstraction pour de´duire qu’aucune
configuration ayant n3 et m3 comme points de controˆle n’est accessible. Puisque les
deux programmes se´quentiels n’ont pas de variables, leurs PDSs correspondant ont
chacun un e´tat de controˆle p01 et p02. Les alphabets de pile sont Γ1 = {n0, . . . , n3},
Γ2 = {m0, . . .m3}. Les configurations initiales sont c01 = (p01, n0) et c02 = (p02,m0).
Nous de´notons par B(n3) (resp. B(m3)) les ensembles des vecteurs de bits correspon-
dants a` l’ensemble Paths(c01, {〈p01, n3w〉 | w ∈ Γ
∗
1}) des se´quences qui me`nent de c01
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m0
c? b?
m3
m2m1
call pi2 a?
n0
a! b!
n3
n2n1
b!
Proc : pi1 Proc : pi2
Programme 1 Programme 2
Fig. 7.4 – Exemple 3
a` une configuration ou` le programme 1 est au point de controˆle n3 (resp. l’ensemble
Paths(c02, {〈p02,m3w〉 | w ∈ Γ
∗
2}) des se´quences qui me`nent de c02 a` une configuration
ou` le programme 1 est au point de controˆle m3). Nous avons B(n3) = {10, 01}, alors
que B(m3) = {11} (les composantes des vecteurs de bits correspondent aux lettres
a, b). Comme B(n3) ∩ B(m3) = ∅, nous de´duisons qu’il n’est pas possible d’atteindre
une configuration ou` n3 et m3 sont tous les deux actifs. Observons que l’abstraction
pre´ce´dente ne permet pas d’arriver a` cette conclusion puisque pour arriver a` n3 ou a`
m3 les actions a et b sont toutes les deux permises.
7.3.2.3 Ordre des premie`res occurrences
L’objet abstrait repre´sentant A(C ′, C) est un ensemble W de mots w tels que pour
chaque a ∈ Lab, |w|a ≤ 1 (|w|a de´note le nombre d’occurrences de la lettre a dans w).
Un mot w = a1 · · · an appartient a` W s’il existe un chemin dans Paths(C
′, C) tel que
l’ensemble des lettres qui apparaissent dans w est pre´cise´ment e´gal a` {a1, . . . , an}, et en
plus, les premie`res occurrences de ces lettres dans le chemin apparaissent dans l’ordre
de´fini par w (c-a`-d., pour chaque i < j, ai apparait pour la premie`re fois avant aj).
Tester le vide de l’intersection des langages repre´sente´s par W1 et W2 est e´quivalent a`
tester le vide de leur intersection en tant qu’ensembles.
Nous pouvons utiliser cette abstraction pour de´duire qu’aucune configuration du
programme de la figure 7.4 ayant n3 et m3 comme points de controˆle n’est acces-
sible a` partir d’une configuration initiale. Comme pre´ce´demment, puisque les deux
programmes se´quentiels n’ont pas de variables, leurs PDSs correspondant ont cha-
cun un e´tat de controˆle p01 et p02. Les alphabets de pile sont Γ1 = {n0, . . . , n3},
Γ2 = {m0, . . .m3}. Les configurations initiales sont c01 = {(p01, n0), c02 = (p02,m0).
Nous de´notons par W (n3) et W (m3) les ensembles des mots correspondant a`
Paths(c01, {〈p01, n3w〉 | w ∈ Γ
∗
1}) et Paths(c02, {〈p02,m3w〉 | w ∈ Γ
∗
2}). Nous avons
W (n3) = {ab, b}, et W (m3) = {cba, ba}. Puisque W (n3) ∩W (m3) = ∅, il n’y a pas de
se´quence de communication commune aux deux programmes se´quentiels permettant
d’acce´der aux points de controˆle n3 et m3.
Observons que l’abstraction pre´ce´dente ne permet pas de conclure qu’aucune confi-
guration ou` les programmes 1 et 2 sont simultane´ment aux points de controˆles n3 et
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n0
n3
n2n1
a!
a!
m0
m2
a?
call pi1
call pi1
a?
a?
m1
Proc : pi1
Programme 1
Proc : pi2
Programme 2
Fig. 7.5 – Un dernier exemple
m3 n’est accessible. En effet, cette abstraction me´morise l’information que pour arri-
ver a` n3 ou a` m3, il faut exe´cuter une se´quence d’actions ou` a et b sont tous les deux
pre´sents, sans tenir compte de l’ordre dans lequel ces actions sont exe´cute´es, alors que
dans ce cas, l’ordre est important.
7.3.2.4 Les images de Parikh
C’est l’abstraction la plus pre´cise que nous conside´rons. L’objet abstrait repre´sentant
A(C ′, C) est l’image de Parikh de Paths(C ′, C).
Dans la figure 7.5 nous pouvons conclure qu’aucune configuration ayant n3 et m2
comme points de controˆle n’est accessible : Pour arriver a` n3, a doit s’exe´cuter un
nombre paire de fois ; alors que pour atteindre m3, elle doit s’exe´cuter un nombre
impair de fois.
Il y a plusieurs autres abstractions possibles. Par exemple, nous pouvons combi-
ner les label bitvectors et les images de Parikh : Pour certaines actions, nous nous
inte´ressons a` savoir si elles apparaissent dans la se´quence ou non, tandis que pour
d’autres, nous comptons le nombre de leur apparition. De plus, il est parfois utile de
compter modulo un nombre (comme dans le cas de la figure 7.5).
7.3.3 Un cadre formel
7.3.3.1 Pre´liminaires
Nous rappelons dans ce qui suit quelques de´finitions standards qui vont nous eˆtre
utiles pour de´finir notre cadre formel d’abstraction.
Treillis complets et points fixes :
Soit E un ensemble donne´. Un ordre ≤ sur E est une relation dans E×E qui est :
– re´flexive : ∀x ∈ E, x ≤ x ;
– antisyme´trique : si x ≤ y et y ≤ x, alors x = y ;
– transitive : si x ≤ y et y ≤ z, alors x ≤ z.
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De´finition 7.3.1 (Treillis complets) Soit X une partie de E, y est un majorant
(resp. minorant) de X si ∀x ∈ X, x ≤ y (resp. y ≤ x). Soit Maj(X) (resp. Min(X))
l’ensemble des majorants (resp. minorants) de X. y est un plus grand e´le´ment de X
(resp. plus petit e´le´ment de X) si y ∈ X et y est un majorant (resp. minorant) de X.
X admet une borne supe´rieure tX (resp. une borne infe´rieure uX) ssi Maj(X) admet
tX comme plus petit e´le´ment (resp. Min(X) admet uX comme plus grand e´le´ment).
(E,≤,t,u,⊥,>) est un treillis complet ssi toute partie X de E admet une borne
infe´rieure uX et une borne supe´rieure tX. En particulier, ⊥ = uE = t∅ et > =
tE = u∅.
De´finition 7.3.2 (Fonctions monotones et fonctions continues) Soit f une fonc-
tion de E dans E, f est monotone ssi
x ≤ y ⇒ f(x) ≤ f(y).
f est t-continue ssi
∀X ⊆ E, f(tX) = tx∈Xf(x)
x ∈ E est un point fixe (resp. pre´-point fixe) d’une fonction f ssi x = f(x) (resp.
f(x) ≤ x).
The´ore`me 7.3.1 (Tarski [Tar55]) Si (E,≤,t,u,⊥,>) est un treillis complet, et si
f est une fonction monotone de E → E, alors f admet un plus petit point fixe qui est
aussi son plus petit pre´-point fixe.
The´ore`me 7.3.2 (Kleene) Si (E,≤,t,u,⊥,>) est un treillis complet, et si f est
une fonction continue de E → E, alors le plus petit point fixe de f est e´gal a`
tnf
n(⊥)
avec f0(x) = x, et fn+1(x) = f(fn(x)).
Abstractions et connexions de Galois :
Notons par L le treillis complet des langages sur Lab, c-a`-d.,
L = (2Lab
∗
,⊆,∪,∩, ∅,Lab∗).
Formellement, une abstraction de L [CC77] consiste en un treillis abstrait
D = (D,≤,t,u,⊥,>)
ou` D est un domaine appele´ le domaine abstrait, et une connexion de Galois (α, γ)
entre L et D, c-a`-d., une paire de fonctions α : 2Lab
∗
→ D dite la fonction d’abstraction
et γ : D → 2Lab
∗
dite la fonction de concre´tisation telles que
∀x ∈ 2Lab
∗
, ∀y ∈ D. α(x) ≤ y ⇐⇒ x ⊆ γ(y) .
Une connexion de Galois assure que pour tout langage L,
L ⊆ γ
(
α(L)
)
ce qui exprime que la concre´tisation de l’abstraction d’un langage L est une sur-
approximation de L. C’est ce qui assure que l’abstraction est correcte.
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7.3.3.2 Notre cadre formel d’abstraction
Notre but est de de´finir des abstractions de L telles que (i) le langage de chemins
abstrait α(Paths(C ′i, Ci)) peut eˆtre calcule´ quand Ci et C
′
i sont re´guliers, et (ii) le
vide d’une intersection soit de´cidable dans le domaine D. Pour ceci, nous conside´rons
une classe d’abstractions, que nous appelons abstractions de Kleene, pour lesquelles
le treillis D a une bonne structure alge´brique. Dans le reste de cette section nous
de´finissons ces abstractions, et nous montrons dans la section suivante que les quatre
exemples de la section 7.3.2 sont en fait des abstractions de Kleene.
Alge`bres de Kleene :
Un semi-anneau idempotent est un quintuplet K = (K,⊕,, 0¯, 1¯), ou` ⊕ est une
ope´ration associative, commutative, et idempotente (a⊕a = a), et  est une ope´ration
associative. 0¯ et 1¯ sont les e´le´ments neutres pour ⊕ et , respectivement. 0¯ est un
e´le´ment absorbant pour  (a  0¯ = 0¯  a = 0¯), et  est distributif par rapport
a` ⊕. K est un Lab-semi-anneau si K est ge´ne´re´ par 0¯, 1¯, et un e´le´ment va pour
chaque a ∈ Lab. Un semi-anneau est ferme´ si ⊕ peut eˆtre e´tendu en un ope´rateur
sur les ensembles infinis e´nume´rables (c-a`-d., les sommes infinies e´nume´rables sont
permises), et cet ope´rateur a les meˆmes proprie´te´s que ⊕ (il est associatif, commutatif,
idempotent, et  est distributif par rapport a` cet ope´rateur). Dans les semi-anneaux
ferme´s, nous pouvons de´finir a0 = 1¯, an+1 = a  an, et a? =
⊕
n≥0 a
n. Rajouter
l’ope´ration “?” a` K le transforme en une alge`bre de Kleene.
Convention 7.3.1 Dans la suite, nous re´servons le terme alge`bre de Kleene pour les
alge`bres de Kleene induites par des Lab-semi-anneaux ferme´s et idempotents.
Soit K une alge`bre de Kleene avec un domaine K. Pour des raisons techniques que
nous verrons plus tard, nous avons besoin d’introduire la notion de “miroir” xR (R
pour Reverse) d’un e´le´ment x de K. Cette notion est de´finie inductivement comme
suit :
– vRa = va,
– (x⊕ y)R = xR ⊕ yR,
– (x y)R = yR  xR, et
– (x?)R = (xR)?.
Il s’en suit que pour chaque e´le´ment x de K, nous avons :
(xR)R = x. (7.1)
Abstractions de Kleene :
Un treillis abstrait D = (D,≤,t,u,⊥,>) est compatible avec une alge`bre de
Kleene K = (K,⊕,, ?, 0¯, 1¯) si K = D, et l’ordre, la borne infe´rieure, et l’ope´ration t
du treillis abstrait sont donne´s par x ≤ y si x⊕y = y, ⊥ = 0¯, et t = ⊕, respectivement.
Une abstraction de Kleene est une abstraction dans laquelle le treillis abstrait D
est compatible avec l’alge`bre de Kleene K = (K,⊕,, 0¯, 1¯), et la connexion de Galois
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est donne´e par α : 2Lab
∗
→ K et γ : K → 2Lab
∗
telles que
α(L) =
⊕
a1···an∈L
va1  · · ·  van
γ(x) = {a1 · · · an ∈ 2
Lab
∗
| va1  · · ·  van ≤ x}
Il est facile de ve´rifier que (α, γ) est une connexion de Galois.
Intuitivement, une abstraction de Kleene est telle que les ope´rations abstraites ⊕,
, et ? de K correspondent a` l’union, la concate´nation, et la cloˆture de Kleene des
langages du treillis L. 0¯ et 1¯ sont les objets abstraits correspondant au langage vide
et a` {}, respectivement. L’e´le´ment va est l’objet abstrait correspondant au langage
{a}. La borne supe´rieure > ∈ K est l’objet abstrait correspondant au langage Lab∗,
et l’ope´ration u correspond a` l’intersection des langages dans le treillis L. Si nous
souhaitons calculer α(L) pour un langage L, nous “abstrayons” chaque mot a1 . . . an
de L par l’objet va1  · · ·  van , et nous conside´rons l’union de ces objets.
Proprie´te´s des abstractions de Kleene :
Nous obtenons directement de la de´finition de α donne´e ci-dessus que pour chaque
L ∈ 2Lab
∗
,
α
(
miroir(L)
)
=
(
α(L)
)R
. (7.2)
De plus, dans une abstraction de Kleene nous avons α(∅) = ⊥ et γ(⊥) = ∅, ce qui
implique que
Proposition 7.3.1
∀L1, . . . , Ln. α(L1) u · · · u α(Ln) = ⊥ ⇒ L1 ∩ · · · ∩ Ln = ∅
Preuve : Nous raisonnons par l’absurde. Supposons que α(L1) u . . . u α(Ln) = ⊥ et
que L1 ∩ . . .∩Ln 6= ∅. Soit alors x ∈ L1 ∩ . . .∩Ln. Donc α(x) = ⊥. Puisque (α, γ) est
une connexion de Galois, et que α(x) ≤ α(x), il s’en suit que x ⊆ γ(α(x)) = γ(⊥) = ∅,
ce qui constitue une contradiction. 2
Cette proprie´te´ est ne´cessaire pour notre approche : Pour tester le vide de l’intersection
de deux langages hors-contexte, il suffit de tester le vide de l’ intersection de leurs
abstractions.
Abstractions de Kleene particulie`res :
Dans ce travail, nous conside´rons deux familles d’abstractions de Kleene :
– Les abstractions a` chaˆınes finies qui sont les abstractions telles que K ne contient
pas de chaˆıne ascendante infinie. Les abstractions finies ou` le domaine abstrait
K est fini sont des cas particuliers d’abstractions a` chaˆınes finies.
– Les abstractions commutatives qui sont les abstractions ou`  est commutatif. In-
tuitivement, ceci veut dire que  “oublie l’ordre” entre les lettres. Nous obtenons
ainsi que (K,⊕,, ?, 0¯, 1¯) est une alge`bre de Kleene commutative.
Nous montrons que notre proble`me peut eˆtre re´solu dans le cadre de ces deux
abstractions.
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7.3.4 Instances des abstractions
Nous montrons que les quatre exemples de la section 7.3.2 sont soit des abstractions
a` chaˆınes finies soit des abstractions de Kleene commutatives. Nous de´finissons les
alge`bres de Kleene correspondantes en donnant le domaine, les de´finitions de ⊕, , et
les e´le´ments 1¯ et 0¯. Notons que par la convention 7.3.1, l’ope´ration ? est de´termine´e
par ⊕ et .
7.3.4.1 Les ensembles d’actions interdites et ne´cessaires
L’alge`bre de Kleene K est de´finie comme suit :
– K = {0} ∪ {[F,R] ∈ 2Lab × 2Lab | F ∩R = ∅},
– [F1, R1]⊕ [F2, R2] = [F1 ∩ F2, R1 ∩R2],
– [F1, R1] [F2, R2] = [F1 ∩ F2, R1 ∪R2],
– 0 est par de´finition neutre pour ⊕ et absorbant pour ,
– 1 = [Lab, ∅].
Dans ce cas, K est engendre´ par les e´le´ments va de chaque a ∈ Lab, ou` va = [Lab \
{a}, {a}]. Le treillis abstrait est obtenu en prenant > = [∅, ∅], et de´finissant u par :
– [F1, R1] u [F2, R2] = [F1 ∪ F2, R1 ∪R2] si (F1 ∩R2) ∪ (F2 ∩R1) = ∅,
– [F1, R1] u [F2, R2] = 0 sinon,
– 0 u x = x u 0 = 0.
Observons que cette abstraction est en meˆme temps une abstraction a` chaˆınes finies
et une abstraction commutative.
7.3.4.2 Label bitvectors
Nous conside´rons l’alge`bre de Kleene K donne´e par :
1. K = 2[Lab→B], ou` [Lab → B] est l’ensemble des vecteurs de bits indexe´s par Lab,
2. ⊕ = ∪,
3.  = ∨ (l’ope´rateur boole´en ∨ est e´tendu aux vecteurs de bits de la manie`re
suivante : b1 ∨ b2 = b t.q. ∀a ∈ Lab, b(a) = b1(a) ∨ b2(a)),
4. 0 = ∅, et
5. 1 = {(0, . . . , 0)}.
Il est facile de voir que c’est une alge`bre de Kleene engendre´e par les e´le´ments va pour
chaque a dans Lab, ou` va est le singleton {ba} donne´ par ba(a) = 1, et ba(a
′) = 0 pour
tout a′ 6= a, Le treillis abstrait est obtenu en prenant > = 2[Lab→B], et u = ∩. Comme
dans le cas pre´ce´dent, cette abstraction est a` la fois une abstraction a` chaˆınes finies et
une abstraction commutative.
7.3.4.3 Ordre des premie`res occurrences
Soit W = {w ∈ Lab∗ | ∀a ∈ Lab, |w|a ≤ 1}, c-a`-d., l’ensemble des mots ou` chaque
lettre apparaˆıt au plus une fois. Nous conside´rons l’alge`bre de Kleene K donne´e par :
1. K = 2W ;
2. ⊕ = ∪,
223
3. U  V est l’ensemble des mots u1 · v
′
2 tels que u1 ∈ U et il existe v2 ∈ V tel que
v′2 est la projection de v2 sur l’ensemble des lettres qui n’apparaissent pas dans
u1,
4. 0 = ∅, et
5. 1 = {}. Il est facile de voir que cette alge`bre est en effet une alge`bre de Kleene
engendre´e par les e´le´ments va = {a} pour chaque a dans Lab.
Le treillis abstrait compatible avec K est obtenu en prenant > = W , et u = ∩.
Observons que cette abstraction est une abstraction a` chaˆınes finies puisque K est fini.
7.3.4.4 Images de Parikh
Les e´le´ments abstraits sont des ensembles semiline´aires de vecteurs d’entiers dans
[Lab→ N]. Nous conside´rons l’alge`bre commutative K donne´e par :
1. K est l’ensemble de tous les ensembles semiline´aires,
2. ⊕ = ∪,
3. S1  S2 = {~u1 + ~u2 | ~u1 ∈ S1, ~u2 ∈ S2},
4. 0¯ = ∅, et
5. 1¯ est un singleton contenant le vecteur qui associe 0 a` toutes les lettres de Lab.
Il est facile de voir que K est une alge`bre de Kleene engendre´e par les e´le´ments
va = {~ua} pour chaque a ∈ Lab, ou` ~ua(a) = 1 et ~ua(b) = 0 pour chaque b 6= a.
Le treillis abstrait est obtenu en prenant l’ensemble de tous les vecteurs de [Lab→
N] comme l’e´le´ment >, et en de´finissant u comme l’intersection des ensembles semi-
line´aires. Nous utilisons ici le fait que les ensembles semiline´aires sont effectivement
ferme´s par intersection (par le the´ore`me 2.1.6). De plus, si nous repre´sentons un en-
semble semiline´aire comme un ensemble de paires (~b, {~p1, . . . , ~pn}), il est facile de
calculer la repre´sentation de S1 ⊕ S2, S1 · S2, et S
?
1 a` partir des repre´sentations de S1
et S2.
7.4 Calculer les langages de chemins abstraits
Etant donne´e une abstraction de Kleene , le langage de chemins abstrait
α(Paths(C ′, C)) est un e´le´ment particulier de l’alge`bre de Kleene correspondante.
Nous donnons une proce´dure ge´ne´rique pour calculer cet e´le´ment en fonction des
e´le´ments de base va qui engendrent l’alge`bre. Tout au long de cette section, nous
illustrons les diffe´rentes e´tapes de notre construction sur le PDS de la figure 7.2.
7.4.1 K-pre´de´cesseurs et K-successeurs
Nous introduisons dans ce qui suit la notion de K-configuration et K-relation de
transition pour un syste`me a` pile.
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Nous fixons un automate a` pile P = (P,Act,Γ, c0,∆) et une alge`bre de Kleene
(K,⊕,, ?, 0¯, 1¯) correspondant a` une abstraction de Kleene. L’ensemble des expres-
sions de chemins ΠK est le sous ensemble de K de´fini inductivement comme e´tant le
plus petit ensemble tel que :
– 1¯ ∈ ΠK ,
– si pi ∈ ΠK , alors pour chaque a ∈ Lab, va  pi ∈ ΠK .
Etant donne´e une expression de chemin pi, nous de´notons par |pi| (la longueur de
pi) le nombre d’occurrences des e´le´ments de base va dans pi.
Une K-configuration de P est une paire (c, pi), ou` c est une configuration de P
et pi est une expression de chemins sur K. Nous e´tendons la relation de transition de
l’automate a` pile a−→ aux K-configurations comme suit : si c a−→ c′ pour une lettre
a ∈ Lab, alors (c, pi) →K (c
′, va  pi) et (c
′, pi) ←K (c, va  pi) pour chaque pi ∈
ΠK ; en plus, si c
τ−→ c′, alors (c, pi) →K (c
′, pi) et (c, pi) ←K (c
′, pi) pour chaque pi ∈
ΠK . (c
′, va  pi) (respectivement (c
′, pi)) est un K-successeur immediat de (c, pi) et
(c, vapi) (respectivement (c, pi)) est unK-pre´de´cesseur immediat de (c
′, pi). La relation
d’accessibilite´ en avant (en arrie`re) sur K ⇒K (⇐K) est la cloˆture re´flexive-transitive
de →K (←K).
Etant donne´ un ensemble de configurations C, nous de´finissons pre∗K(C) (post
∗
K(C))
comme l’ensemble des K-configurations (c, pi) telles que (c′, 1¯) ⇐K (c, pi) ((c
′, 1¯) ⇒K
(c, pi)) pour un c′ ∈ C. Intuitivement, un K-pre´de´cesseur (c′, pi) d’une configuration
c me´morise dans pi l’information concernant la se´quence de lettres qui me`nent de c a`
c′ (si la se´quence est a1 . . . an, alors l’information stocke´e est va1  . . .  van), et un
K-successeur (c′, pi) d’une configuration c est tel que pi = van  . . . va1 si la se´quence
a1 . . . an me`ne de c a` c
′.
En d’autres termes, nous avons
pre∗K(c) = {(c
′, pi) | c′ ∈ pre∗(c), pi ∈ α(Paths(c′, c))}
post∗K(c) = {(c
′, pi) | c′ ∈ post∗(c), pi ∈ α
(
miroir
(
Paths(c, c′)
))
}
7.4.2 K-automates
L’approche algorithmique que nous proposons pour calculer α(Paths(C ′, C)) est
base´e sur le calcul d’automates repre´sentant les images par pre∗K et post
∗
K de langages
re´guliers de configurations.
Dans [BEM97, EHRS00], des automates sont utilise´s pour repre´senter des en-
sembles (qui peuvent eˆtre infinis) de configurations. Nous e´tendons cette notion aux
K-automates pour pouvoir manipuler des ensembles re´guliers de K-configurations.
De´finition 7.4.1 Un K-automate pour le PDS P est un quintuplet A = (Γ, Q, δ, P, F )
ou` Q est un ensemble fini d’e´tats, δ ⊆ Q× Γ×K ×Q est un ensemble de transitions,
P ⊆ Q est un ensemble d’e´tats initiaux, et F ⊆ Q est l’ensemble des e´tats finaux.
Nous de´finissons la relation de transition −→⊆ Q × Γ∗ × K × Q comme la plus
petite relation telle que :
– si (q, γ, e, q′) ∈ δ alors q
(γ,e)
−−−−→ q′,
– q
(,1¯)
−−−→ q pour chaque q ∈ Q, et
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p q
m3
m0, m1
m2, m3
Fig. 7.6 – Un automate acceptant 〈p,m3Γ
∗〉 = {〈p,m3w〉 | w ∈ (m0 + . . .+m3)
∗}
– si q
(w1,e1)−−−−−→ q′′ et q′′
(w2,e2)−−−−−→ q′ alors q
(w1w2,e1e2)−−−−−−−−−→ q′.
Un chemin de A est une se´quence ρ = q0
(γ1,e1)−−−−−→ q1 · · · qn−1
(γn,en)−−−−−→ qn. Ce chemin
est aussi de´note´ par ρ = q0
(w,e)
−−−−→ q, ou` w = γ1  · · ·  γn et e = e1  · · ·  en. Nous
de´notons l’expression e par λ
(
(q0, w, q)ρ
)
. Si w = γ ∈ Γ, c-a`-d., si ρ correspond a` une
transition, nous e´crivons simplement e = λ
(
(q0, γ, q)
)
. Ce chemin correspond a` une
exe´cution de A si q0 ∈ P . Cette exe´cution est dite acceptante si qn ∈ F . Dans ce cas,
A accepte la paire
(
〈q0, w〉, e
)
.
Les automates finis ordinaires peuvent eˆtre vus comme des K-automates dont
toutes les transitions sont e´tiquete´es par 1¯. De manie`re e´quivalente, ils peuvent eˆtre
obtenus en e´liminant toutes les re´fe´rences a` K dans la de´finition des K-automates. De
ce fait, un automate reconnaˆıt l’ensemble des configurations
{〈p, w〉 | p w−−→ q pour p ∈ P et q ∈ F}.
La figure 7.6 montre un automate pour le PDS de la figure 7.2 qui accepte l’ensemble
des configurations 〈p,m3Γ
∗〉 = {〈p,m3w〉 | w ∈ (m0 + . . .+m3)
∗}.
Etant donne´ un automate A, nous de´notons par Conf (A) l’ensemble des confi-
gurations reconnues par A. Dans le reste de ce chapitre, nous utilisons les symboles
p, p′, p′′, pi, etc. pour repre´senter les e´tats initiaux des (K-)automates. Les e´tats arbi-
traires sont de´note´s par q, q′, q′′, qi, etc.
7.4.3 Re´duction au calcul des images par pre∗K et post
∗
K
Soient C et C ′ deux ensembles re´guliers de configurations repre´sente´s par des au-
tomates finis, et conside´rons le proble`me de calculer α(Paths(C ′, C)). Supposons que
nous sommes capables de calculer un K-automate Apre∗K qui reconnaˆıt l’ensemble
pre∗K(C). Alors, nous pouvons construire unK-automateA
C′
pre∗K
sur Γ×K qui est la res-
triction deApre∗K aux configurations de C
′. Cet automate peut eˆtre facilement construit
par un produit entre Apre∗K et l’automate reconnaissant C
′. 2 Alors, α(Paths(C ′, C))
2Nous conside´rons le plus petit ensemble de transitions tel que si q1
(a,e)
−→ q′1 est dans Apre∗K
et
q2
a
−→ q′2 est dans AC′ alors (q1, q2)
(a,e)
−→ (q′1, q
′
2) est dans A
C′
pre∗
K
.
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est le K-langage de AC
′
pre∗K
, de´fini comme l’e´le´ment de K donne´ par :⊕
{e1· · ·en | A
C′
pre∗K
a une exe´cution acceptante e´tiquete´e par (w, e1· · ·en) }.
Une approche syme´trique peut eˆtre adopte´e en calculant un automate Apost∗K re-
connaissant post∗K(C
′) et se restreindre ensuite a` l’ensemble des configurations de C,
obtenant ainsi un K-automate ACpost∗K . Le K-langage de A
C
post∗K
est e´gal a`
α
(
miroir
(
Paths(C ′, C)
))
Ensuite, α(Paths(C ′, C)) est obtenu en prenant le miroir de ce K-langage puisque
nous avons a` partir des e´quations (7.1) et (7.2) que
α(Paths(C ′, C)) =
(
α
(
miroir
(
Paths(C ′, C)
)))R
.
Par conse´quent, nous avons re´duit notre proble`me de calculer α(Paths(C ′, C)) a` (i)
construire Apre∗K (ou Apost∗K ), et (ii) construire une repre´sentation finie du K-langage
de Apre∗K (ou Apost∗K ).
Le proble`me (ii) peut eˆtre re´solu en utilisant les techniques standard pour re´soudre
des e´quations line´aires dans des alge`bres de Kleene (par ex., en utilisant l’algorithme de
Floyd-Warshall, ou l’e´limination de Gauss). En effet, ce proble`me est une ge´ne´ralisation
directe du proble`me du calcul d’expressions re´gulie`res associe´es aux automates finis.
Donc, le proble`me essentiel a` re´soudre est comment calculer des K-automates re-
connaissant les images par post∗K et pre
∗
K . Nous montrons que nous pouvons re´duire
ce proble`me a` celui de re´soudre des (in)e´quations polynoˆmiales.
7.5 Calcul des K-pre´de´cesseurs
Etant donne´ un ensemble de configurations C reconnu par un automate A, nous
construisons un K-automate Apre∗K qui reconnaˆıt pre
∗
K(C). Nous supposons sans perte
de ge´ne´ralite´ que A n’a pas de transitions menant a` un e´tat initial.
7.5.1 Une proce´dure ge´ne´rique
Nous proce´dons en deux e´tapes. D’abord, nous construisons un automate Apre∗ qui
reconnaˆıt l’ensemble pre∗(C). Ensuite, nous e´tiquetons les transitions de Apre∗ par des
e´le´ments ade´quats de K.
Pour la premie`re e´tape nous utilisons la proce´dure de [BEM97, EHRS00], qui
consiste a` rajouter des nouvelles transitions a` A en appliquant la re`gle de saturation
suivante :
Si 〈p, γ〉
a
↪−→ 〈p′, w〉 et p′ w−−→ q est une exe´cution de l’automate courant,
rajouter une transition (p, γ, q).
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p q
m1, m2
m3, m0
m1, m3
m2, m0
m1, m3
m2, m0
Fig. 7.7 – L’automate repre´sentant pre∗(〈p,m3Γ
∗〉)
Par exemple, la re`gle de saturation nous permet de rajouter la re`gle de transition
p
m3−−→ p a` l’automate de la figure 7.6, puisque 〈p,m3〉
τ
↪−→ 〈p, 〉 (re`gle r5) et p
−→ p.
Ensuite, nous pouvons rajouter p
m2−−→ p (re`gle r4), p
m0−−→ p (re`gle r2), p
m1−−→ q (re`gle
r3, et p
m0m3−−−−→ q) etc. Le re´sultat final est l’automate repre´sente´ a` la figure 7.7.
La seconde e´tape consiste a` e´tiqueter les transitions t de Apre∗ avec des e´le´ments
l(t) ∈ K. Pour ce faire, nous associons a` chaque transition t une variable xt et nous
de´finissons un ensemble de contraintes sur ces variables dont la plus petite solution
(par rapport a` ≤) correspond aux e´tiquettes l(t). Dans ces contraintes, vτ = 1¯ :
(α1) si t = (q, γ, q
′) est de´ja` une transition de A, alors
1¯ ≤ xt,
(α2) pour chaque re`gle 〈p, γ〉
a
↪−→ 〈p′, γ′〉 et chaque q ∈ Q,
va  x(p′,γ′,q) ≤ x(p,γ,q)
(α3) pour chaque re`gle 〈p, γ〉
a
↪−→ 〈p′, 〉,
va ≤ x(p,γ,p′)
(α4) pour chaque re`gle 〈p, γ〉
a
↪−→ 〈p′, γ1γ2〉 et chaque q ∈ Q,⊕
q′∈Q
(va  x(p′,γ1,q′)  x(q′,γ2,q)) ≤ x(p,γ,q)
Formellement, siApre∗ = (Γ, Q, δ, P, F ) est l’automate qui reconnaˆıt pre
∗
(
Conf (A)
)
construit par la proce´dure de [BEM97, EHRS00], alors Apre∗K = (Γ, Q, δ
′, P, F ) ou`
δ′ = {(q, γ, e, q′) | (q, γ, q′) ∈ δ, e = l
(
(q, γ, q′)
)
}.
Dans le reste de cette section nous prouvons que Apre∗K reconnaˆıt pre
∗
K
(
Conf (A)
)
.
Dans la section suivante nous montrons comment calculer les e´tiquettes l(p, γ, q) (no-
tons que la de´finition que nous avons donne´es n’est pas effective). Avant de pre´senter
la preuve formelle, nous expliquons brie`vement et intuitivement ces re`gles (α1)–(α4),
en se basant sur notre exemple.
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p q
(m1, e1), (m2, e2)
(m3, e3), (m0, e4)
(m1, e5), (m3, e6)
(m2, e7), (m0, e8)
(m1, e10), (m3, e9)
(m2, e11), (m0, e12)
(x4  x9)⊕ (x8  x3) ≤ x1
va  x3 ≤ x2
1¯ ≤ x3
(va  x1)⊕ (vb  x2) ≤ x4
x8  x6 ≤ x5
1¯ ≤ x6
va  x6 ≤ x7
(vb  x7)⊕ (va  x5) ≤ x8
1¯ ≤ x9
1¯ ≤ x10
1¯ ≤ x11
1¯ ≤ x12
Fig. 7.8 – Syste`me d’ine´galite´s pour le K-automate repre´sentant pre∗K(〈p,m3Γ
∗〉)
– La re`gle (α1) exprime que si c est une configuration de Conf (A), alors (c, 1¯) doit
eˆtre accepte´ par Apre∗K ,
– Les re`gles (α2), (α3), et (α4) expriment que pour chaque re`gle r = (p, γ)
a
↪→
(p′, u), si (〈p′, uw〉, pi) est un K-pre´de´cesseur de Conf (A), alors (〈p, γw〉, va  pi)
l’est aussi.
La figure 7.8 montre l’e´tiquetage obtenu pour l’automate de la figure 7.7, ou` nous
avons nume´rote´ les transitions de 1 a` 12, et ou` les variables xi correspondent a` xti .
Nous expliquons brie`vement quelques unes de ces ine´galite´s. L’ine´galite´ va  x3 ≤ x2
exprime que si pi est une expression de chemin de K telle que (〈p,m3〉, pi) est un K-
pre´de´cesseur de (〈p,m3Γ
∗〉, 1¯), alors (〈p,m2〉, va  pi) l’est aussi (re`gle r4). Puisque les
transitions p
m3−−→ q et p
m2−−→ q sont respectivement e´tiquete´es par e3 et e2, il s’en suit
que
pi ≤ e3 ⇒ va  pi ≤ e2.
Par conse´quent, va  e3 ≤ e2.
De manie`re similaire, l’ine´galite´ (x4  x9) ⊕ (x8  x3) ≤ x1 exprime que si pi
est une expression de chemin de K telle que (〈p,m0m3〉, pi) est un K-pre´de´cesseur de
(〈p,m3Γ
∗〉, 1¯), alors (〈p,m1〉, pi) l’est aussi (re`gle r3). Puisqu’il y a deux chemins menant
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de p a` q par m0m3 (qui sont respectivement e´tiquete´s par e4e9 et e8e3), il s’en suit
que si pi ≤ e8  e3 ou pi ≤ e4  e9, alors pi ≤ e1 (puisque e1 est l’e´tiquette du chemin
p
m1−−→ q), ce qui veut dire que e8e3 ≤ e1 et e4e9 ≤ e1, c-a`-d., (e4e9)⊕(e8e3) ≤ e1.
Nous sommes maintenant preˆts pour e´noncer et de´montrer notre the´ore`me princi-
pal :
The´ore`me 7.5.1 Etant donne´s un PDS P et un ensemble re´gulier de configura-
tions reconnu par un automate A, le K-automate Apre∗K de´crit ci-dessus reconnaˆıt
pre∗K
(
Conf (A)
)
.
Ce the´ore`me est une conse´quence imme´diate des lemmes 7.5.1 et 7.5.2 que nous
montrons ci-dessous.
Lemme 7.5.1 Pour chaque configuration 〈p, v〉 ∈ Conf (A), si
(
〈p, v〉, 1¯
)
⇐K
(
〈p′, w〉, pi
)
pour une expression de chemins pi ∈ ΠK, alors il existe e ∈ K tel que pi ≤ e et p
′ (w,e)−→ q
pour un e´tat final q de Apre∗K .
Preuve :
Pour montrer ce lemme, il suffit de montrer que si
(
〈p, v〉, 1¯
)
⇐K
(
〈p′, w〉, pi
)
pour
une expression de chemins pi ∈ ΠK , alors il existe un e´tat final q tel que ρ = p
′ w−→ q
est un chemin de Apre∗ et pi ≤ λ
(
(p′, w, q)ρ
)
.
Nous e´crivons
(
〈p, v〉, 1¯
) k
⇐K
(
〈p′, w〉, pi
)
pour exprimer que
(
〈p′, w〉, pi
)
est un K-
pre´de´cesseur de
(
〈p, v〉, 1¯
)
obtenu apre`s k e´tapes. Nous proce´dons par induction sur
k :
– k = 0. Alors p′ = p, w = v, et pi = 1¯. Puisque 〈p, v〉 ∈ Conf (A), il existe un
e´tat final q tel que ρ = p
v
−→ q est un chemin de A (et donc de Apre∗). Par
conse´quent, la re`gle (α1) implique que 1¯ ≤ λ
(
(p, v, q)ρ
)
.
– k > 0. Soit alors p′′ ∈ P, u ∈ Γ∗, pi′ ∈ ΠK tel que(
〈p, v〉, 1¯
) k−1
⇐K
(
〈p′′, u〉, pi′
) 1
⇐K
(
〈p′, w〉, pi
)
Par hypothe`se d’induction, nous de´duisons qu’il existe un e´tat final q tel que
ρ = p′′
u
−→ q est une exe´cution de Apre∗ et pi
′ ≤ λ
(
(p′′, u, q)ρ
)
.
Puisque
(
〈p′′, u〉, pi′
) 1
⇐K
(
〈p′, w〉, pi
)
, il existe γ ∈ Γ, w1, u1 ∈ Γ
∗ et une re`gle
r = (p′, γ)
a
↪→ (p′′, u1) de ∆ tels que w = γw1, u = u1w1, et pi = va  pi
′.
Soit alors q′ ∈ Q tel que ρ = p′′
u1−→ q′
w1−→ q. Soit ρ1 = p
′′ u1−→ q′ la
premie`re partie de ρ, et ρ2 = q
′ w1−→ q sa seconde partie. Nous obtenons que
pi′ ≤ λ
(
(p′′, u1, q
′)ρ1
)
λ
(
(q′, w1, q)ρ2
)
. D’apre`s la re`gle de saturation, il s’en suit
qu’il existe une transition p′
γ
−→ q′ dans Apre∗ , ce qui veut dire que ρ
′ = p′
γ
−→
q′
w1−→ q est un chemin dans Apre∗ . A partir des re`gles (α2), (α3), et (α4), nous
de´duisons que
va  λ
(
(p′′, u1, q
′)ρ1
)
≤ λ
(
(p′, γ, q′)
)
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Par conse´quent, nous avons que ρ′ = p′
w
−→ q est un chemin de Apre∗ (puisque
γw1 = w), ou` q est un e´tat final, et
pi = va  pi
′
≤ va  λ
(
(p′′, u1, q
′)ρ1
)
 λ
(
(q′, w1, q)ρ2
)
≤ λ
(
(p′, γ, q′)
)
 λ
(
(q′, w1, q)ρ2
)
= λ
(
(p′, w, q)ρ′
)
2
Lemme 7.5.2 Soit p
(w,e)
−−−−→ q un chemin de Apre∗K , alors pour chaque expression de
chemins pi ≤ e, il existe une configuration 〈p′, w′〉 telle que p′
w′
−→ q est un chemin
dans A, et
(
〈p′, w′〉, 1¯
)
⇐K
(
〈p, w〉, pi
)
.
Preuve : Nous montrons par induction sur |pi| que si pi ≤ λ
(
(p, w, q)ρ
)
pour un chemin
ρ = p
w
−→ q de Apre∗ , alors il existe une configuration 〈p
′, w′〉 telle que p′
w′
−→ q est un
chemin de A et
(
〈p′, w′〉, 1¯
)
⇐K
(
〈p, w〉, pi
)
.
Soit γ ∈ Γ, w1 ∈ Γ
∗, et q′ ∈ Q tels que w = γw1 et
ρ = p
γ
−→ q′
w1−→ q.
Soit pi une expression de chemin telle que
pi ≤ λ
(
(p, w, q)ρ
)
.
– |pi| = 0, c-a`-d., pi = 1¯. Alors ne´cessairement, selon les ine´galite´s (α1), nous avons
de´ja` p
w
−→ q dans A. Par conse´quent, la proprie´te´ est vraie avec p′ = p et w′ = w.
– |pi| > 0. Alors pi satisfait pi ≤ λ
(
(p, γ, q′)
)
 λ
(
(q′, w1, q)ρ1
)
, ou` ρ1 = q
′ w1−→ q est
la dernie`re partie de ρ. Puisque pi 6= 1¯, λ
(
(p, γ, q′)
)
6= 1¯ (puisque la proce´dure
de saturation rajoute des re`gles de transition qui partent des e´tats initiaux, et
l’automate initial ne contient pas d’areˆtes menant vers des e´tats initiaux), et il
existe une re`gle r = (p, γ)
a
↪→ (p1, u) de ∆ et deux expressions de chemin pi1 et
pi2 telles que ρ
′ = p1
u
−→ q′
w1−→ q est un chemin de Apre∗ , pi = va  pi1  pi2,
va  pi1 ≤ λ
(
(p, γ, q′)
)
, pi1 ≤ λ
(
(p1, u, q
′)
)
, et pi2 ≤ λ
(
(q′, w1, q)ρ1
)
.
Il s’en suit que
pi1  pi2 ≤ λ
(
(p1, u, q
′)
)
 λ
(
(q′, w1, q)ρ1
)
= λ
(
(p1, uw1, q)ρ′
)
Puisque |pi1  pi2| < |pi|, l’hypothe`se d’induction implique qu’il existe une confi-
guration 〈p′, w′〉 telle que p′
w′
−→ q est un chemin dans A, et
(
〈p′, w′〉, 1¯
)
⇐K(
〈p1, uw1〉, pi1pi2
)
. En plus, en appliquant r nous obtenons que (〈p1, uw1〉, pi1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pi2
)
⇐K
(
〈p, γw1〉, va  pi1  pi2
)
. Par conse´quent, puisque w = γw1 et pi =
va  pi1  pi2, nous obtenons(
〈p′, w′〉, 1¯
)
⇐K
(
〈p, w〉, pi
)
ou` 〈p′, w′〉 est tel que p′
w′
−→ q est un chemin dans A.
2
7.5.2 Re´solution du syste`me d’ine´galite´s
Dans cette section nous conside´rons le proble`me de calculer l’e´tiquette l(t) pour
chaque transition t, c-a`-d., de re´soudre le syste`me d’ine´galite´s donne´ par (α1)–(α4).
Soient t1, t2, . . . , tm des nume´ros arbitraires des transitions de Apre∗ , et soient
x1, . . . , xm leurs variables associe´es. Alors, l(t1), . . . , l(tm) est la plus petite solution
d’un syste`me d’ine´galite´s de la forme
fi(x1, . . . , xm) ≤ xi, 1 ≤ i ≤ m (7.3)
ou` les fi sont des monoˆmes dans K[x1, . . . , xm], l’alge`bre de Kleene des polynoˆmes
sur K dont les inde´termine´s sont x1, . . . , xm. En effet, il suffit d’observer que deux
diffe´rentes ine´galite´s de la forme e1 ≤ x(p,γ,q) et e2 ≤ x(p,γ,q) peuvent eˆtre remplace´es
par l’ine´galite´ e1 ⊕ e2 ≤ x(p,γ,q).
Nous montrons comment re´soudre ce syste`me pour les deux classes d’abstractions
que nous conside´rons.
7.5.2.1 Abstractions a` chaˆınes finies
Soient X = (x1, . . . , xm) et F la fonction
F (X) =
(
f1(x1, . . . , xm), . . . , fm(x1, . . . , xm)
)
.
La plus petite solution de (8.3) est le plus petit pre´-point fixe de F . Il est facile de
montrer que F est monotone et ⊕-continue. Par conse´quent, le the´ore`me de Tarski
implique que le plus petit pre´-point fixe de F existe et est e´gal a` son plus petit point
fixe, et par le the´ore`me de Kleene, ce point fixe est e´gal a` :⊕
i≥0
F i(0¯)
Donc, puisque K ne contient pas de chaˆıne ascendante infinie, un calcul ite´ratif du
plus petit point fixe termine toujours. Notons que la longueur des chaˆınes ascendantes
n’est pas ne´cessairement borne´e. Quand une longueur maximale existe, par ex., dans le
cas des abstractions finies, elle donne une borne supe´rieure sur le nombre d’ite´rations
de l’algorithme.
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7.5.2.2 Abstractions commutatives
Dans ce cas (K,⊕,, ?, 0¯, 1¯) est une alge`bre de Kleene commutative. Le syste`me
d’ine´galite´s (8.3) peut eˆtre re´solu en utilisant la proce´dure e´le´gante donne´e par Hopkins
et Kozen dans [HK99]. Pour estimer la complexite´ de notre algorithme, nous rappelons
la proce´dure de [HK99] brie`vement. Pour ce faire, nous avons besoin de quelques
notions pre´liminaires.
Soit x = (x1, . . . , xn) un vecteur de n inconnus, soit a = (a1, . . . , an) un vecteur
d’e´le´ments de K, et soit f = f1, . . . , fl un vecteur de polynoˆmes a` inconnus x et a`
coefficients dans K. Nous e´crivons f(a) pour la valeur de f e´value´e en a. Le jacobien
de f , ∂f∂x (x), est la matrice l × n dont le (i, j)
e´me e´le´ment est ∂fi∂xj (x), ou`
∂
∂xi
est
l’ope´rateur diffe´rentiel de´fini par
– ∂xi∂xi = 1¯,
∂xj
∂xi
= 0¯ pour i 6= j, et ∂a∂xi = 0¯ pour a ∈ K.
– ∂∂xi (f ⊕ g) =
∂f
∂xi
⊕ ∂g∂xi
– ∂∂xi (f  g) = (f 
∂g
∂xi
)⊕ ( ∂f∂xi  g)
– ∂∂xi (f
?) = f?  ∂f∂xi
Alors, la plus petite solution de (8.3) est le point fixe de la chaˆıne a0 ≤ a1 ≤ a2 . . .
3
de´finie par
a0 = f(0¯)
ak+1 =
∂f
∂x
(ak)
?  ak,
Donc, pour calculer ak+1 nous e´valuons le jacobien au vecteur ak, nous obtenons ainsi
une matrice sur K. Ensuite, nous calculons la cloˆture de Kleene de cette matrice4 en
utilisant par exemple l’algorithme de Floyd-Warshall. Finalement, nous calculons le
produit de la matrice re´sultante et du vecteur ak.
7.5.3 Exemple
Nous donnons la solution du syste`me d’ine´galite´s de la figure 7.8 dans le cas ou`
(K,⊕,, ?, 0¯, 1¯) est une alge`bre de Kleene commutative. Nous appliquons l’algorithme
donne´ dans [HK99], ou`, par exemple, f1(x) est le monoˆme (x4  x9) ⊕ (x8  x3), et
f4(x) est le monoˆme (vax1)⊕ (vbx2). Le jacobien
∂f
∂x est une matrice 12×12 dont
les e´le´ments sont 0¯, va, vb, ou xi. Par exemple, le (1, 3)
e´me e´le´ment de cette matrice est
x8 (puisque
∂f1
∂x3
= x8), et le (2, 3)
e´me e´le´ment est va (puisque
∂f2
∂x3
= va). La plus petite
solution, donne´e par e1 = e5 = e8 = v
?
a  va  vb, e3 = e6 = e9 = e10 = e11 = e12 = 1¯,
e2 = e7 = va, et e4 = (va  v
?
a  va  vb)⊕ (va  vb).
Il s’en suit que la configuration 〈p,m0〉 est e´tiquete´e par e4, exprimant que le
langage Paths(〈p,m0〉, 〈p,m3Γ
∗〉) est approxime´ par e4 = (vav
?
avavb)⊕(vavb).
Pour les trois abstractions commutatives que nous avons conside´re´es, nous obte-
nons :
3Le fait que cette se´quence soit une chaˆıne de´coule facilement des axiomes d’une alge`bre de Kleene.
4La cloˆture de Kleene d’une matrice A sur K est de´finie par A∗ =
L
i≥0 A
i.
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– Dans le cadre de l’abstraction “les ensembles d’actions interdites et ne´cessaires”,
va = [{b}, {a}] et vb = [{a}, {b}], ce qui veut dire que e4 = [∅, {a, b}]. Ceci montre
que partant de m0, a et b sont tous les deux ne´cessaires pour atteindre le point
m3.
– Dans le cadre de l’abstraction “label bitvectors”, va = 10, vb = 01, et e4 = 11.
Ceci exprime que nous devons exe´cuter au moins un a et un b pour aller de m0
a` m3.
– Dans le cadre de l’abstraction “image de Parikh” , va =
(
1
0
)
, vb =
(
0
1
)
, et e4 =
{
(
k
1
)
| k ≥ 1}. Ceci exprime que les chemins menant de m0 a` m3 contiennent un
nombre arbitraire (≥ 1) de a, et exactement un b.
7.5.4 Complexite´ de la proce´dure
Nous de´duisons a` partir de (α1)–(α4) que le syste`me de contraintes a O(|∆||Q|+|δ|)
ine´galite´s sur O(|∆||Q| + |δ|) variables, ou` Q et δ sont les ensembles d’e´tats et de
transitions de A, et ∆ est l’ensemble de transitions de l’automate a` pile. En effet,
l’automate Apre∗ contient les transitions de l’automate initial (δ), et les transitions
rajoute´es par la re`gle de saturation. Pour chaque re`gle de l’automate, la re`gle de
saturation rajoute au plus |Q| transitions. Nous aurons donc au total O(|∆||Q| +
|δ|) transitions. De plus, une transition t de l’automate initial qui ne peut pas eˆtre
rajoute´e par la proce´dure de saturation est e´tiquete´e par 1¯ (re`gles α1), c-a`-d., l(t) = 1¯.
Reste alors a` de´terminer les e´tiquettes des transitions qui sont vraiment rajoute´es par
la proce´dure, c-a`-d., de O(|∆||Q|) transitions. Le proble`me est donc de re´soudre un
syste`me ayant O(|∆||Q|) ine´galite´s et O(|∆||Q|) variables.
7.5.4.1 Le cas des abstractions a` chaˆınes finies
Nous avons O(|∆||Q|) ine´galite´s de la forme
fi(x1, . . . , xm) ≤ xi,
ou` les fi sont des polynoˆmes ayant O(|Q|) ope´rations. Et donc le point fixe peut eˆtre
atteint apre`s O
(
h|∆||Q|
)
e´tapes, ou` h est la longueur maximale d’une chaˆıne dans
le treillis abstrait : Il s’agit de partir des fi(0¯, . . . , 0¯), et de mettre a` jour a` chaque
e´tape l’e´tiquette correspondant a` une variable. Comme chaque variable peut eˆtre mise
a` jour au plus h fois, nous avons en tout O
(
h|∆||Q|
)
e´tapes. A chaque e´tape, il faut
effectuer O(|Q|) ope´rations, et donc le couˆt total est O(hc|∆||Q|2), ou` c est le couˆt
d’une ope´ration du treillis.
Nous e´tudions avec plus de de´tails les complexite´s des diffe´rentes abstractions a`
chaˆınes finies que nous avons conside´re´es :
Les ensembles d’actions interdites et ne´cessaires : Puisque [F1, R1] ≤ [F2, R2]
si et seulement si F2 ⊆ F1 et R2 ⊆ R1, et puisque pour chaque [F,R] ∈ K nous avons
F,R ⊆ Lab et F ∩ R = ∅, la plus longue chaˆıne de K a au plus une longueur e´gale
a` |Lab|. Si les ensembles de lettres sont imple´mente´s comme des vecteurs de bits, les
ope´rations ⊕ et  sont calcule´es en appliquant les ope´rations OU et ET bit pat bit.
Le couˆt de ces ope´rations est O(|Lab|). Donc, l’algorithme s’exe´cute en un temps en
O(|Lab| · |∆||Q|2).
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Label bitvectors : Dans ce cas, l’ordre ≤ est simplement l’inclusion entre les en-
sembles, et donc la plus longue chaˆıne de K a 2|Lab| e´le´ments. Une ope´ration prend
un temps en O(2|Lab|). Par conse´quent, le temps d’exe´cution du calcul ite´ratif est
2O(|Lab|) · |∆||Q|2.
Ordre des premie`res occurrences : Comme dans le cas pre´ce´dent , l’ordre ≤ est
l’inclusion entre les ensembles. La plus longue chaˆıne de K a O(2|Lab|!) e´le´ments. Une
ope´ration prend un temps en O(2|Lab|!). Par conse´quent, le temps d’exe´cution du calcul
ite´ratif est 2O(|Lab|!) · |∆||Q|2.
7.5.4.2 Le cas commutatif
La complexite´ est domine´e par l’algorithme de Hopkins-Kozen [HK99], nous en
donnons juste une estimation. La matrice du jacobien a une dimension m × m, ou`
m est le nombre de variables du syste`me d’ine´galite´s. Comme observe´ pre´ce´demment,
m ∈ O(|∆||Q|). La cloˆture de Kleene de ∂f∂x (ak) peut donc eˆtre calcule´e en O(m
3)
⊕/ /?-ope´rations en utilisant par exemple l’algorithme de Floyd-Warshall.
Il est montre´ dans [HK99] que pour une alge`bre de Kleene commutative arbitraire, le
point fixe de la chaˆıne (ai) est atteint apre`s au plus O(3
m) ite´rations. Puisque chaque
ite´ration ne´cessite de calculer une cloˆture de Kleene, la taille des expressions peut
croˆıtre exponentiellement a` chaque ite´ration. Donc, la taille maximale d’une expression
peut eˆtre double exponentielle en m, et donc le couˆt d’une ope´ration est aussi double
exponentiel en m. Ceci est aussi le facteur dominant dans la complexite´ totale.
7.5.4.3 Conclusion
De cette analyse, nous de´duisons que l’analyse par l’abstraction des ensembles d’ac-
tions interdites et ne´cessaires a un couˆt faible, celle qui conside`re l’ordre des premie`res
occurrences des lettres ou les label bitvectors ont des couˆts acceptables s’il y a peu
de signaux de synchronisation, et l’analyse par image de Parikh peut avoir un couˆt
tre`s e´leve´ dans le pire des cas. Il y a donc un compromis a` faire entre la pre´cision de
l’abstraction et le couˆt de l’analyse.
Notons que puisque les abstractions des ensembles d’actions interdites et ne´cessaires
et des label bitvectors sont a` la fois des abstractions finies et commutatives, nous
pouvons appliquer soit un calcul ite´ratif du plus petit point fixe, soit l’algorithme
de Hopkins et Kozen. Observons que le nombre d’ite´rations de ce dernier algorithme
est toujours borne´, alors que dans le cas du calcul ite´ratif, ce nombre de´pend de la
longueur maximale des chaˆınes du treillis. L’algorithme de [HK99] calcule une sorte
d’acce´le´ration de point fixe en introduisant l’ope´ration “?” a` chaque ite´ration. Ceci
peut eˆtre vu comme des e´tapes d’acce´le´ration. Ces acce´le´rations peuvent eˆtre utiles
pour les domaines a` chaˆınes finies ou les chaˆınes peuvent eˆtre tre`s longues.
7.6 Calcul des K-successeurs
Nous pre´sentons dans cette section une proce´dure qui calcule les images post∗K .
Elle est le´ge´rement plus complique´e que la proce´dure pour le calcul des images pre∗,
mais l’ide´e principale est la meˆme. Meˆme si la complexite´ de calculer les images post∗K
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est plus importante, il s’ave`re que les successeurs sont plus utiles dans plusieurs cas
pratiques. En particulier, les K-successeurs de la configuration initiale constituent une
abstraction de tous les chemins d’exe´cution du programme, qui est utile dans plusieurs
cas.
Etant donne´ un ensemble re´gulier de configurations C reconnu par un automate
A = (Γ, Q0, δ0, P, F ), nous construisons unK-automateApost∗K qui reconnaˆıt post
∗
K(C).
Comme dans la section pre´ce´dente, nous supposons sans perte de ge´ne´ralite´ que A n’a
pas de transitions menant a` un e´tat initial.
Notre algorithme est en deux e´tapes. D’abord, nous construisons un automate
Apost∗ = (Γ, Q, δ, P, F ) qui reconnaˆıt post
∗(C), et ensuite nous e´tiquetons les transi-
tions de cet automate avec des e´le´ments de K pour obtenir Apost∗K .
Pour la premie`re e´tape nous appliquons la proce´dure de [EHRS00]. Cette proce´dure
construit un automate avec des -transitions Apost∗ , en calculant ite´rativement la
se´quence finie Ai de´finie comme suit :
– A0 est l’automate obtenu a` partir de A en rajoutant pour chaque re`gle de tran-
sition r ∈ ∆ de la forme (p, γ)
a
↪→ (p′, γ′γ′′) un nouvel e´tat r et une nouvelle
transition (p′, γ′, r),
– pour chaque re`gle (p, γ)
a
↪→ (p′, ) et chaque e´tat q tel que p
γ
;i q, rajouter la
nouvelle transition p′

−→i+1 q,
– pour chaque re`gle (p, γ)
a
↪→ (p′, γ′) et chaque e´tat q tel que p
γ
;i q, rajouter la
nouvelle transition p′
γ′
−→i+1 q,
– pour chaque re`gle (p, γ)
a
↪→ (p′, γ′γ′′) et chaque e´tat q tel que p
γ
;i q, rajouter la
nouvelle transition r
γ′′
−→i+1 q,
ou` →i est la relation de transition de Ai, et
γ
; de´note la relation

−→
∗
◦
γ
−→ ◦

−→
∗
.
Observons que l’automate initial A ne contient pas de transitions menant a` un e´tat
initial, et la proce´dure de´crite ci-dessus ne rajoute pas de telles transitions. En plus,
toutes les -transitions rajoute´es par cette proce´dure partent d’un e´tat initial. Par
conse´quent,
γ
;=
γ
−→ ∪

−→ ◦
γ
−→.
Ensuite, la seconde e´tape consiste a` e´tiqueter les transitions t de Apost∗ avec des
e´le´ments h(t) ∈ K de´finis comme les plus petits e´le´ments satisfaisant les ine´galite´s
suivantes :
(β1) si t = (q, γ, q
′) est de´ja` une transition de A0, alors 1¯ ≤ h(t),
(β2) pour chaque re`gle r = (p, γ)
a
↪→ (p′, γ′) et chaque e´tat q,
va  h
′
(
(p, γ, q)
)
≤ h
(
(p′, γ′, q)
)
(β3) pour chaque re`gle r = (p, γ)
a
↪→ (p′, ) et chaque e´tat q,
va  h
′
(
(p, γ, q)
)
≤ h
(
(p′, , q)
)
(β4) pour chaque re`gle r = (p, γ)
a
↪→ (p′, γ′γ′′) et chaque e´tat q,
va  h
′
(
(p, γ, q)
)
≤ h
(
(r, γ′′, q)
)
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ou` h′
(
(p, γ, q)
)
de´note la somme des e´tiquettes de tous les chemins de Apost∗ de la
forme p
γ
; q, c-a`-d. (puisque
γ
;=
γ
−→ ∪

−→ ◦
γ
−→) :
h′
(
(p, γ, q)
)
= h
(
(p, γ, q)
)
⊕
⊕
q′∈Q
(
h
(
(p, , q′)
)
 h
(
(q′, γ, q)
))
Intuitivement, les ine´galite´s de´finissant h expriment que, pour chaque re`gle r =
(p, γ)
a
↪→ (p′, u), si (〈p, γw〉, pi) est un K-successeur de Conf (A), alors (〈p′, uw〉, vapi)
l’est aussi.
Pour calculer les e´tiquettes h(t) pour chaque transition t, nous proce´dons comme
dans la section pre´ce´dente. Nous conside´rons un nume´rotage arbitraire des transitions
de Apost∗ : t1, t2, . . . , tm. Soient alors x1, . . . , xm les variables associe´es a` ces transitions.
A partir de (β1)–(β4), nous avons que h(t1), . . . , h(tm) est la plus petite solution d’un
syste`me d’ine´galite´s de la forme
gi(x1, . . . , xm) ≤ xi, 1 ≤ i ≤ m (7.4)
ou` les gi sont des monoˆmes dans K[x1, . . . , xm]. Ces ine´galite´s peuvent eˆtre re´solues
dans les cas des abstractions a` chaˆınes finies et des abstractions commutatives de la
meˆme manie`re que pour le cas pre´ce´dent du calcul des K-pre´de´cesseurs.
Si Apost∗ = (Γ, Q, δ, P, F ) est l’automate de´fini dans [EHRS00] qui reconnaˆıt
post∗
(
Conf (A)
)
, alors l’automate construit est de´fini par Apost∗K = (Γ, Q, δ
′, P, F ) ou`
δ′ = {(q, γ, e, q′) | (q, γ, q′) ∈ δ, e = h
(
(q, γ, q′)
)
}.
Nous montrons que cet automate reconnaˆıt post∗K
(
Conf (A)
)
:
The´ore`me 7.6.1 Etant donne´s un PDS P et un ensemble re´gulier de configurations
reconnu par un automate A, la proce´dure ci-dessus construit un K-automate Apost∗K
qui reconnaˆıt post∗K
(
Conf (A)
)
.
Ce the´ore`me est la conse´quence imme´diate des deux lemmes suivants :
Lemme 7.6.1 Pour chaque configuration 〈p, v〉 ∈ Conf (A), si
(
〈p, v〉, 1¯
)
⇒K
(
〈p′, w〉, pi
)
alors il existe e ∈ K tel que pi ≤ e et p′
(w,e)
−→ q pour un e´tat final q de Apost∗K .
Preuve : Soit 〈p, v〉 ∈ Conf (A). Nous montrons que si
(
〈p, v〉, 1¯
)
⇒K
(
〈p′, w〉, pi
)
alors il existe un e´tat final q tel que ρ = p′
w
−→ q est un chemin de Apost∗ et pi ≤
λ
(
(p′, w, q)ρ
)
.
Nous e´crivons
(
〈p, v〉, 1¯
) k
⇒K
(
〈p′, w〉, pi
)
si
(
〈p′, w〉, pi
)
est un K-successeur de(
〈p, v〉, 1¯
)
apre`s k e´tapes. Nous proce´dons par induction sur k.
– k = 0. Alors p′ = p, w = v, et pi = 1¯. Puisque 〈p, v〉 ∈ Conf (A), il existe un e´tat
final q tel que ρ = p
v
−→ q est de´ja` un chemin de A (et donc de Apost∗). Par
conse´quent, les re`gles (β1) impliquent que 1¯ ≤ λ
(
(p, v, q)ρ
)
.
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– k > 0. Soit alors p′′ ∈ P, u ∈ Γ∗, pi′ ∈ ΠK tel que(
〈p, v〉, 1¯
) k−1
⇒K
(
〈p′′, u〉, pi′
) 1
⇒K
(
〈p′, w〉, pi
)
Par hypothe`se d’induction, il existe un chemin ρ′ = p′′
u
−→ q de Apost∗ tel que q
est un e´tat final et pi′ ≤ λ
(
(p′′, u, q)ρ′
)
.
Puisque
(
〈p′′, u〉, pi′
) 1
⇒K
(
〈p′, w〉, pi
)
, il existe γ ∈ Γ, w1, u1 ∈ Γ
∗ et une re`gle
r = (p′′, γ)
a
↪→ (p′, w1) de ∆ tels que u = γu1, w = w1u1, et pi = va  pi
′. Soit
alors q′ ∈ Q tel que ρ′ = p′′
γ
; q′
u1−→ q. Soit ρ1 = p
′′ γ
; q′ et ρ2 = q
′ u1−→ q les
deux parties de ρ′. Il y a deux cas selon que |w1| < 2 ou |w1| = 2 :
– |w1| < 2. A partir des re`gles de saturation, il s’en suit qu’il y a une transition
p′
w1−→ q′ dans Apost∗ , ce qui veut dire que ρ = p
′ w1−→ q′
u1−→ q est un chemin
de Apost∗ . A partir des re`gles (β2) et (β3), il s’en suit que
va  λ
(
(p′′, γ, q′)ρ1
)
≤ λ
(
(p′, w1, q
′)
)
Par conse´quent, puisque w1u1 = w, ρ = p
′ w−→ q est un chemin acceptant de
Apost∗ , et
pi = va  pi
′
≤ va  λ
(
(p′′, u, q)ρ′
)
= va  λ
(
(p′′, γ, q′)ρ1
)
 λ
(
(q′, u1, q)ρ2
)
≤ λ
(
(p′, w1, q
′)
)
 λ
(
(q′, u1, q)ρ2
)
= λ
(
(p′, w, q)ρ
)
– |w1| = 2, soit alors w1 = γ
′γ′′. Il s’en suit qu’il existe un chemin
p′
γ′
−→ r
γ′′
−→ q′
dans Apost∗ , ce qui veut dire que ρ = p
′ γ
′
−→ r
γ′′
−→ q′
u1−→ q est un chemin dans
Apost∗ . Les re`gles (β1) impliquent que 1¯ ≤ λ
(
(p′, γ′, r)
)
, et a` partir des re`gles
(β4), nous obtenons que
va  λ
(
(p′′, γ, q′)ρ1
)
≤ λ
(
(r, γ′′, q′)
)
Par conse´quent, ρ = p′
w
−→ q est un chemin acceptant de Apost∗ (puisque
γ′γ′′u1 = w1u1 = w) et pi satisfait :
pi = 1¯ va  pi
′
≤ λ
(
(p′, γ′, r)
)
 va  λ
(
(p′′, u, q)ρ′
)
= λ
(
(p′, γ′, r)
)
 va  λ
(
(p′′, γ, q′)ρ1
)
 λ
(
(q′, u1, q)ρ2
)
≤ λ
(
(p′, γ′, r)
)
 λ
(
(r, γ′′, q′)
)
 λ
(
(q′, u1, q)ρ2
)
= λ
(
(p′, w, q)ρ
)
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2Lemme 7.6.2 Soit p
(w,e)
−→ q un chemin de Apost∗K tel que q ∈ Q0, alors pour chaque
expression de chemin pi ≤ e, il existe une configuration 〈p′, w′〉 telle que p′
w′
−→ q est
un chemin de A, et
(
〈p′, w′〉, 1¯
)
⇒K
(
〈p, w〉, pi
)
.
Preuve : Nous montrons par induction sur |pi| que si pi ≤ λ
(
(p, w, q)ρ
)
pour un chemin
ρ = p
w
−→ q de Apost∗ tel que q ∈ Q0, alors il existe une configuration 〈p
′, w′〉 telle que
p′
w′
−→ q est un chemin de A et
(
〈p′, w′〉, 1¯
)
⇒K
(
〈p, w〉, pi
)
.
Soit ρ = p
w
−→ q un chemin de Apost∗ tel que q ∈ Q0, et soit pi une expression de
chemin telle que pi ≤ λ
(
(p, w, q)ρ
)
.
– |pi| = 0, c-a`-d., pi = 1¯. Alors ne´cessairement, selon les ine´galite´s (β1), ρ = p
w
−→ q
est un chemin de A′0 et donc, il est de´ja` un chemin de A puisque A
′
0 contient les
transitions de A et les transitions de la forme p
γ
−→ r ou` r /∈ Q0. Il s’en suit que
dans A′0 il n’y a pas de chemin menant a` un e´tat dans Q0 qui passe par un e´tat
r. Le chemin ρ ne conside`re alors que des transitions de A. Par conse´quent, la
proprie´te´ est vraie avec p′ = p et w′ = w.
– |pi| > 0. Il y a deux cas :
– Il existe γ ∈ Γ ∪ {}, w1 ∈ Γ
∗, et q′ ∈ Q, ou` w = γw1 et
ρ = p
γ
−→ q′
w1−→ q
tel que pi = pi1  pi2, pi1 6= 1¯, pi1 ≤ λ
(
(p, γ, q′)
)
, pi2 ≤ λ
(
(q′, w1, q)ρ1
)
, ou`
ρ1 = q
′ w1−→ q est la dernie`re partie de ρ.
Comme, pi1 6= 1¯, les ine´galite´s (β2) et (β3) impliquent qu’il existe une re`gle
r = (p1, γ1)
a
↪→ (p, γ) de ∆, un chemin ρ′ = p1
γ1
; q′
w1−→ q de Apost∗ , tel que
va  λ
(
(p1, γ1, q
′)ρ2
)
≤ λ
(
(p, γ, q′)
)
, ou` ρ2 = p1
γ1
; q′ est la premie`re partie de
ce chemin. Soit donc une expression de chemin pi′1 ≤ λ
(
(p1, γ1, q
′)ρ2
)
telle que
pi1 = va  pi
′
1.
Nous avons ρ′ = p1
γ1
; q′
w1−→ q est un chemin deApost∗ , pi
′
1pi2 ≤ λ
(
(p1, γ1, q
′)ρ′
)
,
et |pi′1  pi2| < |pi| ; donc par induction, il existe une configuration 〈p
′, w′〉 telle
que p′
w′
−→ q est un chemin de A et(
〈p′, w′〉, 1¯
)
⇒K
(
〈p1, γ1w1〉, pi
′
1  pi2
)
.
En plus, en appliquant r nous obtenons que
(〈p1, γ1w1〉, pi1  pi2
)
⇒K
(
〈p, γw1〉, va  pi
′
1  pi2
)
.
Par conse´quent, puisque w = γw1 et pi = va  pi
′
1  pi2, nous obtenons que(
〈p′, w′〉, 1¯
)
⇒K
(
〈p, w〉, pi
)
, ou` 〈p′, w′〉 est tel que p′
w′
−→ q est un chemin de
A.
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– Il existe γ ∈ Γ ∪ {}, w1 ∈ Γ
∗, et q′ ∈ Q, ou` w = γw1 et
ρ = p
γ
−→ q′
w1−→ q
tel que pi ≤ λ
(
(q′, w1, q)ρ1
)
, ou` ρ1 = q
′ w1−→ q est la dernie`re partie de ρ.
Comme pi 6= 1¯, que Apost∗ ne contient pas de transitions menant vers un e´tat
initial, et que les seules transitions ayant une e´tiquette diffe´rente de 1¯ sont les
transitions de la forme (s, a, q) ou` s est soit un e´tat initial de P , soit un e´tat r
pour une re`gle r de ∆, il s’en suit qu’il existe une re`gle r de ∆ telle que q′ = r.
De plus, puisque 1¯ ≤ λ
(
(p, γ, r)
)
, r est de la forme r = (p1, γ1)
a
↪→ (p, γγ′) et
ρ est de la forme
ρ = p
γ
−→ r
γ′
−→ q′′
w2−→ q
tel que pi = pi1pi2, ou` pi1 ≤ λ
(
(r, γ′, q′′)
)
et pi2 ≤ λ
(
(q′′, w2, q)ρ2
)
, ρ2 = q
′′ w2−→
q e´tant la dernie`re partie de ρ. Il s’en suit d’apre`s les re`gles de saturations de
l’automate et les contraintes (β4) qu’il existe dans Apost∗ un chemin
p1
γ1
; q′′
w2−→ q
tel que
va  λ
(
(p1, γ1, q
′′)ρ3
)
≤ λ
(
(r, γ′, q′′)
)
ou` ρ3 = p1
γ′
; q′′ est la premie`re partie du chemin. Soit donc pi′1 une expression
de chemin telle que pi′1 ≤ λ
(
(p1, γ1, q
′′)ρ3
)
et pi1 = va  pi
′
1. Nous avons ρ
′ =
p1
γ1
; q′′
w2−→ q est un chemin de Apost∗ et
pi′1  pi2 ≤ λ
(
(p1, γ1w2, q)ρ′
)
Comme |pi′1  pi2| < |pi|, nous de´duisons par induction qu’il existe une configu-
ration 〈p′, w′〉 telle que p′
w′
−→ q est un chemin de A et(
〈p′, w′〉, 1¯
)
⇒K
(
〈p1, γ1w2〉, pi
′
1  pi2
)
.
En plus, en appliquant r nous obtenons que
(〈p1, γ1w2〉, pi
′
1  pi2
)
⇒K
(
〈p, γγ′w2〉, va  pi
′
1  pi2
)
c-a`-d.
(
〈p′, w′〉, 1¯
)
⇒K
(
〈p, w〉, pi
)
, puisque w = γγ′w2 et pi = va  pi
′
1  pi2.
2
7.6.1 Complexite´ de la proce´dure
Nous de´duisons a` partir des re`gles de saturation que le syste`me de contraintes (β1)–
(β4) a O
(
(|∆|+ |Q|)|∆|+ |δ|+ |∆|
)
ine´galite´s sur O
(
(|∆|+ |Q|)|∆|+ |δ|+ |∆|
)
variables,
ou` Q et δ sont les ensembles d’e´tats et de transitions de A, et ∆ est l’ensemble de
transitions de l’automate a` pile. En effet, l’automate Apost∗ contient les transitions de
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l’automate A0 (|δ| + |∆|), et les transitions rajoute´es par la proce´dure de saturation.
Pour chaque re`gle de l’automate, la proce´dure de saturation rajoute au plus |∆|+ |Q|
transitions. Nous aurons donc au total O
(
(|∆| + |Q|)|∆| + |δ| + |∆|
)
transitions. De
plus, comme dans le cas du pre∗, une transition t de l’automate A0 qui ne peut pas eˆtre
rajoute´e par la proce´dure de saturation est e´tiquete´e par 1¯ (re`gles β1), c-a`-d., h(t) = 1¯.
Reste alors a` de´terminer les e´tiquettes des transitions qui sont vraiment rajoute´es par
la proce´dure de saturation, c-a`-d., de O
(
(|∆| + |Q|)|∆|
)
transitions. Le proble`me est
donc de re´soudre un syste`me ayant O
(
(|∆|+ |Q|)|∆|
)
ine´galite´s et O
(
(|∆|+ |Q|)|∆|
)
variables. Dans le cas ou` l’abstraction conside´re´e est a` chaˆınes finies, il est facile de
voir comme dans le cas du pre∗, que le couˆt total de calcul de la solution du syste`me
d’ine´galite´s est O(hc(|∆| + |Q|)|∆||Q|), ou` c et h sont respectivement le couˆt d’une
ope´ration , et a longueur maximale d’une chaˆıne dans le treillis abstrait. Dans le cas
commutatif, la meˆme analyse faite pour le cas du pre∗ s’applique pour ce cas.
7.7 Conclusion
7.7.1 Re´sume´
Nous avons pre´sente´ une approche ge´ne´rique pour l’analyse statique des programmes
se´quentiels concurrents (avec un nombre fixe de processus en paralle`le). Nous avons
mode´lise´ ces programmes de manie`re pre´cise en utilisant les automates a` piles commu-
nicants (un automate a` pile pour chaque programme se´quentiel). Comme le proble`me
de la ve´rification de tels programmes est inde´cidable [Ram00], l’analyse exacte de ces
syste`mes n’est pas possible. Avec notre approche, seul l’effet de la synchronisation est
approxime´, l’effet des proce´dures (de la se´quentialite´) est de´termine´ de manie`re pre´cise.
L’ide´e est d’analyser chaque syste`me se´quentiel a` part en tenant compte des actions
de synchronisation : si le syste`me contient deux programmes se´quentiels concurrents,
alors ces derniers peuvent acce´der a` une certaine configuration ssi ils effectuent une
se´quence d’actions de synchronisation commune. Ceci revient a` de´cider le vide de l’in-
tersection de langages hors-contextes, puisque le langage des chemins d’un automate
a` pile est un langage hors-contexte. Ce proble`me e´tant inde´cidable, nous calculons
des abstractions (sur-approximations) de ces langages de chemins pour lesquelles le
proble`me du vide d’une intersection est de´cidable. Pour calculer ces abstractions, nous
posons un syste`me de contraintes qui caracte´rise l’ensemble des chemins d’exe´cution
d’un automate a` pile, et nous le re´solvons dans des domaines abstraits. Nous proposons
quatre abstractions diffe´rentes qui permettent de faire des analyses a` diffe´rents couˆts
et pre´cisions.
7.7.2 Autre application
Notre technique peut e´galement eˆtre applique´e dans le cadre de l’analyse inter-
proce´durale des programmes se´quentiels, pour re´soudre le proble`me de propagation de
constantes lorsque les affectations pre´sentes dans le programme sont line´aires (de la
forme y := ax+ b) [JRS03]. Ce proble`me consiste a` de´terminer, a` un certain point de
controˆle, les valeurs possibles que peut prendre une certaine variable. Pour re´soudre
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ce proble`me, Jha, Reps, et Schwoon mode´lisent un programme se´quentiel par un auto-
mate a` pile dont chaque re`gle a un poids (qui est une valeur dans un certain domaine
abstrait D). Chaque poids code une fonction d’affectation relative a` la transition du
programme repre´sente´e par la re`gle en question. En d’autres termes, chaque instruction
du programme est repre´sente´e par une re`gle de l’automate a` pile. Si l’instruction n’est
pas une affectation, le poids de la re`gle est 1 (l’e´le´ment neutre de la concate´nation dans
le domaine abstrait), sinon, ce poids code la fonction d’affectation de l’instruction.
Le proble`me est alors re´duit au calcul de l’accumulation des effets des re`gles de
l’automate a` pile qui peuvent mener du point initial I du programme a` un ensemble de
configurations C. Si l’accumulation de l’effet de deux fonctions d’affectation est code´e
dans le domaine abstrait par une ope´ration de concate´nation des poids, le proble`me
revient a` calculer la concate´nation (dans le domaine abstrait) des poids des se´quences
des re`gles qui me`nent de I a` C. Ceci peut donc eˆtre calcule´ par notre algorithme si
nous interpre´tons les e´tiquettes des re`gles des automates a` pile comme des poids.
Dans leur article, Reps et al. ont inde´pendamment propose´ un algorithme qui cal-
cule des abstractions des chemins d’exe´cutions d’un automate a` pile. Leur algorithme
est aussi base´ sur le calcul de pre∗(C) par la me´thode de [BEM97, EHRS00]. Leur tech-
nique e´tiquette les transitions de cet automate au fur et a` mesure de sa construction.
Elle ne peut cependant eˆtre applique´e que dans le cadre des abstractions a` chaˆınes
finies. Dans ce cadre, notre technique a la meˆme complexite´ que la leur.
7.7.3 Comparaison avec d’autres travaux
Dans le cadre de l’analyse statique des programmes, nous trouvons dans la litte´rature
plusieurs travaux qui traitent les programmes constitue´s d’un nombre fini fixe´ de pro-
cessus finis concurrents. Ces travaux ne conside`rent pas la re´cursivite´. Dans notre
cadre, ce cas correspond a` des automates finis communicants, au lieu des automates
a` pile communicants. L’ensemble des chemins d’exe´cutions est alors re´gulier, et donc
le proble`me du vide de l’intersection de deux ensembles de chemins d’exe´cutions est
de´cidable. Dans ce cas, l’approximation est utilise´e pour re´duire le couˆt du calcul. Dans
[NA98], une technique base´e sur la de´finition de “produit faible” d’automates finis a
e´te´ introduite pour e´viter le proble`me d’explosion combinatoire. L’approche de Cor-
bett [Cor92], dans laquelle les ensembles des chemins du programme sont approxime´s
en utilisant la programmation line´aire est moins pre´cise que notre approximation par
cacul d’images de Parikh, mais elle a un moindre couˆt. Dans [Mer91], Mercouroff pro-
pose une approche base´e sur le comptage des diffe´rentes actions de communication qui
se sont produites dans les diffe´rents canaux du syste`me. Les approximations calcule´es
sont moins pre´cises que la noˆtre (celle des images de Parikh) puisqu’elles sont base´es
sur un calcul de point fixe qui termine en utilisant des techniques d’extrapolation peu
pre´cises.
A notre connaissance, le seul travail qui conside`re a` la fois la re´cursivite´ et la
synchronisation est le travail de [DS91]. L’article fournit une technique approximative
pour de´terminer les actions concurrentes : si les actions a et b sont concurrentes, alors il
est possible d’exe´cuter a avant b ou b avant a. La me´thode de [DS91] consiste a` calculer
pour chaque action a un ensemble d’actions B (resp. A) qui contient les actions qui ne
peuvent apparaˆıtre qu’avant (resp. apre`s) l’action a lors d’une exe´cution. Ce proble`me
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peut eˆtre formule´ dans notre cadre comme suit : 5
Le treillis abstrait a comme e´le´ments des paires (Lab ′, D), ou` Lab′ ⊆ Lab et
D : Lab′ × Lab′ → {none,12,21,both}. Etant donne´ un langage de chemins
Paths(C ′, C), nous avons α(Paths(C ′, C)) = (Lab′, D), ou` Lab ′ est l’ensemble des
actions qui apparaissent dans Paths(C ′, C), et
– D(a, b) = none si ab et ba ne sont pas des sous mots de Paths(C ′, C) ;
– D(a, b) = 12 si ab est un sous mot de Paths(C ′, C), mais ba ne l’est pas ;
– D(a, b) = 21 si ba est un sous mot de Paths(C ′, C), mais ab ne l’est pas ;
– D(a, b) = both si ab et ba sont tous les deux des sous mots de Paths(C ′, C).
Il est facile de de´finir des ope´rations ⊕ et  correspondant a` l’union et la concate´na-
tion des langages. De meˆme, nous pouvons de´finir l’ope´ration u correspondant a` l’in-
tersection. Puisque le treillis est fini, l’approximation peut eˆtre calcule´e de manie`re
effective. Si nous obtenons que D(a, b) 6= both, nous en de´duisons que a et b ne
peuvent pas eˆtre concurrentes dans un chemin qui me`ne de C ′ a` C. Notons que dans
ce cas, le but n’est pas de de´terminer si l’intersection des abstractions des langages de
chemins est vide, mais de la calculer.
L’avantage majeur de notre approche par rapport a` celle de [DS91] est sa ge´ne´ricite´,
puisqu’elle peut s’appliquer dans plusieurs cadres et a` plusieurs instances d’abstrac-
tions. Notons cependant que la cre´ation dynamique de processus est permise dans
[DS91], alors qu’elle ne l’est pas dans notre cadre. Nous allons voir dans le chapitre
suivant comment e´tendre ces techniques pour tenir compte du dynamisme.
5Cette traduction est duˆe a` Javier Esparza et est parue dans [BET03a, BET03b].
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Chapitre 8
Extension au cas dynamique
Dans le chapitre pre´ce´dent, nous avons conside´re´ les programmes constitue´s d’un
nombre fixe de processus se´quentiels qui tournent en paralle`le. Le dynamisme n’est pas
autorise´ dans ces programmes. Dans ce chapitre, nous e´tendons les re´sultats pre´ce´dents
au cas des programmes avec cre´ation dynamique de processus. Nous introduisons un
troisie`me mode`le (SPA) qui permet de mode´liser de manie`re pre´cise dynamisme et
synchronisation, sans cependant tenir compte des variables de retour des proce´dures
appele´es. Nous pre´sentons des techniques de calcul d’abstractions des langages de
chemins Paths(L,L′) de ces syste`mes. L’approche que nous de´veloppons est, comme
pre´ce´demment, base´e sur (1) la caracte´risation de l’ensemble Paths(L,L′) comme la
plus petite solution d’un syste`me de contraintes, et (2) la re´solution de ce syste`me
dans des domaines abstraits.
Le contenu de ce chapitre fait l’objet du rapport de recherche [BET03c].
8.1 Le mode`le : syste`mes PA synchronise´s
Nous introduisons dans cette section notre troisie`me mode`le de description des
programmes paralle`les re´cursifs. Ce mode`le est une sorte d’extension des syste`mes PA
“a`-la CCS” [Mil80] par des ope´rateurs de synchronisation et de restriction.
8.1.1 Syntaxe
Soit V ar un ensemble de variables de processus, et T l’ensemble des termes de
processus sur V ar. Soit Lab = {a, b, c, . . .} un ensemble des actions visibles. Soit Sync
et Async deux ensembles disjoints tels que Lab = Sync∪Async, et pour chaque action
a ∈ Sync correspond une co-action a¯ dans Sync telle que a¯ = a. Soit Act = Lab∪ {τ}
l’ensemble de toutes les actions, ou` τ est une action interne spe´ciale (comme nous
allons le voir, cette action spe´ciale repre´sentera les rendez-vous (handshakes)).
De´finition 8.1.1 Un syste`me PA synchronise´ (SPA pour Synchronized PA) est un
ensemble fini de re`gles de la forme X
a
↪→ t, ou` t ∈ T et a ∈ Lab.
245
Nous de´finissons l’ensemble des termes de processus restreints comme suit :
Tr = {t\S | t ∈ T , S ⊆ Sync}.
Intuitivement, le terme “t\S” correspond a` la restriction du comportement du terme
t aux actions qui ne sont pas dans S. Nous conside´rons que t\∅ est e´gal a` t.
Soit L un ensemble de termes de processus et S un sous ensemble de Sync, nous
de´notons par L\S l’ensemble {t\S | t ∈ L}.
8.1.2 Se´mantique
Un SPA R induit une relation de transition
a
 sur T et une relation de transition
a
 sur Tr de´finies par les re`gles d’infe´rence suivantes :
θ1 :
t1
a
↪→ t2 ∈ R
t1
a
 t2
; θ2 :
t1
a
 t′1
t1 · t2
a
 t′1 · t2
; θ3 :
t1 ∼0 0 , t2
a
 t′2
t1 · t2
a
 t1 · t′2
θ4 :
t1
a
 t′1
t1||t2
a
 t′1||t2 ; t2||t1
a
 t2||t′1
; θ5 :
t1
a
 t′1; t2
a¯
 t′2; a, a¯ ∈ Sync
t1||t2
τ
 t′1||t
′
2
;
θ6 :
t1
a
 t2; a /∈ S, a¯ /∈ S
t1\S
a
 t2\S
Nous de´finissons de manie`re standard les relations
w
 et
w
, pour w ∈ Act∗.
Chaque e´quivalence ≡ de {∼,=} induit une relation de transition
a
≡ sur T et
une relation de transition
a
≡ sur Tr de´finies par :
∀t, t′ ∈ T , t
a
≡ t
′ ssi ∃u, u′ tels que t ≡ u, u
a
 u′, et u′ ≡ t′
et
∀t, t′ ∈ T , t\S
a
≡ t
′\S ssi ∃u, u′ tels que t ≡ u, u\S
a
 u′\S, et u′ ≡ t′
Ces relations sont e´tendues aux se´quences d’actions de manie`re usuelle.
Soient pour t ∈ T ,
Post∗,≡[w](t) = {t
′ ∈ T | t
w
≡ t
′},
et
Post∗,≡(t) =
⋃
w∈Act∗
Post∗,≡[w](t).
Et pour t ∈ Tr,
Post∗,≡[w](t) = {t
′ ∈ Tr | t
w
≡ t
′},
et
Post∗,≡(t) =
⋃
w∈Act∗
Post∗,≡[w](t).
Parfois, nous e´crivons simplement Post∗[w](t), Post
∗
(t), Post
∗
[w](t), et Post
∗
(t)
pour de´signer respectivement Post∗,∼[w](t), Post
∗
,∼(t), Post
∗
,∼[w](t), et Post
∗
,∼(t).
Ces de´finitions s’e´tendent aux ensembles de termes de T et Tr de manie`re standard.
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8.1.3 SPA vs. PA
Observons que syntaxiquement, un SPA correspond a` un syste`me PA tel que de´fini
dans la section 4.3.5. De meˆme, la relation de transition
a
⇒≡ induite par les re`gles
d’infe´rence θ1–θ4 correspond a` la se´mantique d’un syste`me PA. Soient alors
Post∗PA,≡[w](t) = {t
′ ∈ T | t
w
⇒≡ t
′}
et
Post∗PA,≡(t) =
⋃
w∈Act∗
Post∗PA,≡[w](t).
Par rapport aux notations introduites aux chapitre 4 pour de´signer les ensembles des
accessibles par un syste`me PA, nous rajoutons ici l’indice “PA” pour distinguer entre
un syste`me SPA et son PA correspondant.
Il est facile de voir que pour tout t ∈ T , les termes accessibles a` partir de t par la
relation ≡ le sont aussi par
a
⇒≡ :
Proposition 8.1.1 Pour tout t ∈ T et ≡∈ {∼,=}, nous avons :
Post∗,≡(t) = Post
∗
PA,≡(t).
Preuve : Ceci est duˆ au fait que les termes obtenus par application de (θ5) peuvent
aussi eˆtre obtenus par application de (θ4). 2
8.1.4 Passage d’un PFG a` un SPA
Soit un programme donne´ par un parallel flow graph G = {Gp | p ∈ Proc}. Nous
de´finissons un SPA qui mode´lise ce programme. Le syste`me obtenu mode´lise la syn-
chronisation mais oublie les variables globales et les re´sultats de retour des proce´dures
appele´es. Cet SPA est de´fini comme suit :
Ensemble des actions : Lab = (Stmt \ {skip}) ∪ {} est l’ensemble des actions du
programme plus l’action silencieuse , tel que Sync = {a, a¯ | a ∈ Sig} et
Async = {b ∈ Stmt | @a ∈ Sig, b = a! ou b = a?}.
Nous posons par de´finition que pour tout a ∈ Sig, a¯ = a.
Ensemble des variables de processus : V ar est l’ensemble des paires (n, loc) pour
chaque nœud n du PFG, et chaque valuation possible loc des variables locales.
Re`gles : Le SPA contient les re`gles suivantes, pour chaque Π dans Proc :
Instruction vide : (n1, loc)

↪→ (n2, loc), si n1 → n2 ∈ EΠ ;
Affectation : (n1, loc)
a
↪→ (n2, loc
′), si n1
a
→ n2 ∈ EΠ et a est une affectation, ou` loc et
loc′ sont les valeurs des variables locales de la proce´dure Π avant et apre`s l’affectation ;
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Conditionnelle “if-then-else” : (n1, loc)
a
↪→ (n2, loc), si n1
a
→ n2 ∈ EΠ et a est une
conditionnelle “if-then-else”, ou` loc est tel que la condition de l’instruction est satis-
faite ;
Appel re´cursif : si n1
call(p)
−−−−−→n2 ∈ EΠ, alors conside´rer la re`gle
(n1, loc)

↪→ (ep, locp) · (n2, loc),
ou` ep est le point d’entre´e de la proce´dure p, locp les valeurs des arguments passe´es par
la proce´dure Π a` la proce´dure p, et loc me´morise les variables locales de la proce´dure
appelante Π ;
Terminaison : (rΠ, loc)

↪→ 0, ou` rΠ est le point de sortie de la proce´dure Π.
Cre´ation de processus : Si n1
call(p1||···||pk)−−−−−−−−−−→n2 ∈ EΠ, alors conside´rer la re`gle
(n1, loc)

↪→
(
(ep1 , loc1)|| · · · ||(epk , lock)
)
· (n2, loc),
ou` epi est le point d’entre´e de la proce´dure pi, loci les valeurs des arguments passe´es
par la proce´dure Π a` pi, et loc me´morise les variables locales de la proce´dure appelante
Π ;
Synchronisation :
– Si n1
a!
→ n′1 ∈ EΠ, conside´rer la re`gle (n1, loc)
a
↪→ (n′1, loc),
– Si n1
a?
→ n′1 ∈ EΠ, conside´rer la re`gle (n1, loc)
a¯
↪→ (n′1, loc).
Observons qu’avec cette mode´lisation, les re`gles θ5 permettent de mode´liser la
synchronisation avec exactitude : si les processus t1 et t2 sont tous les deux actifs, alors
si t1 envoie le signal a et que t2 le rec¸oive, ils se synchronisent et avancent tous les
deux. Cependant, les re`gles θ4 permettent a` chaque processus d’avancer sans attendre
le processus avec lequel il devrait se synchroniser. Ces re`gles introduisent donc des
comportements supple´mentaires dans le syste`me. Pour e´viter ceci, une fac¸on de faire
est de n’appliquer les re`gles θ4
θ4 :
t1
a
 t′1
t1||t2
a
 t′1||t2 ; t2||t1
a
 t2||t′1
que si a n’est pas une action de synchronisation, c-a`-d., que si a ∈ Async. Avec
la se´mantique de SPA, ceci revient a` conside´rer des termes de processus restreints
t\Sync, empeˆchant ainsi la mauvaise application des re`gles θ4. En effet, les re`gles θ6
n’autorisent a` un processus d’avancer inde´pendamment de son entourage que si l’action
qu’il doit faire n’est pas une action de synchronisation, c-a`-d., si elle ne correspond
ni a` une e´mission ni a` une re´ception d’un signal. Donc, pour calculer l’ensemble des
accessibles par le programme d’un ensemble de termes de processus L, il suffit de
calculer
Post∗(L\Sync).
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8.2 Le proble`me d’accessibilite´ pour SPA
Soient R un SPA, et L et L′ sont deux langages de termes de processus sur T .
Le proble`me que nous nous proposons de re´soudre est celui de ve´rifier s’il existe des
termes de processus t1 ∈ L et t2 ∈ L
′ tels que t2 peut eˆtre atteint a` partir de t1.
Comme explique´ dans le section pre´ce´dente, ceci revient a` ve´rifier si
Post∗(L\Sync) ∩ L
′\Sync
?
= ∅. (8.1)
Malheureusement, nous montrons que le proble`me d’arreˆt d’une machine a` deux
compteurs peut eˆtre re´duit a` ce proble`me :
The´ore`me 8.2.1 Le proble`me d’accessibilite´ (8.1) est inde´cidable pour SPA.
Preuve : Nous codons le proble`me d’arreˆt d’une machine a` deux compteurs. La
re´duction est similaire a` celle pre´sente´e dans [Hab98] utilise´e pour montrer l’inde´cidabilite´
du Model-checking de LTL pour les syste`mes PA.
Soit M une machine a` deux compteurs ayant m e´tats. Soit
– V ar = {X,Y,X11 , X
1
2 , X
2
1 , X
2
2} ∪ {X
c
i | 1 ≤ i ≤ m},
– Sync = {i1, i2, i¯1, i¯2, d1, d2, d¯1, d¯2, z1, z2, z¯1, z¯2},
– Async = {halt, a}.
Soit R le SPA ayant les re`gles suivantes, ou` j ∈ {1, 2} et k ∈ {1, . . . ,m} :
1. X
a
↪→ X11 ||X
2
1 ||X
c
1 ,
2. Xj1
zj
↪→ Xj1 ,
3. Xj1
ij
↪→ Xj2 ·X
j
1 ,
4. Xj2
ij
↪→ Xj2 ·X
j
2 ,
5. Xj2
dj
↪→ 0,
6. Xck
i¯j
↪→ Xch, si (sk : cj := cj + 1; goto sh) est une instruction,
7. Xck
z¯j
↪→ Xch1 et X
c
k
d¯j
↪→ Xch2 si l’instruction suivante existe :
(sk : si cj = 0 aller a` sh1 sinon cj := cj − 1; aller a` sh2)
8. Xm
halt
↪→ Y .
Intuitivement, la variable Xj1 repre´sente la valeur 0 du compteur j, et le terme
Xj2 · · ·X
j
2 ·X
j
1 avec n X
j
2 repre´sente la valeur n du compteur j. La deuxie`me re`gle si-
mule le test d’e´galite´ a` 0 du compteur cj , les troisie`me et quatrie`me re`gles repre´sentent
l’incre´mentation de cj , et la cinquie`me re`gle simule la de´cre´mentation de cj . Les trois
dernie`res re`gles simulent le controˆle fini de la machine. La dernie`re re`gle simule l’arreˆt
de la machine. Les actions ij et i¯j re´presentent l’incre´mentation de cj . La synchronisa-
tion entre ces deux co-actions impose que les compteurs ne peuvent eˆtre incre´mente´s
que si le controˆle le permet. Cette meˆme intuition est valable pour les autres actions
ou` dj et d¯j repre´sentent la de´cre´mentation de cj , et zj et z¯j le test a` ze´ro de cj .
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Alors il est clair queM s’arreˆte ssi
Post∗(X\Sync) ∩ L\Sync 6= ∅,
ou` L est l’ensemble des termes de la forme t1||t2||Y , ou` tj est un terme de la forme
Xj2 · · ·X
j
2 ·X
j
1 qui repre´sente la valeur du compteur j.
2
Pour re´soudre le proble`me (8.1), nous le traduisons en un proble`me sur les chemins
d’exe´cution du syste`me. Soient L et L′ deux ensembles de termes de processus sur T .
Nous de´finissons l’ensemble des se´quences d’actions Paths(L,L′) par :
Paths(L,L′) = {w ∈ Act∗ | ∃t ∈ L, t′ ∈ L′, t′ ∈ Post∗[w](t)}.
Cet ensemble correspond a` tous les chemins d’exe´cution qui peuvent mener a` un terme
dans L′ en partant d’un terme dans L sans se restreindre aux actions qui ne sont
pas dans Sync, et en appliquant les re`gles (θ4) meˆme quand l’action a est une action
de synchronisation. Si nous restreignons le comportement des termes aux actions qui
ne sont pas dans Sync, les chemins d’exe´cution qui permettent d’atteindre L′\Sync
en partant de L\Sync est e´gal a` Paths(L,L′) ∩ (Async ∪ {τ})∗. Par conse´quent, le
proble`me (8.1) est e´quivalent a` ve´rifier si
Paths(L,L′) ∩ (Async ∪ {τ})∗
?
= ∅, (8.2)
En effet, les re`gles de synchronisation (θ5) font que deux processus se synchro-
nisent correctement ssi ils exe´cutent l’action τ . Donc toute occurrence d’une action a
de Sync dans Paths(L,L′) correspond a` une mauvaise application des re`gles (θ4). Plus
pre´cise´ment, elle correspond a` l’exe´cution par un processus d’une action de synchro-
nisation de Sync sans consulter les autres processus concurrents. Et donc le proble`me
revient a` trouver un chemin qui me`ne de L a` L′ ou` ces actions n’appraissent pas, c-a`-d.
a` tester 8.2.
Seulement, cet ensemble de se´quences d’actions Paths(L,L′) ne peut pas eˆtre cal-
cule´ a` cause du re´sultat d’inde´cidabilite´ ci-dessus. Comme dans le chapitre pre´ce´dent,
notre approche consiste alors a` calculer une abstraction du langage des chemins
Paths(L,L′), c-a`-d. une sur-approximation A(L,L′) de Paths(L,L′). Si A(L,L′) ∩
(Async ∪ {τ})∗ est vide, nous pouvons conclure que Paths(L,L′) ∩ (Async ∪ {τ})∗
l’est aussi.
Nous de´finissons une approche ge´ne´rique pour calculer des abstractions de
Paths(L,L′) base´e sur (1) la caracte´risation de l’ensemble Paths(L,L′) comme la plus
petite solution d’un syste`me de contraintes sur des langages de mots (cette solution
ne peut pas eˆtre calcule´e en ge´ne´ral), et (2) le calcul de la plus petite solution dans un
domaine abstrait pour obtenir une sur-approximation de l’ensemble Paths(L,L′).
8.3 Caracte´risation des langages de chemin
Nous expliquons ci-dessous l’approche que nous adoptons pour caracte´riser
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Paths(L,L′) comme la plus petite solution d’un syste`me de contraintes sur des lan-
gages de mots. Suivant l’approche adopte´e dans le chapitre 5, (1) nous repre´sentons les
termes de processus de T par des arbres binaires ou` les variables de processus sont les
constantes et les ope´rateurs “·” et “||” sont binaires, (2) nous utilisons les automates
d’arbres binaires pour repre´senter les ensembles re´guliers de termes de processus, et
(3) nous nous restreignons au cas ou` L′ est ∼-compatible, et nous calculons l’ensemble
des se´quences d’exe´cution {w ∈ Act∗ | Post∗,=[w](L) ∩ L
′ 6= ∅}. En effet, si L′ est
∼-compatible alors cet ensemble est e´gal a` Paths(L,L′) :
Proposition 8.3.1 Si L′ est ∼-compatible alors
Paths(L,L′) = {w ∈ Act∗ | Post∗,=[w](L) ∩ L
′ 6= ∅}
Preuve : L’inclusion ⊇ est directe. Pour l’autre direction, il suffit de montrer par
induction sur |w| que si u
w
∼ u
′, alors il existe u′′ ∼ u′ tel que u
w
= u
′′. Ceci est duˆ
au fait que les re´e´critures se font toujours aux feuilles des arbres (voir la proposition
5.2.1). 2
Soient alors L et L′ deux ensembles re´guliers de termes tels que L′ est∼-compatible.
SoientA = (Q,Σ, F, δ) un automate d’arbres fini qui reconnaˆıt L, etA′ = (Q′,Σ, F ′, δ′)
un automate qui reconnaˆıt L′. Nous supposons sans perte de ge´ne´ralite´ que Q′ est tel
que si s ∈ Q′, alors il existe un e´tat snull dans Q′ qui reconnaˆıt exactement les termes
de Ls qui sont nuls, c-a`-d., qui reconnaˆıt le langage Ls ∩ {u ∈ T | u ∼0 0}. L’e´tat
snull
null
est bien suˆr e´gal a` snull.1
Soient QR = {qt | t est un sous terme des membres des re`gles de R}, et δ
R l’en-
semble des re`gles de transitions suivantes :
– X → qX si qX ∈ Q
R, pour X ∈ V ar,
– ||(qt1 , qt2)→ qt si t = ||(t1, t2) et qt ∈ Q
R,
– ·(qt1 , qt2)→ qt si t = ·(t1, t2) et qt ∈ Q
R.
Il est alors clair que pour tout terme t qui est un sous terme d’un des membres des
re`gles de R, Lqt = {t}. Posons Q = Q∪Q
R, ∆ = δ∪δR, Q′ = Q′∪QR, et ∆′ = δ′∪δR.
Soient q ∈ Q et s ∈ Q′. Nous de´finissons le langage de se´quences d’exe´cution λ(q, s)
par :
λ(q, s) = {w ∈ Act∗ | Post∗,=[w](Lq) ∩ Ls 6= ∅}.
Nous avons alors d’apre`s la proposition 8.3.1 :
Proposition 8.3.2 Si L′ est ∼-compatible, alors
Paths(L,L′) =
⋃
q∈F
s∈F ′
λ(q, s).
1De tels e´tats peuvent eˆtre obtenus en calculant le produit de A′ et de l’automate qui reconnaˆıt
les termes nuls, et contenant les re`gles 0 → qnull, ·(qnull, qnull) → qnull, et ||(qnull, qnull) → qnull.
L’e´tat (s, qnull) correspond alors a` s
null.
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Par conse´quent, notre but dans cette section est de caracte´riser les ensembles
λ(q, s). Pour ce faire, nous posons un syste`me de contraintes dont la plus petite solu-
tion correspond a` ces ensembles. Pour la de´finition de ce syste`me, nous avons besoin
de de´finir des ope´rateurs sur les se´quences d’actions qui correspondent aux ope´rateurs
de composition se´quentielle et paralle`le sur les termes.
8.3.1 Des ope´rateurs sur les se´quences d’actions
L’ope´rateur se´quentiel correspond a` la concate´nation (sur les mots) des chemins,
puisque si u1 ∈ Post
∗
,=[w1](v1) et u2 ∈ Post
∗
,=[w2](v2), alors soit u1 ∼ 0, soit u1
est non nul et w2 = . Dans les deux cas, ·(u1, u2) ∈ Post
∗
,=[w1 · w2]
(
· (v1, v2)
)
, ou`
w1 · w2 est le mot obtenu en concate´nant w1 et w2. Pour l’ope´rateur de composition
paralle`le, nous introduisons l’ope´rateur de synchronisation de´fini inductivement sur les
mots comme suit :
 q w = w q  = w
aw1 q a¯w2 = a(w1 q a¯w2) + a¯(aw1 q w2) + τ(w1 q w2)
aw1 q bw2 = a(w1 q bw2) + b(aw1 q w2) si b 6= a¯
Avec cette de´finition, nous avons que si u1 est accessible a` partir de v1 avec la se´quence
d’actions w1, et u2 est accessible a` partir de v2 avec la se´quence d’actions w2, alors
u = ||(u1, u2) est accesssible a` partir de v = ||(v1, v2) avec une se´quence d’actions de
w1 q w2 :
Proposition 8.3.3 Soient u1, u2, v1, v2 ∈ T , et w ∈ Act
∗. Alors
||(u1, u2) ∈ Post
∗
,=[w]
(
||(v1, v2)
)
ssi il existe w1, w2 ∈ Act
∗ t.q. w ∈ w1 q w2, u1 ∈
Post∗,=[w1](v1), et u2 ∈ Post
∗
,=[w2](v2).
Preuve : Nous montrons d’abord la direction ⇒. Soient alors u1, u2, v1, v2 ∈ T , et
w ∈ Act∗ tels que
||(u1, u2) ∈ Post
∗
,=[w]
(
||(v1, v2)
)
.
Nous proce´dons par induction sur |w| :
– |w| = 0. Alors w = , et la proprie´te´ est satisfaite avec w1 = w2 = , u1 = v1, et
u2 = v2.
– |w| > 0, c-a`-d., w = bw′ pour un b ∈ Act. Soient alors u′1, u
′
2 ∈ T tels que
||(u′1, u
′
2) ∈ Post
∗
,=[b]
(
||(v1, v2)
)
, et ||(u1, u2) ∈ Post
∗
,=[w
′]
(
||(u′1, u
′
2)
)
. Nous
de´duisons par induction qu’il existe deux se´quences w′1 et w
′
2 telles que w
′ ∈
w′1 q w
′
2, u1 ∈ Post
∗
,=[w
′
1](u
′
1), et u2 ∈ Post
∗
,=[w
′
2](u
′
2). Il y a deux cas en
fonction de la nature de b :
1. b 6= τ . Alors soit v1 = u
′
1 et v2
b
= u
′
2, soit v2 = u
′
2 et v1
b
= u
′
1. Les deux
cas sont syme´triques. Supposons par exemple que nous avons le premier
cas. Soient alors w1 = w
′
1 et w2 = bw
′
2. Il est facile de voir que w ∈ w1qw2,
u1 ∈ Post
∗
,=[w1](v1), et u2 ∈ Post
∗
,=[w2](v2).
2. b = τ . Soit alors a ∈ Sync tel que v1
a
= u
′
1 et v2
a¯
= u
′
2. Conside´rons
w1 = aw
′
1 et w2 = a¯w
′
2. Il est facile de voir que w ∈ w1 q w2, u1 ∈
Post∗,=[w1](v1), et u2 ∈ Post
∗
,=[w2](v2).
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Nous montrons maintenant l’autre direction. Soient alors w,w1, w2 ∈ Act
∗ et
u1, u2, v1, v2 ∈ T t.q. w ∈ w1 q w2, u1 ∈ Post
∗
,=[w1](v1), et u2 ∈ Post
∗
,=[w2](v2).
Nous montrons par induction sur |w1|+ |w2| que ||(u1, u2) ∈ Post
∗
,=[w]
(
||(v1, v2)
)
:
– |w1|+ |w2| = 0. Alors w = w1 = w2 = , et la proprie´te´ est satisfaite.
– |w1|+ |w2| > 0. Soit w ∈ w1 q w2, nous allons montrer que
||(u1, u2) ∈ Post
∗
,=[w]
(
||(v1, v2)
)
Soient alors w′1, w
′
2, b, et b
′ tels que w1 = bw
′
1 et w2 = b
′w′2. Les cas ou` w1 = 
(ou w2 = ) sont directs puisque dans ce cas w1 q w2 = w2 (w1 q w2 = w1).
Soient u′1 et u
′
2 tels que v1
b
= u
′
1, v2
b′
= u
′
2, u1 ∈ Post
∗
,=[w
′
1](u
′
1), et u2 ∈
Post∗,=[w
′
2](u
′
2). Il y a deux cas en fonction des natures de b et b
′ :
1. b′ 6= b¯. Dans ce cas nous avons w1 q w2 = b(w
′
1 q w2) + b
′(w1 q w
′
2).
Soit alors w′ ∈ w′1 q w2 tel que w = bw
′ (le cas ou` w = b′w′ pour un
w′ dans w1 q w
′
2 est syme´trique). Comme u1 ∈ Post
∗
,=[w
′
1](u
′
1), u2 ∈
Post∗,=[w2](u2), et |w
′
1|+ |w2| < |w1|+ |w2|, nous obtenons par induction
que ||(u1, u2) ∈ Post
∗
,=[w
′]
(
||(u′1, v2)
)
, ce qui implique que ||(u1, u2) ∈
Post∗,=[w]
(
||(v1, v2)
)
.
2. b′ = b¯. Dans ce cas, nous avons w1qw2 = b(w
′
1qw2)+b¯(w1qw
′
2)+τ(w
′
1qw
′
2)
Soit alors w′ ∈ w′1 q w
′
2 tel que w = τw
′ (les autres cas se traitent comme
pre´ce´demment). Par induction nous de´duisons que
||(u1, u2) ∈ Post
∗
,=[w
′]
(
||(u′1, u
′
2)
)
et donc nous obtenons directement que ||(u1, u2) ∈ Post
∗
,=[w]
(
||(v1, v2)
)
en appliquant les re`gles θ5 puisque v1
b
= u
′
1 et v2
b¯
= u
′
2.
2
8.3.2 Le syste`me de contraintes :
Nous associons aux e´tats q ∈ Q et s ∈ Q′ des variables l(q, s) repre´sentant des sous
ensembles de Act∗, et nous de´finissons un ensemble de contraintes sur ces variables.
Nous montrons que la plus petite solution de ce syste`me correspond aux ensembles
λ(q, s). Le syste`me de contraintes est de´fini comme suit :
(β1) si Lq ∩ Ls 6= ∅, alors
 ∈ l(q, s)
(β2) si q1 → q2 est une re`gle de ∆ et que s1 → s2 est une re`gle de ∆
′, alors
l(q1, s1) ⊆ l(q2, s2)
(β3) si ·(q1, q2) → q est une re`gle de ∆ et que ·(s1, s2) → s est une re`gle de ∆
′,
alors
l(q1, s
null
1 ) · l(q2, s2) ⊆ l(q, s)
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et
l(q1, s1) ⊆ l(q, s) si Lq2 ∩ Ls2 6= ∅
(β4) si ||(q1, q2) → q est une re`gle de ∆ et que ||(s1, s2) → s est une re`gle de ∆
′,
alors
l(q1, s1)q l(q2, s2) ⊆ l(q, s)
(β5) si X
a
↪→ t ∈ R, alors
l(q, qX) · a · l(qt, s) ⊆ l(q, s)
Nous expliquons ci-dessous l’intuition exprime´e par ces re`gles. Rappelons que les
variables l(q, s) devraient repre´senter les ensembles λ(q, s). Les re`gles (β1) expriment
que si Lq ∩ Ls 6= ∅, alors  ∈ λ(q, s). Les re`gles (β2) expriment que si Lq1 ⊆ Lq2 et
Ls1 ⊆ Ls2 , alors λ(q1, s1) ⊆ λ(q2, s2).
Les re`gles (β3) expriment que si ·(q1, q2) → q est une re`gle de ∆, et ·(s1, s2) → s
est une re`gle de ∆′ , alors si u1 ∈ Ls1 , u2 ∈ Ls2 , v1 ∈ Lq1 , et v2 ∈ Lq2 sont tels que :
– si u1 est nul (u1 ∼0 0), et donc reconnu par s
null
1 , et s’il est accessible a` partir de
v1 en appliquant la se´quence d’actions w1 (w1 ∈ λ(q1, s
null
1 )), et u2 est accessible
a` partir de v2 en appliquant la se´quence d’actions w2 (w2 ∈ λ(q2, s2)), alors
u = ·(u1, u2) (u est dans Ls) est accessible a` partir de v = ·(v1, v2) (v est dans
Lq) en appliquant w1w2 (w1w2 ∈ λ(q, s)).
– si u1 est accessible a` partir de v1 en appliquant la se´quence d’actions w1 (w1 ∈
λ(q1, s1)), et v2 ∈ Lq2 ∩ Ls2 , alors u = ·(u1, v2) (u est dans Ls) est accessible a`
partir de v = ·(v1, v2) (v est dans Lq) en appliquant w1 (w1 ∈ λ(q, s)).
Les re`gles (β4) expriment que si ||(q1, q2)→ q est une re`gle de ∆, et ||(s1, s2)→ s est
une re`gle de ∆′ , alors si u1 ∈ Ls1 , u2 ∈ Ls2 , v1 ∈ Lq1 , et v2 ∈ Lq2 sont tels que u1 est
accessible a` partir de v1 en appliquant la se´quence d’actions w1 (w1 ∈ λ(q1, s1)), et u2
est accessible a` partir de v2 en appliquant la se´quence d’actions w2 (w2 ∈ λ(q2, s2)),
alors u = ||(u1, u2) (u est dans Ls) est accessible a` partir de v = ||(v1, v2) (v est
dans Lq) en appliquant n’importe quelle se´quence d’actions w qui soit dans w1 q w2
(w1 q w2 ⊆ λ(q, s)).
Finalement, les re`gles (β5) expriment que si X est accessible a` partir de Lq avec
la se´quence d’actions w1 (w1 ∈ λ(q, qX)), si X
a
↪→ t ∈ R, et il existe un terme u dans
Ls qui peut eˆtre atteint a` partir de t avec la se´quence w2 (w2 ∈ λ(qt, s)), alors u peut
eˆtre atteint a` partir de Lq avec la se´quence w1 · a · w2 (w1 · a · w2 ∈ λ(q, s)).
8.3.3 Existence du plus petit point fixe :
Nous montrons que la plus petite solution de l’ensemble de contraintes pre´ce´dent
existe :
Proposition 8.3.4 La plus petite solution de l’ensemble de contraintes (β1)–(β5) existe.
En effet, soit x1, . . . , xm un nume´rotage arbitraire des variables l(q, s), pour q ∈ Q et
s ∈ Q′. (β1)–(β5) est donc un syste`me de contraintes de la forme
fi(x1, . . . , xm) ⊆ xi, 1 ≤ i ≤ m (8.3)
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ou` les fi(x1, . . . , xm) sont des fonctions construites a` partir des variables xi et des
ope´rateurs ·, q, et ∪. En effet, deux diffe´rentes inclusions de la forme e1 ⊆ xi et
e2 ⊆ xi peuvent eˆtre remplace´es par l’inclusion e1 ∪ e2 ⊆ xi.
Soit alors X = (x1, . . . , xm), et F la fonction
F (X) =
(
f1(x1, . . . , xm), . . . , fm(x1, . . . , xm)
)
.
La plus petite solution de (8.3) est le plus petit pre´-point fixe de F . Soit L le treilli
complet des langages sur Act, c-a`-d., L = (2Act
∗
,⊆,∪,∩, ∅, Act∗). Il est facile de voir
que les ope´rateurs · et q sont ∪-continus. Il s’en suit que F est monotone et ∪-continue.
Par conse´quent, nous obtenons a` partir du the´ore`me de Tarski que le plus petit pre´-
point fixe de F existe et est e´gal a` son plus petit point fixe, et par le the´ore`me de
Kleene, nous de´duisons que ce point fixe est e´gal a` :⋃
i≥0
F i(∅, . . . , ∅). (8.4)
Soit
(
e(q, s)
)
q∈Q
s∈Q′
cette solution. Nous montrons que pour chaque q ∈ Q et chaque
s ∈ Q′, e(q, s) est e´gal au langage de chemins λ(q, s) :
The´ore`me 8.3.1 Pour chaque q ∈ Q et chaque s ∈ Q′,
e(q, s) = λ(q, s).
Preuve : Nous montrons que pour chaque q ∈ Q et chaque s ∈ Q′,
Post∗,=[w](Lq) ∩ Ls 6= ∅ ⇔ w ∈ e(q, s).
Nous commenc¸ons par l’implication ⇒. Soient q ∈ Q, s ∈ Q′, w ∈ Act∗, et u ∈
Post∗,=[w](Lq) ∩ Ls. Soit alors v ∈ Lq tel que u ∈ Post
∗
,=[w](v). Nous proce´dons
par induction sur |w|.
– |w| = 0, alors w = , et u ∈ Lq ∩ Ls, ce qui veut dire que  ∈ e(q, s) (par (β1)).
– |w| > 0. Il y a deux cas :
1. La racine de v a e´te´ re´e´crite. Soient alors X
a
↪→ t ∈ R, w1, w2 ∈ Act
∗ tels
que
X ∈ Post∗,=[w1](v), u ∈ Post
∗
,=[w2](t),
et w = w1aw2. Puisque |w1| < |w| et |w2| < |w|, l’hypothe`se d’induction
implique que w1 ∈ e(q, qX), et w2 ∈ e(qt, s). Donc, nous obtenons par (β5)
que
w = w1 · a · w2 ∈ e(q, qX) · a · e(qt, s) ⊆ e(q, s)
2. La racine de v n’a pas e´te´ re´e´crite. Nous proce´dons par induction structurelle
sur u :
– v = ·(v1, v2) et u = ·(u1, u2) tels que v1 ∈ Lq1 , v2 ∈ Lq2 , u1 ∈ Ls1 ,
u2 ∈ Ls2 , ou` ·(q1, q2)→ q est une re`gle de ∆ et ·(s1, s2)→ s est une re`gle
de ∆′ tels que :
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– u1 est e´quivalent a` 0, c-a`-d., u1 ∈ Lsnull1 . Soient alors w1, w2 tels que
w = w1 · w2, u1 ∈ Post
∗
,=[w1](v1), et u2 ∈ Post
∗[w2](v2). Par in-
duction structurelle, nous avons que w1 ∈ e(q1, s
null
1 ) et w2 ∈ e(q2, s2).
Nous obtenons alors par (β3) que
w = w1 · w2 ∈ e(q1, s
null
1 ) · e(q2, s2) ⊆ e(q, s).
– u1 n’est pas e´quivalent a` 0, dans ce cas u2 = v2 ∈ Ls2 ∩ Lq2 et
u1 ∈ Post
∗
,=[w](v1). Par induction structurelle, nous avons que w ∈
e(q1, s1), et par (β3), nous obtenons que
w ∈ e(q1, s1) ⊆ e(q, s).
– v = ||(v1, v2) et u = ||(u1, u2). La proposition 8.3.3 implique qu’il existe
w1, w2 t.q. w ∈ w1qw2, u1 ∈ Post
∗
,=[w1](v1), et u2 ∈ Post
∗
,=[w2](v2).
Soient q1, q2 ∈ Q t.q. ||(q1, q2) → q est une re`gle de ∆, v1 ∈ Lq1 , et
v2 ∈ Lq2 . En plus, soient s1, s2 ∈ Q
′ t.q. ||(s1, s2) → s est une re`gle de
∆′ telle que u1 ∈ Ls1 et u2 ∈ Ls2 . Alors, par induction structurelle nous
de´duisons que w1 ∈ e(q1, s1) et w2 ∈ e(q2, s2), et graˆce a` (β4), il s’en suit
que
w ∈ w1 q w2 ⊆ e(q1, s1)q e(q2, s2) ⊆ e(q, s).
Conside´rons l’autre direction. Soit w ∈ e(q, s), montrons que Post∗,=[w](Lq) ∩
Ls 6= ∅. Puisque les e´tiquettes e(q, s) sont construites par une proce´dure de saturation,
nous conside´rons les se´qences
(
ei(q, s)
)
0≤i≤n
ou` e0(q, s) = ∅, en(q, s) = e(q, s), et
ei(q, s) est l’e´tiquette obtenue apre`s la i
e´me ite´ration. Nous montrons par induction
sur i que si w ∈ ei(q, s), alors Post
∗
,=[w](Lq)∩Ls 6= ∅. Le cas ou` i = 0 est direct. De
meˆme pour le cas ou` i = 1, puisque dans ce cas, c’est la re`gle β1 qui s’est applique´e.
Soit alors i > 1. Soit w ∈ ei(q, s), alors :
– soit il existe (q′, s′) tel que w ∈ ei−1(q
′, s′), et ei−1(q
′, s′) ⊆ ei(q, s) (re`gles β2).
Dans ce cas, nous avons force´ment que q′ → q ∈ ∆ et s′ → s ∈ ∆′, et donc
Lq′ ⊆ Lq, et Ls′ ⊆ Ls. Par induction, nous avons que
Post∗,=[w](Lq′) ∩ Ls′ 6= ∅.
Il s’en suit que Post∗,=[w](Lq) ∩ Ls 6= ∅ puisque Lq′ ⊆ Lq et Ls′ ⊆ Ls.
– soit il existe w1, w2 tels que w = w1w2, et il existe q1, s1, q2, s2 tels que ·(q1, q2)→
q ∈ ∆, ·(s1, s2) → s ∈ ∆
′, w1 ∈ ei−1(q1, s
null
1 ), w2 ∈ ei−1(q2, s2), w ∈ ei(q, s)
(re`gles β3). Par induction, nous obtenons que
Post∗,=[w1](Lq1) ∩ Lsnull1 6= ∅
et
Post∗,=[w2](Lq2) ∩ Ls2 6= ∅.
Soient alors u1 et u2 tels que
u1 ∈ Post
∗
,=[w1](Lq1) ∩ Lsnull1
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et
u2 ∈ Post
∗
,=[w2](Lq2) ∩ Ls2 .
Il est alors clair que (puisque u1 ∼0 0)
·(u1, u2) ∈ Post
∗
,=[w](Lq) ∩ Ls
– soit il existe q1, s1, q2, s2 tels que ·(q1, q2) → q ∈ ∆, ·(s1, s2) → s ∈ ∆
′, w ∈
ei−1(q1, s1), et Lq2 ∩ Ls2 6= ∅ (re`gles β3). Soit alors u2 ∈ Lq2 ∩ Ls2 . Puisque w ∈
ei−1(q1, s1), nous de´duisons par induction qu’il existe u1 ∈ Post
∗
,=[w](Lq1) ∩
Ls1 . Il est alors clair que
·(u1, u2) ∈ Post
∗
,=[w](Lq) ∩ Ls.
– soit il existe w1, w2 tels que w ∈ w1 q w2, et il existe q1, s1, q2, s2 tels que
||(q1, q2) → q ∈ ∆, ||(s1, s2) → s ∈ ∆
′, w1 ∈ ei−1(q1, s1), et w2 ∈ ei−1(q2, s2)
(re`gles β4). Par induction, nous obtenons que
Post∗,=[w1](Lq1) ∩ Ls1 6= ∅
et
Post∗,=[w2](Lq2) ∩ Ls2 6= ∅.
Soient alors u1 et u2 tels que u1 ∈ Post
∗
,=[w1](Lq1)∩Ls1 et u2 ∈ Post
∗
,=[w2](Lq2)∩
Ls2 . Nous obtenons par la proposition 8.3.3 que
||(u1, u2) ∈ Post
∗
,=[w](Lq) ∩ Ls
– soit il existe une re`gle X
a
↪→ t ∈ R, w1, w2 tels que w = w1aw2, w1 ∈ ei−1(q, qX),
w2 ∈ ei−1(qt, s) (re`gles β5). Par induction, nous obtenons que
X ∈ Post∗,=[w1](Lq)
et qu’il existe u ∈ Ls tel que
u ∈ Post∗,=[w2](t).
Il est alors clair que
u ∈ Post∗,=[w1aw2](Lq).
2
8.4 Abstraction des langages de chemins
8.4.1 Le cadre d’abstraction
Le calcul ite´ratif (8.4) de la plus petite solution du syste`me (8.3) ne termine
en ge´ne´ral pas (puisque le proble`me d’accessiblite´ est inde´cidable pour SPA). Donc,
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pour pouvoir re´soudre ce proble`me, nous calculons des sur-approximations des lan-
gages λ(q, s). Pour ce faire, nous proce´dons comme dans le chapitre pre´ce´dent : nous
nous plac¸ons dans un treillis abstrait D = (D,≤,t,u,⊥,>) qui est compatible avec
une alge`bre de Kleene K = (K,⊕,, ?, 0¯, 1¯), et nous le relions au treillis concret
L = (2Act
∗
,⊆,∪,∩, ∅, Act∗) par une connexion de Galois (α, γ), c-a`-d., une fonction
d’abstraction α : 2Act
∗
→ D, et une fonction de concre´tisation γ : D → 2Act
∗
telles
que
∀x ∈ 2Act
∗
, ∀y ∈ D. α(x) ≤ y ⇐⇒ x ⊆ γ(y) .
En plus, nous conside´rons un ope´rateur ⊗ sur K qui est associatif, commutatif, et
⊕-continu tel que pour tous x, y dans K, x ⊗ y ∈ K. ⊗ est l’ope´rateur abstrait qui
correspond a` l’ope´rateur de synchronisation q.
Comme pre´ce´demment, nous conside´rons des abstractions ou` K est engendre´ par
des e´le´ments de base va pour chaque a ∈ Act (vτ est e´gal a` 1¯). Comme nous pre´ce´demment,
va est l’e´le´ment abstrait qui correspond au langage {a}.
Pour de´finir une connexion de Galois entre les domaines concret et abstrait, nous
conside´rons une fonction α telle que α({}) = 1¯, pour tout a ∈ Act, α({a}) = va,
et pour chaque langages de mots L1, L2, nous avons α(L1 · L2) = α(L1)  α(L2),
α(L1 ∪ L2) = α(L1)⊕ α(L2), et α(L1 q L2) = α(L1)⊗ α(L2). Il s’en suit que
α(L) =
⊕
a1···an∈L
va1  · · ·  van .
La fonction de concre´tisation γ est alors de´finie comme pre´ce´demment :
γ(x) = {a1 · · · an ∈ 2
Act∗ | va1  · · ·  van ≤ x}.
Il est facile de voir que (α, γ) est une connexion de Galois entre L et D. D’apre`s la
proposition 7.3.1 nous avons :
∀L1, L2 ∈ 2
Act∗ , α(L1) u α(L2) = ⊥ ⇒ L1 ∩ L2 = ∅.
Par conse´quent, pour re´soudre le proble`me (8.2), il suffit de ve´rifier si
α
(
Paths(L,L′)
)
u α
(
(Async ∪ {τ})∗
) ?
= 0¯, (8.5)
ou` α
(
Paths(L,L′)
)
est la plus petite solution du syste`me de contraintes suivant :
fαi (x1, . . . , xm) ≤ xi, 1 ≤ i ≤ m, (8.6)
ou` fαi (x1, . . . , xm) est une expression obtenue en substituant dans fi(x1, . . . , xm) les
ope´rations · par , q par ⊗, et ∪ par ⊕.
Pour re´soudre le syste`me (8.6), nous conside´rons des abstractions a` chaˆınes
finies, puisque dans ce cas, le calcul ite´ratif du plus petit point fixe termine toujours.
Remarque 8.4.1 Notons que nous ne conside´rons pas les abstractions commutatives
comme dans le chapitre pre´ce´dent parce que dans ce cas, nous devons manipuler
l’ope´rateur ⊗ qui fait que nous n’avons plus affaire a` un syste`me d’ine´galite´s po-
lynoˆmiales dans des alge`bres de Kleene. Donc dans ce cas, les re´sultats de [HK99]
ne s’appliquent plus, et donc nous n’avons pas de moyens pour re´soudre les syste`mes
de contraintes 8.6.
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8.4.2 Instances d’abstractions a` chaˆınes finies
Nous reprenons dans cette section les trois abstractions a` chaˆınes finies de´finies au
chapitre pre´ce´dent, nous de´finissons l’ope´rateur ⊗ pour chaque cas, et nous montrons
informellement comment ces abstractions permettent d’analyser les programmes des
figures ?? dans ce nouveau cadre. Nous donnons un exemple complet qui illustre les
diffe´rentes e´tapes de notre proce´dure dans la section suivante.
8.4.2.1 Les ensembles d’actions interdites et ne´cessaires :
Dans ce cas, ⊗ est de´fini par :
[F1, R1]⊗[F2, R2] =
[
F1∩F2,
(
(R1∪R2)∩Async
)
∪{a ∈ R1 | a¯ ∈ F2}∪{a ∈ R2 | a¯ ∈ F1}
]
.
Cette de´finition exprime qu’e´tant donne´s deux langages de se´quences L1 et L2, si les
lettres de F1 n’apparaissent dans aucune se´quence de L1 et les lettres de F2 n’appa-
raissent dans aucune se´quence de L2, alors L1qL2 ne contient aucune lettre de F1∩F2.
De meˆme, si a apparaˆıt dans toutes les se´quences de L1 (resp. L2) et que a ∈ Async,
alors a doit apparaˆıtre dans toutes les se´quences de L1qL2. Et, si a ∈ Sync et a¯ ∈ F2
(resp. a¯ ∈ F1), c-a`-d., a¯ n’apparaˆıt pas dans les mots de L2 (resp. de L1), alors a doit
apparaˆıtre dans toutes les se´quences de L1 q L2. Alors que si a¯ /∈ F2 (resp. a¯ /∈ F1),
elle peut apparaˆıtre dans L2 (resp. dans L1) et mener a` la simplification de a dans
L1 q L2. Donc, a n’est pas force´ment pre´sente dans les mots de L1 q L2.
Comme explique´ au chapitre pre´ce´dent, dans ce cas, le nombre d’ite´rations a` calculer
pour arriver au point fixe est au plus |Act|.
Exemple : Conside´rons l’exemple de la figure 7.3 ou` deux processus sont cre´e´s en
paralle`les pour exe´cuter les proce´dures pi1 et pi2. Nous pouvons utiliser cette abstraction
pour conclure que le programme ne peut pas arriver a` une configuration ou` pi1 est au
point de controˆle n1 et pi2 est au point de controˆle m2 : L’action a est ne´cessaire pour
atteindre n1, mais a¯ est interdite pour atteindre m2. Intuitivement, nous avons
α
(
Paths
(
||(n0,m0), ||(n1,m2)
))
= α
(
Paths(n0, n1)
)
⊗ α
(
Paths(m0,m2)
)
= [∅, {a}]⊗ [{a¯}, ∅]
= [∅, {a}]
De plus, α
(
(Async ∪ {τ})∗
)
= [{a¯, a}, ∅]. Par conse´quent,
α
(
Paths
(
||(n0,m0), ||(n1,m2)
))
u α
(
(Async ∪ {τ})∗
)
= 0¯
puisque {a¯, a} ∩ {a} 6= ∅.
8.4.2.2 Label bitvectors :
Nous de´finissons ⊗ comme suit : b1 ⊗ b2 = b tel que :
– si a ∈ Async, alors b(a) = b1(a) ∨ b2(a) ;
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– si a ∈ Sync et (b1(a) ∧ b2(a¯)) ∨ (b2(a) ∧ b1(a¯)) = 0, alors b(a) = b1(a) ∨ b2(a) ;
– si a ∈ Sync et (b1(a)∧ b2(a¯))∨ (b2(a)∧ b1(a¯)) = 1, alors b(a) ∈ {b1(a)∨ b2(a), 0} ;
– s’il existe a ∈ Sync, (b1(a) ∧ b2(a¯)) ∨ (b2(a) ∧ b1(a¯)) = 1, alors :
– si b(a) = 0, alors b(τ) = 1 ;
– si b(a) = 1, alors b(τ) ∈ {b1(τ) ∨ b2(τ), 1}.
– si pour tout a ∈ Sync, (b1(a) ∧ b2(a¯)) ∨ (b2(a) ∧ b1(a¯)) = 0, alors b(τ) = b1(τ) ∨
b2(τ).
Cette de´finition exprime qu’e´tant donne´es deux se´quences w1 et w2, si a ∈ w1 et
a¯ /∈ w2, alors a appraˆıt dans la se´quence w1 q w2, et si a ∈ w1 et a¯ ∈ w2, a peut ne
pas apparaˆıtre dans w1 q w2 (dans ce cas, nous aurons τ qui apparaˆıt dans w1 q w2).
Dans ce cas, le nombre d’ite´rations a` calculer pour arriver au point fixe est en
2O(|Act|).
Exemple : Pour le programme de la figure 7.1, nous pouvons conclure qu’aucune confi-
guration globale ou` pi1 est au point n3 et pi2 au point m3 n’est accessible puisque
α
(
Paths
(
||(n0,m0), ||(n3,m3)
))
u α
(
(Async ∪ {τ})∗
)
= ∅.
En effet, α
(
(Async ∪ {τ})∗
)
= {00001}, ou` les composantes des vecteurs de bits cor-
respondent aux actions a, b, a¯, b¯, et τ , respectivement. De plus,
α
(
Paths
(
||(n0,m0), ||(n3,m3)
))
= α
(
Paths(n0, n3)
)
⊗ α
(
Paths(m0,m3)
)
= {10000, 01000} ⊗ {00110}
ou` {10000, 01000} ⊗ {00110} est e´gal a`
{10110, 10111, 00111, 10011, 00011, 00101, 01110, 01111, 01101}
8.4.2.3 Ordre des premie`res occurrences :
Nous prenons dans ce cas ⊗ = q. Le nombre d’ite´rations a` calculer pour arriver
au point fixe est au plus 2O(|Act|!).
Exemple : Nous de´duisons que le programme de la figure 7.4 ne peut pas atteindre la
configuration (n3,m3) puisque α
(
Paths
(
||(n0,m0), ||(n3,m3)
))
qui est e´gal a` {ab, b}⊗
{b¯a¯, c¯b¯a¯} ne contient aucune se´quence dans (Async ∪ {τ})∗.
8.5 Un exemple avec cre´ation dynamique de proces-
sus
Conside´rons le PFG de la figure 8.1 qui correspond a` un programme ou` une
proce´dure pi1 s’appelle elle-meˆme en paralle`le avec une proce´dure pi2. Ces proce´dures pi1
et pi2 communiquent par des signaux a et b. Nous ne repre´sentons pas ici la proce´dure
main, nous supposons que le programme commence a` partir du point n0.
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m0
Proc : pi2
a?
b!
m1
m2
n0
Proc : pi1
n2
n1
b?
a!
call pi1||pi2
Fig. 8.1 – Un programme avec cre´ation dynamique de processus
Ce programme peut eˆtre mode´lise´ par le SPA R contenant les re`gles suivantes2 :
R1 : n0
a
↪→ n1
R2 : n1
b¯
↪→ 0
R3 : n0

↪→ n0||m0
R4 : m0
b
↪→ m1
R5 : m1
a¯
↪→ 0
En utilisant l’abstraction des ordres des premie`res occurrences, nous pouvons mon-
trer qu’en partant de n0, il n’est pas possible d’atteindre une configuration ou` le point
de controˆle m1 est actif. Pour ce faire, nous posons L = {n0} et L
′ l’ensemble des
termes ou` les noeuds internes sont e´tiquete´s par “||”, et qui contiennent au moins une
feuille e´tiquete´e par m1 (nous ne conside´rons pas “·” dans L
′ puisque les re`gles du SPA
ne font pas intervenir cet ope´rateur). Notre proble`me revient alors a` ve´rifier que
α
(
Paths(L,L′)
)
u α
(
(Async ∪ {τ})∗
)
= ∅.
C’est a` dire, puisque dans ce cas α
(
(Async ∪ {τ})∗
)
= {τ, }, de ve´rifier si
α
(
Paths(L,L′)
)
∩ {τ, } = ∅
Nous allons appliquer notre proce´dure pour calculer α
(
Paths(L,L′)
)
. Soit alors
A = (Q,Σ, F, δ) un automate d’arbres fini qui reconnaˆıt L, ou` Q = F = {p} et δ =
n0 → p ; et soit A
′ = (Q′,Σ, F ′, δ′) un automate qui reconnaˆıt L′ tel que Q = {s, s1},
F = {s1} et δ
′ est l’ensemble des re`gles :
– n→ s pour tout n ∈ E = {0, n0, n1, n2,m0,m1} ;
– m1 → s1 ;
– ||(s, s)→ s, ||(s1, s)→ s1, ||(s, s1)→ s1.
s1 reconnaˆıt les termes ayant une feuille m1, et s reconnaˆıt tous les termes.
Notre but est de calculer α
(
λ(p, s1)
)
. Pour ce faire, nous allons poser le syste`me de
contraintes dont la solution caracte´rise cet ensemble. Soient alorsQR = {qn0||m0 , qn, n ∈
E}, et δR l’ensemble des re`gles de transitions suivantes :
2Ici, pour simplifier l’analyse en re´duisant le nombre des variables, si n
inst
−−−→ r est une areˆte du
PFG ou` r est un point de retour, nous conside´rons directement la re`gle qui mode´lise la terminaison
n
inst
↪→ 0 au lieu de conside´rer les re`gles n
inst
↪→ r et r

↪→ 0.
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– n→ qn pour n ∈ E ;
– ||(qn0 , qm0)→ qn0||m0 .
Soient Q = Q∪QR, ∆ = δ ∪ δR, Q′ = Q′ ∪QR, et ∆′ = δ′ ∪ δR. Nous appliquons
les re`gles (β1)–(β5) et nous obtenons le syste`me de contraintes suivant :
1. l(qn0 , s1)q l(qm0 , s) ⊆ l(qn0||m0 , s1) ;
2. l(qn0 , s)q l(qm0 , s1) ⊆ l(qn0||m0 , s1) ;
3. l(qn0 , s)q l(qm0 , s) ⊆ l(qn0||m0 , s) ;
4. l(q, qn0) · a · l(qn1 , q
′) ⊆ l(q, q′), pour tout q ∈ Q et q′ ∈ Q′ ;
5. l(q, qn1) · b¯ · l(q0, q
′) ⊆ l(q, q′), pour tout q ∈ Q et q′ ∈ Q′ ;
6. l(q, qn0) ·  · l(qn0||m0 , q
′) ⊆ l(q, q′), pour tout q ∈ Q et q′ ∈ Q′ ;
7. l(q, qm0) · b · l(qm1 , q
′) ⊆ l(q, q′), pour tout q ∈ Q et q′ ∈ Q′ ;
8. l(q, qm1) · a¯ · l(q0, q
′) ⊆ l(q, q′), pour tout q ∈ Q et q′ ∈ Q′ ;
9.  ∈ l(p, qn0) ;  ∈ l(qn, s), n ∈ E ;  ∈ l(qn0||m0 , s) ;  ∈ l(qm1 , s1) ; et  ∈ l(q, q)
pour tout q ∈ QR.
Les contraintes (1), (2), et (3) sont obtenues par (β4) puisque ||(qn0 , qm0) →
qn0||m0 ∈ ∆ et ||(s, s) → s, ||(s1, s) → s1, et ||(s, s1) → s1 sont des re`gles de ∆
′.
Les contraintes (4), (5), (6), (7), et (8) sont obtenues en appliquant (β5) aux re`gles
R1, R2, R3, R4, et R5, respectivement. Les contraintes (9) sont obtenues a` partir de
(β1).
En re´solvant ce syste`me de contraintes dans le domaine des “ordres des premie`res
occurrences”, nous obtenons que α
(
λ(p, s1)
)
est e´gal a` l’ensemble des mots suivants :
b, ba¯, ab, ba, aba¯, baa¯, ba¯a, bτ, ab¯b, abb¯, bab¯, aτ, ab¯ba¯, abb¯a¯, aba¯b¯, bab¯a¯, baa¯b¯, ba¯ab¯, aτ a¯, bτ b¯,
aτb, abτ, bτ a¯, ba¯τ, aτba¯, abτ a¯, aτ a¯b, aba¯τ, aτ a¯b, bτ a¯b¯, bτ b¯a¯, ba¯τ b¯, ba¯b¯τ .
Comme l’intersection de cet ensemble avec {τ, } est vide, nous de´duisons que L′
n’est pas accessible a` partir de L. Ce qui veut dire qu’il n’est pas possible d’atteindre
le point m1 a` partir de n0.
8.6 Conclusion
8.6.1 Bilan
Nous avons pre´sente´ une approche ge´ne´rique pour l’analyse statique des programmes
concurrents avec re´cursion et cre´ation dynamique de processus. Notre me´thode permet
le calcul effectif d’abstractions des langages de chemins d’exe´cutions des programmes.
Elle est base´e sur (1) la caracte´risation des langages de chemins comme la plus pe-
tite solution d’un syste`me de contraintes, et (2) la re´solution de ce syste`me dans un
domaine abstrait. Plus pre´cise´ment, nous nous plac¸ons dans le cadre des abstractions
a` chaˆınes finies ou` un calcul ite´ratif du plus petit point fixe termine. Nous pouvons
instancier ce cadre par des classes d’abstractions diffe´rentes selon le couˆt et la pre´cision
de´sire´s de l’analyse. Nous e´tendons les abstractions a` chaˆınes finis que nous avons pro-
pose´es dans le chapitre pre´ce´dent pour qu’elles puissent eˆtre applique´es dans ce cadre
ou` le dynamisme est permis.
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La technique pre´sente´e dans ce chapitre et celle du chapitre pre´ce´dent sont base´es
sur le meˆme principe, a` savoir, le calcul d’abstractions des langages de chemins d’exe´cu-
tions des programmes en re´solvant des syste`mes de contraintes dans des domaines
abstraits. Ces deux techniques se comple`tent. En effet, la me´thode pre´sente´e au cha-
pitre pre´ce´dent n’autorise pas la cre´ation dynamique de processus, mais elle traite la
re´cursivite´ de manie`re exacte ; alors que la technique de ce chapitre conside`re le dy-
namisme, permet de tenir compte de la re´cursivite´, mais elle abstrait les valeurs des
variables de retour que les proce´dures appele´es doivent rendre aux proce´dures appe-
lantes. Par conse´quent, selon le type du programme que nous devons analyser, et selon
l’information que nous voulons garder, l’une ou l’autre de ces deux techniques peuvent
eˆtre utilise´es.
L’avantage majeur de ces deux techniques est leur ge´ne´ricite´. En effet, elles offrent
un cadre ge´ne´ral et uniforme pour calculer des abstractions des langages de chemins
d’exe´cutions des programmes. Elles peuvent eˆtre instancie´es par n’importe quelle classe
d’abstraction qui soit a` chaˆınes finies ou commutative (dans le cas de la technique du
chapitre pre´ce´dent) pour permettre des analyses graduelles des programmes, ayant
diffe´rents couˆts et diffe´rentes pre´cisions. Nous pouvons e´galement instancier nos tech-
niques par n’importe quelle classe d’abstractions, ou essayer de re´soudre les syste`mes
de contraintes directement dans le domaine concret en appliquant un calcul ite´ratif
et en utilisant les me´thodes d’e´largissement telles que de´finies dans le cadre de l’in-
terpre´tation abstraite, pour acce´le´rer le calcul de sur-approximations du plus petit
point fixe [CC77].
Nous pouvons aussi conside´rer des se´ries d’abstractions finies qui peuvent eˆtre
raffine´es, telles que par exemple la se´rie infinie des abstractions (Ai)i>0 qui conside´rent
l’ordre d’apparition dans le langage des ie`me premie`res occurrences de chaque lettre
(notre abstraction de “l’ordre des premie`res occurrences” correspond a` la classe A1),
et conside´rer l’une de ces diffe´rentes abstractions selon la pre´cision et le couˆt de´sire´s de
l’analyse. Si nous pensons que le re´sultat de l’analyse est trop grossier, nous pouvons
toujours le raffiner en conside´rant une abstraction plus fine de cette se´rie infinie.
8.6.2 Comparaison avec d’autres travaux
Dans [Mo02, SS01], les auteurs proposent d’autres techniques de calcul d’abstrac-
tions des chemins d’exe´cutions base´es sur la re´solution d’un syste`me de contraintes dans
un domaine abstrait. L’approche qu’ils proposent ne permet cependant pas de tenir
compte de la synchronisation. De plus, leur technique de construction des syste`mes de
contraintes est diffe´rente des noˆtres. En effet, ils posent leurs contraintes directement
sur le PFG, alors que nos contraintes sont pose´es a` partir d’automates correspondant
aux ensembles de configurations du syste`me.
Comme nous l’avons de´ja` dit, a` notre connaissance, le seul travail qui conside`re
re´cursivite´, cre´ation dynamique de processus, et synchronisation, est celui de [DS91].
Nous avons montre´ qu’en conside´rant une abstraction finie particulie`re, la technique
pre´sente´e au chapitre pre´ce´dent permet de mener l’analyse propose´e dans cet article.
Il serait inte´ressant de voir si cette abstraction pourrait eˆtre e´tendue pour eˆtre utilise´e
dans le cadre pre´sente´ dans ce chapitre.
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Quatrie`me partie
Analyse d’accessibilite´ par
e´largissement
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Chapitre 9
Calcul des accessibles par
e´largissement
Dans les chapitres pre´ce´dents, nous avons pre´sente´ des algorithmes de calcul de
cloˆtures re´flexives transitives spe´cifiques a` des sous-classes de relations et de langages
re´guliers. Ces algorithmes ne peuvent s’appliquer que si le langage et/ou la relation
conside´re´s appartiennent a` ces sous-classes qui sont certes assez significatives pour
mode´liser beaucoup de classes de syste`mes, mais qui n’apparaissent pas force´ment
dans tous les contextes. Nous proposons dans ce chapitre une technique ge´ne´rale
d’acce´le´ration appele´e e´largissement re´gulier qui peut eˆtre applique´e pour calculer
les ensembles des accessibles inde´pendamment du type de langages ou de relations
conside´re´s. Plus pre´cise´ment, e´tant donne´s une relation et un langage re´guliers de
mots ou d’arbres, cette technique permet en ge´ne´ral, lorsqu’elle termine, de calculer
des sur-approximations de l’ensemble des accessibles, et peut dans certains cas calculer
cet ensemble de manie`re pre´cise graˆce a` un test d’invariance.
Etant donne´s un langage re´gulier L repre´sente´ par un automate fini de mots ou
d’arbres A, et une relation re´gulie`re R donne´e par un transducteur fini de mots ou
un transducteur d’arbres line´aire T , la technique que nous pre´sentons est base´e sur la
de´tection de croissances pendant le calcul ite´ratif de la se´quence A, T (A), T 2(A), . . .
dans le but de deviner automatiquement un automate A′ qui repre´sente l’ensemble
des accessibles R∗(L). Un test permet ensuite de savoir si l’automate devine´ corres-
pond a` une sur-approximation de l’ensemble des accessibles. Ce meˆme test permet
dans certains cas de de´cider si l’automate construit reconnaˆıt exactement l’ensemble
des accessibles. L’ide´e intuitive est la suivante. Prenons par exemple le langage de
mots a∗b repre´sente´ par l’automate A de la figure 9, et R = copy(a∗)(a, b)copy(b∗)
la relation re´gulie`re de mots qui re´e´crit le a le plus a` droite en b, et qui est donne´e
par le transducteur T de la figure 9. En comparant les structures des automates A et
T (A), nous remarquons qu’il y a un “b” qui s’est rajoute´ a` droite. L’ide´e est alors de
deviner qu’a` chaque application de T , un “b” va se rajouter, et donc extrapoler en ra-
joutant la boucle b∗ ce qui donne l’automate A′ repre´sente´ a` la figure 9 qui correspond
pre´cise´ment a` R∗(a∗b) = a∗bb∗.
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(a, a) (b, b)
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Fig. 9.1 – Exemple d’e´largissement sur les automates de mots
Pour que tout ceci ait un sens, il nous faut de´finir selon quel crite`re les structures
des automates sont-elles compare´es. Pour ce faire, nous proposons de repre´senter un
automate de mots ou d’arbres par un hypergraphe dirige´. En particulier, un automate
de mots est repre´sente´ par un graphe de manie`re standard comme c’est le cas dans
l’exemple pre´sente´ ci-dessus, puisque (comme nous allons le voir) un graphe est un
hypergraphe dirige´ particulier. Nous comparons ensuite les automates en comparant
les structures des hypergraphes qui leur correspondent par rapport a` la bisimulation
observationnelle de Milner [Mil80]. Dans la premie`re section de ce chapitre, nous mon-
trons comment repre´senter un automate de mots ou d’arbres par un hypergraphe
dirige´, et nous de´finissons la notion de bisimulation entre les hypergraphes. Ensuite,
nous introduisons le principe ge´ne´ral de notre me´thode d’e´largissement qui consiste a`
comparer les hypergraphes correspondants a` A et T (A) ; si nous de´tectons dans T (A)
un hypergraphe ∆ qui s’est rajoute´, c-a`-d., un hypergraphe ∆ tel que si nous l’enle-
vons nous obtenons un hypergraphe bisimilaire a` celui de A ; alors nous ite´rons ∆ en
fusionnant les sommets d’entre´e aux sommets de sortie qui leur correspondent. Dans
l’exemple pre´ce´dent, la croissance ∆ est le sous-graphe repre´sente´ dans le rectangle en
pointille´s.
Dans la troisie`me partie de ce chapitre, nous montrons que notre technique peut eˆtre
exacte si la relation conside´re´e est bien-fonde´e et nous donnons certains exemples de
relations de mots et d’arbres qui satisfont cette condition, et pour lesquelles donc notre
technique permet, en cas de terminaison, de calculer l’ensemble exact des accessibles.
Nous montrons ensuite que notre technique est assez ge´ne´rale et qu’elle permet de
calculer les cloˆtures transitives pour plusieurs classes de relations et de langages. Plus
pre´cise´ment, nous montrons que cette me´thode permet de calculer la cloˆture transitive
de toute context-relation, une classe de relations de mots introduite dans [ABJN99]
pour repre´senter les syste`mes parame´tre´s line´aires. Nous montrons e´galement qu’elle
est capable de calculer la fermeture d’un langage APC par semi-commutations, ce qui
donne un autre algorithme pour le the´ore`me 3.1.2. Elle peut aussi calculer la cloˆture
transitive d’un langage re´gulier par une relation semi-monadique line´aire. Cette classe
de relations introduite dans [CDGV94] de´finit une classe significative de syste`mes
de re´e´criture de termes. Notre technique est aussi capable de calculer Post∗R,=(L)
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pour tout syste`me PRS bien-fonde´ R et tout langage re´gulier de termes L. Nous
en de´duisons qu’elle peut calculer cet ensemble pour tout syste`me PA R. Finalement,
nous montrons qu’elle permet de calculer la cloˆture re´flexive-transitive de tout syste`me
WOS en simulant l’algorithme sous-jacent au the´ore`me 3.2.1.
Nous montrons ensuite dans la section 9.6 comment appliquer notre technique
d’e´largissement a` la ve´rification des syste`mes parame´tre´s et des programmes re´cursifs
paralle`les. Avant de conclure, nous comparons notre me´thode avec les techniques exis-
tantes.
Le contenu de ce chapitre a e´te´ publie´ dans [BJNT00, Tou01, BT02].
9.1 Hypergraphes dirige´s et bisimulation
9.1.1 Repre´sentation des automates par des hypergraphes
De´finition 9.1.1 (Hypergraphes dirige´s) Soient V un ensemble de sommets et Σ
un alphabet muni d’une fonction d’arite´ comprenant un symbole particulier  d’arite´
1. Soient f ∈ Σn et v, v1, . . . , vn ∈ V , le n+ 2-uplet (v, f, v1, . . . , vn) est un hyperarc
dirige´ e´tiquete´ par f et connectant dans l’ordre v aux sommets v1, . . . , vn. Si f ∈ Σ1,
(v, f, v1) est appele´ un arc dirige´. Nous e´crivons v
f
→ v1, . . . , vn pour chaque hyperarc
dirige´ (v, f, v1, . . . , vn), ou juste v
a
→ si a ∈ Σ0.
Un hypergraphe dirige´ est une paire G = (V,H) ou` V est un ensemble de
sommets et H est un ensemble d’hyperarcs dirige´s sur V . Un graphe dirige´ est un
hypergraphe dirige´ dont tous les hyperarcs dirige´s sont des arcs dirige´s.
Comme il n’y a pas de risque de confusion, nous utilisons dore´navant les appella-
tions (hyper)graphe et (hyper)arc pour de´signer respectivement un (hyper)graphe dirige´
ou un (hyper)arc dirige´.
Il est bien connu qu’un automate fini de motsA = (Q, I,Σ, δ, F ) peut eˆtre repre´sente´
par un triplet (G, I, F ), ou` G = (Q, δ) est le graphe repre´sentant la relation de tran-
sition δ, I est l’ensemble des e´tats initiaux et F l’ensemble des e´tats finaux. De
manie`re analogue, nous proposons de repre´senter la relation de transition d’un au-
tomate d’arbres fini par un hypergraphe de la manie`re suivante : Soit A = (Q,Σ, F, δ)
un automate d’arbres fini, la relation de transition δ peut eˆtre repre´sente´e par l’hyper-
graphe Gδ = (Q,Hδ), ou` Hδ est de´fini par :
– q
f
→ q1, . . . , qn ∈ Hδ pour chaque re`gle f
(
q1, . . . , qn
)
→ q dans δ.
– q
a
→ ∈ Hδ pour chaque re`gle a→ q dans δ.
– q

→ q′ ∈ Hδ pour chaque re`gle q → q
′ dans δ.
De cette fac¸on, un automate d’arbres fini A = (Q,Σ, F, δ) peut eˆtre repre´sente´
par une paire (G, F ), ou` G est l’hypergraphe qui repre´sente sa relation de transition δ
et F est l’ensemble d’e´tats finaux. Parfois, pour traiter les automates d’arbres et les
automate de mots de manie`re uniforme, nous repre´sentons l’automate d’arbres A par
le triplet (G, ∅, F ).
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9.1.2 Bisimulation d’hypergraphes
Nous introduisons ci-dessous la notion de bisimulation d’hypergraphes. Comme les
automates que nous manipulons ne sont pas force´ment de´terministes, les hypergraphes
qui les repre´sentent peuvent contenir des -transitions. Nous conside´rons donc la bisi-
mulation observationnelle de Milner [Mil80] pour comparer deux hypergraphes. Pour
de´finir cette relation d’e´quivalences, nous introduisons la notation v
f
⇒H v1, . . . , vn qui
exprime quil y a des sommets u, u1, . . . , un tels que dans l’ensemble d’hyperarcs H, il
y a un chemin e´tiquete´ par des -transitions qui me`ne de v a` u, il y a un hyperarc de
la forme u
f
→ u1, . . . , un, et des chemins e´tiquete´s par des -transitions qui me`nent de
ui a` vi, pour chaque i, 1 ≤ i ≤ n :
Notation 9.1.1 Soit G = (V,H) un hypergraphe. Nous e´crivons v
f
⇒H v1, . . . , vn s’il
existe des sommets v0, . . . , vk, u01, . . . , u
k1
1 , u
0
n, . . . , u
kn
n tels que :
– v = v0,
– ∀i, 0 ≤ i < k, vi −→ vi+1 ∈ H ;
– vk
f
→ u01, . . . , u
0
n ∈ H ;
– ∀j, 1 ≤ j ≤ n; ∃kj | u
kj
j = vj et ∀i, 0 ≤ i < kj ;u
i
j
−→ui+1j ∈ H.
Nous pouvons maintenant de´finir la notion de bisimulation “observationnelle” sur
les hypergraphes. Comme nous n’allons utiliser que cette notion de bisimulation, nous
l’appelons simplement bisimulation d’hypergraphes :
De´finition 9.1.2 Soit G = (V,H) un hypergraphe et F ⊆ V un ensemble de sommets
acceptants. Une bisimulation d’hypergraphes par rapport a` F est une relation
binaire syme´trique ρ ⊆ V × V telle que pour chaque v, v′ ∈ V , (v, v′) ∈ ρ ssi
– v ∈ F ssi v′ ∈ F ,
– Si v
f
⇒H v1, . . . , vn, alors il existe des sommets v
′
1, . . . , v
′
n ∈ V tels que v
′ f⇒H
v′1, . . . , v
′
n, et pour chaque i ∈ {1, . . . , n}, (vi, v
′
i) ∈ ρ. Nous e´crivons v ∼ v
′ s’il
existe une bisimulation d’hypergraphes liant v et v′.
Etant donne´s deux automates de mots A = (G, I, F ) et A′ = (G′, I ′, F ′), nous
e´crivons A ∼ A′ ssi chaque sommet dans I est bisimilaire a` un sommet dans I ′ par
rapport a` F ∪ F ′ et vice versa. De meˆme, e´tant donne´s deux automates d’arbres
A = (G, F ) et A′ = (G′, F ′), nous e´crivons A ∼ A′ ssi chaque sommet dans F est
bisimilaire a` un sommet dans F ′ par rapport a` F ∪ F ′ et vice versa. Par abus de
langage, nous parlons parfois d’hypergraphes bisimilaires si I, I ′, F , et F ′ (resp. F et
F ′) sont compris dans le contexte.
9.2 Techniques d’extrapolation sur les hypergraphes
9.2.1 Principe de l’e´largissement re´gulier
Nous de´crivons dans cette partie notre principe d’e´largissement re´gulier : nous
comparons un hypergraphe G ′ (qui est cense´ repre´senter un automate A correspondant
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a` un langage L) a` un hypergraphe G (qui est cense´ repre´senter un automate T (A)
correspondant a` R(L) ) dans le but de deviner un sous-hypergraphe ∆ de G, un sous-
ensemble I∆ de sommets de ∆, et une partition ϕ des sommets de I∆ tels que si
nous enlevons ∆ de G, et que nous fusionnons les sommets de I∆ selon la partition ϕ,
nous obtenons un hypergraphe G\ϕ∆ bisimilaire a` G
′. L’e´largissement consiste alors
a` calculer l’hypergraphe G[∆ ← ∆+] obtenu a` partir de G en fusionnant les e´tats
e´quivalents par rapport a` ϕ (sans enlever les hyperarcs de ∆). Ceci revient a` rajouter
des boucles qui permettent d’ite´rer la croissance ∆. Intuitivement, deviner la partition
ϕ revient a` deviner les e´tats de ∆ qu’il faut fusionner pour obtenir les boucles qu’il
faut rajouter a` G pour avoir la limite qui doit correspondre a` R∗(L). Ci-dessous, nous
de´finissons formellement les hypergraphes G\ϕ∆ et G[∆← ∆
+].
De´finition 9.2.1 Soit G = (V,H) un hypergraphe. Supposons donne´s :
– un sous-hypergraphe de G : ∆ = (V∆, H∆) (V∆ ⊆ V et H∆ ⊆ H) ;
– un sous ensemble I∆ de V∆ ;
– ϕ : une partition de I∆.
Soit ∼ϕ la relation d’e´quivalence induite par ϕ. Nous de´finissons deux hypergraphes
G\ϕ∆ et G[∆← ∆
+] comme suit :
– G\ϕ∆ est l’hypergraphe (V
′, H ′) tel que
– V ′ = V \ V∆ ∪ {s[v]ϕ | v ∈ I∆} et
– H ′ = {v′0
f
→ v′1, . . . , v
′
n | ∃v0
f
→ v1, . . . , vn ∈ H t.q. vi ∈ V \ V∆ et v
′
i =
vi; ou vi ∈ I∆ et v
′
i = s[vi]ϕ},
ou` [v]ϕ de´note la classe d’e´quivalence par rapport a` ∼ϕ du sommet v. Intuitive-
ment, G\ϕ∆ est l’hypergraphe obtenu de G en enlevant tous les hyperarcs de ∆,
et en collant les sommets ∼ϕ-e´quivalents.
– G[∆← ∆+] est l’hypergraphe (V ′′, H ′′) ou` :
– V ′′ = (V \ I∆) ∪ {s[v]ϕ | v ∈ I∆}, et
– H ′′ = {v′0
f
→ v′1, . . . , v
′
n | v0
f
→ v1, . . . , vn ∈ H t.q. v
′
i = vi si vi /∈ I∆, et v
′
i =
s[vi]ϕ sinon }.
Intuitivement, G[∆← ∆+] est obtenu en fusionnant les e´tats ∼ϕ-e´quivalents de
∆, ce qui rajoute des boucles permettant d’ite´rer ∆.
Maintenant, nous pouvons de´finir l’ope´ration d’e´largissement re´gulier sur les auto-
mates de mots ou d’arbres :
De´finition 9.2.2 (Elargissement re´gulier) Soient deux automates A = (G, I, F )
et A′ = (G′, I ′, F ′). Etant donne´s un sous hypergraphe ∆ de G ′, un ensemble de som-
mets I∆ de ∆, et une partition ϕ de I∆, si
(G, I, F ) ∼
(
G′ \ϕ ∆, (I
′ \ V∆)∪ {s[v]ϕ | v ∈ I
′ ∩ I∆}, (F
′ \ V∆)∪ {s[v]ϕ | v ∈ F
′ ∩ I∆}
)
(9.1)
alors nous de´finissons l’ope´rateur d’e´largissement
∇(A,A′,∆, ϕ) =
(
G′[∆← ∆+], (I ′\I∆)∪{s[v]ϕ | v ∈ I
′∩I∆}, (F
′\I∆)∪{s[v]ϕ | v ∈ F
′∩I∆}
)
271
Observons que dans le cas des automates d’arbres ou` I et I ′ sont vides, l’e´largissement
revient a` tester si
(G, F ) ∼
(
G′ \ϕ ∆, (F
′ \ V∆) ∪ {s[v]ϕ | v ∈ F
′ ∩ I∆}
)
(9.2)
Si cette condition est satisfaite, nous de´finissons l’ope´rateur d’e´largissement d’arbres
∇(A,A′,∆, ϕ) =
(
G′[∆← ∆+], (F ′ \ I∆) ∪ {s[v]ϕ | v ∈ F
′ ∩ I∆}
)
Remarque 9.2.1 Observons que si nous voulions comparer les automates A et A′
non pas par leur structure mais par les langages qu’ils reconnaissent, nous pouvons
utiliser le meˆme principe donne´ ci-dessus en conside´rant des structures de´terministes.
9.2.2 Calcul de R∗(L) par e´largissement
Soit R une relation re´gulie`re de mots ou d’arbres repre´sente´e par un transducteur
de mots ou un transducteur line´aire d’arbres T ; et soit L un langage re´gulier de mots
ou d’arbres repre´sente´ par un automate fini de mots ou d’arbres A. Nous proposons
d’appliquer l’e´largissement pour deviner R∗(L) de la manie`re suivante : calculer la
se´quence A, T (A), T 2(A), . . . 1 et comparer a` chaque e´tape l’hypergraphe du nouvel
automate calcule´ T i(A) aux hypergraphes des automates pre´ce´dents T j(A), j < i
dans l’ordre de´croissant des indices j. De`s qu’une croissance est de´tecte´e entre T i(A)
et T k(A) pour un certain indice k, nous extrapolons et calculons un automate A′
par e´largissement comme de´crit ci-dessus. Par cette ope´ration, nous devinons que A′
repre´sente l’ensemble des accessibles, ou une sur-approximation de cet ensemble. Pour
nous assurer que nous avons bien devine´, nous ve´rifions que le langage L′ reconnu par
A′ est invariant par R en testant si :
L′ = R(L′) ∪ L
Si c’est le cas, nous arreˆtons le calcul et de´duisons que L′ est une sur-approximation de
l’ensemble des accessibles, sinons nous n’extrapolons pas et nous continuons a` comparer
T i(A) aux automates T j(A), pour j < k jusqu’a` atteindre l’indice j = 1, auquel cas,
nous passons a` l’ite´ration suivante, nous calculons T i+1(A) et le comparons a` ses
pre´de´cesseurs, etc. Nous pouvons simplifier cette proce´dure en ne comparant le nouvel
automate calcule´ qu’a` son pre´de´cesseur imme´diat, c-a`-d., en ne comparant a` chaque
fois T i(A) qu’a` T i−1(A), si l’e´largissement ne peut pas s’appliquer ou si l’ensemble
calcule´ ne satisfait pas le test, nous passons a` l’ite´ration suivante et calculons T i+1(A),
etc. Ou encore, nous pouvons fixer une profondeur de comparaison k et ne comparer
T i(A) qu’a` T j(A), pour i − k ≤ j ≤ i − 1. Si la limite n’a pas e´te´ devine´e a` cette
profondeur, nous passons a` l’ite´ration suivante et calculons T i+1(A), etc.
1Cette se´quence peut eˆtre calcule´e en composant a` chaque fois par le transducteur T comme de´crit
dans la de´finition 2.1.17 si T est un transducteur de mots, ou dans la de´finition 2.1.24 si T est un
transducteur line´aire d’arbres. En effet, comme l’ope´ration de produit des automates est associative,
T n(A) est e´gal a` T
“
T
`
· · · T
| {z }
n fois
(A) · · ·
´”
.
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Dans la section suivante nous montrons que pour certaines relations, tester L′ =
R(L′) ∪ L revient a` s’assurer que l’ensemble calcule´ est exactement e´gal a` l’ensemble
des accessibles.
Exemple 9.2.1 Soit L = (a + c)∗(b + d)∗ un langage repre´sente´ par l’automate A
de la figure 9.2, et R la relation de semi-commutation R = copy(Σ∗)(ab, ba)copy(Σ∗)
repre´sente´e par le transducteur T de la figure 9.3. Sur les figures, les e´tats initiaux
sont marque´s par des fleˆches entrantes et les e´tats finaux par des doubles cercles. Alors
T (A) qui reconnaˆıt le langage R(L) = (a + c)∗ba(b + d)∗ et T 2(A) qui reconnaˆıt le
langage R2(L) = (a + c)∗b(a + b)a(b+ d)∗ sont repre´sente´s sur les figures 9.4 et 9.5.
Soient G et G′ les graphes sous-jacents a` ces deux automates.
a, c b, d
Fig. 9.2 – L’automate A
(a, b) (b, a)
copy(a + b + c) copy(a + b + c)
Fig. 9.3 – Le transducteur T
b a
a, c b, d
Fig. 9.4 – L’automate T (A)
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q1
q2
q3
q4
q5
q6
b
b
b
a
a
a
a, c b, d
Fig. 9.5 – L’automate T 2(A)
En comparant G et G′ nous de´tectons le graphe ∆ de´fini par les arcs (q2, b, q4)
et (q3, a, q5) comme croissance. Si nous prenons I∆ = {q2, q3, q4, q5} et ϕ la parti-
tion {q2, q3, q4, q5}, nous obtenons un graphe identique a` G. Nous appliquons alors
l’e´largissement en fusionnant q2, q3, q4, et q5 et nous obtenons un automate qui re-
connaˆıt (a+ c)∗b(a+ b)∗a(b+d)∗. En rajoutant L nous obtenons R∗(L) = (a+ c)∗(a+
b)∗(b+ d)∗.
Exemple 9.2.2 (Elargissement d’arbres) Conside´rons la re`gle de re´e´criture sui-
vante : R = a → f(a, b) correspondant a` la relation qui re´e´crit une feuille e´tiquete´e
par a en f(a, b). Cette relation est reconnue par le transducteur d’arbres line´aire
T = (Q,Σ,Σ, F, δ) tel que Q = {q, qa}, F = {qa}, Σ1 = {a, b}, Σ2 = {f}, et δ
est l’ensemble des re`gles suivantes :
1. a→ q(a), b→ q(b) ;
2. a→ qa
(
f(a, b)
)
;
3. f
(
q(x1), qa(x2)
)
→ qa
(
f(x1, x2)
)
, f
(
qa(x1), q(x2)
)
→ qa
(
f(x1, x2)
)
;
4. f
(
q(x1), q(x2)
)
→ q
(
f(x1, x2)
)
.
Intuitivement, les re`gles (1) et (4) expriment que l’e´tat q reconnaˆıt les termes ou`
aucune re´e´criture n’a eu lieu. Alors que l’e´tat qa reconnaˆıt les termes ou` exactement
une feuille e´tiquete´e par a s’est re´e´crite en f(a, b). En effet, la re`gle (2) annote le
terme f(a, b) qui a remplace´ une feuille a par qa. Les re`gles (3) garantissent qu’une
seule feuille s’est re´e´crite.
Supposons que nous voulions calculer R∗(a). Soient A = (G0, {q0}), T (A) =
(G1, {q2}), et T
2(A) = (G2, {q3}) les automates d’arbres reconnaissants a, R(a), et
R2(a). Leurs hypergraphes correspondants sont repre´sente´s dans la figure 9.6. En com-
parant G1 et G2, nous de´tectons une situation d’e´largissement ou` ∆ est l’hypergraphe
({q1, q2, q3}, {q3
f
→ q2, q1}), I∆ = {q3, q1, q2}, et ϕ = {{q1}, {q2, q3}}. Par conse´quent,
l’ope´rateur d’e´largissement ∇ produit l’automate (G, {q3}) obtenu en fusionnant les
e´tats q2 et q3, ce qui permet de rajouter la boucle repre´sente´e en gras. Cet automate
de´finit pre´cise´ment R+(a). Son union avec (G0, {q0}) correspond a` R
∗(a).
9.2.3 Elargissement et relations transitives
Ce principe peut e´galement eˆtre applique´ pour calculer les cloˆtures transitives des
relations re´gulie`res de mots et des relations de re´e´tiquetages d’arbres, puisque ces
relations peuvent eˆtre vues comme des langages re´guliers sur l’alphabet produit Σ×Σ
(voir la section 2.1.2.3), et peuvent donc eˆtre repre´sente´es par des hypergraphes.
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q0 q1
q2
f
a b
q0
G1
G0
G2
q1q0
q2
q3
f
f
∆
b
a
a
q0 q1
q2
f
a b
f
G
Fig. 9.6 – Illustration du me´canisme d’e´largissement sur les automates d’arbres
Prenons par exemple la relation R = copy(Σ∗)(C,⊥)copy(Σ∗). Cette relation fait
partie de la mode´lisation du “ Bakery algorithm” que nous allons de´crire plus tard a`
la section 9.6. Soit T le transduteur de la figure 9.7 qui reconnaˆıt R. T 2 = (G, I, F )
et T 3 = (G′, I ′, F ′) sont repre´sente´s sur les figures 9.8 et 9.9 2. En comparant G et G′,
nous de´tectons la croissance ∆ de´finie par l’arc
(
q2, (C,⊥), q3
)
telle que I∆ = {q2, q3}
et ϕ est la partition {q2, q3}. Il est facile de voir que
(G, I, F ) ∼
(
G′ \ϕ ∆, I
′, F ′
)
et donc nous pouvons appliquer l’e´largissement en fusionnant les e´tats q2 et q3. Nous ob-
tenons un transducteur qui reconnaˆıt copy(Σ∗)(C,⊥)
(
copy(Σ)+(C,⊥)
)∗
(C,⊥)copy(Σ∗).
En rajoutant cette relation a` R, nous obtenons R+ = copy(Σ∗)(C,⊥)
(
copy(Σ) +
(C,⊥)
)∗
.
(C,⊥)
copy(Σ) copy(Σ)
Fig. 9.7 – Transducteur T
2Les “vrais” transducteurs T 2 et T 3 obtenus en calculant un produit avec T comprennent d’autres
branches qui sont identiques, a` un renommage d’e´tats pre`s, aux branches repre´sente´es sur les figures.
Nous ne repre´sentons pas ces branches pour des raisons de lisibilite´ et de simplicite´ puisque ceci ne
change rien a` l’analyse.
275
(C,⊥) (C,⊥)
copy(Σ) copy(Σ) copy(Σ)
Fig. 9.8 – Transducteur T 2
q1 q2 q3 q4
(C,⊥) (C,⊥) (C,⊥)
copy(Σ) copy(Σ) copy(Σ) copy(Σ)
Fig. 9.9 – Transducteur T 3
9.3 Elargissement exact
Nous de´finissons dans cette section une classe de relations pour laquelle le test
L′ = R(L′) ∪ L permet de de´cider si L′ = R∗(L).
9.3.1 Relations bien-fonde´es
De´finition 9.3.1 Une relation R est nœthe´rienne (resp. bien-fonde´e) s’il n’existe pas
de se´quence infinie t0, t1, . . . telle que pour chaque i ≥ 0, (ti, ti+1) ∈ R (resp. (ti+1, ti) ∈
R).
Notons que si R est bien-fonde´e, alors R−1 est nœthe´rienne.
Proposition 9.3.1 [FO97] Si R est bien-fonde´e alors L′ = R∗(L) ssi
L′ = R(L′) ∪ L (9.3)
Par conse´quent, quand R est bien-fonde´e, nous pouvons utiliser nos techniques
d’e´largissement pour calculer automatiquement des ensembles susceptibles d’eˆtre l’en-
semble des accessibles, et utiliser le test (9.3) pour ve´rifier automatiquement qu’un
ensemble calcule´ est vraiment e´gal a` R∗(L).
Notons que ce test permet aussi de calculer de manie`re exacte la relation R∗ si R
est une relation de mots ou d’arbres bien-fonde´e :
Proposition 9.3.2 Si R est une relation de mots ou d’arbres bien-fonde´e, alors R′ =
R∗ ssi
R′ = (R ◦R′) ∪R (9.4)
Preuve : Ceci est duˆ a` la proposition 9.3.1 ; au fait que R◦R′ = R1(R
′), ou` R1 est la
relation de´finie par R1 = {
(
(t, t′), (t, t′′)
)
| (t′, t′′) ∈ R} ; et au fait que R∗ = R∗1(R).
En effet, il est clair que R1 est bien fonde´e ssi R l’est. 2
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9.3.2 Exemples de relations bien-fonde´es
Nous donnons dans ce qui suit quelques exemples de relations bien-fonde´es. Pour ces
relations, nous sommes suˆrs qu’en cas de treminaison, nos techniques d’e´largissement
nous calcule exactement l’ensemble des accessibles.
9.3.2.1 Des relations de mots bien-fonde´es
Proposition 9.3.3 Soit R une relation de la forme :
R = R1(a1, b1)R2(a2, b2).....(an, bn)Rn+1;Ri ⊆ copy(Σ
∗), ∀i, j, ai 6= bj . (9.5)
alors R et R−1 sont bien-fonde´es.
Preuve : Soit R = R1(a1, b1)R2(a2, b2).....(an, bn)Rn+1 tels que pour tout i, Ri ⊆
copy(Σ∗) et pour tout i, j, ai 6= bj . Soit w ∈ Σ
∗, (w,w) 6∈ R+ puisqu’on ne peut e´crire
qu’une seule fois dans un certain endroit, et donc apre`s un nombre fini de re´e´critures,
on ne peut jamais retrouver le mot de de´part. Donc, R est nœthe´rienne. Il en est de
meˆme pour R−1 puisque R−1 = R1(b1, a1)R2(b2, a2).....(bn, an)Rn+1. 2
De´finition 9.3.2 (Relation unaire simple) Soit R une relation de la forme :
n⋃
i=1
R1i · Ri · R
2
i (9.6)
ou` pour tout i, la relation Ri est un sous-ensemble de Σ × Σ. Soit R0 =
⋃n
i=1Ri. R
est dite relation unaire simple si R0 est acyclique (c-a`-d., il n’existe pas a ∈ Σ tel que
(a, a) ∈ R+0 ).
De´finition 9.3.3 (Semi-commutation simple) Soit R une relation de la forme :
n⋃
i=1
R1i · Ri · R
2
i (9.7)
ou` pour tout i, la relation Ri est un ensemble de paires de la forme (ab, ba) ou` a, b ∈ Σ
et a 6= b. Soit R0 =
⋃n
i=1Ri. R est dite semi-commutation simple si R0 est anti-
syme´trique.
De´finition 9.3.4 (Relation simple) Une relation R est simple si elle est l’union
d’une relation unaire simple et d’une semi-commutation simple.
Lemme 9.3.1 Si R est une relation unaire simple, alors R et R−1 sont bien-fonde´es.
Preuve : Soit w ∈ Σ∗, nous montrons que (w,w) 6∈ R+. En effet, si a` une certaine
position du mot, un symbole a ∈ Σ est remplace´ par un autre symbole b, on ne peut
retrouver a dans cette position que si b a pu eˆtre re´e´crit en a (peut eˆtre en plusieurs
e´tapes), ce qui contredit le fait que R est simple. De la meˆme manie`re, nous pouvons
montrer que (w,w) 6∈ (R−1)+. 2
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Lemme 9.3.2 Si R est une semi-commutation simple, alors R et R−1 sont bien-
fonde´es.
Preuve : Soit R =
⋃n
i=1R
1
i · Ri · R
2
i , et soit R0 =
⋃n
i=1Ri. Nous montrons que si
R0 est antisyme´trique, alors ∀w ∈ Σ
∗, (w,w) 6∈ R+. Nous raisonnons par induction
sur la longueur du mot w.
Soit w un mot non vide (si w = ε, la proprie´te´ est triviale puisqu’on ne peut pas
appliquer la semi-commutation a` w). Soit w = a.w′. Supposons que (w,w) ∈ R+, alors
il existe une se´quence σ = w0, w1, . . . , wn telle que w0 = wn = w et ∀i ∈ {0, . . . , n−1},
(wi, wi+1) ∈ R. Deux cas se pre´sentent :
– Le symbole a a` la premie`re position de w n’est jamais de´place´ dans la se´quence
σ. Ceci veut dire que (w′, w′) ∈ R+, ce qui contredit l’hypothe`se d’induction
(puisque |w′| < |w|).
– Il existe un indice i < n tel que wi = a · b · u, wi+1 = b · a · u, et (a · b, b · a) ∈ R.
Alors, il est facile de voir que a ne peut pas retourner a` sa position initiale puisque
(b · a, a · b) 6∈ R (R est antisyme´trique). De ce fait, il est impossible de retrouver
le mot w a` partir de wi.
R antisyme´trique implique que R−1 l’est aussi, nous pouvons alors montre´ de la meˆme
manie`re que R−1 est nœthe´rienne. 2
The´ore`me 9.3.1 Si R est une relation simple, alors R et R−1 sont bien-fonde´es.
Preuve : Soient Rc la relation de semi-commutation de R et Rs sa relation unaire.
Soit (w,w′) ∈ R+. Nous montrons que w 6= w′. Il y a deux cas :
1. si (w,w′) ∈ R+s ou (w,w
′) ∈ R+c , alors les lemmes 9.3.1 et 9.3.2 impliquent que
w 6= w′.
2. si (w,w′) ∈ (R+s R
+
c )
+ ∪ (R+c R
+
s )
+ alors w′ 6= w puisqu’apre`s avoir applique´ la
relation Rs qui remplace certaines lettres par d’autres ; le nombre d’occurrences
des lettres pre´sentes dans le mot va changer puisque Rs est acyclique. Ensuite,
il n’est pas possible de retrouver un mot ayant le nombre d’occurrences initial
de chaque lettre puisque Rs est acyclique.
2
9.3.2.2 Des relations d’arbres bien-fonde´es
The´ore`me 9.3.2 (WOS) Soit R un well-oriented system, alors R et R−1 sont bien-
fonde´es.
Preuve : Ceci est duˆ au fait qu’apre`s chaque application d’une re`gle de Ri, le nombre
de nœuds e´tiquete´s par une lettre de Si de´croit strictement. 2
The´ore`me 9.3.3 (Syste`mes PA modulo =) Soit R un syste`me PA qui ne com-
prend pas de se´quence de re`gles de la forme (Xi → Xi+1)0≤i<n telle que Xn = X0 ;
alors ⇒=,R est bien-fonde´e.
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Preuve : Ceci est duˆ au fait que si t⇒=,R t
′, alors nous ne pouvons pas retrouver t
a` partir de t′. En effet, si t⇒=,R t
′, alors :
– soit la taille de t est strictement infe´rieure a` celle de t′ (si t′ est obtenu en
appliquant une re`gle de la forme X → u ou` u /∈ V ar ∪ {0}) et donc comme les
re`gles d’un syste`me PA ne re´duisent pas la taille des termes, nous ne pouvons
pas retrouver t ;
– soit t = C[X] et t′ = C[0] (si t′ est obtenu en appliquant une re`gle de la forme
X → 0). Dans ce cas, il n’est pas possible de retrouver t puisque dans un syste`me
PA il n’y a pas de re`gles de la forme 0→ t ;
– soit t = C[X] et t′ = C[Y ] (si t′ est obtenu en appliquant une re`gle de la forme
X → Y ). Dans ce cas aussi, nous ne pouvons jamais retrouver t a` partir de t′
puisqu’il n’existe pas de se´quences (Xi → Xi+1)0≤i<n telles que Xn = X0 = X
et X1 = Y .
2
9.4 Re´sultats de comple´tude
Dans cette section, nous montrons comment l’e´largissement permet de calculer,
pour certaines classes de relations et certaines classes de langages re´guliers l’ensemble
des accessibles ou, plus ge´ne´ralement, la cloˆture re´flexive-transitive de la relation
en question. Nous commenc¸ons la section par les langages de mots. Nous montrons
d’abord que l’e´largissement permet de calculer un transducteur de mots qui reconnaˆıt
la relation R∗ pour toute context-relation R, une classe de relations de´finie dans
[ABJN99] dans le but de mode´liser les syste`mes parame´tre´s line´aires. Dans la deuxie`me
partie, nous montrons comment l’e´largissement permet de calculer la fermeture d’une
expression APC par semi-commutations. Nous passons ensuite aux langages d’arbres.
Nous montrons d’abord que notre me´thode calcule R∗(L) pour tout langage re´gulier
d’arbres L et toute relation semi-monadique line´aire bien-fonde´e R (les relations semi-
monadiques line´aires ont e´te´ de´finies dans [CDGV94]). Ensuite, nous montrons que
l’e´largissement permet de calculer Post∗R,=(L) pour tout langage re´gulier d’arbres L,
et tout syste`me PRS R tel que ⇒=,R est bien-fonde´. Nous en de´duisons que notre
technique permet de calculer cet ensemble pour tout syste`me PA R. Finalement, nous
prouvons que cette me´thode calcule le re´e´tiquetage R∗ pour toute relation WOS R.
9.4.1 Les context-relations
Dans [ABJN99], Abdulla et al. ont introduit une classe de relations re´gulie`res
unaires simples, que nous appelons ici context-relations, pour laquelle ils caracte´risent
R∗ par un transducteur fini de mots. Dans cette section, nous montrons que nos tech-
niques d’e´largissement permettent de calculer un transducteur reconnaissant R∗ pour
chaque context-relationR. Ce re´sultat permet d’analyser les protocoles d’exclusion mu-
tuelle de Burns, de Dijkstra, de Szymanski, et le “Bakery algorithm” par e´largissement
puisque tous ces protocoles sont de´crits par des context-relations (voir la section 9.6
et l’annexe A). Nous commenc¸ons par donner la de´finition d’une context-relation.
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De´finition 9.4.1 Une context-relation est une relation de la forme
R = copy(LL)R0copy(LR)
telle que :
– LL est un langage re´gulier qui peut eˆtre accepte´ par un automate de´terministe
de mots ayant un seul e´tat final, et tel que toutes les transitions sortant de l’e´tat
final sont des boucles sur le meˆme e´tat. La fin de LL est l’ensemble de symboles
qui e´tiquettent les boucles de l’e´tat final.
– LR est un langage re´gulier tel que son langage miroir L
′
R satisfait les conditions
ci-dessus. La fin de LR est la fin de L
′
R.
– R0 = {(ai, bi) | ∀i, j, ai 6= bj}.
The´ore`me 9.4.1 Les techniques d’e´largissement permettent de calculer R∗ pour toute
context-relation R.
Preuve : Soit R = copy(LL)R0copy(LR) une context-relation. Soit ΣL (resp. ΣR) la
fin de LL (resp. la fin de LR). Comme dans [ABJN99], nous utilisons les abbre´viations
cL pour c ∈ ΣL, c
′
L pour c
′ ∈ ΣL, cR pour c ∈ ΣR et c
′
R pour c
′ ∈ ΣR. Dans les trans-
ducteurs des figures ci-dessous, nous ne montrons que la partie qui est entre l’e´tat final
qL d’un transducteur qui recopie les mots de LL, et l’e´tat initial qR d’un transducteur
qui recopie les mots de LR. En plus des transitions repre´sente´es ci-dessous, il y a des
self-loops e´tiquete´es par c = c′ ∈ ΣL ∩ΣR a` tous les e´tats. Nous e´crivons R0(c, c
′) a` la
place de (c, c′) ∈ R0.
Nous allons montrer que l’e´largissement permet de calculer R∗. Comme R est
bien-fonde´e (lemme 9.3.1), nous ne nous pre´occupons pas des cas ou` l’e´largissement
peut calculer des mauvais ensembles puisque ces cas seront e´carte´s par le test 9.4
(Proposition 9.3.2).
Soit T le transducteur de R repre´sente´ sur la figure 9.10. Nous calculons T 2, T 3,
T 4, et T 5 en composant a` chaque fois par le transducteur T comme de´crit a` la section
2.1.2.3. Par exemple, les transducteurs T 2 et T 3 sont repre´sente´s sur les figures 9.11
et 9.12. En comparant le transducteur T 3 a` T 5, nous pouvons deviner une croissance,
extrapoler et obtenir un transducteur T ′. En rajoutant T et T 2 a` T ′, nous obtenons
excatement le transducteur de la figure 9.13 qui correspond a` R+ [ABJN99].
qL qR
R0(c, c
′)
Fig. 9.10 – Transducteur T
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qL qR
q1
q2
R0(c, c
′) ∧ c′L
R0(c, c
′) ∧ cL
R0(c, c
′) ∧ cR
R0(c, c
′) ∧ c′R
Fig. 9.11 – Transducteur T 2
2
9.4.2 Calcul de la cloˆture d’une expression APC par semi-
commutations
Rappelons qu’une expression APC est une somme de produits, ou` un produit est
une concate´nation de lettres de Σ et d’expressions e´toiles de Σ, c-a`-d. d’expressions
de la forme (a1 + · · ·+ an)
∗, ou` les ai sont dans Σ (voir la section 3.1.2.1). Rappelons
e´galement qu’une relation de semi-commutations est une union finie de relations de la
forme copy(Σ∗)(ab, ba)copy(Σ∗).
Dans ce qui suit, nous montrons que les techniques d’e´largissement permettent de
calculer la cloˆture d’une expression APC par semi-commutations. Pour obtenir des
re´sultats exacts, nous utilisons le test (9.3).
The´ore`me 9.4.2 R∗(L) peut eˆtre calcule´ par e´largissement pour tout langage APC
L et toute relation de semi-commutations R.
Preuve : Soit une relation de semi-commutations R = ∪iRi, ou` les Ri sont des
relations de semi-commutations de la forme
Ri = copy(Σ
∗)(ab, ba)copy(Σ∗),
et soit L un langage APC donne´ sous forme d’une expression APC. Nous supposons
sans perte de ge´ne´ralite´ que R est bien-fonde´e. En effet, si ce n’est pas le cas, nous
construisons ite´rativement un langage APC L′ et une relation de semi-commutations
R′ telles que R′ soit bien-fonde´e et R∗(L) se de´duit de R′∗(L) de la manie`re suivante :
L′ est la limite d’une se´quence de langages APC L′0,L
′
1, . . . et R
′ est la limite d’une
se´quence de relations de semi-commutations R′0,R
′
1, . . . de´finies comme suit :
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qL qRq3
q1
q2
q4
q′1
q′2
R0(c, c
′) ∧ cL
R0(c, c
′) ∧ c′L
R0(c, c
′) ∧ cL ∧ c
′
L
R0(c, c
′) ∧ c′L ∧ c
′
R
R0(c, c
′) ∧ cL ∧ cR
R0(c, c
′) ∧ cR ∧ c
′
R
R0(c, c
′) ∧ c′L ∧ cR
R0(c, c
′) ∧ cR ∧ cL R0(c, c
′) ∧ cR
R0(c, c
′) ∧ cL ∧ c
′
R
R0(c, c
′) ∧ c′R ∧ c
′
L
R0(c, c
′) ∧ c′R
Fig. 9.12 – Transducteur T 3
– R′0 = R et L
′
0 = L.
– si la relation de semi-commutations R′k = ∪iR
k
i n’est pas bien-fonde´e, alors il
existe force´ment deux indices i et j tels que Rki = copy(Σ
∗)(ab, ba)copy(Σ∗) et
Rkj = copy(Σ
∗)(ba, ab)copy(Σ∗) (lemme 9.3.2). Dans ce cas, nous rajoutons deux
lettres ak et bk a` l’alphabet et R
′
k+1 et L
′
k+1 sont obtenus comme suit :
– R′k+1 est obtenu a` partir de R
′
k en remplac¸ant R
k
j par la relation
copy(Σ∗)(bkak, akbk)copy(Σ
∗),
et en substituant dans toutes les autres relations Rkl , l 6= i, la lettre a par
a+ ak et la lettre b par b+ bk.
– L′k+1 est obtenu en substituant dans L
′
k toute occurrence de la lettre a par
a+ ak et toute occurrence de la lettre b par b+ bk.
R′ (resp. L′) est la limite de la suite (R′k) (resp. L
′
k). Il est clair que ces suites sont
finies. Finalement, R∗(L) est obtenu en substituant dans R′∗(L′), pour chaque k,
toute occurrence de la lettre ak par a et toute occurrence de la lettre bk par b. Cette
transformation est base´e sur le fait qu’une relation de semi-commutations R peut
s’appliquer une infinite´ de fois a` un mot w, mais ne modifie pas sa longueur. Comme
il y a un nombre fini de mots de longueur |w|, l’ide´e est de conside´rer a` la place de R
une relation de semi-commutations qui permet de ge´ne´rer a` partir de w tous les mots
qui sont aussi produits par R, mais qui ne boucle pas.
Soit alorsR =
⋃
(a,b)∈ρR
copy(Σ∗)(ab, ba)copy(Σ∗) une relation de semi-commutations
bien-fonde´e donne´e sous la forme du transducteur de mots T = (Q, I,Σ, δ, F ) tel que
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qL qRq3
q1
q2
q4
R0(c, c
′)
R0(c, c
′) ∧ cL
R0(c, c
′) ∧ c′L
R0(c, c
′) ∧ cL ∧ c
′
L
R0(c, c
′) ∧ cL ∧ c
′
L ∧ (cR ∨ c
′
R)
R0(c, c
′) ∧ c′L ∧ (cR ∨ c
′
R)
R0(c, c
′) ∧ cL ∧ (cR ∨ c
′
R)
R0(c, c
′) ∧ cR ∧ c
′
R ∧ (cL ∨ c
′
L)
R0(c, c
′) ∧ cR ∧ c
′
R
R0(c, c
′) ∧ c′L ∧ cR
R0(c, c
′) ∧ cR ∧ (cL ∨ c
′
L)
R0(c, c
′) ∧ cR
R0(c, c
′) ∧ cL ∧ c
′
R
R0(c, c
′) ∧ c′R ∧ (cL ∨ c
′
L)
R0(c, c
′) ∧ c′R
Fig. 9.13 – Transducteur de R+
Q = {qI , qF } ∪ {qa,b | (a, b) ∈ ρR}, I = {qI}, F = {qF }, et δ est l’ensemble des re`gles
suivantes :
–
(
qI , copy(Σ), qI
)
;
–
(
qF , copy(Σ), qF
)
;
–
(
qI , (a, b), qa,b
)
, et
(
qa,b, (b, a), qF
)
pour chaque (a, b) ∈ ρR.
Soit e une expression APC. Comme e est une somme finie de produits, pour montrer
que l’e´largissement permet de calculer R∗(e), il suffir de montrer qu’il permet de
calculer R∗(p) pour un produit p. Soit alors un produit p = e1e2 · · · en donne´ sous la
forme d’un automate A qui pre´serve la structure du produit, c-a`-d., qui comprend un
seul e´tat initial, un seul e´tat final, et une seule “branche” menant de l’e´tat initial a`
l’e´tat final et dont l’e´tiquette correspond exactement au produit p. Plus pre´cise´ment,
p peut s’e´crire sous la forme A∗1a1A
∗
2a2 · · · an−1A
∗
n, ou` les Ai sont des ensembles de
lettres de Σ qui peuvent eˆtre vides (dans ce cas, A∗i = ) ; et les ai ∈ Σ ∪ {}. Dans ce
cas, A = (Q, I,Σ, δ, F ), ou` Q = {qi | i ≤ n+ 1}, I = {q1}, F = {qn}, et δ contient les
transitions suivantes : (qi, a, qi) si a ∈ Ai, i ≤ n ; et (qi, ai, qi+1) pour i < n.
Nous montrons que pendant le calcul ite´ratif de T (A), T 2(A), . . ., notre principe
d’e´largissement peut de´tecter une situation ou` l’extrapolation calcule un automate qui
reconnaˆıt exactement la cloˆture R∗(p). Nous ne nous pre´occupons pas des cas ou` de
mauvaises extrapolations peuvent avoir lieu puisque R est bien-fonde´e, et donc toutes
les mauvaises extrapolations seront rejete´es par le test (9.3).
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Nous savons d’apre`s la section 3.1.2.2 que R∗(p) est une APC. Soient alors des
expressions atomique lji telles que
R∗(p) =
∑
i
li1l
i
2 · · · l
i
ki
ou` les lji sont soit des expressions e´toiles ou des lettres qui figurent de´ja` parmi les ei
(il existe un indice k tel que lji = ek), soit des expressions e´toiles qui se sont rajoute´es
(voir l’algorithme de´crit dans la section 3.1.2.2).
Il est alors facile de voir qu’apre`s un nombre fini m d’ite´rations, nous obtenons
un automate T m(A) qui contient des branches menant de l’e´tat initial a` l’e´tat final
e´tiquete´es par l′
i
1,gl
′i
2,g · · · l
′i
ki,g, c’est a` dire qui reconnaˆıtR
m(p) =
∑
i
∑
g
l′
i
1,gl
′i
2,g · · · l
′i
ki,g,
ou`
– si lji = ek, alors l
′j
i,g = ek ;
– sinon, si lji = (a1 + · · · + ah)
∗, l′
j
i,g = b1 · · · bh′g , ou` les bi sont des lettres parmi
{a1, . . . , ah}.
Apre`s un nombre supple´mentaire fini d’ite´rations, nous obtenons un automate
T m
′
(A) qui contient des branches menant de l’e´tat initial a` l’e´tat final e´tiquete´es par
l′′
i
1,g,sl
′′i
2,g,s · · · l
′′i
ki,g,s, c’est a` dire qui reconnaˆıt R
m′(p) =
∑
i
l′′
i
1,g,sl
′′i
2,g,s · · · l
′′i
ki,g,s,
ou`
– si lji = ek, alors l
′′j
i,g,s = ek ;
– sinon, si lji = (a1 + · · · + ah)
∗ et que l′
j
i,g = b1 · · · bh′ , il existe une se´quence
d’indices q1, . . . , qk et une suite de se´quences de lettres (c
r
1, . . . , c
r
hrs
)1≤r≤k tels
que 3 pour tout r, {cr1, . . . , c
r
hrs
} = {a1, . . . , ah} et
l′′
j
i,g,s = b1 · · · bq1c
1
1 · · · c
1
h1s
bq1+1 · · · bq2c
2
1 · · · c
2
h2s
· · · · · · · · · bqkc
k
1 · · · c
k
hks
bqk+1 · · · bh′ .
En comparant T m
′
(A) a` T m(A), nous de´tectons des croissances qui correspondent
aux se´quences “cr1 · · · c
r
hrs
”. L’e´largissement peut alors calculer un automate A′ dont
les branches sont e´tiquete´es par Ai1,gA
i
2,g · · ·A
i
ki,g
, c-a`-d. un automate qui reconnaˆıt le
langage APC
∑
i
∑
g
∑
s
Ai1,g,sA
i
2,g,s · · ·A
i
ki,g,s
, ou`
– si lji = ek, alors A
j
i,g = ek ;
– sinon, si lji = (a1 + · · ·+ ah)
∗, l′
j
i,g = b1 · · · bh′ , et
l′′
j
i,g,s = b1 · · · bq1c
1
1 · · · c
1
h1s
bq1+1 · · · bq2c
2
1 · · · c
2
h2s
· · · · · · · · · bqkc
k
1 · · · c
k
hks
bqk+1 · · · bh′
alors Aji,g,s = b1 · · · bq1(a1+· · ·+ah)
∗bq1+1 · · · bq2(a1+· · ·+ah)
∗ · · · · · · · · · bqk(a1+
· · ·+ ah)
∗bqk+1 · · · bh′ .
3on aurait duˆ e´crire q1,s, . . . , qks,s puisque ces indices de´pendent de s ; et (c
r
1,s, . . . , c
r
hrs ,s
)1≤r≤ks
puisque ces lettres de´pendent aussi de s. Ici, nous omettons cet indexage par s pour des raisons de
lisibilite´.
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En effet, conside´rons par exemple le cas ou` k = 1 ; c-a`-d., l′
j
i,g = b1 · · · bh′ , et
l′′
j
i,g,s = b1 · · · bqc1 · · · ch′′bq+1 · · · bh′ , alors dans le graphe correspondant a` T
m(A), il y
a une partie qui comprend des noeuds vi, 0 ≤ i ≤ h
′, et les arcs (vi, bi+1, vi+1). C’est
la partie qui correspond a` l′i,g
j
= b1 · · · bh′ . De meˆme, dans le graphe correspondant
a` T m
′
(A), la partie correspondant a` l′′ji,g,s = b1 · · · bqc1 · · · ch′′bq+1 · · · bh′ comprend
des noeuds vi, 0 ≤ i ≤ h
′, v′i, 1 ≤ i ≤ h
′′, et les arcs (vi, bi+1, vi+1), (vq, c1, v
′
1),
(v′i, ci+1, v
′
i+1), (v
′
h′′ , bq+1, vq+1). En comparant ces deux parties, nous pouvons de´tecter
comme croissance le graphe ∆ ayant vq et v
′
i, 1 ≤ i ≤ h
′′ comme noeuds et (vq, c1, v
′
1),
(v′i, ci+1, v
′
i+1) comme arcs. Si nous prenons I∆ = {vq} ∪ {v
′
i | 1 ≤ i ≤ h
′′}, et ϕ la
partition {vq, v
′
i | 1 ≤ i ≤ h
′′} qui permet de fusionner tous ces e´tats, en enlevant ce
∆, nous obtenons exactement b1 · · · bh′ , et en extrapolant, c-a`-d., en fusionnant tous
ces e´tats, nous obtenons
b1 · · · bq(a1 + · · ·+ ah)
∗bq+1 · · · bh′ .
Il est alors clair qu’il existe une ite´ration m telle que R∗(p) est obtenu en calculant
l’union de cet automate A′ avec les automates T i(A), 0 ≤ i ≤ m′.
2
9.4.3 Relations semi-monadiques line´aires
Nous montrons dans cette section que l’e´largissement permet de calculer R∗(L)
pour tout langage re´gulier d’arbres L et toute relation semi-monadique line´aire bien-
fonde´e R. Les relations semi-monadiques line´aires sont de´finies par :
De´finition 9.4.2 (Relations semi-monadiques line´aires [CDGV94]) Un syste`me
de re´e´criture S sur un alphabet Σ muni d’une fonction d’arite´ est semi-monadique
line´aire si, pour chaque re`gle l(x1, . . . , xk) → r de S, le membre droit r est soit une
variable, soit un terme line´aire f(r1, . . . , rn) ou` f ∈ Σn, et pour tout i, 1 ≤ i ≤ n,
ri est une variable parmi {x1, . . . , xk} ou un terme clos. Un syste`me de re´e´criture est
clos si toutes ses re`gles sont de la forme l→ r ou` l et r sont des termes clos.
Un syste`me de re´e´criture semi-monadique line´aire S induit une relation semi-
monadique line´aire RS sur les termes de TΣ de´finie par l’ensemble des paires de
termes (t, t′) telles qu’il existe un contexte C, des termes u1, . . . , uk dans TΣ tels que
t = C
[
l[xi ← ui]
]
et t′ = C
[
r[xi ← ui]
]
; ou` l[xi ← ui] (resp. r[xi ← ui]) est le terme
obtenu en substituant dans l (resp. dans r) chaque occurrence des variables xi par le
terme ui, et ce pour chaque i, 1 ≤ i ≤ k.
Il est bien connu que les syste`mes de re´e´critures clos pre´servent effectivement la
re´gularite´ [Bra69, DT90]. Ce re´sultat a e´te´ e´tendu aux relations semi-monadiques
line´aires par Coquide´, Dauchet, Gilleron, et Va´gvo¨lgyi :
The´ore`me 9.4.3 [CDGV94] Soit S un syste`me de re´e´criture semi-monadique line´aire
sur Σ, RS la relation qu’il induit, et L un langage re´gulier d’arbres sur TΣ, alors R
∗
S(L)
est un langage re´gulier d’arbres et est effectivement constructible.
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Preuve : Nous donnons la construction de [CDGV94]. Soit Sub(S) l’ensemble de tous
les sous termes clos des membres droits des re`gles de S. Soit QS = {qt | t ∈ Sub(S)},
et soit δS l’ensemble suivant de re`gles de transition :
– a→ qa pour chaque a ∈ Sub(S) ∩ Σ0,
– f(qt1 , . . . , qtn)→ qf(t1,...,tn) si f(t1, . . . , tn) ∈ Sub(S).
Il est clair qu’avec δS , pour chaque terme t ∈ Sub(S), l’e´tat qt accepte {t} (Lqt = {t}).
Soit A = (Q,Σ, F, δ) un automate d’arbres fini. Nous de´finissons l’automate A∗ =
(Q′,Σ, F ′, δ′) comme suit :
– Q′ = Q ∪QS .
– F ′ = F ,
– δ′ est le plus petit ensemble de re`gles contenant δ ∪ δS et tel que pour chaque
e´tats q, q1, . . . , qn ∈ Q ∪QS :
(α1) si l(x1, . . . , xk)→ f(r1, . . . , rk′) ∈ S et l(q1, . . . , qk)
∗−→δ′ q, alors f(q
′
1, . . . , q
′
k′)→
q est dans δ′ avec q′j = qt si rj = t ∈ TΣ, et q
′
j = qi si rj = xi pour
j ∈ {1, . . . , k′},
(α2) si l(x1, . . . , xk)→ xj ∈ S et l(q1, . . . , qk)
∗−→δ′ q, alors qj → q est dans δ
′.
Alors, L(A∗) = R∗S(L). Plus pre´cise´ment, nous pouvons montrer que pour chaque
e´tat q, L′q = R
∗
S(Lq) ou` Lq est le langage reconnu par l’e´tat q dans l’automate A, et
L′q est le langage reconnu par l’e´tat q dans le nouvel automate construit A
∗. La preuve
est tre`s similaire a` celle du the´ore`me 7.6.1.
2
Nous montrons dans ce qui suit que l’e´largissement permet de calculer cet automate.
The´ore`me 9.4.4 Soit S un syste`me de re´e´criture semi-monadique line´aire sur Σ, RS
la relation qu’il induit, et L un langage re´gulier d’arbres sur TΣ. S’il existe un test qui
permet de de´cider si un langage donne´ L′ est e´gal a` R∗S(L), alors R
∗
S(L) peut eˆtre
calcule´ par e´largissement.
Preuve : Comme nous avons un test qui permet de de´cider si un langage donne´ L′ est
e´gal a` R∗S(L), nous allons montrer que l’e´largissement permet de calculer l’automate
A∗ de´crit dans la preuve ci-dessus sans nous pre´occuper des cas ou` de mauvaises
extrapolations peuvent eˆtre faites puisque cettes dernie`res seront rejete´es par le test.
Nous reprenons donc les notations conside´re´es dans la preuve pre´ce´dente. Comme il
n’y a pas de confusion possible, nous notons la relations RS simplement par R. Il est
facile de voir queR≤j(L) est reconnu par l’automate Aj = (Qj ,Σ, F j , δj) de´fini comme
suit (ces automates sont obtenus en composant a` chaque fois par un transducteur T
repre´sentant R qu’il est facile de de´crire, m mais que nous ne repre´sentons pas ici) :
– Q0 = Q ∪QS , δ
0 = δ ∪ δS ;
– Qj = Qj−1 ∪ {qT | q ∈ Qj−1}. Nous introduisons la notation qT
j
de´finie par :
qT
0
= q et qT
j+1
= (qT
j
)T ;
– F j = {qT | q ∈ F j−1} ;
– δj est le plus petit ensemble de re`gles contenant δj−1 et tel que pour chaque
e´tats q ∈ Q0 et q1, . . . , qn ∈ Q
j−1 :
1. si q1 → q2 ∈ δ
j−1 alors qT1 → q
T
2 ∈ δ
j ;
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2. si f(q1, . . . , qn)→ q
T j−1 ∈ δj−1 alors pour chaque i, 1 ≤ i ≤ n,
f(q1, . . . , qi−1, q
T
i , qi+1, . . . , qn)→ q
T j ∈ δj ,
3. si l(x1, . . . , xk) → f(r1, . . . , rk′) ∈ S et l(q1, . . . , qk)
∗−→δj−1 q
T j−1 , alors
f(q′1, . . . , q
′
k′) → q
T j est dans δj avec q′h = qt si rh = t ∈ TΣ, et q
′
h = qi si
rh = xi pour h ∈ {1, . . . , k
′},
4. si l(x1, . . . , xk) → xh ∈ S et l(q1, . . . , qk)
∗−→δj−1 q
T j−1 , alors qh → q
T j est
dans δj .
Il est alors facile de voir que pour tout q ∈ Q ∪ QS , L
′
qT j
= Rj(Lq) ou` Lq est le
langage reconnu par l’e´tat q dans l’automate A, et L′
qT j
est le langage reconnu par
l’e´tat qT
j
dans l’automate construit Aj . Ceci peut se montrer facilement comme fait
dans la preuve du the´ore`me 7.6.1. Nous expliquons dans ce qui suit l’intuition exprime´e
par les re`gles (1)–(4) :
– Les re`gles (1) expriment que si Lq1 ⊆ Lq2 , alors R
j(Lq1) ⊆ R
j(Lq2) ;
– Les re`gles (2) expriment que si f(t1, . . . , tn) ∈ R
j−1(Lq), et t
′
i ∈ R(ti), alors
f(t1, . . . , t
′
i, . . . , tn) ∈ R
j(Lq) ;
– Les re`gles (3) expriment que si l(x1, . . . , xk)→ f(r1, . . . , rk′) ∈ S et l(t1, . . . , tk) ∈
Rj−1(Lq), alors r(u1, . . . , uk′) ∈ R
j(Lq) ou` uh = t si rh = t ∈ TΣ, et uh = ti si
rh = xi pour h ∈ {1, . . . , k
′} ;
– De la meˆme manie`re, les re`gles (4) expriment que si l(x1, . . . , xk) → xh ∈ S et
l(t1, . . . , tk) ∈ R
j−1(Lq), alors th ∈ R
j(Lq).
De par les constructions des re`gles (3) et (α1), pour chaque re`gle α de la forme
f(q1, . . . , qn) → q rajoute´e par (α1), il existe un indice j et des indices i1, . . . , in tels
que f(qT
i1
1 , . . . , q
T in
n )→ q
T j est une re`gle de δj . Soit m(α) le minimum de tels indices
j.
De meˆme chaque re`gle α de la forme qi → q rajoute´e par (α2), il existe des indices
j et k ≤ j tels que qT
k
i → q
T j est une re`gle de δj . De la meˆme manie`re, soit m(α) le
minimum de tels indices j.
Soit m = maxm(α), le maximum e´tant pris sur toutes les re`gles α de δ′ qui
ont e´te´ rajoute´es par les re`gles d’infe´rence (α1) et (α2). Il est clair que pour chaque
re`gle de la forme f(q1, . . . , qn) → q rajoute´e par (α1), il existe une re`gle de la forme
f(qT
i1
1 , . . . , q
T in
n ) → q
T j dans δm. De meˆme, pour chaque re`gle de la forme qi → q
rajoute´e par (α2), il existe une re`gle de la forme q
T k
i → q
T j dans δm.
Si nous comparons les hypergraphes G de A0 et G′ celui de Am, nous remarquons
des croissances de´finies par l’hypergraphe ∆ de´fini par :
– V∆ = Q
m ;
– H∆ est l’ensemble des hyperarcs de´finis par les re`gles de δ
m \ δ0 ;
– I∆ = {q
T i | q ∈ Q0, 0 ≤ i ≤ m}.
Conside´rons la partition ϕ suivante :
{
{qT
i
| i ≥ 0} | q ∈ Q ∪ QS
}
. Il y a autant de
classes que d’e´tats dans Q ∪QS .
Il est facile de voir que
(G, F ) =
(
G′ \ϕ ∆, F
)
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Donc, l’e´largissement nous calcule
∇(A0,Am,∆, ϕ) = (G′[∆← ∆+], F )
et il est facile de voir que le nouvel hypergraphe repre´sente exactement l’automate
A∗. En effet, dans le nouvel hypergraphe, pour chaque e´tat q de Q, les e´tats de
la forme qT
i
sont remplace´s par un e´tat s[qT i ], c-a`-d. par un e´tat unique que l’on
peut appeler sq puisque pour tout i, [q] = [q
T i ]. Et donc, puisqu’a` chaque re`gle
de la forme f(q1, . . . , qn) → q rajoute´e par (α1), il existe une re`gle de la forme
f(qT
i1
1 , . . . , q
T in
n ) → q
T j dans δm, nous aurons apre`s fusion des e´tats une re`gle de
la forme f(sq1 , . . . , sqn) → sq et qu’a` chaque re`gle de la forme qi → q rajoute´e par
(α2), il existe une re`gle de la forme q
T k
i → q
T j dans δm, nous aurons apre`s fusion des
e´tats une re`gle de la forme sqi → sq. De meˆme, les re`gles de la forme f(q1, . . . , qn)→ q
de Q0 sont elle aussi remplace´es par les re`gles f(sq1 , . . . , sqn) → sq. Il y a clairement
un isomorphisme imme´diat entre cet hypergraphe et celui de A∗ : cet isomorphisme
associe a` chaque e´tat sq l’e´tat q. 2
Nous obtenons le re´sultat suivant comme conse´quence imme´diate de ce the´ore`me :
Corollaire 9.4.1 Soit S un syste`me de re´e´criture semi-monadique line´aire sur Σ tel
que la relation qu’il induit RS est bien-fonde´e, et L un langage re´gulier d’arbres sur
TΣ. Alors R
∗
S(L) peut eˆtre calcule´ par e´largissement.
Puisque les syste`mes de re´e´critures clos sont semi-monadiques line´aires, le corollaire
ci-dessus implique que l’e´largissement permet de retrouver le re´sultat de [Bra69, DT90]
pour les syste`mes clos s’ils sont bien-fonde´s :
Corollaire 9.4.2 Soit S un syste`me de re´e´criture clos sur Σ tel que la relation qu’il
induit RS est bien-fonde´e, et L un langage re´gulier d’arbres sur TΣ. Alors R
∗
S(L) peut
eˆtre calcule´ par e´largissement.
9.4.4 Syste`mes PRS
Nous montrons dans cette section que l’e´largissement permet de calculer Post∗R,=(L)
pour tout langage re´gulier L et tout syste`me PRS R tel que ⇒=,R est bien-fonde´e.
The´ore`me 9.4.5 Soit R un PRS sur V ar et L un langage re´gulier d’arbres sur V ar.
S’il existe un test qui permet de de´cider si un langage donne´ L′ est e´gal a` Post∗R,=(L),
alors Post∗R,=(L) peut eˆtre calcule´ par e´largissement.
Preuve : Nous reprenons la construction de A∗R donne´e dans la section 5.3. Comme
pre´ce´demment, puisque nous avons un test qui permet de de´cider si un langage donne´
L′ est e´gal a` Post∗R,=(L), nous allons montrer que l’e´largissement permet de calculer
l’automate A∗R sans nous pre´occuper des cas ou` de mauvaises extrapolations peuvent
eˆtre faites puisque cettes dernie`res seront rejete´es par le test. Nous reprenons donc
les notations conside´re´es dans la section 5.3. De la meˆme manie`re que pre´ce´demment,
il est facile de voir que Post≤jR,=(L) est reconnu par l’automate A
j = (Qj ,Σ, F j , δj)
de´fini comme suit :
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– Q0 = Q ∪QR, δ
0 = δ ∪ δR ∪ {0→ q
nil | 0
∗
→δ q} ;
– Qj = Qj−1 ∪ {qT | q ∈ Qj−1} ∪ {qnil | q ∈ Qj−1}. Comme pre´ce´demment, nous
introduisons les notations qT
j
de´finie par : qT
0
= q et qT
j+1
= (qT
j
)T ; et qnil
j
de´finie par : qnil
1
= qnil et qnil
j+1
= {(qnil
j
)T , (qnil
j
)nil, (qT
j
)nil}.
– F j = {qT | q ∈ F j−1} ;
– δj est le plus petit ensemble de re`gles contenant δj−1 et tel que pour chaque
e´tats q ∈ Q0 et q1, . . . , qn ∈ Q
j−1 :
1. si t1 → t2 ∈ R, et il existe un e´tat q ∈ Q ∪QR tel que t1
∗
→δj−1 q
T k , k < j,
alors si l + k + 1 = j nous avons :
(a) qT
l
t2 → q
T j ∈ δj ,
(b) qnil
l
t2 → q
nilj ∈ δj , et
(c) qT
l
t2 → q
nilj ∈ δj si t1 = 0,
2. si ·(q1, q2)→ q ∈ δ ∪ δR, alors :
(a) ·(qnil
k
1 , q
T l
2 )→ q
T j ∈ δj , si k + l = j ;
(b) ·(qnil
k
1 , q
nill
2 )→ q
nilj ∈ δj , si k + l = j
(c) ·(qT
j
1 , q2)→ q
T j ∈ δ′ ;
3. si ||(q1, q2)→ q ∈ δ ∪ δR, alors :
(a) ||(qnil
k
1 , q
nill
2 )→ q
nilj ∈ δj , si k + l = j ;
(b) ||(qT
k
1 , q
T l
2 )→ q
T j ∈ δj , si k + l = j ;
4. si q → q′ ∈ δj−1, alors qT → q′T ∈ δj , et qnil → q′nil ∈ δj .
Il est alors facile de voir que pour tout q ∈ Q ∪QR, L
′
qT
j = Post
j
R,=(Lq) et que
L′
qnil
j =
⋃
l+k=j
PostkR,=
(
PostlR,=(Lq) ∩ {u ∈ T | u ∼0 0}
)
ou` Lq est le langage reconnu par l’e´tat q dans l’automate A et L
′
q′ est le langage
reconnu par l’e´tat q′ dans l’automate construit Aj . Ceci peut se montrer facilement
comme fait dans la preuve du the´ore`me 7.6.1.
Il est clair que pour chaque re`gle α de la forme qTt → q
T , qnilt → q
nil, ou qTt → q
nil
rajoute´e par les re`gles (3) de la construction de A∗R donne´e dans la section 5.3, il y a un
indice j tel que δj contient des re`gles de la forme qT
l
t → q
T j ∈ δj , qnil
l
t → q
nilj ∈ δj ,
ou qT
l
t → q
T j−1
nil
∈ δj si t1 = 0. Soit m(α) le minimum de tels indices j. Soit
m = maxm(α), le maximum e´tant pris sur toutes les re`gles α de δ′ qui ont e´te´ rajoute´es
par les re`gles d’infe´rence (3) de A∗R.
Si nous comparons les hypergraphes G de A0 et G′ celui de Am, nous remarquons
des croissances de´finies par l’hypergraphe ∆ de´fini par :
– V∆ = Q
m ;
– H∆ est l’ensemble des hyperarcs de´finis par les re`gles de δ
m \ δ0 ;
– I∆ = {q
T i | q ∈ Q0, 0 ≤ i ≤ m} ∪ {qnil
i
| q ∈ Q0, 0 ≤ i ≤ m}.
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Conside´rons la partition ϕ suivante :
{
{qT
i
| i > 0}, {qnil
i
| i > 0}, {q} | q ∈ Q∪QR
}
;
c-a`-d. pour chaque e´tat q dans Q ∪QR il y a trois classes [q], [q
T ] = [qT
i
], et [qnil] =
[qnil
i
] pour tout i > 0.
Il est facile de voir comme pre´ce´demment que l’hypergraphe calcule´ par l’e´largissement
∇(A0,Am,∆, ϕ) repre´sente exactement l’automate A∗R. 2
Nous obtenons le re´sultat suivant comme conse´quence imme´diate de ce the´ore`me :
Corollaire 9.4.3 Soit R un PRS sur V ar et L un langage re´gulier d’arbres sur V ar.
si ⇒=,R est bien-fonde´e, alors Post
∗
R,=(L) peut eˆtre calcule´ par e´largissement.
Nous de´duisons alors que l’e´largissement peut calculer Post∗R,=(L) pour les syste`mes
PA :
The´ore`me 9.4.6 Soit R un PA sur V ar et L un langage re´gulier d’arbres sur V ar,
alors Post∗R,=(L) peut eˆtre calcule´ par e´largissement.
Preuve : Soit R un syste`me PA. Si ⇒=,R n’est pas bien-fonde´e, nous calculons un
langage re´gulier L′ et un syste`me PA R′ tels que⇒=,R′ est bien-fonde´e et Post
∗
R,=(L)
est obtenu a` partir de Post∗R′,=(L
′) par une simple substitution S. Dans ce cas, puisque
⇒=,R′ est bien-fonde´, le corollaire 9.4.3 implique que l’e´largissement permet de cal-
culer Post∗R′,=(L
′). Il ne reste donc qu’a` calculer la fermeture de cet ensemble par la
substitution S pour avoir Post∗R,=(L).
Si⇒=,R n’est pas bien-fonde´e, alors il existe ne´cessairement des variablesX1, . . . , Xk
qui ne sont pas force´ment tous diffe´rents tels que pour tout 1 ≤ l < k, R contient les
re`gles Rl = Xl → Xl+1 et Xk → X1 (d’apre`s le the´ore`me 9.3.3). Dans ce cas, nous
conside´rons de nouvelles variables de processus X ′l , 1 ≤ l < k, et nous calculons R
′ et
L′ de la manie`re suivante :
– nous remplac¸ons la re`gle Xk → X1 par la re`gle Xk → X
′
1 ;
– nous rajoutons les re`gles X ′l → X
′
l+1, 1 ≤ l < k ;
– nous remplac¸ons dans toutes les re`gles de R, a` part les re`gles Rl, ainsi que dans L
les variables Xl par {Xl, X
′
l}. Ceci exprime que dans chaque terme apparaissant
dans les membres gauches ou droits des re`gles de R, une ou plusieurs (ou aucune)
occurrences de la variable Xl est remplace´e par la variable X
′
l .
Finalement, Post∗R,=(L) est obtenu a` partir de Post
∗
R′,=(L
′) en remplac¸ant toutes les
occurrences de la variable X ′l par Xl.
2
9.4.5 Well-oriented systems
Nous montrons dans cette section que l’e´largissement permet de calculer R∗ pour
tout WOS R :
The´ore`me 9.4.7 SoitR un well-oriented system, alorsR∗ peut eˆtre calcule´ par e´largissement.
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Preuve : Nous montrons que l’e´largissement permet de calculer les relations R∗i pour
chaque 1 ≤ i ≤ n et R∗i→i+1 pour chaque 1 ≤ i < n. Nous donnons dans ce qui suit
les de´tails du calcul de R∗i , l’autre construction est similaire. Comme Ri est bien-
fonde´e (the´ore`me 9.3.2), nous montrons que lors du calcul ite´ratif des re´e´tiquetages
des relations Rji , il existe une situation ou` l’e´largissement peut s’appliquer et calculer
un re´e´tiquetage correspondant a` R∗. Les mauvaises extrapolations seront rejete´es par
le test 9.4. Pour simplifier la pre´sentation, nous supposons que Ri = R
↑
i . Le cas ou` R
↓
i
n’est pas vide se traite de la meˆme manie`re.
Ri est donne´e par le re´e´tiquetage suivant : A = (Q,S,S, F, δ) ou` Q = {q, q
′}∪{qc |
c ∈ Si} ∪ {q
a
b′ | a, b
′ ∈ Si}, F = {q
′}, et δ est l’ensemble des re`gles de transition sui-
vantes, ou` a` chaque re`gles de la forme f/g(q1, q2)→ q3 correspond une re`gle syme´trique
de la forme f/g(q2, q1)→ q3 qui n’est pas repre´sente´e :
(γ1) a/a→ q et a/a(q, q)→ q, pour tout a ∈ S,
(γ2) c/c→ qc, c/c(q, q)→ qc, et qc → q pour tout c ∈ Si,
et tel que si R↑i contient la re`gle b(a(x1, x2), c(x3, x4)) → a(b
′(x1, x2), c(x3, x4)), ou`
a, b′, c ∈ Si, et b ∈ Si−1, alors la relation de transition δ contient :
(γ3) a/b
′(q, q)→ qab′ ,
(γ4) a/b
′ → qab′ ,
(γ5) b/a(q
a
b′ , qc)→ q
′,
(γ6) a/a(q
′, q)→ q′, pour tout a ∈ S,
L’e´tat q reconnaˆıt les termes de la forme t/t ou` aucune re´e´criture ne s’est produite.
Les e´tats qa reconnaissent les termes de la forme t/t ou` racine(t) = a avec a ∈ Si.
L’e´tat q′ reconnaˆıt les termes de la forme t/t′ tels que t′ ∈ Ri(t).
Si nous composons le re´e´tiquetage ci-dessus avec lui-meˆme comme de´crit dans
la section 2.1.2.3, nous obtenons le re´e´tiquetage A2 suivant : A2 = (Q′,S,S, F ′, δ′)
ou` Q′ = Q × Q, F ′ = F × F , et δ′ est l’ensemble des re`gles de transition ob-
tenues en appliquant la proce´dure de´crite dans la section 2.1.2.3. Si R↑i contient
les re`gles b(a(x1, x2), c(x3, x4)) → a(b
′(x1, x2), c(x3, x4)) et d(a(x1, x2), e(x3, x4)) →
a(d′(x1, x2), e(x3, x4)), ou` a, b
′, c, d′, e ∈ Si, et b, d ∈ Si−1, alors δ
′ contient :
(β1) f/f → [q0, q1] et f/f
(
[q, q], [q, q]
)
→ [q0, q1] pour tout f ∈ S avec q0, q1 ∈ {q, qf} ;
(β2) a/b
′
(
[q, q], [q, q]
)
→ [qab′ , q], a/b
′ → [qab′ , q] ;
(β3) a/b
′
(
[q, q], [q, q]
)
→ [q, qab′ ], a/b
′ → [q, qab′ ] ;
(β4) b/a
(
[qab′ , q], [qc, q]
)
→ [q′, q],
(β5) b/a
(
[qab′ , q], [qc, q]
)
→ [q′, qa],
(β6) b/a
(
[q, qab′ ], [q, qc]
)
→ [q, q′],
(β7) b/a
(
[q, qab′ ], [q
′, qc]
)
→ [q′, q′],
(β8) b/d
′
(
[qab′ , q], [qc, q]
)
→ [q′, qad′ ],
(β9) b/a
(
[q′, qab′ ], [q, qc]
)
→ [q′, q′],
(β10) f/f
(
[q′, q], [q, q′]
)
→ [q′, q′], f/f
(
[q, q], [q′, q′]
)
→ [q′, q′], f/f
(
[q, q], [q′, q]
)
→
[q′, q], f/f
(
[q, q], [q, q′]
)
→ [q, q′], pour tout f ∈ S,
(β11) [q1, qa]→ [q1, q] et [qa, q1]→ [q, q1], avec q1 ∈ {q, qf , q
′}.
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En comparant les hypergraphes G de A a` G ′ celui de A2 nous de´tectons l’hyper-
graphe ∆ comme croissance, ou` ∆ est l’hypergraphe de´fini par les re`gles (β4), (β5), (β6),
(β8), (β11), et une partie des re`gles (β10). Si nous prenons la partition ϕ suivante :
[qa] = {[q
′, qa], [q, qa], [qa, q]} pour chaque a ∈ Si, [q
a
b′ ] = {[q
′, qab′ ], [q
a
b′ , q], [q, q
a
b′ ]}, et
[q] = {[q′, q], [q, q′], [q′, q′]}, nous ve´rifions que
(G, F ) =
(
G′ \ϕ ∆, F
)
et qu’en fusionnant les e´tats de ∆ selon la partition ϕ nous obtenons un re´e´tiquetage
e´quivalent a` celui de R∗i donne´ a` la section 3.2.3. Intuitivement, en reprenant les re`gles
(α1)–(α8) de la section 3.2.3, les e´tats s[q], s[qa], et s[qab′ ]
correspondent respectivement
aux e´tats q, qa, et q
a
b′ de la construction de la section 3.2.3. Donc apre`s fusion des e´tats,
les re`gles (β1) vont donner les re`gles (α1) et (α2) ; les re`gles (β2) et (β3) vont donner
les re`gles (α4) et (α5) ; les re`gles (β5) vont donner les re`gles (α6) ; les re`gles (β8) vont
donner les re`gles (α7) et (α8) ; les re`gles (β10) vont donner les re`gles (α1) ; et les re`gles
(β11) vont donner les re`gles (α3).
2
Remarque 9.4.1 Les re´sultats de comple´tude donne´s dans cette section sont tous
base´s sur un test qui permet de de´terminer si l’ensemble calcule´ par notre technique
d’e´largissement est e´gal a` l’ensemble des accessibles. Observons qu’avoir un tel test
permet toujours de calculer cet ensemble s’il est re´gulier : il suffit d’e´nume´rer les au-
tomates finis re´guliers jusqu’a` ce que le test re´ussisse. Cette me´thode n’est cependant
pas applicable en pratique. De plus, les re´sultats de cette section montrent que nos
techniques d’e´largissement sont assez puissantes et ge´ne´rales pour simuler plusieurs
algorithmes directs de calcul de cloˆtures transitives spe´cifiques a` des classes de rela-
tions et de langages particulie`res. Ceci montre que tous ces algorithmes appliquent de
manie`re implicite ce principe d’e´largissement. D’ailleurs, nous pensons que ce prin-
cipe est aussi pre´sent dans beaucoup d’autres algorithmes tels que les algorithmes de
calcul des accessibles des automates a` pile [BEM97, EHRS00], ou des syste`mes a` file
[BH97, AAB99].
9.5 Calcul d’un graphe d’accessibilite´ symbolique par
e´largissement
Etant donne´ un syste`me de´fini par un ensemble de configurations initiales L0 et
n relations R1, . . . ,Rn de´crivant chacune une action du syste`me ; l’e´largissement per-
met, en cas de terminaison, de calculer un graphe d’accessibilite´ symbolique qui si-
mule le syste`me et en constitue donc une abstraction finie. Les nœuds de ce graphe
correspondent aux ensembles des accessibles calcule´s aux diffe´rentes e´tapes, et les arcs
sont e´tiquete´s par le nom des relations applique´es. L’ide´e comme de´crite au chapitre 2
consiste a` de´composerR en m+1 relationsR = R′∪R′1∪· · ·∪R
′
m, ou`R
′ est elle-meˆme
une union de relationsRi1 , . . . ,Rik ; telles que l’on sache calculer les cloˆtures re´flexives-
transitives par les R′i pour tout 1 ≤ i ≤ m (soit par des algorithmes spe´cifiques, soit
292
par e´largissement). Il s’agit ensuite d’utiliser ces re´sultats partiels pour essayer de
calculer R∗(L0). La proce´dure consiste a` partir de L0 et a` appliquer a` chaque fois
une des relations Ri1 , . . . ,Rik , ou R
′
1
∗
, . . . ,R′m
∗
. Au cours du calcul, nous pouvons
e´galement utiliser l’e´largissement pour acce´le´rer le calcul de l’ensemble des accessibles
de la manie`re suivante : nous comparons chaque nouvel ensemble calcule´ a` ses anceˆtres
dans le graphe pour essayer de de´tecter des croissances et extrapoler. Si nous trouvons
dans le graphe un chemin de la forme L1
r1−−→L2 · · ·
rh−−→Lh tel que nous de´tectons une
croissance entre L1 et Lh, nous extrapolons et ve´rifions que l’ensemble L
′
h ainsi calcule´
est exactement e´gal a` (rh ◦ · · · ◦ r1)
∗(L1). Si c’est le cas, nous rajoutons au graphe un
nœud e´tiquete´ par L′h, et relie´ au nœud correspondant a` L1 par un arc e´tiquete´ par
(rh ◦ · · · ◦ r1)
∗.
Observons qu’avec cette proce´dure, chaque relation ri peut elle-meˆme eˆtre la cloˆture
transitive de compositions d’autres relations. Le proble`me qui se pose alors, c’est com-
ment ve´rifier que L′h = (rh ◦ · · · ◦ r1)
∗(L1). Pour ce faire, si rh ◦ · · · ◦ r1 est bien-
fonde´e, nous utilisons le test (9.3). Seulement, le proble`me qui se pose est que pour
appliquer ce test, nous devons eˆtre capables de calculer rh ◦ · · · ◦ r1(L
′
h), ce qui n’est
pas toujours possible si les ri n’ont pas e´te´ caracte´rise´es. En effet, il se pourrait que
Lh = rh ◦ · · · ◦ r1(L1) ait e´te´ calcule´ en utilisant l’e´largissement a` plusieurs reprises ; et
le fait que l’e´largissement ait permis de calculer rh ◦ · · · ◦ r1(L1) ne garantie pas qu’il
saura calculer rh ◦ · · · ◦ r1(L
′
h). Nous proposons une solution a` ce proble`me dans le cas
ou` pour tout i, ri = r
′∗
i pour une certaine relation r
′
i que l’on sait caracte´riser. Dans ce
cas, il y a un autre proble`me qui se pre´sente, puisque meˆme si nous savons caracte´riser
les ri, tester si L
′
h = rh ◦ · · · ◦ r1(L
′
h) ∪ L1 ne nous permet pas de conclure quant a`
l’exactitude de notre extrapolation. En effet, la relation rh ◦ · · · ◦ r1 = r
′∗
h ◦ · · · ◦ r
′∗
1
n’est jamais bien-fonde´e puisque IdΣ∗ ⊆ r
′∗
h ◦ · · · ◦ r
′∗
1 et IdΣ∗ n’est pas bien-fonde´e
(pour tout w ∈ Σ∗, (w,w) ∈ IdΣ∗). Pour contourner ce proble`me, nous remarquons
que (r′
∗
h ◦ · · · ◦ r
′∗
1)
∗ = (r′h + · · ·+ r
′
1)
∗, ou` la relation r′h + · · ·+ r
′
1 est caracte´risable
puisque les r′i le sont. Donc, ve´rifier que L
′
h = (rh ◦ · · · ◦ r1)
∗(L1) revient a` ve´rifier que
L′h = (r
′
h + · · · + r
′
1)
∗(L1) en appliquant le test (9.3) avec la relation r
′
h + · · · + r
′
1
si elle est bien-fonde´e (elle a des chances de l’eˆtre, contrairement a` r′
∗
h ◦ · · · ◦ r
′∗
1)
Si nous n’avons pas de moyens pour ve´rifier l’exactitude de notre extrapolation
(si la se´quence de relations conside´re´e n’est pas bien-fonde´e, ou si elle n’est pas ca-
racte´risable), nous pouvons abandonner l’ide´e de calculer exactement l’ensemble des
accessibles et se contenter d’en calculer une sur-approximation. Dans ce cas, nous
extrapolons a` chaque fois que ceci est possible.
9.6 Exemples
Nous avons applique´ notre me´thode d’e´largissement pour analyser plusieurs proto-
coles d’exclusion mutuelle de´finis sur des syste`mes parame´tre´s line´aires ou arborescents.
Pour le cas line´aire, nous avons conside´re´ l’algorithme du “Bakery” et les protocoles
de Dijkstra, et de Szymanski. Nous montrons dans la premie`re partie de cette section
comment traiter l’algorithme du “Bakery”. L’analyse des autres protocoles est de´crite
en annexes. Pour le cas arborescent, notre me´thode permet de traiter les algorithmes
PERCOLATE et “parite´” de´crits dans la section 3.2 puisqu’ils sont mode´lise´s par des
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WOS, et l’e´largissement permet de calculer la cloˆture re´flexive-transitive de chaque
WOS (the´ore`me 9.4.7). Nous conside´rons e´galement un protocole d’exclusion mutuelle
de´fini sur une architecture arborescente. Nous de´crivons ce protocole dans la deuxie`me
partie de cette section.
9.6.1 Le “Bakery algorithm”
9.6.1.1 Description et mode´lisation de l’algorithme
Processus i :
⊥ : init
W : ticket(i) :=1+maxj ticket(j)
pour tout j 6=i faire
SI (ticket(i)<ticket(j) ou ticket(j) = 0) faire
C : entrer dans C
fSI
fpour
ticket(i) :=0
⊥ : init
Fig. 9.14 – Le ”Bakery algorithm”
Le fonctionnement de cet algorithme est similaire a` celui d’une boulangerie “ba-
kery” : quand un nouveau client arrive, il prend un ticket (avec un nume´ro ticket(i)).
Il est servi (il entre dans la section critique) quand tous les clients dont le nume´ro de
ticket est plus petit que ticket(i) (qui e´taient arrive´s avant lui) le sont de´ja`. C’est-a`-
dire qu’a` chaque fois, c’est le processus ayant le plus petit indice (qui s’est pre´sente´
le premier) qui entre dans la section critique. Nous repre´sentons les processus par une
se´quence dans laquelle les processus en attente sont ordonne´s de fac¸on que le processus
le plus a` gauche dans la se´quence soit celui qui porte le plus petit indice.
Cet algorithme peut donc eˆtre mode´lise´ selon la figure 9.15, ou` un processus est a`
l’e´tat ⊥ s’il est inactif. Il est a` l’e´tat W s’il est en attente (Wait) et est a` l’e´tat C s’il
est dans la section critique.
R1 : (⊥,W )copy(⊥
∗),
R2 : copy(Σ
∗(C +W ))(⊥,W )copy(⊥∗),
R3 : copy(⊥
∗)(W,C)copy(Σ∗),
R4 : copy(Σ
∗)(C,⊥)copy(Σ∗).
Fig. 9.15 – Relations repre´sentant le ”Bakery algorithm”
Notons que la premie`re ligne de l’algorithme est repre´sente´e par deux relations :
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1. la premie`re relation R1 traite le cas ou` i est le premier processus qui s’est mani-
feste´ pour entrer dans la section critique. C’est donc le processus le plus a` gauche
qui passe de l’e´tat inactif ⊥ a` l’e´tat d’attente W .
2. la seconde relation R2 exprime le fait que s’il existe des processus en attente ou
dans la section critique, alors le prochain processus qui se manifeste aura le plus
grand indice (ticket) dans la se´quence.
La relation R3 exprime que si la section critique est vide, alors le processus qui y
entrerait serait celui qui aurait attendu le plus, c’est-a`-dire, celui en attente ayant le
plus petit indice dans la se´quence. La relation R4 libe`re la section critique.
L’ensemble des configurations initiales est repre´sente´ par ⊥∗ et celui des mauvaises
configurations par Σ∗CΣ∗CΣ∗, c-a`-d. les configurations ou` au moins deux processus
sont dans la section critique en meˆme temps.
9.6.1.2 Analyse d’accessibilite´ du “Bakery algorithm”
L’e´largissement permet de calculer les cloˆtures transitives des diffe´rentes relations
de ce programme de manie`re exacte. Nous proce´dons comme dans la section 9.2.3
ou` nous avons calcule´ R+4 pour calculer les autres relations. En fait, ces relations
peuvent eˆtre calcule´es en suivant la preuve du the´ore`me 9.4.1 puisqu’elles sont toutes
des context-relations. Nous obtenons :
– R+1 = R1 = (⊥,W )copy(⊥
∗),
– R+2 = copy(Σ
∗(C +W ))(⊥,W )(⊥,W )∗copy(⊥∗),
– R+3 = R3 = copy(⊥
∗)(W,C)copy(Σ∗),
– R+4 = copy(Σ
∗)(C,⊥)
(
copy(Σ) + (C,⊥)
)∗
.
Essayons maintenant d’appliquer l’algorithme d’exploration du graphe d’accessibi-
lite´ symbolique en utilisant ces relations acce´le´re´es, mais sans appliquer l’e´largissement.
L’analyse d’accessibilite´ figure au tableau (9.1), ou` les deux premie`res colonnes repre´sentent
l’ensemble de configurations auquels nous appliquons la relation donne´e dans la troisie`me
colonne. L’ensemble obtenu est repre´sente´ dans la colonne 4. La colonne 5 indique
quand un ensemble calcule´ est inclus dans un autre de´ja` calcule´.
Nous remarquons que le calcul ne s’arreˆtera pas. En effet, la se´quence R4 ◦R
∗
3 ◦R
∗
2
ajoute toujours un ⊥ a` gauche du langage conside´re´ puisqu’en partant de L4=⊥W
∗⊥∗,
et en appliquant la se´quenceR4◦R
∗
3◦R
∗
2 deux fois de suite, nous trouvons L7=⊥⊥W
∗⊥∗
et L10= ⊥⊥⊥W
∗⊥∗, etc. Nous voyons bien que l’exe´cution de cette se´quence est
infinie. Nous devons alors appliquer l’e´largissement entre L4 et L7, ce qui donne
L′7 = ⊥
∗⊥W ∗⊥∗ 4. De plus, le test 9.3 est valide puisqu’il est facile de ve´rifier que
R4 ◦ R
∗
3 ◦ R
∗
2(L
′
7) ∪ L4 = L
′
7
et donc comme R4 ◦R
∗
3 ◦R
∗
2 est bien-fonde´e, nous sommes suˆrs que l’e´largissement ap-
plique´ est exact. En remplac¸ant L7 par L
′
7, nous voyons que l’analyse de l’accessibilite´
termine (tableau 9.2).
4Il nous faut bien suˆr conside´rer les automates correspondant a` ces langages pour pouvoir appliquer
l’e´largissement. Mais nous de´crivons ici cette ope´ration sur les langages de manie`re informelle.
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L0 ⊥
∗ R∗1 L1
L1 W⊥
∗ R∗2 L2
L2 WW
∗⊥∗ R∗3 L3
L3 CW
∗⊥∗ R4 L4
L4 ⊥W
∗⊥∗ R∗2 L5
L5 ⊥WW
∗⊥∗ R∗3 L6
L6 ⊥CW
∗⊥∗ R4 L7
L7 ⊥⊥W
∗⊥∗ R∗2 L8
L8 ⊥⊥WW
∗⊥∗ R∗3 L9
L9 ⊥⊥CW
∗⊥∗ R4 L10
L10 ⊥⊥⊥W
∗⊥∗ R∗2 L11
L11 · · · · · · L∞
Tab. 9.1 – Analyse de l’accessibilite´ du “Bakery algorithm” sans e´largissement
A pre´sent, nous pouvons valider le “Bakery algorithm” en ve´rifiant que les mau-
vaises configurations repre´sente´es par Σ∗CΣ∗CΣ∗ ne sont pas accessibles. Nous en
de´duisons qur le “Bakery algorithm” satisfait bien la proprie´te´ d’exclusion mutuelle.
L0 ⊥
∗ R∗1 L1
L1 W⊥
∗ R∗2 L2
L2 WW
∗⊥∗ R∗3 L3
L3 CW
∗⊥∗ R4 +R
∗
2 ◦ R
∗
3 ◦ R
∗
4 L4
L4 ⊥
∗W∗⊥∗ R∗3 L5
L5 ⊥
∗CW∗⊥∗ R4 L6
L6 ⊥
∗⊥W∗⊥∗ ⊂L4
Tab. 9.2 – Analyse d’accessibilite´ du “Bakery algorithm” avec e´largissement
9.6.2 L’arbre arbitre : un protocole d’exclusion mutuelle sur
des architectures arborescentes [ABH+97]
9.6.2.1 Description et mode´lisation
Le syste`me consiste en un nombre arbitraire de processus qui se partagent une
ressource commune. Les processus sont dispose´s sous forme d’un arbre binaire. Seuls
les processus aux feuilles peuvent avoir la ressource. Le roˆle des autres processus e´tant
de propager les demandes de leurs fils pour qu’elles atteignent la racine. Les processus
internes arbitrent entre leur deux fils : si les deux demandent la ressource, le pe`re
choisit l’un des deux de manie`re non de´terministe. Les gagnants sont ensuite arbitre´s
au niveau suivant, et ainsi de suite. Les demandes sont propage´es le long de l’arbre
jusqu’a` ce que la racine est atteinte. Cette dernie`re alloue la ressource a` (au plus) une
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feuille. Cette permission d’acce´der a` la ressource se propage le long de l’arbre jusqu’a`
une des feuilles (celle qui va acce´der a` la ressource critique). Quand la ressource est
libe´re´e par le processus qui la de´tient, le syste`me est re´initialise´.
Ce programme peut eˆtre mode´lise´ comme suit : Chaque processus peut eˆtre dans
l’un des e´tats suivants :
– ⊥ s’il ne demande pas l’acce`s a` la ressource critique,
– D s’il de´tient une demande d’acce`s a` la ressource critique,
– D′ s’il de´tient une demande d’acce`s a` la ressource critique, et qu’il a e´te´ choisi
par son pe`re,
– R s’il rec¸oit l’accord pour acce´der a` la ressource (s’il est une feuille), ou pour
permettre a` l’un de ses fils d’acce´der a` la ressource.
Initialement, tous les processus sont dans l’e´tat ⊥, a` l’exception de quelques feuilles
qui demandent l’acce´s a` la ressource, et qui sont donc dans l’e´tat D. L’ensemble des
configurations initiales L0 est donc le langage re´gulier d’arbres reconnu par l’automate
A = (Q,Σ, F, δ) ou` Q = F = {q}, Σ0 = Σ2 = {⊥, D,D
′, R}, et δ contient les re`gles
⊥ → q, D → q, et ⊥(q, q)→ q.
Les actions du syste`me sont repre´sente´es par les relations de re´e´tiquetage suivantes.
– R1 est l’ensemble des paires de termes (t, t
′) ∈ TΣ tels qu’il existe un contexte
C, et trois termes t1, t2, et t3 tels que :
– soit t = C
[
⊥
(
D(t1, t2), t3
)]
et t′ = C
[
D
(
D′(t1, t2), t3
)]
,
– soit t = C
[
⊥
(
t3, D(t1, t2)
)]
et t′ = C
[
D
(
t3, D
′(t1, t2)
)]
,
– soit t = C
[
⊥(D, t3)
]
et t′ = C
[
D(D′, t3)
]
,
– soit t = C
[
⊥(t3, D)
]
et t′ = C
[
D(t3, D
′)
]
.
Cette relation mode´lise la propagation ascendante de la demande d’acce´s a` la
ressource : Si un processus est dans l’e´tat D (c-a`-d., s’il demande la ressource),
alors son pe`re va demander la ressource pour lui : il passe a` l’e´tat D, et le
processus lui-meˆme passe a` l’e´tat D′ pour me´moriser qu’il a fait une demande,
et qu’il a e´te´ choisi par son pe`re pour recevoir la ressource. Si les deux fils d’un
meˆme processus font une demande simultane´e, le processus pe`re doit choisir de
manie`re non de´terministe l’un des deux et demander la ressource pour lui. C’est
ce processus qui passe a` l’e´tat D′.
Observons que cette relation n’est pas un WOS puisque pour que c¸a soit le cas,
il faut que D ∈ Si, ⊥ ∈ Si−1, et que la racine de t3 soit dans Si. Or ceci n’est
pas possible puisque la racine de t3 peut eˆtre e´gale a` ⊥.
– R2 est l’ensemble des paires de termes (t, t
′) ∈ TΣ tels qu’il existe deux sous
termes t1 et t2 tels que t = D(t1, t2) et t
′ = R(t1, t2). Cette relation exprime que
quand la demande atteint la racine, cette dernie`re donne la permission d’acce`s a`
la ressource.
– R3 est l’ensemble des paires de termes (t, t
′) ∈ TΣ tels qu’il existe un contexte
C et trois sous termes t1, t2, et t3 tels que :
– t = C
[
R
(
D′(t1, t2), t3
)]
et t′ = C
[
R
(
R(t1, t2), t3
)]
, ou
– t = C
[
R
(
t1, D
′(t2, t3)
)]
et t′ = C
[
R
(
t1, R(t2, t3)
)]
, ou
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– t = C
[
R(D′, t1)
]
et t′ = C
[
R(R, t1)
]
, ou
– t = C
[
R(t1, D
′)
]
et t′ = C
[
R(t1, R)
]
.
Cette relation exprime que la re´ponse concernant l’allocation de la ressouce se
propage de la racine jusqu’a` l’une des feuilles.
9.6.2.2 Analyse d’accessibilite´ de l’algorithme
Pour montrer que cet algorithme satisfait la proprie´te´ d’exclusion mutuelle, il faut
montrer que
R∗3 ◦ R
∗
2 ◦ R
∗
1(L0) ⊆ Lmutex
ou` Lmutex est l’ensemble re´gulier des termes dont au plus une seule feuille est a` l’e´tat
R. Lmutex est repre´sente´ par l’automate A = (Qmutex,Σ, Fmutex, δmutex) ou` Qmutex =
{q1, q2, q3}, Fmutex = {q2, q3}, Σ0 = Σ2 = {⊥, D,D
′, R}, et δmutex contient les re`gles
R → q1 ; g → q3, f(q3, q3)→ q3, f(q1, q3)→ q2, et f(q2, q3)→ q2, pour tout f ∈ Σ et
g ∈ Σ \ {R}. L’e´tat q1 annote la feuille R, l’e´tat q3 reconnaˆıt les termes dont aucune
feuille n’est e´tiquete´e par R, et l’e´tat q2 reconnaˆıt les termes ayant une seule feuille
e´tiquete´e par R.
Il est clair que R1, R2 et R3 sont bien-fonde´es. Nous montrons dans ce qui suit que
l’e´largissement permet de construire les cloˆtures re´flexives-transitives R∗1, R
∗
2 et R
∗
3.
Dans le re´e´tiquetages ci-dessous, a` chaque re`gle de la forme f/g(q1, q2)→ q3 correspond
une re`gle f/g(q2, q1)→ q3 qui n’est pas repre´sente´e pour simplifier la pre´sentation.
Calcul de R∗1.
R1 est donne´ par le re´e´tiquetage T1 = (Q1,Σ × Σ, F1, δ1), ou` Q1 = {q, qD′ , q
′}, F1 =
{q′}, et δ1 est l’ensemble des re`gles suivantes, ou` f ∈ Σ :
– f/f → q, f/f(q, q)→ q ;
– D/D′ → qD′ , D/D
′(q, q)→ qD′ ;
– ⊥/D(qD′ , q)→ q
′ ;
– f/f(q′, q)→ q′.
Le noeud e´tiquete´ par D/D′ ou` D est re´e´crit en D′ est annote´ par qD′ . Le pe`re de
ce noeud doit eˆtre annote´ par q′ puisqu’il doit eˆtre e´tiquete´ par ⊥/D.
En composant T1 avec lui-meˆme, nous obtenons le re´e´tiquetage T
2
1 qui reconnaˆıtR
2
1
suivant : T 21 = (Q1 ×Q1,Σ×Σ, F1×F1, δ
′
1), ou` δ
′
1 est l’ensemble des re`gles suivantes,
ou` f ∈ Σ :
1. f/f → [q, q], f/f
(
[q, q], [q, q]
)
→ [q, q], f/f
(
[q, q′], [q, q]
)
→ [q, q′], f/f
(
[q′, q], [q, q]
)
→
[q′, q] ;
2. D/D′ → [qD′ , q], D/D
′ → [q, qD′ ] ;
3. D/D′
(
[q, q], [q, q]
)
→ [qD′ , q], D/D
′
(
[q, q], [q, q]
)
→ [q, qD′ ] ;
4. ⊥/D
(
[qD′ , q], [q, q]
)
→ [q′, q], ⊥/D
(
[q, qD′ ], [q, q]
)
→ [q, q′] ;
5. ⊥/D′
(
[qD′ , q], [q, q]
)
→ [q′, qD′ ] ;
6. D/D′
(
[q′, q], [q, q]
)
→ [q′, qD′ ], D/D
′
(
[q, q], [q, q′]
)
→ [qD′ , q
′] ;
7. ⊥/D
(
[qD′ , q
′], [q, q]
)
→ [q′, q′], ⊥/D
(
[q, q], [q′, qD′ ]
)
→ [q′, q′] ;
8. f/f
(
[q′, q], [q, q′]
)
→ [q′, q′], f/f
(
[q, q], [q′, q′]
)
→ [q′, q′].
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En comparant l’hypergraphe de ce re´e´tiquetage a` celui de T1, nous pouvons conside´rer
la croissance ∆ de´finie par les re`gles 4, 5, et 6. Si nous conside´rons I∆ = Q1×Q1, et la
partition [qD′ ] = {[q, qD′ ], [qD′ , q], [q
′, qD′ ], [qD′ , q
′]} et [q] = {[q, q], [q′, q], [q, q′], [q′, q′]} ;
nous obtenons que l’hypergraphe quotient est bisimilaire a` T1, l’e´largissement nous
donnne alors le re´e´tiquetage T = (Q,Σ× Σ, F, δ), ou` Q = {[qD′ ], [q]}, F = {[q]}, et δ
est l’ensemble des re`gles suivantes, ou` f ∈ Σ :
– f/f → [q], f/f([q], [q])→ [q] ;
– D/D′ → [qD′ ], D/D
′([q], [q])→ [qD′ ] ;
– ⊥/D([qD′ ], [q])→ [q] ;
– ⊥/D′([qD′ ], [q])→ [qD′ ].
Ce re´e´tiquetage reconnaˆıt exactement R∗1 puisque le test 9.4 re´ussit et que R1 est
bien-fonde´e.
Calcul de R∗2.
Il est facile de voir queR∗2 = R2 est reconnu par le re´e´tiquetage T2 = (Q2,Σ×Σ, F2, δ2),
ou` Q2 = {p, p
′}, F1 = {p
′}, et δ2 est l’ensemble des re`gles suivantes, ou` f ∈ Σ :
– f/f → p, f/f(p, p)→ p ;
– D/R→ p′, D/R(p, p)→ p′.
Calcul de R∗3.
L’e´largissement permet aussi de calculer de manie`re pre´cise R∗3. R3 est donne´ par
le re´e´tiquetage T3 = (Q3,Σ × Σ, F3, δ3), ou` Q3 = {s, sR, s
′}, F3 = {s
′}, et δ3 est
l’ensemble des re`gles suivantes, ou` f ∈ Σ :
– f/f → s, f/f(s, s)→ s ;
– D′/R→ sR, D
′/R(s, s)→ sR ;
– R/R(sR, s)→ s
′ ;
– f/f(s′, s)→ s′.
Le noeud e´tiquete´ par D′/R ou` D′ est re´e´crit en R est annote´ par sR. Le pe`re de
ce noeud doit eˆtre annote´ par s′ puisqu’il doit eˆtre e´tiquete´ par R/R.
En composant T3 avec lui-meˆme, nous obtenons le re´e´tiquetage T
2
3 qui reconnaˆıtR
2
3
suivant : T 23 = (Q3 ×Q3,Σ×Σ, F3×F3, δ
′
3), ou` δ
′
3 est l’ensemble des re`gles suivantes,
ou` f ∈ Σ :
1. f/f → [s, s], f/f
(
[s, s], [s, s]
)
→ [s, s], f/f
(
[s, s′], [s, s]
)
→ [s, s′], f/f
(
[s′, s], [s, s]
)
→
[s′, s] ;
2. D′/R→ [sR, s], D
′/R→ [s, sR] ;
3. D′/R
(
[s, s], [s, s]
)
→ [sR, s] ;
4. D′/R
(
[s, s], [s, s]
)
→ [s, sR] ;
5. D′/R
(
[s, s], [s, sR]
)
→ [sR, s
′] ;
6. R/R
(
[sR, s], [s, s]
)
→ [s′, s] ;
7. R/R
(
[s, sR], [s, s]
)
→ [s, s′] ;
8. R/R
(
[sR, s
′], [s, s]
)
→ [s′, s′] ;
9. f/f
(
[s′, s], [s, s′]
)
→ [s′, s′], f/f
(
[s, s], [s′, s′]
)
→ [s′, s′].
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En comparant l’hypergraphe de ce re´e´tiquetage a` celui de T3, nous pouvons conside´rer
la croissance ∆ de´finie par les re`gles 4, 5, 7, et 9. Si nous conside´rons I∆ = Q3 ×Q3,
et la partition [sR] = {[s, sR], [sR, s], [sR, s
′]} et [s] = {[s, s], [s′, s], [s, s′], [s′, s′]} ; nous
obtenons que l’hypergraphe quotient est bisimilaire a` T3, l’e´largissement nous donnne
alors le re´e´tiquetage T ′ = (Q,Σ × Σ, F, δ), ou` Q = {[sR], [s]}, F = {[s]}, et δ est
l’ensemble des re`gles suivantes, ou` f ∈ Σ :
– f/f → [s], f/f([s], [s])→ [s] ;
– D′/R→ [sR], D
′/R([s], [s])→ [sR], D
′/R([sR], [s])→ [sR] ;
– R/R([sR], [s])→ [s].
Ce re´e´tiquetage reconnaˆıt exactement R∗3 puisque le test 9.4 re´ussit et que R3 est
bien-fonde´e.
Calcul des accessibles.
En appliquant R∗3 ◦R
∗
2 ◦R
∗
1 a` L0 en composant les automates comme de´crit dans la
section 2.1.2.3, nous obtenons un automate A′ qui reconnaˆıt l’ensemble des accessibles.
Cet automate est de´fini par : A′ = (Q′,Σ, F ′, δ′) ou` Q′ = {q1, q2, q3, q4}, F
′ = {q3}, et
δ′ contient les re`gles suivantes, ou` f ∈ Σ \ {R} :
– f → q2, f(q2, q2)→ q2 ;
– D′ → q1, D
′(q2, q1)→ q1 ;
– D(q2, q1)→ q2 ;
– R(q2, q1)→ q4, R(q2, q4)→ q4 ;
– R(q2, q4)→ q3 ;
– R→ q4.
Il est facile de ve´rifier que le langage reconnu par cet automate est inclus dans
Lmutex, ce qui veut dire que tous les termes accessibles ont au plus une feuille dans
l’e´tat R. Donc, le protocole satisfait la proprie´te´ d’exclusion mutuelle.
9.7 Comparaison avec d’autres travaux
9.7.1 Travaux base´s sur le principe d’e´largissement
9.7.1.1 L’e´largissement dans le cadre de l’interpre´tation abstraite
L’ide´e de l’e´largissement a e´te´ propose´e dans [CC77] pour sur-approximer des plus
petits points fixes dans un treillis complet. Elle a e´te´ principalement utilise´e pour
les domaines manipulant des entiers ou des re´els [CH78]. Les techniques conside´re´es
ne se pre´occupent pas de l’exactitude du point fixe calcule´, et leur convergence est
garantie. Contrairement a` la me´thode que nous proposons, ou` nous appliquons l’ide´e
de l’e´largissement a` des langages re´guliers, nous conside´rons un test d’exactitude, et
la terminaison n’est pas assure´e.
9.7.1.2 Comparaison avec la technique d’e´largissement de [HLR97]
Dans [HLR97], Halbwacks et al. de´finissent des techniques d’e´largissement sur les
automates de mots pour calculer des sous-approximations de plus grands points fixes,
dans le but de calculer des invariants de re´seaux pour les syste`mes parame´tre´s line´aires.
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Leur me´thode d’e´largissement est diffe´rente de la noˆtre dans plusieurs sens. D’abord,
elle n’est de´finie que sur les automates de mots alors que nous traitons aussi le cas
des arbres. La deuxie`me diffe´rence re´side dans le fait que notre me´thode s’applique a`
une se´quence croissante d’automates pour en calculer une sur-approximation du plus
petit point fixe, alors que leur technique s’applique a` des se´quences de´croissantes pour
en deviner une sous-approximation du plus grand point fixe. De plus, l’esprit de leur
principe d’extrapolation est diffe´rent du noˆtre : e´tant donne´s deux automates de mots
A et A′, notre technique est base´e sur la de´tection de croissances afin de rajouter des
boucles qui permettent de rajouter des comportements supple´mentaires aux automates
de de´part, alors que leur me´thode consiste a` de´tecter les e´tats de A′ qui se sont rajoute´s
et qui font que certains mots accepte´s par A ne le sont plus par A′. Leur ope´ration
d’extrapolation consiste alors a` enlever ces e´tats et a` rajouter des boucles qui font que
l’automate obtenu a moins de comportements que l’automate initial.
9.7.2 Travaux sur le calcul de cloˆtures transitives
9.7.2.1 Comparaison avec les techniques d’extrapolation de [BLW03]
Dans un travail re´cent [BLW03], une technique d’extrapolation base´e sur la com-
paraison des diffe´rentes puissances d’un transducteur de mots T afin de de´tecter les
croissances et deviner la limite de l’ite´ration de T a e´te´ conside´re´e. Cette technique
a e´te´ applique´e aux transducteurs repre´sentant des ope´rations arithme´tiques. Cette
me´thode, qui a le meˆme esprit que la noˆtre, pre´sente certaines diffe´rences. Une premie`re
diffe´rence re´side dans le fait qu’au lieu de comparer a` chaque fois chaque transducteur
avec son successeur imme´diat, la technique expose´e dans cet article consiste a` compa-
rer les transducteurs en suivant une certaine pe´riode. En effet, ils ont observe´ que pour
les transducteurs repre´sentant des ope´rations arithme´tiques, comparer les puissances
successives ne permet pas de de´tecter des croissances ; et que dans ce cas, il est plus
judicieux de comparer les puissances de T qui sont puissances de 2, c-a`-d., comparer
T 2
i
a` T 2
i+1
. Notre technique permet aussi de comparer les automates obtenus apre`s
une certaine pe´riode, mais ceci se fait apre`s avoir compare´ l’automate initial a` tous
les automates interme´diaires. Donc, dans ce cas des transducteurs arithme´tiques, la
me´thode de [BLW03] serait moins couˆteuse.
La deuxie`me diffe´rence re´side dans la manie`re de de´tecter les croissances. Dans
[BLW03], les auteurs manipulent des automates minimaux, et comparent donc les
langages des automates pour de´tecter les incre´ments ; alors que notre me´thode consiste
a` comparer les structures des automates en utilisant le crite`re de bisimulation. De plus,
meˆme si nous conside´rons des automates minimaux, nos techniques de comparaison ne
sont pas les meˆmes. En effet, pour comparer T a` T ′, la me´thode de [BLW03] consiste
a` de´tecter les croissances en de´terminant les e´tats de T et T ′ qui sont bisimilaires
en arrie`re (resp. en avant) : ce sont les e´tats d’entre´e (resp. de sortie) de l’incre´ment.
Quant a` notre technique, elle consiste a` deviner une croissance dans T ′, l’enlever,
fusionner les e´tats d’entre´e aux e´tats de sortie correspondants, et ensuite ve´rifier que
l’automate obtenu est bisimilaire a` T . Comme nous fusionnons les e´tats avant de tester
la bisimilarite´, nous ne garantissons pas que les e´tats d’entre´e ou de sortie e´quivalents de
l’incre´ment sont bisimilaires dans T ′. La condition de [BLW03] est donc plus exigente
301
que la noˆtre. Nous pouvons cependant l’utiliser dans notre cadre comme strate´gie de
de´tection de croissances.
De plus, notre me´thode permet d’extrapoler de`s qu’une croissance est de´tecte´e,
alors que dans [BLW03], il n’est possible d’extrapoler qu’apre`s avoir de´tecte´ le meˆme
incre´ment un nombre fixe´ k de fois (ce qui revient a` comparer k puissances de T ). Ceci
e´carte les possibilite´s d’extrapolation lorsque l’incre´ment de´tecte´ ne peut eˆtre re´pe´te´
qu’un nombre fixe´, infe´rieur a` k, de fois. Il serait inte´ressant de voir si en appliquant
cette ide´e, nous pouvons retrouver nos re´sultats de comple´tude sans utiliser le test 9.3.
D’un autre coˆte´, les deux techniques d’extrapolation sont diffe´rentes : nous extrapo-
lons en fusionnant les e´tats e´quivalents d’entre´e/sortie ; alors que dans [BLW03], pour
pouvoir extrapoler et permettre a` l’incre´ment d’eˆtre re´pe´te´ un nombre arbitraire de
fois, l’ide´e est d’ajouter des boucles en rajoutant des arcs entre les e´tats “e´quivalents”
des diffe´rents incre´ments.
Pour tester l’exactitude de cette extroplation, les auteurs proposent un crite`re
suffisant base´ sur des automates a` compteurs. L’ide´e est de ve´rifier que tout comporte-
ment du transducteur avec un nombre k d’incre´ments peut eˆtre obtenu en composant
les transducteurs ayant moins de k incre´ments. Il serait inte´ressant de comparer ce
crite`re avec notre test 9.3 valable dans le cas des relations bien-fonde´es. Une question
inte´ressante serait par exemple de voir si pour toute relation bien-fonde´e, le re´sultat
du test de [BLW03] est toujours exact.
Il serait inte´ressant de comparer plus en de´tails cette technique avec notre me´thode
d’e´largissement, et de voir s’il est possible d’inte´grer les deux techniques. Une possibilite´
serait par exemple de pouvoir utiliser le crite`re suffisant d’exactitude qu’ils proposent
avec notre technique d’e´largissement.
9.7.2.2 D’autres techniques base´es sur la fusion d’e´tats
D’autres techniques semi-algorithmiques (dont la terminaison n’est pas garantie)
base´es sur le calcul du transducteur de la cloˆture transitive en calculant les premie`res
ite´rations d’un transducteur de mots ou d’arbres T ont e´te´ conside´re´es dans [BJNT00,
JN00, DLS01, AJMd02, AJNd02]. Ces techniques ne cherchent pas a` de´tecter des
croissances, mais a` essayer de calculer le transducteur limite en fusionnant les e´tats
“e´quivalents” selon certains crite`res. Dans [BJNT00, JN00, AJMd02, AJNd02], il s’agit
de commencer a` calculer les diffe´rentes ite´rations en composant avec le transducteur a`
ite´rer T tout en gardant trace des se´quences d’e´tats obtenues en faisant les produits.
Par exemple, les e´tats du transducteur T 2 sont des paires (q, q′) d’e´tats de T qui
peuvent eˆtre conside´re´es comme des mots de longueur deux. Les e´tats de T 3, sont des
triplets d’e´tats de T , et peuvent donc eˆtre vus comme des mots de taille trois, etc. Les
auteurs donnent un crite`re syntaxique sur ces se´quences d’e´tats qui permet de collapser
les e´tats de manie`re exacte, c-a`-d. sans introduire de mauvais comportements. La
me´thode a e´te´ introduite dans [BJNT00, JN00, AJNd02] pour le cas de transducteurs
de mots, et a e´te´ e´tendue pour le cas des re´e´tiquetages d’arbres dans [AJMd02]. Elle
ne peut cependant pas s’appliquer aux relations d’arbres qui changent la structure.
Le semi-algorithme propose´ est exact pour toutes les relations re´gulie`res (de mots ou
de re´e´tiquetages d’arbres). Sa terminaison est assure´e pour une sous-classe appele´e
local-depth qui apparaˆıt lors de la mode´lisation des syste`mes parame´tre´s. Par exemple,
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les context-relations sont dans cette classe de relations. Il serait inte´ressant de voir si
notre me´thode d’e´largissement permet aussi de calculer la cloˆture transitive pour cette
classe de relations.
Dans [DLS01] aussi, il s’agit de commencer par calculer les diffe´rentes ite´rations
en composant avec le transducteur a` ite´rer T et de comparer les e´tats en utilisant la
notion de bisimulation en avant et en arrie`re : Une des conditions ne´cessaires pour que
deux e´tats q1 et q2 soient confondus est que l’un soit bisimilaire en avant a` un e´tat q, et
que l’autre soit bisimilaire en arrie`re a` ce meˆme e´tat q. Cette notion de bisimilarite´ en
avant et en arrie`re est plus forte que notre test de bisimulation et garantie l’exactitude
de l’ope´ration de fusion. En effet, dans notre cas, nous enlevons la croissance, nous
fusionnons les e´tats, et apre`s nous testons la bisimilarite´, donc deux e´tats qui n’e´taient
pas bisimilaires (en avant ou en arrie`re), peuvent le devenir. La technique expose´e est
ge´ne´rale et en cas de terminaison, donne la cloˆture transitive exacte de T . Cependant,
nous ne pouvons pas cerner la puissance de cette me´thode puisqu’aucun re´sultat de
comple´tude n’est de´montre´.
9.7.2.3 Comparaison avec la me´thode de [GK00]
Genet et Klay [GK00] ont de´fini une technique semi-automatique qui peut s’ap-
pliquer pour calculer une sur-approximation de l’ensemble des accessibles R∗(L) pour
tout langage re´gulier d’arbres L et tout syste`me de re´e´criture de termes R line´aire a`
gauche, c-a`-d. un syste`me contenant des re`gles de la forme l[x1, . . . , xn]→ r[x1, . . . , xn],
ou` l est un contexte line´aire. La technique utilise´e dans cet article est diffe´rente de la
noˆtre. Elle est base´e sur la saturation des re`gles de l’automateA qui reconnaˆıt L comme
suit : si l[x1, . . . , xn]→ r[x1, . . . , xn] est une re`gle de re´e´criture de R, et s’il existe une
de´rivation de A qui reconnaˆıt l[q1, . . . , qn] dans l’e´tat q, c-a`-d. si l[q1, . . . , qn]
∗−→δ q ou`
δ est l’ensemble des re`gles de transition de A ; alors il faut rajouter a` δ des re`gles qui
permettent d’avoir la de´rivation r[q1, . . . , qn]
∗−→δ q. Ceci introduit de nouveaux e´tats,
et donc la proce´dure ne termine presque jamais dans les cas non triviaux. Pour forcer
la terminaison, les auteurs conside`rent une fonction d’approximation, qui est donne´e
par l’utilisateur, et qui ame`ne parfois le calcul a` terminer. Cette fonction a pour ef-
fet de re´duire le nombre d’e´tats rajoute´s a` chaque e´tape. L’ensemble calcule´ est une
sur-approximation de l’ensemble des accessibles. La pre´cision de cette approximation
de´pend de la fonction conside´re´e. La limite principale de cette technique re´side dans le
fait qu’elle n’est pas comple´tement automatique puisqu’elle ne´cessite l’intervention de
l’utilisateur. Dans [OCKS02], Kouchnarenko et al. ont propose´ une version automa-
tique de cette approche en ge´ne´rant des fonctions d’approximation automatiquement.
Ces techniques ont e´te´ applique´es pour la ve´rification de protocoles cryptographiques.
9.8 Conclusion
Nous avons de´fini dans ce chapitre une technique d’acce´le´ration ge´ne´rale base´e sur
la de´tection de croissances au cours du calcul ite´ratif de l’ensemble des accessibles afin
de deviner automatiquement la limite. Cette technique peut eˆtre applique´e de manie`re
uniforme inde´pendamment des classes des relations ou des langages conside´re´es. En
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particulier, elle peut eˆtre utilise´e aussi bien pour les relations qui pre´servent la structure
(dans le cas des syste`mes parame´tre´s) que pour celles qui ne la pre´servent pas (dans le
cas des programmes re´cursifs paralle`les). Nous avons montre´ que cette technique est
assez puissante pour permettre le calcul des cloˆtures transitives dans le cas de plusieurs
sous-classes significatives de relations re´gulie`res. De meˆme, nous avons applique´ notre
me´thode pour analyser plusieurs syste`mes tels que des protocoles d’exclusion mutuelle
de´finis sur des structures line´aires et arborescentes.
Du point de vue the´orique, notre technique semble donc eˆtre tre`s prometteuse pour
la ve´rification automatique des syste`mes infinis dont les configurations peuvent eˆtre
repre´sente´es par des mots ou des arbres. Il reste a` voir si pratiquement elle peut eˆtre
implante´e de manie`re peu couˆteuse. Il faut donc trouver des structures de donne´es qui
permettent de repre´senter de manie`re compacte les hypergraphes, et qui permettent
surtout de de´tecter les croissances et de tester la bisimulation entre les hypergraphes de
manie`re efficace. Par exemple, il serait inte´ressant de voir si les structures introduites
dans [Mau99] peuvent eˆtre utilise´es dans ce cadre. De plus, il nous faut trouver des
strate´gies efficaces qui permettent de re´duire de manie`re intelligente le nombre de
croissances qui peuvent eˆtre de´tecte´es.
Une autre direction de recherche serait d’e´tendre ces me´thodes d’e´largissement au-
dela` du cadre re´gulier en combinant les hypergraphes avec des contraintes arithme´tiques.
L’ide´e serait par exemple d’extrapoler en rajoutant des boucles munies de formules de
Presburger exprimant des contraintes arithme´tiques sur le nombre de passages par
chaque boucle rajoute´e. Intuitivement, si nous partons de a∗ et que nous obtenons
a∗ba∗ca∗, notre me´thode actuelle nous calcule a∗b∗a∗c∗a∗. Pour eˆtre plus pre´cis, nous
pouvons rajouter l’information qu’a` chaque fois, le nombre de b est e´gal au nombre de
c.
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Chapitre 10
Conclusion
10.1 Bilan
Dans cette the`se, nous nous sommes inte´resse´s au proble`me de model-checking
des syste`mes infinis. Les contributions principales de ce travail peuvent eˆtre re´sume´es
comme suit :
Acce´le´ration et e´largissement dans le cadre du Regular Model Checking.
Nous avons de´fini un cadre ge´ne´ral et uniforme dans lequel il est possible de de´crire et
d’analyser plusieurs types de syste`mes infinis. Ce cadre est base´ sur la repre´sentation
des ensembles de configurations des syste`mes par des classes d’automates de mots ou
d’arbres, et de leurs relations de transitions par des syste`mes de re´e´criture de mots
ou de termes. Le proble`me de la ve´rification est ensuite re´duit a` une analyse d’acces-
sibilite´ qui consiste a` calculer les ensembles des accessibles en avant et en arrie`re. Ce
proble`me e´tant en ge´ne´ral inde´cidable, nous avons propose´ une technique d’acce´le´ration
ge´ne´rale appele´e e´largissement re´gulier qui permet, en cas de terminaison, de calculer
(une sur-approximation de) l’ensemble des accessibles. Cette me´thode est base´e sur la
comparaison des diffe´rents ensembles obtenus durant le calcul ite´ratif de l’ensemble
des accessibles, et sur l’ite´ration des croissances de´tecte´es. Un test permet ensuite de
ve´rifier que l’ensemble calcule´ est une sur-approximation de l’ensemble des accessibles.
Ce meˆme test permet dans certains cas de s’assurer que cet ensemble est exactement
e´gal a` l’ensemble des accessibles. Nous avons montre´ que ce principe est assez puissant
puisqu’il permet de construire les ensembles des accessibles et les cloˆtures transitives
pour plusieurs classes significatives de relations et de langages pour lesquelles des al-
gorithmes spe´cifiques ont de´ja` e´te´ propose´s dans la litte´rature.
L’avantage principal de cette technique est qu’elle peut eˆtre applique´e aveugle´ment
a` toutes les classes de syste`mes dont les ensembles de configurations et les relations
de transition peuvent eˆtre repre´sente´s par des langages et des relations re´guliers de
mots ou d’arbres. Elle peut e´galement eˆtre combine´e avec des algorithmes de calculs
de cloˆtures transitives spe´cifiques a` des classes bien particulie`res de langages et de
relations.
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Nous avons applique´ ce cadre ge´ne´ral a` la ve´rification (1) des syste`mes parame´tre´s,
et (2) des programmes re´cursifs paralle`les. Nous avons montre´ que notre technique
d’e´largissement peut s’appliquer dans ces cas. Nous avons e´galement conside´re´ des
classes de langages et de re`gles de re´e´critures significatives pour la mode´lisation de ces
syste`mes, et nous avons propose´ des algorithmes de calcul des accessibles spe´cifiques
a` ces classes de syste`mes :
Ve´rification des syste`mes parame´tre´s. Dans le cas des syste`mes parame´tre´s
line´aires, nous avons conside´re´ les relations de semi-commutations. Ces relations sont
pre´sentes dans la mode´lisation des syste`mes parame´tre´s, puisqu’elles permettent de
mode´liser, par exemple, la communication entre les processus voisins. Comme ces re-
lations ne pre´servent pas la re´gularite´, nous avons conside´re´ une classe d’expressions
re´gulie`res : les expressions APC. Ces expressions apparaissent naturellement dans la
mode´lisation des syste`mes parame´tre´s line´aires. Nous avons montre´ que cette classe
est effectivement ferme´e par semi-commutations.
Nous nous sommes ensuite inte´resse´s aux syste`mes parame´tre´s arborescents. Nous
avons mis en e´vidence une classe de syste`mes de re´e´criture de termes (les WOS) qui
permet de coder la communication entre pe`re/fils dans un arbre. Nous avons donne´
un algorithme qui calcule les cloˆtures transitives des syste`mes de cette classe.
Ces deux re´sultats e´tendent l’applicabilite´ du regular model-checking aux syste`mes
qui peuvent eˆtre repre´sente´s par des semi-commutations ou des WOSs.
Ve´rification des programmes re´cursifs paralle`les. Pour l’analyse de ces pro-
grammes, nous avons propose´ deux approches diffe´rentes, base´es toutes les deux sur
notre cadre de ve´rification ge´ne´ral :
• Dans un premier temps, nous avons conside´re´ les syste`mes PRS. Nous avons montre´
que ce formalisme permet de mode´liser les programmes re´cursifs paralle`les. Le mode`le
obtenu sur-approxime en ge´ne´ral les comportements du vrai programme. Nous avons
identifie´ une classe inte´ressante de programmes pour laquelle notre traduction est
pre´cise. Nous avons donne´ des algorithmes exacts d’analyse de ces syste`mes. Pour ce
faire, nous avons adopte´ deux approches. La premie`re consiste a` re´soudre le proble`me
d’accessibilite´ de ces syste`mes en oubliant certaines e´quivalences structurelles entre
les termes de processus. Nous avons alors propose´ des constructions polynoˆmiales de
repre´sentants re´guliers des ensembles des accessibles pour toute la classe PRS lorsque le
“||” n’est pas conside´re´ associatif/commutatif. Ces re´sultats permettent d’analyser une
classe importante de programmes qui comprend la re´cursivite´, la cre´ation dynamique
de processus, et la synchronisation. Lorsque toutes le e´quivalences sont conside´re´es,
nous nous sommes restreints a` la classe PAD qui est plus ge´ne´rale que les syste`mes a`
pile et les syste`mes PA, et qui permet de mode´liser les programmes en tenant compte de
la re´cursivite´, du paralle´lisme, et des re´sultats de retour des proce´dures appele´es. Nous
avons montre´ que nos constructions pre´ce´dentes permettent de calculer en temps po-
lynoˆmial un repre´sentant re´gulier de l’ensemble des successeurs si l’ensemble initial est
re´gulier. Elles permettent aussi de calculer un repre´sentant re´gulier des pre´de´cesseurs
d’un ensemble de termes re´gulier et ferme´ par commutativite´ du “||”. Dans le cas
ge´ne´ral ou` l’ensemble de termes ne satisfait pas cette proprie´te´ de fermeture, nous
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avons re´ussi a` calculer un 0-CTA qui correspond a` un repre´sentant de l’ensemble des
pre´de´cesseurs. Nous avons e´galement re´ussi a` montre´ que le proble`me du vide de l’in-
tersection d’un 0-CTA et d’un automate fini d’arbres est de´cidable. Ceci permet a` notre
re´sultat d’eˆtre utilise´ dans l’analyse symbolique. Ces re´sultats permettent d’e´tendre et
d’unifier les techniques d’analyse existantes des syste`mes PA et des syste`mes a` pile
vers les syste`mes PRS.
La deuxie`me approche consiste a` exploiter le fait qu’un PRS peut eˆtre vu comme la
combinaison d’un syste`me a` pile et d’un re´seau de Petri, pour proposer une proce´dure
ge´ne´rique de calcul de l’ensemble des accessibles. Pour de´finir cette proce´dure, nous
avons repre´sente´ les ensembles de termes de processus par des ensembles d’arbres a`
largeurs non borne´es qui sont ferme´s par commutation des fils des nœuds e´tiquete´s par
“||”. Nous avons introduit la classe des CH-automates qui permet de reconnaˆıtre de tels
ensembles, et nous avons montre´ que cette classe satisfait toutes les bonnes proprie´te´s
de de´cidabilite´ et de fermeture par les ope´rations boole´ennes. Ceci permet de l’utili-
ser comme structure de repre´sentation symbolique dans notre cadre. Etant donne´ un
syste`me PRS dont le re´seau de Petri sous-jacent est effectivement semiline´aire, et un
ensemble de termes de processus repre´sente´ par un CH-automate ; notre proce´dure per-
met de calculer un CH-automate reconnaissant exactement l’ensemble des successeurs.
En particulier, cette technique permet de calculer les ensembles exacts des successeurs
et des pre´de´cesseurs dans le cas des syste`mes PAD. Elle permet e´galement le model-
checking des formules EF pour ces syste`mes qui, rappelons-le, sont plus ge´ne´raux que
les syste`mes a` pile et les syste`mes PA et permettent de mode´liser les programmes en
tenant compte du paralle´lisme (qui n’est pas conside´re´ par les automates a` pile) et du
retour de re´sultats aux proce´dures appelantes (qui n’est pas pris en compte par PA).
Dans le cas ge´ne´ral, notre proce´dure permet de calculer des sur-approximations des
ensembles des accessibles pour toute la classe PRS.
Les deux me´thodes que nous avons adopte´es ont chacune ses propres avantages.
L’avantage principal de cette deuxie`me me´thode est qu’elle offre un cadre ge´ne´rique et
uniforme ou` toutes les techniques existantes d’analyse des syste`mes a` pile, des re´seaux
de Petri et des automates a` compteurs peuvent eˆtre exploite´es pour calculer des sur-
approximations des ensembles des accessibles pour toute la classe PRS. Concernant
les re´sultats d’analyse des syste`mes PAD, l’avantage principal de la premie`re me´thode
est qu’elle est souvent polynoˆmiale, alors que la deuxie`me me´thode est exponentielle.
De plus, un autre avantage de la premie`re approche est qu’elle permet d’analyser
de manie`re exacte et polynoˆmiale toute la classe PRS si le “||” n’est pas conside´re´
comme associatif/commutatif. Comme nous l’avons de´ja` mentionne´, ceci permet l’ana-
lyse exacte d’une classe importante de programmes ou` re´cursivite´, dynamisme, et syn-
chronisation sont conside´re´s.
• La deuxie`me approche consiste a` conside´rer des mode`les plus riches que PRS qui
permettent de mode´liser de manie`re pre´cise les comportements des programmes. Nous
avons conside´re´ deux types de programmes : (1) les programmes comprenant un
nombre fixe de processus se´quentiels qui s’exe´cutent en paralle`le et qui peuvent se
synchroniser. Nous avons mode´lise´ ces programmes par des automates a` pile com-
municants. (2) Les programmes avec cre´ation dynamique de processus et re´cursivite´,
mais ou` les proce´dures appele´es ne peuvent pas rendre de re´sultats aux proce´dures
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appelantes. Nous avons mode´lise´ ces programmes par des SPA.
Ces deux mode`les e´tant inde´cidables, nous avons propose´ de re´soudre le proble`me
d’accessibilite´ en calculant des abstractions des langages de chemins d’exe´cutions. Pour
ce faire, nous avons propose´ un cadre ge´ne´rique et uniforme de calcul de ces abstrac-
tions qui est base´ sur (1) la repre´sentation des ensembles de configurations par des
automates de mots ou d’arbres, (2) la caracte´risation des langages de chemins par un
syste`me de contraintes de´fini a` partir de ces automates, et (3) la re´solution de ces
contraintes dans un domaine abstrait. L’avantage de ce cadre est qu’il peut eˆtre ins-
tancie´ par n’importe quelle classe d’abstraction pour donner des techniques d’analyse
ayant diffe´rents couˆts et diffe´rentes pre´cisions.
Avec ces deux approches, nous avons contribue´ a` e´tendre les techniques de model-
checking pour la ve´rification automatique des programmes re´cursifs paralle`les. Les
techniques que nous avons propose´ e´tendent les techniques d’analyse existantes pour
pouvoir traiter des classes plus importantes de programmes.
10.2 Perspectives
A la fin de chaque chapitre, nous avons mentionne´ quelques perspectives spe´cifiques
au contenu du chapitre. Nous allons maintenant proposer d’autres directions de re-
cherche qui sont plus ge´ne´rales et qui concernent tout le contenu de la the`se.
Etendre et implanter les techniques d’e´largissement. La me´thode d’e´largisse-
ment que nous avons introduit est, de point de vue the´orique, tre`s prometteuse pour
la ve´rification des syste`mes infinis. En effet, elle a permis de calculer les ensembles des
accessibles pour le cas de plusieurs classes significatives de langages et de relations. De
plus, nous l’avons applique´e avec succe`s a` la ve´rification des syste`mes parame´tre´s, et des
programmes re´cursifs paralle`les. Il serait alors inte´ressant d’implanter cette technique
dans un outil performant qui pourrait alors s’appliquer de manie`re uniforme a` tous
les syste`mes dont les ensembles de configurations sont repre´sente´s par des automates
de mots ou d’arbres. Pour ce faire, il nous faut, comme nous l’avons de´ja` mentionne´,
trouver des structures de repre´sentation optimales des hypergraphes qui permettent de
tester efficacement la bisimulation, ainsi que des strate´gies de de´tection de croissances
qui re´duisent le nombre d’incre´ments de´tecte´es, tout en restant comple`tes dans les cas
inte´ressants.
De plus, nous aimerions e´tendre ces techniques d’e´largissement au-dela` du cadre
re´gulier, et de´finir pour ce faire une sorte d’hypergraphes combine´s avec des contraintes
line´aires comme fait dans [BH97]. Ceci permettrait d’appliquer cette technique de
manie`re exacte dans le cas ou` l’ensemble des accessibles n’est pas re´gulier.
Egalement, dans [Mon02, GL00, CCM01, GK00], les automates d’arbres sont uti-
lise´s pour mode´liser et analyser les protocoles cryptographiques. Il serait inte´ressant
de voir si nos techniques d’e´largissement peuvent s’appliquer dans ce cadre.
Etendre l’applicabilite´ du cadre ge´ne´ral de ve´rification. Le cadre de ve´rifica-
tion pre´sente´ dans cette the`se peut s’appliquer de manie`re uniforme a` tous les syste`mes
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dont les configurations peuvent eˆtre repre´sente´es par des mots ou des arbres. Il serait
inte´ressant de l’e´tendre a` d’autres topologies telles que les grilles ou les graphes en
ge´ne´ral. Ceci permettrait de ve´rifier des classes plus importantes de syste`mes, notam-
ment les syste`mes parame´tre´s dont les processus sont dispose´s dans une architecture
quelconque, ou les programmes re´cursifs paralle`les manipulant des pointeurs, etc. Pour
ce faire, il faut de´finir des classes d’automates ou de grammaires (1) qui reconnaissent
des grilles, des DAG, ou d’autres classes de graphes en ge´ne´ral ; (2) qui ve´rifient toutes
les bonnes proprie´te´s de de´cidabilite´ et de fermeture ne´cessaires pour l’analyse d’ac-
cessibilite´ symbolique ; et (3) il faut de´finir des techniques d’acce´le´ration pour ces
nouvelles classes, en essayant par exemple d’e´tendre le principe de l’e´largissement a`
ces topologies, ou de trouver des algorithmes de fermeture spe´cifiques a` des classes de
syste`mes particulie`res.
De manie`re ge´ne´rale, pour pouvoir appliquer ce cadre de ve´rification a` plus de
syste`mes, il serait inte´ressant d’identifier d’autres classes de re`gles de re´e´criture de
mots, d’arbres, ou de graphes CR qui sont significatives dans la mode´lisation de syste`mes
infinis ; et de mettre en e´vidence d’autres classes de langages CL de mots, d’arbres, ou
de graphes qui satisfont les proprie´te´s de fermeture et de de´cidabilite´ exige´es pour
les structures de repre´sentation symboliques ; et pour lesquelles on sait proposer des
algorithmes efficaces de calcul de R∗ ou de R∗(L) pour toute relation R de la classe
CR et tout langage L de la classe CL.
D’un autre coˆte´, dans beaucoup de syste`mes parame´tre´s, il y a en ge´ne´ral deux
sources d’infini : la parame´trisation et les donne´es qui peuvent appartenir a` des do-
maines infinis tels que les entiers, les re´els, etc. Dans ce travail, nous n’avons tenu
compte que de l’aspect parame´trisation. De meˆme, les programmes re´cursifs paralle`les
pre´sentent trois sources d’infini : (1) les appels re´cursifs qui peuvent avoir une profon-
deur arbitraire, (2) la cre´ation dynamique de processus qui permet d’avoir un nombre
quelconque de processus en paralle`le, et (3) les donne´es qui appartiennent en ge´ne´ral
a` des domaines infinis. Dans les me´thodes d’analyse des programmes re´cursifs pa-
ralle`les propose´es dans ce travail, nous avons tenu compte des appels re´cursifs et du
dynamisme, mais nous avons abstrait les domaines des donne´es en des domaines fi-
nis. Parfois, les valeurs exactes de ces donne´es sont inte´ressantes pour la proprie´te´
que l’on veut ve´rifier. Il serait alors inte´ressant d’essayer de combiner les techniques
pre´sente´es dans cette the`se avec les me´thodes d’analyse des syste`mes manipulant des
donne´es de types infinis tels que les compteurs ou les horloges. Plus pre´cise´ment, il
serait inte´ressant d’inte´grer nos techniques avec les techniques implante´es dans HyTech
[HHWT97], Uppaal [BLL+95], Kronos [DOTY95], LASH [las], ou TREX [ABS01].
Combiner les deux approches d’analyse des programmes re´cursifs paralle`les.
Nous avons conside´re´ dans ce travail deux approches diffe´rentes pour l’analyse des pro-
grammes re´cursifs paralle`les. L’une mode´lise le programme de manie`re approche´e par
des PRS sans tenir toujours compte de la synchronisation (dans le cas ge´ne´ral), et
analyse ces syste`mes de manie`re pre´cise en calculant leurs ensembles des accessibles.
L’autre mode´lise les programmes de manie`re pre´cise par des mode`les inde´cidables, et
analyse ces syste`mes de manie`re abstraite en calculant des abstractions des langages
de chemins d’exe´cutions du syste`me. Il serait alors inte´ressant de combiner ces deux
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mode´lisations et ces deux approches pour avoir des mode`les et des me´thodes d’analyse
plus pre´cis qui permettent d’analyser des classes plus importantes de programmes.
Plus pre´cise´ment, le mode`le SPA est une extension de PA qui permet de tenir
compte de la synchronisation. Il serait inte´ressant de voir si l’on peut de´finir un mode`le
“SPAD” (pour Synchronized PAD) qui permettrait d’e´tendre les syste`mes PAD en
conside´rant la synchronisation, et voir si l’on peut combiner la construction donne´e
a` la section 5.5 avec les techniques applique´es aux SPA pour pouvoir analyser cette
nouvelle classe. Ceci permettrait d’e´tendre les techniques pre´sente´es dans cette the`se
pour pouvoir traiter de manie`re plus pre´cise les programmes avec re´cursivite´, cre´ation
dynamique de processus, et possibilite´ de retour de re´sultats aux proce´dures appe-
lantes.
Un passage automatique des syste`mes vers les mode`les. Les traductions que
nous avons propose´es des programmes re´cursifs paralle`les repre´sente´s par des parallel
flow graphs vers les PRS, les CPDS, ou les SPA peuvent eˆtre facilement automatise´es,
ce qui permet a` nos techniques d’eˆtre comple`tement automatiques et d’eˆtre utilise´es
dans les milieux industriels par des personnes qui ne maˆıtrisent pas la the´orie des
langages et des syste`mes de re´e´criture. Cependant, les mode`les des syste`mes parame´tre´s
que nous conside´rons sont obtenus manuellement. Il serait alors inte´ressant de de´finir
des techniques d’abstraction qui permettraient le passage automatique d’un syste`me
vers un mode`le base´ sur les automates et les syste`mes de re´e´criture.
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Annexe A
Application de la technique
d’e´largissement a` l’analyse de
protocoles d’exclusion
mutuelle
Nous montrons dans cette annexe comment mode´liser les protocoles d’exclusion
mutuelle de Dijkstra et de Szymanski dans notre cadre ; et comment analyser ces
protocoles en utilisant notre technique d’e´largissement re´gulier.
A.1 L’algorithme de Dijkstra
A.1.1 L’algorithme
L’algorithme est repre´sente´ a` la figure A.1. Le principe est le suivant : chaque
processus dispose d’une variable e´tat appartenant a` {0, 1, 2} pour indiquer s’il souhaite
entrer dans la section critique : e´tat(i)> 0 exprime que le processus i veut entrer dans la
section critique. Le processus qui est pointe´ par la variable globale tour est prioritaire
pour acce´der a` la ressource commune, pendant que les autres processus attendent a` la
ligne 1b. De`s que e´tat(tour) devient e´gal a` 0, ce qui veut dire que le processus pointe´
par tour quitte la section critique, un des processus qui attendent a` la ligne 1b va
acce´der a` la section citique et passe a` la ligne 2 et puis 3. La boucle “pour” va tester
s’il y a un seul processus qui a acce´de´ a` la ligne 3. Si c’est le cas, ce processus entre a`
la section critique, sinon, tous les processus recommencent a` partir de la ligne 1a.
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tour∈ {1, ..., n}, pouvant eˆtre lue et mise a` jour par tous
les processus
Pour chaque processus i, 1≤i≤n, e´tat(i)∈{0,1,2}, initial-
lement =0. La variable e´tat(i) peut eˆtre lue par tous les
processus mais, seul i peut la modifier.
Process i :
0 : init
1a : e´tat(i) :=1
1b : tantque tour 6=i faire
SI e´tat(tour)=0 faire
tour :=i
fSI
ftantque
2 : e´tat(i) :=2
3 : pour j 6=i faire
SI e´tat(j)=2
aller a` 1a
fSI
fpour
entrer dans la section critique
sortir de la section critique
e´tat(i) :=0
init
Fig. A.1 – L’algorithme de Dijkstra
A.1.2 Mode´lisation
L’e´tat local de chaque processus i de´pend de son e´tat de controˆle (pc(i)=0,...,3)1, et
de deux variables : e´tat et tour. e´tat pouvant eˆtre e´gale a` 0, 1 ou 2 et tour est, comme
nous venons de l’expliquer, une variable globale qui pointe sur un seul processus a` la
fois. Nous posons t(i)=0 si tour6=i et t(i)=1 si tour=i. Ainsi, l’e´tat d’un processus
peut eˆtre repre´sente´ par le vecteur suivant : (pc(i),e´tat(i),t(i)).
En suivant l’algorithme de Dijkstra, un processus peut eˆtre dans l’un des e´tats
suivants :
c0 = (0, 0, 0)
c′0 = (0, 0, 1)
c1 = (1, 1, 0)
c′1 = (1, 1, 1)
c2 = (2, 2, 1)
c′2 = (2, 2, 0)
c3 = (3, 2, 1)
Il est clair que la ligne 1a de l’algorithme peut eˆtre repre´sente´e par la relation
1pc(i) correspond a` la ligne de l’algorithme dans laquelle se trouve le processus i. Pour simplifier
l’analyse, nous ne faisons pas de distinction entre les lignes 1a et 1b.
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suivante :
copy(Σ∗)
(
(c0, c1) + (c
′
0, c
′
1)
)
copy(Σ∗).
Selon la ligne 1b, e´tant donne´ un processus i tel que e´tat(i)=1, s’il existe un proces-
sus j qui posse`de le tour et tel que e´tat(j)=0, alors, i peut s’affecter le tour. Ceci veut
dire que si un processus i est dans l’e´tat c1, et s’il existe un processus j dans l’e´tat c
′
0,
alors, i peut passer de l’e´tat c1 a` l’e´tat c
′
1 et j de l’e´tat c
′
0 a` l’e´tat c0 (puisqu’il n’y a
qu’un seul processus qui de´tient le tour).
Cette ligne du programme peut eˆtre repre´sente´e par les relations suivantes :
copy(c0 + c1 + c
′
2)
∗(c1, c
′
1)copy(c0 + c1 + c
′
2)
∗(c′0, c0)copy(c0 + c1 + c
′
2)
∗
et
copy(c0 + c1 + c
′
2)
∗(c′0, c0)copy(c0 + c1 + c
′
2)
∗(c1, c
′
1)copy(c0 + c1 + c
′
2)
∗.
D’apre`s la ligne 2 de l’algorithme, si un processus i posse´de le tour et e´tat(i)=1
alors, e´tat(i)=2. En d’autres termes, si un processus est dans l’e´tat c′1, il peut passer a`
l’e´tat c2. Ceci est repre´sente´ par la relation copy(c0+c1+c
′
2)
∗(c′1, c2)copy(c0+c1+c
′
2)
∗.
Notons que, pour cette dernie`re relation, les conditions a` droite et a` gauche de l’endroit
de re´e´criture ne sont pas repre´sente´es par Σ∗. En effet, il faut tenir compte du fait que
tour ne peut pointer que sur un seul processus a` la fois. Puisqu’ici tour pointe sur le
processus i qui est a` l’e´tat c′1, tous les processus j a` droite et a` gauche de i doivent
avoir t(j)=0, c’est-a`-dire doivent eˆtre dans l’un des e´tats suivants : c0, c1 ou c
′
2.
Selon la ligne 3 de l’algorithme, si un processus i est dans l’e´tat c2 et s’il n’existe
aucun autre processus ayant un e´tat=2 (c’est-a`-dire si aucun autre processus n’est
dans les e´tats c2 ou c3), alors, i peut passer de l’e´tat c2 a` l’e´tat c3 . Ceci est repre´sente´
par la relation
copy(c0 + c
′
0 + c1 + c
′
1)
∗(c2, c3)copy(c0 + c
′
0 + c1 + c
′
1)
∗.
Finalement, a` sa sortie de la section critique, chaque processus doit mettre son e´tat
a` 0 tout en gardant le tour. Ce qui peut eˆtre de´crit par la relation :
copy(Σ∗)(c3, c
′
0)copy(Σ
∗).
Ainsi, l’algorithme de Dijkstra peut eˆtre repre´sente´ par les relations re´gulie`res
repre´sente´es a` la figure A.2.
R1 : copy(Σ
∗)
(
(c0, c1) + (c
′
0, c
′
1)
)
copy(Σ∗),
R2 : copy(c0 + c1 + c
′
2)
∗(c1, c
′
1)copy(c0 + c1 + c
′
2)
∗(c′0, c0)copy(c0 + c1 + c
′
2)
∗,
R3 : copy(c0 + c1 + c
′
2)
∗(c′0, c0)copy(c0 + c1 + c
′
2)
∗(c1, c
′
1)copy(c0 + c1 + c
′
2)
∗,
R4 : copy(c0 + c1 + c
′
2)
∗(c′1, c2)copy(c0 + c1 + c
′
2)
∗,
R5 : copy(c0 + c
′
0 + c1 + c
′
1)
∗(c2, c3)copy(c0 + c
′
0 + c1 + c
′
1)
∗,
R6 : copy(Σ
∗)(c3, c
′
0)copy(Σ
∗).
Fig. A.2 – Relations repre´sentant l’algorithme de Dijkstra
La section critique e´tant repre´sente´e par l’e´tat c3, la proprie´te´ d’exclusion mutuelle
peut eˆtre e´crite sous la forme suivante : ¬(Σ∗c3Σ
∗c3Σ
∗). L’ensemble des configurations
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L0 c
∗
0c
′
0c
∗
0 R
∗
1 L1
L1 (c0 + c1)
∗(c′0 + c
′
1)(c0 + c1)
∗ R+4 L2
R+2 L3
R+3 L4
L2 (c0 + c1)
∗c2(c0 + c1)
∗ R+5 L5
L3 (c0 + c1)
∗c′1(c0 + c1)
∗c0(c0 + c1)
∗ R+4 ⊆ L2
L4 (c0 + c1)
∗c0(c0 + c1)
∗c′1(c0 + c1)
∗ R+4 ⊆ L2
L5 (c0 + c1)
∗c3(c0 + c1)
∗ R+6 L6
L6 (c0 + c1)
∗c′0(c0 + c1)
∗ ⊂L1
Tab. A.1 – Analyse d’accessibilite´ de l’algorithme de Dijkstra
initiales est repre´sente´ par c∗0c
′
0c
∗
0. En effet, initialement, la valeur de la variable e´tat est
nulle pour tous les processus et la variable globale tour pointe sur un seul processus :
un seul processus est dans l’e´tat c′0 et tous les autres dans l’e´tat c0.
A.1.3 Analyse d’accessibilite´ du protocole de Dijkstra
Comme fait dans le cas du “Bakery algorithm”, nous calculons a` l’aide de l’e´largissement
les relations R+i . Remarquons que toutes les relations de ce protocole sont bien-fonde´es
(par le the´ore`me 9.3.1). Nous obtenons :
– R∗1 =
(
copy(Σ) + (c0, c1)
)∗(
(c′0, c
′
1) + (c
′
0, c
′
0)
)(
copy(Σ) + (c0, c1)
)∗
,
– R+2 = R2,
– R+3 = R3,
– R+4 = R4,
– R+5 = R5,
– R+6 = R6,
– R+7 = R7,
– R+8 = copy(Σ
∗)(c3, c
′
0)
(
copy(Σ) + (c3, c
′
0)
)∗
.
L’analyse d’accessibilite´ est repre´sente´e au tableau A.1 : nous partons de l’ensemble
L0 des configurations initiales, et nous appliquons, successivement, R
+ ou R∗, pour
toutes les relations. Nous obtenons de nouveaux ensembles Li jusqu’a` ce qu’aucun
nouvel ensemble ne peut eˆtre ge´ne´re´. Un algorithme automatique calcule, toujours,
R∗ mais pour des raisons de pre´sentation, nous calculons parfois R+.
Comme dans les tableaux (9.1) et (9.2), dans la premie`re et la deuxie`me colonnes,
nous donnons l’ensemble des configurations auquel nous appliquons la relation. Le
choix de la relation figure dans la troisie`me colonne et le re´sultat obtenu dans la colonne
quatre. Si, dans une certaine e´tape, Li est inclus dans un ensemble de´ja` calcule´, les
successeurs de Li ne sont pas pris en compte. Ceci est indique´ dans la colonne 5.
Apre`s avoir calcule´ l’ensemble des accessibles, nous ve´rifions que l’intersection entre
l’union des Li calcule´s et l’ensemble des mauvaises configurations (ici Σ
∗c3Σ
∗c3Σ
∗)
est vide. Nous en de´duisons que l’algorithme de Dijkstra satisfait bien la proprie´te´
d’exclusion mutuelle.
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A.2 L’algorithme de Szymanski
A.2.1 Mode´lisation
Nous conside´rons ici la mode´lisation donne´e dans [ABJN99]. L’ensemble des e´tats
des processus est Σ={c1,c2,c3,c4,c5,c6, c7}, ou` c7 repre´sente la section critique ; l’en-
semble des configurations initiales est repre´sente´ par c1
∗, et celui des mauvaises confi-
gurations est donne´ par : Σ∗c7Σ
∗c7Σ
∗. Les relations qui mode´lisent les transitions du
syste`me sont repre´sente´es a` la figure A.3.
R1 : copy((c1 + c2 + c4)
∗)(c1, c2)copy((c1 + c2 + c4)
∗)
R2 : copy(Σ
∗)(c2, c3)copy(Σ
∗)
R3 : copy(Σ
∗)copy(c2 + c5 + c6 + c7)copy(Σ
∗)(c3, c4)copy(Σ
∗).
R4 : copy(Σ
∗)(c3, c4)copy(Σ
∗)copy(c2 + c5 + c6 + c7)copy(Σ
∗)
R5 : copy((c1 + c3 + c4)
∗)(c3, c5)copy((c1 + c3 + c4)
∗)
R6 : copy(Σ
∗)copy(c5 + c6 + c7)copy(Σ
∗)(c4, c5)copy(Σ
∗)
R7 : copy(Σ
∗)(c4, c5)copy(Σ
∗)copy(c5 + c6 + c7)copy(Σ
∗)
R8 : copy((c1 + c2 + c5 + c6 + c7)
∗)(c5, c6)copy((c1 + c2 + c5 + c6 + c7)
∗)
R9 : copy((c1 + c2 + c4)
∗)(c6, c7)copy(Σ
∗)
R10 : copy(Σ
∗)(c7, c1)copy(Σ
∗)
Fig. A.3 – Mode´lisation de l’algorithme de Szymanski
A.2.2 Analyse d’accessibilite´
Nous montrons dans ce qui suit comment le me´canisme d’e´largissement permet
d’analyser le protocole de Szymanski. Nous calculons les R∗i par e´largissement puisque
toutes ces relations sont des context-relations (d’apre`s le the´ore`me 9.4.1, l’e´largissement
permet de calculer les cloˆtures transitives des context-relations). Nous appliquons les
relations obtenues ite´rativement a` l’ensemble des configurations initiales. L’analyse
est repre´sente´e au tableau A.2. Nous voyons que ce calcul ite´ratif converge. Il est
alors facile de ve´rifier que l’intersection des ensembles des accessibles avec celui des
mauvaises configurations est vide. Nous en de´duisons que l’algorithme de Szymanski
satisfait bien la proprie´te´ d’exclusion mutuelle.
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L0 c
∗
1 R
∗
1 L1
L1 (c1 + c2)
∗ R∗2 L2
L2 (c1 + c2 + c3)
∗ R
+
3 ∪ R
+
4 L3
R
+
5 L4
(c1 + c2 + c3)
∗c2(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗
L3 + R
∗
3 L8
(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗c2(c1 + c2 + c3)
∗
L4 (c1 + c3)
∗c5(c1 + c3)
∗ R
+
8 L5
L5 c
∗
1c6c
∗
1 R
∗
9 L6
L6 c
∗
1c7c
∗
1 R
+
10 L7
L7 c
∗
1c1c
∗
1 ⊂ L0
(c1 + c2 + c3)
∗c2(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗
L8 + R
∗
4 L9
(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗c2(c1 + c2 + c3 + c4)
∗
(c1 + c2 + c3 + c4)
∗c2(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗
L9 + R
+
5 L11
(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗c2(c1 + c2 + c3 + c4)
∗
(c1 + c2 + c3 + c4)
∗(c2 + c3)(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗
L10 + R
∗
2 L10
(c1 + c2 + c3 + c4)
∗c4(c1 + c2 + c3 + c4)
∗(c2 + c3)(c1 + c2 + c3 + c4)
∗
(c1 + c3 + c4)
∗c5(c1 + c3 + c4)
∗c4(c1 + c3 + c4)
∗
L11 + R
∗
6 L12
(c1 + c3 + c4)
∗c4(c1 + c3 + c4)
∗c5(c1 + c3 + c4)
∗
(c1 + c3 + c4)
∗c5(c1 + c5 + c3 + c4)
∗(c4 + c5)(c1 + c5 + c3 + c4)
∗
L12 + R
∗
7 L13
(c1 + c5 + c3 + c4)
∗(c4 + c5)(c1 + c5 + c3 + c4)
∗c5(c1 + c3 + c4)
∗
(c1 + c3 + c4 + c5)
∗c5(c1 + c5 + c3 + c4)
∗(c4 + c5)(c1 + c5 + c3 + c4)
∗
L13 + R
+
8 L14
(c1 + c5 + c3 + c4)
∗(c4 + c5)(c1 + c5 + c3 + c4)
∗c5(c1 + c3 + c4 + c5)
∗
(c1 + c6 + c5)
∗c6(c1 + c5 + c6)
∗(c6 + c5)(c1 + c5 + c6)
∗
L14 + R
+
9 L15
(c1 + c5 + c6)
∗(c6 + c5)(c1 + c5 + c6)
∗c6(c1 + c6 + c5)
∗
L15 c
∗
1c7(c1 + c5 + c6)
∗(c6 + c5)(c1 + c5 + c6)
∗ R10 L16
L16 c
∗
1c1(c1 + c5 + c6)
∗(c6 + c5)(c1 + c5 + c6)
∗ R9 L17
L17 c
∗
1c1c7(c1 + c5 + c6)
∗ R10 L18
L18 c
∗
1c1c1(c1 + c5 + c6)
∗ R
+
9 L19
L19 c
∗
1c1c1c7(c1 + c5 + c6)
∗ ⊂ L17
Tab. A.2 – Analyse d’accessibilite´ de l’algorithme de Szymanski
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