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Introduzione
Raffreddando un sistema che si trova in fase liquida, ci si aspetta che pri-
ma o poi questo solidifichi assumendo una fase cristallina. Tuttavia esistono
metodi che permettono, evitando la cristallizzazione, di portare il liquido
a temperature inferiori alla sua temperatura di fusione, condizione in cui si
definisce sottoraffreddato. In un tale stato, che non e` di equilibrio, la dinamica
molecolare e` ben diversa da quella che si osserva nei liquidi ordinari: anziche`
diffondere liberamente, le molecole sono intrappolate nelle loro posizioni in-
iziali dai loro primi vicini, i quali concorrono cooperativamente nel formare
delle vere e proprie gabbie. Il moto risultante sara` un’oscillazione irregolare
confinata nello spazio la cui ampiezza quadratica media 〈u2〉 e` nota come
fattore di Debye-Waller e il cui tempo caratteristico e` dell’ordine del picosec-
ondo. Le strutture a gabbia non sono permanenti. A causa dei ripetuti urti,
dopo un tempo caratteristico, detto tempo di rilassamento strutturale τα, le
gabbie si rilassano e permettono alla molecola al loro interno di diffondere
verso altri siti. Esistono dunque due tempi caratteristici nella dinamica di un
liquido sottoraffreddato, ossia il τα e il tempo caratteristico relativo al fattore
di Debye-Waller.
Tanto piu` si riesce a sottoraffreddare un liquido, tanto piu` sara` grande
il suo tempo di rilassamento strutturale. Oltre una certa temperatura, detta
di transizione vetrosa, il tempo di rilassamento puo` superare i 100 secondi e
persino raggiungere valori dell’ordine dell’anno o piu`, il che significa che da un
punto di vista macroscopico il liquido fa incontro ad un arresto strutturale. Se
realizziamo questa condizione, il liquido apparira` macroscopicamente come
un solido, almeno su scale temporali inferiori del tempo di rilassamento, ma
non presentera` alcun tipo di ordine a grande scala, tipico dei solidi cristalli-
ni. Lo stato ottenuto e` quello che viene indicato con il termine vetro, e il
fenomeno descritto e` detto transizione vetrosa.
Ad oggi non si e` giunti ad alcuna teoria unitaria che descriva esauriente-
mente la dinamica molecolare nei liquidi sottoraffreddati vicino la transizione
vetrosa, benche´ lo stato vetroso sia presente quasi ovunque, sia in natura che
nell’industria. Negli ultimi 30 anni sono apparse varie teorie[2][3]: alcune si
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concentrano sugli aspetti termodinamici, altre su aspetti cinetici. Una classe
importante e` data dai cosiddetti modelli elastici, nei quali si cerca di collegare
la dinamica molecolare alle proprieta` elastiche, che sono di natura collettiva.
Il gruppo di ricerca presso cui si svolge questa tesi ha svelato l’esistenza
di una legge di scaling di carattere universale nei sistemi che presentano
transizione vetrosa[4] che collega il tempo caratteristico del fattore di Debye-
Waller, dell’ordine del picosecondo, e il tempo di rilassamento strutturale,
che puo` superare l’anno. Inoltre, lo stesso gruppo ha mostrato come sembra
plausibile l’esistenza una analoga legge tra il tempo rilassamento strutturale
e le proprieta` elastiche del sistema[5]. L’origine di queste leggi di scaling e`
tuttora ignota, tuttavia sembra che queste non siano dovute a quantita` di
singola particella.
L’obiettivo di questo lavoro di Tesi e` quello di andare a investigare le
proprieta` elastiche locali dei sistemi di liquidi polimerici, le quali possono
essere studiate attraverso l’analisi degli spostamenti e del tensore degli sforzi
definito a livello locale. Peculiarita` di queste quantita` e` quella di essere carat-
terizzate da una certa nonlocalita` poiche´, come vedremo, le correlazioni di
sforzi e spostamenti si propagano entro il liquido su scale di distanza parag-
onabili alle dimensioni del sistema. Lo studio delle proprieta` elastiche locali
quindi si potrebbe rivelare determinante nello svelare i fenomeni che stanno
alla base della transizione vetrosa. Questa Tesi si propone anche di fornire
una possibile interpretazione teorica del fenomeno di propagazione di corre-
lazione degli spostamenti, attraverso il confronto tra i risultati ottenuti dalle
analisi sui sistemi polimerici e quelli estrapolati da un opportuno modello
teorico.
Il principale strumento di indagine adottato e` la tecnica di simulazione
numerica Molecular Dynamics. Il sistema simulato e` un liquido di monomeri
che si organizzano in polimeri di lunghezza fissata, in cui tutte le interazioni
sono di tipo classico. L’evoluzione del sistema si ottiene tramite integrazione
numerica delle equazioni del moto. Le configurazioni esplorate venogno cam-
pionate ad intervalli regolari, cos`ı da poter seguire nel tempo le posizioni e
velocita` di tutte le molecole. I risultati delle simulazioni sono quindi analizzati
da uno specifico programma di analisi.
Lo studio delle proprieta` elastiche dei sistemi polimerici e` molto impor-
tante, sia per aspetti fondamentali che per aspetti applicativi. Da un la-
to, infatti, si vuole indagare quali siano i processi alla base dei fenomeni
caratteristici della fisica della transizione vetrosa, andando a porre l’atten-
zione su quantita` collettive. Dall’altro, riuscire a descrivere in modo preciso il
legame che intercorre tra tempi di rilassamento e moduli elastici del sistema,
che sono determinabili attraverso misure del rapporto sforzo/deformazione,
fornirebbe un semplice ed efficace strumento di valutazione della stabilita`
vstrutturale dei sistemi allo stato vetroso. Quest’ultimo aspetto avrebbe im-
portantissime ricadute in molti campi applicativi, dall’industria dei materiali
a quella farmaceutica, passando per l’industria alimentare.
Mentre i primi tre capitoli della Tesi sono di carattere generale e in-
troducono al contesto in cui si colloca questa Tesi, gli altri capitoli sono
il risultato di lavoro originale. Nel seguito si fornisce una breve sinossi dei
capitoli:
• Capitolo 1: Introduzione degli aspetti generali della fisica della tran-
sizione vetrosa. Si espongono le proprieta` generali e si descrive la dinam-
ica molecolare dei sistemi che esibiscono transizione vetrosa. Forniamo
una panoramica delle attuali teorie sulla transizione vetrosa. Infine,
descriviamo brevemente le proprieta` dei polimeri.
• Capitolo 2: Si descrive la tecnica di simulazione numerica di dinamica
molecolare. Si analizza il funzionamento del programma di simulazione
utilizzato e si specifica quale metodo di preparazione dei sistemi e` stato
seguito. Si mostrano le caratteristiche del programma di analisi dei dati
di simulazione.
• Capitolo 3: Si forniscono cenni generali sulla teoria dell’elasticita`,
caratterizzando le quantita` di interesse. In particolare, ricaveremo l’e-
quazione d’onda per gli spostamenti nel mezzo elastico e ne descriviamo
le pincipali proprieta` di interesse.
• Capitolo 4:Studio estensivo degli spostamenti molecolari nel liquido
polimerico, effettuato attraverso la funzione di correlazione in direzione
degli spostamenti tra monomeri diversi. Prima si e` caratterizzata la
dipendenza di questa quantita`, per spostamenti presi a tempi uguali,
in funzione dei parametri fisici del sistema simulato, dopodiche` se ne
e` studiato il comportamento per spostamenti valutati a tempi diversi.
Riveliamo che queste correlazioni si propagano su distanze paragonabili
alle dimensioni del sistema simulato. Si sono valutati chiaramente gli
effetti delle condizioni periodiche al bordo.
• Capitolo 5:Studio del tensore degli sforzi definito a livello di singolo
monomero. Si studia la distribuzione delle sue componenti valutandone
la dipendenza dai parametri fisici del sistema simulato. Si introduce an-
che la funzione di correlazione delle componenti di taglio del tensore
degli sforzi locale e se ne valuta il comportamento a tempi diversi. Riv-
eliamo, nei liquidi polimerici, l’esistenza di correlazioni spaziali estese
e in grado di propagarsi.
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• Capitolo 6:Interpretazione teorica della propagazione di correlazione
in direzione degli spostamenti. Attraverso una modellizzazione del liqui-
do polimerico come mezzo elastico continuo, paragoniamo le propagazioni
di correlazione trovate sui sistemi simulati con quelle che si hanno nel
mezzo elastico in seguito ad una sua perturbazione locale. Si indaga
quale tipo di perturbazione riproduce piu` fedelmente i dati osservati,
infine forniamo un confronto tra modello teorico e dati di simulazione.




In questo capitolo, di taglio introduttivo, daremo le nozioni di base sulla
fisica della transizione vetrosa, in modo da fornire il contesto in cui si colloca
il presente lavoro.
Dapprima inquadreremo il fenomeno dal punto di vista osservativo sot-
tolineandone le peculiarita`, dopodiche` porremo l’attenzione sugli aspetti di
dinamica molecolare. Verranno esposti alcuni possibili modelli per le pro-
prieta` dei sistemi che esibiscono transizione vetrosa, con particolare atten-
zione ai cosidetti modelli elastici. Infine definiremo i polimeri e tratteremo
brevemente le loro proprieta` viscoelastiche.
1.1 Fenomenologia della Transizione vetrosa
Si consideri un generico liquido. Seguendo opportuni metodi e` possibile raf-
freddarlo al di sotto della sua temperatura di fusione Tf , alla quale solita-
mente il liquido comincia a cristallizzare, senza che subisca alcuna transizione
di fase. Il liquido, che in queste condizioni chiameremo sottoraffreddato, si
trovera` dunque in un equilibrio metastabile. Se proseguiamo ulteriormente
nel raffreddamento evitando la cristallizzazione1 si osservera` un progressivo
rallentamento della dinamica del sistema, fino all’arresto totale. Ci troveremo
tra le mani un vetro, ossia un sistema in cui i moti fluidi sono talmente lenti da
risultare praticamente inosservabili e in cui la struttura molecolare e` rimasta
quella disordinata di un liquido. Questo fenomeno e` quello che viene comune-
mente chiamato transizione vetrosa (GT). La GT e` un fenomeno molto diffuso
1occorre che l’intera procedura di raffreddamento sia piu` veloce del tempo di nucleazione
del liquido
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in natura ed e` presente in fluidi molto diversi tra loro per composizione e tipo
di legame intermolecolare[3]: si riscontra nei minerali, cos`ı come nei liquidi
di metalli fusi e nei liquidi di polimeri, organici e inorganici.
Come gia` detto, all’avvicinarsi di Tg i moti fluidi del liquido sottoraf-
freddato rallentano fino a bloccarsi, il che si riflette in un aumento molto
significativo della viscosita`. Diamo una definizione di quest’ultima quantita`:
presi all’interno del fluido due piatti rigidi di superficie A a distanza d tra






Possiamo a questo punto fornire una definizione operativa per Tg, che
poniamo uguale alla temperatura alla quale la viscosita` del liquido in esame
raggiunge i 1013 Poise2. Un liquido organico come l’o-terfenile ha una tem-
peratura di fusione di 330 K e una viscosita` corrispondente di 10−2 Poise
,mentre la sua Tg e` di 240 K. In 90 K, dunque, assistiamo a un aumento di
viscosita` di ben 14 ordini di grandezza.
Un modo efficace per visualizzare quanto detto finora e` il grafico di
Agnell[6], nel quale si riporta l’andamento della viscosita` di un liquido rispet-
to alla temperatura.
Il grafico di Agnell mostra come sia possibile classificare i materiali in
due famiglie distinte, a seconda del tipo di curva che tracciano. Ipotizzan-
do, seguendo le teorie di Hall e Wolynes[7], che un evento di rilassamento nel
fluido sia un processo attivato, come ad esempio la rottura di un legame chim-
ico, allora e` plausibile che la viscosita` abbia un andamento in temperatura




dove E e` un’energia di attivazione che cresce al diminuire dalla temperatura.
Questo comportamento e` tipico di alcune sostanze, dette forti, le cui curve nel
grafico di Agnell sono rette. Pochissimi materiali seguono un comportamento
puramente forte; un esempio di sostanza forte e` dato dal liquido di SiO2,
componente principale del vetro comune.
Per altre sostanze si osserva invece un andamento differente che viene ben




2Ricordiamo che 1 Poise equivale a 10−1 Pa
3dal nome del chimico che studio` per primo la cinetica delle reazioni chimiche
4questa e` la piu` usata delle possibili leggi di fit
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Figura 1.1: Il grafico di Agnell, adattato da [6]. In ascissa e` riportato il rapporto
Tg
T , in ordinata la viscosita` su scala logaritmica. Ogni curva si riferisce a un diverso
materiale.Nel riquadro e` riportato l’andamento in funzione della temperatura del
calore specifico
La 1.3 suggerisce che l’energia di attivazione per un evento di rilassamento
in questa classe di materiali cresca al diminuire della temperatura in misura
maggiore rispetto al caso Arrhenius. I materiali che esibiscono tale comporta-
mento non-Arrhenius si dicono fragili. Nella legge VTF e` stata introdotta una
temperatura T0, alla quale la legge prevede una divergenza della viscosita`.
Questa previsione e` sperimentalmente non verificabile in quanto non e` pos-
sibile raggiungere T0 mantenendo uno stato di equilibrio. Classici materiali
fragili sono liquidi di polimeri , come il gia` citato o-terfenile.
Il comportamento dell’energia di attivazione nei materiali fragili porta a
pensare che avvicinandosi alla GT gli eventi di rilassamento coinvolgano un
numero crescente di molecole, diventando cos`ı eventi collettivi. Questo assun-
to trova riscontro nelle proprieta` dinamiche del liquido vicino la transizione
vetrosa, l’argomento del prossimo Paragrafo.
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1.2 Dinamica molecolare nei liquidi sottoraf-
freddati
Dal punto di vista molecolare in un liquido sottoraffreddato la dinamica
risulta ben diversa da quella dei liquidi ordinari. Una molecola non e` in grado
di diffondere liberamente, come nel caso ordinario, bens`ı risulta bloccata nella
sua posizione dai suoi primi vicini, che formano una gabbia.
Il fatto che i primi vicini giochino un ruolo rilevante nella dinamica
molecolare e` chiaro quando andiamo a considerare la distribuzione radiale
di densita` di coppia G(r), definita[8] da:
G(r) =
1





〈δ (|rij| − r)〉 (1.4)
e di cui mostriamo un esempio in figura 1.2.









Figura 1.2: G(r) per un liquido polimerico. Il comportamento oscillante e` dato
dalla struttura a gusci intorno ogni molecola, la parte nulla iniziale e` dovuta al
fatto che le molecole le molecole non si compenetrano. La distanza e` epsressa in
unita` della posizione del minimo del potenziale intermolecolare σ.
La G(r) ci dice qual e` la distribuzione radiale delle molecole intorno a
una molecola centrale. Come si puo` vedere la funzione mostra diversi picchi
di ampiezza decrescente che indicano la presenza di vari gusci (shell) attorno
alla molecola centrale e asintoticamente un andamento costante, che indica
come l’insieme delle molecole lontane sia visto come un continuo. Il picco piu`
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marcato e` quello relativo al primo guscio, quello dei primi vicini. La G(r) e`
una proprieta` statica.
Fintanto che la gabbia persiste, la molecola continua a sbattere contin-
uamente sulle sue pareti senza spostarsi in modo significativo. Man mano
che il tempo passa, pero`, la gabbia si indebolisce fino a rilassarsi del tutto
permettendo alla molecola di dislocarsi in un altro sito. Questo tipo di moto
e` anche detto dinamica a salti.
Figura 1.3: Sinistra: schematizzazione dell’effetto di gabbia. la linea nera rappre-
senta la traiettoria di una molecola
Destra: spostamenti quadratici di singola molecola per una simulazione di liquido
polimerico di tipo Le´nnard-Jones. Evidenti le vibrazioni all’interno di una gabbia,
seguite dai ’salti’ verso altri siti. Adattato da [2]
Il tempo di rilassamento strutturale τα e` il tempo di vita di una gabbia,
ovvero il tempo medio in cui una molecola rimane intrappolata nella sua po-
sizione. Analogamente a quanto visto per la viscosita`, anche il τα -dell’ordine
del picosecondo per liquidi ordinari- subisce un incremento di svariati ordini
di grandezza durante il raffreddamento.In effetti, si puo` definire, alternativa-
mente alla definizione data in precedenza, Tg come la temperatura alla quale
il tempo di rilassamento e` pari a 100 secondi. Il suo incremento e` un’altra
manifestazione del blocco della dinamica dei sistemi sottoraffreddati quan-
do si avvicinano alla GT. Risulta naturale assumere il τα come parametro
caratterizzante la dinamica lenta del sistema.
Quanto appena discusso risulta evidente quando si analizza lo spostamen-
to quadratico medio(MSD), ossia la media su tutte le molecole dei rispettivi







(ri (t)− ri (t0))2
〉
(1.5)
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Figura 1.4: MSD per una simulazione MD di un liquido polimerico a varie temper-
ature, espresse in opportune unita` di simulazione che discuteremo nel paragrafo
2.1. La temperatura decresce da sinistra a destra. Il tempo e` espresso in unita` del
tempo di intrappolamento. Adattata da [2].
Come si evince dalla figura 1.4, lo spostamento quadratico medio presen-
ta tre diversi regimi dinamici. A tempi brevi la molecola si muove di moto
uniforme poiche´, finche` non raggiunge i primi vicini, non ha interazioni rile-
vanti. La sua legge oraria quindi e` r(t) = v · t e lo spostamento quadratico
medio risulta avere un andamento quadratico nel tempo, ovvero e` una ret-
ta con pendenza 2 nel grafico in figura 1.4. Dopo questa fase si osserva un
periodo in cui lo MSD non varia apprezzabilmente, la cui ampiezza dipende
dalla temperatura. Questo e` il segnale che la molecola sta risentendo del-
l’intrappolamento dovuto ai primi vicini e dunque non riesce piu` a muoversi
liberamente. L’effetto e` assente per alte temperature, per le quali il liqui-
do ha un comportamento ordinario, ma risulta molto evidente a tempera-
ture piu` basse. Inoltre l’ampiezza temporale dell’intrappolamento aumenta
al diminuire della temperatura segnalando, come gia` discusso, un blocco della
dinamica molecolare. Al termine del regime di gabbia si assiste a un ripristino
di una dinamica di tipo diffusivo, con r ∝ t 12 .
Lo studio del MSD ci permette inoltre di caratterizzare la dinamica
molecolare veloce del sistema grazie al fattore di Debye-Waller 〈u2〉, il val-
ore del MSD quando si instaura il regime di gabbia. Il regime si instaura ad
un tempo di intrappolamento t∗. Nei sistemi analizzati in questa tesi si ha
sempre t∗ = 1 unita` ridotte5.
5si veda 1.2
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Un’altra quantita` di fondamentale importanza utilizzata per caratteriz-
zare la dinamica del sistema e` la funzione intermedia di scattering incoerente



























Figura 1.5: ISF misurata su uno stesso sistema polimerico, ottenuto via simulazione
numerica, al variare della temperatura. Il tempo e` espresso in unita` del tempo di
intrappolamento t∗. La temperatura e` espressa in unita` di kb , con  l’energia del
minimo del potenziale di interazione del sistema. La linea tratteggiata indica il
valore e−1, usato per valutare τα
Dove la media e` da intendersi sulle possibili direzioni di ~q, il cui modulo
e` scelto opportunamente6. In figura 1.5 e` riportato il comportamento della
ISF su di un liquido polimerico, calcolata al variare della temperatura. Qual-
itativamente, si puo` interpretare la ISF come il grado di correlazione che
la struttura iniziale ha con la struttura a tempi successivi, valutata su una
scala di lunghezza data dal reciproco del ~q scelto. Sono evidenti tre regimi.
Inizalmente si osserva un decadimento, che corrisponde al regime balistico in-
dividuato nel MSD. Successivamente si ha un plateau, dovuto alla persistenza
6q viene determinato studiando la trasformata di Fourier della G(r), nota come il fattore
di struttura statico, e scegliendo il valore per cui questa presenta un massimo assoluto.
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delle gabbie di primi vicini, la cui durata e` collegata al tempo di rilassamento
del sistema. Infine si ha un secondo decadimento che corrisponde al regime
diffusivo, ovvero quando la struttura locale si e` rilassata.
La ISF risulta particolarmente utile per poter valutare il tempo di rilassa-
mento strutturale τα del sistema. In questa Tesi, adotteremo la convenzione
per cui si identifica τα con l’istante in cui la ISF assume il valore e
−1.
1.3 Modelli elastici
I vari modelli riguardanti la dinamica dei sistemi vicino la GT si pongono
tutti come obiettivo quello di spiegare il comportamento non-Arrhenius della
viscosita`. Vediamo brevemente alcuni modelli che affrontano il problema dal
punto di vista termodinamico o puramente cinetico.
Un primo modello, dovuto ad Adam, Gibbs e Di Marzio[9][10] e noto
come modello entropico, collega l’aumento della viscosita` al numero di config-
urazioni accessibili al sistema. Si pone l’ipotesi che un evento di rilassamento
coinvolge una regione estesa del sistema e che puo` avvenire solo se all’interno
di questa regione ci sono due configurazioni accessibili. Quando la temper-
atura diminuisce l’estensione di tale regione cresce, aumentando l’energia di
attivazione necessaria a scatenare l’evento fluido e dando quindi origine al
comportamento non-Arrhenius.
Un’altra possibilita` e` data dal modello a volume libero, dovuto a Cohen,
Grest, e Turnbull[11][12], in cui si afferma che un evento di rilassamento
e` possibile solo se nel sistema c’e` del volume libero disponibile. Il volume
libero decresce con la temperatura, rendendo piu` difficili i riarrangiamenti
strutturali. Il problema di questo modello e` il fatto che non si riesce a definire
esattamente il volume libero.
Oltre a questi, esistono molti altri modelli come la Mode Coupling Theory[13]
o l’approccio del Potential Energy Landscape[14] e cos`ı via, ma ad oggi non e`
nota una teoria generale unitaria. Per noi risultano molto importanti le teorie
che appartengono alla famiglia dei modelli elastici, poiche´ in queste si for-
mula in modo esplicito la connessione tra la dinamica veloce e la dinamica
lenta del sistema.
Modelli in approssimazione armonica
Il primo lavoro in cui si stabilisce la connessione tra i moti elastici a tempi
brevi del sistema e l’energia di attivazione di un processo fluido e` un arti-
colo di Tobolsky et al.[15] del 1943. L’idea principale dell’ articolo e` che un
evento fluido avviene quando un insieme di molecole passa da un minimo
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locale all’altro del potenziale rappresentativo del sistema. In genere questo
evento coinvolge poche molecole. Nel caso limite, e` sufficiente che una so-











Figura 1.6: Rappresentazione dei minimi dell’energia libera approssimati armoni-
camente (curva tratteggiata), dove abbiamo evidenziato la stima della barriera di
energia. Osserviamo che tale stima e` maggiore del valore reale del salto. Tuttavia
l’altezza stimata e quella reale risultano proporzionali tra loro.
la validita` dell’approssimazione armonica, ossia consideriamo lo sviluppo al
secondo ordine intorno ai minimi del potenziale rispetto alla coordinata di
reazione x ,che esprime la distanza dal minimo considerato. Ogni molecola
quindi e` soggetta a una forza di richiamo di tipo armonico. Cio` permette di
fornire una stima della barriera di energia tra un minimo e l’altro, posta a la




notiamo che al denominatore compare il fattore di Debye-Waller. Proseguen-
do su questa linea, citiamo il lavoro di Hall e Wolynes[7] i quali danno un’e-
spressione per la viscosita` che coinvolge esplicitamente il fattore di Debye-
Waller, conosciuta come equazione di Hall-Wolynes:
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Modello di Dyre
Un modello elastico differente da questo e` il modello a spinta (shoving
model) sviluppato da Dyre[16][17]. Nell’ambito di questa teoria, a causa della
forte repulsione intermolecolare presente in un liquido un riarrangiamento
molecolare e` molto difficile a volume costante, ma puo` avvenire solo se e`
disponibile spazio a sufficienza.
Figura 1.7: Nell’immagine vediamo delle molecole prima di un riarrangiamento,
le sfere scure, e durante il riarrangiamento, sfere chiare. In quest’ultima fase e`
evidente l’aumento di volume teorizzato dal modello a spinta.
L’energia di attivazione quindi e` data dal lavoro necessario a spingere via
le altre molecole per creare localmente il volume necessario per il riarrangia-
mento, dunque e` un’energia di tipo elastico. In particolare, si puo` dimostrare
che la costante elastica coinvolta e` il modulo di taglio G∞, il quale incorpora
una certa dipendenza dalla temperatura, percio` si puo` esprimere la barriera
di energia come ∆E = G∞Vc, dove Vc da` una stima del volume spostato.
Mettendo assieme i pezzi, il modello di Dyre prevede un’andamento della
viscosita` molto simile all’equazione di Hall-Wolynes 1.8:





Dove abbiamo utilizzato kbT = C 〈u2〉.
La caratteristica piu` interessante del modello di Dyre e` la presenza del
modulo di taglio nella definizione del salto di energia. Se infatti rinormalizzi-
amo il grafico di Angell 1.1 in funzione della quantita` X = G∞(T )
T
si scopre
un comportamento unitario per vetri fragili e forti, come si puo` apprezzare
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in figura 1.8, dove sono riportate anche le delle misure sperimentali. Consid-
erare una legge di questo tipo anziche` la legge VTF 1.3, consente inoltre di
evitare i problemi dovuti a temperature critiche e divergenze nella viscosita`.
Figura 1.8: Viscosita` misurata espressa in funzione di
Tg
T (simboli neri) e della quan-
tita` X = G∞T (simboli aperti). La linea diagonale e` la previsione del modello a spin-
ta. Le misure sono state ottenute con metodo piezo-ceramico su 4-metilpentano-
2-olo(triangoli), diottil-ftalato (quadrati), penil salicilato (cerchi), dibutile ftalato
(triangoli rovesciati) e olio di silicone MS704 (rombi).
Leggi di scaling universali
Un recente lavoro[4], svolto entro il gruppo di ricerca in cui e´ svolta questa
Tesi, ha mostrato come esista nei sistemi che esibiscono transizione vetrosa
una legge scaling universale tra il fattore di Debye-Waller 〈u2〉 e il tempo
di rilassamento strutturale τα. Il risultato e` molto importante perche´ indica
che misurando l’ampiezza delle fluttuazioni di una particella attorno alla
propria posizione e` possibile ottenere una stima dei tempi medi entro i quali
hanno luogo i fenomeni di rilassamento strutturale. Il risultato e` ancora piu`
sorprendente se si considera che le particelle oscillano localmente su scale
temporali dell’ordine di 10−12 s, mentre i tempi di rilassamento possono essere
dell’ordine delle centinaia di secondi e, in alcuni casi, superare l’anno e anche
piu`.
Lo stesso gruppo, in un altro lavoro[5], mostra come in questa stessa
classe di sistemi esista una legge di scaling tra il modulo elastico e i tempo di
rilassamento strutturale Questo risultato sembra confermare l’incidenza delle
proprieta` elastiche nei fenomeni di rilassamento che si osservano nei sistemi
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che esibiscono transizione vetrosa, che come gia` visto e´ l’assunto dei modelli
elastici. L’obiettivo di questa Tesi sara` cercare di descrivere in che modo le
proprieta` elastiche siano presenti a livello locale nei fenomeni dinamici che
occorrono nei sistemi studiati.
1.4 Polimeri
Un polimero e` una macromolecola costituita dalla ripetizione di unita` strut-
turali dette monomeri legate tra loro da legami chimici covalenti. I polimeri
vengono distinti tra omopolimeri, macromolecole formate da un solo tipo di
monomero, e copolimeri, nella cui formazione concorrono diversi monomeri. I
copolimeri vengono ulteriormente classificati a seconda della distribuzione dei
diversi monomeri lungo la catena polimerica (casuale, a blocchi, alternati...).
Un’ulteriore classificazione di tutti i polimeri e` basata sulla topologia
della catena polimerica. Si possono avere polimeri lineari formati da un’u-
nica catena, ramificati se nella catena principale si hanno biforcazioni e
infine reticolati se esistono due cammini non coincidenti che connettono
due monomeri distinti.
Figura 1.9: La cellulosa, esempio di omopolimero lineare. I monomeri sono molecole
di glucosio
La polimerizzazione e` il processo di formazione di un polimero. Indipen-
dentemente dalla tecnica di polimerizzazione utilizzata risulta praticamente
impossibile controllare la lunghezza delle catene prodotte, percio` si introduce
il grado di polimerizzazione N, che indica il numero medio di monomeri . La
caratteristica principale dei polimeri e` la loro connettivita`, ossia quello di
essere una catena di oggetti legati, che ha importanti conseguenze sulle pro-
prieta` elastiche di questo genere di materiali. Chiamiamo conformazione una
possibile disposizione spaziale del polimero. La conformazione corrispondente
al polimero completamente disteso e` unica. Nel caso di polimero non disteso,
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invece, ci sono moltissime conformazioni con la stessa energia. Come e` lecito
aspettarsi l’entropia del sistema risulta una funzione monotona crescente del
numero accessibile di configurazioni ed e` tale da essere dominante nell’energia
libera. Questo significa che se cerco di distendere una catena polimerica vado
incontro a una forza di richiamo, di nautura entropica, che cerca di riportare




Dove ∆R e` lo stiramento applicato e Ree e` la distanza end-to-end, ossia
la distanza media tra il primo e l’ultimo monomero della catena. Il legame
tra elasticita` ed entropia e` confermato sperimentalmente dall’effetto Gough-
Joule: se un elastomero7 viene scaldato questi si contrarra` come previsto
dalla 1.10.
I liquidi polimerici risultano di interesse poiche´ sono eccellenti vetrificanti,
ossia vanno molto facilmente incontro alla GT senza cristallizzare. Questo e`
dovuto al fatto che tanto piu` il grado di polimerizazzione e` alto e tanto
piu` risulta difficile organizzare i polimeri in strutture spazialmente ordinate
come quelle cristalline. Puo` persino capitare che la fase cristallina non esista
affatto, come nel caso dei copolimeri statistici8, ossia polimeri in cui i vari
monomeri si dispongono casualmente lungo la catena polimerica. Un’altra
difficolta` e` data dala presenza di entanglement tra polimeri, ossia veri e
propri grovigli tra catene diverse. Affinche` la cristallizzazione sia possibile
tutte le catene devono districarsi, ma questo processo viene ostacolato dal
rallentamento della dinamica che si incontra al diminuire della temperatura.
Tutavia i liquidi polimerici ammettono una fase semicristallina in cui una
parte del sistema cristallizza, mentre l’altra rimane amorfa.
In questa tesi tratteremo sempre omopolimeri lineari di lunghezza fissata.
1.5 Viscoelasticita`
La classificazione di un liquido polimerico che si trova allo stato vetroso risulta
molto difficile, poiche´ le sue proprieta` dipendono fortemente dalle condizioni
in cui si trova. Questi infatti puo` esibire un comportamento viscoso per certe
temperature, un comportamento elastico a temperature piu` basse e diventare
un vetro al di sotto di Tg. Osserviamo quindi sia un comportamento di tipo
puramente elastico, in cui ogni deformazione applicata risulta reversibile sen-
za dissipazione di energia, e un comportamento di tipo puramente viscoso,
7polimero con proprieta` elastiche
8Il DNA puo` essere modellizzato in questo modo
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dove ogni deformazione provoca un evento di scorrimento irreversibile. Le
proprieta` dei liquidi polimerici sono intermedie, per cui si parla di viscoelas-
ticita`. Nel seguito esporremo una trattazione generale della viscoelasticita`,
dovuta a Maxwell9.
Per tempi sufficientemente brevi la deformazione di un fluido viscoelastico
e` elastica. Tuttavia per tempi sufficiementente grandi gli sforzi interni del flu-
ido tendono a sparire a causa del comportamento viscoso. Denotiamo con τα,
di cui abbiamo gia` discusso nel paragrafo 1.2, il tempo medio di smorzamento
di questi sforzi. Se applichiamo una forza esterna periodica al fluido, il fluido
si comportera` come un liquido viscoso per periodi della forza molto maggiori













Per una forza esterna di periodo molto grande rispetto a τα, il tensore degli
sforzi e` dato dall’espressione che si ricava dall’equazione di Newton per un
liquido viscoso:
σij = 2η∂tuij = −2iηωuij (1.12)
Nel caso opposto di forza con periodo molto piccolo, il tensore degli sforzi,
ipotizzando che la deformazione sia di scorrimento puro, e` dato dalla legge
di Hooke in teoria dell’elasticita`
σij = 2G∞uij (1.13)
dove G∞ e` detto modulo di scorrimento. Il simbolo di infinito si riferisce al
fatto che il modulo elastico e` ricavato dalla risposta del sistema per una forza
ideale di frequenza infinita(quindi di periodo nullo), il che ha senso se stiamo
trattando mezzi continui.
Quando si considera una forza il cui periodo e` dell’ordine di τα, i con-
tributi della 1.12 e della 1.13 devono avere lo stesso ordine di grandezza.
Confrontando le equazioni, si ottiene la relazione di Maxwell:
η = G∞τα (1.14)
Questa relazione mostra come la viscosita` e il tempo di rilassamento strut-
turale siano collegate tra loro, chiarendo il comportamento analogo, di cui
abbiamo gia` discusso, di queste quantita`.
9si veda [19], Par. 36
10Si rimanda al Capitolo 3 per definizioni piu` rigorose e complete riguardanti le quantita`
di questa sezione
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In un fluido viscoelastico, che come gia` detto ha un comportamento misto,
il tensore degli sforzi si puo` scrivere come l’unione del contributo viscoso e
del contributo elastico:
σij = 2η∂tuij + 2G∞uij (1.15)




In questo Capitolo esporremo le proprieta` della tecnica di simulazione nu-
merica nota come Molecular Dynamics, MD, che sta alla base di tutto il
lavoro svolto in questa Tesi. In questa tecnica viene simulato un sistema
costituito da N particelle e racchiuso in una scatola virtuale detta cella di
simulazione. Le posizioni e le velocita` di tutte le particelle sono calcolate e
registrate istante per istante tramite integrazione numerica delle equazioni
del moto. Otteniamo dunque un vero e proprio filmato del sistema, in cui
e` possibile seguire l’evoluzione temporale dei gradi di liberta` di ogni singola
particella. Le equazioni del moto usate sono classiche in quanto le eventuali
correzioni quantistiche sono del tutto trascurabili nella classe di sistemi che
studieremo. Per approfondimenti sulla materia del Capitolo, rimandiamo a
[20][21].
2.1 Unita` ridotte e unita` reali
Nell’ambito delle simulazioni numeriche e` consuetudine utilizzare delle unita`
ridotte, funzione dei parametri che governano il sistema simulato, piuttosto
che le unita` reali del SI. Le unita` ridotte permettono una maggiore pratic-
ita` in sede di scrittura di codice e consentono ai risultati ottenuti di essere
portabili, nel senso che mediante opportune conversioni la simulazione puo`
essere applicata a diversi sistemi reali.
Il modello che adottiamo suggerisce l’utilizzo di ∗ e σ∗ come grandezze
fondamentali da cui derivare tutte le altre. Nelle seguenti tabelle riportiamo
prima l’espressione delle grandezze fisiche rilevanti in termini dei parametri
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di simulazione, quindi un esempio di conversione tra unita` ridotte e unita`





Temperatura T ∗ = 
∗
kb
Densita` ρ∗ = 1
σ∗3
Forza F ∗ = 
∗
σ∗







Unita` ridotta Unita` reale
m∗ = 1 m = 6.64 · 10−25Kg
r∗ = 1 r = 3.87 · 10−10m
E∗ = 1 E = 1.5 ∗ 10−21J
T ∗ = 1 T = 1.09 · 102K
ρ∗ = 1 ρ = 1.7 · 10−32m3
P ∗ = 1 P = 2.60 · 10−53Pa
t∗ = 1 t = 8.14 · 10−12s
Nel seguito della tesi, tutte le grandezze saranno riportate in termini di
unita` ridotte.
2.2 Caratteristiche del sistema simulato
Tutti i sistemi analizzati in questa tesi appartengono alla classe dei liquidi
polimerici. Nel nostro modello l’unita` fondamentale e` il monomero. Ogni
monomero e` rappresentato da una sfera mentre un polimero e` un insieme di
monomeri connessi linearmente da legami 1. Diremo che due monomeri sono
connessi quando appartengono alla stessa catena e sono consecutivi mentre
sono non connessi in tutti gli altri casi. Il numero di monomeri che formano
un polimero, che d’ora in poi indicheremo come peso molecolare, e` fissato
e i polimeri sono indistruttibili, nel senso che non ammettiamo fenomeni di
rottura di legami durante l’evoluzione del sistema.
1Per quanto questo modello possa sembrare semplice, e` in grado di descrivere in modo
molto accurato sistemi che esibiscono la transizione vetrosa. L’apparente universalita` del
fenomeno, infatti, porta a pensare che sia indipendente dalle caratteristiche intrinseche
delle molecole.
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L’interazione tra monomeri e` di due tipi, a seconda che siano connes-
si o meno. Nel caso di monomeri non connessi, adottiamo un potenziale
molecolare di tipo Le`nnard-Jones (LJ) parametrico:















dove ∗ e` il valore di minimo; σ∗ e` una distanza tale che la posizione del min-
imo sia 2
1
6σ∗. Questo potenziale intermolecolare e` costituito da una parte
attrattiva a lungo raggio e un nocciolo fortemente repulsivo. I parametri p
e q regolano rispettivamente parte attrattiva e repulsiva del potenziale; pos-
sono essere modificati senza influenzare la posizione e profondita` del minimo.
Il potenziale originariamente introdotto da Le`nnard-Jones corrisponde alla
scelta p, q = 6, 12 Dalla definizione 2.1 deduciamo che aumentare q porta ad














Figura 2.1: Potenziale MD per monomeri non connessi al variare dei parametri
p, q; per tutte le curve ∗ e` pari a 1. Si puo` osservare che la posizione del minimo
e la sua profondita` rimangano fissi al variare di p, q.
un irripidimento della barriera repulsiva: un liquido con q = 13 risulta com-
posto da monomeri “duri”, che esercitano una maggior forza repulsiva a corto
raggio, mentre un liquido in cui q = 7 e` costituito da monomeri “morbidi”.
Quando i monomeri sono connessi tra essi c’e` un legame. Nella tesi trat-
teremo sempre legami di tipo FENE2. il modello FENE prevede la somma di
un potenziale Le`nnard-Jones classico e un potenziale puramente attrattivo,
2Finite Extensivity Non Elastic, non elastico con estensione finita
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Figura 2.2: Potenziale tra due monomeri connessi. La buca risultante dall’unione
di un termine LJ classico e un termine di tipo FENE e` molto pronunciata e asim-












Il potenziale FENE, di cui forniamo una rappresentazione in figura 2.2,
dunque e` un potenziale elastico con costante k modulato da un’opportuna
funzione che fa s`ı che il raggio dell’interazione sia sempre finito e non superiore
a R. I valori da noi usati per i parametri che compaiono nella 2.2 sono k =
30 ∗
σ∗2 e R = 1.5σ
∗.
Per quanto visto finora un sistema e` univocamente determinato quando
indichiamo:
• il numero di monomeri N;
• il peso molecolare M;
• la temperatura T;
• la densita` ρ;
• i parametri del potenziale p, q.
Spesso, oltre a queste quantita`, si fornisce anche il tempo di rilassamento τα
in modo da indicare anche le caratteristiche dinamiche del sistema.
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2.3 Il programma di simulazione
In questa sezione esponiamo le caratteristiche del programma di simulazione
principalmente usato nella Tesi. Il programma prende il nome di NMPOLY
ed e` stato programmato in C dal Dott. Cristiano De Michele.
Per avviare NMPOLY sono necessari un file di parametri che contiene
tutte le informazioni sul sistema da simulare e varie istruzioni per il pro-
gramma e un file di configurazione, binario o ASCII, nel quale sono riportate
tutte le posizioni e velocita` dei monomeri e tutti i legami presenti. Qualora
non si disponga di una configurazione pronta, il programma da` la possibilita`
di svilupparne una in cui i centri delle catene polimeriche sono disposti in un
reticolo di tipo α− fcc tramite un random-walk.
Al termine del programma l’output e` composto dall’ultima configurazione
raggiunta dal sistema e da un file di log che contiene informazioni sulla simu-
lazione, quali durata o presenza di eventuali riavvii. D’ora in poi indicheremo
un esecuzione del programma andata a buon fine con l’espressione ciclo di
simulazione, o semplicemente ciclo. Durante un ciclo vengono generati un
certo numero di file di configurazione, relativi a stati itermedi, che ci permet-
tono di seguire l’evoluzione temporale del sistema. Tramite il file di parametri
e` possibile determinare la frequenza di salvataggio delle configurazioni inter-
medie. Inoltre possiamo decidere di monitorare le grandezze termodinamiche
del sistema quali Temperatura, Pressione, Volume, Energia.
NMPOLY, come tutti i programmi di simulazione, soffre di alcune lim-
itazioni intrinseche. Dal punto di vista computazionale, dobbiamo accon-
tentarci di simulare sistemi con un numero di monomeri N contenuto (gen-
eralmente compreso nell’intervallo 10÷104), ben lontano dal numero di Avo-
gadro. Un sistema di 1023 monomeri infatti richiederebbe uno spazio in memo-
ria troppo grande e un tempo irragionevolmente lungo. Difatti, se per ogni
monomero occorre calcolare le interazioni con tutte le altre N , allora risulta
che il tempo di simulazione per ogni passo e` proporzionale a N2, un numero
enorme3.
L’altro problema riguarda gli accessi al disco rigido, che NMPOLY ef-
fettua ogniqualvolta deve salvare delle configurazioni. Se le frequenze di sal-
vataggio sono regolate male il programma rallenta in modo significativo a
causa dell’effetto collo di bottiglia dovuto al fatto che la scrittura su disco e`
un processo molto piu` lento di tutti gli altri coinvolti nella simulazione. D’al-
tra parte, un numero troppo esiguo di salvataggi ci fornisce una descrizione
3In realta` le interazioni si calcolano solo con Ncut monomeri, presenti in un preciso
intorno della monomero. Tuttavia per N = NA e Ncut = 100, con una macchina in grado
di compiere 1010 operazioni al secondo ci vorrebbero 1015 secondi per passo, circa 300
milioni di anni.
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poco accurata della dinamica del sistema, percio` occorre trovare il giusto
compromesso.
Scatola di simulazione e condizioni periodiche
In generale il sistema da simulare e` racchiuso in una scatola cubica, la scatola
di simulazione. Intuitivamente si potrebbero schematizzare le pareti con dei
potenziali fortemente repulsivi ma questa non e` la scelta migliore poiche´ abbi-
amo a che fare con un numero esiguo di monomeri. Si avrebbe la situazione in
cui una frazione rilevante, se non la maggior parte, dei monomeri giace sulle
pareti, falsando in questo modo i risultati della simulazione. Per ovviare a
questo inconveniente si implementano condizioni periodiche al bordo (PBC).
La cella di simulazione viene replicata nello spazio in tutte le direzioni e ven-
gono rimosse tutte le pareti, cosicche`, non appena un monomero esce da una
faccia, rientra dalla faccia opposta, come illustrato in figura 2.3. I monomeri
appartenenti alle scatole replicate si dicono monomeri immagine.
Figura 2.3: Rappresentazione delle condizioni periodiche al bordo. E` evidenziata
la scatola originale, circondata da scatole immagine che riproducono esattamente
il sistema. Se un monomero si trova al bordo della scatola puo` avere interazioni
con i monomeri immagine
Come conseguenza delle PBC, ogni monomero avra` una serie di immagini,
distribuite nello spazio in modo periodico. Per evitare problemi nel calcolo
delle interazioni, si stabilisce che un dato monomero interagisce con le im-
magini4 piu` vicine di tutte le altre(minimum image convention). In pratica
questo metodo consiste nel ricollocare all’interno della scatola, nella giusta
posizione, i monomeri fuoriusciti. In questo approccio la distanza tra due
4nell’insieme si comprende anche il monomero reale
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monomeri e` data sempre da:





dove rij e` la distanza reale, L la lunghezza del lato della scatola di
simulazione e rint e` una funzione che approssima all’intero piu` vicino.
L’utilizzo delle PBC pone un vincolo al numero totale di monomeri N ,
il quale deve essere sufficientemente grande per evitare interazioni tra un
monomero e la sua medesima immagine. Nella parte originale della Tesi,
scopriremo come le PBC giocano un ruolo non banale nelle quantita` di cui
ci interesseremo.
2.4 Algoritmi di integrazione numerica
Il nucleo principale di un qualsiasi programma di simulazione MD consiste
nell’integrazione numerica delle equazioni del moto. Poiche´ siamo in un con-
testo completamente classico, la legge dinamica a cui sono soggetti tutti i
monomeri del sistema e` l’equazione differenziale del moto di Newton f = ma.
La precisione di un qualsiasi calcolatore e` finita, percio` esiste sempre un limite
alla risoluzione massima raggiungibile. Le traiettorie che otteniamo mediante
MD sono delle approssimazioni di quelle reali e la discrepanza tra le due tende
a divergere per tempi lunghi a causa dell’accumulo di errori durante il calco-
lo. Possiamo controllare l’accuratezza dell’approssimazione tramite il passo
di integrazione ∆t: tanto piu` e` piccolo,tanto piu` la traiettoria approssimata e`
vicina a quella reale. Invece un δt troppo grande porta a un grande accumulo
di errori, come e` evidenziato in figura 2.4
Occorre precisare che in questo genere di simulazioni quello che inter-
essa e` un buon campionamento dello spazio delle fasi, in modo da poter
ottenere informazioni statistiche sul sistema, e non una descrizione certosina
delle traiettorie, inoltre un ∆t troppo piccolo aumenterebbe molto i tempi di
simulazione. Nel nostro caso si sceglie un valore di ∆t ∼ 10−3t∗, scelta che
permette di mantenere gli errori percentuali su energia e volume entro una
soglia tollerabile su scale temporali dell’ordine di τα.
Tornando all’argomento principale, esistono molti algoritmi per integrare
numericamente le equazioni del moto. Il programma NMPOLY utilizza gli
algoritmi VERLET e VELOCITY VERLET, inoltre adotta alcune tecniche
di ottimizzazione del calcolo come il metodo RESPA e quello delle linked
lists.
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Figura 2.4: Grafico dell’energia in funzione del tempo per un liquido polimeri-
co (N,M,T,ρ, p-q) = (2001,3,0.7,1.033,6-12) su 6 run indipendenti. Le linee nere
corrispondono a un passo di integrazione 10 volte piu` grande di quello usato soli-
tamente. Si noti la divergenza lineare dell’energia causata dall’accumulo di errori.
La figura e` stata prodotta con NMPOLY.
Algoritmo di Verlet e Velocity Verlet
L’algoritmo di Verlet permette di integrare numericamente le equazioni del
moto conoscendo la forza f(t)e la posizione r(t)a un determinato istante t e
la posizione all’istante precedente t−∆t. Si consideri uno sviluppo in serie di
Taylor al secondo ordine intorno all’istante t della posizione r(t): per t+ ∆t
abbiamo








mentre per t−∆t lo sviluppo risulta







La somma delle due equazioni permette di ottenere una stima per r (t+ ∆t):











Si noti l’errore che e` quartico nel passo di integrazione.
Come si puo` vedere, la velocita` v(t) non compare nel calcolo delle nuove
posizioni dell’algoritmo di Verlet. Si puo` pero` determinare una volta che
conosco la tratiettoria secondo
v(t) ' r (t+ ∆t)− r (t−∆t)
2∆t
(2.7)
2.4 Algoritmi di integrazione numerica 25
Esiste una variante dell’algoritmo, detta Velocity Verlet, che utilizza po-















Successivamente si calcola r (t+ ∆t)







Il terzo passo consiste nel ricalcolare la forza5 a partire dalle posizioni appena
calcolate e, infine, si calcolano le nuove velocita`:











Il metodo RESPA e` stato ideato da Tuckerman[22, 23] e consente di accor-
ciare notevolmente i tempi di simulazione. Il potenziale intermolecolare viene
decomposto in due componenti, una a corto raggio e una a lungo raggio
φ(r) = φs(r) + φl(r)
La forma del potenziale, di cui abbiamo dato una rappresentazione in figura
2.1, e` tale che la parte φl a lungo raggio si smorza dolcemente, producendo
effetti che influenzano lentamente la dinamica molecolare. La parte a corto
raggio φs, invece, produce forze localmentente molto intense a causa degli
elevati gradienti e quindi da` luogo a una dinamica veloce. Ne deduciamo che
nel calcolo degli effetti dovuto a φs dobbiamo usare un passo di integrazione
piccolo che invece non e` necessario nel caso in cui si prenda in considerazione
φl.
Il metodo RESPA Consiste nel dividere il passo di integrazione secondo
un intero nr, di modo che le forze dovute a effetti di lungo raggio siano
calcolate con il solito passo di integrazione ∆t, mentre le forze dovute al
potenziale a corto raggio siano calcolate con il passo piu` breve ∆t
nr
. Questo
metodo permette di non dover accorciare troppo il ∆t pur mantenendo una
buona descrizione della dinamica veloce del sistema, risultando in simulazioni
piu` veloci.
5Il Velocity Verlet funziona se le interazioni dipendono esclusivamente dalla posizione,
altrimento questo passaggio non risulta sensato
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Utilizzo delle Linked Lists
Questo metodo si basa sull’idea che oltre un certo raggio le interazioni di
monomero con quelli lontani sia molto debole e isotropa, per cui il loro con-
tributo alla forza sia trascurabile. Si introduce quindi una distanza rcut, che
nelle nostre simulazioni prendiamo pari a 2.5σ∗, oltre la quale le interazioni
non vengono considerate. Conviene allora suddividere la scatola di simu-
lazione in M3 celle cubiche di lato L
M
. Per ogni cella viene costruita una lista
che contiene tutti gli elementi della cella. L’interazione viene quindi calco-
lata soltanto tra monomeri che appartengono alla stessa cella o che stanno
in celle confinanti. Il numero di celle considerato risulta indipendente dalle
dimensioni del sistema e la collocazione dei monomeri nelle liste scala con il
numero totale N . Questo significa che il tempo di calcolo per singolo passo
si riduce da N2 a N .
Affinche` il metodo sia efficiente le liste devono essere aggiornate periodica-
mente per tener conto della migrazione tra una cella e l’altra dei monomeri.
Possiamo stabilire la frequenza di aggiornamento nel seguente modo. Per ogni
istante considero il piu` grande di tutti gli spostamenti dei monomeri; quando
la somma reiterata supera la meta` del lato di una sottocella le liste vengono
aggiornate.
2.5 Implementazione degli Ensemble statisti-
ci
Il programma NMPOLY permette di far evolvere il sistema simulato in dif-
ferenti ensemble, ossia il canonico(NVT) e il microcanonico(NVE). General-
mente si usa l’ensemble NVT in fase di preparazione del sistema, mentre il
microcanonico viene usato per la presa dei dati dal campione simulato, poiche´
ci interessano le proprieta` del sistema che non subisce interferenze esterne.
Vediamo ora quali sono le tecniche che permettono l’implementazione degli
ensemble.
Ensemble Canonico
In questo ensemble occorre mantenere costante il valore della temperatura.
Il metodo sfruttato da NMPOLY e` quello di Nose`, molto diffuso in ambito
MD. Quello che si deve fare e` aggiungere all’Hamiltoniana del sistema un
nuovo grado di liberta` s e il suo momento coniugato pis che rappresenti la
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Nella 2.11 Qs rappresenta un termine di inerzia per s mentre g e` il numero
totale di gradi di liberta` del sistema. Solitamente il nuovo grado di liberta`




























Notiamo che le derivate degli impulsi dei monomeri, eq. 2.13, dipendono
non solo dal gradiente del potenziale ma anche da un termine di attrito che
e` la chiave per il controllo della temperatura. Infatti, considerando la 2.15
vediamo che se l’energia cinetica totale e` maggiore del termine gkbT allora pis
cresce nel tempo ed assumera` valori maggiori di 0, dando origine nella 2.13 a
una forza di frenamento. Nel caso opposto invece pis e` decrescente e tendera`
a valori negativi, dando origine a un’accelerazione. Il termostato di Nose`
quindi mantiene la temperatura ad un valore fissato T , controbilanciando le
fluttuazioni.
Il parametro che domina il termostato di Nose` e` l’inerzia termica Qs,
che determina l’intensita` dell’effetto. Un valore troppo piccolo non darebbe
luogo ad effetti apprezzabili, mentre un valore troppo grande rende difficile lo
scambio di energia, allungando di molto i tempi di equilibratura del sistema.
Il valore diQs che abbiamo usato nelle nostre simulazioni e` 1500 unita` ridotte.
Ensemble Microcanonico
Nell’ensemble microcanonico il sistema e` vincolato a conservare la sua ener-
gia. Questo significa che si comporta come un sistema isolato, senza subire
interferenze dall’ esterno. Va da se` che e` questo l’ensemble che bisogna usare
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per ottenere dei buoni dati dalle nostre simulazioni. L’Hamiltoniana del sis-
tema e` costituita semplicemente dalla parte libera e da quella di interazione






+ U ({qi}) (2.16)
2.6 Protocollo di simulazione
In questa sezione mostriamo schematicamente i passi necessari per gener-
are un sistema dal quale si possano ottenere dei buoni dati. Dal punto di
vista sperimentale, un campione deve essere preparato opportunamente pri-
ma di poterci effettuare delle misure accettabili. Quello che si fa in ambito
di simulazioni MD e` del tutto analogo alla preparazione del campione.
Una procedura standard in MD consiste nel preparare un certo numero k
di copie identiche di sistema desiderato e nel farle evolvere indipendentemente
le une dalle altre. Si ottengono k sistemi identici ma statisticamente indipen-
denti. Le misure quindi vengono eseguite su ogni sistema e poi mediate, in
modo da poter sopprimere in modo significativo il rumore. Le simulazioni
effettuate su copie indipendenti dello stesso sistema vengono indicate con il
termine run.
Crescita e Mescolamento
NMPOLY e` in grado di generare degli stati iniziali Il programma riceve in
input un numero totale di monomeri e un peso molecolare, il quindi genera
i polimeri del peso molecolare desiderato e dispone i loro centri di massa in
un reticolo cubico a facce centrate, evitando sovrapposizioni di legami. Dopo
questa fase occorre effettuare un mescolamento, ossia un ciclo di simulazione
in ensemble NVT ad alte temperature che ha il compito di disordinare il
sistema, finche` non ci sia piu` traccia dell’ordine iniziale. In pratica prima si
cresce il sistema, dopodiche` lo si fonde ad alte temperature. Lo stato finale
del mescolamento e` adesso pronto per poter essere equilibrato.
Equilibratura
La fase di equilibratura equivale a porre il campione mescolato in un bagno
termico della temperatura richiesta e nell’aspettare che il campione raggiunga
l’equilibrio. Dal punto di vista simulativo si effettua un ciclo di simulazione
in ensemble NVT alla temperatura richiesta, di durata indefinita. Per poter
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capire quando interrompere la procedura, occorre determinare qual e` il tempo
di correlazione del sistema, tcorr ossia il tempo necessario al sistema per
poter perdere completamente memoria dello stato iniziale. Per costruzione
tcorr deve essere piu` grande di tutti i tempi tipici del sistema. Il tempo
caratteristico piu` lungo risulta essere il τee, definito come il tempo in cui la






, con Ree(t) il raggio vettore che unisce due estremita` di un polimero,
raggiunge il valore di 0.1. La nostra scelta e` di definire tcorr = 2.5τee. Non
appena e` tracorso tale intervallo di tempo, allora l’equilibratura e` a buon
fine. Per determinare il τee viene condotta un’analisi preliminare del sistema.
Il tempo di correlazione indica anche quale deve essere la durata tipica di
un ciclo di simulazione in fase di presa dati.
Fasi di inizializzazione
Una volta che il sistema e` equilibrato occorre trovare un buono stato iniziale
per la presa dati. Vogliamo che la temperatura sia il piu` vicino possibile a
quella desiderata e che il suo gradiente, ovvero il lavoro del pistone, sia il
piu` piccolo possibile. Questo e` il momento in cui si richede la maggiore accu-
ratezza, poiche´ desideriamo che le fluttuazioni nelle quantita` termodinamiche
siano contenute entro una parte su 104. A tal proposito si eseguono due brevi
cicli, sempre in ensemble NVT:
• Un primo ciclo, chiamato pistone, prende l’ultima configurazione del-
l’equilibratura come stato iniziale e la fa evolvere brevemente. Termi-
nato il ciclo si analizza l’andamento del pistone (di cui NMPOLY puo`
tenere traccia) alla ricerca di una regione in cui le sue fluttuazioni siano
minime. La configurazione corrispondente all’inizio di questa regione e`
l’input del ciclo successivo.
• Un secondo ciclo, detto di temperatura, serve per determinante quale
istante all’interno della regione isolata prima abbia temperatura piu`
prossima al valore desiderato. La configurazione trovata sara` quella
iniziale per la fase successiva, la piu` importante.
La presa dati
In questa fase si passa all’ensemble NVE (microcanonico) e si fa evolvere il sis-
tema interrompendo qualsiasi scambio di informazioni con l’esterno. Questo
30 Simulazioni numeriche di liquidi polimerici
ciclo di simulazione e` quello in cui si effettua la presa dati. Questa fase consta
di tre sottocicli, di diversa frequenza di salvataggio, necessari per poter tener
conto di tutte le scale temporali dinamiche del sistema. Si ha un ciclo lungo
con un passo di salvataggio molto largo la cui durata corrisponde, quando
e` possibile6, al tcorr. Abbiamo quindi un ciclo breve, con una frequenza di
salvataggio e infine un ciclo brevissimo, in cui il passo di salvataggio e` pari
al tempo di integrazione.
LAMMPS
Alcuni stati analizzati in questa sede sono stati generati tramite il software di
simulazione LAMMPS[24][25]. LAMMPS e` un potente simulatore di dinam-
ica molecolare che permette di simulare un’amplissima classe di sistemi, tra
cui quelli di nostro interesse. Il suo punto di forza e` il supporto del calcolo par-
allelo: a differenza di NMPOLY, in cui ogni run puo` essere condotta soltanto
da un’unita` logica del calcolatore, in LAMMPS un run puo` essere paralleliz-
zato su piu` unita` logiche. Grazie a LAMMPS siamo riusciti, come vedremo
piu` avanti, a generare sistemi ad elevato numero di monomeri (N = 51000)
in tempi ragionevoli.
2.7 Il programma di analisi
Il programma di analisi dati riveste e` un elemento indispensabile del presente
lavoro poiche´ permette di estrapolare il valore di una certa grandezza di
interesse dai file di configurazione che compongono una simulazione.
Il programma usato in questo lavoro e` stato scritto dal Dott. Luca Lar-
ini usando il linguaggio C. Per funzionare, deve ricevere in input la cartella
contenente le configurazioni della simulazione oggetto di studio ed un file di
inizializzazione che istruisce il programma su quali funzioni calcolare. L’out-
put e` formato da uno o piu` file di testo che contengono i valori calcolati delle
funzioni richieste. Il programma e` compatibile con i file di configurazione
prodotti da NMPOLY e da altri programmi, ma non con quelli generati da
LAMMPS, per i quali e` stato scritto da terzi un opportuno convertitore di
formato.
Punto di forza del programma e` la sua modularita`. Possiamo scrivere il
codice necessario per costruire una funzione non presente, cioe` una nuova
routine, e semplicemente aggiungerla al codice sorgente. Ogni nuova routine
deve superare una fase di test che consiste nel ricavare il valore di quantita`
6se un sistema ha una dinamica troppo lenta occorre fermarsi prima, altrimenti il tempo
di simulazione risulterebbe eccessivo
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note a priori al fine di verificarne l’esattezza. Allo stato attuale il programma
contiene un gran numero di routines, frutto del lavoro pregresso del grup-
po di ricerca in cui si e` svolta questa Tesi, e risulta tutt’ora in continuo
aggiornamento
Durante questo lavoro di Tesi non solo sono state usate routines gia` es-
istenti, ma dove necessario ne sono state scritte di nuove. Riportiamo tutte
le funzioni che sono state scritte ex novo o migliorate in alcune parti:
• Scrittura della routine per il calcolo della distribuzione delle compo-
nenti del tensore degli sforzi locale (LST);
• Scrittura della il calcolo della correlazione locale delle componenti del
tensore degli sforzi locale (LSC);
• Funzione di correlazione degli spostamenti: scrittura della parte di
codice relativa alla decomposizione in direzioni radiale e trasversa; adat-
tamento per trattare sistemi ad alto numero di monomeri, scrittura di
parti necessarie a verificare effetti di bordo.
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Capitolo 3
Elementi di teoria dell’elasticita`
In questo capitolo si accenna brevemente alla teoria dell’elasticita`, al fine di
ricavare un’equazione del moto per gli spostamenti nel mezzo elastico che
preveda soluzioni propaganti, di cui studieremo il comportamento nei casi
piu` semplici. Gli agromenti di questo capitolo sono tratti principalmente da
[19] e da [26].
Come abbiamo visto quando abbiamo trattato la viscoelasticita`, un liq-
uido polimerico si comporta a tempi brevi come un mezzo elastico. Questo
fatto risulta un ingrediente fondamentale nel modello di Dyre, trattato nel
paragrafo 1.3 ed e` l’ipotesi fondamentale del modello di generazione di onde
elastiche che tratteremo nel Capitolo 6. Per questi motivi una discussione di
alcuni aspetti della teoria dell’elasticita` ci sembra inevitabile.
3.1 Deformazioni e Sforzi
La teoria dell’elasticita` si occupa dello studio della meccanica dei solidi, i
quali sono considerati mezzi continui. Quando si applica una forza su un
corpo solido si osserva una deformazione dello stesso. La deformazione e`
detta elastica se eliminando tutte le forze agenti il corpo assume nuovamente
la sua forma originaria, plastica se invece la forma finale e` diversa da quella
iniziale. Nel seguito, considereremo soltanto il caso di deformazioni elastiche
di corpi isotropi.
Date le coordinate di un punto qualsiasi del corpo prima (x) e dopo (x′)
la deformazione, si definisce l’oggetto fondamentale della teoria, il vettore di
spostamento u(x), come:
u(x) = x′ − x (3.1)
dove x′ = x′(x)
Risulta molto utile il tensore delle deformazioni uij, gia` introdotto nel para-
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grafo 1.5, il quale e` connesso alla variazione della distanza tra due punti vicini

















Poiche´ ci occuperemo sempre di piccoli spostamenti il termine quadrato nella
3.2 verra` trascurato. Una variazione di volume (compressione) del sistema e`
proprizionale alla traccia di uij, mentre le deformazioni di puro taglio sono
date dalle componenti fuori diagonale. Poiche´ ogni deformazione e` decom-












Quando un corpo e` all’equilibrio e non e` soggetto a forze esterne la risul-
tante delle forze agenti su un qualsiasi volume del corpo sia nulla. Se il corpo
invece e` deformato si generano delle forze interne, dette sforzi interni, che
tendono a riportare il corpo alla sua forma originaria. Queste forze derivano
dal fatto che in un corpo deformato le sue particelle costituenti si trovano
a distanze diverse da quelle di equilibrio e sviluppano quindi una forza di
richiamo. Si consideri in un corpo deformato la forza totale F agente su
un suo volumetto interno. Per il principio di azione e reazione ogni forza
che coinvolge elementi interni al volumetto viene compensata, percio` l’unico
contributo alla forza puo` derivare dalle forze agenti sulla superficie. Questo
implica che la forza totale interna e` esprimibile mediante un integrale di su-
perficie di una quantita` tensoriale e per la legge di Gauss dalla divergenza di





La componente ij del tensore degli sforzi e` data dalla componente i-esima
della forza F che agisce su un elemento di superficie normale alla direzione
j-esima. Le componenti diagonali di σij sono collegate a forze normali alla
superficie (come la pressione) mentre quelle fuori diagonale sono date da forze
di taglio, parallele alla superficie. Si puo` dimostrare che il tensore degli sforzi
risulta simmetrico.
In condizioni di equilibrio la risultante totale delle forze agenti su ogni




FExti = 0; (3.5)
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Figura 3.1: Rappresentazioni delle componenti del tensore degli sforzi σij
Come si puo` vedere, gli sforzi interni bilanciano l’eventuale presenza di
forze di volume1.
Adesso cerchiamo una relazione tra tensore degli sforzi e tensore delle
deformazioni. A tal fine, notiamo che e` possibile ricavare una relazione tra





Consideriamo ora l’energia libera di un corpo solido all’equilibrio e ipotizzi-
amo che esista un suo sviluppo in potenze di uij. Poiche´ siamo all’equilibrio,
il termine lineare dello sviluppo, che per la 3.6 e` pari a σij, e` nullo. La forma
piu` generale per lo sviluppo di F fino al secondo ordine risulta





dove compare sia il quadrato della traccia di uij, sia il quadrato della som-
ma di tutte le sue componenti. I parametri λ e µ sono i coefficienti di Lame`:
µ e` equivalente al modulo di taglio G, mentre λ e` legato alla compressibilita`
K secondo la relazione K = λ+ 2µ
3
. Ci riferiremo a K,G chiamandoli moduli
elastici. I moduli elastici devono essere definiti positivi per garantire la sta-













1una forza di volume e` una forza che si esercita direttamente sul volume considerato.
Un esempio e` la forza peso
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Figura 3.2: Grafico dello sforzo (σ) in funzione della deformazione percentuale()
per un materiale fragile (curva A), un materiale elastico (curva B) ed un mate-
riale gommoso (curva C). Le curve si interrompono nel momento in cui il mate-
riale si frattura. Si noti che per piccole deformazioni tutte le curve esibiscono un
comportamento lineare
A questo punto, possiamo applicare la 3.6 e otteniamo finalmente l’espres-
sione del tensore degli sforzi in termini del tensore delle deformazioni:







Questa equazione ci dice che, nel caso di piccole deformazioni, esiste una
relazione lineare tra deformazioni e sforzi le cui costanti di proporzionalita`
sono date dai moduli elastici. Difatti, nello studio sperimentale delle proprieta`
elastiche dei corpi, risulta molto utile il grafico deformazione-sforzo, di cui
riportiamo un esempio in figura 3.2, dal quale si possono dedurre i moduli
elastici.
3.2 Onde elastiche
L’equazione dinamica che descrive il mezzo elastico e` la 3.5. Se all’interno
del mezzo ci sono dei movimenti ed e` presente una distribuzione di forze
f(x, t), che chiamaremo termine di sorgente, occorre aggiungere un termine
di accelerazione alla 3.5, che diviene:
ρu¨i = f + (λ+ 2µ)∇ (∇ · u)− µ∇∧ (∇∧ u) (3.10)
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in cui abbiamo usato la 3.9 e i coefficienti di Lame`. Vogliamo studiare la
soluzione2di questa equazione nel caso di una sorgente costituita da una sin-
gola forza, posta nell’origine e orientata lungo un asse (prendiamo qua l’asse
z):
fi(x, t) = δ
3(x)δizX0(t) (3.11)
. Per procedere occorre utilizzare il teorema di Lame`, che prevede la decom-
posizione di u in una parte irrotazionale e una solenoidale:
u = ∇φ+∇∧ ~ψ (3.12)









In cui Φ,Ψ derivano dalla decomposizione del termine di sorgente in una
parte solenoidale e una irrotazionale3, mentre le velocita` α.β sono funzione









Come vedremo, α e` la velocita` dell’onda longitudinale mentre β e` la velocita`
di quella trasversa. Poiche´ i coefficienti di Lame` sono definiti positivi, α sara`
sempre maggiore di β. La soluzione dell’equazione 3.10 nel caso di singola













































Lo spostamento risultante e` composto da tre componenti distinte, che mostra-
no proprieta` diverse.
2Una discussione estensiva delle onde elastiche si trova in [26]
3Si puo` dimostrare che questa decomposizione esiste sempre
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Figura 3.3: Esempio di onda di tipo p (in alto) e onda di tipo s (in basso). L’onda
p e` di natura compressiva, longitudinale, mentre l’onda s e` trasversa, o di taglio.
• Componente di campo lontano in onda p:
e´ il pezzo 3.18. Descrive un impulso, la cui ampiezza e` proprzionale
alla storia temporale della sorgente, che si propaga nello spazio a ve-
locita` α, polarizzato longitudinalmente. L’ampiezza decresce in modo
inversamente proporzionale rispetto alla distanza dalla sorgente.
• Componente di campo lontano in onda s:
e` la parte 3.19. Analoga alla precedente, stavolta l’impulso si propaga
con velocita` β, quindi risulta piu` lento dell’onda p, mentre la sua po-
larizzazione e` trasversa. Anche in questo termine l’ampiezza decresce
con l’inverso della distanza dalla sorgente.
• Componente di campo vicino:
rappresentato dal termine in 3.17, e` il termine piu` interessante. La sua
ampiezza decresce piu` rapidamente rispetto alle onde sferiche, risultan-
to inversamente proporzionale al quadrato della distanza, e per questo
e` il contributo dominante vicino alla sorgente. Non decomponibile in





. La dipendenza dell’ampiezza dell’impulso con il tempo e` una
funzione a rampa.
Riassumendo, abbiamo trovato una soluzione per il campo degli sposta-
menti generato da una sorgente puntiforme posta nell’origine. L’aspetto piu`
interessante e` la presenza di un termine di campo vicino che contiene sia parti
di onda s che parti di onda p, in pratica mescolando le due. Questa soluzione,
in particolare proprio il termine di campo vicino, e` alla base del modello che
3.2 Onde elastiche 39
introdurremo nel capitolo 6, in cui cerchiamo di fornire un’interpretazione
teorica del comportamento della funzione di correlazione degli spostamenti
valutata a tempi diversi.
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Capitolo 4
Studio del campo locale degli
spostamenti
In questo capitolo si vuole studiare la dinamica molecolare a tempi brevi per
indagare le proprieta` elastiche locali dei liquidi polimerici. Ci occuperemo ap-
profonditamente della funzione di correlazione in direzione degli spostamen-
ti. In primo luogo ne verranno analizzati gli aspetti stazionari, dettagliando
come i parametri del sistema influenzano le correlazioni osservate. In secondo
luogo dirigeremo il nostro interesse sulla funzione di correlazione degli sposta-
menti valutata a tempi diversi, studiando l’evoluzione delle correlazioni nel
tempo. Per fare cio` introdurremo le funzioni di correlazione per le singole
componenti degli spostamenti. di questo capitolo e` stata implementata da
un opportuno codice di analisi scritto appositamente. La definizione della
funzione di correlazione in direzione degli spostamenti e` stata presa da [27],
dove si trova un primo studio della funzione di correlazione in direzione degli
spostamenti.
Il contenuto di questo capitolo e` da considerarsi lavoro originale.
4.1 Funzione di correlazione degli spostamen-
ti
4.1.1 Aspetti generali
Se si vogliono studiare le proprieta` elastiche su scala locale di un liquido
polimerico, un approccio palusibile puo` essere quello di prendere in esame egli
spostamenti ui(t) dei monomeri. Tali spostamenti si valutano nel seguente
modo. Considerato un istante iniziale t0 e una certa particella i si registra
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la sua coordinata ri(t0). Andiamo poi a prendere la coordinata all’istante
t+ ∆t; lo spostamento sara` dato dalla differenza delle due coordinate:
δui(t0,∆t) = ri(t0 + ∆t)− ri(t0) (4.1)
L’aspetto su cui ci dirigeremo la nostra attenzione e` la ricerca di corre-
lazioni spaziali nel sistema. A tal fine definiamo la funzione di correlazione
in direzione degli spostamenti C~u(r; ∆t; t0, t1)
1, che indicheremo brevemente
con la sigla DDC2:










δuˆj (t1,∆t) δ (r − |rij (t0) |)
(4.2)
La Cu(r, t) e` implementata dal programma Motioncorrelation.h. Il pro-
gramma funziona fissando un istante t0 e prendendo un monomero di riferi-
mento, di cui stima lo spostamento nell’intervallo ∆t e si costruisce il versore
associato alla sua direzione. All’istante t1 sono stimati gli spostamenti di tut-
ti gli altri monomeri, dopodiche` se ne costruiscono i versori associati e quindi
se ne fa il prodotto scalare con il primo versore.
Il raggio r e` discretizzato in un opportuno numero K intervalli equis-
paziati ∆r. Il programma tiene conto della distribuzione radiale di coppia(
equazione 1.4 all’istante t0 grazie al fattore di normalizzazione Ng (r, t0), di
modo che la correlazione proveniente da regioni piu` dense non sia sovrasti-
mata:





δ (r − rij) (4.3)
La Ng (ri, t0) si ottiene contando tutti i monomeri che si trovano nella
corona sferica di raggio ri e spessore ∆r centrata monomero di riferimento.
L’implementazione delle condizioni periodiche e` tale da restringere il con-
teggio ai soli monomeri che si trovano entro una scatola di simulazione cen-





3. Tale valore infatti coincide con la massima semidiagonale
della scatola di simulazione. Come si puo` apprezzare in figura 4.1, a distanze
superiori al semilato L
2
il numero di conteggi tende a decrescere poiche´ si con-
siderano porzioni minori di corona sferica. Come conseguenza, per monomeri
che si trovano oltre L
2
e` presente meno statistica, percio` il segnale risultera` piu`




1Nel grafici e nel seguito si abbrevia questa notazione con Cu(r, t), con t = t1 − t0
2Displacement-Displacement Correlation






Figura 4.1: Rappresentazione schematica del conteggio dei monomeri da parte
del programma. Il monomero C, all’interno dell’intersezione tra cubo di simu-
lazione(centrato in A) e della corona sferica, viene conteggiata mentre il monomero
B e` esclusa dal conteggio. Difatti tutti i monomeri che stanno fuori dal cubo di
simulazione sono rimpiazzate da loro immagini che stanno all’interno.
Con riferimento alla 4.2, possiamo impostare i tempi t0 e t1 e possiamo
regolare l’ampiezza degli spostamenti ∆t. La scelta di t0 non e` importante
perche´, trattando soltanto sistemi all’equilibrio, ogni processo all’interno del
sistema e` stazionario.
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Figura 4.2: Cu(r, t) misurata per t = t
∗ = 1 su un sistema (N,M, T, ρ, p − q) =
(2001, 3, 0.7, 1.086, 6 − 12). La linea tratteggiata e` la G(r) del medesimo stato, le
cui oscillazioni sono in fase con quelle della Cu(r, t). La linea verticale tratteggiata
indica il semilato della scatola di simulazione L/2.
Inserto: Dettaglio in scala logaritmica della regione in cui la Cu(r, t) e` positiva.
Evidente il decadimento esponenziale dei picchi. La linea nera e` una guida per gli
occhi.
In figura 4.2 troviamo un esempio della Cu(r, t), dalla quale possiamo
evidenziare le proprieta` piu` importanti. la funzione analizzata presenta un
andamento oscillante in fase con la funzione di distribuzione radiale di cop-
pia. Come e` lecito aspettarsi, laddove i monomeri sono piu` impacchettate
ci si aspetta maggiore correlazione. IN particolare, questo comportamento e`
una traccia della natura collettiva della dinamica di gabbia: un insieme di
monomeri che concorre a bloccarne un’altra non puo` avere una distribuzione
di spostamenti arbitraria. Il primo picco presenta un massimo in corrispon-
denza del valore della lunghezza media di legame r = 0.97. dovuto al fatto
che quando si considerano due monomeri consecutivi della stessa catena il
loro moto e` necessariamente correlato a causa del legame. L’ampiezza dei
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picchi presenta un decadimento approssimativamente esponenziale, come e`
stato evidenziato nell’inserto di figura 4.2).
Per r ∼ 4.5 la correlazione diventa negativa. Discuteremo in seguito di
questa anticorrelazione, quando tratteremo gli effetti di size-scaling.
4.1.2 Analisi sistematica
Per poter caratterizzare la Cu(r, t) abbiamo effetuato le analisi su vari stati,
per determinare l’andamento al variare dei parametri che caratterizzano gli
stati. In particolare abbiamo agito variando singolarmente la temperatura,
la densita` e i parametri del potenziale.
La scelta del tempo di campionamento coi condurre le analisi e` cruciale
perche´ definisce a quale scala temporale si vuole osservando il sistema. Nei
sistemi in esame esistono, come gia` accennato, due scale temporali caratter-
istiche: il tempo di intrappolamento t∗ e il tempo di rilassamento τα. Il primo
e` lo stesso per tutti gli stati ed abbiamo posto t∗ = 1. Ricordiamo che t∗
indica il tempo a cui si instaura il regime di gabbia. Per quanto riguarda
τα, questo puo` variare molto da sistema a sistema, ma indica comunque il
tempo al quale le gabbie si sono rilassate, permettendo un regime diffusivo.
Per quanto detto risulta naturale scegliere questi due tempi come tempo di
campionamento.
Nel seguito esponiamo sistematicamente i risultati delle analisi condotte
su vari stati. Ricordiamo di nuovo che tutte le quantita` fisiche che compaiono
in questa tesi sono espresse in unita` ridotte, di cui abbiamo gia` discusso nel
paragrafo 2.1.
4.1.3 Effetti della variazione di temperatura
Per capire come la temperatura possa influenzare la Cu(r, t) si sono analizzati
gi stati riportati in tabella 4.1. I risultati delle analisi sono riportati in figura
4.3. - La correlazione degli spostamenti per t∗ risulta lievemente superiore
rispetto a quella per t = τα e la struttura a gusci risulta piu` marcata. Il
fenomeno e` evidente se si osserva il primo picco della Cu(r, t). Mentre per
t∗ tutti gli stati si comportano allo stesso modo, al tempo di rilassamento
osserva che, ad eccezione dei due stati piu` caldi, tutti gli stati presentano
una correlazione minore. Difatti, per t = t∗ si e` appena instaurato il regime
di gabbia, il che pone dei vincoli sugli spostamenti relativi risultando in una
maggiore correlazione. D’altra parte per t = τα le gabbie si stanno rilassando,
per cui i moti dei monomeri risultano piu` liberi, diminuendo la correlazione
degli spostamenti. Notiamo che i due stati piu` freddi, T = 0.7 e T = 0.6,
presentano una correlazione ancora minore. Questa e` probablmente dovuta
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al fatto che se il tempo di rilassamento di un sistema e` molto alto si possono
presentare fenomeni di eterogeneita` dinamica, ossia all’interno dello stesso
sistema sono presenti regioni a dinamica piu` veloce e regioni a dinamica piu`
lenta. Quando questo accade, e` evidente che gli spostamenti dei monomeri
risulteranno meno correlati tra loro, specie se appartengono a due regioni
eterogenee. Per quanto riguarda gli stati piu` caldi, T = 0.9 e T = 1, il τα e`
molto vicino al t∗, per cui non ci si aspetta un comportamento diverso nei
due casi considerati.
N M ρ p− q T τα
2001 3 1.086 6− 12 0.58 17.760
2001 3 1.086 6− 12 0.6 3558
2001 3 1.086 6− 12 0.63 654
2001 3 1.086 6− 12 0.7 65
2001 3 1.086 6− 12 0.8 13
2001 3 1.086 6− 12 0.9 5
2001 3 1.086 6− 12 1.0 3
Tabella 4.1: Insieme degli stati analizzati in figura 4.3.
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Figura 4.3: Cu(r, t) calcolata per t = t
∗ (sinistra) e per t = τα (destra) per gli stati
riportati in tabella 4.1.
4.1.4 Effetti della variazione di densita`
Per quanto riguarda l’effetto della densita` del liquido polimerico sulle cor-
relazioni degli spostamenti, sono stati analizzati gli stati riportati in tabella
4.2. Si osservi che il tempo di rilassamento e` maggiore per stati piu` densi.
N M ρ p− q T τα
2001 3 1.033 6− 12 0.7 4
2001 3 1.040 6− 12 0.7 5
2001 3 1.056 6− 12 0.7 10
2001 3 1.071 6− 12 0.7 22
2001 3 1.086 6− 12 0.7 65
2001 3 1.100 6− 12 0.7 250
Tabella 4.2: insieme degli stati analizzati in 4.4
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Figura 4.4: Funzione di correlazione degli spostamenti calcolata per gli stati relativi
alla tabella 4.2, per t = t∗ (sinistra) e e t = τα (destra).
Occorre precisare che il lato della scatola di simulazione e` funzione della







percio` simulazioni a densita` diverse hanno lunghezza del lato della scatola di
simulazione differente. Per comodita` abbiamo scelto nei grafici come valore
limite di r il semilato della scatola piu` piccola che, in questo caso, vale 6.10
unita` ridotte. I risultati sono riportati in figura 4.4.
Questa volta notiamo che le variazioni in densita` non hanno effetti ril-
evanti nelle correlazioni misurate al tempo di rilassamento. Osservando il
riquadro in basso della figura 4.4 notiamo che le curve sono coincidenti per
tutti gli stati presi in esame. Si tenga presente pero` che il range dei tempi
di rilassamento degli stati analizzati in questo paragrafo e` minore di quello
negli altri casi.
La situazione e` ben diversa se consideriamo che cosa succede per t∗. Si
osserva che stati a densita` piu` bassa presentano correlazione minore. Come
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e` stato gia` discusso analizzando la variazione della Cu(r, t) rispetto alla tem-
peratura, per quegli stati in cui il tempo di rilassamento e` paragonabile al
tempo di intrappolamento la correlazione in spostamenti non e` molto diversa
ai due tempi considerati.
4.1.5 Effetti della variazione di potenziale
Stavolta le analisi della funzione di correlazione degli spostamenti e` stata
condotta variando i parametri p − q del potenziale intermolecolare tenendo
fissi gli alri parametri. Gli stati analizzati sono in tabella 4.3.
N M ρ p− q T τα
2001 3 1.086 6− 7 0.6 1.5
2001 3 1.086 6− 8 0.6 3
2001 3 1.086 6− 9 0.6 6
2001 3 1.086 6− 10 0.6 26
2001 3 1.086 6− 11 0.6 148
2001 3 1.086 6− 12 0.6 3558
2001 3 1.086 6− 13 0.6 39000
Tabella 4.3: insieme degli stati analizzati in figura 4.5
Alterare i parametri del potenziale fa variare in modo molto significativo il
tempo di rilassamento. Difatti cambiare i parametri p−q significa alterare la
parte attrattiva e repulsiva del potenziale: seguendo la notazione introdotta
nella sezione 2.1, i monomeri morbidi riescono a muoversi piu` liberamente
dei monomeri duri e l’effetto di gabbia che inducono e` di conseguenza poco
persistente.
Tornando all’argomento principale, si osserva che la variazione del poten-
ziale produce gli effetti piu` significativi sulle Cu(r, t), i quali risultano partico-
larmente evidenti per quelle valutate al tempo di intrappolamento: gli stati
con parte attrattiva del potenziale piu` debole presentano una correlazione
globalmente minore, pur mantenendo la stessa struttura. Per quanto riguar-
da le Cu(r, t) campionate al tempo di rilassamento, vale quanto detto nelle
sezioni precedenti.
Riepilogo
Possiamo affermare che a parita` di potenziale le funzioni di correlazione degli
spostamenti non sembrano dipendere molto dal tempo di campionamento. Il
comportamento per t = t∗ e` sostanzialmente lo stesso per tutti gli stati
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Figura 4.5: Cu(r, t) per gli stati relativi alla tabella 4.3, calcolate per t = t
∗
(sinistra) e t = τα (destra)
analizzati, mentre si possono apprezzare delle differenze per t = τα. Quan-
do si modifica il potenziale, invece, si inluenzano le interazioni binarie tra
monomeri, quindi il modo in cui le i monomeri si scambiano impulso e di-
rezione. Per questo la funzione di correlazione degli spostamenti risulta piu`
sensibile a questa quantita`. A livello generale, si riscontra la persistenza di
correlazione per distanze oltre il guscio di primi vicini in tutti i casi analiz-
zati. Se e` lecito aspettarsi correlazione entro un raggio molecolare, dovuta ai
legami, il fatto di trovarne anche a grandi distanze implica la natura estesa
di questa quantita`.
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4.2 La decomposizione in coordinate sferiche
locali
In vista di poter ottenere una caratterizzazione migliore del campo degli
spostamenti e` stata adattata la routine gia` esistente in modo che decom-
ponesse gli spostamenti in un’opportuna terna di versori locali ortogonali tra
loro e valutasse la correlazione degli spostamenti singolarmente su ogni com-
ponente. Si e` scelto di utilizzare coordinate sferiche locali r, θ, φ perche´ questa
scelta permette di distinguere moti longitudinali e moti trasversi rispetto alla








Figura 4.6: Coordinate sferiche relative alla coppia di monomeri AB.
Le coordinate sferiche vengono ricostruite per ogni coppia di monomeri
analizzati a partire dal vettore che congiunge i loro centri. In questo sistema
una correlazione degli spostamenti nella componente radiale r significa cor-
relazione longitudinale. La correlazione nelle componenti θ, φ invece significa
che c’e` correlazione nei moti trasversi dei due monomeri. La validita` di sud-
detta decomposizione e` stata provata direttamente verificando l’ortogonalita`
dei versori costruiti e ricostruendo a partire da questi ultimi gli spostamenti
originari.
In figura 4.7 riportiamo il confronto tra la Cu(r, t) e la stessa calcolata
valutando componente per componente, tutte valutate al tempo t∗.
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Figura 4.7: Cu(r, t) per lo stato (N,M, ρ, t, p − q) = (2001, 3, 0.63, 1.086, 6 − 12
calcolata a t∗. Si cofronta la correlazione valutata sulle singole componenti (linee






La componente radiale presenta la maggior correlazione in direzione e
risente molto della distribuzione radiale di coppia dei monomeri, la G(r), di
cui possiamo riconoscere chiaramente l’andamento oscillante fino al quinto
guscio. Le componenti trasverse invece risultano in una correlazione piu` de-
bole e oltre il secondo guscio non sono piu` sensibili alla struttura locale del
liquido. Notiamo che entro il semilato del cubo di simulazione la componente
radiale non presenta anticorrelazione, a differenza delle componenti trasverse
che anticorrelano a distanze minori.
Come ulteriore verifica si e` andati a cercare l’eventuale presenza di cor-
relazioni incrociate. Il risultato dell’analisi e` riportato in figura 4.8. Non e`
stato individuato alcun effetto di correlazioni incrociate.
L’importanza del decomporre gli spostamenti in componenti longitudinali
e trasverse risultera` cruciale in seguito, quando ci occuperemo dell’evoluzione
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Figura 4.8: Confronto tra la correlazione in direzione delle componenti ρ − ρ
(diretta) e tutti i possibili termini incrociati per il sistema(N,M, ρ, t, p − q) =
(2001, 3, 0.7, 1.086, 6−12. Il grafico e` stato limitato a L/2. Rispetto alla correlazione
diretta i contributi di quelle incrociate sono del tutto trascurabili.
temporale della Cu(r, t).
4.3 Valutazione degli effetti di bordo
Nella sezione precedente si e` determinato che le correlazioni spaziali negli
spostamenti risultano estese ben oltre il guscio dei primi vicini ma anzi
riguardano la totalita` della scatola di simulazione, presentando persino an-
ticorrelazione in prossimita` dei bordi. Nell’ottica di una caratterizzazione
completa delle correlazioni degli spostamenti, e` cruciale determinare quanto
la presenza di condizioni periodiche al bordo possa alterare le correlazioni
spaziali. Questa analisi e` condotta nella presente Tesi per la prima volta.
Gli effetti di bordo sono stati stimati paragonando gli stati, riportati in
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tabella 4.4, in cui a parita` di tutti i parametri si varia il numero totale di
monomeri.
N M ρ p− q T τα LBOX
2001 3 1.086 6− 12 0.7 65.4 12.26
27000 3 1.086 6− 12 0.7 65.4 29.18
51000 3 1.086 6− 12 0.7 65.4 36.07
Tabella 4.4: insieme degli stati analizzati in questa sezione. Oltre alle usuali
quantita` si riporta anche la misura del lato della scatola di simulazione.
Mentre gli stati con N = 2001 sono stati ottenuti attraverso NMPOLY3
gli altri sono stati ottenuti utilizzando il programma di simulazione LAMMPS.
Sono state prodotte due run per lo stato N = 27000 e una per lo stato
N = 51000. Questo non comporta una perdita di statistica grazie all’elevato
numero di monomeri da considerare. Poiche´ si mantiene costante la densita`,
aumentare il numero di monomeri equivale ad aumentare la misura del lato
della scatola di simulazione.
Per determinare eventuali differenze dinamiche tra gli stati della tabella
4.4, sono state confrontate le curve dello spostamento quadratico medio e
della funzione intermedia di scattering incoerente4, riportate in figura 4.9. Le
curve risultano coincidenti percio` se ne conclude che aumentare il numero di
monomeri (e quindi la grandezza) del sistema non influenza in alcun modo
la dinamica del sistema.
Per quanto riguarda la Cu(r, t), le condizioni periodiche al bordo giocano
un ruolo importante nella costruzione della funzione, come e` stato fatto no-
tare nella sezione 4.1.1, in particolare riguardo la figura 4.1. Studiando il
comportamento della Cu(r, t) decomposta nelle sue componenti gli stati con-
siderati, riportato nella figura 4.10, vediamo come gli effetti di size-scaling
siano determinanti. Fermo restando che sono valide le considerazioni gia` fat-
te riguardo la decomposizione in componenti della correlazione in direzione,
ossia che le componenti trasverse presentano delle correlazioni meno estese,
notiamo che nella scatola piu` piccola la Cu(r, t) risulta chiaramente depressa
a partire dal secondo picco in poi. L’estensione spaziale delle correlazioni in
direzione degli spostamenti risulta quindi sottostimata nei sistemi piu` piccoli.
E` nettamente diverso anche il comportamento a grandi distanze, in quanto al
crescere del size della scatola corrisponde un decadimento di correlazione piu`
debole. Nonostante questo, il comportamento generale della funzone di cor-
3Si veda il capitolo 2
4Queste quantita` sono state definite in sezione 1.2.
























Figura 4.9: Funzione intermedia di scattering(alto) e spostamento quadratico
medio (basso) per gli stati della tabella 4.4. Variare il numero di monomeri non
cambia ne´ le proprieta` dinamiche ne´ il tempo di rilassamento. Ricordiamo che il
τα si puo` stimare come il momento in cui la ISF assume il valore e
−1, riportato
nella relativa figura dalla linea tratteggiata.
relazione risulta lo stesso nei casi analizzati, il che ci permette di considerare
comunque validi i risultati riportati nelle sezioni precedenti.
Riassumendo, si e` determinata l’importanza degli effetti di bordo nello
studio della funzione di correlazione degli spostamenti.
Il fatto piu` rilevante e` che le correlazioni sono spazialmente estese a grandi
distanze ma, a causa della presenza di condizioni periodiche al bordo, si ha
una soppressione artificiale in prossimita` dei lati della scatola di simulazione.
In seguito vedremo che la grande estensione spaziale giochera` un ruolo deter-
minante nell’evoluzione temporale delle correlazioni, dove si trovera` un’altra
importante conseguenza delle condizioni periodiche al bordo.
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4.3.1 Considerazioni tecniche su sistemi a grande nu-
mero di monomeri
Prima di proseguire nell’esposizione, occorre discutere di alcuni aspetti tec-
nici riguardo la simulazione numerica e l’analisi dei dati per i sitemi a grande
numero di monomeri. Uno stato con N = 51000 presenta grandi difficolta`, so-
prattutto in sede di analisi. Questi sistemi sono ottenuti con LAMMPS sfrut-
tando la sua capacita` di parallelizzare il calcolo5. Il numero di run disponibili
e` necessariamente limitato dal tempo di simulazione e` dalla disponibilita` di
memoria, tuttavia abbiamo gia` notato che su grandi sistemi le esigenze statis-
tiche sono soddisfatte anche con un singolo run grazie all’elevato numero di
monomeri da considerare.
L’analisi di una quantita` che coinvolge piu` di un monomero alla volta,
come la Cu(r, t; ∆t), e` implementata attraverso una doppia sommatoria su
tutti i monomeri e attraverso opportune strutture di dati che registrino tutte
le informazioni necessarie quali posizione e velocita` di tutti i monomeri a un
dato istante. Questo significa che su grandi sistemi il programma di analisi
risulta fortemente rallentato poiche´ il numero di operazioni che viene richiesto
nel caso di doppia sommatoria e` proporzionale a N2. Inoltre possono presen-
tarsi anche problemi di allocazione di memoria quando la memoria del sistema
e` insufficiente a caricare tutte le strutture dati, la cui dimensione scala al-
meno come N6. In tal caso il programma di analisi non puo` funzionare. Per
risolvere il problema tutte le routines analisi sono state riscritte cercando
di minimizzare la memoria richiesta. Questa procedura ha pero` l’effetto di
aumentare i tempi di analisi.
In questo modo siamo stati in grado di effettuare le analisi della Cu(r, t)
sui sistemi a N = 51000. Una singola curva, come quelle della figura 4.9,
e` prodotta in circa 70 minuti sui calcolatori utilizzati, mentre le curve per
N = 2001 si ottengono, sulle stesse macchine, in 6 secondi circa. Per alcune
routines particolarmente sofisticate, quale quelle relative agli sforzi che incon-
treremo nel capitolo 5, non si e` riusciti a compiere tale adattamento, percio`
in tal caso non sara` possibile valutare gli effetti di bordo.
5Piu` precisamente, lo stesso sistema e` stato assegnato ai 6 processori disponibili.
6Puo` scalare maggiormente, dipende dalla complessita` della struttura da costruire
































Figura 4.10: Cu(r, τα) per le singole componenti ρ, θ, φ per gli stati in tabella 4.4.
Le linee tratteggiate corrispondono ai diversi valori di L/2. Le ordinate sono in
scala logaritmica. E` evidente che l’estensione spaziale delle correlazioni aumenta
all’aumentare della grandezza del sistema.
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4.4 Evoluzione temporale della correlazione
in direzione degli spostamenti
Finora abbiamo sempre considerato la funzione di correlazione in direzione
degli spostamenti allo stesso tempo, ovvero abbiamo confrontato sempre
spostamenti di monomeri distinti campionati contemporaneamente. L’obi-
ettivo di questa sezione e` determinare il comportamento della funzione di
correlazione nel caso in cui si valutino gli spostamenti ad istanti diversi. Con
questa tecnica si vuole investigare l’estensione temporale delle correlazioni in
direzione e la loro dinamica a tempi brevi.
Richiamando la definizione 4.2, si mantiene invariato il tempo di cam-
pionamento ∆t e si pone t = t0 + τ , di modo da calcolare Cu(r,∆t, t0, t)
al variare di τ . Rispetto alla sezione precedente si campiona lo spostamento
del monomero a di riferimento al tempo inziale, mentre gli spostamenti degli
altri monomeri sono campionati dopo un tempo τ . Tutti i valori di τ con-
siderati sono equispaziati di un ∆τ pari a 10 volte il passo di integrazione
della simulazione. La scelta di questo valore permette di ottenere una buona
risoluzione temporale senza dover manipolare un numero eccessivo di file7.
In figura 4.11 si mostra il risultato della tecnica di analisi appena esposta.
Dall’analisi della figura deduciamo che:
• Le correlazioni in direzione non si propagano soltanto nello spazio, ma
anche nel tempo. Sono presenti onde di spostamento.
• Le onde si propagano con due velocita` ben distinte. Effettuando grafi-
camente una stima, si ottiene per l’onda piu` veloce e quella piu` lenta
rispettivamente α ∼ 10 e β ∼ 5 unita` ridotte.
• Sembra emergere una certa periodicita` temporale, come se le onde
percorressero piu` volte la scatola di simulazione.
Nelle prossime sezioni discuteremo nel dettaglio le osservazioni appena
fatte. Per prima cosa discuteremo aspetti di carattere generale quali l’in-
fluenza del tempo di campionamento, gli effetti delle condizioni periodiche
al bordo. In seguito considereremo, parimenti a quanto fatto nella sezione
4.2, le correlazioni delle singole componenti degli spostamenti. Infine presen-
tiamo i risultati ottenuti su vari sistemi al variare di densita` e temperatura e
si discute il caso particolare di sistemi che presentano un impacchettamento
ordinato dei monomeri.
7Difatti, mentre l’analisi della Cu(r, t) a τ fissata viene completata in 8 secondi nei
sistemi con N = 2001, sistemi con N = 51000 la stessa analisi richiede circa 70 minuti.
Da qui la necessita` di contenere il numero di file prodotti
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Figura 4.11: evoluzione temporale della Cu(r, t; ∆t). Si noti che la distanza minima
riportata e` tale da escludere la regione in cui la correlazione e` identicamente nulla.
A partire dalla quarta shell si possono osservare due segnali con velocita` distinte. Si
noti che la scala delle correlazioni e` stata fortemente amplificata rispetto alle figure
della sezione 4.1. Lo stato riportato e` (N,M, ρ, T, p− q) = (2001, 3, 1.086, 0.8, 6−
12). Il tempo di campionamento e` ∆t = 0.3.
4.4.1 Tempo di campionamento
Variare il tempo di campionamento ∆t degli spostamenti ha importanti con-
seguenze sulla forma delle correlazioni in direzione degli spostamenti. Come
si apprezza in figura 4.12, si ha che aumentando il tempo di campionamen-
to si ottengono correlazioni piu` intense ma al contempo si perde risoluzione
spaziale. Difatti, mentre per ∆t = 0.15 si distingue chiaramente la strut-
tura locale a gusci, per ∆t piu` grandi la struttura risulta piu` confusa, fino a
sparire del tutto. Inoltre, non si puo` fare a meno di notare come per le analisi
a grande tempo di campionamento non si possa discernere la presenza di due
velocita` di propagazione diverse. In ogni caso si scopre che la propagazione
temporale delle correlazioni e` un fenomeno che non dipende dalla scelta del
∆t.
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Figura 4.12: Cu(r, t; ∆t) confrontata a vari tempi di campionamento. Lo stato e`
lo stesso considerato in figura 4.11. L’estensione temporale di ogni figura, omessa
per ragioni di chiarezza, e` pari a 2 unita` ridotte. All’aumentare di ∆t il segnale
osservato diventa piu` forte a scapito di una perdita di risoluzione.
4.4.2 Effetti di bordo
Abbiamo gia` discusso degli effetti delle condizioni periodiche al bordo nella
sezione 4.3. Ritorniamo qui sull’argomento perche´ la tecnica di analisi in-
trodotta permette di fornire un’interpretazione in termini di propagazione di
segnale. Il tempo di campionamento piu` conveniente qua e` ∆t = 1, poiche´
si vuole evidenziare non tanto i dettagli su piccola scala della Cu(r, t; ∆t)
quanto il suo comportamento complessivo a grandi distanze.
Il riquadro di sinistra della figura 4.11 riporta la Cu(r, t; ∆t) per lo sta-
to (N,M, ρ, T, p − q) = (2001, 3, 1.086, 0.8, 6 − 12), seguita nel tempo fino
a 6 unita` ridotte. Si osserva che per ogni r fissato si ha una modulazione
temporale: correlazione e anticorrelazione si alternano nel tempo.
Nel riquadro di destra della stessa figura si ha l’andamento della corre-
lazione degli spostamenti per lo stato equivalente ma con N = 51000. In
questo caso, oltre alla propagazione iniziale, non si apprezza alcuna modu-
lazione temporale, almeno nella regione riportata che coincide con la massima
estensione calcolabile del caso N = 2001.
E` gia` stato appurato che in sistemi piccoli queste sopprimono le cor-
relazioni degli spostamenti a grandi distanze. Inoltre si e` determinato che
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Figura 4.13: confronto della Cu(r, t; ∆t) tra il sistema di figura 4.11, per il quale
N = 2001(sinistra) e il suo equivalente con N = 51000, ristretto all’estensione
spaziale del primo(destra). Le oscillazioni di correlazione che si osservano per N =
2001 sono assenti per N = 51000
le correlazioni si propagano nel tempo. Se un sistema e` troppo piccolo, le
correlazioni che si propagano a partire dai sistemi immagine possono en-
trare nel sistema reale e interferire con la sua correlazione, generando cos`ı il
pattern osservato. Aumentando le dimensioni del sistema gli effetti di bor-
do diminuiscono e di conseguenza le interferenze tra correlazioni sono meno
tangibili (riquadro di destra della figura 4.13) ma sono comunque presenti
(figura 4.14 e didascalia), per quanto si presentino per tempi e distanze piu`
grandi rispetto a sistemi piu` piccoli. In definitiva, il comportamento periodico
che era stato inzialmente osservato nella Cu(r, t; ∆t) risulta essere un effetto
spurio, dovuto all’artificio di simulazione di introdurre condizioni periodiche
al bordo. D’altra parte non se ne puo` fare a meno per sistemi simulati in
ensemble NVT o NVE8
8Difatti, le condizioni periodiche al bordo garantiscono che si conservi il numero di
monomeri a volume fissato, e quindi la densita`.
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Quanto detto ci permette anche di poter determinare, al variare delle
dimensioni di un sistema, per quanto tempo si puo` seguire l’evoluzione della
funzione di correlazione in direzione degli spostamenti senza incontrare effetti
spurii: Per il caso N = 2001 si ha che il tempo limite e` pari a circa 2 unita`
ridotte, corrispondenti, per r = 1, alla ricomparsa di correlazione positiva;
per N = 51000 si puo` considerare un tempo limite di 6 unita` ridotte.
Dal punto di vista spaziale, restano valide le considerazioni della Sezione
4.1, ovvero che, indipendentemente dalle dimensioni del sistema, non si con-
siderino affidabili le correlazioni calcolate per r > L/2.
Figura 4.14: Cu(r, t; ∆t) per il sistema (N,M, ρ, T, p−q) = (51000, 3, 1.086, 0.8, 6−
12), riportata integralmente. Per questo sistema L/2 = 18.03. Qua l’effetto delle
condizioni periodiche al bordo e` rilevante per scale spaziali e temporali maggiori
che nel caso N = 2001. La propagazione della correlazione diventa trascurabile per
r > 15. In questo caso quindi il segnale osservato decade spontaneamente e non a
causa delle condizioni periodiche al bordo.
4.4.3 Modi longitudinali e modi trasversi
La tecnica gia` descritta puo` essere applicata alle singole componenti degli
spostamenti, utilizzando la decomposizione di cui si e` gia` trattato nella
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sezione 4.2. In questo contesto conviene tornare a un tempo di campionamen-
to ∆t = 0.3 unita` ridotte, il quale offre un buon compromesso tra risoluzione
e intensita`.
Si vogliono considerare le singole componenti (ρ − ρ, θ − θ, φ − φ) degli
spostamenti e le relative correlazioni per investigare il fenomeno della bi-
modalita` cui abbiamo accennato in precedenza. Si ha il sospetto che nel
liquido polimerico simulato si possa riscontrare un comportamento analogo
a quello dei mezzi elastici, in cui esistono due velocita` di propagazione ben
distinte per spostamenti longitudinali e trasversi9
Questa idea e` confermata dal risultato delle analisi (figura 4.15). E` evi-
dente che la componente longitudinale ρ − ρ della correlazione in direzione
degli spostamenti si propaga a una velocita` diversa rispetto alle componenti
trasverse θ− θ e φ− φ. Notiamo poi, come gia` rilevato in precedenza, che la
parte longitudinale e` molto piu` sensibile alla struttura locale a gusci. Inoltre,
mentre le componenti trasverse presentano un’unica velocita` di propagazione
lo stesso non si puo` dire della componente longitudinale in cui si puo` riscon-
trare una traccia della velocita` trasversa. Questo risultato, riscontrato in tutti
i sistemi analizzati, e` di importanza cruciale poiche´ mostra chiaramente che
gli spostamenti a tempi brevi in un liquido polimerico presentano caratteris-
tiche tipiche degli spostamenti in un mezzo elastico. Approfondiremo questo
argomento nel capitolo 6.
4.4.4 Effetti di variazioni di densita`
In questa sezione si vuole determinare come varia il comportamento della
Cu(r, t; ∆t) se, a parita` di tutti gli altri parametri, si varia la densita` del
sistema analizzato. Al fine di minimizzare gli effetti di bordo, si e` scelto
di compiere l’analisi soltanto su sistemi con N = 51000. Il ∆t utilizzato e`
di 0.3 unita` ridotte. Per compattezza si riportano i risultati soltanto per la
correlazione delle componenti ρ− ρ degli spostamenti.
N M ρ p− q T τα LBOX
51000 3 1.055 6− 12 0.6 40.5 36.42
51000 3 1.075 6− 12 0.6 344 36.20
51000 3 1.086 6− 12 0.6 3558 36.07
Tabella 4.5: Stati analizzati in questa sezione. Gli effetti della variazione in densita`
si ripercuotno sia sulla dimensione della scatola di simulazione che sul tempo di
rilassamento del sistema.
9Abbiamo discusso dell’equazione dinamica per gli spostamenti in un mezzo elastico
infinito nel capitolo 3.
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Figura 4.15: Cu(r, t; ∆t) valutata per componente ρ − ρ (Longitudinale); θ − θ
(Trasversa T) e φ − φ (Trasversa P), per il sistema (N,M, ρ, T, p − q) =
(51000, 3, 1.086, 0.7, 6− 12), riportata spazialmente fino a L/2. Come discusso nel
corpo del testo, si ha disaccoppiamento tra correlazioni longitudinali e trasverse.
Nel caso longitudinale il disaccoppiamento non e` totale e si puo` ancora apprezzare
la bimodalita` nella propagazione della correlazione.
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Figura 4.16: Evoluzione temporale delle correlazioni degli spostamenti per le com-
ponenti ρ − ρ per i sistemi della tabella 4.5. Sistemi piu` densi presentano una
correlazione piu` marcata. L’effetto e` particolarmente evidente per la parte piu`
lenta.
Come si puo` apprezzare in figura 4.16, All’aumentare della densita` au-
menta anche l’intensita` della propagazione della correlazione, soprattutto
per quanto concerne la parte di correlazione che propaga piu` lentamente.
Da un punto di vista fisico, i sistemi meno densi risultano avere tempi di
rilassamento piu` brevi e quindi i monomeri hanno una maggior liberta` di
movimento. E` lecito dunque aspettarsi che in questi sistemi si presenti una
minor correlazione tra gli spostmenti dei monomeri.
Le due velocita` di propagazione degli spostamenti non variano apprezz-
abilmente.
4.4.5 Effetti di variazione di temperatura
Si vuole studiare quali effetti si registrano sulla propagazione delle corre-
lazioni al variare della temeperatura del sistema, fissati tutti gli altri parametri.
Come nella sezione precedente, anche qua riportiamo soltanto la correlazione
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valutata sulle componenti ρ − ρ degli spostamenti. Il tempo di campiona-
mento e` ∆t = 0.3 e i sistemi presi in esame sono quelli con N = 51000 . I
sistemi analizzati sono riportati tabella 4.6, mentre il risultato e` consultabile
in figura 4.17.
N M ρ p− q T τα LBOX
51000 3 1.086 6− 12 0.6 12.5 36.07
51000 3 1.086 6− 12 0.7 65.4 36.07
51000 3 1.086 6− 12 0.8 3558 36.07
Tabella 4.6: Sistemi analizzati per caratterizzare gli effetti della variazione di
temperatura.
Figura 4.17: Risultati dell’analisi della Cu(r, t; ∆t) per i sistemi della tabella 4.6. La
temperatura e` riportata in alto. Nonostante non vi siano variazioni fondamentali,
a temperature piu` alte le correlazioni si presentano meno definite
Dalle analisi riportate si deduce che i sistemi a temperatura piu` alta,
pur non presentando differenze sostanziali, presentano una correlazione piu`
dispersa rispetto ai sistemi piu` freddi. Anche in questo caso vale quanto
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detto nella sezione precedente riguardo la variazione delle densita`: nei sistemi
caratterizzati da maggior mobilita` le correlazioni tendono a risultare meno
definite.
4.4.6 Ordine e disordine a grandi distanze.
Alcuni sistemi di liquidi polimerici possono subire una transizione da una fase
completamente disordinata ad una in cui si osserva ordine locale a grande
raggio. Tale fase, da non confondersi con una fase cristallina, e` caratterizza-
ta da una disposizione quasi regolare monomeri cui non corrisponde alcun
ordinamento dei legami. Una rappresentazione grafica di una configurazione
del sistema ordinato e` data in figura 4.18. Il processo di ordinamento e` un
fenonemo accidentale che riguarda soltanto alcuni sistemi. In generale tan-
to piu` grande e` il numero di monomeri tanto piu` sara` difficile che avvenga.
L’accidentalita` del fenomeno fa s`ı che spesso soltanto un solo run di tutti
quelli relativi ad un sistema presenti la transizione verso lo stato ordinato. A
causa di cio` e` stato necessario produrre, a partire dal run ordinato, altre run
statisticamente indipendenti10.
Per quanto riguarda lo studio della Cu(r, t; ∆t), vogliamo indagare se e
come l’ordine a grande scala influenza la propagazione di correlazione degli
spostamenti. Le analisi sono state condotte per il sistema (N,M, ρ, p−q, T ) =
(2001, 3, 1.100, 7−15, 1.1) Anche qua si e` scelto ∆t = 0.3 e riportiamo soltanto
la componente radiale. Studiando i risultati, riportati in figura 4.19, si osserva
una sostanziale identita` delle correlazioni degli spostamenti osservati nelle
due fasi. Dunque, la Cu(r, t; ∆t) non sembra dipendere dalla presenza di
ordine a lungo raggio. Questo risultato conferma che le proprieta` elastiche a
tempi brevi, studiate in questo capitolo attraverso la funzione di correlazione
in direzione degli spostamenti, non dipendono dalla struttura del sistema.
4.5 Conclusioni
In questo capitolo e` stata fornita una caratterizzazione completa della fun-
zione di correlazione in direzione degli spostamenti. Ne sono state studiate
le proprieta` stazionarie a tempi uguali, per tempi di campionamento t∗ e
τα, e ne e` stato determinato il comportamento al variare dei parametri fisici
T, ρ, p−q del sistema, dopodiche` abbiamo valutato gli effetti delle condizioni
periodiche al bordo ed e` stato appurato come le correlazioni in direzione
risultino artificialmente soppresse in scatole troppo piccole. Sono state poi
10In questo modo se ne possono avere solo un numero esiguo
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Figura 4.18: Rappresentazione tridimensionale di una configurazione di un sistema
polimerico ordinato con (N,M, ρ, T, p− q) = (2001, 3, 1.1000, 7− 15). L’angolo di
visuale e` stato scelto in modo da evidenziare l’ordine su larga scala. Tale ordine
non e` uniforme. La distribuzione dei legami risulta disordinata. L’immagine e` stata
ottenuta utilizzando il programma VMD (Visual Molecular Dynamics).
analizzate le correlazioni in direzione per tempi diversi in modo da caratteriz-
zarne le proprieta` dinamiche. E` stata determinata l’esistenza di propagazione
da parte della correlazione degli spostamenti, la quale presenta due velocita`
distinte. Grazie alla decomposizione in componenti longitudinali e trasverse
degli spostamenti e` stato visto come la propagazione della correlazione degli
spostamenti longitudinali si disaccoppi da quella degli spostamenti trasversi.
Sono stati valutati nuovamente gli effetti di bordo evidenziando che esistono
propagazioni di correlazione spurie, originate dai sistemi immagine, che si
propagano all’interno del sistema reale generando interferenza. E` stato infine
dimostrato come la propagazione delle correlazioni non sia sensibile all’ordine
del sistema.
Il risultato piu` importante e` senza dubbio quello di aver determinato
l’esistenza di propagazione delle correlazioni in direzione degli spostamenti,
equivalenti a onde di spostamento, ed essere riusciti a disaccoppiare i due
modi di propagazione osservati. Dunque nei liquidi polimerici sono presenti
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Figura 4.19: Cu(r, t; ∆t) per lo stato (N,M, ρ, p−q, T ) = (2001, 3, 1.100, 7−15, 1.1),
relativamente alle componenti ρ− ρ degli spostamenti. Non e` possibile apprezzare
alcuna differenza sostanziale tra il sistema amorfo e quello ordinato.
onde di spostamento che presentano due velocita` distinte e che sono in grado
di propagarsi entro tutta la scatola di simulazione. Dato che la Cu(r, t; ∆t) e`
risultato di una media sui monomeri, le onde di spostamento sono generate
in linea di principio da ogni monomero e ogni monomero avverte gli effetti
delle onde generate dagli altri.
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Capitolo 5
Studio degli Sforzi locali
Questo capitolo e` dedicato allo studio del tensore degli sforzi a livello moleco-
lare. A tal fine si vedra` prima la funzione di distribuzione degli sforzi locali,
quindi la funzione di correlazione degli sforzi locali. Le definizioni presenti
nel capitolo relative a quest’ultima funzione sono state prese da [28], lavoro
con il quale confronteremo i nostri risultati nella parte finale del capitolo.
Per tutte le funzioni utilizzate in questo capitolo sono state scritte ex
novo e opportunamente testate tutte le relative routines di analisi.
5.1 Il tensore degli sforzi locale
Come abbiamo gia` discusso nel Capitolo 3, i moduli elastici di un sistema sono
collegati in maniera diretta con il tensore degli sforzi. Se vogliamo studiare
le proprieta` elastiche locali percio` e` naturale prendere in considerazione il
tensore degli sforzi locale.













La definizione 5.1 indica che la componente xy del tensore degli sforzi
riferito al monomero i e` dato dalla somma di un termine quadratico nelle
velocita`, che nel nostro caso risulta irrilevante1, e un termine che contiene le
forze dovute alle interazioni con gli altri monomeri. Tali forze Fij sono calco-
late tramite la derivata (cambiata di segno) del potenziale intermolecolare.
Il termine Vi rappresenta un termine di volume locale collegato all’ i-esimo
monomero. Il volume locale e` una quantita` che puo` essere definita in vari
1Le condizioni di simulazione sono tali che la distribuzione delle velocita` e` isotropa
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modi. Dal momento che risulta difficile effettuarne una stima, adottiamo qua
la convenzione per cui in luogo di σij si considera il tensore sij ≡ Viσij.







La 5.2 ci mostra che possiamo interpretare il tensore globale degli sforzi come
una media, su tutti i monomeri, delle componenti locali.
5.2 La distribuzione degli sforzi locale
Lo studio della distribuzione degli sforzi locali permette di caratterizzare le
proprieta` locali dei liquidi polimerici. Per poter costruire la distribuzione e`
stata scritta una routine che calcola per ogni monomero le componenti del
tensore degli sforzi locale, definito dall’equazione 5.1, dopodiche` costruisce
l’istogramma normalizzato dei valori trovati. Il calcolo trascura le coppie
di monomeri la cui distanza e` maggiore di un valore di taglio rcut ∼ 2.5
poiche´ oltre questa distanza il potenziale intermolecolare risulta trascurabile2.
La routine effettua una media temporale sulle configurazioni del sistema,
operazione questa lecita dal momento che la distribuzione degli sforzi e` una
quantita` stazionaria.
La routine permette di poter variare secondo necessita` l’intervallo di val-
ori e l’ampiezza dei bin dell’istogramma, oltre che il valore di rcut. Il file
generato al termine dell’analisi contiene le distribuzioni normalizzate delle 6
componenti del tensore locale degli sforzi.
Per verificare la validita` del codice scritto si e` calcolato, per lo stato
(N,M, ρ, T, p − q) = (2001, 3, 1.086, 0.7, 6 − 12) il valore della funzione di
correlazione delle componenti di taglio del tensore degli sforzi macroscopico.
La sua correlazione, valutata allo stesso istante, e` legata al modulo elastico





ed e` stato confrontato con il valore che si ricava utilizzando la routine uti-
lizzata in [5]. Nel caso della nostra routine, il tensore macroscopico e` stato
ricostruito utilizzando la relazione 5.2. Il risultato ottenuto3 e`
G∞ = 95.238434 (5.4)
2si veda la figura 2.1
3espresso in unita` ridotte
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Figura 5.1: Distribuzione degli stress locali per il sistema (N,M, ρ, T, p − q) =
(2001, 3, 1.086, 0.7, 6 − 12). Sono riportate tutte le componenti, che risultano in-
distinguibili tra loro a causa dell’isotropia del liquido polimerico. La distribuzione
delle componenti di shear risulta simmetrica e a media nulla, mentre quella delle
componenti di bulk e` asimmetrica e a valor medio non nullo.
In figura 5.1 si riporta la distribuzione degli stress locali. Osserviamo
subito che i sistemi studiati risultano isotropi dal punto di vista degli sforzi
locali dal momento che non e` possibile discernere le singole componenti di
bulk o di shear tra loro. La parte di bulk da` luogo a una distribuzione asim-
metrica a media non nulla. Dalla teoria elastica sappiamo che le componenti
di bulk del tensore degli sforzi sono collegate alla pressione all’interno del sis-
tema, per cui questo risultato e` in linea con l’aspettazione teorica. Per quanto
riguarda le componenti di shear, invece, si ha una distribuzione simmetrica e
centrata su 0. L’isotropia osservata e` indice del fatto che il sistema simulato
si trovi in una condizione senza sforzi interni non nulli. Per quanto riguarda il
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comportamento a grandi valori dello sforzo, le code della distribuzione hanno
un andamento esponenziale.
Nelle prossime sezioni vogliamo determinare quale sia l’influenza dei parametri
fisici del sistema sulla distribuzione delle componenti locali del tensore degli
sforzi. Ci concentreremo sulla parte di taglio del tensore degli sforzi locali,
dal momento che riconosciamo ai fenomeni di taglio un ruolo determinante
nella dinamica del sistema, in linea con [3].
5.2.1 Effetti della variazione in temperatura
Si vuole determinare la forma della distribuzione della componente di taglio
del tensore degli sforzi locale al variare della temperatura del sistema, man-
tenendo fissi gli altri parametri. I sistemi per i quali e` stata calcolata la
distribuzione sono riportati in tabella 5.1.
La figura 5.2 contiene le distribuzioni trovate. Si osserva un andamen-
to monotono rispetto alla temperatura: sistemi piu` caldi presentano dis-
tribuzioni piu` allargate con code che decadono piu` lentamente rispetto a sis-
temi piu` freddi. In altre parole, negli stati in cui e` presente maggior agitazione
termica le fluttuazioni degli sforzi di taglio locali sono maggiori.
N M ρ p− q T τα
2001 3 1.086 6− 12 0.58 17.760
2001 3 1.086 6− 12 0.6 3558
2001 3 1.086 6− 12 0.63 654
2001 3 1.086 6− 12 0.7 65
2001 3 1.086 6− 12 0.8 13
2001 3 1.086 6− 12 0.9 5
2001 3 1.086 6− 12 1.0 3
Tabella 5.1: Insieme degli stati analizzati in figura 5.2.
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Figura 5.2: Distribuzione della componente di taglio del tensore locale degli sforzi
per i sistemi di tabella 5.1.
Inserto: coda della distribuzione in scala logaritmica.
5.2.2 Effetti della variazione in densita`
In questa sezione si considera un insieme di sistemi, riportati in tabella 5.2,
che differiscono tra loro soltanto per il valore della densita`. Le distribuzioni
degli sforzi di taglio locali sono rappresentate in figura 5.3. A differenza della
sezione precedente, vediamo che la distribuzione degli sforzi dipende molto
debolmente dalla densita`: le curve delle distribuzioni risultano molto simili
tra loro e presentano lo stesso andamento asintotico. Si rivela comunque una
certa regolarita` in quanto all’aumentare della densita` la distribuzione tende
ad allargarsi, come e` naturale aspettarsi. Infatti all’aumentare della densita`
gli sforzi locali saranno in media maggiori poiche´ entro la sfera di raggio rcut
si troveranno piu` monomeri che contribuiscono alla sommatoria 5.1.
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N M ρ p− q T τα
2001 3 1.033 6− 12 0.7 4
2001 3 1.040 6− 12 0.7 5
2001 3 1.056 6− 12 0.7 10
2001 3 1.071 6− 12 0.7 22
2001 3 1.086 6− 12 0.7 65
2001 3 1.100 6− 12 0.7 250
Tabella 5.2: insieme dei sistemi analizzati in 5.3
































Figura 5.3: Distribuzioni della componente di taglio del tensore degli sforzi locale
per i sistemi di tabella 5.2.
Inserto: Andamento in scala logaritmica delle code delle distribuzioni.
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5.2.3 Effetti della variazione di potenziale
In qesta sezione si studia come una variazione del potenziale intermolecolare
possa alterare la distribuzione degli sforzi di taglio locale. I sistemi con-
siderati sono quelli della tabella 5.3. Il tempo di rilassamento ha un anda-
mento monotono crescente con la durezza della parte repulsiva del potenziale,
rappresentata dal parametro q. Per quanto riguarda le distribuzioni, ripor-
tate in figura 5.4, Si ha che la larghezza della distribuzione aumenta con la
durezza del core repulsivo. In effetti un potenziale piu` duro puo` dar luogo
a forze piu` intense e di conseguenza a maggiori sforzi locali. L’effetto risul-
ta debole: il numero di monomeri che si trovano a distanze tali da sentire
le forze repulsive e` compreso tra 10 e 14, a fronte dei circa 300 monomeri
che si trovano entro il volume della sfera di raggio rcut. Per quanto riguarda
l’andamento delle code, si rileva una sostanziale identita`.
N M ρ p− q T τα
2001 3 1.086 6− 8 0.6 3
2001 3 1.086 6− 9 0.6 6
2001 3 1.086 6− 10 0.6 26
2001 3 1.086 6− 11 0.6 148
2001 3 1.086 6− 12 0.6 3558
2001 3 1.086 6− 13 0.6 39000
Tabella 5.3: insieme degli stati analizzati in figura 5.4. Si noti l’estrema variazione
dei tempi di rlassamento rispetto a q
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Figura 5.4: Distribuzioni della componente di taglio del tensore degli sforzi locale
per i sistemi di tabella 5.3.
Inserto: Andamento in scala logaritmica delle code delle distribuzioni.
Riepilogo
E` stata caratterizzata la funzione di distribuzione della parte di taglio del
tensore degli sforzi locale. Abbiamo determinato che la distribuzione degli
sforzi e` sensibile alla temperatura, mentre risulta debolmente sensibile alle
variazioni di densita` e parametri del potenziale. Questi mettono in luce la
natura collettiva di questa quantita` nonche` la sua debole dipendenza dalle
proprieta` dinamiche di singolo monomero, caratterizzate dal tempo di rilas-
samento. Per poter ottenere maggiori informazioni sul comportamento degli
sforzi locali occorre studiare la loro funzione di correlazione, come faremo
nella prossima Sezione.
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5.3 Correlazioni degli sforzi locali
5.3.1 Definizione e aspetti generali
E` stato visto, parlando del test della routine che costruisce la distribuzione
del tensore degli sforzi locale, che la funzione di correlazione del tensore
macroscopico degli sforzi e` collegato al modulo di taglio. Dal momento che
noi vogliamo studiare le proprieta` elastiche locali dei sitemi polimerici, e`
naturale calcolare la funzione di correlazione delle componenti del tensore
degli sforzi locale. Seguendo [28], definiamo questa funzione di correlazione
come:













j (t0 + t)
〉 (5.5)
La F 1Ps−s(r, t) rappresenta la correlazione tra le componenti del tensore
degli sforzi locali del monomero i all’istante t0 con quelle all’istante t0 + t
di tutti gli altri monomeri che si trovano entro una corona sferica J(i, r, t0)
centrata nella posizione di i, di spessore ∆r e raggio r. E` presente un fattore di
normalizzazione NJ che tiene conto dei monomeri conteggiati all’interno della
corona sferica. La funzione di correlazione e` il risultato della media su tutti
i monomeri. Le parentesi angolari rappresentano una media temporale su t0
poiche´ essendo il sistema in uno stato stazionario, la funzione di correlazione
non puo` dipendere dalla scelta dell’istante iniziale4.
Per poterla calcolare la F 1Ps−s(r, t) , e` stata scritta una apposita routine il
cui funzionamento contiene i seguenti passi:
• calcolo del tensore degli sforzi locale per il monomero i-esimo all’istante
t0;
• discretizzazione della distanza intermolecolare r in intervalli di stessa
lunghezza ∆r;
• per ogni possibile valore di r, conteggio dei monomeri all’interno della
relativa corona sferica, calcolo del loro tensore degli sforzi all’istante
t0 + t e loro somma normalizzata con NJ ;
• reiterazione per ogni monomero e media su tutti;
4Prima di poter fare analisi sul sistema simulato, questo viene equilibrato. Si rimanda
al Capitolo 2 per una spiegazione esauriente delle tecniche di simulazione
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• reiterazione per ogni valore di t accessibile;
• media temporale, effettuanda ripetendo tutti i passi precedenti al vari-
are di t0.


























Figura 5.5: funzione di correlazione delle componenti di taglio del tensore degli
sforzi locale F 1Ps−s(r, t) valutata per t = t0 per lo stato (N,M, ρ, p − q, T ) =
(2001, 3, 1.086, 6− 12, 0.6). Si noti e` presente un picco marcato in corrispondenza
della lunghezza media dei legami intermolecolari.
Inserto: dettaglio della funzione di correlazione per la regione intorno a 0, con-
frontata con la G(r) del sistema (curva blu tratteggiata). Si noti che la correlazione
risulta molto debole e in controfase rispetto alle oscillazioni spaziali di densita`
Il programma e` stato scritto in modo tale da poter controllare l’ampiezza
della media temporale, il parametro rcut, l’istante t0. Anche in questo caso
sono state implementate le condizioni periodiche al bordo allo stesso mo-
do di quanto fatto con la funzione di correlazione degli spostamenti5. Vista
5Si invita a rivedere la figura 4.1 a pagina 43 e relativa discussione.
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l’elevata complessita` il programma risulta molto esigente dal punto di vista
di calcolo, il che e` un problematico fattore limitante. Non e` stato possibile
adattare questa routine ai grandi sistemi e dunque e` risultato impossibile sti-
mare gli effetti di bordo come e` stato fatto nel capitolo 4. - In figura 5.5 si puo`
apprezzare il risultato dell’analisi della F 1Ps−s(r, t) valutata per t = t0, ossia a
tempi uguali. Notiamo subito che la correlazione degli sforzi locali presenta
un picco molto marcato in corrispondenza della lunghezza media di legame
intermolecolare. In effetti e` naturale aspettarsi correlazione negli sforzi tra
due monomeri legati. Per distanze intermolecolari maggiori della lunghez-
za media di legame si ottiene una correlazione molto debole, che presenta
un’andamento oscillante nello spazio che presenta la peculiare caratteristica
di essere in controfase rispetto alle oscillazioni della funzione di distribuzione
radiale di densita` di coppia. Una possibile spiegazione di questo fatto puo`
essere che laddove i monomeri sono meno densi si producono meno forze. Un
aspetto assolutamente non banale e` il fatto che le correlazioni negli sforzi si
estendano spazialmente oltre i gusci dei primi vicini.
L’estrema debolezza delle correlazioni osservati e` tale da dover effettuare
questa analisi su un gran numero di run indipendenti dello stesso sistema
per poter ottenere dei dati non compromessi da rumore. Per questo motivo
la funzione di correlazione degli sforzi locali e` stata calcolata soltanto per
il sistema (N,M, ρ, p − q, T ) = (2001, 3, 1.086, 6 − 12, 0.6), per il quale si
dispone di 27 run indipendenti. Come gia` detto, non e` stato possibile con i
calcolatori a disposizione adattare la routine a sistemi con maggior numero
di monomeri. Per ottenere la figura 5.5, si e` scelto di eseguire una media
temporale su 150 istanti diversi.
5.3.2 Correlazione degli sforzi locali a tempi diversi
Nella sezione precedente abbiamo evidenziato le caratteristiche della funzione
di correlazione degli sforzi locali a tempi uguali. La routine sviluppata da noi
e` progettata in modo tale da fornire anche correlazione a tempi diversi, della
quale ci occupiamo in questa sezione.
In un lavoro di Egami, Levashov e Morris[28] e` stato mostrato come lo
studio della F 1Ps−s(r, t) evidenzi l’esistenza nei sistemi sottoraffreddati di corre-
lazioni di sforzi a grandi distanze che si propagano con velocita` caratteristiche
delle onde trasverse (piu` lente) e longitudinali (piu` veloci) nel mezzo. Il risul-
tato e` riportato in figura 5.6, pannello di destra. Il sistema preso in esame
da Egami et Al. e` un liquido sottoraffreddato monoatomico con potenziale
intermolecolare di tipo armonico. In termini delle nostre unita` ridotte, Egami
et Al. considerano una temperatura T = 0.7 e una densita` ρ = 0.974.
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Figura 5.6: Sinistra: Funzione di correlazione degli sforzi locali per il sistema dis-
cusso nel testo, ottenuta attraverso la routine sviluppata.
Destra: La stessa funzione calcolata per il sistema discusso in [28](Immagine
riadattata). In ascissa e` riportato il tempo in femtosecondi.
Il sistema su cui abbiamo svolto noi l’analisi della F 1Ps−s(r, t) presenta
varie differenze: innanzitutto e` un liquido polimerico formato da trimeri,
il potenziale intermolecolare e` di tipo Le`nnard-Jones e inoltre e` presente
il potenziale FENE di legame; densita` e temperatura sono rispettivamente
1.086 e 0.7. Il risultato dell’analisi e` presentato in figura 5.6, pannello di
sinistra. Nonostante le differenze tra il nostro sistema e quello di Egami,
osserviamo che anche nel nostro caso si hanno fenomeni propagazione di sforzi
a grandi distanze, che risultano chiaramente distinguibili entro il semilato
della scatola di simulazione (qua si ha L/2 = 6.13).
In entrambi i sistemi, inoltre, si riscontrano oscillazioni spaziali dovute
distribuzione radiale di coppia dei monomeri. Per quanto riguarda le onde di
stress, sebbene ne riveliamo la presenza anche nei liquidi polimerici, l’eccessi-
vo rumore non ci permette di distinguere nel sistema polimerico la presenza
di due velocita` distinte.
Quanto abbiamo scoperto, ossia la presenza di correlazioni di sforzi locali
che si propagano in tutto il sistema, dimostra come nei sistemi polimeri-
ci siano molto importanti fenomeni di tipo collettivo. Ricordiamo che la
F 1Ps−s(r, t) esprime una quantita` mediata su tutti i monomeri, percio` il risulta-
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to appena trovato significa che gli sforzi valutati per un monomero influenzano-
e sono influenzati- dagli sforzi di tutti gli altri monomeri.
5.4 Conclusioni
In questo Capitolo sono stati forniti per la prima volta due importanti stru-
menti di analisi delle proprieta` elastiche locali di un liquido polimerico che
sono la distribuzione degli sforzi locali e la funzione di correlazione per
quest’ultimi. Si e` fornita una caratterizzazione della prima quantita` e abbi-
amo mostrato che risente sensibilmente della variazione di temperatura men-
tre dipende debolmente da densita` e potenziale intermolecolare, entrambe
quantita` che definiscono la struttura locale del liquido.
Lo studio della funzione di correlazione degli sforzi ci ha permesso di
estendere un importante risultato ai liquidi polimerici, ossia che gli sforzi
locali possono propagarsi nel mezzo per distanze paragonabili alla dimensione
del sistema stesso, similmente a quanto visto per il campo degli spostamenti.
Questi risultati dovrebbero spingere a un ulteriore studio della funzione di
correlazione degli sforzi, nel nostro caso limitato da problemi di calcolo.




Nei capitoli precedenti lo studio delle correlazioni degli spostamenti e degli
sforzi a tempi diversi ha evidenziato l’esistenza di onde di spostamento e di
sforzo1, le cui proprieta` sembrano simili a quelle delle delle onde di sposta-
mento nei solidi elastici. L’obiettivo di questo capitolo e` quello di costruire
un modello elastico per i liquidi polimerici, ovvero si considera l’approssi-
mazione continua dei sistemi di polimeri e se ne studia la propagazione di
onde elastiche, al fine di confrontare le previsioni teoriche con i dati raccolti
dalle simulazioni. Il contenuto di questo capitolo e` del tutto originale.
6.1 Definizione del modello
Si vuole definire quale sia il mezzo elastico che meglio approssimi i sistemi
polimerici. Prima di valutare le ipotesi fatte, e` utile richiamare le proprieta`
della soluzione dell’equazione dinamica per gli spostamenti in un mezzo elas-
tico infinito in presenza di un termine di sorgente impulsivo2, rimandando
alla sezione 3.2 per maggiori dettagli.
• Presenza di due velocita` di propagazione differenti, una per gli sposta-
menti longitudinali e una per gli spostamenti trasversi. Le due velocita`
dipendono dai coefficienti di Lame` λ e µ, i quali sono esprimibili medi-
ante una combinazione lineare dei moduli elastici K e G del mezzo. Le
1Sezioni 4.4 e 5.3.2
2si intende una forza del tipo ~F (t) = ~F0δ
3 (~x) δ(t)
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• Propagazione di onde polarizzate longitudinalmente (onde p) e trasver-
salmente (onde s) per grandi distanze dalla regione della sorgente.
Questi sono i termini cosiddetti di campo lontano, poiche´ la loro ampiez-
za e` proporzionale all’inverso della distanza dalla sorgente.
• Presenza di un termine non decomponibile nelle polarizzazioni s e p.
Viene indicato come termine di campo vicino, poiche la sua ampiezza e`
proporzionale all’inverso del quadrato della distanza dalla sorgente, per
cui risulta dominante vicino ad essa e trascurabile lontano da questa.
La forma esplicita degli spostamenti, resi in coordinate sferiche, in termi-
ni della sorgente e` riportata in Appendice. Discutiamo ora nel dettaglio le
singole ipotesi che stanno alla base del modello elastico del liquido polimerico.
Tipologia di sorgente
La scelta di considerare soltanto sorgenti impulsive non e` casuale. Difatti, si
puo` immaginare che in un sistema polimerico gli eventi in grado di generare
onde elastiche siano principalmente urti tra monomeri, i quali producono br-
uschi cambiamenti nella loro direzione del moto. Tale cambiamento si puo`
descrivere mediante una forza agente sul monomero, la quale puo` essere con-
siderata, almeno in prima approssimazione, impulsiva. Per questo motivo
studieremo il campo di spostamento nel mezzo elastico generato da sorgenti
impulsive poste nell’origine. Eccettuato il caso di sorgente singola, quando
si considereranno piu` sorgenti saranno sempre scelte in modo da avere una
risultante netta nulla.
Regime dominante
Nella Sezione 4.4 i risultati trovati hanno mostrato che in un liquido polimeri-
co si hanno onde di spostamento che si propagano per distanze paragonabili
alle dimensioni del sistema. In particolare, la decomposizione in componenti
trasverse e longitudinali degli spostamenti ha rivelato come nella parte lon-
gitudinale siano presenti una componente propagante piu` veloce e una piu`
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lenta, mentre la parte trasversa si propaga solo con la velocita` piu` lenta.
In un mezzo elastico si puo` avere questo comportamento soltanto in regime
di campo vicino. Cio` ci porta a ritenere che negli spostamenti osservati nei
liquidi polimerici il regime di campo vicino sia determinante.
Proprieta` del mezzo elastico
Un solido elastico infinito e` un sistema continuo, le cui proprieta` elastiche
sono determinate dai due coefficienti di Lame` λ, µ e dalla densita` ρ. Un sis-
tema polimerico, come quelli considerati in questa Tesi e`, per costruzione, un
sistema discreto. Per paragonare la risposta elastica del sistema polimerico,
del quale si conoscono tutti i parametri fisici, rispetto a quella del mezzo elas-
tico occorre determinare quale valore assegnare ai parametri λ, µ, ρel in modo
da ottenere il solido che piu` rassomiglia al sistema polimerico. Per quanto
riguarda la densita`, che e` un parametro noto nei sistemi simulati, l’asseg-
nazione e` immediata, e si pone ρel = ρsim, dove ρsim indica la densita` del
sistema simulato. Poiche´ il mezzo elastico e` continuo la densita` e` uniforme in
ogni suo punto. Di conseguenza non sara` possibile riscontrare alcuna traccia
della struttura interna del sistema polimerico all’interno del mezzo elastico.
Per ottenere i valori dei parametri λ e µ, invece, occorre estrapolare i
loro valori dalle stime delle velocita` di propagazione della correlazione in
direzione degli spostamenti. Con riferimento alla figura 4.11, abbiamo visto
che valori tipici per le velocita` di propagazione longitudinale e trasversa sono
rispettivamente α ∼ 10 e β ∼ 5 unita` ridotte. Note le velocita`, si possono
invertire le definizioni 6.1 e 6.2 ricavare i valori dei coefficienti di Lame`. Per
il caso ρ = 1.086 si ottiene λ ∼ 54 e µ ∼ 27.
Scale di tempi e distanze





di conseguenza si adottera` sempre l come distanza tipica; ad esempio, quando
considereremo piu` di una sorgente, la loro distanza sara` posta pari a l. Questo
per implementare nel mezzo continuo il fatto che due monomeri non possono
compenetrarsi. Per ρ = 1.086 si ha l = 0.973 unita` ridotte. Osserviamo che
a una distanza r = 10 unita` ridotte dalla sorgente il rapporto r/l vale circa
0.1. Difatti, l non e` trascurabile rispetto alle distanze tra sorgenti, percio` non
e` stato considerato alcun sviluppo di tipo multipolare.
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6.2 Risultati
Il nostro obiettivo e` quello di voler confrontare il campo degli spostamenti
~u(~r, t) nel mezzo elastico con la Cu(r, t; ∆t), definita dall’equazione 4.2 e stu-
diata nella sezione 4.4. Confrontare spostamenti da un lato e correlazioni da
un’altro e` un’operazione lecita: nel mezzo elastico il campo degli spostamenti
e` proporzionale alla sua funzione di correlazione. Infatti, per costruire la fun-
zione di correlazione si dovrebbe scegliere un punto di riferimento nel quale
valutare lo spostamento ad un tempo fissato, per poi effettuarne il prodot-
to con gli altri spostamenti valutati a istanti e punti diversi. In questo caso
l’operazione equivale a riscalare il campo degli spostamenti.
Per ottenere gli spostamenti nel mezzo elastico abbiamo seguito il seguente
procedimento. Prima si e` ricavata, con metodi numerici, la soluzione per la
~u(~r, t) nei casi di sorgente singola, doppia e quadrupla. I campi di spostamen-
to ottenuti sono stati integrati sull’angolo solido per ottenere una quantita`
che, come la Cu(r, t; ∆t), dipendesse soltanto dal modulo della distanza. In-
oltre e` stata considerata la decomposizione in spostamenti longitudinali e
trasversi. I parametri del mezzo elastico sono stati regolati considerando il
sistema (N,M, ρ, T, p− q) = (2001, 3, 1.086, 0.8, 6− 12).
Il caso piu` semplice e` quello di sorgente singola posta nell’origine, il cui
risultato e` riportato in figura 6.1. Come si puo` osservare, il campo di sor-
gente singola non presenta la bimodalita` caratteristica della Cu(r, t; ∆t): non
e` possibile distinguere chiaramente un’onda veloce e un’onda lenta. Questo
significa che le correlazioni osservate nei sistemi polimerici non possono essere
generate da eventi di questo tipo.
Questa considerazione ci porta naturalmente a considerare una sorgente
binaria: si pone una forza impulsiva nell’origine e un’altra a distanza l da
questa, scelte in modo da compensarsi. Il risultato e` riportato in figura 6.2
il campo degli spostamenti della sorgente binaria presenta molte analogie
con le onde di spostamento osservate nei sistemi polimerici. In questo caso si
riescono a distinguere chiaramente la parte longitudinale e trasversa. Anal-
izzando l’andamento temporale a distanza fissata si riscontra una regione in
cui gli spostamenti anticorrelano, posta subito dopo il passaggio delle onde
principali, del tutto analoga a quella presentata della Cu(r, t; ∆t). L’assenza
delle oscillazioni spaziali dovute alla struttura a gusci del liquido polimerico
e` una conseguenza della continuita` del mezzo elastico.
La sorgente binaria sembra essere un possibile meccanismo di generazione
delle onde di spostamento nei sistemi polimerici. Considerando la decompo-
sizione in componenti della u(r, t) per questa sorgente, pero`, non e` stato
in alcun modo possibile riprodurre la situazione in cui la componente radi-
ale presenti sia un’onda veloce che un’onda lenta mentre la parte trasversa
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Figura 6.1: u(r, t) per una sorgente impulsiva singola. Sono evidenti le caratteris-
tiche del regime di campo vicino: la durata dell’impulso propagato cresce con la
distanza e la sua intensita` presenta, a distanza fissata, un andamento monotono
crescente nel tempo.
soltanto quella lenta, come invece e` stato osservato in tutti i sistemi polimeri-
ci. In effetti non e` stata rinvenuta alcuna propagazione trasversa di intensita`
significativa, percio` si e` deciso di non riportare il corrispondente grafico.
L’ultimo tipo di sorgente analizzata consta in un sistema quadrupolare,
in cui si considerano quattro forze che giacciono ai vertici di un quadrato di
lato l. Come si puo` osservare nelle figure 6.3 e 6.4, questa configurazione di
sorgenti riproduce la maggior parte degli aspetti salienti della Cu(r, t; ∆t).
In questo caso la parte longitudinale degli spostamenti e` analoga a quel-
la del caso di sorgente a doppia forza. Dal confronto diretto con il liquido
polimerico, osserviamo che le onde di spostamento hanno la stessa velocita`
in entrambi i casi, il che conferma la fondatezza del modello utilizzato. Per
quanto riguarda la parte trasversa, con una sorgente quadrupolare e` pos-
sibile riprodurre il comportamento osservato nei sistemi polimerici, come e`
evidente dalla figura 6.4. Per quanto visto, sembra plausibile che le onde di
spostamento osservate nei liquidi polimerici siano generate da sorgenti di tipo
quadrupolare.
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Figura 6.2: u(r, t) longitudinale per una coppia di forze opposte. Si possono dis-
tinguere chiaramente le onde di spostamento longitudinali e trasverse. Si ha anche
un’onda di spostamento negativa.
6.3 Conclusioni
Modellizzando i sistemi polimerici come mezzi elastici continui e` stato possi-
bile riprodurre le onde di spostamento osservate nella sezione 4.4 e individ-
uarne, per la prima volta, un possibile meccanismo radiativo. La modelliz-
zazione introdotta non tiene conto della natura discreta del liquido polimeri-
co, tantomeno della sua natura viscoelastica che fa s`ı che oltre scale temporali
si inneschino moti fluidi. Nonostante cio`, il toy model, introdotto in questo
Capitolo e` risultato in generale accordo con i dati raccolti dalle simulazioni,
il che confermerebbe la natura elastica della risposta del liquido polimerico
per tempi brevi.
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Figura 6.3: Confronto tra la u(r, t) longitudinale per una sorgente quadrupolare
(destra) e la Cu(r, t, ; ∆t) del sistema polimerico corrispondente(sinistra).
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Figura 6.4: Componente trasversa della u(r, t) per una sorgente quadrupolare.




Il presente lavoro fornisce uno studio dettagliato delle proprieta` elastiche
locali dei sistemi polimerici, effettuato attraverso l’analisi delle funzioni di
correlazione in direzione degli spostamenti (capitolo 4)e degli sforzi definiti
a livello di singolo monomero(capitolo 5).
Riportiamo i risultati ottenuti in questa Tesi. Per quanto riguarda la
correlazione in direzione degli spostamenti,
• Si e` fornita una caratterizzazione dei parametri fisici della funzione
di correlazione in direzione degli spostamenti, valutata sia per tempi
uguali che per tempi diversi.
• Si e` rivelata l’esistenza di modi propaganti nell’analisi della funzione
di correlazione per tempi diversi. Nei liquidi polimerici ogni monomero
risulta una sorgente di onde di spostamento che sono in grado di propa-
garsi su dimensioni paragonabili a quelle del sistema, le quali presen-
tano caratteristiche analoghe a quelle delle onde elastiche in un mezzo
continuo.
• Si sono valutati gli effetti di bordo sulla funzione di correlazione sia a
tempi uguali che a tempi diversi. Abbiamo visto come le dimensioni
della scatola di simulazione siano determinanti, mostrando come in sis-
temi piccoli si abbia da una parte una depressione dell’ampiezza di cor-
relazione, dall’altra un’effetto di interferenza causato da propagazioni
fittizie
• E` stato mostrato che la funzione di correlazione non dipende dall’even-
tuale presenza di ordine a grande scala nel sistema polimerico.
Per quanto concerne la funzione di correlazione degli sforzi locali,
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• Si e` studiata la distribuzione degli sforzi locali. E` stato determinato
che nei sistemi liquidi si ha una distribuzione simmetrica che sembra
dipendere significativamente soltanto dalla temperatura.
• Abbiamo mostrato come la funzione di correlazione degli sforzi valutata
a tempi diversi presenti modi propaganti. Nei liquidi polimerici dunque,
sono presenti onde di sforzo che si propagano su grandi distanze.
Questi risultati evidenziano come la dinamica locale dei sistemi polimeri-
ci sia influenzata dalle proprieta` elastiche, quantita` di carattere collettivo.
Per validare questo assunto e` stato considerato un modello in cui si e` ap-
prossimato il sistema polimerico come un solido elastico, e si e` considerato il
campo degli spostamenti dovuto alla presenza di varie sorgenti(capitolo 6).
E` stato possibile riprodurre con accordo significativo le onde di spostamento
osservate nei liquidi polimerici.
In definitiva, e` stato dimostrato come la risposta di un sistema polimerico
sia per tempi brevi equivalente a quella di un mezzo elastico. Le proprieta`
elastiche sono quantita` definite su scala macroscopica, ovvero quantita` col-
lettive. Abbiamo visto come queste pero` siano determinanti nella dinamica
su piccola scala del sistema.
Da un punto di vista simulativo, sono stati considerati per la prima volta
liquidi polimerici a grande numero di monomeri (N = 51000), estendendo le
routines di analisi a questa classe di sistemi.
A partire da questo lavoro di Tesi si possono prospettare vari sviluppi. Uno
tra tutti puo` essere l’approfondimento dello studio delle proprieta` elastiche.
Infatti, i risultati di questa Tesi suggeriscono la presenza di una connessione
tra moduli elastici e dinamica locale, cioe` i rilassamenti. Se questa venisse
rivelata avrebbe importanti ricadute in campo applicativo, poiche´ si potrebbe
stimare il tempo entro cui un sistema polimerico e` stabile con misure del suo
modulo elastico.
Appendice A
campo degli spostamenti e coordinate sferiche
Si vuole determinare la forma del campo degli spostamenti in regime di campo
vicino in un solido elastico, espressi in coordinate sferiche, nel caso in cui sia
presente una sorgente singola impulsiva nell’origine orientata in direzione
arbitraria.
La componente i-esima dello spostamento dovuta al campo vicino per una



















se la forza e` in direzione generica, ~F = (Fx, Fy, Fz), le componenti degli
spostamenti sono date dalla seguente espressione uxuy
uz
 =
3 sin2 θ cos2 φ− 1 3 sin2 θ cosφ sinφ 3 sin θ cos θ cosφ3 sin2 θ cosφ sinφ 3 sin2 θ sin2 φ− 1 3 sin θ cos θ sinφ




in cui abbiamo sviluppato, in termini degli angoli sferici il termine di doppia
derivata di 1
r
. E` stato omesso un fattore costante a distanza fissata. A par-
tire da questa espressione possiamo ottenere l’espressione per il campo degli
spostamenti in coordinate sferiche in funzione delle componenti della forza
Fx, Fy, Fz: uρuθ
uφ
 =
 2 sin θ cosφ 2 sin θ sinφ 2 cos θ−2 cos θ cosφ −2 cos θ sinφ sin θ




Che e` l’espressione utilizzata nel capitolo 6 per calcolare il campo degli
spostamenti. Difatti, e` conveniente esprimere la sorgente in termini carte-
siani, mentre si ha bisogno delle componenti in coordinate sferiche per con-
frontare con i dati delle simulazioni, poiche` in queste e´ netta la separazione
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