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1. INTRODUCTION 
We consider the difference system 
4(u, - Uo)/h2 + h2U, = 0, u, = 0, 
(uj+l + ujml - 2Uj)/h2 + (uj+l - u,-l)/(2jh") + h2Uj = 0, j = 1,2, a.*, n - 1, 
where n is a positive integer and h = l/n. Systems of this form have been 
studied by Boyer [l] in a slightly different but equivalent form. It results 
from Boyer’s work that for each n, (1.1) h as n positive real eigenvalues. We 
denote these eigenvalues by (h,“)2 < (h2”)2 < ... < (hnn)2, where 0 < Akn. 
Boyer proves that Xk71 < 2n if 1 < k < n. He shows, on the other hand, that 
2n < X,n, and indeed that the sequence {hn”/(2n)},,l,z,... is strictly increasing 
with initial term 1 and limit (1.2104 ...)1/2 = 1.100 ... . 
The system (1 .l) corresponds to the Bessel differential system 
y(x) E C” for x on LO, 11, 
Y(l) = 0, y ” + y’/x + A2y = 0 for x on (O? 11. (1.2) 
The initial condition 4(u, - u,,)/P + A2u0 = 0 may be considered to arise 
* The research of the first two authors was supported by the United States Air 
Force under grants AF-AFOSR 61-51, 62-162, 435-63, monitored by the Air Force 
Office of Scientific Research of the Air Research and Development Command. 
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from (1.2) in that (1.2) implies both y’(0) = 0 and 2y”(O) + n2y(0) = 0, 
these two conditions translating into 2[2(u, - z+,)/h2] + X2u, = 0. As is 
well known, the eigenvalues of the system (I .2) are the squares of the positive 
real zeros, .4, < (1, < .**, of J&x). Valuesof the first forty Il,‘s are listed by 
Watson [2, p. 7481. In general, (1, has the form ([3, pp. 6, 7; 2, pp. 489-4901, 
see also Section 4 below): 
Ak=(k-&T+sk, k = 1, 2, *.a ) 
where n/8 > 6, > 6, > *.a > 0, and 6, -+ 0 as k + co. We shall be con- 
cerned primarily with order relations between the h,” and the LI, . 
2. PRINCIPAL THEOREM 
In Table I we list the values of the hkn for n = 1,2, 0.e) 6. The values of the 
first six (1, are noted in the last line of the table. The figures shown are 
truncated decimals. It is seen that, if k is held fast, then hkn appears to increase 
with n to (1, . We consider this property together with other relations between 
the h,* and the /lk . Our principal results are included in Theorem 1. 
TABLE I 
1 2.000 
2 2.252 4.350 
3 2.332 4.810 6.589 
4 2.363 5.099 7.140 8.799 
5 2.378 5.243 7.647 9.345 11.001 
6 2.386 5.325 7.937 10.042 11.479 13.202 
4 2.404 5.520 8.653 11.791 14.930 18.071 
THEOREM 1. The eigenvalues Xkn of the system (1.1) have the following 
properties : 
2k < hkn < A,, l<k<n, (2.1) 
A;+1 < A;+* < . . . . lim hkn = II kr 
n+m 
1 <k, (2.2) 
- CIA,3h3 < 2n sin (A,h/2) - hkn < C2Ak2h2, 1 <k<n, (2.3) 
where 
Cl = [48(1 - ~/24)~]-l = 0.03173 **a, 
c, = (4-l - m-2) (2Ll,)-1 = 0.03091 ***, 
CI*Ak3h2 < Ak - Xkn < C2*Ak3h2, l<k<n, (2.4) 
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cl* = & - 2~9 - cl/2 = 0.02095 -., 
C,* = (24))’ --j C,iA, = 0.05452 ... . 
The inequalities (2.4) are valid for all k, n, 1 < k < n. The inequalities 
(2.3) provide a relative approximation for hkn, 1 < k < n, in that (2.3) 
implies 
where 
hkn = 2n sin (&h/2) (I Y xicn), 1 <k<n, 
- (C,V”/~) h < - (C,7~/2) i&h2 < xkn < (Cln/2) Ak2h3 < (C,4/2) h. 
The monotone property A,” < A;+‘, which holds for n > k (2.2), and for 
n = k, k = 1, 2, se*, 5 (Table I), cannot be extended to n = k for all k. 
This result follows from Boyer’s inequalities noted above and Table I. In 
fact, for k > 10 we have Aif1 < 2(k + 1) < 2k(l.l) < 2k(h,5/10) < hkk. 
The proof of Theorem 1 is developed in Sections 3-8. Without extensively 
using this property, Boyer notes that the eigenvalues and eigenvectors for 
the system (1.1) admit representation by means of Legendre functions of the 
first and second kinds. For 2 < n and 1 < k < n this representation can be 
accomplished as follows. Let 
Let k(w) be defined on (0, v as the solution of the pair of equations ) 
R{st(w) T&OS w)> = 1, R{..$(w) T,(cos w)} = co9 (w/2), (2.6) 
and let wrn < w2* < .** < wEpI be the (n - 1) roots of the equation 
R{&w) T,(cos w)> = 0 (2.7) 
on (0, n). Then Akn is given by 
Xkn = 2n sin (wkn/2), k = 1, 2, .a., n - 1, (2.8) 
and the eigenvector (u,,“(k), u,“(k), .*., G”(k)} corresponding to &” and 
satisfying aon = 1 is given by 
z+“(k) = R{&yWky Tj(COS Wk%)}, j = 0, 1, *a., n. (2.9) 
Our analysis is based on the representation (2.8). Our general procedure 
is to relate the zeros of Pn-1,2(cos 0) to the zeros of J,,(X) and YJx), and the 
zeros of P+r12(cos 0) to the w&“. 
BESSEL DIFFERENCE SYSTEMS OF ZERO ORDER 105 
3. ZEROS OF Pnmllz (cos 6) 
We consider first the zeros of Pnml12(cos 0) on (0, n). We use the formula 
T, (cos 0) = (2/7r) ei(ne-n/4 ) 1, e--2nT[K(7, 0) sinh T].I-~/~ d7, 
n = 0, 1, “‘; o<e-0, (3.1) 
where K(T, 8) = sin 0 cash 7 + i cos 0 sinh 7. By the radical (CZ + Z~i)l/~, 
0 < a, we mean the principal square root, - r/4 < arg (a + !$‘I2 < n/4. 
The part of (3.1) pertaining to Pn-l,z can be derived from the Mehler- 
Dirichlet formula [4, p. 159 (27)] 
pn-l/2(COS e) = (d\/z/n) ((COS x - COS ey2 COS@X)dX, o<e0, 
(3.2) 
by integrating (cos z - cos 0)-1/2 exp (zkz) in the complex z-plane about 
the rectangle with vertices at 0, 0, 0 + ic, ic, and permitting c to become 
infinite. The part of (3.1) involving Qn--1,2 then follows from the relation 
[4, p. 144 (14)l 
Pn-dcos 0) = (- l)n (2/n) Qn-r/2 [cos (n - e)i, o<e-b (3.3) 
Observing that the integral on the right in (3.1) has positive real part, we 
write 
h(e) = - arg 1: e-2nT[K(7, 8) sinh +1/Z dT, 0 < e < 7r, (3.4) 
where - r/2 < p,(S) < 7r/2. Then 
T, (cos e) = 1 T, (cos e) / eifne-~/4-B~(8)l, 0 < I T, (cos e) I, o<e<rr. 
(3.5) 
We note the following lemma. 
LEMMA 1. If n = 0, 1, ..., then 
MO +> = n/4, M74) = 0, r%b -) = n/4, (3.6) 
fw) = - bxT - 4, km < 0, o<e0. (3.7) 
PROOF. We obtain /&(O +) from (3.5) and the relations P,-I,2(l) = 1, 
Qn-1,2(1 -) = co. Both ,&(rr/2) = 0 and ,&s,(0) = - fimn(rr - e), and accord- 
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ingly /?,(v -) = - 7r/4, follow from (3.4). To obtain pn’ < 0 we differentiate 
in (3.5). Noting that [4, p. 146 (25)] 
P+l/z (cos e) Q& (cos e) - P;+ (cos e) Qn-1/2 (cos e) = csc’ 8, 
we get 
[d - 7r/4 - &s,(O)]’ = (2/r) [sin 0 I T, (cos e) I”]-‘. (3.8) 
If n = 0, then &’ < 0 follows from (3.8). If 1 < n, then 
1 T, (~09 e) 1 < (21r) (CS~ ey 1: r-lj2 e-2nT dT < (2/~)l/~ (n sin e)-liz (3.9) 
since T < sinh T, 1 < cash r for 0 < r. The inequality &’ < 0 follows 
from (3.8) and (3.9). 
The next lemma provides information on the zeros of Pn-1,2(cos e) on 
(0, 4. 
LEMMA 2. Ifn = 0, I, ..., then Pnwli2 (COS e) has 1~ di&& ZHOS 01~ (0, r). 
If 1 < n, and these zeros are denoted by 0,” < esn < ... -c O,fi, then 
k = 1, 2, *es, n. (3.10) 
If k < n/2, then BkA < 42. If n/2 < k, then 42 < 0,“. 
From Lemma 1 and (3.10) we obtain the relations 
where 
n&” = (k - a) r + Akn, k = I, 2, .+*, n, 
~14 > A,” > A,” > ... > A,” > - r/4. 
(3.11) 
PROOF. By (3.5), the zeros of Pnpli2 (cos 0) on (0, r) are the roots of 
cos gn(e) = 0 on (0, 7r), where gn(B) = n0 - r/4 - /3Jn(e). We have 
gn(O i) = - n/2, g,(n --) == nn, 0 < gn’(B) on (0, n). Hence, if n = 0, 
then g fails to assume on (0, X) a value of the form (k - $) ?T, where k is an 
integer, and Pnvl12(cos 0) has no zero. If 1 < n, then Pn--1,2(cos 0) vanishes 
at the points Brn < B2n < +.. < 0,n on (0, r) such that g,(Bkn) = (k - 4) T. 
This gives (3.10). If k < n/2, then 
gnn(e,y == (k - *, 77 < (n/2 - a, 77 = g&r/2). 
If k > n/2, then k 3 n/2 + $ and gn(ekn) = (k - 8) T > g,(x/2). Thus 
~9,~ lies to the left or right of V/Z according as k < n/2 or n/2 < k. 
The work above parallels substantially the investigations of Watson [5] 
on the zeros of general Legendre functions. However, the inequality /$’ < 0 
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does not appear in Watson’s work, and Watson’s formulas corresponding 
to (3.1) are derived by means of the method of steepest descent. In addition, 
there appear to be errors in Watson’s paper. For example, in his formula 
[5, p. 2951 for P,(cos 0) (h ere II is not restricted to integral values) the inte- 
grands should be replaced by their conjugates. The intervals [5, p. 2961 for the 
zeros of P,(cos 0) on (0, a/2) should read 
[(4k + 3) 7d(4n + 2), (k + 1) n/(n + l)]. 
4. ZEROS OF lo AND Y, 
We consider next the positive real zeros, (1, < L& < a**, of Jo(x), and the 
positive real zeros, L?i < Q, < *es, of Ys(x). These zeros have been studied 
extensively, but application does not seem to have been made in this con- 
nection of the formula corresponding to (3.1) namely [2, p. 2051, 
J,,(x) + iY,,(x) E H:‘(x) = (2/n) ei(e-n’4) 
s 
O” ewz7 T?‘~(x + i~)-l’~ dr. (4.1) 
0 
(See [2, p. 5141 f or an account of Watson’s study of cylinder functions of 
positive order with a similar technique.) The integral on the right in (4.1) 
has positive real and negative imaginary part for each positive X. If we write 
s 
m 
a(x) = - arg e-27 7-l/2(x + i.7-lj2 & 0 < (Y < ?r/2, 
0 
then 
HP)(x) = 1 H:)(x) 1 &n-T/4-a(X)], 0 < 1 H;l’(x) 1, 0 < x. (4.2) 
From Jo(O) = 1, Y,,(O +) = co, and (4.2) we obtain cy(0 +) = n/4. Dif- 
ferentiating in (4.2) and using the formula [2, p. 761 JOY,, - Jo’Yo = 2/(m), 
we get 
[x - 77/4 - +)I = (Jd’o - Jo’Yo)l(Jo2 + Y:> = 2 [(4 (Jo” + Y,“)l-‘. 
Since x(JO” + Y,,“) + 2/7r as x -+ co, and x(J~” + Yoz) increases as x increases 
[2, p. 446, 4491, it follows that [X - m/4 - 01(x)] > 1, and accordingly, 
that a’(x) < 0. From the asymptotic relation [2, p. 1981, 
H:)(x) - [2/(7~x)]~/~ ei@-ni4), x+co, 
it then follows that 01+ 0 as x + co. As x increases from 0 + to 03, 
x - r/4 - CX(X) strictly increases from (- m/2) + to co. The zero /1, , 
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k = 1,2, ..., is the value of x for which x - n/4 - a(.~) = (k - i) r, and 
the zero Qk is the value of x for which s ~ n/4 -- N(X) = (k - 1) rr. We thus 
have the following result. 
LEMMA 3. The zeros A, of J,,(x) and the zeros ~2~ of Y,,(x) satisfy 
A, = (k - &r + CX(&.), Q, = (k - &T + ~+2,), (4.3) 
where a(0 +) = n/4, a’(x) < 0 on (0, co), and 01 ---f 0 as x + 00. 
As noted in Section 1, results of this character for /ik are known. The 
results relating to the Q, would appear to be new. The asymptotic behavior 
[2, p. 4491 of the function x(J~ $ Yas) can be used to obtain the asymptotic 
behavior of cy. 
From the tabulated values of (1, , /t, , Qn, , Q, [2, p. 7481, one finds 
a(AJ = 0.04863 -.*, a(~$) = 0.02229 a*., L+2,) = 0.10817 -.‘, 
a(L’,) = 0.03068 *.a . 
5. STURM-&E&METHOD 
Order relations between the zeros of Legendre polynomials P, , and the 
zeros of Jo(x) have been studied by Szegii by means of the Sturm separation 
technique [3]. (See [3] also for other references.) SzegG’s investigations are 
based on the classical Sturm theorem and the following extension of this 
theorem given by him [3, p. 31. 
THEOREM 2. Let f(x) and F(x) b e continuous functions in a < x < b 
and let there f(x) < F(x) but f(x) + F(x). Let the functions z(x) and Z(x) 
satisfy in a < x < 6, the differential equations 
zn + f(x) .z = 0, 2” + F(x) 2 = 0, (5.1) 
and further the following conditions: 
z(x) > 0 in a < x < b, z(b) = 0; (5.2) 
$y+ WC4 -e> - 44 -w)l exists and > 0. (5.3) 
Then either the function Z(x) is identically zero or it assumes negative values in 
some subintervals of (a, b). 
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The classical Sturm theorem results when the conditions (5.2) and (5.3) 
are replaced by 
Z(X) > 0 in a < x < 6, z(u) = z(b) = 0, (5.4) 
and both differential equations (5.1) are assumed satisfied on the closed 
interval [e, b]. 
In the following lemma we include two of Szeg6’s results and three addi- 
tional inequalities which we derive by means of the Sturm-SzegG method. 
LEMMA 4. If n is a positive integer, then the zeros ekn of Pn-l,z (cos 0) 
on (0, ?r) satisfy : 
where 
nOkn < Ak , n(n - 4cn) < J&+1-, 7 1 <k<?Z, (5.5) 
A, < (n” + cp ekn, 0 < t&” d n/2, (5.6) 
C, = $ - l/rr2 = 0.14867 ..a; 
(f~ + 1) e;?; < dkn < (t2 + 1) e;+l, e;+l = 0; l<k<n. (5.7) 
PROOF. The inequality on the left in (5.5) and the inequality (5.6) are due 
to Szege [3, p. 71. Although Szego’s proofs are for the Legendre polynomials 
P, , his analysis is valid for the functions PnWllz . 
To establish (5.7) we place 
x(e) = [sin pep Pn+li2[~~~ (te)], z(e) = (sin ey2 P,-r12 (COS e), 
t = n/(n + 1). 
Then 0 < Z(0) on (0,0:+1/t), 0 < Z(B) for 0 sufficiently small and positive, 
and z, Z satisfy 
Zn +f(e) z = 0, z/f + F(e) z = 0, odkh, 
where 
f(e) = n2 + [(2/t) sin (tf?)]-2, F(8) = n2 + (2 sin Q-2. (5.8) 
Both f and F are continuous, and f(0) <F(B) on (0, r). Using the fact that 
Pn+1,2(4, pn-ll2(4 E c’ f or x near 1 we get z’Z - zz’ = o(1) as e -+ 0 +. 
On the interval (0, n/t), z has the (n + 1) zeros, e;+l/t ==c ei+l/t < a*. < 0:$:/t. 
By the left-hand relations in (4.3) and (5.5), we have fIz+l < cl,/(n + 1) < mt. 
Hence the first n of these zeros lie on (0, n). From Theorem 2 and the classical 
Sturm theorem, it results that 2 vanishes at least once on each of the inter- 
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vals (0, e;l+l/t), (0yl’;l, e’i+~r/t), ..., (titri;t, lIi+ljt). But the zeros of Z on 
(0, n) are 8111 < ejrz s._ ... C: 19,~~. The validity of (5.7) then follows. 
To obtain the right-hand inequality in (5.5) WC‘ Place 
w(e) = - wY,(ne), W(O) = (sin B)r!” QVz-l,B(cos 19). 
Then 0 < w on (0, Q&z), 0 < W for 0 sufficiently small and positive, and 
w, W satisfy 
WN +g(e) w = 0, w -I-F(e) I$’ = 0, o<e<n, 
where g(0) = n2 + (28)-112 and F(0) g IS iven by (5.8). Again, both g and F 
are continuous, and g(0) <F(B) on (0, 7). As 0 + 0 ~-C we have 
yo(ne) = (2/4 [In (e/2) + Y - ln n] + o(l), fLyop2e) = 2/+e) + o(i), 
Qn-l/2 (COS e) = In cot (e/2) - y - +(TZ -t 4) + o(l), 
Q;-~,~ ccos e) = Cd e + o(csc e), 
where y, # are Euler’s constant and function. With the aid of these relations 
we obtain 
w'W - wW' = (2/7~) [I&Z + 4) - Inn] +0(l), e-0 +. 
Assuming for the moment that $(n + $) - In n > 0, we can apply the 
Sturm and Szegg theorems. Since w vanishes at the points 52,/n < a** < L&/n 
and since, by (4.3), these points are on (0, r), W must vanish at least once 
on each of the intervals (0, L?,/n), (Q&z, Q2/n), *a., (LI,-r/n, QrJn). But by 
(3.3), the zeros of W on (0, m) are n - e,n < 71 - 0i-r < ... < CT - Bin. 
The right-hand inequality in (5.5) th en follows. By the Binet formula [4, 
P. 1g (WI 
r)(x) = In x - 1/(2x) - 2 1: (~2 + 9-r (ean7 - 1)-r rdr, 0 < x 
Noting that [4, p. 32 (4), p. 35 (21), p. 36 (3), (4)] 
s 
o (3 + .2)-l (e2ns - 1)-l rd7 < r2 j- (e2nT - I)-’ TdT = & x2, 
0 
we then have 
#(n + 8) - In n > - In [l - (2?2 + 1)-l] - (2n + 1)-r - ($) (2n + l)F2 
> (i) (2n + 1)-2 > 0, 
and the proof is complete. 
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6. PROPERTIES OF t(w) 
In this section we consider the function e(w). The basic properties which 
we require are included in the following lemma. 
LEMMA 5. The real part of KU) is positive and the imaginary part negative 
for 0 < w < 3r. If 
E(W) = 1 f(w) 1 e--iY(w), O<W<X, 
where 0 < y(w) < r/2, then 
Y(O t-1 = 0, y(77 -) = 42 
0 < Y’(W), y(w) < arctan [(w3/64) tan (49, O<w<7r. @.l) 
PROOF. From (2.6) we have 
E(w) = [ub) - (742) iV~)l/W), O<w<rr, 
where 
u = COG (42) Qeli2 (cos w) - Q1/2 (cos w), 
v = COG (42) P& (cos W) - PliZ (cos u), 
D = PI,, (cos u) Q-l/s (cos W) - I-‘-,/, (cm u> Ql/z (~0s u). 
Now 
Qnwl12 koS w) = (l/da j” ( cos w - cos x)n-l/$ cos (nx) dx, O<CO<T, 
w 
whence (cf. [l, p. 5181) 
D = (I/r) 1; (cos x - cos ~)-~i~ dx 
X 
i “( cos w - COS~)-‘/~ (cos x - cos y) dy > 0. -02 
Next, V’can be written 
V = sin” (w/2) Z& (cos W) - (I&$) jr (cos x - cos ,)1/z dx. (6.2) 
Since P-&l) = 1 and Pellz(- 1 +) = oc), (6.2) implies V(0 +) = 0 and 
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V(n -) = a3. Differentiating in (6.2) and making use of the relation [4, 
p. 144 (17), p. 148 (6) p. 159 (27)] 




V’ = ~ sin w sin” (w/2)P’-,,, (cos W) 
= (2 d2rr-l tan (w/2) .[I (cos x -~~ cos ,)1/a dx. 
0 < I/' <(wz/16)tan(w/2). 
Using the fact that the Maclaurin expansion of tan w/2 has positive coeffi- 
cients, we conclude that 
For U we have 
0 < V < (w3/64) tan (w/2). 
U = sin2 (w/2) Q-ri2 (cos w) + 2--lj2 s 
n (cos w - cos x)lj2 dx, (6.3) w 
which implies U(0 +) = 2, U(rr -) = 2/7r. Differentiating in (6.3) we obtain 
U’ = - (&/S) tan (w/2) 1: (cos w - cos .x)l12 dx. 
Hence, U’ < 0 and 7~12 < U < 2. From 0 < U, V, D the first part of the 
lemma follows. From 
y(w) = arctan [7rV/(2U)], (6.4) 
and the relevant properties of U, V established above we get ~(0 +) = 0, 
y(~ -) = r/2, and y(w) < arctan [(w3/64) tan (w/2)]. Differentiating in (6.4) 
and making use of the inequalities 0 < U, V, v’, ~ U’, we conclude that 
0 < y’. This completes the proof. 
7. PROPERTIES OF THE wkn 
We consider next the wkn. The following lemma, which relates the mkn 
to the ekn, includes the properties of the wlen which are fundamental for our 
purposes. 
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LEMMA 6. If 2 < n and 1 < k < n, then 
lZWk% = (k - $, 7.r + p&qcn> + y(Wkn), (7.1) 
ekn < Wkn < ekn + y(wk”)/n. (7.2) 
If k < n/2 then wBn < n/2. If n/2 < k, then 3r/2 < wkn. 
From Lemmas 1, 5, and 6 we obtain the following estimates for the wkn: 
(k - a) 7~ < nwkn < (k + a) ,rr ;f k < n/2; 
(k - 8) 7~ < nwkfi < (k + 4) T if n/2 < k. (7.3) 
PROOF. To obtain (7.1) we note that 
W(w) TACOS w)> = I E I I Tn I ~0s G&J>> 
where G,(W) = nw - r/4 - /Ins,(w) - y(w). Thus the wkn are the values of w 
on (0, n) at which G, assumes the form G, = (p - 8) 7r, wherep is an integer. 
Let p, be the integer corresponding to wkn. Since G,(O +) = - 7r/2, 
G,(rr -) = (n - $) VT and G, is continuous on (0, CT), we find first that the 
set (PI , Pz , .-, I+-J is identical with the set (1, 2, *me, n - I), and secondly 
that p, <pa < *a* < p,-, . Thus, p, = k, and (7.1) holds. Now suppose, if 
possible, that wkn < Bks. Then we have also 
nwk n = (k - 4) n + /%(wk”) + y(wkn) 3 (k - $, n- + ,h(&n) + y(wkn) > nekn, 
which provides a contradiction. Hence, 8,” < wkn. But, if f&” < wkn, then 
nwkR = (k - $, n- + /%(wkn) + y(wkn) < (k - -&r + ,&I(~,~) + dwk”) 
= ndkn + y(wkn), 
which completes the proof for (7.2). If k > n/2, then wkQ > ekn > rr/2. 
On the other hand, suppose rr/2 < wkn. Since /& < 0 for ~12 < w < rr, 
we have m/2 < men < (k - *) m + y(wkn). If wkn < 37~/4, then 
y(wk”) < [(3~/4)~/64] tan (3~/8) < m/4, 
which implies n/2 < k. If 3n/4 < wkn, then (3n/4) n < nwkn < (k + 3) r, 
which again implies n/2 < k. The last assertion in the lemma then follows. 
8. PROOFOFTHEOREM 1 
The proof of Theorem 1 rests on the foregoing analysis. The inequality 
X,n < A, and the limit relation in (2.2) are corollaries of (2.4). We have then 
to consider (2.3), (2.4), the monotone property in (2.2), and the left-hand 
inequality in (2.1). 
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We first establish the monotone property in (2.2). \I;e will show that 
I I?+1 ’ I; A,” C,(h,“h)“, I -I k n, (8.1) 
where 
C4 _~ 2in’i P(l6n) ~~ l/24 7 0.00294 1.. . 
Our analysis will cover the cases 1 s,< k < n, 3 :s n. For the remaining cast 
hia ~ hr2, (8.1) is seen to hold from Table I. We write 
(A;+’ - A,")/2 = El - E, , t := q(?z :- l), 
El = (n -j-. I) sin (twk,“/2) - n sin (w,“/2), 
E, = (rz + 1) [sin (tw,“j2) - sin (~:+~/2)]. 
To treat E, , we observe that for x f 0, the function 
y(x) == x-“[(a + 1) sin (tx) -- n sin x] 
has derivative 
y’ = -. zn 
[ 
l(l - t4) x _- 2u 7T t”) 
5! 
x3 4. . . . 
+ (- 1)' (r t- 1) (1 - t2"4) 
(2r + 5)! 
mX2r+l + . ..I . (8.2) 
The series in (8.2) is alternating, everywhere convergent, and has leading 
coefficient positive. Making use of the fact that 
(1 - P+S)/(l - Lzrt4) < (y + 3)l(r + 2), 
Y = 0, 1, *.*, we find that the absolute value of the ratio of the (r + 1)th 
term to the rth term does not exceed x2/[(2r + 2) (2~ + 7)] < x2/14 < 1 on 
(0, n/2]. It follows that y(x) is monotone decreasing on (0, m/2]. But 
(n/2)3y(7r/2) = (n + 1) sin (t7r/2) - n 
= 1 - ~(PI + 1) sin2[n/(4n + 4)] > 1 - n2/(8n i- 8). 
Thus, 
El > (2/7r)3 [l - 7rs/(8n + S)] (uJ,“/~)~ 2 [l/r” - 1/(32~)] (~k~)~, (8.3) 
the last inequality resulting from the condition n > 3. We next show that 
E, < (~,“)~/48. (8.4) 
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From (8.3), (8.4), and the relations wkn > 2 sin (w,“/2) = A,‘%, the inequality 
(8.1) then follows. 
To obtain (8.4) we first observe that, if twkn < wz+l, then E, < 0, and 
(8.4) holds. Hence, it is enough to consider the case wz+l < twkn. For this 
case we use (6.1) and the inequalities 
tw,” - G+l < y(%?I(n + l), y(wk7 < ~(wIclt)31(24+ (8.5) 
The first inequality in (8.5) is a consequence of (5.7) and (7.2). To justify 
the second we note that nw,” < nwlml < (n - -$) n [(7.3)]. Using the fact 
that cot x < l/x for 0 < x < 7~/2, we then have the conclusion 
y(wkn) < (64)-l (w~~)~ tan (wkn/2) = (64)-l (w~~)~ cot [(r - wkn)/2] 
< n(~,“)~/(24~). 
We now write 
E, = 2(n + 1) sin [(twkn - wi+‘)/4] cos [(twkn + wie1)/4]. 
We have 
Thus 
0 < (twkn f f&+1)/4 < 7r/2. 
0 < sin [(twkn - w;+l)/41 -=c Y(WkY(4~ + 4), 
0 < cos [(tw; + wi”)/4] 
= cos{(w,“/2) - [whn/(2n + 2) + (twllN - w;+l)/4]} 
< ax (%“/2) + 7rlQn + 2) + Y(%9/(4n + 4) 
< cos (wkn/2) + 5~/(8n + 8). 
Accordingly, 
E, -=c (& y(wlcn) cm (wkV2) + 5~(we”)/(l6n + 16). 
From (6.1) and (8.5) we then obtain 
E2 < (03)~/128 + 5t(w,“)“/384 < (~,“)~/48. 
This is (8.4) and completes the proof for (8.1). 
We next consider (2.3). We have 
E = 2n sin (~l&/2) - hkn = 2n[sin &h/2) - sin (w,“/2)]. 
We show first that the right-hand inequality in (2.3) holds. It suffices to 
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consider the case mk:n < A,$. \;Z’e use B,,” < wii?l (7.2) and 6,<” i: A,.k (5.5) to 
obtain 
E < 2n [sin (A,.h;2) ~~ sin (0,“/2)] 
-= 4n sin [(A,12 0,?,)/4] cos [(fl$ -~ 0,“)/4] 
< (A, ~~ no,.“) cos (e,Ti;2). 
If k < n/2, then ((5.6) and (5.5)) 
(8.7) 
A, - n&n < (n2 + cp2 orn ~- n&n < Ca0,“/(2n) < C,A,2h2, e3.8~ 
where 
c, = C,/(2A,) = (4-i - +(2/l,)-1 = 0.03091 ... 
If n/2 < k, then k > 2, n 3 3, and (Lemma 3) 
A, - nOkn = Ak -- n57 f n(a - flkn) < fl, - n7r + .Q~+,-,. 
= @k) +- &AL+,-,> < @,) $ 44 < C,fl,‘h”, 
where 
c5 = U2/(557)1" [OJ + 4Q2)l. 
For k > n/2 we have also Bkn > n/2 (Lemma 2). Thus 
E < C,2-112A,2h2. (8.9) 
We find by calculation that C,2-1/2 < 0.022 < C, . We conclude from (8.7), 
(8.8), and (8.9) that the right-hand inequality in (2.3) holds. 
In establishing the left-hand inequality in (2.3) we can suppose A,h < cokn. 
To treat this case we use (6.1), r(wkn) < n(w,“)3/(24m) ((8.5)). and 
nwkn < A, + y(wkn), a consequence of (5.5) and (7.2), to obtain 
From 
- E = 4% sin [(wkn ~ A,h)/4] cos [(a~~~ + A,h)/4] 
< y(ws) cos [w,“/2 - (wlcn - f&h)/41 
< (~,“)~/64 + r2(wk”)l(4n) -=c (~,“)~/48. (8.10) 
wkn -=c Ah + r(wkn)/n -C &h + (~,“)~/(2477), 
we obtain wk < &h/(1 - n/24), which with (8.10) results in the left-hand 
inequality in (2.3). 
The proof for (2.4) is based on (2.3). If 1 < k < n, then 
A, - Akn = 2n[A,h/2 - sin (A,h/2)] + 2n sin (A,h/2) - A,“. 
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The function C(X) = x-“[x - sin X] is monotone decreasing on (0,7r/2]. 
We have +(O +) = & and $(7r/2) = (2/~)~ [7r/2 - 11. Hence, 
(v2 - 27~~) Ak3h2 < 2n [A,h/2 - sin (d&/2)] < .&Vz2/24. 
On the other hand, by (2.3), we have 
C,A,3h2/2 < - CIAk3h3 < 2n sin (A,h/2) - h,* < C,L&~~‘~ 
< (C,/A,) A,“h2. 
It follows that (2.4) holds provided 1 < k < n. To treat the cases k = n, 
we use the values A, = 2.404 **., Al1 = 2.000 for k = II = 1, the values 
A, = 5.520 I.., h22 = 4.350 ... for k = n = 2, and the inequalities 
(K - i) n < A, < (K - i) v (< Krr for the upper bound), 
1 < h,k/(2k) < 1.101, for 3<k=n. 
We find that bounds of (Ale - XKn)/(Ak3h2) for the three cases are respectively 
0.029 and 0.030, 0.027 and 0.028, 0.021 and 0.048. These lower bounds 
exceed C,* while the upper bounds are less than C,*. Thus (2.4) holds for all 
k, n, 1 < k < n. 
It remains to consider the left-hand inequality in (2.1). As noted in Section 1 
this inequality is established by Boyer in case n = k. By (2.2) we have then 
only to show that hi+r > 2k. If k = 1 we have J$+l = hi2 = 2.252 *.* > 2k. 
On the other hand, if k > 1, then (k - i) r < (k + 1) ,$+I ((7.3)) and 
accordingly 
A@1 = 2(k + 1) sin (@l/2) = 2k + 2 - 4(k + 1) sin2 [(n - $‘)/4] k 
> 2k + 2 - 9r2/(16k + 16) > 2k. 
The theorem follows. 
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