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In this paper, we propose an exact holographic mapping which is a unitary mapping from the Hilbert space
of a lattice system in flat space (boundary) to that of another lattice system in one higher dimension (bulk).
By defining the distance in the bulk system from two-point correlation functions, we obtain an emergent bulk
space-time geometry that is determined by the boundary state and the mapping. As a specific example, we study
the exact holographic mapping for (1 + 1)-dimensional lattice Dirac fermions and explore the emergent bulk
geometry corresponding to different boundary states including massless and massive states at zero temperature,
and the massless system at finite temperature. We also study two entangled one-dimensional chains and show
that the corresponding bulk geometry consists of two asymptotic regions connected by a worm-hole. The quan-
tum quench of the coupled chains is mapped to dynamics of the worm-hole. In the end we discuss the general
procedure of applying this approach to interacting systems, and other open questions.
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I. INTRODUCTION
In recent years, holographic duality, also known as
anti-de-Sitter space/conformal field theory (AdS/CFT)
correspondence1–4, has attracted tremendous research interest
in both high energy and condensed matter physics. This
correspondence is defined as a duality between a d + 1-
dimensional conformal field theory defined on flat space
and a d + 2-dimensional quantum gravity theory defined
on an AdS space background. In the known examples, the
large-N limit of the conformal field theory corresponds to
the classical limit of the dual gravity theory. A key reason of
such a correspondence is that the conformal symmetry group
of d + 2-dimensional space (with Lorentz metric) is SO(d, 2),
which is identical to the isometry group of AdS space. This
duality can be generalized to more general field theories
without conformal symmetry, which are dual to bulk gravity
theories on different space-time manifolds.
The holographic duality is intrinsically related to the renor-
malization group (RG) flow of the boundary theory5–7, which
is natural since the space-time dilatation is included in the
conformal transformation group. The boundary flat space is
mapped to the conformal boundary of the AdS space, and the
emergent dimension perpendicular to the conformal boundary
has the physical interpretation of energy scale. The RG flow
of the boundary coupling constants become the bulk equation
of motion8–11. Related to such ideas, B. Swingle12 has pro-
posed a relation between holographic duality and multiscale
entanglement renormalization ansatz (MERA)13,14. MERA
is a real space renormalization procedure defined for quan-
tum states, which represents a highly entangled many-body
state, such as the ground state of a conformal field theory, by
a tensor network, as is illustrated in Fig. 1 (a). Contrac-
tion of all tensors in this network defines an ansatz many-
body wavefunction which can be used to approximate the
ground state of the physical system. The network is viewed
as a discretized version of the AdS space bulk theory12,15–17
, which is dual to the boundary CFT. This proposed cor-
respondence provides a physical interpretation of the Ryu-
Takayanagi formula18 which relates entanglement entropy to
the minimal surface area in the bulk. The continuous gener-
alization of MERA19 and its relation to AdS/CFT20 has also
been discussed. However, there are important differences be-
tween MERA and AdS/CFT correspondence. In the former
the bulk tensor network is classical even for a generic CFT,
while in the later the bulk is only classical when the boundary
theory is in the large N limit. Although the network struc-
ture provides some information about the bulk geometry, this
information is incomplete. In particular, the time direction
metric is not explicitly encoded in the network, which makes
it difficult to understand some interesting phenomena such
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2as the correspondence between a finite temperature boundary
system and a bulk black-hole geometry.
FIG. 1: (a) Network representing a MERA state (without disentan-
glers). (b) Network of the exact holographic mapping. Each node
in the network stands for a unitary transformation U which maps the
states of two input sites |s1, s2〉 to one bulk state (red dot) labeled by
|α〉 and one auxiliary state |t〉. More details of the definition are given
in Sec. II. (c) A simplified representation of the EHM network in (b),
in which all the unitary transformations in the same layer are com-
bined together to one unitary mapping (grey triangle). The boundary
theory (yellow square) is mapped to auxiliary degrees of freedom
(blue arrow) and bulk states (red filled circle) in each step. After N
steps, the boundary theory is mapped to the bulk theory consisting of
all red dots.
In this paper, we propose a generalization of MERA, the
exact holographic mapping (EHM), which provides a more
explicit and complete understanding of the bulk theory for a
given boundary theory. Consider the network in Fig. 1 (b), in
which each vertex represents a unitary mapping which maps
two input sites into two output sites. One of the two output
sites (black) captures the low energy, or longer-range entan-
gled degree of freedom of the two input sites, which becomes
input of the next layers; The other output site (red) captures
the high energy, or short-range entangled degree of freedom
which is considered as a “bulk” degree of freedom. The net
effect of all layers of unitary transformations is a unitary map-
ping from the Hilbert space of the boundary theory to that of
the bulk theory, defined by qubits living on the red sites. As
has been discussed in Ref.14, the MERA ansatz states are ob-
tained by acting the reverse mapping (the one from bulk to
boundary) on a direct product state in the bulk. Here we pro-
pose to apply the unitary mapping to all states in the boundary
system, which leads to a bulk theory that is exactly equiva-
lent to the boundary theory. Properties of the boundary theory
such as Hamiltonians and other operators, correlation func-
tions and time-evolution can all be mapped to the bulk theory.
Compared with the AdS/CFT correspondence, we can con-
sider the bulk theory obtained in EHM as a bulk “matter field”
living on the back-ground of hyperbolic space, while MERA
corresponds to the infinite mass limit of the bulk matter field.
(It should be noted that Ref.21 has mapped generic states of
exactly solvable quantum double models using MERA, which
can be considered as a realization of EHM. The MERA ansatz
is exact in these models, meaning that all eigenstates of the
boundary Hamiltonian correspond to direct product states in
the bulk theory.)
Allowing the bulk matter field to have a nontrivial dynam-
ics leads to important consequences in several different as-
pects. Firstly, this allows the bulk-boundary correspondence
to be exactly defined for a generic boundary system, rather
than for special ansatz states that can usually characterize the
boundary physics only approximately. The entanglement in
the bulk state, which is short-ranged for a properly chosen
unitary mapping, can be viewed as a description of the “resid-
ual entanglement” in the boundary theory that was not cap-
tured in the classical network itself. Secondly, the bulk state
can be used to provide an independent definition of bulk ge-
ometry. By assuming the bulk state to be a massive state in
the bulk, we can use the two-point correlation functions of the
bulk state to define the distance between any pair of points in
the bulk. When the EHM is chosen properly, such a definition
of bulk distance can be interpreted as geodesic distance in a
space-time manifold. In such a way, the bulk geometry cor-
responding to each given boundary system is not given by the
network a priori, but is an “emergent” property determined
by the boundary state and the EHM. In particular, since we
have access to time-dependent correlation functions, we can
not only probe the space geometry but also space-time geom-
etry.
We illustrate the EHM by a (1 + 1)-dimensional lattice
Dirac fermion example. We introduce an EHM for the free
fermion and study the bulk space-time geometry for several
different boundary states. For massless Dirac fermion at zero
temperature, the corresponding bulk state can be considered
as a discretized version of massive fermion on AdS2+1. For
massless fermion at finite temperature, the bulk state is con-
sistent with a Banados, Teitelboim and Zanelli (BTZ) black-
hole geometry22, although the same unitary mapping as the
zero temperature case is used. The bulk sites in the center of
the network (the “infared” region) correspond to near-horizon
region of the black-hole, and the entanglement entropy be-
tween bulk sites also provide a possible microscopic origin of
the black-hole entropy. When the boundary state is a massive
fermion at zero temperature, the corresponding bulk geome-
try is a space which effectively terminates at a certain radius,
but by studying time direction correlation one can see that the
“infared boundary” of this geometry is not a horizon, and also
the infared region does not carry entropy. As a more sophisti-
cated example we study a quantum quench problem in which
two coupled chains are entangled to form a massive ground
state, and the coupling is turned off at a certain time. We show
that the two entangled chains correspond to a bulk worm-hole
geometry which connects to asymptotic AdS regions. After
the quench, the worm-hole shrinks and then expands again,
which can be compared with the holographic description of
quantum quench procedure studied in the literature17,23.
II. DEFINITION OF THE EXACT HOLOGRAPHIC
MAPPING
The exact holographic mapping is defined by multiplying a
series of unitary transformations, as is illustrated in Fig. 1 (b).
We start from a lattice model with an n-dimensional Hilbert
space on each site, and with total number of sites L = 2N .
3For two sites with states labeled by |s1s2〉 , s1,2 = 1, 2, ..., n,
a unitary operator U12 is defined to map them to two output
sites labeled by a (standing for “auxiliary”) and b (“bulk”).
U12 |s1s2〉 =
∑
t,α=1,2,...,n
U tαs1 s2 |t〉a ⊗ |α〉b (1)
Here |α〉b and |t〉a are sets of basis of the bulk site and auxiliary
site, respectively.
The same transformation is carried for all pairs of sites 2i−1
and 2i, which leads to a unitary transformation on the Hilbert
space of the whole system:
V1 = U12 ⊗ U34 ⊗ ... ⊗ U2N−1,2N (2)
This is a mapping from a single chain with 2N sites to two
coupled chains, each with 2N−1 sites. Then we can define V2
in the same way for the Hilbert space of 2N−1 auxiliary sites,
which defines 2N−2 bulk sites and 2N−2 auxiliary sites in the
second layer. Iterating this procedure N times, as is illustrated
in Fig. 1 (c), we obtain a unitary mapping
M = VNVN−1...V1 (3)
which maps the 2N boundary sites to the same number of bulk
sites. (In the last step, we have one bulk site and one auxiliary
site, but both needs to be viewed as bulk sites.) Here V2 should
be understood as V2 ⊗ I where V2 acts on the auxiliary states
in the first layer and I is the identity operator acting on the
bulk states of the first layer. The Vn in each layer should be
understood in the same way.
For each choice of U and a many-body state of the 1D chain
|Φ〉, the unitary operator M maps |Φ〉 to a 2D many-body state
|Ψ〉 = M |Φ〉 defined on the network shown in Fig. 1 (a). This
mapping is defined for each state in the Hilbert space of the
1D chain, so that all operators, such as the Hamiltonian and
the thermal density matrix, can also be mapped to the bulk
system. If we take a direct product state |0〉 = ∏x |0〉x in the
bulk, with x labeling the bulk sites, the corresponding bound-
ary state |Ψ〉 = M−1 |0〉 is an ansatz state defined in ordinary
MERA approach. The mapping can be easily generalized by
adding disentanglers13,14 in the same way as in MERA (which
are unitary transformations on auxiliary sites that do not create
new bulk sites), and/or by allowing U to be different at differ-
ent sites. Different from MERA case, such modifications are
not necessary for characterizing the boundary state, since the
mapping is exact. Therefore in this paper, we will focus on
the simple choice described above with the same U at each
vertex, which already leads to rich consequences.
A key property of EHM that we will study is that the non-
trivial bulk state |Ψ〉 = M |Φ〉 obtained from the mapping pro-
vides a measure of the bulk geometry. The belief behind this
“geometrical” point of view is that by appropriate choice of U,
the bulk system can be gapped even if the boundary system is
gapless. We do not have a proof of this statement for a generic
boundary system, but this conjecture is supported by the fact
that even a gapped bulk state on this hyperbolic geometry can
provide the sufficient quantum entanglement that is necessary
to characterize the boundary critical system. This is similar to
the MERA case discussed in Ref.12,16.
With the assumption that we have mapped the boundary
state to a massive bulk state, we can define the geodesic dis-
tance d(x,t1),(y,t2) between two bulk space-time points by the two
point correlation function. For a massive state the two point
function at long distance has the asymptotic form〈
Ox(t1)Oy(t2)
〉
' C0 exp
[
−d(x,t1),(y,t2)
ξ
]
(4)
We use this equation as a definition of the distance function:
d(x,t1),(y,t2) = −ξ log
〈
Ox(t1)Oy(t2)
〉
C0
(5)
The correlation length ξ and the constant C0 depend on the op-
erator chosen, so that this equation can be used to determine
the distance up to a constant and an overall scale. We have
omitted the possible power law term front multiplying the ex-
ponential decay term, since the log of the correlation function
will be dominated by the linear in d term in the long distance
limit.
Apparently, one would like to define the distance in a way
that is independent from the choice of operator O. The suit-
able choice will be an appropriate upper bound of all two-
point correlation functions. For equal time correlation func-
tion, there is an obvious choice of such a bound, which is the
mutual information defined as
Ixy = S x + S y − S xy (6)
Here S xy = −Tr
(
ρxy log ρxy
)
is the von Neumann entropy of
sites xy with reduced density matrix ρxy, and similarly S x(y) is
the entropy of a single site x(y). Therefore the spatial distance
can be defined by
dxy = −ξ log IxyI0 (7)
When each site x has D states, the entropy S x ≤ log D. There-
fore we have Ixy ≤ 2 log D. If two sites have Ixy = 2 log D, it
means they are maximally entangled with each other and not
entangled with any other sites. According to Eq. (7) x and y
have minimal distance in this case. Therefore it is natural to
define the distance between such a maximally entangled pair
to be 0, which means I0 = 2 log D.
The geodesic distance was also related to mutual informa-
tion in Ref.24, but the mutual information discussed there was
between different regions in the boundary system. It is also in-
teresting to note that the distance definition (7) may be related
to the idea discussed recently in Ref.25 that nonlocal quantum
entanglement creates wormhole between far away spatial re-
gions.
III. FREE FERMION EXAMPLE
As an explicit example, we consider the 1+1D lattice Dirac
fermion with the following Hamiltonian:
H =
∑
k
c†k
[
σx sin k + (m + B (1 − cos k))σy
]
ck (8)
4Here σx, σy are Pauli matrices, and the annihilation opera-
tor ck is a two component spinor. In the long wavelength
limit k → 0, the single particle Hamiltonian is approximately
kσx + mσy which approaches the continuous Dirac model.
Now consider the unitary transformation U which is a single-
particle basis transformation(
ai1
bi1
)
=
1√
2
(
1 1
−1 1
) (
c2i−1
c2i
)
(9)
The spin index is omitted, which is preserved in this transfor-
mation. This mapping preserves the quadratic nature of the
Hamiltonian, and breaks translation symmetry by doubling
the unit cell. The Hamiltonian in the transformed basis is
H = Ha + Hb + Hint
Ha =
1
2
∑
k
a†k1
[
σx sin k + (2m + B (1 − cos k))σy
]
ak1
Hb =
1
2
∑
k
b†k1
[
σx sin k + B(3 + cos k)σy
]
bk1
Hint =
1
2
∑
k
(
a†k1
[
i(1 − cos k)σx − iB sin kσy
]
bk1 + h.c.
)
(10)
For the critical point at m = 0, we see that Ha has the same
form as the original Hamiltonian except for a rescaling of the
bandwidth by 12 . Since Ha will be the input for the next layer,
the low energy Hamiltonians of the auxiliary degrees of free-
dom for each layer are all related by a rescaling. The same
holds for the bulk Hamiltonian Hb. In this sense the Hamilto-
nian of low energy degrees of freedom ak is at the “fix point”
of the EHM defined by U. The transformation above is iter-
ated by defining(
ai,n+1
bi,n+1
)
=
1√
2
(
1 1
−1 1
) (
a2i−1,n
a2i,n
)
(11)
leads to a bulk Hamiltonian Hb =
∑
x,y b
†
xhxyby.39 To distin-
guish bulk and boundary we will use i to label boundary sites
and use x = (x, n) to label bulk sites. Here n labels the layer
index and x labels the sites in each layer. The bulk operators
are related to the boundary ones by a unitary transformation
bx =
∑
i
φ∗i (x)ci (12)
The detail expression of the matrix element φ∗i (x) is given
in the appendix. The basis wavefunction φ∗i (x) is actually
a known basis called Haar wavelets26. (It is interesting to
note that wavelets have been applied in renormalization group,
which might be considered as a classical analog of the EHM
approach.27,28)
To understand the properties of the bulk theory, we study
the bulk correlation functions. For the free fermion system
studied here, we can use Wick theorem to determine all corre-
lation functions by the single-particle Green’s function:
Gxyαβ(τ) =
〈
Tbxα(τ)b
†
yβ(0)
〉
=
∑
k
φ∗k (x) φk (y)
〈
Tckα(τ)c
†
kβ(0)
〉
(13)
We first study the spatial distance defined by mutual infor-
mation in Eq. (7). The entropy S x for the free fermion state is
determined by the following formula29:
S x = −tr [Gxx log Gxx + (I −Gxx) log (I −Gxx)] (14)
with Gxx =
[
Gxxαβ(τ→ 0+)
]
the equal time single particle cor-
relation function matrix at site x. The entropy of y and xy can
be defined in the same way. Fig. 2 (a) and (b) show the spatial
distance between two points with the same n and two points
with the same x. We can see that the distance dxy scales like
d(x,n),(y,n) ∝ log |x − y| , d(x,n),(x,m) ∝ |n − m| (15)
This is consistent with the geodesic distance between two
points in AdS space in the limit d  R.
To make closer comparison, consider the metric of Eu-
clidean AdS2+1
ds2 =
(
ρ2
R2
+ 1
)
dt2 +
1
ρ2
R2 + 1
dρ2 + ρ2dθ2 (16)
Here θ ∈ [0, 2pi) is an angle variable. To compare the discrete
network with the AdS space, we notice that the perimeter of
n-th layer is 2N−n, which should be identified with 2piρ. There-
fore the point (x, n) corresponds to
ρ =
2N−n
2pi
, θ =
x − 2−1 + 2−n−1
ρ
(17)
in the AdS coordinate. In the expression of θ we have intro-
duced a constant shift such that the point in the n + 1-th layer
is in the middle of two sites in the n-th layer, as is shown in
Fig. 1. The AdS geodesic distance is
d(x,n),(y,n) = Rarccosh
(
1 +
2ρ2
R2
sin2
θ1 − θ2
2
)
' 2R log |x − y|
R
(18)
By fitting the formula (18) and (7) we can obtain R ' 0.33
and ξ ' 0.11, as is shown in Fig. 2 (a). Using this value of
R we can compute the distance d(0,1),(0,n) between two points
separated vertically. As is shown in Fig. 2 (b), the mutual in-
formation between two sites (0, 1) and (0, n) decays exponen-
tially with their distance, although the slope gives a different
correlation length ξ. The fact that R < 1 tells us that the net-
work can only characterize the large scale geometry of AdS
space for length scale much larger than R.
In addition to the spatial geometry, we can also use time-
ordered correlation functions to study the space-time geom-
etry. In principle one should use a properly defined upper
bound of all correlation functions for a given pair of space-
time points. However, such a generalization of mutual infor-
mation to space-time points is not known to us. Thus we in-
stead consider the time-ordered single-particle Green’s func-
tion
Cx(τ) =
∑
σ
Gxxσσ(τ), (19)
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FIG. 2: Distance between two points with equal time and different
spatial location ((a) and (b)) and that between two points at the same
spatial location with different time ((c) and (d)) for the critical sys-
tem T = m = 0. (a) and (b) shows the distance between two points
separated along the horizontal direction and vertical direction, re-
spectively. The x axis is the geometrical distance between the two
points in the AdS space. The AdS radius R and correlation length ξ
is obtained from fitting in (a). (c) and (d) shows the distance between
two points at the same spatial location and time difference of τ. The
fitting yields values of R and ξ independently from the spatial cor-
relation functions. In all panels, the circles are the numerical results
and the lines are the fitting with AdS space geodesic distance. All
numerical calculations in Sec. III and IV are done for a chain with
217 sites.
with Gxyαβ defined in Eq. (13). For simplicity we will use
imaginary time. The time-direction distance is defined by the
asymptotic behavior of Cx(τ):
Cx(τ) = C0e−d(x,τ),(x,0)/ξ (20)
The distance defined by this equation can be compared with
the geodesic distance in the AdS space
d(x,τ),(x,0) = Racosh
[(
ρ2
R2
+ 1
)
cosh
τ
R
− ρ
2
R2
]
(21)
Fitting of this formula can be used to independently determine
the R and ξ. As is shown in Fig. 2 (c) and (d), the numerical
results fit well with R ' 0.34 which is closed to the R obtained
from the spatial correlation function. However, ξ is almost dif-
ferent by a factor of 2. Such an anisotropy between space and
time direction is a consequence of the difference between the
two distance definitions (7) and (20), and the different treat-
ment of space and time in the EHM.
IV. EFFECT OF FINITE TEMPERATURE AND FINITE
MASS
A main advantage of EHM is that we can go beyond the
scale invariant case and describe the space-time metric cor-
responding to a non-critical system without having to adjust
the network itself. We can apply the same mapping M to a
different boundary system, which then leads to a bulk system
with different correlation functions. If we still define the bulk
geodesic distance using the correlation functions in Eq. (7)
and (20), we obtain a bulk geometry different from the AdS
space. Two simplest ways to drive the system away from crit-
icality are by adding a finite mass m , 0 and a finite tempera-
ture T > 0.
A. Finite T system with m = 0
We first study the system with m = 0 and finite tempera-
ture T > 0. The space and (Euclidean) time direction distance
are computed in the same way as zero temperature case, as is
shown in Fig. 3. In the spatial direction, the distance between
two sites (x, n) and (y, n) as a function of the coordinate dis-
tance |x − y| shows a cross over from ∝ log |x − y| (the zero
temperature behavior) in short range to linear ∝ |x − y| in long
range, as is shown in Fig. 3 (a). The inset shows the ratio
Ixy(T )/Ixy(0) between the finite temperature and zero temper-
ature mutual information, which shows a cross over from 1
(green region) to 0 (blue region). This is qualitatively con-
sistent with the behavior of geodesic distance in a BTZ black
hole geometry. The black-hole metric in Euclidean time is
given by
ds2 =
ρ2 − b2
R2
dτ2 +
R2
ρ2 − b2 dρ
2 + ρ2dφ2 (22)
with b the black hole radius. The distance between two points
(x, n) and (y, n) at the same time is
d(x,n),(y,n) = 2Rasinh
[
ρ
b
sinh
b
2R
]
, with φ =
2pi |x − y|
2N−n
(23)
However, it is difficult to fit the numerical results with this
formula because we cannot assume ρ = 2N−n/2pi any more.
In the critical system, scale invariance determines that ρ must
scales in the same way as the lattice perimeter 2N−n, but for
finite temperature ρ is not determined a priori. To obtain ρ we
numerically calculate the distance in time direction d(x,τ),(x,0)
and fit it with the analytic geodesic distance
d(x,τ),(x,0) = Racosh
[
ρ2
b2
−
(
ρ2
b2
− 1
)
cos
(
2pi
β
τ
)]
(24)
with β = 1/T . From the fitting (Fig. 3 (b)) we obtain the pa-
rameters R, ξ, b and also obtain the radius ρ as a function of the
vertical coordinate n, which is shown in Fig. 3 (c). Interest-
ingly, ρ approaches b exponentially in the IR limit. Physically,
this behavior reflects the fact that in IR limit (large n limit)
the bandwidth of the bulk states decays exponentially, so that
the time-direction correlation length increases exponentially.
In other words, the time direction correlation function decays
more and more slowly in large n, as is shown in Fig. 3 (c).
The behavior of ρ tells us that the IR region of the network
now maps to the near-horizon region of the BTZ black hole
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FIG. 3: (a) Spatial distance d12 between two points ( j1, n) and ( j2, n)
for different n. Distance increases with the increase of n. The in-
set is the colorplot of the ratio of mutual information I12(T ) of the
finite temperature system and I12(0) that of the critical system, as a
function of horizontal and vertical coordinates. (b) Temporal dis-
tance dn(τ) between two points ( j, n, 0) and ( j, n, τ) for different n.
Distance decreases with the increase of n. The dashed lines are the
fitting with the analytic formula (24). (c) The radius ρ as a function
of n, obtained from the fitting (red line with circles). The blue dashed
line labels r = b and the black dotted line shows the zero temperature
value ρ = 2N−n/2pi. (d) Entropy per site as a function of n for finite
temperature (red circles) and zero temperature (blue line). The black
dotted line shows the maximal entropy value 2 log 2. All calculations
are done for T = 0.005.
geometry. This is an important difference from MERA case
where a state with finite correlation length is simulated by a
network truncated at finite depth16. An interesting relation
to the black hole physics is given by studying the entangle-
ment entropy of each bulk site with the rest of the system.
Due to translation symmetry, S (x,n) = S n is only a function
of the vertical coordinate n. The entropy S n for both T = 0
and T = 0.005 is shown in Fig. 3 (d). From this result we see
that the entropy per site quickly approaches the maximal value
2 log 2, which means each bulk site, except those near the
boundary, is maximally entangled with other sites, although
the mutual information shows that the entanglement is only
with nearby sites. It should be noticed that such a maximal
entropy also shows that the state at the boundary is far from a
MERA state defined by the same unitary mapping, as the latter
with have a direct product bulk state with S n = 0 at each site.
At finite T , the IR region has very long time-direction corre-
lation length and very short spatial correlation length, which
is interpreted as the neighborhood of black hole horizon. The
maximal entropy carried by each site in this region can be con-
sidered as the origin of the black hole Bekenstein-Hawking
entropy.
B. Finite mass system with T = 0
Now we study the system with finite mass m , 0 and tem-
perature T = 0, which leads to a different bulk space-time with
a characteristic scale given by m. As is shown in Fig. 4 (a),
the spatial distance behaves similarly as that of T > 0, m = 0.
In both cases, the spatial geometry has a IR cutoff scale, so
that the distance between two points (x, n) and (y, n) interpo-
lates from the log |x − y| AdS behavior to the Euclidean |x − y|
behavior. However, the time direction distance clearly dis-
tinguishes these two systems. As is shown in Fig. 4 (b), in
long time limit the distance d(x,τ),(x,0) along the time direction
increases linearly in τ. This is simply a consequence of the
exponential decay of correlation functions controlled by mass
m. In the IR region, the spatial correlation becomes very short
range, but the time-direction correlation length remains finite.
Compared with the finite temperature case, one can see that
this space-time has a spatial cut-off scale, but at the cut-off
scale (“end of the space”) the time direction remains finite. In
other words, the different behavior of IR region for finite T
and finite m shows that the IR boundary of the space-time is a
light-like surface (the black hole horizon) in the former case,
and a time-like surface in the latter case. Because the choice
of space-time with such IR boundary is not unique, we have
not fit the numerical results to a specific geometry. For exam-
ple, one natural candidate metric to compare with will be the
confined space-time proposed in Ref.2.
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FIG. 4: (a) Spatial distance d12 between two points ( j1, n) and ( j2, n)
for different n. Distance increases with the increase of n. The inset is
the colorplot of the ratio of mutual information I12(m) of the massive
system and I12(0) that of the critical system, as a function of hori-
zontal and vertical coordinates. (b) Temporal distance dn(τ) between
two points ( j, n, 0) and ( j, n, τ) for different n. Distance decreases
with the increase of n. (c) Long time behavior of dn(τ) as a function
of n for a τ = 1580  1/m. (d) Entropy per site as a function of
n, for finite mass (red line with circles) and massless system (blue
dashed line). The black dotted line show the maximal entropy value
2 log 2. All calculations are done for m = 0.005,T = 0.
Besides the time-direction metric, another interesting dif-
7ference between the finite mass and finite temperature sys-
tems is the behavior of bulk entanglement entropy. As shown
in Fig. 4 (d), the entropy of each bulk site S x = S n in UV
region behaves similarly from the critical system (and the fi-
nite T zero mass system), but in IR region the entropy is sup-
pressed. Physically this is a consequence of the fact that the
mass remains a constant during the mapping while the band-
width decays exponentially in IR limit. In the geometric point
of view, this is again consistent with the fact that the finite
mass space-time terminates “smoothly” and there is no en-
tropy accumulated at the neighborhood of the cut-off scale, in
contrast to the finite T case.
V. WORM-HOLE GEOMETRY AND QUANTUM QUENCH
PROCESS
One advantage of the EHM approach is that it can be ap-
plied to generic boundary states, so that it can also charac-
terize time-dependent processes. As an interesting example,
we study the quantum quench process in two coupled chains,
which is mapped to a “worm-hole” geometry with two asymp-
totic AdS regions.
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FIG. 5: (a) Schematic picture of the wormhole geometry. The green
line illustrates a geodesic path between the two end points. (b) Dis-
tance d12n between two sites with coordinate ( j, n) in the two layers.
The main figure and the inset shows the distance in linear scale and
log scale, respectively. All the results in this section are done for 216
sites and λ = 0.05.
Consider the Hamiltonian
H =
∑
k
(
c†k1 c
†
k2
) ( hk λI
λI −hk
) (
ck1
ck2
)
(25)
with hk = σx sin k + B(1− cos k)σy the Hamiltonian of a criti-
cal chain. The λ term is a hopping that couples the two chains.
We apply the holographic mapping (9) independently on the
two chains. For λ = 0 we will obtain two decoupled AdS-like
spaces as we analyzed above. For λ , 0, entanglement occurs
between the two chains in the ground state. Consequently,
the mutual information between the two corresponding bulk
spaces is non-vanishing. According to our definition of dis-
tance (7), this means that the distance between points in these
two spaces is finite, i.e., the bulk corresponding to the two
coupled chains is now a connected topological space. To un-
derstand the bulk geometry we consider the distance between
the sites ( j, n) in the two layers. The corresponding annihi-
lation operators b1,2( j,n) are superpositions of ci1,2 correspond-
ingly. The numerical results of the distance d12n is shown in
Fig. 5. Here we define d12n = log
Imax
I12( j,n)
with I12( j,n) the mutual
information between the two sites at position ( j, n), and Imax
the maximal possible mutual information between two sites
Imax = 2maxS x = 4 log 2. This choice of Imax means that we
define the distance between two maximally entangled sites to
be zero. From Fig. 5 one can see that in the UV limit (small
n) the distance between the two sites scales linearly with n,
while in the IR limit the distance decays exponentially. The
(exponentially) vanishing distance suggests that the two UV
regions are connected by a worm-hole, similar to the one ob-
tained from analytic continuation of a black-hole.30
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FIG. 6: (a) Distance between two sites at position ( j, n) in the two
layers as a function of radial coordinate n and time. (b) The distance
between two sites at the first layer ( j, 1) as a function of log(t). (c)
The entanglement entropy of the two sites at ( j, n) with the rest of the
system as a function of radial coordinate n and time. The blue region
in (a) and (c0 is the wormhole where both the distance between the
two sites and the net entropy of the two sites are exponentially small.
In a recent work17, the behavior of quantum entanglement
is studied in a quantum quench problem with the wormhole
geometry as the initial state. We can consider a correspond-
ing quantum quench problem in our system by turning off the
coupling λ at time 0. Before the quench, the system is at the
8ground state |G(λ)〉 of finite λ. After the quench, λ = 0 and
the time evolution of the two chains are independent. The
single-particle Green’s function can be obtained by
Gxyαp,βq (t1, t2) =
∑
k
φ∗k (x) φk (y) 〈G(λ)| ckαp(t1)c†kβq(t2) |G(λ)〉
ckαp(t1) =
[
eihk t1
]
αβ
ckβp(0) (26)
Here p, q = 1, 2 labels the layers and α, β labels the spin. It
should be noticed that real time evolution instead of the imag-
inary Euclidean time is considered here. Using the single par-
ticle Green’s function we can define the space-time metric by
Eq. (7) and (20) in the same way as the static case.
As an example of the correlation function we study the
time-evolution of the distance between the two points at site
x = ( j, n). At time t = 0 the distance d12n (0) gives the worm-
hole geometry shown in Fig. 5. The time evolution d12n (t) is
shown in Fig. 6 (a). After the quench, the size of the worm-
hole shrinks quickly and then expand again. The shrinking of
the wormhole corresponds to a thermalization of the excita-
tions created by the quench, and the reexpansion of the worm-
hole is a dethermalization procedure. In a generic system this
should only occur in an Poincare recurrence time which is ex-
ponentially long in the system size, but in the free electron
system it occurs in a time TP = L/2v with L = 2N the sys-
tem size and v the speed of light of the system.23 In our model
v = 1 and TP = 2N−1.
To see the time-evolution clearly, in Fig. 6 we change the
time variable t to f = log tTP−t . For t  TP, f ' log tTP , so that
Fig. 6 (a) tells us that the decrease of the wormhole size (blue
region) is proportional to log t. We also studied the distance
between two points close to the boundary at n = 1, which is
also proportional to log t. This result is different from the ob-
servation of Ref.17 where the geodesic distance between two
boundary points increases linearly in t.31 (The area of mini-
mal surface connecting two boundary regions is studied there,
and for AdS2+1 the minimal surface reduces to the geodesic
line.) Physically, the linear t increase of distance in Ref.17
corresponds to an exponential decay of mutual information
between the two points, while the log t dependence we obtain
corresponds to a 1/t dependence of the mutual information.
This difference is possibly because the following difference
between free fermion theory and an interacting theory. In a
free fermion system a single particle excitation propagates in
space but remains a single particle, while in an interacting the-
ory the particle can decay into multiple other particles. There-
fore, for the free fermion theory the mutual information be-
tween the two bulk sites “propagates” into a region with size t
(the speed of light is taken to be 1). In other words, the mutual
information remained is proportional to 1/t. In contrast, in an
interacting theory the mutual information can “propagate” to
one of the many-body states in the region with size t. Since
there are Dt states in this region, with D = 4 the number of
states at each site, the remaining mutual information will be
estimated by D−t.
Such a difference provides an example when the geodesic
distance we define by mutual information is inconsistent with
the minimal surface area required by the Ryu-Takayanagi for-
mula of entanglement entropy, although in the simpler cases
of single chain, they qualitatively agree. This is probably re-
lated to the fact that the distance defined by Eq. (7) is generi-
cally different from the geometrical distance of the “classical”
network we use to define M. More discussion about this will
be given in Sec. VI C.
Another quantity we calculate is the entanglement entropy
of the two sites at ( j, n) with other sites in the bulk. At t = 0,
in the IR region the two sites at ( j, n) are almost maximally
entangled with each other, and the net entropy of the two sites
S 12( j,n) almost vanishes. After the quench, the entanglement
starts to delocalize, and the net entropy of the two sites in-
creases quickly. As is shown in Fig. 6 (b), entropy is filled
into infared region when the wormhole shrinks. During the
dethermalization period, the entropy is removed.
VI. SOME MORE GENERAL ANALYSIS OF EHM
In the three sections above, we have restricted our discus-
sions to EHM in free fermion systems, for which the bulk
properties can be computed exactly. The EHM can in prin-
ciple be applied to more generic interacting systems, but the
bulk or boundary properties cannot be computed exactly for
the general cases. However, one can still understand some
generic properties of the EHM, which we will discuss in the
following.
A. Causal cone structure
An important feature of the MERA ansatz state is the exis-
tence of a causal cone structure14,32. To compute the reduced
density matrix of a boundary region for a MERA state (which
determines all the physical variables in that region, such as en-
ergy average value), one does not need the information about
the whole network, but only need the network in a region in
the bulk, named as the causal cone. The causal cone only con-
tains ∼ log L number of sites when the boundary system has
L sites. The causal cone structure is essential for the efficient
calculation of physical quantities in the MERA state.
Since the EHM is an exact mapping, the causal cone struc-
ture for special MERA states does not apply. However, there
is a generalized causal cone structure, as is illustrated in Fig.
7. Each tensor stands for the unitary transformation U which
maps the two incoming indices to one outgoing auxiliary in-
dex and one bulk index (blue line with a solid circle). One can
draw a bulk region that has A as its boundary, and has only in-
coming arrows acrossing it. For such a region, the inverse of
EHM maps the bulk states in this region to boundary degrees
of freedom in A and auxiliary degrees of freedom, without re-
plying on other degrees of freedom outside this region. The
causal cone CA is defined as the minimal one among all such
bulk regions.
Consider a boundary state |Φ〉 which is related to a bulk
state |Ψ〉 by the EHM |Φ〉 = M−1 |Ψ〉. Now we want to ob-
tain the reduced density matrix of a region A on the boundary.
9M consists of a sequence of unitary transformations. As is il-
lustrated in Fig. 7 (b) and (c), all the transformations outside
a causal cone cancels each other in the partial trace, so that
ρA = trA¯ |Φ〉 〈Φ| is determined by the reduced density matrix
of the bulk state in the causal cone CA:
ρCA = trCA |Ψ〉 〈Ψ|
ρA = traux.
[
M (CA)−1 ρCA M (CA)
]
(27)
Here A¯ is the complementary set of A in the boundary, and CA
is that of CA in the bulk. M (CA) is the unitary transformations
in the causal cone, which maps the bulk states in CA to auxil-
iary sites and boundary sites in A. The density matrix of A is
obtained by tracing out the auxiliary sites.
Therefore we see that the computation of the boundary re-
duced density matrix still only involve ∼ log L number of bulk
sites. In general the bulk reduced density matrix ρCA cannot
be obtained, which forbids us to make use of the causal cone
structure. However if we take some ansatz states in the bulk
such as a free fermion state, or a tensor product state (TPS), it
is possible to obtain ρCA and calculate the boundary reduced
density matrix. It should be noticed that the boundary state
can be interacting even if the bulk state is a free fermion state,
if the mapping V at each vertex of the network does not pre-
serve the quadratic nature of the Hamiltonian. In this point
of view, EHM with short-range entangled bulk states can be
taken as a larger class of variational states, which generalizes
MERA states and in general allows a better approximation to
the boundary ground state.
B. Comparison of EHM and the ordinary AdS/CFT duality
A natural question is what is the relation of EHM with ordi-
nary AdS/CFT duality. In particular, it has been proposed33,34
that a free boson or free fermion O(N) vector model is dual
to the Vasiliev theory35, which contains interaction between
infinite number of high spin fields, one at each spin. (For
real bosons (Majorana fermions), only even-spin (odd-spin)
fields are present. If we believe that the free fermion in con-
tinuum can be viewed as a continuum limit of the lattice Dirac
fermion studied in this paper, there appears to be a contra-
diction since EHM leads to a free fermion theory in the bulk
rather than Vasiliev theory. One possible explanation of this
contradiction is that there is no continuum limit of the bulk
theory we obtained by EHM. However, there seems to be no
principle to exclude the analog of EHM in continuum systems.
Assuming such a mapping for free fermion can be found, it
will be a unitary transformation of the fermion field
ηa (X) =
∫
ddyM (X|y)ψa(y) (28)
Here ψa(y) is a boundary fermion field and ηa (X) is a bulk
fermion field, with a = 1, 2, ...,N an O(N) index. X and y
are bulk and boundary coordinates, respectively. The space
of arbitrary field configurations on AdSd+1 is much higher di-
mensional than that on Rd, but it may be possible to define a
unitary mapping between the field configurations with a suit-
able UV cut-off, as is indicated by the lattice EHM.
Assuming such a mapping is possible, we can obtain a
quadratic fermion action S bulk
[
ηa, η¯a
]
in the bulk from the
quadratic action of the boundary fermion ψa(y). It should be
noticed that the bulk theory obtained in this way contains all
states of the free fermion system on the boundary, including
the states that are not O(N) invariant. This is the key difference
from the Vasiliev theory which only contain fields that corre-
spond to O(N) invariant single-trace operators on the bound-
ary. If we introduce the most generic O(N) invariant single-
trace source term for the bulk fermion, we can define
Z
[
J
(
X, X′
)]
= exp
[−S bulk [ηa, η¯a]
+
∫
dd+1Xdd+1X′J
(
X, X′
)
η¯a
(
X′
)
ηa(X)
]
(29)
This defines the action of the bilocal field J (X, X′) by
S eff
[
J
(
X, X′
)]
= − log Z [J (X, X′)] (30)
This effective action encodes all O(N) invariant correla-
tion functions of the bulk fermion (and thus the boundary
fermion). Although we haven’t worked out this procedure
sketched above explicitly, we would like to make the conjec-
ture that for a suitable choice of the mapping M(X|y) defined
in Eq. (28), action (30) reproduces the Vasiliev theory when
the bilocal field J (X, X′) is expanded into different spin com-
ponents. Physically, this conjecture means that the strong in-
teraction in Vasiliev theory comes from the simple fact that
we insist to study the O(N) singlet sector of a free fermion or
free boson theory, while the well-defined propagating modes
in this system are O(N) vectors. This is similar to what hap-
pens when one tries to describe the particle-hole excitations
of a Fermion system in space-time dimension higher than 2.
When there is no well-defined collective mode (such as spin
waves), one ends up with a large number of boson fields inter-
acting with each other.
Another theory that EHM shall be compared with is the the-
ory of S.-S. Lee9–11, which also constructs the bulk theory by
modifying an RG procedure of the boundary theory. Similar
to Vasiliev theory, what is obtained for O(N) vector model in
Ref.9 is an interacting theory that describes the O(N) singlet
sector.
C. Some more thoughts on the space-time geometry
In the approach so far, we have considered a fixed tree-like
background network, and define a distance on this network by
two-point correlation functions. There are apparently many
open questions in this scheme. Taking the spatial distance
defined in Eq. (7) as an example. To make this distance
dxy = −ξ log IxyI0 a legitimate distance function, the triangle
inequality needs to be satisfied, which means the mutual in-
formation should satisfy
IxyIyz ≤ Ixz (31)
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FIG. 7: (a) Causal cone CA (orange region) of a boundary region A (red dots). The bulk sites inside and outside the causal cone are colored
green and blue, respectively. (b) A simplified illustration of the network in (a), with regions A, A¯,CA,CA each represented by one block. The
combination of all unitary transformations in the causal cone and that out of the causal cone are labeled by the tensor U (CA) and U
(
CA
)
,
respectively. (c) Illustration of the relation between the boundary reduced density matrix ρA and the bulk reduced density matrix ρCA .
for any three points in the bulk. Apparently this is not always
true for a generic state. Physically this equation requires some
locality of correlation and entanglement, i.e., the correlation
between two farther away points x and z are mediated by the
third point y which is on the shortest path between x and z.
The identification of correlation/entanglement with geomet-
rical distance should be only made in the large scale (long
distance) limit, but it isn’t clear how to define this condition
more quantitatively.
In general, there is no reason to view the bulk geometry
as a static classical background. The distance function calcu-
lated in this work should be considered as an average distance
in a certain coordinate choice, for a fluctuating bulk geome-
try. For the same boundary theory, it is possible that differ-
ent EHM can be defined, each of which leads to a local bulk
theory. The equivalence between such bulk theories can be
viewed as a large symmetry group of the bulk theory, which
include gauge symmetries and general covariance of the bulk
as subgroups. It should be noted that the definition of “average
distance” requires to specify a coordinate for each of the fluc-
tuating geometry, which is therefore not general covariant.31
This is consistent with the fact that the “average distance” is
defined for a particular EHM. The choice of EHM acts as a
gauge fixing.
So far we have been taking a tree-like background in defin-
ing EHM. The tensor network can be viewed as a discretiza-
tion of hyperbolic space, but the metric defined by correlation
functions is generically different from that of the hyperbolic
space, unless the boundary theory is critical. One can inter-
pret the tensor network we start with as a classical background
geometry, and consider the emergent metric defined by corre-
lation functions as a quantum correction to the geometry. (For
the special states defined in MERA, the quantum correction
vanishes.) Generically, the hyperbolic space we start with is
not a “saddle point” so that the correction leads to a differ-
ent geometry. There is no particular reason to start from the
hyperbolic space. To avoid relying on the specific starting
point, one can consider EHM on a more generic network, and
determine the network self-consistently. The self-consistent
equation is determined by the condition
−ξ log Cxy = dxy = dgxy (32)
where dxy is the distance defined from correlation function
Cxy, and d
g
xy is the graph distance on the network. (We assume
that the unitary transformations on all vertices of the network
are identical, so that all information about the geometry is in
the network itself.) An interesting question is whether the “fix
point” space-time geometry determined by the self-consistent
equation (32) satisfies Einstein equation.
VII. CONCLUSION
In conclusion, we have proposed an exact holographic map-
ping between d-dimensional and d + 1-dimensional quantum
many-body states. For suitable mapping the d+1-dimensional
bulk theory is local and short-range entangled, and we can
use the bulk correlation function to define the emergent bulk
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geometry. In this case, the bulk geometry is a “holographic
dual description” of the boundary d-dimensional theory. The
general idea of EHM is to find a new direct-product decom-
position of the Hilbert space, in which entanglement between
different sites is short-ranged even if in the original system the
correlation and entanglement may be long-ranged. It is such
“quasi-local” basis which defines a “geometrized” description
of the system.
For the example of 1 + 1-d free fermions, we studied the
bulk geometry corresponding to several different systems, in-
cluding massive and massless fermions at zero temperature,
and massless fermions at finite temperature. The bulk geom-
etry obtained is qualitatively consistent with the expectation
from AdS/CFT duality. In particular, for a finite temperature
system we show that the IR region of the network behaves
like the near-horizon region of a black-hole. As an example
of time-dependent geometry, we studied the quantum quench
problem in two 1 + 1-d chains. In the initial state, the two
chains are entangled and the bulk geometry is a wormhole ge-
ometry with two asymptotic AdS regions. After the quench
the two chains are decoupled and the wormhole shrinks and
stretches. This bulk-edge correspondence is also consistent
with the known results in AdS/CFT, except that the system
dethermalizes in a short time proportional to the system size,
so that the wormhole size will oscillate. This is an artifact
of free fermion systems, due to infinite number of conserved
quantities.
A lot of open questions remain to be studied in this new
scheme. We discussed that EHM has a similar causal cone
structure as MERA which allows the numerical calculation
of boundary properties corresponding to certain simple bulk
states. A general question is how to understand the bulk ge-
ometry in a more complete and background independent way.
We discussed the possibility of choosing the bulk geometry
self-consistently. This can be viewed as a “mean-field approx-
imation” of a fluctuating geometry. Another open question is
whether we should generalize the definition of “bulk geome-
try” to include the information about more generic correlation
functions, rather than just two-point correlation. It is also in-
teresting to study black hole physics using this new approach.
In particular, one may wonder whether it is possible to create
a black hole with Hawking radiation, such that the black hole
information parodox36–38 can be tested. These open questions
will be the topics of future research.
Acknowledgement. We acknowledge helpful discussion
with Sean Hartnoll, Chaoming Jian, Juan Maldacena, Shinsei
Ryu, Brian Swingle, T. Senthil, Frank Verstraete, Xiao-Gang
Wen, Edward Witten, and in particular Leonard Susskind and
Guifre Vidal. This work is supported by the National Science
Foundation through the grant No. DMR-1151786.
1 J. M. Maldacena, Adv. Theor. Math. Phys. 2, 231 (1998).
2 E. Witten (“Anti de Sitter space and holography”, Advances
in Theoretical and Mathematical Physics 2 (1998) [hep-th
9802150]).
3 E. Witten, Adv. Theor. Math. Phys. 2, 505 (1998).
4 S. S. Gubser, I. R. Klebanov, and A. M. Polyakov, Physics Letters
B 428, 105 (1998).
5 E. Akhmedov, Physics Letters B 442, 152 (1998).
6 J. De Boer, E. Verlinde, and H. Verlinde, Journal of High Energy
Physics 2000, 003 (2000).
7 K. Skenderis, Classical and Quantum Gravity 19, 5849 (2002).
8 I. Heemskerk and J. Polchinski (“Holographic and Wilsonian
renormalization group”, Journal of High Energy Physics 2011(6)
(2011) [1010.1264]).
9 S.-S. Lee (“Holographic description of quantum field theory”, Nu-
clear Physics B832 (2010) [0912.5223]).
10 S.-S. Lee, Nuclear Physics B 851, 143 (2011).
11 S.-S. Lee, Journal of High Energy Physics 2012, 1 (2012).
12 B. Swingle, Phys. Rev. D 86, 065007 (2012), URL http://
link.aps.org/doi/10.1103/PhysRevD.86.065007.
13 G. Vidal, Phys. Rev. Lett. 99, 220405 (2007), URL http://
link.aps.org/doi/10.1103/PhysRevLett.99.220405.
14 G. Vidal, Phys. Rev. Lett. 101, 110501 (2008), URL http://
link.aps.org/doi/10.1103/PhysRevLett.101.110501.
15 B. Swingle, arXiv preprint arXiv:1209.3304 (2012).
16 G. Evenbly and G. Vidal, Journal of Statistical Physics 145, 891
(2011).
17 T. Hartman and J. Maldacena, Journal of High Energy Physics
2013, 1 (2013).
18 S. Ryu and T. Takayanagi, Physical review letters 96, 181602
(2006).
19 J. Haegeman, T. J. Osborne, H. Verschelde, and F. Verstraete,
Physical review letters 110, 100402 (2013).
20 M. Nozaki, S. Ryu, and T. Takayanagi, Journal of High Energy
Physics 2012, 1 (2012).
21 M. Aguado, Annals of Physics 326, 2444 (2011).
22 M. Banados, C. Teitelboim, and J. Zanelli, Physical Review Let-
ters 69, 1849 (1992).
23 T. Takayanagi and T. Ugajin, Journal of High Energy Physics
2010, 1 (2010).
24 M. Van Raamsdonk, General Relativity and Gravitation 42, 2323
(2010).
25 J. Maldacena and L. Susskind, arXiv preprint arXiv:1306.0533
(2013).
26 A. Haar, Mathematische Annalen 69, 331 (1910).
27 G. Battle, et al., MBR, editor, Wavelets and their applications pp.
323–349 (1992).
28 C. Best, Nuclear Physics B-Proceedings Supplements 83, 848
(2000).
29 I. Peschel, Journal of Physics A: Mathematical and General 36,
L205 (2003).
30 W. Israel, Physics Letters A 57, 107 (1976).
31 I would like to thank Juan Maldacena for private communications
about this point.
32 G. Evenbly and G. Vidal, arXiv preprint arXiv:1307.0831 (2013).
33 I. Klebanov and A. Polyakov (“AdS dual of the critical O(N) vec-
tor model”, Physics Letters B550 (2002) [hep-th 0210114]).
34 E. Sezgin and P. Sundell, Journal of High Energy Physics 2005,
044 (2005).
35 M. Vasiliev, Physics Letters B 285 (1992).
36 S. W. Hawking, Physical Review D 14, 2460 (1976).
37 L. Susskind, L. Thorlacius, and J. Uglum, Physical Review D 48,
3743 (1993).
38 C. Stephens, G. t Hooft, and B. Whiting, Classical and Quantum
12
Gravity 11, 621 (1994).
39 There is an additional site a0N in the last layer, as is shown in
Fig. 1 (b) and (c). In the translation invariant Hamiltonians, a0N
decouples from the rest of the sites, but in more general systems
one should include the coupling of a0N with bx. For simplicity in
the following we will omit a0N and focus on translation invariant
states.
Appendix A: The detail of the EHM for free fermion model
1. Bulk Green’s function
The mapping to the operators is defined by the two equations (9) and (11). From these two equations it is easy to see that
a jn =
1√
2
(
a2 j−1,n−1 + a2 j,n−1
)
=
1
2
4 j∑
l=4 j−3
al,n−2 = ... = 2−n/2
2n j∑
l=2n( j−1)+1
cl (A1)
Therefore a†jn creates a state with square shape wavefunction, which is a constant at the 2
n sites from 2n( j − 1) + 1 to 2n j, and
zero elsewhere. From Eq. (11) we can then obtain the bulk state b jn:
b jn = 2−n/2
− 2
n( j−1)+2n−1∑
l=2n( j−1)+1
cl +
2n j∑
l=2n( j−1)+2n−1+1
cl
 ≡∑
l
φin(l)cl (A2)
The last step is a definition of the wavefunction φ jn(l), which is known as the Haar wavelet26. By a Fourier transformation we
obtain
b jn =
∑
q=2pin/2N , n=1,2,...,2N
φ∗jn(q)cq
φ jn(q) = 2−N/2
∑
l
φ jn(l)e−iql (A3)
The explicit form of φ jn(q) can be obtained. From
φ jn(l + 1) − φ jn(l) = 2−n/2
[
−δl,2n( j−1) − δl,2n j + 2δl,2n j−2n−1
]
(A4)
we obtain
φ jn(q)
(
eiq − 1
)
= 2−N/22−n/2
[
−e−iq2n( j−1) − e−iq2n j + 2e−iq(2n j−2n−1)
]
⇒ φ jn(q) = −
2−(n+N)/2e−iq2n j
(
eiq2
n−1 − 1
)2
eiq − 1 (A5)
The bulk Green’s function is thus 〈
Tb jnα(τ)b
†
kmβ
〉
=
∑
q
φ∗jn(q)φkm(q)Gqαβ (A6)
with Gαβ(q) =
〈
Tcqα(τ)c
†
qβ(0)
〉
The boundary Green’s function can be explicitly written (in 2 × 2 matrix form) as
Gq = e−τhq
(
1 + e−βhq
)−1
(A7)
for τ ∈ (0, β]. For the Dirac Hamiltonian
hq =
[
σx sin q + (m + B (1 − cos q))σy
]
(A8)
the expression can be further simplified to
Gq =
1
2
(
cosh
(
τEq
)
I − hq
Eq
sinh
(
τEq
)) (
I +
hq
Eq
tanh
βEq
2
)
(A9)
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2. “Renormalization” of the Hamiltonian
For a generic Hamiltonian rather than the lattice Dirac model (8), one can still apply the same EHM to obtain a bulk theory.
Since the auxiliary fermions a j,n+1 is obtained from transformation of a jn, the low energy quadratic Hamiltonian in the n + 1-th
layer h(n+1)a is completely determined by h
(n)
a . Therefore we can write a generic iterative relation between h
(n+1)
a and h
(n)
a , which
plays the role of RG equation. For simplicity, we consider translation invariant Hamiltonians. We start from the a Hamiltonian
in n-th layer
H(n)a =
∑
k
a†k,nh
(n)
ak ak,n (A10)
The transformation 11 can be Fourier transformed to
aq,n+1 = 2−(N−n−1)/2
2N−n−1∑
j=1
a j,n+1e−iq j = 2−(N−n)/2
2N−n−1∑
j=1
(
a2 j−1,n + a2 j,n
)
e−iq j
= 2−(N−n)
2N−n−1∑
j=1
∑
p
apei(2p−q) j
(
e−ip + 1
)
=
1 + e−iq/2
2
aq/2 +
1 − e−iq/2
2
aq/2+pi (A11)
Similarly
bq,n+1 = 2−(N−n)
2N−n−1∑
j=1
∑
p
apei(2p−q) j
(
−e−ip + 1
)
=
1 − e−iq/2
2
aq/2 +
1 + e−iq/2
2
aq/2+pi (A12)
The Hamiltonian can be rewritten as
H(n)a =
∑
k∈[0,pi)
(
a†kn a
†
k+pi,n
) ( h(n)ak
h(n)a,k+pi
) (
akn
ak+pi,n
)
=
∑
q∈[0,2pi)
(
a†q,n+1 b
†
q,n+1
)
V†
 h(n)aq h(n)a,q/2+pi
 V ( aq,n+1bq,n+1
)
(A13)
with V =
( 1+eiq/2
2
1−eiq/2
2
1−eiq/2
2
1+eiq/2
2
)
Therefore H(n+1)a is determined by the upper block of the transformed Hamiltonian:
h(n+1)aq = h
(n)
a,q/2
1 + cos q2
2
+ h(n)a,q/2+pi
1 − cos q2
2
(A14)
Eq. (A14) plays the role of RG equation of the Hamiltonian. Since the transformation does not act on spin, each component of
the Hamiltonian satisfies this equation. It can be checked that for a Hamiltonian of the form h(n)a,q = sin qA1 + (1 − cos q)A2, with
A1, A2 arbitrary matrices independent of q, we obtain h
(n+1)
aq =
1
2 h
(n)
aq . This result shows that the lattice mapping is different from
an RG flow in continuum limit, since in the latter case the scaling dimension of the term 1 − cos k ' k2/2 will be different from
that of sin k ' k.
Appendix B: The detail of the fitting procedure
1. The fitting of zero temperature results
The coordinates of the sites are given by Eq. (18) for the critical system, which is determined by scaling and translation
symmetries. The geodesic distance in (Euclidean) AdS space can be written simply in the embedded coordinates Xa, a =
14
1, 2, 3, 4. In this coordinate the AdS space is a hyperbolic surface embedded in the 4d flat space with Lorentz metric, determined
by the equation XaXbηab = R2. Here ηab = diag[1,−1,−1,−1] is the Lorentz metric. The relation between Xa and the intrinsic
coordinate ρ, θ, t is
X =
(√
ρ2 + R2 cosh
t
R
,
√
ρ2 + R2 sinh
t
R
, ρ cos θ, ρ sin θ
)
(B1)
The geodesic distance is
dX1X2 = Racosh
Xa1 Xb2ηabR2
 (B2)
For two sites (x, n), (y, n) separated horizontally, the distance reduces to formula (18). We have
log
I0
I(x,n),(y,n)
=
d(x,n),(y,n)
ξ
' 2R
ξ
log
|x − y|
R
, for |x − y|  R (B3)
Since ξ is unknown, we first do a linear fitting at large |x − y| to obtain
d(x,n),(y,n)
ξ
' P0 + P1 log |x − y| (B4)
Then we obtain R from P1P0 = − log R and and then obtain ξ from P0 = 2R/ξ.
Now we input the R value to Eq. (18) to obtain the AdS distance between points (x, 1) and (x, n) separated in radial direction.
By a linear fitting of this distance with the d
ξ⊥ = log
I0
I(x,1),(x,n)
we can obtain the correlation length ξ⊥. As is shown in Fig. 2 (b), ξ⊥
is different from ξ in the horizontal direction.
The distance between two points (ρ, θ, 0) and (ρ, θ, τ) is
d(ρ, τ) = R acosh
[[
ρ2
R2
+ 1
]
cosh
t
R
− ρ
2
R2
]
(B5)
However, there is a rescaling of time t that we need to include in comparison with the boundary system. At the boundary ρ = L2pi
(L = 2N is the perimeter), and the metric reduces to
ds2 =
(
L2
4pi2R2
+ 1
)
dt2 + ρ2dθ2 (B6)
Therefore we should rescale t → t/
√
L2
4pi2l2 + 1 so that at the boundary we have the standard metric dt
2 + ρ2dθ2 (with speed of
light c = 1). After the rescaling the geodesic distance is
d(r, t) = Racosh

[
ρ2
R2
+ 1
]
cosh
t√
L2
4pi2 + R
2
− ρ
2
R2
 (B7)
Consider the limit
ρ  2piR, L
2pi
 t  R (B8)
which leads to
d(r, t) ' 2R log 2piρt
RL
(B9)
Using this formula, the same fitting procedure as the spatial distance leads to an independent way to determine R and ξ. However,
it should be noted that the time-direction distance is defined by the single-particle Green’s function, so one does not expect the
ξ to be compared with that observed in spatial distance.
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2. The fitting of finite temperature results
A special property of gravity in 3-dimension is that there is a black-hole solution, the BTZ solution, which is a quotient of
the AdS space. In other words, the black-hole solution is locally equivalent to AdS3. The quotient can be seen in the following
parameterization of the embedded coordinate
X = R
ρb cosh
(
b
R
θ
)
,
ρ
b
sinh
(
b
R
θ
)
,
√
ρ2
b2
− 1 sin
(
bt
R2
)
,
√
ρ2
b2
− 1 cos
(
bt
R2
) (B10)
Compare this expression with the pure AdS3 case (B1) we see that the black-hole solution is obtained by a double Wick rotation
from the pure AdS3 solution t → bθ, θ → btR2 and replace ρ → R
√
ρ2
b2 − 1. After the rotation, time t is periodic with periodicity
β = 2piR
2
b , and θ becomes a real number. We then compactify the θ direction by identifying the points θ with θ + 2npi, n ∈ Z,
which can also be viewed as taking the quotient of AdS space to a Z subgroup of the isometry group S O(2, 1). The metric in the
intrinsic coordinates ρ, θ, t is
ds2 =
ρ2 − b2
R2
dt2 +
R2
ρ2 − b2 dρ
2 + ρ2dθ2 (B11)
b has the physical meaning of black-hole radius, which also determines the temperature. It should be noticed that the time needs
to be rescaled when compared with the boundary system, in the same way as in the zero temperature case. The rescaling is
defined as
t → t R√
ρ20 − b2
= t
R√
L2
4pi2 − b2
(B12)
After the rescaling, the period of the boundary time is
β = 2piR
√
L2
4pi2b2
− 1 (B13)
which is the inverse temperature of the boundary system.
Now we look at the time-direction distance between two points (ρ, θ, t = 0) and (ρ, θ, t). The distance can still be computed
by the AdS formula (B2)
d(ρ,θ,0),(ρ,θ,t) = R acosh
[
ρ2
b2
−
(
ρ2
b2
− 1
)
cos
(
2pi
β
t
)]
(B14)
Taking t = β/2, we obtain the “maximal” in the time circle as
dmax(ρ) = Racosh
[
2ρ2
b2
− 1
]
= 2Racosh
(
ρ
b
)
(B15)
The numerically obtained time-direction correlation function (19) shall be fitted with the analytic formula
− log Cx (t)
C0
=
d(ρ,θ,0),(ρ,θ,t)
ξ
(
R
ξ
,
ρ
b
)
(B16)
The righthand side means that d(ρ,θ,0),(ρ,θ,t)
ξ
is a function of two dimensionless parameters R
ξ
and ρb . The constant C0 = Cx(t = 0) is
the trace of the equal time correlation function, which is 1 as can be seen from Eq. (A9). To determine the parameters b,R, ξ,
we first take R
ξ
as a parameter and obtain ρb as a function of
R
ξ
from the maximal distance in Eq. (B15). By inputting this ρb value
to Eq. (B14), we obtain the distance d(ρ,θ,0),(ρ,θ,t) = d
(
R
ξ
)
as a function of the single parameter R
ξ
. Then we compare the resulting
distance function and determine the optimal R
ξ
by minimizing the square-averaged deviation function
δ2 =
∑
x
[
log
Cx (t)
C0
+
d(ρ,θ,0),(ρ,θ,t)
ξ
(
R
ξ
)]2
(B17)
To determine the value of b,R, ξ we use the boundary condition of ρ. By an linear extrapolation of the function log (ρn/b) as a
function of n, we obtain ρ0/b at n = 0. ρ0 is the boundary value of ρ which should be identified with ρ0 = L/2pi. This determines
the value of b. Then we determine R by b and temperature T from Eq. (B13). Once R is determined, ξ = R/(R/ξ) can be
obtained.
