The presence of noise can improve the response of certain nonlinear systems to input signals through the effects of stochastic resonance (SR). The optimal noise intensity for SR is proportional to the signal frequency if the signal is periodic, but proportional to the signal intensity if the signal is aperiodic. Here, we demonstrate using linear response theory that the optimal noise intensity for SR is necessarily dependent on the signal intensity even if the signal is periodic. We also demonstrate that the SR curves grow according to the signal intensity from a bell-shaped curve to a plateau, resulting in the emergence of SR without tuning. In particular, we present a theoretical analysis indicating that the SR peak shifts with the signal intensity due to the scaling of the stationary neuronal firings. The growth of SR may serve as a useful design principle for many noise-exploiting applications.
I. INTRODUCTION
The response of a nonlinear system to input signals is improved by the presence of external noise of an optimal intensity. This noise-induced phenomenon, stochastic resonance (SR), occurs regardless of whether the input signal is periodic or aperiodic, weak (subthreshold) or strong (suprathreshold), and regardless of whether the system is in an excitable or oscillatory regime. SR from an aperiodic signal is specifically categorized as aperiodic SR (ASR) [1] [2] [3] [4] , and SR in response to suprathreshold signals is categorized as suprathreshold SR (SSR) [5] [6] [7] [8] [9] [10] [11] [12] . Many nonlinear systems such as electronic circuits [13] , neuronal systems [14, 15] , biological sensors [16] [17] [18] [19] and actuators [20, 21] , and geometric Brownian particles [22] exhibit SR behavior. SR has also been reported in metaphysical systems such as human perception [16, [23] [24] [25] .
Past research has indicated that the optimal noise intensity for SR performance is determined by the signal frequency if the signal is periodic [26] or by the signal intensity if the signal is aperiodic [1] . Here, we demonstrate that the optimal noise intensity in SR is intrinsically proportional to the signal intensity even if the signal is periodic. Furthermore, we demonstrate that the SR profile grows according to the signal intensity, changing from a bell-shaped curve to a plateau, which results in the manifestation of SR without the need for tuning (SR without tuning). We also provide a theoretical framework based on linear response theory [27] [28] [29] [30] that accounts for the SR peak growth with signal intensity.
In this article, we use FitzHugh-Nagumo (FHN) model neurons for the numerical simulations, and piecewise-linear FitzHugh-Nagumo (plFHN) model neurons for the theoretical analysis. We provide a theoretical analysis that the linear response of a neuronal ensemble involves four different response modes. We further provide experimental data implicating that the FHN model adaptively switches the linear response mode depending on the input signal frequency. We demonstrate that the increase in signal intensity modulates the SR peak locations and realizes SR without tuning, not only in the neuronal excitable and oscillatory regimes but also in the * yonekura@isi.imi.i.u-tokyo.ac.jp excitation-blocked regime where neuron firing is inhibited by the overwhelmingly strong excitatory input.
II. NUMERICAL SIMULATION

A. FHN neuron ensemble model
For numerical simulations of neuronal ensemble SR, it is conventional to use the FHN model neurons [1, 4, 26] . We consider here the neuron ensemble used in Refs. [1, [4] [5] [6] , wherein the neurons are driven by a common input signal and independent noise, although in this paper we deal with both periodic and aperiodic signals. When each neuron i receives a common input signal s 0 (t), and an independent noise ξ i (t) is present, the FHN model neuron is described as
where V (t) is a voltage variable, W (t) is a recovery variable, = 0.005, and b is a constant activation signal. The Gaussian noise ξ (t) has an intensity D 0 . The FHN neuron is, approximately, in the excitable regime for b < 0.275, in the oscillatory regime for 0.275 b 0.8, and in the excitation-blocked regime for b > 0.8. We consider two input signal profiles: a periodic signal s 0 (t) = g 0 sin(ω 1 t) and an aperiodic signal s 0 (t) = g 0 sin(w 1 t) + g 0 sin(w 2 t), where g 0 is the input gain and w 2 /w 1 is an irrational number. Note that the second signal type is aperiodic in the sense that there is no period T that satisfies s(t + T ) = s(t) for any arbitrary t. For the purpose of generality, we also mention the aperiodic signal s 0 (t) = g 0 j e −w(t−t j ) (t − t j ), where (t − t j ) denotes the Heaviside step function.
B. Computation of correlation coefficient C 1
Here, we use the correlation coefficient C 1 to measure the effect of SR as follows:
where the time average is denoted by the overline and C 0 is the cross correlation,
where α is a phase shift to compute the cross correlation. The term R (t) is a measure corresponding to the cumulative mean firing rate and is constructed as
where 0.5 is a threshold for detecting spikes of a neuron.
III. THEORETICAL ANALYSIS
A. Two driving modes of the plFHN model
The original FHN model neuron does not provide a good basis for a linear response theoretical analysis due to its strong nonlinearity [31] . Based on the conventional approaches in Refs. [29, 30, 32] , we reduce the FHN model into two coupled linear systems in the resting and firing states that jump to each other at their source and sink points to obtain
where x and y denote the slow variable in the resting and firing states, respectively. We note that there are two different modes for how the signal s 0 (t) drives the system, which results in different effective signal amplitudes and source and sink point locations.
In the first mode, s 0 (t) is directly coupled with W i . Thus, we change the variables in Eq. (1) 
w, andt = (7τ )t. We then obtaiñ
ξ (t)7τ . Note that if v i 1, then the neuron is in its right branch dynamics and in its firing state, whereas if v i −1 the neuron is in its left branch dynamics and in its resting state.
The neuron behavior in the middle branch (i.e., −1 < v i < 1) is negligible because the neuron immediately jumps to either the left or right branches. The two Langevin equations in Eq. (5) are obtained by using D = (
2 D 0 , taking the limit˜ → 0 [30] , and applying the following further variable changes:
), and g = g 0 /N j . The source points X + and Y + and sink points X − and Y − are
where
and
. In contrast, in the second mode we change the variables in Eq. (1) 
(see the Appendix for a detailed derivation). Hereafter, for the sake of the brevity, we use the following notation to represent the periodic and aperiodic input components: s ω j (t) = A I/II (ω j )e ω j t and s λ m (t,t j ) = A I/II (λ)e λ(t−t j ) (t − t j ), respectively. Furthermore, we use τ = 1 and γ = 1, as the system behavior is independent of the scaling parameters τ and γ .
B. Fokker-Planck equations and the stationary solution
The Fokker-Planck equations (FPEs) that are equivalent to Eq. (5) can be written as
where δ is the Dirac delta function, J t is the probability flux, and the effective noise intensity D is expressed as
The distribution functions of the neurons are fully specified by the FPEs, the following boundary conditions:
∂ y (y,t) ∂y
and the normalization condition:
where [27, 30] . In the absence of an input signal, i.e., s(t) = 0, the stationary solutions of Eqs. (10a)-(11d) can be expressed as
Here, J 0 denotes the stationary flux and is obtained by solving the normalization condition
The numerically satisfactory form of J 0 is represented by using the error function erf(x), the imaginary error function erfi(x) = i erf(ix), and the generalized hypergeometric series p F q (a 1 ; b 2 ; z) [33] :
The mean value of the stationary cumulative firing rate is obtained by
After some algebra, we obtain the numerically satisfactory form of R 0 as follows:
The time average and variance of the time series R 0,i (t) are identical because R 0,i (t) is a Poisson process. Therefore, the stationary cumulative firing rate of a neuron
C. Linear response of the distribution functions x and y to input signal
In keeping with linear response theory [27, 30] , we assume that the solutions of the FPEs in the presence of a signal s(t) are in the following form by using unperturbed stationary solutions φ(x) and φ(y):
Substituting Eqs. (17a) and (17b) into Eqs. (10a) and (10b), respectively, yields the standard solutions
, where U (ω,z) and V (ω,z) denote the Whittaker and Watson functions:
Here, D ω (z) denotes the parabolic cylinder function [33] . Note that it is also possible to obtain a numerically satisfactory pair of the standard solutions by combining the following four linearly independent functions:
In fact, the linear response functions built by ψ(ω,z) = U (ω,z) and ψ 2 (ω,z) = V (ω,z), and by
where ς is either +1 or −1), are different only in terms of the stability of the numerical evaluation in the limit D → 0. Therefore, we use U (ω,z) and V (ω,z) as the pair of standard solutions unless otherwise stated.
The Wronskian of ψ(ω,z) and ψ 2 (ω,z) is 
We further assume that p x (ω,x) and p y (ω,y) may take the following two modes [34], i.e., either
The coefficients c
x3 and c
y3 can be explicitly determined by considering the boundary conditions given in Eqs. (11a)-(11d). To deal with the boundary conditions that are determined by the signal input, we consider approximations of the boundary conditions by taking the Taylor series around g = 0 to first order. The expansion is such that x (x − +s(t ),t) in Eq. (11a) is given by
The other boundary conditions take a similar form. Substituting Eqs. (21) and (22) into the approximated boundary conditions yields simultaneous equations of c x and c y . By using the assignment W z (ω,z) → k z and the notation 
D. Cumulative firing rate and internal noise
Next, we shift our focus to deriving an analytical representation of the cumulative firing rate of a neuron ensemble, 
The analytical representation of R
1,2
y,i is computed by expanding Eq. (25) around g = 0 to first order and applying the following indefinite integrals:
The time series R 1,2
where R 0 is the unperturbed cumulative firing rate, η i (t) is the stationary neuronal noise, and G 
The linear response function G 1 y (ω) takes a finite value in the limit ω → 0, whereas the function G x,i (t) consists of both real and imaginary parts unlike the instantaneous firing rate r(t) that consists of only a real part [see Ref. [30] for a detailed expression for r(t)].
E. Derivation of R , C 0 , and C 1 By using the forms of R y,i (t) given in Eqs. (27) -(28b), the total firing rate of the N neuron ensemble, R 1,2 (t), can be 0.8 . The theoretical and numerical phase shifts α are determined such that the result C 1 is a maximum. In all cases shown here, an increase in g leads to growth of the SR profiles from bell-shaped curves into trapezoid-shaped curves. described as
To compute the ensemble average R (t) , we introduce the probability density function P(η), which is based on the assumption that η(t) is equivalent to neuronal random firings in the stationary state. We also assume that the time series of η(t) can be approximated by the zero-mean Gaussian process with a variance of σ (D) 2 = R 0 . Then, P(η) is defined as
By using this function, the total firing rate of the neuron ensemble, R , can be described as
The time averages of the ensemble averages of R and R 2 can be computed as
The analytical form of C 0 , i.e., the ensemble average of the cross-correlation between the cumulative mean firing rate R (t) and the input signals 0 (t), is computed as
Note that all aperiodic components corresponding to λ m vanish from R , R 2 , C 0 , and C 1 as a result of the lim T →∞ operation. Likewise, the interaction terms of the different linear response functions G y (ω i ) and G y (ω j ), i.e., G y (ω i )G y (ω j ), where i = j , also vanish from the resulting expressions. The expression for C 0 then reduces to (2) yields the analytical form of C 1 , the ensemble average of the correlation coefficient between R (t) ands 0 (t), as follows:
IV. GROWTH OF STOCHASTIC RESONANCE
The behavior of the theoretical C 1 and numerically computed C 1 are shown in Fig. 1 . The theoretical C 1 curves are computed using Eqs. (15), (16), (28) , and (37), whereas the numerical C 1 of the FHN model neuron is computed by integrating Eq. . In this article, we determine these in an arbitrary manner. Furthermore, because the theoretical C 1 also contains an imaginary part, we use only Re C 1 for the theoretical estimations.
The growth of SR with the signal intensity is clearly demonstrated in Fig. 1 by the increase in the signal gain g; the C 1 curve grows from a bell-shaped curve to a plateau and leads to the manifestation of SR without the need for tuning. The growth of SR with the signal intensity is observable even if the signal is semiperiodic [ Fig. 1(d)] . Furthermore, the growth of SR is not limited by the neuronal firing regime and is observable using arbitrary bias signal values as demonstrated in Fig. 2 . Note that C 1 is sensitive to the neuronal firing regime only for a small noise intensity as shown in Fig. 3 ; the difference in the neuronal firing regimes only becomes dominant for small noise intensities D < 0.1.
The emergence of SR without tuning by an increase in the signal intensity is accounted for by Eq. (37). The signal intensity g plays exactly the same role as the neuron ensemble size N ; both g and N scale with the stationary neuronal firing, which is not correlated to the input signal. It is noteworthy that the increase in g can realize SR without tuning more efficiently than an increase in the neuron ensemble size N , as the SR growth rate is, roughly speaking, O(g √ N).
V. DISCUSSION AND CONCLUSION
The growth of SR, i.e., the SR peak dependence on the signal intensity, is fairly well accounted for by our theory. The estimation of C 1 using the linear response theory and piecewise linearization technique match the numerical data for signal frequencies of ω = 0. A difference in the theoretical estimation of C 1 and the numerical data is also observed for a signal frequency of around ω = 5 Hz, as shown in Fig. 4 . At this frequency, we cannot identify the signal driving mode and linear response mode pair that matches the numerical result. It will likely be necessary to consider a mixture of different signal modes, A I and A II , and linear response modes, G Note that the theoretical curves of C 1 for ω = 10 Hz depicted in Fig. 1 involve rapid jittering. Although we cannot reject possible errors in the numerical evaluations because evaluating the parabolic cylinder function To analyze the FHN model neuron in more detail, it would be necessary to develop distribution functions of these four modes. Second, the cumulative firing rate R y,i (t) may involve intrinsic internal noise that jitters rapidly against changes in the noise intensity D due to the instability of the parabolic cylinder function D ω (z/ √ D). Third, because the signal intensity g plays exactly the same role as the neuron ensemble size N, SR profiles grow from bell-shaped curves to plateaus with an increase in the input signal intensity, and thus SR without tuning is realized.
Previous research on SR without tuning has focused on the role of the neuron ensemble size, i.e., SR without tuning emerges only if the ensemble contains a vast amount of neurons [2, [4] [5] [6] 28] . In this article, we have demonstrated that SR without tuning emerges based on an increase in the input signal intensity. The growth of SR with the input signal intensity occurs regardless of whether the neuron ensemble is in its excitable, oscillatory, or excitation-blocked regime. We expect that the growth of SR may also be observed in an ensemble of integrate-and-fire neurons or Schmitt triggers because the standard solution of the linear response for these ensembles consists of parabolic cylinder functions [27, 30] , and is basically equivalent to the FHN neuron model. However, in the high-frequency signal regime where a large input signal leads to strong inhibition of neuronal spikes [37] , an increase in the input signal intensity may result in the reduction of SR.
SR, without tuning, based on an increase in the input gain, serves a very important design principle in noise-exploiting applications. We can use the gain of an input signal as a parameter in order to maximize the effect of SR for a certain fixed noise intensity, as opposed to using the noise intensity as a SR performance parameter. In particular, amplification of the signal to an arbitrary intensity would be beneficial at any time if an input signal frequency is below the high-frequency regime, as it is theoretically possible to exploit the SR effect by using an arbitrary noise intensity.
In this article, we have derived a theory that accounts for the SR peak dependency on the signal intensity given a periodic and a semiperiodic input. We have developed our theory based on linear response theory and derived the cumulative firing rate. We have also shown that the growth of the SR profiles is the result of scaling the stationary neuronal firings, and that increasing the signal intensity provides exactly the same results as an increase in the neuron ensemble size. Our work provides the basis for a design principle that exploits the effect of SR without tuning. Additionally, we expect that our work will contribute to a clearer understanding of why SR peak locations are dependent on the signal intensity. 
