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Stability of velocity-Verlet- and Liouville-operator-derived algorithms to integrate
non-Hamiltonian systems
Hiroshi Watanabe∗
The Institute for Solid State Physics, The University of Tokyo,
Kashiwanoha 5–1–5, Kashiwa, Chiba 277–8581, Japan
We investigate the difference between the velocity Verlet and the Liouville-operator-derived (LOD)
algorithms by studying two non-Hamiltonian systems, one dissipative and the other conservative,
for which the Jacobian of the transformation can be determined exactly. For the two systems, we
demonstrate that (1) the velocity Verlet scheme fails to integrate the former system while the first-
and second-order LOD schemes succeed, (2) some first-order LOD fails to integrate the latter system
while the velocity Verlet and the other first- and second-order schemes succeed. We have shown
that the LOD schemes are stable for the former system by determining the explicit forms of the
shadow Hamiltonians which are exactly conserved by the schemes. We have shown that Jacobian
of the velocity Verlet scheme for the former system and that of the first-order LOD scheme for the
latter system are always smaller than the exact values, and therefore, the schemes are unstable. The
decomposition-order dependence of LOD schemes is also considered.
PACS numbers:
I. INTRODUCTION
Since the pioneering work by Alder andWainwright [1],
the molecular dynamics (MD) simulation has been a pop-
ular and one of the most important simulation tools in
various fields [2]. While the first MD simulation involved
only 32 atoms, recent MD simulations have involved bil-
lions of atoms owing to the increase in computational
power [3]. Since the computational power is still increas-
ing, it is natural to want to perform MD simulations
with a larger number of atoms and time steps. The time
evolution in MD simulations is performed numerically
by integrating Newton’s equations of motion. In 1967,
Verlet proposed an efficient method of integrating the
equations of motion [4], which method was modified by
Swope et al. [5]. The original and modified methods are
referred to the position Verlet and velocity Verlet algo-
rithms, respectively. The velocity Verlet algorithm has
been widely used since it is simple and achieves stable
long-time integration. The position and velocity Ver-
let algorithms were later found to be symplectic integra-
tors. It is known that a symplectic integrator conserves
the Hamiltonian and therefore achieves stable integration
over a long time. This is because there exists a value that
is exactly conserved by the approximated propagator [6].
The conserved value is sometimes called a shadow Hamil-
tonian since it is closely related to the original Hamilto-
nian. The error between the shadow Hamiltonian and
the original Hamiltonian is bounded by the time step h,
and they become identical when h→ 0. An explicit sym-
plectic integrator is constructed by the decomposition of
the Liouville operator associated with the equations of
motion [7, 8]. The velocity Verlet algorithm is equivalent
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to a symplectic integrator with second-order symmetric
decomposition. While higher-order symplectic integra-
tors can be constructed [7], the second-order method is
usually used.
While the Hamiltonian dynamics achieve the micro-
canonical (NV E) ensemble provided the system is er-
godic, the canonical (NV T ) ensemble is often required
since the temperature dependence of the observables is
usually of interest rather than their total-energy depen-
dence. To achieve the canonical ensemble, a thermostat,
such as the Nose´–Hoover method [9] and its family, is
widely used [10]. Tuckerman et al. constructed a new
integration scheme for non-Hamiltonian dynamics by the
decomposition of the Liouville operator similarly to a
symplectic integrator for Hamiltonian dynamics [11, 12].
Martyna et al. developed explicit integrators which are
reversible and yields the isothermal and/or isobaric en-
sembles [13]. The construction of a numerical integrator
by the decomposition of the Liouville operator was later
applied to a system with a stochastic thermostat [14].
The velocity Verlet algorithm is sometimes identified
with the second-order symplectic integrator. Actually,
they are identical when applied to Hamiltonian dynam-
ics. However, the original velocity Verlet formula can be
applied to non-Hamiltonian dynamics, which leads to a
different scheme from that constructed by the decompo-
sition of the Liouville operator. Thus, a natural question
arises; which is better? The suitability of the time inte-
grator for non-Hamiltonian dynamics has mainly been in-
vestigated from the viewpoint of the error, i.e., the time-
step or system size dependence of the deviation from the
expected value [14, 15]. However, the difference between
the two is not limited to the integration accuracy. One
exhibits unstable integration for some systems while the
others allow successful integration and vice versa. For ex-
ample, the velocity-Verlet-based algorithm exhibits sec-
ular growth in the conserved quantity for long-time sim-
ulation while the appropriate algorithms exhibit stable
2integrations [16].
It has been shown that the LOD algorithms conserve
the volume of the phase space, in other words, the Ja-
cobian of the transformation [6]. However, it is usu-
ally difficult to determine the exact Jacobian for gen-
eral dynamics. In the present article, we consider two
non-Hamiltonian systems for which the Jacobian can be
exactly determined. Since we know the exact form of the
Jacobian, we can investigate the properties of the inte-
grators more precisely beyond the error analysis of the
observables, which is the purpose of this study.
The rest of the article is organized as follows. In the
next section, we give brief derivations of the velocity-
Verlet and the LOD algorithms. We will consider two
non-Hamiltonian systems, a dissipative system in and a
conserved system. In Sec. III, We give discussions of
shadow Hamiltonians and Jacobians of the system to con-
sider the stability of the integration schemes. In Sec. IV,
we study the decomposition-order dependence on the sta-
bility and the accuracy. Finally, Sec. V is devoted to a
summary and discussion.
II. INTEGRATION ALGORITHM
A. Velocity Verlet algorithm
We first give a brief derivation of the velocity Verlet
algorithm. Consider the following equations of motion:{
v˙ = f,
r˙ = v,
(1)
where r, v, and f denote position, velocity, and force,
respectively. For simplicity, the mass is set to unity. The
integration scheme is a map from (r(t), v(t)) to (r(t +
h), v(t+h)) where t is the current time and h is the time
step. We consider a conservative force, i.e., the force is
expressed by a potential function as f(r) = V ′(r), then
the total energyH = v2/2+V (r) is conserved throughout
the time evolution. Therefore, the integration scheme
conserving the total energy is favorable and the velocity
Verlet algorithm satisfies this condition.
The velocity Verlet algorithm is constructed as fol-
lows [5]. First, the position at the next step r(t + h)
is given by
r(t + h) = r(t) + hv(t) +
h2
2
f(t), (2)
which is simply the Tayler series up to the second or-
der. Next, we define the velocity at the next step by the
central difference formula as
v(t+ h) =
r(t + 2h) + r(t)
2h
. (3)
Applying Eq. (2) to Eq. (3) twice, we have
v(t+ h) = v(t) +
f(t) + f(t+ h)
2h
. (4)
Combining Eqs. (2) and (4), we have the velocity Verlet
algorithm. Note that the force at the next step f(t+h) is
required to calculate the velocity at the next step v(t +
h). When the force depends only on the position, we
can construct an explicit scheme, i.e., first we calculate
r(t + h), then we calculate f(t + h) using r(t + h), and
finally we calculate v(t + h) using f(t + h). The case of
a velocity-dependent force will be considered later.
B. Liouville-operator-derived algorithms
Next, we introduce the LOD integration algorithms.
As described above, the velocity Verlet algorithm is iden-
tical to the second-order LOD scheme when it is applied
to Hamiltonian systems. The Liouville operator of the
equations of motion in Eq. (1) is given by
iL = f ∂
∂v
+ v
∂
∂r
. (5)
Then the propagator U(h), which proceeds the time by
h, is expressed by
U(h) = exp (ihL). (6)
Since the exact form of the propagator cannot be ob-
tained, the approximated propagator is used for the
integration. We decompose the Liouville operator as
iL = iLA + iLB, where
iLA = v ∂
∂r
(7)
iLB = f ∂
∂v
. (8)
Here and throughout the rest of work, we denote a Liou-
ville operator acting on coordinates as ihLA and that
acting on momenta as ihLB, where ihLA is so-called
“drift” and ihLB is “kick” terms in the leapfrog algo-
rithm. Then the propagator can be approximated by the
decomposition as
U˜1(h) = e
ihLBeihLA (9)
U˜2(h) = e
ihLA/2eihLBeihLA/2, (10)
where U˜1 and U˜2 are the first- and second-order approx-
imations of the original propagator U , respectively. The
approximated propagators conserve the phase space vol-
ume, i.e., the Jacobian of the propagators is unity. This
means that the propagators involve symplectic maps, and
therefore, an integration scheme constructed by the de-
composition of the Liouville operator is called a sym-
plectic integrator. Note that, the first-order LOD is
rarely used for the practical use. The reason why we
consider the first-order LOD is to investigate the rela-
tion between the time-reversibility and the stability of
the integration. The 2nd-order LOD with the symmetric
decomposition becomes time-reversible scheme, while the
31st-order LOD is always time-irreversible. In the follow-
ing, we consider two systems, one is time-irreversible and
the other is time-reversible, respectively. The relation of
time-reversibility between the system and the scheme will
be considered later.
Lastly, we show that the velocity Verlet algorithm is
the symplectic integrator. Consider the second-order
symplectic integrator U˜2. The integration scheme asso-
ciated with U˜2 is given by
v(t+ h/2) = v +
hf(t)
2
, (11)
r(t + h)← r(t) + hv(t+ h/2), (12)
v(t+ h)← v(t+ h/2) + hf(t+ h)
2
. (13)
Eliminating v(t+ h/2), we have the velocity Verlet algo-
rithm. A different order of the decomposition leads to
the position Verlet algorithm [15].
III. JACOBIAN AND INVARIANT MEASURE
A. Theoretical Background
We introduce brief arguments between Jacobian of
transformation and the invariant measure of the phase
space [17, 18]. For the simplicity, we consider a system
having one degree of freedom. It is straightforward to ap-
ply the following arguments to a system with any degree
of freedoms. Suppose the position and the velocity of the
system at time t are given by r(t) and v(t). The coordi-
nates of the phase space is denoted by x ≡ (r, v). Then
the equations of motion is a map from the coordinates
x to the velocity field x˙ = (r˙, v˙) in the phase space and
time evolution of the system is flow along the velocity
field. After the time interval h, the state of the system
is moved from x(t) = (r, v) to x(t + h) = (R, V ), where
R ≡ r(t + h) and V ≡ v(t + h), respectively. The time
evolution with a finite time interval involves the variable
transformation from (r, v) to (R, V ). The Jacobian of
this transformation from t to t+ h is given by
J(t+ h; t) =
∂(R, V )
∂(r, v)
(14)
=
∂R
∂r
∂V
∂v
− ∂R
∂v
∂V
∂r
. (15)
Taking time derivative, we have
dJ
dt
= κJ, (16)
where
κ ≡ ∇x˙ = ∂r˙
∂r
+
∂v˙
∂v
. (17)
Since the quantity κ is the divergence of the velocity
field in the phase space, and therefore, it denotes the
compressibility of the flow involved by the equations of
motion. Integrating Eq. (16), we have
J(t+ h, t) = exp
(∫ t+h
t
κdt
)
, (18)
= exp [w(t+ h)− w(t)] , (19)
where w(t) satisfies the following condition
w˙ ≡ κ. (20)
The Jacobian connects the volume of the phase space as
dRdV = Jdrdv. (21)
From Eqs. (19) and (21), we have
exp [−w(t+ h)] dRdV = exp [−w(t)] drdv. (22)
The above equation means that the volume factor e−wdx
is conserved throughout the time evolution and it plays
the role of the invariant measure. When the dynamics is
governed by Hamiltonian H(r, v), then the compressibil-
ity κ becomes zero since
κ =
∂r˙
∂r
+
∂v˙
∂v
(23)
=
∂2H
∂r∂v
− ∂
2H
∂r∂v
(24)
= 0. (25)
Therefore, the Hamiltonian dynamics involves incom-
pressible flow in the phase space. As a result, the Ja-
cobian becomes unity. Then the volume of the phase
space is conserved as
dRdV = drdv, (26)
which is nothing but the Liouville theorem. As described
above, the Jacobian associated with the symplectic inte-
grator is exactly unity and this is one of the reasons why
the symplectic integrator allows us the stable integration.
Similarly, if an integration scheme conserves the exact
value of Jacobian of a non-Hamiltonian system, then the
invariant measure ewdx is also conserved throughout the
time evolution. Therefore, it is expected that the scheme
which conserves the exact value of Jacobian is preferable.
In general, it is difficult to obtain the exact closed-form of
the Jacobian for general non-Hamilton systems. But in
some cases, the exact form of the Jacobian can be deter-
mined without the exact solution of the equations of mo-
tion. In the following sections, we consider two systems
whose Jacobian can be determined in the closed-form.
B. Dissipative System
We will show that the velocity Verlet algorithm ap-
plied to a non-Hamiltonian system is different from the
4schemes constructed by the decomposition of the Liou-
ville operator. Consider the following system.{
v˙ = −r − v
r˙ = v
(27)
This system represents a harmonic oscillator with fric-
tion. Note that, this equations of motion is time-
irreversible, since it is not invariant for the transforma-
tion v → −v and r˙ → −r˙. This system has a time-
dependent conserved value given as
H = et
(
r2 + rv + v2
)
. (28)
One can confirm that H˙ = 0 by using the equations of
motion in Eq. (27). While Eq. (28) is not a Hamiltonian
in a strict sense, we refer to H as the Hamiltonian of this
system for convenience. Similarly, we refer to a value
exactly conserved by an approximated propagator as a
shadow Hamiltonian.
To integrate this system, we consider three schemes,
the velocity Verlet and first- and second-order LOD al-
gorithms. The velocity Verlet algorithm for this system
is given by
R = r + hv − h
2
2
(r + v) (29)
V = v − h
2
(r + v +R+ V ), (30)
where R ≡ r(t+h) and V ≡ v(t+h). While the velocity
at the next step V appears on both sides of Eq. (30), we
can solve it with respect to V as
V =
2v − h(r + v +R)
2 + h
, (31)
then we obtain the explicit form of the integration
scheme.
Hereinafter, we denote a non-Hermitian operator as
ihLO. While this label “O” originates from the Ornstein-
Uhlenbeck process in the Langevin dynamics [14], we
adopt this notation in the deterministic dynamics for the
convenience. The propagators of the first- and second-
order LOD algorithms can be written as
U˜1(h) = e
ihLAeihLBeihLO , (32)
U˜2(h) = e
ihLB/2eihLA/2eihLOeihLA/2eihLB/2, (33)
where iLA = v∂r, iLB = −r∂v, and iLO = v∂v, respec-
tively. The second-order LOD algorithm exhibits the so-
called BAOAB form [14, 19, 20]. The operator exp(ihLO)
is called the scaling operator [6], which yields
exp(ihLO)v = ve−h. (34)
The integration procedure of U˜1(h) is given by
r ← r + vh, (35)
v ← v − rh, (36)
v ← ve−h, (37)
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FIG. 1: (Color online) Time evolution of the Hamiltonian H
of Eq. (28). The initial condition is (v, r) = (0, 1) and the
time step is 0.2. The total number of steps is 1000 and the
results every 10 steps are shown.
and that of U˜2(h) is
v ← v − rh/2, (38)
r ← r + vh/2, (39)
v ← ve−h, (40)
r ← r + vh/2, (41)
v ← v − rh/2. (42)
The time evolutions of the Hamiltonian H integrated
by the three schemes are shown in Fig. 1. While the re-
sults of the first- and the second-order LOD algorithms
fluctuate around 1, that of the velocity Verlet algorithm
decreases monotonically. These results suggest that there
exist shadow Hamiltonians that are exactly conserved in
the LOD algorithms, whereas the velocity Verlet algo-
rithm does not have such conserved values. While it
is difficult to find an exact closed-form expression for
each shadow Hamiltonian, we can find such expressions
when the system is linear (see Appendix A). The shadow
Hamiltonians are
H˜1 = e
t
(
ehr2 +
h2 + eh − 1
h
rv + v2
)
, (43)
H˜2 = e
t
[
r2 +
2(eh − 1)rv
h(1 + eh)
+
(
1− h
2
4
)
v2
]
, (44)
where H˜1 and H˜2 are exactly conserved by propaga-
tors U˜1 and U˜2, respectively. It is straightforward to
confirm that the errors between the shadow and origi-
nal Hamiltonians are bounded as H˜1 − H = O(h) and
H˜2 − H = O(h2). The existence of the shadow Hamil-
tonians enables the LOD algorithms to achieve stable
integration.
Next, we show why the velocity Verlet algorithm does
not have a shadow Hamiltonian such that the error from
the original Hamiltonian is bounded. Consider the time
evolution of this system with the equations of motion in
Eq. (27) from t to t + h. This time evolution involves
5a map of variables from (r, v) to (R, V ). The compress-
ibility of the phase flow associated with the equation of
motion (27) is
κ =
∂r˙
∂r
+
∂v˙
∂v
= −1. (45)
If we consider the following value
ω = ln(v2 + rv + r2), (46)
then it satisfies the following identity
ω˙ = −1 = κ. (47)
Therefore, the metric factor of this system is
e−ω =
1
v2 + rv + r2
. (48)
As shown in Eq. (19), the exact Jacobian is given by
J(t+ h, t) = exp [ω(t+ h)− ω(t)] , (49)
=
V 2 +RV +R2
v2 + rv + r2
. (50)
From the conserved value in Eq. (28), we have the fol-
lowing identity
et+h(V 2 +RV +R2) = et(v2 + rv + r2). (51)
Inserting Eq. (51) into Eq. (50), we have
J(t+ h, t) = e−h. (52)
One can confirm that the Jacobians for the first- and
the second-order LOD algorithms are both exactly e−h.
However, the Jacobian of the velocity Verlet algorithm is
∂(V,R)
∂(v, r)
=
2− h
2 + h
, (53)
which is different from the exact value e−h. Since (2 −
h)/(2 + h) is always smaller than exp(−h) for h > 0,
the volume of the phase space of the system integrated
by the velocity Verlet algorithm is reduced smaller by
(2 − h)eh/(2 + h) every time step when it is compared
with the volume of the phase space decrease of the system
integrated by the LOD algorithms. Consequently, the
Hamiltonian H in Eq. (28) also decreases at the same
rate.
Figure 2 shows the time evolution of the Hamiltonian
H as a function of the velocity Verlet step n. The rate of
decrease is (2− h)eh/(2 + h) as predicted. Since the Ja-
cobian of the velocity Verlet algorithm is always smaller
than the exact value, the Hamiltonian decreases mono-
tonically. Therefore, we can conclude that the veloc-
ity Verlet algorithm does not have a shadow Hamilto-
nian for which the error from the original Hamiltonian is
bounded.
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FIG. 2: Time evolution of the Hamiltonian H of Eq. (27)
integrated by the velocity Verlet algorithm as a function of
time step n. The decimal logarithm is taken for the ver-
tical axis. The open circles are the values of H integrated
by the velocity Verlet algorithm and the solid line denotes[
(2− h)eh/(2 + h)
]n
with the time step h = 0.2.
C. Conserved System
In the previous subsection, we considered a dissipative
system. Here, we investigate a non-Hamiltonian system
with a time-independent conserved value. Consider the
system described by the following equations of motion:
{
v˙ = −2r − 2rv,
r˙ = v.
(54)
This equations of motion are obtained by the adiabatic
approximation of a harmonic oscillator with the Nose´–
Hoover thermostat (see Appendix B). Unlike the previous
example, this equations of motion are time reversible.
One can obtain the following a conserved value of this
system by the separation of variables:
H = r2 + v − ln(v + 1). (55)
We also refer to H as the Hamiltonian for convenience.
The existence of the conserved value causes a harmonic
oscillator with the Nose´–Hoover thermostat to lose its
ergodicity [21, 22].
While the equations of motion in Eq. (54) is not solv-
able, the Jacobian of this system can be obtained exactly.
Consider the time evolution from t to t + h, which in-
volves a map from (r, v) to (R, V ), where R ≡ r(t + h)
6and V ≡ v(t+ h). The Jacobian of this map is
∂(R, V )
∂(r, v)
= exp
[∫ t+h
t
(
∂r˙
∂r
+
∂v˙
∂v
)
dt
]
,
= exp
[∫ t+h
t
(−2r)dt
]
,
= exp
[∫ t+h
t
(−2r) dt
dv
dv
]
,
= exp
[∫ t+h
t
dv
v + 1
]
,
=
V + 1
v + 1
. (56)
The velocity Verlet algorithm for this system can be
obtained as
R = r + vh− r(v + 1)h2, (57)
V =
v − h(r +R+ rv)
1 + hR
. (58)
The Liouville operator of this system is iL = iLA +
iLB + iLO, where
iLA = v ∂
∂r
, (59)
iLB = −2r ∂
∂v
, (60)
iLO = −2rv ∂
∂v
. (61)
(62)
While iLA and iLB are Hermitian, iLO is non-Hermitian.
The operator iLO yields the scaling operator
exp(ihLO)v = ve−2hr. (63)
We consider another scaling operator exp [ih(LB + LO)],
which yields
exp [ih(LB + LO)] v = exp
[
−2r(v + 1) ∂
∂v
]
v (64)
= e−2rh(v + 1)− 1. (65)
Using the above operators, we factorize the propagator
in three ways as
U˜1a = e
ihLAeihLBeihLO , (66)
U˜1b = e
ihLAeih(LB+LO), (67)
U˜2 = e
ihLB/2eihLA/2eihLOeihLA/2eihLB/2, (68)
where U˜1a and U˜1a are the first-order approximations and
U˜2 is the second-order approximation with the BAOAB
form. We omit the derivation of the integration pro-
cedures involving the above propagators since they are
straightforward.
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FIG. 3: Time evolution of the Hamiltonian H . The results of
U˜1a and U˜1b are shown in (a) and those of the velocity Verlet
schemes and U˜2 are shown in (b). The initial condition is
(v, r) = (0, 1) and the time step is 0.2. The total number of
steps is 10 000 and the results every 100 steps are shown.
The time evolutions of the Hamiltonian for the prop-
agators U˜1a and U1b are shown in Fig. 3 (a). Although
both propagators are first-order schemes, U˜1b conserves
the Hamiltonian while U˜1a does not. The absence of the
shadow Hamiltonian for U˜1a can be proved by deriving
the following inequality:
∂(R, V )
∂(r, v)
<
V + 1
v + 1
. (69)
The explicit form of the map from (r, v) to (R, V ) for U˜1a
is
V = (v − 2rh) exp(−2rh), (70)
R = r + V h. (71)
The Jacobian of this map is given by
∂(R, V )
∂(r, v)
= e−2rh, (72)
and the explicit form of (V + 1)/(v + 1) is
V + 1
v + 1
=
1 + (v − 2rh)e−2rh
1 + v
. (73)
Consider the inequality
e−x < 1− xe−x, (74)
7which holds for any value of x. Replacing x by 2rh, we
have
e−2rh < 1− 2rhe−2rh. (75)
Adding ve−2rh to both sides, we have
(1 + v)e−2rh < 1 + (v − 2rh)e−2rh. (76)
Since the Hamiltonian has the formH = r2+v−ln(v+1),
v + 1 should always be positive. Dividing both sides of
Eq. (76) by v + 1, we have the inequality
e−2rh <
1 + (v − 2rh)e−2rh
v + 1
, (77)
thus deriving Eq. (69). Since the Jacobian of U˜1a is
always smaller than the exact value, the Hamiltonian
monotonically decreases as shown in Fig. 3.
While the propagator U˜1b is constructed by the first-
order decomposition similarly to U˜1a, this propagator is
designed so that it yields the exact Jacobian. The explicit
form of the map from (r, v) to (R, V ) for U˜1b is{
V = e−2rh(v + 1)− 1,
R = r + V h,
(78)
and one can confirm that the Jacobian of this map sat-
isfies the condition in Eq. (56) because
∂(R, V )
∂(r, v)
= e−2rh =
V + 1
v + 1
. (79)
The fact that the Jacobian of this map is exact suggests
that there exists a shadow Hamiltonian for which the
error from the original Hamiltonian is bounded. How-
ever, it is difficult to find a closed-form expression for
the shadow Hamiltonian since the system is nonlinear.
Therefore, we indirectly show the existence of the shadow
Hamiltonian of U˜1b. Consider the following change of
variables:
p = r, (80)
q = −1
2
log(v + 1). (81)
By the change of variables, the equations of motion in
Eq. (54) are transformed to{
p˙ = e−2q − 1,
q˙ = p,
(82)
which are Hamilton’s equations of motion with the
Hamiltonian
H =
p2
2
+ q +
e−2q
2
. (83)
We consider the first-order symplectic map from (p, q) to
(P,Q) of this Hamiltonian,
Q = q + ph, (84)
P = p+ (e−2Q − 1)h, (85)
FIG. 4: Relation between (r, v)-space and (p, q)-space. With
the time evolution from t to t+ h, (r, v) becomes (R, V ) and
(p, q) becomes (P,Q).
where P ≡ p(t + h) and Q ≡ q(t + h) with time step h.
The above map is expressed in (r, v)-space as
V = e−2rh(v + 1)− 1, (86)
R = r + V h, (87)
which is identical to the map involving the propaga-
tor U˜1b in Eq. (78). Therefore, the propagator U˜1b
is equivalent to the first-order symplectic integrator in
(p, q)-space. Since the map from (p, q) to (P,Q) is
symplectic, there exists a shadow Hamiltonian H˜(p, q)
that satisfies H˜(P,Q) = H˜(p, q) and for which the er-
ror |H(p, q) − H˜(p, q)| is bounded. This fact also guar-
antees the existence of a shadow Hamiltonian in (r, v)-
space. The relation between (r, v)-space and (p, q)-space
is shown in Fig. 4.
The time evolutions of the Hamiltonian H integrated
by the velocity Verlet and U˜2 schemes are shown in
Fig. 3 (b). Unlike the dissipative system, the velocity
Verlet algorithm conserves the Hamiltonian. The map
from (r, v) to (R, V ) for the velocity Verlet algorithm sat-
isfies the condition for the Jacobian in Eq. (56) exactly
because
∂(R, V )
∂(r, v)
=
V + 1
v + 1
(88)
=
hr − 1
1 + hr + h2v − h3r(v + 1) . (89)
While the above fact suggests that there exists a shadow
Hamiltonian for this case, it is difficult to prove its exis-
tence.
The propagator U˜2 also conserves the Hamiltonian,
while the Jacobian of the transformation for U˜2 is dif-
ferent from the exact value. The Jacobian J2 of U˜2 is
given by
J2 = exp
(−2rh− rvh2 − rh3) (90)
which is different from the exact Jacobian J = (V +
1)/(v+1). Note that the inequality J2 6= J does not mean
that the integration by the propagator U2 is unstable.
8Name Order of Operators Order of scheme
Middle scheme BAOAB second
End scheme OBAB first
Beginning scheme BABO first
Side scheme OBABO second
PV-middle scheme ABOAB second
PV-end scheme OABA first
PV-beginning scheme ABAO first
PV-side scheme OABAO second
TABLE I: Integration schemes. The first four correspond to
velocity-Verlet and the rest to position-Verlet methods. The
label “PV” stands for Position-Verlet. Four of them are the
first-order integration scheme and the rest are the second-
order.
IV. DECOMPOSITION-ORDER DEPENDENCE
A. Integration Schemes
In this section, we study the dependence of the de-
composition order of the Liouville operator. We can con-
struct various integration schemes with Liouville oper-
ators LA,LB, and LO as building blocks. Several pre-
vious studies indicate that the decomposition order of
the Liouville operator affects the accuracy of the calcu-
lation [15, 23]. Following Lie et al. [23], we consider the
eight different decompositions which are listed in Table I.
B. Dissipative System
First, we consider the dissipative system in which equa-
tions of motion is given in Eq. (27). While this system is
non-Hamiltonian, we can determine the shadow Hamil-
tonians of the LOD schemes for this system since the
system is linear. The shadow hamiltonians of the eight
schemes are as follows.
e−hH˜BAOAB = r
2 +
2(eh − 1)rv
h(1 + eh)
+
(
1− h
2
4
)
v2
e−hH˜OBAB = r
2 +
(1− eh)(h2 − 2)rv
2heh
+
(4− h2)v2
4eh
e−hH˜BABO = r
2 +
(1− eh)(h2 − 2)rv
2h
+
eh(4− h2)v2
4
e−hH˜OBABO = r
2 +
eh/2(1− eh)(h2 − 2)rv
2h
+
(4− h2)v2
4
e−hH˜ABOBA =
(
1− h
2
4
)
r2 − 2(1− e
h)rv
(1 + eh)h
+ v2
e−hH˜OABA =
eh(4− h2)
4
r2 +
(1− eh)(h2 − 2)rv
2h
+ v2
e−hH˜ABAO =
(4− h2)r2
4eh
+
(1− eh)(h2 − 2)rv
2heh
+ v2
e−hH˜OABAO =
(4− h2)r2
4
+
eh/2(1− eh)(h2 − 2)rv
2h
+ v2
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FIG. 5: (Color online) Decomposition-order dependence of
the integration. Time evolutions of the Hamiltonian H of
Eq. (28) are shown. The results integrated by the first- and
second-order schemes are shown in (a) and (b), respectively.
The condition of calculation is same as in Fig. 1.
All of the Jacobians of the eight schemes are exactly
e−h. It is straightforward to confirm that the first or
second-order schemes exhibit the first or second-order ac-
curacy, for example, H˜OBAB − H = O(h) where H =
et(r2 + rv + v2). Since the shadow Hamiltonian exists
which error from the original Hamiltonian is bounded,
all of these schemes are stable. The time evolution of
the Hamiltonian is shown in Fig. 5. All of them are sta-
ble as expected. The fluctuations of Hamiltonian are
larger with the first-order schemes compared to those
with the second-order schemes. In order to study the
decomposition-order dependence on the accuracy, we ob-
serve the error of the Hamiltonian. The error ∆H is
defined as
∆H(h) =
√√√√ 1
T
T∑
k=1
[H(kh)−H(0)]2, (91)
where T is a number of total steps. We performed inte-
grations for 1000 steps with various time steps to eval-
uate the errors. The errors are shown in Fig. 6. While
the second-order schemes exhibit O(h2) behavior error
clearly, the first-order schemes exhibit deviations from
O(h) behavior. The most accurate scheme is BAOAB
type as reported previously. [14].
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FIG. 6: (Color online) The accuracy of the integration
schemes. The error ∆H is shown as a function of time step
h. The decimal logarithms are taken for both axes. (a) The
results integrated with the first-order schemes. The solid line
denotes h. (b) The results integrated with the second-order
schemes. The solid line denotes h2.
C. Conserved System
For the conserved system which equation of motion
is given in Eq. (54), we cannot determine the shadow
Hamiltonian in the closed form since the system is non-
linear. The time evolutions of the Hamiltonian integrated
with the eight schemes are shown in Fig. 7. All of them
are stable, while the first-order propagator studied in
Sec. III C are unstable.
The error of the conserved value is shown in Fig. 8.
One can confirm that the first- and second-order behav-
iors for the first- and second-order schemes. Again, the
BAOAB scheme exhibits the best accuracy.
V. SUMMARY AND DISCUSSION
In the present article, we have investigated two non-
Hamiltonian systems for which the Jacobian can be de-
termined exactly. One is a dissipative system with a
time-dependent conserved value (the first system), and
the other is a non-Hamiltonian system with a time-
independent conserved value (the second system). For
the first system, the velocity Verlet algorithm failed to
conserve the Hamiltonian, while the first- and the second-
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FIG. 7: (Color online) Decomposition-order dependence of
the integration. Time evolutions of the Hamiltonian H of
Eq. (55) are shown. The results integrated by the first- and
second-order schemes are shown in (a) and (b), respectively.
The condition of calculation is same as in Fig. 3.
order LOD algorithms conserved it. We have given proofs
why and how the velocity Verlet algorithm fails and the
LOD algorithms succeed in conserving the Hamiltonian.
Meanwhile, the stability of the integrators applied to the
second system is different from that for the first system.
The velocity Verlet and second-order LOD algorithms
conserve the Hamiltonian while the first-order LOD al-
gorithm does not. We have constructed an improved ver-
sion of the first-order LOD scheme by adopting a differ-
ent factorization of the propagator, and the improved
algorithm conserves the Hamiltonian. Since both first-
order algorithms are time-irreversible, the failure of the
first-order LOD algorithm does not originate from the
time-irreversibility. We have proved that the value of the
Jacobians of the failed schemes is always less than the ex-
act values. Then the values of the phase space decrease
monotonically, and consequently, the Hamiltonians are
not conserved. It is found that the second-order LOD
is stable both for the dissipative and conserved systems,
but the reason why it is stable is not given. It should be
addressed in the future.
The decomposition-order dependence is also studied.
We have considered eight integration schemes. As re-
ported previously, BAOAB type exhibits the best accu-
racy. The first-order propagator U˜1a in Eq. (66) studied
in Sec. III C corresponds to ABO scheme. While the
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FIG. 8: (Color online) Accuracy of the integration schemes.
The error ∆H is shown as a function of time step h. The
decimal logarithms are taken for both axes. (a) The results
integrated with the first-order schemes. The solid line denotes
h. (b) The results integrated with the second-order schemes.
The solid line denotes h2.
ABO scheme is unstable for this system, the BABO and
other first-order schemes studied here are found to be
stable. This result suggests that the integration scheme
is stable when the propagator of the unitary part is of
the second-order. However, we do not have any proof of
this. This is also one of the further issues.
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Appendix A
A symplectic integrator conserves a value that is very
close to the original Hamiltonian. The conserved value is
often called a shadow Hamiltonian. While it is difficult
to determine the exact form of a shadow Hamiltonian,
we can obtain it when the propagator is linear. Consider
the following harmonic oscillator:{
p˙ = −q,
q˙ = p.
(92)
The Hamiltonian isH = p2/2+q2/2. We want to approx-
imate the propagator of this system U(h), which proceeds
the time by h. We consider the first- and second-order
approximations U˜1(h) and U˜2(h), respectively. They are
given by the factorization of the propagators as
U˜1(h) = exp
(
−hq ∂
∂p
)
exp
(
hp
∂
∂q
)
, (93)
U˜2(h) = exp
(
h
2
p
∂
∂q
)
exp
(
−hq ∂
∂p
)
exp
(
h
2
p
∂
∂q
)
.
(94)
Since the system is linear, the propagators can be ex-
pressed in a matrix form as
U˜1 =
(
1− h2 −h
h 1
)
, (95)
U˜2 =
(
1− h2/2 −h
h− h3/4 1− h2/2
)
. (96)
(97)
The original Hamiltonian of this system can be expressed
by the quadratic form
2H(p, q) = p2 + q2 = (p, q)I
(
p
q
)
, (98)
where I is the identity matrix. Therefore, we assume
that the shadow Hamiltonian H˜1 also has the quadratic
form
H˜1(p, q) = (p, q)X1
(
p
q
)
(99)
with 2 × 2 matrix X1. Since the shadow Hamiltonian is
exactly conserved by the propagator U˜1, the identity
H˜1(P,Q) = H˜1(p, q) (100)
is satisfied, where (
P
Q
)
= U˜1
(
p
q
)
. (101)
From Eqs. (99), (100), and (101), we have the following
condition for X1:
U˜T1 X1U˜1 = X1. (102)
From the fact that limh→0X1 = I, we have
X1 =
(
1 h
0 1
)
. (103)
11
Thus, the shadow Hamiltonian H˜1 conserved by U˜1 is
determined to be
H1(p, q) =
1
2
(p2 − hpq + q2). (104)
One can confirm that the identity H1(P,Q) = H1(p, q)
exactly holds. Similarly, we find that the shadow Hamil-
tonian H˜2 conserved by U˜2 is 2H˜2(p, q) = (1− h2/4)p2+
q2. Parallel arguments lead to the exactly conserved val-
ues in the dissipative system described in Sec. III B and
IVB.
Appendix B
Consider the following equations of motion,
p˙ = −q − pζ, (105)
q˙ = p, (106)
ζ˙ =
1
Q
(p2 − 1). (107)
The above equations of motions represent a harmonic
oscillator with the Nose´–Hoover thermostat. The Boltz-
mann constant, the mass of the oscillator, and the target
temperature are set to unity. The fictitious mass of the
thermostat is denoted by Q. The second order differen-
tial of ζ is
ζ¨ =
2pp˙
Q
. (108)
Substituting Eqs. (105) and (107) into Eq. (108), we have
ζ¨ = 2ζζ˙ +
2ζ
Q
− 2pq
Q
. (109)
For sufficiently large Q, ζ varies much more slowly than
p and q. Since the value of pq oscillates around zero, we
can replace pq with 0 (adiabatic approximation). Then
we have
ζ¨ = 2ζζ˙ +
2ζ
Q
. (110)
Applying the transformation r =
√
Q
−1
ζ(t/
√
Q) and r˙ =
v, we have {
v˙ = −2r − 2rv,
r˙ = v,
(111)
which are the equations of motion considered in
Sec. III C.
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