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We consider a family of singular transmission problems depending on some small positive
parameter δ set in the juxtaposition of two rectangular domains. They are written in
the form of abstract elliptic equations and the study, here, is given in the Hölder spaces
completing in this way the work in Lp cases given in [A. Favini, R. Labbas, K. Lemrabet,
S. Maingot, Study of the limit of transmission problems in a thin layer by the sum theory
of linear operators, Rev. Mat. Complut. 18 (1) (2005) 143–176]. In this ﬁrst part, we present
a new approach for the resolution of these problems by using the concept of impedance
operator. This method is different of the one performing a rescaling in the thin layer, see
[A. Favini, R. Labbas, K. Lemrabet, S. Maingot, Study of the limit of transmission problems
in a thin layer by the sum theory of linear operators, Rev. Mat. Complut. 18 (1) (2005)
143–176]. It leads to obtain direct and simpliﬁed problems. We use the Dunford calculus
and some techniques similar to that in [R. Labbas, Problèmes aux limites pour une équation
différentielle abstraite de type elliptique, Thèse d’état, Université de Nice, 1987; A. Favini,
R. Labbas, S. Maingot, H. Tanabe, A. Yagi, Uniﬁed study of elliptic problems in Hölder
spaces, C. R. Math. Acad. Sci. Paris 134 (2005); G. Dore, A. Favini, R. Labbas, K. Lemrabet,
S. Maingot, A transmission problem in a thin layer, Part I, Sharp estimates, in press],
to prove existence, uniqueness, results and some speciﬁc estimates on the impedance
operator. This study will allow us, in a forthcoming work, to obtain respectively optimal
regularities and the limit problem when δ → 0.
© 2009 Elsevier Inc. All rights reserved.
0. Introduction
In all this work, δ is a small positive ﬁxed parameter in ]0,1].
Consider the boundary value transmission problem
(Pδ)
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
(
uδ
)′′
(x)+ Auδ(x) = gδ(x) in ]−1,0[ ∪ ]0, δ[,
uδ(−1) = f−,(
uδ
)′
(δ) = f δ+,
uδ
(
0−
)= uδ(0+),
p−
(
uδ
)′(
0−
)= p+(uδ)′(0+),
(1)
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⎧⎨
⎩
g− = gδ
∣∣[−1,0] ∈ C2α0([−1,0]; E),
gδ+ = gδ
∣∣[0,δ] ∈ C2α0([0, δ]; E) (0< 2α0 < 1), (2)
and f− , f δ+ are given in E satisfying some necessary and suﬃcient conditions which will be speciﬁed. Here p− and p+ are
the conductibility positive coeﬃcients of the two bodies ]−1,0[ and ]0, δ[.
Note that the two Hölder assumptions in (2) imply the global Hölder continuity of gδ on [−1, δ] if and only if
g−(0) = gδ+(0). (3)
Indeed, there exists positive constant C(δ) such that for x, x′ near zero (for instance x< 0< x′), we have
∥∥gδ(x)− gδ(x′)∥∥E  ∥∥gδ(x)− gδ(0)∥∥E + ∥∥gδ(0)− gδ(x′)∥∥E

∥∥g−(x)− g−(0)∥∥E + ∥∥gδ+(0)− gδ+(x′)∥∥E
 C(δ)
[
(−x)2α0 + (x′)2α0]
 C(δ)
[
(−x+ x′)2α0 + (x′ − x)2α0]
 C(δ)(x′ − x)2α0 .
Many authors have worked on transmission problems. We quote, for instance, G. Caloz, M. Costabel, M. Dauge, G. Vial [2],
S. Nicaise [16], D. Mercier [15] (for general systems) who applied the variational method or A. Favini, R. Labbas, K. Lemrabet
and S. Maingot [5] who have performed a scaling on the thickness of the layer to transform (1) into a problem set in a
ﬁxed domain and obtained results of existence, uniqueness and regularity in Lp spaces by using the sum theory of linear
operators when the second member is assumed regular.
In this paper, we will focus on solving (1). Our new approach makes use of the impedance notion characterized by some
operator Tδ . This concept will describe precisely the thin layer effect. The speciﬁc study of Tδ , in particular its expansion
(as δ → 0), will be important in the forthcoming works since it will allow us to obtain the limit problem.
This paper is organized as follows.
In Section 2, we introduce some basic deﬁnitions. We will indicate how the complete effect of the thin layer is described
by the impedance operator by considering problem (P δ−) (on the ﬁxed domain [−1,0]) and (P δ+) (on the thin layer [0, δ]).
We also give our essential assumptions on the operator A and the family (gδ)δ>0.
In Section 3, we give some technical lemmas and solve problem (P δ+). The representation of uδ+ is explicitly written by
using the functional Dunford calculus. Here, we give necessary and suﬃcient compatibility conditions on the data in order
to obtain the strict solution uδ+ .
In Section 4, we prove a priori estimates for the impedance operator.
Section 5 is devoted to problem (P δ−) and its connection with (P δ+).
In Section 6, a model example is given to illustrate our results.
In some forthcoming works, we will complete respectively this study by considering the optimal regularity and the limit
problem as δ → 0, together with different concrete examples.
1. Assumptions and impedance concept
The notion of impedance was formulated for the ﬁrst time by M.A. Leontovich [10] in 1940. It was presented as the
boundary condition modelling the penetration of a wave in an imperfectly conducting metal obstacle.
In our problem (1), it means that the heat propagation in the two different bodies [−1,0], [0, δ] is quite different in the
sense that the juxtaposition at {0} products some “obstacle” (called, in some sense, impedance).
If we denote
uδ =
{
uδ− in (−1,0),
uδ+ in (0, δ),
problem (1) is equivalent to the following one
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
uδ−
)′′
(x)+ Auδ−(x) = g−(x) in (−1,0),(
uδ+
)′′
(x)+ Auδ+(x) = gδ+(x) in (0, δ),
uδ−(−1) = f−,(
uδ+
)′
(δ) = f δ+,
uδ−(0) = uδ+(0),
p−
(
uδ−
)′
(0) = p+
(
uδ+
)′
(0).
(4)
For the analysis of this problem, we consider, at ﬁrst, problem
(
P δ+
)
⎧⎪⎪⎨
⎪⎪⎩
(
uδ+
)′′
(x)+ Auδ+(x) = gδ+(x) in (0, δ),
uδ+(0) = ψ,(
uδ+
)′
(δ) = f δ+
(where ψ is some element in E) which will give(
uδ+
)′
(0) = Tδ
(
gδ+, f δ+,ψ
)= Tδ(gδ+, f δ+,uδ+(0)),
and then, we study
(
P δ−
)
⎧⎪⎪⎨
⎪⎪⎩
(
uδ−
)′′
(x)+ Auδ−(x) = gδ−(x) in (−1,0),
uδ−(−1) = f−,(
uδ−
)′
(0) = pTδ
(
gδ+, f δ+,uδ−(0)
)
,
where p = p+p− . The impedance operator Tδ is therefore the application(
gδ+, f δ+,ψ
)→ (uδ+)′(0) = Tδ(gδ+, f δ+,ψ),
which is intended to express concretely the effect due to the thin layer (0, δ).
We assume in all this paper the following ellipticity hypothesis:
(A) ⊃ [0,+∞[ and ∃C > 0: ∀λ 0, ∥∥(A − λI)−1∥∥L(E)  C1+ |λ| , (5)
where (A) denotes the resolvent set of A.
Assumption (5) implies that there exists θ0 ∈ ]0,π/2[ and r0 > 0 such that
(A) ⊃ Sθ0 =
{
z ∈ C∗: ∣∣arg(z)∣∣ θ0}∪ B(0, r0), (6)
and the estimate in (5) remains true in Sθ0 .
We will denote by γ the boundary of Sθ0 oriented from ∞eiθ0 to ∞e−iθ0 .
2. Problem (P δ+)
We will need the following lemmas.
2.1. Technical lemmas
Set
Σθ0 =
{
z: |z| r0 and θ0  arg z 2π − θ0
}
,
and for all z ∈ Σθ0 , x ∈ [0, δ]
cz(x) = cosh
√−z(δ − x)
cosh
√−zδ , sz(x) =
sinh
√−zx
cosh
√−zδ .
Lemma 1. For all complex z1 and z2 different from zero, one has
|z1 + z2|
(|z1| + |z2|) cos
(
arg(z1)− arg(z2)
2
)
.
460 O. Belhamiti et al. / J. Math. Anal. Appl. 358 (2009) 457–484Lemma 2. For any complex w such that |arg(w)| θ < π/2, one has∣∣arg(1− e−w)− arg(1+ e−w)∣∣ θ.
Lemma 3. There exists a constant Cθ0 > 0 such that for all z ∈ Σθ0 , we have
∣∣1+ e−√−z∣∣ Cθ0 = 1− e−
π
2 tan( π2 −
θ0
2 ) > 0.
Proof. A straightforward calculus leads to the results in the two ﬁrst lemmas.
Let us prove, for instance, the last lemma. Given z ∈ γ with |z| = r0 (we recall that r0 is small enough) we have
∣∣1+ e−√−z∣∣ 1− e−Re√−z = 1− e−r1/20 cosν  1− e−r1/20 cos( π2 − θ02 )
with ν ∈ [−π2 + θ02 , π2 − θ02 ].
Since r0 is a ﬁxed small number, one can choose θ0 small enough so that
1− e−r1/20 cos( π2 − θ02 )  1− e
− π
2 tan( π2 −
θ0
2 ) .
For z ∈ γ with |z| > r0, we get∣∣1+ e−√−z∣∣2 = ∣∣1+ e−Re√−z−i Im√−z∣∣2
= ∣∣e−Re√−z(eRe√−z + e−i Im√−z)∣∣2
= e−2Re
√−z(e2Re√−z + 2eRe√−z cos(Im√−z)+ 1)
= (e−2Re√−z + 1)+ 2e−Re√−z cos(Im√−z).
Now, if Re
√−z π/(2 tan( π2 − θ02 )), then
| Im√−z| = Re√−z tan
(
π
2
− θ0
2
)
 π
2
,
so
cos(Im
√−z) 0,
therefore∣∣1+ e−√−z∣∣ 1.
If Re
√−z π/(2 tan( π2 − θ02 )), we have
| Im√−z| = Re√−z tan
(
π
2
− θ0
2
)
 π
2
,
cos(Im
√−z) 0,
and thus∣∣1+ e−√−z∣∣2  e−2Re√−z + 1− 2e−Re√−z  (1− e−Re√−z)2

(
1− e
− π
2 tan( π2 −
θ0
2 )
)2
.
The same proof applies in the case z ∈ Σθ0 with arg(z) = θ ∈ ]θ0,2π − θ0[. 
Remark 1. In the same way, there exists Cθ0 independent of δ ∈ ]0,1] such that∣∣1+ e−2δ√−z∣∣ Cθ0 > 0, (7)
for all z ∈ Σθ0 .
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K δz,+(x, τ ) =
⎧⎨
⎩
sinh
√−zτ cosh√−z(δ−x)√−z cosh√−zδ if 0 τ  x,
sinh
√−zx cosh√−z(δ−τ )√−z cosh√−zδ if x τ  δ.
Then, by a direct computation, we prove the following lemma.
Lemma 4. For every z ∈ γ and h ∈ C([0, δ]; E), we have⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
sup
x∈[0,δ]
∥∥∥∥∥
δ∫
0
K δz,+(x, τ )h(τ )dτ
∥∥∥∥∥ ‖h‖C([0,δ];E)|z| cos(π/2− θ0/2) ,
sup
x∈[0,δ]
∥∥∥∥∥∂x
( δ∫
0
K δz,+(x, τ )h(τ )dτ
)∥∥∥∥∥ ‖h‖C([0,δ];E)|z|1/2 cos(π/2− θ0/2) .
(8)
Let us set
z(−1, δ) = cosh
√−zδ cosh√−z + p sinh√−zδ sinh√−z
(this expression represents the determinant of problem and will appear in the last section).
Lemma 5. For all δ ∈ ]0,1] and z ∈ Σθ0 , we have
∣∣z(−1, δ)∣∣ (Cθ0)2
4
sin
(
θ0
2
)
eRe
√−z(δ+1) > 0.
Proof. Let δ ∈ ]0,1] and z ∈ Σθ0 . By using Lemma 1, we have
4
∣∣z(−1, δ)∣∣= eRe√−z(δ+1)∣∣(1+ e−2√−zδ)(1+ e−2√−z)+ p(1− e−2√−zδ)(1− e−2√−z)∣∣
 eRe
√−z(δ+1)[∣∣(1+ e−2√−zδ)(1+ e−2√−z)∣∣+ p∣∣(1− e−2√−zδ)(1− e−2√−z)∣∣]
×
∣∣∣∣cos
(∣∣∣∣arg(1− e−2δ
√−z)+ arg(1− e−2
√−z)
2
− arg(1+ e
−2δ√−z)+ arg(1+ e−2
√−z)
2
∣∣∣∣
)∣∣∣∣.
On the other hand, by Lemma 2∣∣arg(1− e−2δ√−z)+ arg(1− e−2√−z)− arg(1+ e−2δ√−z)− arg(1+ e−2√−z)∣∣

∣∣arg(1− e−2δ√−z)− arg(1+ e−2δ√−z)∣∣+ ∣∣arg(1− e−2√−z)− arg(1+ e−2√−z)∣∣
 2
(
π
2
− θ0
2
)
,
and therefore
4
∣∣z(−1, δ)∣∣ eRe√−z(δ+1)(∣∣1+ e−2√−zδ∣∣∣∣1+ e−2√−z∣∣+ p∣∣1− e−2√−zδ∣∣∣∣1− e−2√−z∣∣) sin(θ0/2)
 eRe
√−z(δ+1)∣∣1+ e−2√−zδ∣∣∣∣1+ e−2√−z∣∣ sin(θ0/2)
 (Cθ0)2eRe
√−z(δ+1) sin(θ0/2). 
We ﬁnish this subsection by
Lemma 6. There exists K > 0 depending only on γ such that
∀λ > 0, ∀ν ∈ ]0,1[,
∫
γ
|dz|
|z ± λ||z|ν 
K
λν
.
This lemma can be proved by a direct computation, see also Labbas and Terreni [9].
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By using the Dunford operational calculus as in [4,8], the solution of problem (P δ+) is given formally by
uδ+(x) =
1
2iπ
∫
γ
cz(x)(A − zI)−1ψ dz + 1
2iπ
∫
γ
sz(x)√−z (A − zI)
−1 f δ+ dz
− 1
2iπ
∫
γ
δ∫
0
K δz,+(x, τ )(A − zI)−1gδ+(τ )dτ dz
= dδ+(x, A)ψ + nδ+(x, A) f δ+ + vδ+
(
x, A, gδ+
)
, (9)
for x ∈ ]0, δ].
It is not diﬃcult to see that the absolute convergence of the third term vδ+(x, A, gδ+) follows from the estimate of the
kernel K δz,+ in Lemma 4 and assumption (5). Let us now focus on the ﬁrst term dδ+(x, A)ψ .
Proposition 7.
1. There exists a constant C > 0 depending only on γ such that
∀ψ ∈ E, ∀x> 0, ∥∥dδ+(x, A)ψ∥∥ C‖ψ‖E ,
2. dδ+(x, A)ψ −ψ → 0 as x → 0+ if and only if ψ ∈ D(A),
3. dδ+(., A)ψ ∈ C2α0 ([0, δ]; E), 0< 2α0 < 1, if and only if ψ ∈ DA(α0,+∞) (for this interpolation space, see, for instance Grisvard
[6, p. 664]).
Proof. 1. Fix x> 0 and set{
γ+ =
{
z ∈ γ : |z| 1/x2}, γ− = {z ∈ γ : |z| 1/x2},
Γ = {z: ∣∣arg(z)∣∣ θ0 and |z| = 1/x2}, positively oriented.
Let us recall that from (7), there exists a constant C > 0 independent of δ such that⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
∣∣cz(x)∣∣= ∣∣e−√−zx∣∣
∣∣∣∣1+ e−2
√−z(δ−x)
1+ e−2√−zδ
∣∣∣∣ Ce−x|z|1/2 sin(θ0/2),
∣∣sz(x)∣∣= ∣∣e−√−z(δ−x)∣∣
∣∣∣∣1− e−2
√−zx
1+ e−2√−zδ
∣∣∣∣ Ce−(δ−x)|z|1/2 sin(θ0/2),∣∣cz(δ − x)∣∣ Ce−(δ−x)|z|1/2 sin(θ0/2).
(10)
On the other hand, for z ∈ γ , |z| r0, δ > 0, we have⎧⎪⎨
⎪⎩
Re(
√−zδ) > 0 and Re(√−zx) > 0,
arg(
√−zδ) = arg(√−zx) = π/2− θ0/2> 0,
Re(
√−zδ) = δ|z|1/2 cos(π/2− θ0/2) = δ|z|1/2 sin(θ0/2).
Now, write
dδ+(x, A)ψ =
1
2iπ
∫
γ+
cz(x)(A − zI)−1ψ dz + 1
2iπ
∫
γ−
cz(x)(A − zI)−1ψ dz
= 1
2iπ
∫
γ+
cz(x)(A − zI)−1ψ dz + 1
2iπ
∫
γ−
(
cz(x)− cz(0)
)
(A − zI)−1ψ dz
+ 1
2iπ
∫
γ−∪Γ
(A − zI)−1ψ dz − 1
2iπ
∫
Γ
(A − zI)−1ψ dz
= I1 + I2 + I3 + I4.
It is clear that I3 = 0 by analyticity and
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∫
γ+
e−Re
√−zx
|z| ‖ψ‖E |dz| C
+∞∫
1
e−σ sin(θ0/2)
σ
dσ‖ψ‖E
 C‖ψ‖E ,
‖I2‖ =
∥∥∥∥ 12iπ
∫
γ−
(
cz(x)− cz(0)
)
(A − zI)−1ψ dz
∥∥∥∥
=
∥∥∥∥∥ 12iπ
∫
γ−
x∫
0
−√−zsz(δ − τ )(A − zI)−1ψ dτ dz
∥∥∥∥∥
 C
1/x2∫
r0
x
dρ
ρ1/2
‖ψ‖E  C‖ψ‖E ,
‖I4‖ =
∥∥∥∥ 12iπ
∫
Γ
(A − zI)−1ψ dz
∥∥∥∥ C
+θ0∫
−θ0
∥∥(A − (1/x2)eiθ )−1ψ∥∥ 1
x2
dθ
 C‖ψ‖E ,
where we have used the change z = (1/x2)eiθ .
2. It is easy to see that for all y ∈ D(A), one has
dδ+(x, A)y =
1
2iπ
∫
γ
cz(x)(A − zI)−1 y dz = 1
2iπ
∫
γ
cz(x)
(A − zI)−1Ay
z
dz
(in virtue of the resolvent identity) from which it follows that
lim
x→0+
dδ+(x, A)y = y.
Fix a small  > 0. Then for ψ ∈ D(A), there exists yψ ∈ D(A) such that ‖ψ − yψ‖  . From
dδ+(x, A)ψ −ψ =
(
dδ+(x, A)ψ − dδ+(x, A)yψ
)+ (dδ+(x, A)yψ − yψ )+ (yψ −ψ),
and statement (i), we deduce that dδ+(x, A)ψ −ψ → 0. The converse of (ii) is clear, since for all x ∈ ]0, δ],
dδ+(x, A)ψ ∈ D(A),
then limx→0+ dδ+(x, A)ψ = ψ ∈ D(A).
3. We recall that, for α0 ∈ ]0,1[, the well-known real interpolation space DA(α0,+∞) between D(A) and E is charac-
terized by
DA(α0,+∞) =
{
ξ ∈ E: sup
r>0
(
rα0
∥∥A(A − r I)−1ξ∥∥E)< ∞}. (11)
Now let ψ ∈ DA(α0,+∞). Given ξ , x such that 0 ξ < x δ, then
dδ+(x, A)ψ − dδ+(ξ, A)ψ =
1
2iπ
∫
γ
cz(x)
A(A − zI)−1
z
ψ dz − 1
2iπ
∫
γ
cz(ξ)
A(A − zI)−1
z
ψ dz
= 1
2iπ
∫
γ
( x∫
ξ
dcz
dτ
(τ )dτ
)
A(A − zI)−1ψ
z
dz,
thus
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∫
γ
x∫
ξ
e−Re
√−zτ
|z|1/2+α0 dτ |dz|‖ψ‖DA(α0,+∞)
 C
x∫
ξ
[ ∫
|z| 1
τ2
e−Re
√−zτ
|z|1/2+α0 |dz| +
∫
|z| 1
τ2
1
|z|1/2+α0 |dz|
]
‖ψ‖DA(α0,+∞) dτ
 C
x∫
ξ
τ 2α0−1 dτ‖ψ‖DA(α0,+∞)
 C
(
x2α0 − ξ2α0)‖ψ‖DA(α0,+∞)
 C(x− ξ)2α0‖ψ‖DA(α0,+∞).
The proof for the converse is technical and so we omit it. However in the following remark, we indicate an alternative proof
which uses the semigroup approach. 
Remark 2. Assumption (5) implies that −(−A)1/2 generates an analytic semigroup not necessarily strongly continuous at
zero (
e−(−A)1/2x
)
x0
(see Balakrishnan [1], for densely deﬁned operators and [14] for non-densely deﬁned operators). We then can show by the
Dunford’s functional calculus that the term dδ+(x, A)ψ may be rewritten as follows
dδ+(x, A)ψ =
(
I + e−2δ(−A)1/2)−1(I + e−2(−A)1/2(δ−x))e−(−A)1/2xψ,
where, due to Lunardi [12, p. 59], the operator(
I + e−2δ(−A)1/2)−1
is well deﬁned. By Sinestrari [17, Proposition 1.2, p. 20], we deduce that
dδ+(x, A)ψ → ψ, as x → 0,
if and only if ψ ∈ D(−(−A)1/2) = D(A) (see Haase [7] for this last equality) and
dδ+(., A)ψ ∈ C2α0
([0, δ], E)
if and only if
ψ ∈ D√−A(2α0,+∞) = DA(α0,+∞),
in virtue of Lions reiteration interpolation property [11]. When the domain is not dense as in our situation, one can see
Lunardi [13, Proposition 3.1.5, p. 61].
Let us now, study the term
nδ+(x, A) f δ+ =
1
2iπ
∫
γ
sz(x)√−z (A − zI)
−1 f δ+ dz,
for a given f δ+ .
Let 0<α0 < 1/2. Then we have
Proposition 8.
1. There exists a constant K depending only on γ such that
∀ f δ+ ∈ E, ∀x ∈ [0, δ],
∥∥nδ+(x, A) f δ+∥∥E  K∥∥ f δ+∥∥E ,
and x → nδ+(x, A) f δ+ ∈ C([0, δ]; E).
2. If f δ+ ∈ DA(1/2+ α0,+∞), then x → nδ+(x, A) f δ+ ∈ C([0, δ]; D(A)).
O. Belhamiti et al. / J. Math. Anal. Appl. 358 (2009) 457–484 4653. Let f δ+ ∈ D((−A)1/2). Then x 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(−A)1/2 f δ+ ∈ D(A),
and x → Anδ+(x, A) f δ+ ∈ C2α0 ([0, δ]; E) if and only if
(−A)1/2 f δ+ ∈ D√−A(2α0,+∞) = DA(α0,+∞).
Proof. 1. By using Lemma 3 and remark (10), we obtain
∥∥nδ+(x, A) f δ+∥∥E  K
∫
γ
1
|z|3/2 |dz|
∥∥ f δ+∥∥E  K∥∥ f δ+∥∥E .
2. Let x ∈ [0, δ] and f δ+ ∈ DA(1/2+ α0,+∞). Then
∥∥Anδ+(x, A) f δ+∥∥ C
∫
γ
e−Re
√−z(δ−x)
|z|1+α0
∥∥ f δ+∥∥DA( 12+α0,+∞)|dz|
 C
∫
γ
1
|z|1+α0
∥∥ f δ+∥∥DA( 12+α0,+∞)|dz|
 C
∥∥ f δ+∥∥DA( 12+α0,+∞).
We recall that f δ+ ∈ DA(1/2+ α0,+∞) implies that f δ+ ∈ D((−A)1/2) since
DA(1/2+ α0,+∞) ⊂ DA(1/2,1) ⊂ D
(
(−A)1/2).
3. As for dδ+(x, A) (see the previous remark) we can show by the Dunford’s calculus that the term nδ+(x, A) f δ+ can be
rewritten as follows
nδ+(x, A) f δ+ =
(
I + e−2δ(−A)1/2)−1(I − e−2(−A)1/2x)e−(−A)1/2(δ−x)(−A)−1/2 f δ+, (12)
which gives, for all x ∈ [0, δ[,
Anδ+(x, A) f δ+ = −
(
I + e−2δ(−A)1/2)−1(I − e−2(−A)1/2x)e−(−A)1/2(δ−x)(−A)1/2 f δ+.
Using again Sinestrari [17] (see Propositions 1.2(i) and 1.12), we deduce that
x → Anδ+(x, A) f δ+ ∈ C
([0, δ]; E)
if and only if (−A)1/2 f δ+ ∈ D(−(−A)1/2) = D(A) and
x → Anδ+(x, A) f δ+ ∈ C2α0
([0, δ]; E)
if and only if
(−A)1/2 f δ+ ∈ D√−A(2α0,+∞) = DA(α0,+∞). (13)
We have used for this last equality Lunardi [13] (see Proposition 3.1.5, p. 61). It is then clear that (13) implies
f δ+ ∈ D√−A(1+ 2α0,+∞) =
{
ξ ∈ D((−A)1/2): (−A)1/2ξ ∈ D√−A(2α0,+∞)}.
Note that, in our work, we favour the use of interpolation spaces since one can more easily characterize them in the concrete
cases. But this study can be completely done in the framework of the fractional powers theory. 
2.3. Strict solution of (P δ+)
In this subsection we give necessary and suﬃcient conditions in order to obtain a unique strict solution for (P δ+) that is
a solution uδ+ such that
uδ+ ∈ C2
([0, δ]; E)∩ C([0, δ]; D(A)).
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√−A) and gδ+ ∈ C2α0([0, δ]; E) with 0 < 2α0 < 1. Then uδ+ given by (9) is the unique solution
of (P δ+) satisfying: uδ+ ∈ C([0, δ]; D(A)) iff Aψ − gδ+(0) ∈ D(A) and (−A)1/2 f δ+ ∈ D(A) (or equivalently uδ+ ∈ C2([0, δ]; E) iff
Aψ − gδ+(0) ∈ D(A) and (−A)1/2 f δ+ ∈ D(A)).
Proof. When gδ+ = 0, in virtue of Lemma 4 and the usual Dunford calculus, for every ψ, f δ+ ∈ E , it is not diﬃcult to show
that
uδ+ ∈ C∞
(]0, δ[; D(A))
and, for all x ∈ ]0, δ[,
Auδ+(x) =
1
2iπ
∫
γ
cz(x)
A(A − zI)−1
z
(
Aψ − gδ+(0)
)
dz − 1
2iπ
∫
γ
cz(x)
A(A − zI)−1
z
[
gδ+(x)− gδ+(0)
]
dz
+ 1
2iπ
∫
γ
sz(x)√−z A(A − zI)
−1 f δ+ dz −
1
2iπ
∫
γ
δ∫
0
K δz,+(x, τ )A(A − zI)−1
[
gδ+(τ )− gδ+(x)
]
dτ dz + gδ+(x)
= (a)+ (b)+ (c)+ (d)+ gδ+(x).
It follows that
(a) = dδ+(x, A)
[
Aψ − gδ+(0)
]
,
(b) = −dδ+(x, A)
[
gδ+(x)− gδ+(0)
]
,
and, by (12)
(c) = Anδ+(x, A) f δ+
= −(I + e−2δ(−A)1/2)−1(I − e−2(−A)1/2x)e−(−A)1/2(δ−x)(−A)1/2 f δ+.
For (d), the absolute convergence follows from the estimate∥∥∥∥∥
δ∫
0
K δz,+(x, τ )A(A − zI)−1
[
gδ+(τ )− gδ+(x)
]
dτ
∥∥∥∥∥ C
δ∫
0
∣∣K√−z(x, τ )∣∣|τ − x|2α0∥∥gδ+∥∥C2α0 (E) dτ
 C|z|1+α0
∥∥gδ+∥∥C2α0 (E),
see [3, p. 376]. The continuity then follows.
Now, let us prove that(
uδ+
)′′
(.)+ Auδ+(.) = gδ+(.).
Recall that
cz(x) = cosh
√−z(δ − x)
cosh
√−zδ , sz(x) =
sinh
√−zx
cosh
√−zδ ,
then, from the representation
uδ+(x) =
1
2iπ
∫
γ
cz(x)
A(A − zI)−1
z
ψ dz + 1
2iπ
∫
γ
sz(x)√−z
A(A − zI)−1
z
f δ+ dz
− 1
2iπ
∫
γ
δ∫
0
K δz,+(x, τ )
A(A − zI)−1
z
gδ+(τ )dτ dz
= 1
2iπ
∫
γ
cz(x)
(A − zI)−1
z
Aψ dz + 1
2iπ
∫
γ
sz(x)√−z
A(A − zI)−1
z
f δ+ dz
− 1
2iπ
∫
γ
δ∫
K δz,+(x, τ )
A(A − zI)−1
z
gδ+(τ )dτ dz
0
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(
uδ+
)′
(x) = − 1
2iπ
∫
γ
√−zsz(δ − x) (A − zI)
−1
z
Aψ dz + 1
2iπ
∫
γ
cz(δ − x) A(A − zI)
−1
z
f δ+ dz
+ 1
2iπ
∫
γ
x∫
0
sz(τ )sz(δ − x)
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz
− 1
2iπ
∫
γ
δ∫
x
cz(δ − x)cz(τ )
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz.
Therefore, we see that the following term (contained in (uδ+)′(x))
m(x) = 1
2iπ
∫
γ
x∫
0
sz(τ )sz(δ − x)
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz
− 1
2iπ
∫
γ
δ∫
x
cz(δ − x)cz(τ )
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz,
seems not clearly differentiable. In fact, in the formal calculus of its derivative, we obtain
1
2iπ
∫
γ
sinh
√−zx sinh√−z(δ − x)
cosh
√−zδ (A − zI)
−1gδ+(x)dz +
1
2iπ
∫
γ
cosh
√−zx cosh√−z(δ − x)
cosh
√−zδ (A − zI)
−1gδ+(x)dz
= 1
2iπ
∫
γ
(A − zI)−1gδ+(x)dz,
which is not well deﬁned.
This is why, in order to compute (uδ+)′′(x), we are adapting the well-known method delivered to prove Theorem 3.3.4,
p. 70 in [18] for the abstract parabolic Cauchy problem. Let ε be a very small positive number and x be such that
0< ε  x δ − ε < δ.
Set
(
uδ+
)′
ε
(x) = − 1
2iπ
∫
γ
√−zsz(δ − x) (A − zI)
−1
z
Aψ dz + 1
2iπ
∫
γ
cz(δ − x) A(A − zI)
−1
z
f δ+ dz
+ 1
2iπ
∫
γ
x−ε∫
0
sz(τ )sz(δ − x)
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz
− 1
2iπ
∫
γ
δ∫
x+ε
cz(δ − x)cz(τ )
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz.
It is not diﬃcult to see that all these integrals are absolutely convergent and (uδ+)′ε(x) → (uδ+)′(x) strongly as ε → 0.
On the other hand, one has
(
uδ+
)′′
ε
(x) = − 1
2iπ
∫
γ
cz(x)(A − zI)−1Aψ dz − 1
2iπ
∫
γ
sz(x)
A(A − zI)−1√−z f
δ+ dz
+ 1
2iπ
∫
γ
cz(δ − x)cz(x+ ε)
cz(δ)
A(A − zI)−1
z
gδ+(x)dz
+ 1
2iπ
∫
γ
sz(x− ε)sz(δ − x)
cz(δ)
A(A − zI)−1
z
gδ+(x)dz
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2iπ
∫
γ
x−ε∫
0
sz(τ )cz(x)
cz(δ)
A(A − zI)−1√−z g
δ+(x)dτ dz
+ 1
2iπ
∫
γ
δ∫
x+ε
sz(x)cz(τ )
cz(δ)
A(A − zI)−1√−z g
δ+(x)dτ dz
+ 1
2iπ
∫
γ
x−ε∫
0
sz(τ )cz(x)
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
+ 1
2iπ
∫
γ
δ∫
x+ε
sz(x)cz(τ )
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
+ 1
2iπ
∫
γ
cz(δ − x)cz(x+ ε)
cz(δ)
A(A − zI)−1
z
[
gδ+(x+ ε)− gδ+(x)
]
dz
+ 1
2iπ
∫
γ
sz(x− ε)sz(δ − x)
cz(δ)
A(A − zI)−1
z
[
gδ+(x− ε)− gδ+(x)
]
dz
=
10∑
i=1
Ii .
We have studied the two ﬁrst integrals. Thanks to Lemma 4, the integrals I5, . . . , I8 are absolutely convergent. For I3 (the
same for I4), the following estimate∣∣∣∣ sz(x− ε)sz(δ − x)cz(δ)
∣∣∣∣ Ce−ε|z|1/2 ,
leads to the convergence of the integral
1
2iπ
∫
γ
sz(x− ε)sz(δ − x)
cz(δ)
A(A − zI)−1
z
[
gδ+(x− ε)− gδ+(x)
]
dz.
In the same way, we obtain the absolute convergence of I9 and I10. Therefore
(
uδ+
)′′
ε
(x)+ Auδ+(x)− gδ+(x) = −
1
2iπ
∫
γ
x∫
x−ε
sz(τ )cz(x)
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
− 1
2iπ
∫
γ
x+ε∫
x
sz(x)cz(τ )
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
− 1
2iπ
∫
γ
cz(x)cz(δ − x+ ε)
cz(δ)
A(A − zI)−1
z
gδ+(x)dz
+ 1
2iπ
∫
γ
cz(δ − x)cz(x+ ε)
cz(δ)
A(A − zI)−1
z
gδ+(x+ ε)dz
− 1
2iπ
∫
γ
sz(x)sz(δ − x− ε)
cz(δ)
A(A − zI)−1
z
gδ+(x)dz
+ 1
2iπ
∫
γ
sz(x− ε)sz(δ − x)
cz(δ)
A(A − zI)−1
z
gδ+(x− ε)dz.
Now, let us prove that (uδ+)′′ε(x)+ Auδ+(x)− gδ+(x) → 0 as ε → 0. For this purpose, we write
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uδ+
)′′
ε
(x)+ Auδ+(x)− gδ+(x) = −
1
2iπ
∫
γ
x∫
x−ε
sz(τ )cz(x)
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
− 1
2iπ
∫
γ
x+ε∫
x
sz(x)cz(τ )
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
− 1
2iπ
∫
γ
cz(x)cz(δ − x+ ε)
cz(δ)
A(A − zI)−1
z
[
gδ+(x)− gδ+(x− ε)
]
dz
+ 1
2iπ
∫
γ
cz(2x+ ε) A(A − zI)
−1
z
gδ+(x+ ε)dz
− 1
2iπ
∫
γ
sz(x)sz(δ − x− ε)
cz(δ)
A(A − zI)−1
z
[
gδ+(x)− gδ+(x+ ε)
]
dz
− 1
2iπ
∫
γ
cz(2x− ε) A(A − zI)
−1
z
gδ+(x− ε)dz
= − 1
2iπ
∫
γ
x∫
x−ε
sz(τ )cz(x)
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
− 1
2iπ
∫
γ
x+ε∫
x
sz(x)cz(τ )
cz(δ)
A(A − zI)−1√−z
[
gδ+(τ )− gδ+(x)
]
dτ dz
− 1
2iπ
∫
γ
cz(x)cz(δ − x+ ε)
cz(δ)
A(A − zI)−1
z
[
gδ+(x)− gδ+(x− ε)
]
dz
− 1
2iπ
∫
γ
cz(2x− ε) A(A − zI)
−1
z
[
gδ+(x− ε)− gδ+(x+ ε)
]
dz
− 1
2iπ
∫
γ
sz(x)sz(δ − x− ε)
cz(δ)
A(A − zI)−1
z
[
gδ+(x)− gδ+(x+ ε)
]
dz
+ 1
2iπ
∫
γ
[
cz(2x+ ε)− cz(2x− ε)
] A(A − zI)−1
z
gδ+(x+ ε)dz
=
6∑
i=1
Ii .
For I1, from the fact that on γ and for τ  x, we have∣∣∣∣ sz(τ )cz(x)cz(δ)
∣∣∣∣=
∣∣∣∣ sinh
√−zτ cosh√−z(δ − x)
cosh
√−zδ
∣∣∣∣
 4|e
−√−z(x−τ )|
|1+ e−2√−zδ|  Ce
−Re√−z(x−τ ),
and due to Lemma 3, Section 2,∣∣∣∣ sz(τ )cz(x)cz(δ)
∣∣∣∣ Ce−Re√−z(x−τ );
therefore
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∫
γ
x∫
x−ε
∣∣∣∣ sz(τ )cz(x)cz(δ)
∣∣∣∣ 1|z|1/2
∥∥A(A − zI)−1[gδ+(τ )− gδ+(x)]∥∥dτ |dz|
 K
∫
γ
x∫
x−ε
e−Re
√−z(x−τ )
|z|1/2|1+ e−2√−zδ| (x− τ )
2α0 dτ |dz|∥∥gδ+∥∥C2α0 ([0,δ];E)
 K
x∫
x−ε
( ∫
|z| 1
(x−τ )2
e−Re
√−z(x−τ )
|z|1/2 |dz|
)
(x− τ )2α0 dτ∥∥gδ+∥∥C2α0 ([0,δ];E)
+ K
x∫
x−ε
( ∫
|z| 1
(x−τ )2
1
|z|1/2 |dz|
)
(x− τ )2α0 dτ∥∥gδ+∥∥C2α0 ([0,δ];E)
 K
x∫
x−ε
(x− τ )2α0−1 dτ∥∥gδ+∥∥C2α0 ([0,δ];E)
 Kε2α0
∥∥gδ+∥∥C2α0 ([0,δ];E).
The term I2 is handled in the same way.
Regarding I3, we have
‖I3‖ Cε2α0
∫
γ
e−Re
√−zε |dz|
|z|
∥∥gδ+∥∥C2α0 ([0,δ];E)
 Cε2α0
( ∫
|z|1/ε2
e−ε Re
√−z |dz|
|z| +
∫
|z|1/ε2
|dz|
|z|
)∥∥gδ+∥∥C2α0 ([0,δ];E)
 Cε2α0
( ∞∫
1
e−σ 2σ dσ
σ 2
+
1/ε2∫
r0
dρ
ρ
)∥∥gδ+∥∥C2α0 ([0,δ];E)
 Cε2α0(C1 − 2 lnε − ln r0),
therefore I3 → 0 as ε → 0 (r0 has been introduced in (6)). It is easy to see that we have the same result for the integral I4
since
‖I4‖ Cε2α0
∫
γ
e−Re
√−z(2x−ε) |dz|
|z|
∥∥gδ+∥∥C2α0 ([0,δ];E)
 Cε2α0
∫
γ
e−Re
√−z2x |dz|
|z|
∥∥gδ+∥∥C2α0 ([0,δ];E).
The integral I5 can be treated as I3. Finally, for I6, observe that
cz(2x+ ε)− cz(2x− ε) = e
−√−z(2x+ε) − e−
√−z(2x−ε) + e−
√−z(2δ−2x−ε) − e−
√−z(2δ−2x+ε)
1+ e−2√−zδ
= e
−√−z(2x+ε)(1− e−2
√−zε)
1+ e−2√−zδ +
e−
√−z(2δ−2x−ε)(1− e−2
√−zε))
1+ e−2√−zδ
and, for instance∥∥∥∥
∫
γ
e−
√−z(2δ−2x−ε)(1− e−2
√−zε))
1+ e−2√−zδ
A(A − zI)−1
z
gδ+(x+ ε)dz
∥∥∥∥
E
 C
∫
γ
e−Re
√−z(2δ−2x−ε)(1− e−2ε Re√−z) |dz||z| ‖gδ+‖C2α0 ([0,δ];E).
O. Belhamiti et al. / J. Math. Anal. Appl. 358 (2009) 457–484 471This last term tends to 0 by the Lebesgue’s dominated convergence theorem since
e−Re
√−z(2δ−2x−ε) (1− e−2ε Re
√−z)
|z| 
2e−Re
√−z(2δ−2x)
|z| ,
when 0< ε  x δ − ε < δ.
Summing up, we obtain the strong convergence(
uδ+
)′
ε
(x) → (uδ+)′(x) and (uδ+)′′ε(x) → −Auδ+(x)+ gδ+(x)
as ε → 0. Hence(
uδ+
)′′
(x) = −Auδ+(x)+ gδ+(x). 
3. The impedance operator Tδ
We are giving the expression of the impedance operator Tδ presented in the introduction(
gδ+, f δ+,ψ
)→ (uδ+)′(0) = Tδ(gδ+, f δ+,ψ).
Since
x → vδ+
(
x, A, gδ+
)= − 1
2iπ
∫
γ
δ∫
0
K δz,+(x, τ )(A − zI)−1gδ+(τ )dτ dz
is in C1([0, δ]; E) for all gδ+ ∈ C([0, δ]; E), then, for every x ∈ ]0, δ[, ψ ∈ E , f δ+ ∈ E
(
uδ+
)′
(x) = 1
2iπ
∫
γ
sz(δ − x) A(A − zI)
−1
√−z ψ dz +
1
2iπ
∫
γ
cz(δ − x)(A − zI)−1 f δ+ dz
− 1
2iπ
∫
γ
∂
∂x
( δ∫
0
K δz,+(x, τ )(A − zI)−1gδ+(τ )dτ
)
dz. (14)
Let us assume that{
1
δ
f δ+: δ ∈ ]0,1]
}
is bounded in E. (15)
Therefore, there exists l+ such that
sup
δ∈]0,1]
(∥∥∥∥1δ f δ+
∥∥∥∥
E
)
 l+.
We also denote by hδ+ the following function deﬁned for ξ ∈ (0,1)
ξ → hδ+(ξ) = gδ+(δξ),
which gives∥∥gδ+∥∥C([0,δ];E) = ∥∥hδ+∥∥C([0,1];E),
and
∥∥gδ+∥∥C2α0 ([0,δ];E) = maxx∈[0,1]
∥∥hδ+(x)∥∥E + 1δ2α0 supx,τ∈[0,1], x=τ
‖hδ+(x)− hδ+(τ )‖E
|x− τ |2α0
 1
δ2α0
∥∥hδ+∥∥C2α0 ([0,1];E). (16)
Proposition 10. There is a constant K > 0 not depending on δ > 0 such that
∀gδ+ ∈ C
([0, δ]; E), ∀ψ ∈ DA(1/2+ α0,+∞), ∀ f δ+ ∈ E satisfying (15),
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 K
(∥∥hδ+∥∥C([0,1];E) + l+ + ‖ψ‖DA(1/2+α0,+∞));
recall that hδ+ is deﬁned on the ﬁxed interval (0,1) by
hδ+ : ξ → hδ+(ξ) = gδ+(δξ).
Proof. Recall that
(
uδ+
)′
(x) = 1
2iπ
∫
γ
sinh
√−z(δ − x)
cosh
√−zδ
A(A − zI)−1√−z ψ dz +
1
2iπ
∫
γ
cosh
√−zx
cosh
√−zδ
A(A − zI)−1
z
f δ+ dz
− 1
2iπ
∫
γ
∂
∂x
( δ∫
0
K δz,+(x, τ )
A(A − zI)−1
z
gδ+(τ )dτ
)
dz
= I1(x)+ I2(x)+ I2(x).
Let ψ ∈ DA(1/2+ α0,+∞), f δ+ ∈ E . It is clear that I1(0) and I2(0) era well deﬁned since on γ
∣∣sz(δ)∣∣=
∣∣∣∣ sinh
√−zδ
cosh
√−zδ
∣∣∣∣= O (1) and ∣∣cz(δ)∣∣=
∣∣∣∣ 1cosh√−zδ
∣∣∣∣ Ce−δ|z|1/2 sin(θ0/2),
for the third integral, we have
1
2iπ
∫
γ
∂
∂x
( δ∫
0
K δz,+(x, τ )
A(A − zI)−1
z
gδ+(τ )dτ
)
dz = 1
2iπ
∫
γ
x∫
0
sz(τ )sz(δ − x)
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz
− 1
2iπ
∫
γ
δ∫
x
cz(δ − x)cz(τ )
cz(δ)
A(A − zI)−1
z
gδ+(τ )dτ dz,
thus
Tδ
(
gδ+, f δ+,ψ
)= (uδ+)′(0)
= − 1
2iπ
∫
γ
δ∫
0
cz(τ )
A(A − zI)−1
z
gδ+(τ )dτ dz +
1
2iπ
∫
γ
cz(δ)(A − zI)−1 f δ+ dz
+ 1
2iπ
∫
γ
sz(δ)
A(A − zI)−1√−z ψ dz
= I1 + I2 + I3.
Clearly, we have
‖I1‖E  C
∫
γ
‖gδ+‖C([0,δ];E)
|z|3/2 |dz| K
∥∥hδ+∥∥C([0,1];E),
‖I3‖E  C
∫
γ
‖ψ‖DA(1/2+α0,+∞)
|z|1+α0 |dz| K‖ψ‖DA(1/2+α0,+∞).
The term
I2 = 1
2iπ
∫
γ
1
cosh
√−zδ (A − zI)
−1 f δ+ dz
must be treated carefully. By considering the two parts of γ
γ δ+ =
{
z ∈ γ : |z| 1
2
}
, γ δ− =
{
z ∈ γ : |z| 1
2
}
,δ δ
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‖I2‖ K
∫
γ δ+
δe−Re
√−zδl+
|z| |dz| + K
∫
γ δ−
δe−Re
√−zδl+
|z| |dz|
 Kl+ + Kδ
1/δ2∫
r0
dρ
ρ
l+ = Kl+ + Kδ(−2 ln δ − ln r0)l+
 Kl+. 
Let us now assume that{
f δ+: δ ∈ ]0,1]
}
is bounded in DA(1/2,+∞). (17)
Therefore, there exists l+,1/2 such that
sup
δ∈]0,1]
(∥∥ f δ+∥∥DA(1/2,+∞)) l+,1/2.
Proposition 11. There exists a constant K > 0 not depending on δ > 0 such that ∀gδ+ ∈ C2α0 ([0, δ]; E), ∀ψ ∈ D(A), ∀ f δ+ ∈ E satisfy-
ing (17), one has
Tδ
(
gδ+, f δ+,ψ
) ∈ DA(1/2,+∞),
and ∥∥Tδ(gδ+, f δ+,ψ)∥∥DA(1/2,+∞)  K (∥∥gδ+∥∥C2α0 ([0,δ];E) + l+,1/2 + ‖ψ‖D(A))
 K
(
1
δ2α0
∥∥hδ+∥∥C2α0 ([0,1];E) + l+,1/2 + ‖ψ‖D(A)
)
.
Proof. It is well known that, for all λ, z ∈ ρ(A)
A(A − λI)−1(A − zI)−1 = 1
z − λ
(
A(A − zI)−1 − A(A − λI)−1)
= z
z − λ(A − zI)
−1 − λ
z − λ(A − λI)
−1.
In virtue of (11), we have to estimate successively
sup
λ>0
λ1/2
∥∥A(A − λI)−1 Ii∥∥E , i = 1,2,3.
One has
A(A − λI)−1 I1 = 1
2iπ
∫
γ
δ∫
0
cz(τ )A(A − λI)−1(A − zI)−1gδ+(τ )dτ dz
= 1
2iπ
∫
γ
δ∫
0
cz(τ )
z
z − λ(A − zI)
−1gδ+(τ )dτ dz
− 1
2iπ
∫
γ
δ∫
0
cz(τ )
λ
z − λ(A − λI)
−1gδ+(τ )dτ dz
= 1
2iπ
∫
γ
δ∫
0
cz(τ )
z
z − λ(A − zI)
−1gδ+(τ )dτ dz,
the second integral is equal to zero by integrating it at the left of γ . So
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∫
γ
δ∫
0
coshRe
√−z(δ − τ )
| cosh√−zδ|
1
|z − λ|
∥∥gδ+∥∥C([0,δ];E) dτ |dz|
 C
∫
γ
δ∫
0
e−Re
√−zτ dτ 1|z − λ| |dz|
∥∥gδ+∥∥C([0,δ];E)
 C
∫
γ
1
|z − λ||z|1/2 |dz|
∥∥gδ+∥∥C([0,δ];E)
 C
λ1/2
∥∥gδ+∥∥C([0,δ];E),
due to Lemma 6. Thus
I1 ∈ DA(1/2,+∞).
For the second term
A(A − λI)−1 I2 = 1
2iπ
∫
γ
1
cosh
√−zδ A(A − λI)
−1(A − zI)−1 f δ+ dz
= 1
2iπ
∫
γ
1
cosh
√−zδ
z
z − λ(A − zI)
−1 f δ+ dz,
and by Remark 1
∥∥A(A − λI)−1 I2∥∥E  C
∫
γ
e−Re
√−zδ
|z − λ|
∥∥A(A − zI)−1 f δ+∥∥|dz|
 C
∫
γ
1
|z − λ||z|1/2 |dz|l+,1/2
 C
λ1/2
l+,1/2,
thus
I2 ∈ DA(1/2,+∞);
for I3, we ﬁrst write it as
I3 = − 1
2iπ
∫
γ
√−zsz(δ)(A − zI)−1ψ dz,
then
A(A − λI)−1 I3 = − 1
2iπ
∫
γ
√−zsz(δ)A(A − λI)−1(A − zI)−1ψ dz
= − 1
2iπ
∫
γ
√−zsz(δ) z
z − λ(A − zI)
−1ψ dz
= − 1
2iπ
∫
γ
√−zsz(δ) 1
z − λ A(A − zI)
−1ψ dz
= − 1
2iπ
∫
γ
√−zsz(δ) 1
z − λ(A − zI)
−1Aψ dz,
and
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∫
γ
1
|z − λ|
1
|z|1/2 ‖ψ‖D(A)|dz|
 K
λ1/2
‖ψ‖D(A),
thus
I3 ∈ DA(1/2,+∞).
The proof is then complete if we use (17). 
We have proved that the impedance linear operator Tδ is well deﬁned and bounded from
C2α0
([0, δ]; E)× DA(1/2,+∞)× D(A)
into the space
DA(1/2,+∞).
On the other hand, it can be rewritten as
Tδ = T ∗δ ◦ Hδ,
where Hδ is deﬁned from
C2α0
([0, δ]; E)× DA(1/2,+∞)× D(A)
into
C2α0
([0,1]; E)× DA(1/2,+∞)× D(A),
by
Hδ :
(
gδ+, f δ+,ψ
) → Hδ(gδ+, f δ+,ψ)= (hδ+, f δ+,ψ),
and T ∗δ from
C2α0
([0,1]; E)× DA(1/2,+∞)× D(A)
into
DA(1/2,+∞),
T ∗δ :
(
hδ+, f δ+,ψ
) → T ∗δ (hδ+, f δ+,ψ)= Tδ(gδ+, f δ+,ψ).
In some sense, the operator T ∗δ can be called “the transported (or scaled) impedance operator”. The above propositions
show the uniform boundedness of T ∗δ with respect to δ on the ﬁxed interval [0,1]. These important results will allow us
(in forthcoming works) to study the limit problem when δ → 0.
4. Problem (P δ−)
4.1. Representation of uδ− and technical lemmas
Recall our problem (P δ−) in the interval (−1,0)
(
P δ−
)
⎧⎪⎪⎨
⎪⎪⎩
(
uδ−
)′′
(x)+ Auδ−(x) = gδ−(x) in (−1,0),
uδ−(−1) = f−,(
uδ−
)′
(0) = pTδ
(
gδ+, f δ+,uδ−(0)
)= pTδ(gδ+, f δ+,uδ+(0)).
As for problem (P δ+), the Dunford’s functional calculus and the explicit expression of the impedance operator
Tδ
(
gδ+, f δ+,ψ
)
give, formally, for the solution of problem (P δ−) on the interval (−1,0), the following representation
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1
2iπ
∫
γ
z(x, δ)
z(−1, δ) (A − zI)
−1 f− dz
+ 1
2iπ
∫
γ
0∫
−1
K δz,−(x, τ )(A − zI)−1g−(τ )dτ dz
+ 1
2iπ
∫
γ
p sinh
√−z(x+ 1)√−zz(−1, δ) (A − zI)
−1 f δ+ dz
− 1
2iπ
∫
γ
δ∫
0
p cosh
√−z(δ − τ ) sinh√−z(x+ 1)√−zz(−1, δ) (A − zI)
−1gδ+(τ )dτ dz
= dδ−(x, A) f− + wδ−(x, A, g−)+ nδ−(x, A) f δ+ + vδ−
(
x, A, gδ+
)
, (18)
where
K δz,−(x, τ ) =
−1√−zz(−1, δ)
{
z(δ, x) sinh
√−z(τ + 1) if − 1 τ  x,
z(δ, τ ) sinh
√−z(x+ 1) if x τ  0
and {
z(ξ, ξ
′) = cosh√−zξ cosh√−zξ ′ − p sinh√−zξ sinh√−zξ ′
for ξ , ξ ′ ∈ [−1, δ].
Note that the two last terms in the representation (18) describe precisely the effect of the thin layer [0, δ].
As for Lemma 4, we can show, by an explicit calculus, that
∥∥∥∥∥
0∫
−1
K δz,−(x, τ )g−(τ )dτ
∥∥∥∥∥
E

(
sup
x∈[−1,0]
0∫
−1
∣∣K δz,−(x, τ )∣∣dτ
)
‖g−‖C([−1,0];E)
 ‖g−‖C([−1,0];E)|z| cos(π/2− θ0/2) ,
from which we deduce the absolute convergence of wδ−(x, A, g−), for every x ∈ [−1,0]. The same is true for vδ−(x, A, gδ+).
We have the two following lemmas where 0< 2α0 < 1.
Lemma 12.
1. There exists a constant K depending only on γ such that
∀ f− ∈ E, ∀x ∈ ]−1,0],
∥∥dδ−(x, A) f−∥∥ K‖ f−‖E .
2. dδ−(x, A) f− − f− → 0 when x → −1+ if and only if f− ∈ D(A).
3. dδ−(., A) f− ∈ C2α0([−1,0]; E), if and only if f− ∈ DA(α0,+∞).
Lemma 13.
1. There exists a constant K depending only on γ such that
∀ f δ+ ∈ E, ∀x ∈ [−1, δ],
∥∥nδ−(x, A) f δ+∥∥E  K∥∥ f δ+∥∥E ,
and nδ−(., A) f δ+ ∈ C([−1, δ]; E).
2. If f δ+ ∈ DA(1/2+ α0,+∞), then nδ−(., A) f δ+ ∈ C([−1, δ]; D(A)).
3. Let f δ+ ∈ D((−A)1/2). Then Anδ−(., A) f δ+ ∈ C2α0 ([−1, δ]; E) if and only if
(−A)1/2 f δ+ ∈ D√−A(2α0,+∞) = DA(α0,+∞).
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Let us prove, for instance, Statements 1 and 3 of the second lemma. Statement 2 is not diﬃcult.
Statement 1. Recall that
cosh
√−zδ cosh√−z + p sinh√−zδ sinh√−z = 1
4
[(
e
√−zδ + e−
√−zδ)(e√−z + e−√−z)
+ p(e√−zδ − e−√−zδ)(e√−z − e−√−z)]
= 1
4
e
√−z(δ+1)[(1+ e−2√−zδ)(1+ e−2√−z)
+ p(1− e−2√−zδ)(1− e−2√−z)],
and write
sinh
√−z(x+ 1) = e
√−z(x+1)
2
(
1− e−2
√−z(x+1)).
Then, from Lemma 5, for any x ∈ (−1,0), z ∈ γ , one has∣∣∣∣ p sinh
√−z(x+ 1)√−zz(−1, δ)
∣∣∣∣ KpeRe√−z(x+1)e−Re√−z(δ+1)
 Kpe−Re
√−z(δ−x),
therefore
∥∥nδ−(x, A) f δ+∥∥E =
∥∥∥∥ 12iπ
∫
γ
p sinh
√−z(x+ 1)√−zz(−1, δ) (A − zI)
−1 f δ+ dz
∥∥∥∥
E
 K
∫
γ
e− sin(θ0/2)|z|1/2(δ−x)
|z|1+1/2 |dz|
∥∥ f δ+∥∥E
 K
∥∥ f δ+∥∥E .
Remark that
nδ−(−1, A) f δ+ = 0. (19)
Statement 3. The given result is optimal and needs some equivalent formula for nδ−(x, A) f δ+ . Lemma 5 allows us to invert
the bounded operator
T = [(I + e−2√−Aδ)(I + e−2√−A)+ p(I − e−2√−Aδ)(I − e−2√−A)].
In fact, we can use the fractional powers calculus and the Dunford’s functional calculus to show that, due to Lunardi
[12, p. 59], the operator
T−1 = [(I + e−2δ(−A)1/2)(I + e−2(−A)1/2)+ p(I − e−2δ(−A)1/2)(I − e−2(−A)1/2)−1] (20)
is well deﬁned. Therefore
nδ−(x, A) f δ+ = 2pT−1
(
I − e−2
√−A(x+1))e−√−A(δ−x)(−A)−1/2 f δ+
and
(−A)nδ−(x, A) f δ+ = 2pT−1
(
I − e−2
√−A(x+1))e−√−A(δ−x)(−A)1/2 f δ+.
Note that the second member tends to zero as x → −1+ which is coherent with the remark in (19). We then apply Sines-
trari [17] for the complete analysis of the term
e−
√−A(δ−x)(−A)1/2 f δ+
as x → δ− . See Propositions 1.2(i) and 1.12 in [17].
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Obviously the solution
uδ =
{
uδ− on [−1,0],
uδ+ on [0, δ],
will not be regular on the complete interval [−1, δ] since the ﬁrst derivatives (uδ−)′(0), (uδ+)′(0) do not coincide.
We will focus on the strict solutions uδ− on [−1,0] and uδ+ on [0, δ].
Proposition 14. Let g− ∈ C2α0([−1,0]; E) and gδ+ ∈ C2α0 ([0, δ]; E) with
0< 2α0 < 1.
Assume that{
uδ− ∈ C2
([−1,0]; E)∩ C([−1,0]; D(A)),
uδ+ ∈ C2
([0, δ]; E)∩ C([0, δ]; D(A)).
Then we necessarily have
gδ+(0)− g−(0) ∈ D(A). (21)
In fact we have, for any τ ∈ [−1,0]
(
uδ−
)′
(τ ) = lim
τ ′→τ
(uδ−)(τ ′)− (uδ−)(τ )
τ ′ − τ ∈ D(A)
from which we deduce that{(
uδ−
)′′
(0) = g−(0)− Auδ−(0) ∈ D(A),(
uδ+
)′′
(0) = gδ+(0)− Auδ+(0) ∈ D(A);
but (
uδ−
)′′
(0) = g−(0)− Auδ−(0) = g−(0)− Auδ+(0)
= g−(0)− gδ+(0)+
(
uδ+
)′′
(0),
hence
gδ+(0)− g−(0) ∈ D(A).
It seems now clear that the obtaining of the strict solution, for instance uδ− , depends on the regularity of the difference
gδ+(0)− g−(0).
4.3. First case
In this ﬁrst case, let us assume that
gδ+(0)− g−(0) ∈ DA(α0,+∞). (22)
(Notice that the case gδ+(0)− g−(0) = 0 is included in (22).) Then we have
Theorem 15. Let g− ∈ C2α0 ([−1,0]; E) and gδ+ ∈ C2α0 ([0, δ]; E) with
0< 2α0 < 1.
Assume that
f− ∈ D(A), f δ+ ∈ D(
√−A), gδ+(0)− g−(0) ∈ DA(α0,+∞).
Then
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2. uδ− ∈ C([−1,0]; D(A))∩ C2([−1,0]; E) if and only if
A f− − g−(−1) ∈ D(A) and (−A)1/2 f δ+ ∈ D(A).
Proof. For any x ∈ ]−1,0[, one has
Auδ−(x) = dδ−(x, A)
(
A f− − g−(−1)
)+ Awδ−(x, A, g−)+ dδ−(x, A)g−(−1)
+ Anδ−(x, A) f δ+ + Avδ−
(
x, A, gδ+
)
.
Using Lemma 12, we obtain a constant C independent of δ such that for any x ∈ ]−1,0]∥∥dδ−(x, A)(A f− − g−(−1))∥∥E  C∥∥A f− − g−(−1)∥∥E
and
∥∥Anδ−(x, A) f δ+∥∥ C
∫
γ
pe−Re
√−z(δ−x)
|z|
∥∥(−A)1/2 f δ+∥∥E |dz|
 C .p.
∥∥(−A)1/2 f δ+∥∥E .
On the other hand, we have
Avδ−
(
x, A, gδ+
)= − 1
2iπ
∫
γ
δ∫
0
p cosh
√−z(δ − τ ) sinh√−z(x+ 1)√−zz(−1, δ) A(A − zI)
−1[gδ+(τ )− gδ+(0)]dτ dz
− 1
2iπ
∫
γ
δ∫
0
p cosh
√−z(δ − τ ) sinh√−z(x+ 1)√−zz(−1, δ) A(A − zI)
−1gδ+(0)dτ dz
= − 1
2iπ
∫
γ
δ∫
0
p cosh
√−z(δ − τ ) sinh√−z(x+ 1)√−zz(−1, δ) A(A − zI)
−1[gδ+(τ )− gδ+(0)]dτ dz
+ 1
2iπ
∫
γ
p sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1gδ+(0)dz,
and
Awδ−(x, A, g−)+ dδ−(x, A)g−(−1) = −
1
2iπ
∫
γ
x∫
−1
z(x, δ)√−zz(−1, δ) sinh
√−z(τ + 1)
· A(A − zI)−1[g−(τ )− g−(x)]dτ dz
− 1
2iπ
∫
γ
0∫
x
z(τ , δ)√−zz(−1, δ) sinh
√−z(x+ 1)
· A(A − zI)−1[g−(τ )− g−(x)]dτ dz
+ 1
2iπ
∫
γ
z(x, δ)
z(−1, δ) (A − zI)
−1[g−(x)− g−(−1)]dz
− p
2iπ
∫
γ
sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1[g−(x)− g−(0)]dz
− p
2iπ
∫
γ
sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1g−(0)dz
+ g−(x).
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L(x) = Avδ−
(
x, A, gδ+
)+ Awδ−(x, A, g−)+ dδ−(x, A)g−(−1)− g−(x)
= − p
2iπ
∫
γ
δ∫
0
cosh
√−z(δ − τ ) sinh√−z(x+ 1)√−zz(−1, δ) A(A − zI)
−1[gδ+(τ )− gδ+(0)]dτ dz
− 1
2iπ
∫
γ
x∫
−1
z(x, δ)√−zz(−1, δ) sinh
√−z(τ + 1)A(A − zI)−1[g−(τ )− g−(x)]dτ dz
− 1
2iπ
∫
γ
0∫
x
z(τ , δ)√−zz(−1, δ) sinh
√−z(x+ 1)A(A − zI)−1[g−(τ )− g−(x)]dτ dz
+ 1
2iπ
∫
γ
z(x, δ)
z(−1, δ) (A − zI)
−1[g−(x)− g−(−1)]dz
− p
2iπ
∫
γ
sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1[g−(x)− g−(0)]dz
+ p
2iπ
∫
γ
sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1(gδ+(0)− g−(0))dz
=
6∑
i=1
Ii .
The study of the absolute convergence of the integrals Ii , i = 1, . . . ,5 and the fact that they belong to
C2
([−1,0]; E),
is technical and the method used for problem (P δ+) applies. We focus on the last particular integral I6. Observe that this
integral is singular as
x → 0−,
if the term gδ+(0)− g−(0) is just in E , since we have seen that∣∣∣∣ sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ)
∣∣∣∣= O (e−c|z|1/2|x|).
But our assumption
gδ+(0)− g−(0) ∈ DA(α0,+∞),
leads to obtain∥∥∥∥ p2iπ
∫
γ
sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1(gδ+(0)− g−(0))dz
∥∥∥∥
E
 C .p.
∫
γ
∥∥∥∥ A(A − zI)−1z
(
gδ+(0)− g−(0)
)∥∥∥∥
E
|dz|
 C .p.
∥∥(gδ+(0)− g−(0))∥∥DA(α0,+∞),
from which the continuity on the closed interval [−1,0] of L holds.
Now, to prove that(
uδ−
)′′
(.)+ Au−(.) = g−(.),
we use the similar method as for uδ+ . 
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In this subsection, we will prove the optimal result:
Theorem 16. Assume that
g− ∈ C2α0
([−1,0]; E), gδ+ ∈ C2α0([0, δ]; E), f− ∈ D(A), f δ+ ∈ D(√−A),
with 0< 2α0 < 1. Then
1. uδ− in the representation (18) is the solution of problem (P δ−) in ]−1,0[.
2. uδ− ∈ C([−1,0]; D(A))∩ C2([−1,0]; E) if and only if
A f− − g−(−1) ∈ D(A), gδ+(0)− g−(0) ∈ D(A) and (−A)1/2 f δ+ ∈ D(A).
Proof. Taking our previous results into account, it is enough to show that the application
x → I6(x) = 1
2iπ
∫
γ
p sinh
√−zδ sinh√−z(x+ 1)
z(−1, δ) (A − zI)
−1(gδ+(0)− g−(0))dz
belongs to C([−1,0]; E) if and only if gδ+(0)− g−(0) ∈ D(A). This result is not obvious and requires some explanation. Set⎧⎪⎨
⎪⎩
ξδ = gδ+(0)− g−(0),
Ψ (x, z, δ) = sinh
√−z(x+ 1)
sinh
√−z
for x ∈ [−1,0], z ∈ γ , δ ∈ ]0,1]. Write
cosh
√−zδ cosh√−z
p sinh
√−zδ sinh√−z =
1
p
(e
√−zδ + e−
√−zδ)(e
√−z + e−
√−z)
(e
√−zδ − e−√−zδ)(e√−z − e−√−zδ)
= 1
p
(1+ e−2
√−zδ)(1+ e−2
√−z)
(1− e−2√−zδ)(1− e−2√−z)
= 1
p
+ 2(e
−2√−zδ + e−2
√−z)
p(1− e−2√−zδ)(1− e−2√−z)
= 1
p
+ χ(z, δ).
Due to the technical lemmas, we have seen that
∣∣(1− e−2√−zδ)(1− e−2√−z)∣∣= ∣∣1− e−2√−zδ∣∣∣∣1− e−2√−z∣∣

(
1− e
− π
2 tan( π2 −
θ0
2 )
)2 = C2θ0
and
∣∣(p + 1)(1− e−2√−zδ)(1− e−2√−z)+ 2(e−2√−zδ + e−2√−z)∣∣
= ∣∣p(1− e−2√−zδ)(1− e−2√−z)+ (1+ e−2√−zδ)(1+ e−2√−z)∣∣
 (Cθ0)2 sin(θ0/2),
from which we deduce that
∣∣χ(z, δ)∣∣ 2
pC2θ0
(
e−2δ sin(θ0/2)|z|1/2 + e−2 sin(θ0/2)|z|1/2) (23)
for all z ∈ γ . Therefore, for all x ∈ [−1,0[,
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2iπ
∫
γ
p sinh
√−zδ sinh√−z(x+ 1)(A − zI)−1ξδ
cosh
√−zδ cosh√−z + p sinh√−zδ sinh√−z dz
= 1
2iπ
∫
γ
p sinh
√−zδ sinh√−z(x+ 1)(A − zI)−1ξδ
p sinh
√−zδ sinh√−z[1+ cosh
√−zδ cosh√−z
p sinh
√−zδ sinh√−z ]
dz
= 1
2iπ
∫
γ
Ψ (x, z, δ)
(A − zI)−1ξδ
[1+ 1p +χ(z, δ)]
dz
= p
2iπ(p + 1)
∫
γ
Ψ (x, z, δ)
(
1− χ ′(z, δ))(A − zI)−1ξδ dz,
where
χ ′(z, δ) =
p
p+1χ(z, δ)
1+ pp+1χ(z, δ)
= 2(e
−2√−zδ + e−2
√−z)
(p + 1)(1− e−2√−zδ)(1− e−2√−z)+ 2(e−2√−zδ + e−2√−z) .
Therefore
I6(x) = p
(p + 1)
1
2iπ
∫
γ
Ψ (x, z, δ)(A − zI)−1ξδ dz − p
(p + 1)
1
2iπ
∫
γ
Ψ (x, z, δ)χ ′(z, δ)(A − zI)−1ξδ dz
= p
(p + 1)
[
J6(x)− K (x)
]
.
Using (23), we obtain
∣∣χ ′(z, δ)∣∣ 2
(Cθ0)
2 sin(θ0/2)
(
e−2δ sin(θ0/2)|z|1/2 + e−2 sin(θ0/2)|z|1/2).
Let us prove that
x → J6(x) ∈ C
([−1,0]; E) if and only if ξδ ∈ D(A).
In fact, we can write
J6(x) = 1
2iπ
∫
γ+
sinh
√−z(x+ 1)
sinh
√−z (A − zI)
−1ξδ dz + 1
2iπ
∫
γ−
sinh
√−z(x+ 1)
sinh
√−z (A − zI)
−1ξδ dz
= 1
2iπ
∫
γ+
sinh
√−z(x+ 1)
sinh
√−z (A − zI)
−1ξδ dz
+ 1
2iπ
∫
γ−
sinh
√−z(x+ 1)− sinh√−z
sinh
√−z (A − zI)
−1ξδ dz
+ 1
2iπ
∫
γ−∪Γ
(A − zI)−1ξδ dz − 1
2iπ
∫
Γ
(A − zI)−1ξδ dz,
then we apply the same argument as for dδ+(x, A) (see Proposition 7) to obtain the existence of a constant C > 0 (indepen-
dent of δ) such that
∀x ∈ [−1,0[, ∥∥ J6(x)∥∥ C∥∥ξδ∥∥E .
On the other hand, it is easy to see that if gδ+(0)− g−(0) ∈ D(A) then
lim
x→0−
J6(x) = gδ+(0)− g−(0).
Therefore (using the same techniques as in Proposition 7 for dδ+(x, A))
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J6(x) = gδ+(0)− g−(0) if and only if gδ+(0)− g−(0) ∈ D(A).
On the other hand K (x) is well deﬁned in E since one has
∣∣Ψ (x, z, δ)∣∣ (1+ e−2Re
√−zδ)(1+ e−2Re
√−z(x+1))
|1− e−2√−zδ||1− e−2√−z| e
Re
√−zx
 1
(Cθ0)
2
eRe
√−zx  1
(Cθ0)
2
,
for all x ∈ [−1,0]. Thus
∥∥K (x)∥∥E =
∥∥∥∥ 12iπ
∫
γ
Ψ (x, z, δ)
p
p+1χ(z, δ)
1+ pp+1χ(z, δ)
(A − zI)−1ξδ dz
∥∥∥∥
 C
∫
γ
(e−2δ sin(θ0/2)|z|1/2 + e−2 sin(θ0/2)|z|1/2)
|z| |dz|
∥∥ξδ∥∥E ,
from which we deduce the absolute convergence.
It will be very important to know exactly the value of I6(0) when the compatibility condition
gδ+(0)− g−(0) ∈ D(A)
holds.
One has
J6(0) = gδ+(0)− g−(0),
and we must compute
K (0) = 1
2iπ
∫
γ
Ψ (0, z, δ)χ ′(z, δ)(A − zI)−1ξδ dz
= 1
2iπ
∫
γ
2(e−2
√−zδ + e−2
√−z)(A − zI)−1ξδ dz
p(1− e−2√−zδ)(1− e−2√−z)+ (1+ e−2√−zδ)(1+ e−2√−z) .
Using the formula in (20), it follows that
K (0) = 2T−1(I + e−2(−A)1/2(1−δ))e−2δ(−A)1/2(gδ+(0)− g−(0))
and therefore
I6(0) = p
(p + 1)
[
I − 2T−1(I + e−2(−A)1/2(1−δ))e−2δ(−A)1/2](gδ+(0)− g−(0)). 
5. A model example
Consider the following boundary value problem
(
P δ
)
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
bδ
div
(
bδ∇uδ
)= gδ inΩδ,
uδ = 0 on ∂Ωδ\Γ δ,
∂ξu
δ = 0 on Γ δ,
where δ is a small parameter given in ]0,1], Ωδ is the cylinder ]−1, δ[ × G of Rn in variables (ξ,η), G is a regular open
domain of Rn−1, Γ δ = {δ} × G and bδ is the function deﬁned by
bδ(ξ) =
{
1 if ξ ∈ ]−1,0[,
1/δ if ξ ∈ ]0, δ[.
This problem models, for instance, the heat propagation between the ﬁxed body
Ω− = ]−1,0[ × G,
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Ωδ+ = ]0, δ[ × G
(when supposed with inﬁnite conductivity).
If we denote by uδ− and g− the respective restrictions of uδ and gδ to Ω− , and by uδ+ and gδ+ the restrictions of uδ and
gδ to Ωδ+ , this problem is equivalent to the following singular transmission problem⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(eq) uδ− = gδ− inΩ− and uδ+ = gδ+ inΩδ+,
(b.c) uδ− = 0 on ∂Ω−\Γ 0, uδ+ = 0 on ∂Ωδ+\
(
Γ 0 ∪ Γ δ)
and ∂ξuδ+ = 0 on Γ δ,
(t.c) uδ− = uδ+ on Γ 0 and ∂ξuδ− = 1δ ∂ξuδ+ on Γ 0,
(24)
where Γ 0 = {0} × G and ∂Ωδ+ is the boundary of Ωδ+ .
The two last transmission conditions mean that the jumps of uδ and bδ(.)∂ξuδ through Γ 0 are equal to 0.
Set E = Lp(G), 1 p ∞, or E = C(G) and assume the following hypothesis on gδ⎧⎨
⎩
g− = gδ
∣∣[−1,0] ∈ C2α0([−1,0]; E),
gδ+ = gδ
∣∣[0,δ] ∈ C2α0([0, δ]; E) (0< 2α0 < 1),
then our problem (24) can be written in the following abstract boundary value transmission problem
(Pδ)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
(
uδ
)′′
(ξ)+ Auδ(ξ) = gδ(ξ) in ]−1,0[ ∪ ]0, δ[,
uδ(−1) = 0,(
uδ
)′
(δ) = 0,
uδ
(
0−
)= uδ(0+),(
uδ
)′(
0−
)= p(uδ)′(0+),
where p = 1/δ and A is a closed linear operator deﬁned, for instance for E = Lp(G), by{
D(A) = W 2,p(G)∩ W 1,p0 (G),
(Aϕ)(η) = ϕ′′(η).
Therefore all our previous results apply to this model example. We will develop this aspect in a forthcoming work.
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