The aim of this paper, is to define a bivariate exponentiated generalized linear exponential distribution based on Marshall-Olkin shock model. Statistical and reliability properties of this distribution are discussed. This includes quantiles, moments, stressstrength reliability, joint reliability function, joint reversed (hazard) rates functions and joint mean waiting time function. Moreover, the hazard rate, the availability and the mean residual lifetime functions for a parallel system, are established. One data set is analyzed, and it is observed that, the proposed distribution provides a better fit than Marshall-Olkin bivariate exponential, bivariate generalized exponential and bivariate generalized linear failure rate distributions. Simulation studies are presented to estimate both the relative absolute bias, and the relative mean square error for the distribution parameters based on complete data.
Introduction
Sarhan et al. (2013) introduced exponentiated generalized linear exponential distribution (EGLED), which generalized a lot of probability distributions such as exponential (E), generalized exponential (GE), linear exponential (LE), generalized linear failure rate (GLFR), generalized linear exponential (GLE) distributions, among others. Furthermore, the EGLED provides more flexibility to analyze real data sets such as Leukemia data, drug data, among others.
In many scientific practical situations, multivariate lifetime data arise frequently, so it is important to consider different multivariate models that could be used to model such multivariate lifetime data. Such these models are interesting in several applications, such as reliability engineering, industrial engineering and computer systems. So, the aim of this paper is to introduce a bivariate exponentiated generalized linear exponential distribution (BEGLED) based on Marshall-Olkin shock model (1967) , whose marginal distributions are EGLED. In the mentioned applications of the bivariate distribution, could be the lifetimes of two components, the magnitudes of stress and strength components and drought intensities. A lot of bivariate distributions based on Marshall-Olkin model are studied by many authors, see Sarhan and Balakrishnan (2007) The random variable X is said to have EGLED(a, b, α, θ) if its CDF is ϕ i = α 2 θ i (θ 3−i + θ 3 )(a + bx 1 )(a + bx 2 ) , i = 1, 2.
On the other hand, the marginal CDFs for the BEGLED can be represented as follows
, i = 1, 2.
Therefore, we can get the marginal PDFs for the BEGLED as follows f (x i ) = α(θ i + θ 3 )(a + bx i )η α−1 (x i )e 
where M X1 and M X2 denote the median of X 1 and X 2 respectively. If X 1 ∼ EGLED(α, a, b, θ 1 + θ 3 ) and X 2 ∼ EGLED(α, a, b, θ 2 + θ 3 ) then
So, the coefficient of median correlation between X 1 and X 2 is
Equation (8) can be used to generate a bivariate data.
The mathematical expectation
We can derive the marginal expectation (rth moment) of X i when X i ∼ EGLED(α, a, b, θ i + θ 3 ) such that i = 1, 2 as follows
by using Equation (5), Maclaurin expansion, binomial expansion and gamma function, we get
where
Equation (11) can be getting by substituting from Equations (3) and (5) in the following relation
3.4 The distributions of T = max(X 1 , X 2 ) and S = min(X 1 , X 2 )
In the mentioned applications X 1 and X 2 could be exchange rates in two time periods. So, it is important to get the distributions of T and S. If the bivariate vector (X 1 , X 2 ) has the BEGLED then
Also, we can get the distribution of S as follows
4 Reliability Properties
In this section, we present the stress-strength reliability, the joint reliability function, the joint reversed (hazard) functions and the joint of mean waiting time function. Also, we present the hazard rate, the availability and the mean residual lifetime functions for a parallel system with two components.
Stress-strength reliability
Let X 1 is a random variable represents stress, and X 2 is a random variable represents strength, and the random vector (X 1 , X 2 ) has the BEGLED then, the reliability function R is
The joint reliability function
Assume (X 1 , X 2 ) be two dimensional random variable with CDF F X1,X2 (x 1 , x 2 ), and the marginal functions are F X1 (x 1 ) and F X2 (x 2 ) then, the joint reliability function
Assume the random vector (X 1 , X 2 ) has the BEGLED then, the joint reliability function of (X 1 , X 2 ) is given by
where 
So, the bivariate hazard rate function for the random vector (X 1 , X 2 ) which has the BE-GLED is
, and
where Ψ(.) = 1 − e −η α (.) . Also, the marginal hazard rate functions h i (x i ), i = 1, 2 of the BEGLED are
The joint reversed hazard rate function and its marginal functions
Assume (X 1 , X 2 ) be two dimensional random variable with CDF F X1,X2 (x 1 , x 2 ), the joint reversed hazard rate function is
So, the joint reversed hazard rate function for the random vector (X 1 , X 2 ) which has the BEGLED is
and
Also, the marginal reversed hazard rate functions r i (x i ), i = 1, 2 to the BEGLED are
The joint mean waiting time and its marginal functions
The waiting time is closely related to important random variable reversed hazard rate function, which the failure occurs in the interval [0, t]. The observations of waiting times can be used for prediction the distribution function. So, one of the most important applications of the waiting time is to describe different maintenance strategies to any system. The joint mean waiting time function M w (t 1 , t 2 ) is defined as follows
Assume the random vector (X 1 , X 2 ) has the BEGLED. Using Maclaurin and binomial expansions then, the joint mean waiting time function
Also, the marginal mean waiting time functions m wi (t) for X 1 and X 2 can be written as:
4.5 The hazard rate, the availability and the mean residual lifetime functions for a parallel system Cox (1972) defined the joint hazard rate function as a vector, which is useful to calculate the total life span of a two component parallel system (2 − out − of − 2 : F ) as follows
where the first element h(x) in the vector h(x * ), gives the hazard function of the system using the information that both the component has survived beyond x, where X = min(X 1 , X 2 ). The second element h 12 (x 1 |x 2 ), gives the hazard function span of the first component given that it has survived to an age x 1 , and the other has failed at x 2 . Similar argument holds for the third element h 21 (x 2 |x 1 ).
If (X 1 , X 2 ) is a BEGLE random vector, then the joint hazard rate function h(x * ) is
Also, the joint availability function can be defined as a vector, which is useful to calculate the expected lifetime of a parallel system with two component as follows
where the first element v(x) in the vector V (x * ), gives the expected lifetime of the system using the information that both the component has survived beyond x, where X = min(X 1 , X 2 ). The second element v 12 (x 1 |x 2 ), gives the expected lifetime span of the first component given that it has survived to an age x 1 , and the other has failed at x 2 . Similar argument holds for the third element v 21 (x 2 |x 1 ).
If (X 1 , X 2 ) is a BEGLE random vector, then the joint availability functionV (x * ) is
using Maclaurin expansion, binomial expansion and upper incomplete gamma function, we get
Similarly,
On the other hand, Asha and Jagathnath (2008) defined the joint mean residual lifetime m(x * ), which is useful to compute the mean residual lifetime (MRL) to two component in a parallel system, as follows
where the first element m(x) in the vector m(x * ), gives the MRL of the system using the information that both the component has survived beyond x ,where X = min(X 1 , X 2 ). The second element m 12 (x 1 |x 2 ), gives the MRL span of the first component given that it has survived to an age x 1 , and the other has failed at x 2 . Similar argument holds for the third element m 21 (x 2 |x 1 ). The joint MRL function related to the joint vitality function by the relationships
(37)
So, If (X 1 , X 2 ) is a BEGLE random vector, then it is easy to get the vector m(x * ).
Maximum Likelihood Estimation (MLE)
In this section, we want to estimate the unknown parameters of the BEGLED. We will use the maximum likelihood method. Suppose that (x 11 , x 21 ), (x 12 , x 22 ),..., (x 1n , x 2n ) is a sample of size n, from the BEGLED. We use the following notation I 1 = {x 1i < x 2i },
and |I| = n 1 + n 2 + n 3 = n. Based on the observations, the likelihood function l(Φ) of this sample is
Substituting from Equation (3) into Equation (40), the log-likelihood function L(Φ) can be written as
ln(a + bx 2i )
The first partial derivatives of Equation (41) with respect to α, a, b, θ 1 , θ 2 and θ 3 are
By Equating the Equations (42-47) by zeros, we get the non-linear normal Equations. So, the solution has to be obtained numerically.
Data Analysis
In this section, we have analyzed one bivariate real data set to explicate that the BEGLED can be a good lifetime model, comparing with Marshall-Olkin bivariate exponential distribution (MOBED), bivariate generalized exponential distribution (BVGED) and bivariate generalized linear failure rate distribution (BGLFRD). To make this comparison, we will use the log-likelihood values (L), Akaike information criterion (AIC), correct Akaike information criterion (CAIC), Hannan-Quinn information criterion (HQIC) and the likelihood ratio test (Λ). The data set in Table 1 Note that, the kick goal is the goal which scored directly from foul kick, penalty kick or any other direct free kick. Here the variables X 1 and X 2 are as follows:
X 1 : represents the time in minutes of the first kick goal scored by any team. X 2 : represents the first goal of any type scored by the home team. To analyze this data by the BEGLED, we fit at first the marginals X 1 and X 2 of the BEGLED separately one by one on this data. The following Tables obtain the MLEs, L, Anderson-Darling (A * ) and Cramér-Von Mises (W * ) values for the marginals X 1 and X 2 respectively for each model. Table 3 . We can conclude that, the EGLE distribution fits the data better than E, GE and GLFR distributions for the marginals, because it has the smallest value among -L, A * and W * . Since, the E, GE and GLFR distributions are special cases from the EGLE distribution, we perform the following three testing of hypotheses for X 1 and X 2 separately:
Test 3: H 03 : α = 1 (GLFRD) against H 13 : α = 1 (EGLED).
The likelihood ratio test statistics (Λ), the degree of freedom (d.f) and the corresponding p-values for the three tests of hypotheses in case of X 1 and X 2 are presented in Tables 4  and 5 respectively. When the level of significance δ equals 0.05, it is clear that:
(a) The EGLED provides a significantly better fit in case of X 1 and X 2 compared to the ED.
(b) The EGLED provides a significantly better fit in case of X 1 compared to the GED.
(c) The EGLED provides a better fit for X 2 compared to the GED.
(d) The EGLED provides a better fit in case of X 1 and X 2 compared to the GLFRD.
On the other hand, after studying the marginals X 1 and X 2 , we fit the BEGLED on the UEFA Champion's League data. The following tables obtain the MLEs, L, AIC, CAIC and HQIC values. It is clear that, the BEGLED provides a better fit than MOBE, BVGE and BGLFR distributions because it has the smallest value among -L, AIC, CAIC and HQIC. Since, the BVGE and BGLFR distributions are special cases from the BEGLED, then we perform the following two testing of hypotheses:
Test 2: H 03 : α = 1 (BVGLFRD) against H 13 : α = 1 (BEGLED).
The likelihood ratio test statistics, d.f and p-values for the BVGE and the BGLFR distributions are given in the following Table. We note that the p-value is not large. So, we prefer the BEGLED for analyzing this data.
Simulation Study
In this section, the MLE method is used to estimate the parameters α, a, b, θ 1 , θ 2 and θ 3 of the BEGLED. The population parameters are generated using software "Mathcad prime 3" package. The sampling distributions are obtained for different sample sizes n = [30, 50, 100, 200] from N = 1000 replications. This study presents an assessment of the properties of the MLE for the parameters in terms of bias, variance (Var), mean square error (MSE) and 95% confidence intervals (C.I), which be obtained in the following Tables. From Tables 9 and 10 , we note that the bias is reduced as the sample size is increased.
