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Linear and non-linear spectroscopies are powerful tools used to investigate the energetics and dynamics of
electronic excited states of both molecules and crystals. While highly accurate ab initio calculations of molec-
ular spectra can be performed relatively routinely, extending these calculations to periodic systems is challeng-
ing. Here, we present calculations of the linear absorption spectrum and pump-probe two-photon photoemission
spectra of the naphthalene crystal using equation-of-motion coupled-cluster theory with single and double exci-
tations (EOM-CCSD). Molecular acene crystals are of interest due to the low-energy multi-exciton singlet states
they exhibit, which have been studied extensively as intermediates involved in singlet fission. Our linear absorp-
tion spectrum is in good agreement with experiment, predicting a first exciton absorption peak at 4.4 eV, and our
two-photon photoemission spectra capture the behavior of multi-exciton states, whose double-excitation char-
acter cannot be captured by current methods. The simulated pump-probe spectra provide support for existing
interpretations of two-photon photoemission in closely-related acene crystals such as tetracene and pentacene.
Multiphoton spectroscopies such as two-photon photoe-
mission spectroscopy are increasingly being applied to
molecules, clusters, and solids as a complement to linear
spectroscopies.1–6 These spectroscopies allow the direct in-
vestigation of the character and dynamics of excited states, in
contrast to the ground state properties probed by linear spec-
troscopies. From a computational perspective, the ab initio
simulation of both linear and nonlinear spectroscopies is an
ongoing challenge, especially for solid-state systems, which
limits the interplay between theory and experiment.
The current state of the art for the simulation of linear spec-
tra of semiconductors and insulators with excitonic effects is
based on Green’s functions, in particular the Bethe-Salpeter
equation (BSE) based on the GW approximation to the self-
energy.7–17 However, the extension of these methods to ab
initio nonlinear spectroscopies is not straightforward18–20 and
the treatment of double excitations is difficult (and impossible
within the adiabatic approximation of time-dependent density
functional theory or the common static screening approxima-
tion to the BSE).21,22
By contrast, wavefunction-based quantum chemistry tech-
niques are regularly employed to calculate the properties and
spectra of molecules with high accuracy, and simulating non-
linear spectroscopies with the inclusion of double excita-
tions is achievable. For example, in recent years, quantum
chemistry techniques to simulate two-photon photoemission
spectra have been developed23,24 and used to study a range
of molecular phenomena, such as the S2/S1 conical inter-
section in benzene,25 the electronic states of the unpaired
electron in sodium clusters,26 and the ring opening of 1,3-
cyclohexadiene.27
Bringing the predictive capabilities of coupled-cluster the-
ory to bear on solid-state problems with explicit periodic
boundary conditions is difficult because of the comparatively
high cost and large system sizes required to make predic-
tions near the thermodynamic limit. While early calcula-
tions demonstrated the promise of this approach,28,29 only
recently have periodic perturbation theory30–32 and coupled-
cluster calculations been performed for ground-state33–36 and
excited-state35,37,38 properties of three-dimensional systems.
Here we build on these developments, presenting both the
linear absorption spectrum and two-photon photoemission
spectra of a molecular crystal calculated using coupled-cluster
theory with single and double excitations (CCSD). In particu-
lar, we calculate spectra of the naphthalene crystal, whose unit
cell is shown in Figure 1.39 Like other acene crystals, naph-
thalene exhibits a low-lying multi-exciton state – an overall
singlet state that is qualitatively composed of two triplet ex-
citons on neighboring molecules.40–42 We shall refer to this
state as SME throughout. Multi-exciton states are of particular
interest as precursors to singlet fission, since in principle they
allow a single photon to generate two free charges.3,4,40,43–46
The energetics47–49 and dynamics50–52 of these multi-exciton
states are the subject of considerable ongoing research.
The remainder of the paper is organized as follows. We first
calculate the neutral excited states of the naphthalene crystal
using periodic equation-of-motion CCSD for electronic exci-
tations (EE-EOM-CCSD) and simulate the linear absorption
spectrum, which is compared to experiment. Then we calcu-
late the ionization spectra of the ground state and various ex-
cited states, the latter of which approximates the two-photon
photoemission spectrum (2PPE). We compare to experimen-
tal 2PPE spectra on related acene crystals and comment on the
signatures of multi-exciton character.
RESULTS AND DISCUSSION
Neutral excitations and linear absorption
In order to investigate excitonic and multi-excitonic states
of the naphthalene crystal, we use EE-EOM-CCSD, which
is well suited to calculating these excited states in periodic
systems since it produces a size-extensive total energy and
size-intensive excitation energies.53 Our calculations are per-
formed on a single unit cell at the gamma point with periodic
boundary conditions using pseudopotentials and a double-zeta
basis set. Further details and a discussion of finite-size effects
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FIG. 1. Left: The unit cell of naphthalene; a = 8.235 Å, b = 6.003 Å, c = 8.658 Å, β = 123◦. Crystallographic data was taken from
Abrahams et al.39 Right: The polarization-averaged linear absorption spectrum of the naphthalene crystal calculated using EE-EOM-CCSD
and Hartree-Fock.
S1 Energy T1 Energy SME Energy
Monomer 4.5 3.1 -
Dimer 4.5 3.1 7.6
Crystal 4.4 3.3 8.3
TABLE I. Selected excitation energies of the naphthalene monomer,
dimer, and crystal calculated using EE-EOM-CCSD. SME refers to
the lowest-energy singlet multi-exciton state, characterized by a low
quasiparticle weight. All energies are in eV.
can be found in Methods. In Table I, we compare the excita-
tion energies of the naphthalene crystal to those of the naph-
thalene monomer and a dimer in the crystal phase geometry.
Despite the differences between the molecular and periodic
calculations, we observe very similar excitation energies in
the monomer, dimer, and the crystal. This behavior is con-
sistent with a picture of tightly-bound excitons in molecular
crystals.
The calculated energy of the SME state is roughly 8 eV in
both the dimer and the crystal, which is significantly more
than twice the T1 energy. This behavior is a consequence of
the well-known tendency of EOM-CCSD to overestimate the
energy of states dominated by double excitations46,54,55 due to
a lack of orbital optimization. Nonetheless, even the qualita-
tive description of multiexciton states is still an outstanding
challenge for alternative techniques such as the GW-BSE ap-
proach,22,56,57 and we will later show how this state can still be
used for a qualitative – and even quantitative – understanding
of multiexciton physics. Within molecular quantum chem-
istry, encouraging results have been obtained for the multiex-
citon state of acenes using multireference active space meth-
ods.58–60 We consider this an important area for future work
on periodic systems.
In Fig. 1, we present the polarization-averaged linear ab-
sorption spectrum of the naphthalene crystal
S (ω) =
∑
µ>0
∑
λ=(x,y,z)
〈Ψ˜0|Pˆλ|Ψµ〉〈Ψ˜µ|Pˆλ|Ψ0〉δ(ω−(Eµ−E0)) (1)
where Ψ0 (Ψ˜0) is the right-hand (left-hand) CCSD ground
state with energy E0 and Ψµ (Ψ˜µ) is a right-hand (left-hand)
EE-EOM-CCSD excited state with energy Eµ. In the pe-
riodic setting, the transition strength is determined by ma-
trix elements of the components of the momentum operator
Pˆλ =
∑
pq P
(λ)
pq aˆ
†
paˆq, where aˆ
†
p (aˆq) creates (annihilates) an
electron in molecular orbital p (q). More details are provided
in Methods.
At low energies, the spectrum is dominated by narrow
peaks below the band gap, signaling the presence of excitons.
The first peak appears at the S1 energy of 4.4 eV, as reported
in Table I. This value is in good agreement with a previous
BSE calculation (3.9 eV) and with experimental values (3.9-
4.0 eV).61–63 As indicated in Fig. 1, the Hartree-Fock (HF)
bandgap is over 10 eV, which demonstrates that electron cor-
relation makes a large contribution to the optical excitation
energy. At higher energies, the spectrum becomes more broad
and more intense due to a combination of the greater density
of states and larger transition matrix elements. Due to the one-
body nature of the momentum operator, the linear absorption
spectrum primarily reports on excited states with predominant
single excitation character, i.e. excitons and interband transi-
tions. Having established the quality of singly-excited states
predicted by periodic EOM-CCSD, we now turn to the simu-
lation of pump-probe spectroscopy, which can report on states
with predominant double excitation character.
Two-Photon Photoemission
In order to simulate the two-photon photoemission spec-
trum, we calculate the total ionization spectrum of each neu-
tral excited state Ψµ,
A(2PPE)µ (ω) =
∑
ν,p
〈
Ψ˜Nµ
∣∣∣aˆ†p∣∣∣Ψ(N−1)ν 〉 〈Ψ˜(N−1)ν ∣∣∣aˆp∣∣∣ΨNµ 〉
× δ(ω − (E(N−1)ν − ENµ )).
(2)
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FIG. 2. Left: The low-energy part of the photoemission spectrum from the S0, S1 and SME states of naphthalene, calculated using a combination
of IP- and EE-EOM-CCSD. Right: A simplified molecular orbital diagram of two naphthalene molecules in the crystal, which qualitatively
explains the calculated photoemission spectrum from the S0, S1 and SME states.
The notation is as above, except we emphasize that the final
states are ionized states with N − 1 electrons, calculated us-
ing EOM-CCSD for ionization potentials (IP-EOM-CCSD).
This signal can be thought of as the trace of the imaginary
part of an excited-state one-particle Green’s function. For
µ = 0, this gives the usual ground-state one-particle spec-
tral function or many-body density of occupied states, which
is a common approximation to the photoemission signal.64–66
Information about the intensity of the signal can be included
with an appropriate matrix element.23,24 However this depends
on details of the experiment being modeled and, in the peri-
odic setting, details of the surface termination. Physically, the
above expression models the scenario that a pump pulse has
prepared the excited state Ψµ or, alternatively, that a pump
pulse has prepared a nonstationary distribution that nonadia-
batically evolves into the excited state Ψµ. Although our cal-
culation is not time-resolved and neglects electronic and nu-
clear dynamics, the interpretation of time-resolved spectra in
terms of time-independent state-specific spectra is a common
approach in the analysis of experimental transient data.67
The ionization spectrum of the ground state S0, first singlet
excited state S1, and first singlet multi-exciton state SME of the
naphthalene crystal are shown in Fig. 2. Ionization energies
are plotted relative to the first ionization energy of the ground
state such that a negative value indicates that less energy is
required for ionization, which would leave more kinetic en-
ergy in a photoemission experiment. All of the spectra exhibit
peaks in pairs, arising from the hybridization of the orbitals
of the two inequivalent molecules in the unit cell, akin to the
well-known Davydov splitting.68 The first ionization energy
of S1 is significantly lower than that of S0; as can be under-
stood from Eq. 2, the difference between these peaks is pre-
cisely the S1 excitation energy of 4.4 eV. This suggests a gen-
eral trend that higher-lying neutral excited states will have a
first ionization peak at increasingly negative relative energies.
However, the first significant peak in the ionization spectrum
of SME is higher in energy (less negative) than the correspond-
ing peak in the S1 spectrum, despite the fact that the excitation
energy of SME is roughly twice that of S1.
This unexpected ordering can be understood as a final state
effect, shown schematically in Fig. 2 for two neighboring
naphthalene molecules. The lowest energy ionization of ei-
ther the S0 or S1 state produces the same final state, the ground
state of the ion labeled D0. As a result, the difference in the
first ionization energy of these states is simply the excitation
energy of S1. By contrast, ionizing SME produces an excited
state of the ion, which we label DME. As a result, the ioniza-
tion energy is larger than one might naively predict based on
the excitation energy of the SME state alone.
In the simple two-molecule picture, ionization of SME pro-
duces a state that can be thought of as one ionized molecule
and one molecule in its first triplet state, such that E(DME) −
E(D0) ≈ E(T1). Therefore, the first ionization peak of SME
should be shifted from that of S0 by about E(T1) − E(SME) ≈
−E(T1), which is consistent with our observed shift of about
−3 eV.
In the language of IP-EOM-CCSD, the DME state is also a
double excitation, like SME, corresponding to a two-hole+one-
particle excitation, for which the absolute value of the energy
of the DME state is surely overestimated. However, the en-
ergy difference between two states with predominant double
excitation character, DME and SME, is likely to benefit from a
cancellation of errors, since neither includes orbital optimiza-
tion. Therefore, we expect that the 2PPE spectrum of all states
shown in Fig. 2 is quite accurate.
This counter-intuitive ordering of the first ionization ener-
gies of S1 and SME has been observed experimentally in 2PPE
studies of tetracene4 and pentacene.3 In these cases, the S0
and SME state are nearly resonant, yet the ionization energy of
the S0 is approximately 0.7 – 1 eV lower than the ionization
energy of SME. These values are approximately the energy of
a triplet exciton in tetracene and pentacene, in agreement with
our simulated result on naphthalene. Taken together, these ob-
servations suggest that this ordering of the ionization energies
4is characteristic of multi-exciton states and that two-photon
photoemission spectroscopy is well-suited to identifying these
states.3,4
CONCLUSIONS
We have performed calculations of the linear absorption
and pump-probe two-photon photoemission spectrum of the
napthalene crystal using equation-of-motion coupled-cluster
theory with explicit periodic boundary conditions. Our re-
sults demonstrate an accurate description of low-lying exci-
tons in molecular crystals. Importantly, the ability to describe
wavefunctions with double excitation character provides ac-
cess to multiexciton states that are relevant for technologically
important processes such as singlet fission and that can be
probed via pump-probe spectroscopies. In addition to provid-
ing an ab initio description of recent experimental results on
related molecular acene crystals, our work establishes molec-
ular quantum chemistry techniques, such as coupled-cluster
theory, as promising methods for a description of the excited-
state electronic structure of solids.
METHODS
All of our calculations were performed using the PySCF
software package,69 with the exception of the density func-
tional theory geometry optimization of the naphthalene
molecule, which was carried out using Gaussian09.70 Our
CCSD calculations use a Hartree-Fock reference state calcu-
lated using the cc-pvdz basis set for the naphthalene monomer
and dimer and the GTH-DZVP basis set71 for the crystal. In
post-HF steps, the core occupied orbitals were frozen in the
molecular calculations and GTH-PADE pseudopotentials72
were used in the crystal calculations. Furthermore, we cor-
related 20 virtual orbitals per molecule, which we found to be
sufficient to converge the excitation energies to 0.1 eV.
Periodic integrals were evaluated via an auxiliary plane-
wave basis35 with a kinetic energy cutoff of 70 Hartree. In
this basis, the Coulomb kernel v(G) is divergent whenG = 0
and in all two-electron integrals we replace this divergence by
the Madelung constant according to the probe-charge Ewald
technique,73 except in the evaluation of the Hartree poten-
tial where the divergence is exactly canceled by the electron-
nuclear interaction. All periodic calculations were performed
at the gamma point, which yields a finite-size error. We note
that the minimum band gap occurs at the D point and not the
gamma point. However, the bands of naphthalene are only
weakly dispersive,74,75 and our calculations are simplified at
the gamma point due to the use of real integrals.
In the periodic setting with nonlocal pseudopotentials Vˆnl,
the dipole matrix elements are given by76
〈p|Rˆ|q〉 = −i 〈p|Pˆ|q〉 − 〈p|[Vˆnl, Rˆ]|q〉
εp − εq . (3)
For simplicity in our calculations, we have neglected the sec-
ond term in Eq. (3), which we do not expect to qualitatively
modify the linear absorption intensities.
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