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RÉSUMÉ 
Un système de communication sans fil MIMO-CDMA combine l'utilisation de plu­
sieurs antennes (au niveau de la station de base et/ou des usagers), avec la technique 
d'accès multiple à répartition par codes. Afin de tirer profit des avantages de cette com­
binaison, la conception d'un algorithme efficace qui permet l'allocation des ressources 
devient une tache indispensable. Ce travail propose deux algorithmes d'ordonnancement 
permettant d'allouer les ressources réseau aux différents usagers dans les systèmes MIMO­
CDMA. Vu que le problème d'ordonnancement est dans ce cas NP-difficile, nous avons 
adopté une approche basée sur la théorie des graphes. Ainsi, nous avons obtenu le bon 
compromis entre performances et complexité algorithmique. Les simulations présentées 
démontrent l'efficacité des algorithmes proposés. Ces derniers donnent des résultats très 
proches de l'optimal tout en réduisant largement la complexité de l'algorithme exacte. 
Mots clés: Algorithmes d'ordonnancement, théorie des graphes, systèmes de com­
munication sans fil MIMO-CDMA, Simulation des réseaux. 
INTRODUCTION 
Avec la croissance fulgurante de l'utilisation des systèmes de communication sans fil 
et la forte expansion de l'internet mobile dans les quatre coins du globe, la majorité 
des travaux de recherche dans ce domaine se focalisent sur le déploiement de nouvelles 
technologies permettant de rendre les réseaux sans fil de plus en plus performants. La 
conception des nouvelles générations de réseaux sans fil se trouve toujours confrontée 
au problème de limitation de capacité posé par une bande passante très étroite et une 
puissance d'émission souvent limitée. Afin de surmonter ces handicaps, une nouvelle tech­
nologie appelée communément MIMO (entrées multiples sorties multiples) tente de tirer 
profit de la dimension spatiale, en installant plusieurs antennes au niveau des émetteurs 
et/ou des récepteurs. Ainsi, l'emploi d'une telle technologie fournit une augmentation 
considérable des débits des liens de transmission (en gardant la même largeur de bande 
et la même puissance). 
La technologie MIMO est considérée comme l'une des technologies récentes les plus 
innovatrices dans le monde des communications sans fil et aussi comme une forte candi­
date pour la couche physique de la prochaine génération des réseaux sans fil. Les systèmes 
MIMO introduisent une nouvelle forme de diversité connue sous le nom de diversité spa­
tiale. Cette technique cherche à exploiter les phénomènes d'évanouissement et de mul­
titrajets, longtemps considérés en tant que handicaps. En effet, le récepteur reçoit et 
combine plusieurs copies d'un même signal envoyées à partir de plusieurs antennes et su­
bissant des évanouissements indépendants. Par conséquent, le récepteur prend la bonne 
décision permettant de reconstituer le message d'origine sans erreur. En résumé, l'utili­
sation de plusieurs antennes au niveau des systèmes MIMO peut servir soit à améliorer 
la fiabilité de transmission en réduisant la probabilité d'erreur (gain en diversité) (Ala­
mouti, 1998), soit à augmenter le débit de transmission (gain de multiplexage) (Foschini, 
1998). 
La technologie MIMO peut aussi bien être utilisée dans un système point à point où 
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deux usagers communiquent directement, que dans un réseau multiusagers où une station 
de base tente de servir plusieurs clients. Un tel système est appelé MIMO multiusagers. 
Dans les systèmes de communication sans fil multiusagers, les fluctuations indépendantes 
des liens sans fil entre la station de base et ses différents clients donnent naissance à une 
nouvelle forme de diversité connue sous le nom de diversité multiusagers (Knopp et 
Humblet, 1995). Contrairement aux systèmes classiques utilisant une seule antenne où 
la station de base cherche à servir l'usager ayant les meilleures propriétés de canal, les 
systèmes MIMO peuvent transmettre à plusieurs usagers simultanément et ainsi utiliser 
les ressources du réseau plus efficacement. 
Pour les systèmes MIMO-multiusagers, le degré de connaissance de l'état du canal et 
de ses coefficients d'évanouissement constitue un facteur important pour l'amélioration 
des performances. Dans le cas où l'émetteur (une station de base) connaît parfaitement les 
coefficients du canal entre ses antennes et les antennes réceptrices des différents usagers, la 
capacité du système est atteinte par une technique de transmission connue sous le nom de 
« dirty paper coding » (Weingarten et al., 2006). Malgré l'optimalité de cette technique, 
elle reste très complexe pour être implémentée dans des systèmes réels. Une solution à ce 
problème est donnée par une autre technique de transmission beaucoup moins complexe 
appelée « zero forcing beamforming » ou la formation de faisceau par forçage à zéro. Elle 
offre un bon compromis entre la complexité algorithmique et les performances du système 
malgré qu'elle soit suboptimale. Toutefois, le nombre d'usagers qui peuvent être servis 
en appliquant le zero forcing beamforming est limité, ce qui oblige la station de base à 
choisir uniquement le groupe d'usagers qui maximise les performances. Un tel choix étant 
difficile et compliqué puisqu'il s'agit de tester toutes les combinaisons possibles, on fait 
souvent appel à des méthodes heuristiques plus simples. 
Les techniques d'accès multiple consistent à permettre aux différents usagers présents 
dans un réseau de partager les différentes ressources (bande passante, puissance, etc.) 
offertes par le système. Le partage de ces ressources pourra se faire selon différentes 
dimensions, soit en divisant le temps (dimension temporelle TDMA), la fréquence (di­
mension fréquentielle FDMA) ou soit en servant les usagers avec des codes distincts 
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(dimension code CDMA). L'utilisation de plusieurs antennes ajoute une nouvelle dimen­
sion, la dimension spatiale, donnant naissance à une nouvelle technique d'accès multiple, 
le SDMA (Space Division Multiple Access ou accès multiple à répartition dans l'espace). 
Le SDMA consiste à servir chaque usager par une antenne différente. La combinaison de 
cette technique avec l'une des techniques citées précédemment tout en choisissant d'une 
manière intelligente les usagers à servir, grâce à un algorithme d'ordonnancement efficace, 
résulte en une augmentation considérable de la capacité du système. 
La combinaison de l'utilisation d'antennes multiple au niveau de la station de base 
et/ou des usagers avec la technique d'accès multiple CDMA donne naissance à un nouveau 
type de système multiusagers : les systèmes MIMO-CDMA. De tels systèmes tirent profit 
des avantages présents dans les deux dimensions spatiale et de code. Le MIMO-CDMA est 
déjà présent dans plusieurs standards de communication sans fil. En effet, les systèmes 3G 
CDMA utilisent des antennes multiples au niveau des stations de base pour une diversité 
de transmission. 
Dans ce document, nous proposons deux algorithmes d'ordonnancement pour le canal 
descendant (station de base vers les usagers) d'un système de communication sans fil 
MIMO-CDMA. Nous proposons une nouvelle architecture de systèmes MIMO-CDMA en 
utilisant le zero forcing beamforming comme technique de transmission. Cette dernière 
est utilisée dans le but d'éliminer les interférences mutuelles entre les usagers présents 
dans le système. Les algorithmes proposés ont pour objectif, lors de chaque période de 
transmission, de choisir les usagers ayant à la fois un bon état de canal et une bonne 
séparabilité spatiale. Ce choix permettra ainsi de maximiser le débit total du système. 
La solution optimale à ce problème étant très complexe, nOliS adoptons une approche 
basée sur la théorie des graphes afin de concevoir des algorithmes moins complexes. Les 
deux algorithmes effectuent la tâche d'ordonnancement en procédant par trois étapes: 
dans un premier temps, ils modélisent le système par le biais d'un graphe où chaque 
sommet correspond à un usager différent. Dans la deuxième étape, les deux algorithmes 
proposent une solution différente au problème de coloration des sommets du graphe 
qui correspond exactement au problème du choix d'usagers. Chaque solution propose 
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plusieurs groupes d'usagers. La troisième étape consiste à affecter les différents codes 
d'étalement aux groupes d'usagers choisis dans l'étape précédente. 
Les propositions citées ci-dessus ainsi que les résultats obtenus ont fait le sujet d'un 
article (Driouch et Ajib, 2008) qui a été présenté lors d'une conférence scientifique pres­
tigieuse : IEEE International Symposium on Computers and Communications ISCC'08. 
Cet article a reçu le prix du meilleur article scientifique lors de cette conférence. 
La suite de ce document est organisée comme suit. Le premier chapitre donne une 
introduction aux systèmes à antennes multiples MIMO point à point. Nous présentons 
les principaux résultats de la théorie de l'information qui ont permis de calculer la capa­
cité des systèmes MIMO et qui ont ainsi prouvé les avantages de cette technologie. Nous 
introduisons par la suite les principales techniques de transmission qui permettent de s'ap­
procher le plus possible de cette capacité. Dans le deuxième chapitre, nous présentons 
plusieurs aspects de la communication sans fil multiusagers. Dans une première partie, 
nous donnons une brève présentation des différentes techniques d'accès multiples, à savoir 
le TDMA, CDMA, etc. Nous introduisant par la suite les systèmes MIMO-multiusagers 
en discutant la région de capacité qui constitue une mesure de performance très im­
portante. Ensuite, nous présentons les principales techniques de transmission pour les 
systèmes MIMO-multiusagers ainsi qu'un survol des principaux travaux de recherches 
dans ce domaine. Ces techniques permettent soit d'atteindre la région de capacité avec 
une complexité très élevée (avec le dirty paper coding) ou seulement de l'approcher avec 
moins de complexité (avec le zero forcing beamforming). Un état de l'art pour les systèmes 
multiusagers MIMO-CDMA est aussi donné dans ce chapitre. Nous présentons dans le 
troisième chapitre deux algorithmes pour résoudre le problème d'ordonnancement dans 
les systèmes MIMO-CDMA utilisant la technique du zero forcing beamforming. Nous 
présentons le modèle du système utilisé avant de donner les principales définitions de la 
théorie des graphes qui seront utilisées dans le reste du chapitre. Nous formulons par la 
suite le problème d'ordonnancement en tant qu'un problème de coloration des sommets 
dans un graphe. Ensuite, nous détaillons les différentes étapes des deux algorithmes heu­
ristiques proposés. Finalement, nous montrons l'efficacité de ces algorithmes au moyen de 
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simulations. Ces dernières ont été réalisées en utilisant l'environnement de développement 
MATLAB. Le choix de ce logiciel en tant qu'outil de simulation vient du fait qu'il offre 
une grande bibliothèque spécialement conçue pour le calcul matriciel. Il permet aussi de 
tracer les résultats de simulations en toute facilité. Une conclusion de notre travail ainsi 
que des propositions pour des travaux futurs sont fournies dans le dernière section. 
CHAPITRE 1 
INTRODUCTION AUX SYSTÈMES MIMO 
Apparus dans la moitié des années 90 dans des articles publiés par les chercheurs aux 
laboratoires de Bell-Labs (Foschini, 1998) et (Telatar, 1999), les systèmes de commu­
nication utilisant des antennes multiples appelés communément MIMa (multiple input 
multiple output) ont réussi depuis à devenir le sujet de recherche le plus populaire dans 
le domaine de communication sans fil. La technologie MIMa a rapidement pris place 
dans les standards les plus attendus assurant une connectivité réseau sans fil rapide et 
fiable (tels que le 802.11n et le 3GPP). Un système MIMa est défini comme étant un 
lien de communication sans fil où l'émetteur et le récepteur sont équipés de plusieurs 
antennes (figure 1.1). Il a été démontré par J. Foschini (Foschini, 1998) que l'utilisation 
de plusieurs antennes permet de créer une diversité spatiale qui, une fois exploitée per­
met de transformer les problèmes produits par les phénomènes d'évanouissement et de 
multitrajets en un avantage diminuant la probabilité d'erreurs de transmission. Dans ce 
chapitre, nous allons présenter les particularités des systèmes MIMa, la théorie qui se 
cache derrière ainsi que les techniques qui mettent en évidence ses avantages. 
1.1 MIMO et théorie de l'information 
Le grand intérêt qu'a reçu et que continue de recevoir la technologie MIMa est dû 
en une grande partie au travail de E. Telatar. Dans son article (Telatar, 1999), Telatar 
démontre les avantages des systèmes MIMa en se basant sur la théorie de l'information 
afin de calculer la capacité de Shannon d'un système à antennes multiples. Cette étude a 
ainsi fourni une idée sur la borne supérieure du débit de transmission maximal (en bits 
par seconde par Hertz) qu'un lien MIMa point-à-point pourrait supporter avec un codage 
et une modulation donnés pour une probabilité d'erreur acceptable. Dans cette section, 
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nous examinons la capacité d'un système MIMa en la comparant avec un système à 
simple antenne appelé communément SISO (single input single output). 
0101 Codage 1 Démodulation 1 0101 
Modulation Décodage 
FIG. 1.1: Diagramme d'un système de transmission sans fil MIMa 
1.1.1 Capacité de Shannon pour un lien SISO 
Considérons le modèle de canal où l'émetteur et le récepteur sont équipés chacun 
d'une seule antenne. Le signal transmis est perturbé uniquement par un bruit blanc 
additif (AWGN) noté z de moyenne nulle et de variance 0-;. Notons par p le rapport 
p
signal sur bruit au niveau du récepteur avec p = 2 où P représente la puissance de 
o-z 
transmission disponible au niveau de l'émetteur. La relation entre le signal émis x (la 
puissance de x est normalisé à l'unité) et celui reçu y est donné par la relation suivante 
y =...;px + z (1.1) 
La capacité en bits par seconde par hertz d'un tel lien est donnée par l'équation 
(1.2) appelée aussi capacité de Shannon. Il est à noter que pour atteindre une telle 
capacité il faut supposer l'utilisation d'un signal émis suivant une distribution gaussienne 
de moyenne nulle et de variance de 1/2. 
C = log2(1 + p) Bit/Sec/Hz (1.2) 
En pratique, une transmission sans fil est sujette (voir figure 1.2), en plus du bruit 
additif, au problème d'évanouissement du canal et de sa nature variante avec le temps. 
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Dans la suite de ce document, nous supposons (sauf indication du contraire) que le canal 
sans fil subit un évanouissement plat et rapide. Dans ce cas la relation entre le signal 
émis x et celui reçu y est donné par la relation suivante 
y = VPhx +z (1.3) 
où h représente le coefficient d'évanouissement du canal qui suit une distribution gaus­
sienne complexe d'une moyenne nulle. 
0101 Codage/ Démodulation/ 0101 
Modulation Décodage 
FIG. 1.2: Diagramme d'un système de transmission sans fil S1S0 
Dans un canal à évanouissement plat, toutes les composantes fréquentielles du signal 
subissent le même coefficient d'évanouissement, contrairement à l'évanouissement sélectif 
en fréquences où les différentes composantes fréquentielles du signal émis subissent des 
coefficients d'évanouissement différents et indépendants. L'étude est dans ce cas plus 
compliquée. Le fait que le canal est supposé à évanouissement rapide implique que les 
coefficients du canal varient rapidement avec le temps et une moyenne de la capacité sera 
facilement calculable sur plusieurs réalisations possibles du canal. Une telle capacité est 
appelée capacité ergodique et elle est donnée par l'expression suivante 
C = log2 (1 + plh21) Bit/Sec/Hz (1.4) 
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1.1.2 Capacité de Shannon pour un lien MIMO 
Nous considérons maintenant un lien MIMü où l'émetteur et le récepteur sont équipés 
de Nt et NT antennes respectivement comme illustré dans la figure 1.1. Dans ce cas, la 
relation entre le signal vecteur (Nt xI) émis x = (Xl," . , X N() T et celui (NT xI) reçu 
y = (YI, ... , YNr ) T, où (.) T désigne la transposée, est donnée par la relation suivante 
y = VPHx+z (1.5) 
où H = [hij ] (i = 1, ... ,Nt et j = 1, ... ,NT) représente la matrice (NT x Nt) des 
coefficients d'évanouissement du canal qui suivent une distribution gaussienne complexe 
de moyenne nulle, Xi (i = 1, ... , Nd le symbole émis par la ëème antenne, Yj (j = 
1, ... , NT) le symbole reçu par la jième antenne, hij le coefficient d'évanouissement de 
canal entre l'antenne i et l'antenne j et z représente le vecteur bruit (NT x 1) de moyenne 
nulle et de variance O'~. 
1.1.2.1 Décomposition d'un canal MIMO 
Afin de bien comprendre les formules de capacité pour un lien MIMü, nous allons 
procéder à une décomposition du canal en un ensemble de canaux parallèles ce qui faci­
litera la déduction des équations par la suite. 
En utilisant la théorie des matrices et la décomposition en valeurs singulières (SVD) 
de la matrice des coefficients du canal, H peut être donnée comme 
H=U~yH (1.6) 
où les matrices U et Y sont des matrices unitaires (c.-à-d. UHU = INr , yHV = IN( où 
OH désigne l'opérateur conjugué transposé et la matrice IN représente la matrice identité 
(N x N) ), et la matrice (NT x Nt) ~ représente la matrice des valeurs singulières. Notons 
par 0'1,0'2, ... ,0'v les valeurs singulières non nulles de H où 1/ :S min(Nt, NT) représente 
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FIG. 1.3: Diagramme de la décomposition de la matrice du canal quand elle est connue 
au niveau de l'émetteur 
En utilisant la décomposition SVD de la matrice H (voir figure 1.3), nous pouvons 
transformer l'équation du canal donnée par (1.5) en une équation équivalente donnée 
comme suit 
(1.7) 
où X = VHx, y = UHy et z = UHz. Ainsi, le modèle équivalent du canal peut être 
décomposé en un ensemble de canaux parallèles 
Yv+l = Zv+l 
(1.8) 
1.1.2.2 Capacité avec canal inconnu pour l'émetteur 
La capacité du canal dépend de la disponibilité de l'information sur l'état du canal 
(CSI) au niveau de l'émetteur et du récepteur. Nous supposons pour les études de ca­
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pacité dans ce travail qu'un parfait eSI est toujours disponible au niveau du récepteur. 
Dans le cas où l'émetteur ne possède aucune information sur l'état du canal, il se trouve 
dans l'obligation de transmettre sur tous les canaux obtenus précédemment à l'aide de la 
décomposition SVD avec la même proportion de puissance. Il a été démontré dans (Te­
latar, 1999) que la capacité qui résulte d'une telle transmission est donnée par l'équation 
suivante: 
C = logz [det (INr + ;tHHH)] Bit/Sec/Hz (1.9) 
où p représente dans ce cas le rapport signal sur bruit moyen au niveau de chaque 
antenne réceptrice. À partir de l'analyse de cette équation, nous pouvons constater les 
avantages qu'apporte l'utilisation d'un lien MIMO comparé au lien SISO. En effet, Telatar 
(Telatar, 1999) a démontré que dans le cas où l'émetteur et le récepteur sont équipés 
d'un très grand nombre d'antennes avec Nt = NT la capacité moyenne du lien augmente 
linéairement avec le nombre d'antennes utilisé. En se servant de la loi des grands nombres, 
1
on obtient l'égalité lim -HHH = IN
r 
. En remplaçant cette dernière équation dans 
Nt->oo Nt 
l'équation (1.10) on obtient 
c ~ NT logz(1 + p) (1.10) 
Généralement, la capacité d'un lien MIMO s'accroît proportionnellement à 
M = min(Nt , NT) dans le cas où M prends de très grandes valeurs. Pourtant, il a 
été prouvé dans (Foschini, 1996) que dans le cas d'un grand rapport signal sur bruit, la 
valeur de la capacité augmente linéairement avec M même si cette dernière prend des 
petites valeurs. 
Dans la figure 1.4, on trace la valeur de la capacité ergodique pour un lien MIMO en 
faisant varier le nombre d'antennes émettrices Nt et réceptrices NT tout en les gardant 
égaux. Les différentes courbes correspondent à différentes valeurs du rapport signal sur 
bruit au niveau du récepteur allant de -5dB jusqu'à 30dB. Semblablement aux résultats 
de l'étude analytique présenté précédemment, la figure montre une augmentation linéaire 
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de la capaci té avec le nombre d'antennes pour les grandes valeurs de Nt = NT' Toutefois, 
les résultats présentés dans la figure montrent que cette augmentation est aussi valable 
pour de petits nombres d'antennes. La même conclusion est aussi obtenue même pour des 
petits rapports signal sur bruit. Ces résultats sont très encourageants surtout que pour 
des systèmes réels, il est parfois très difficile de déployer un grand nombre d'antennes au 
niveau des stations sans fil. 
Il est important de noter que la capacité d'un lien MIMO peut aussi être représenté par 
la somme des capacités des canaux 8ISO résultants de la décomposition SVD présentée 
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FIG. 1.4: La capacité ergodique d'un lien MIMO vs. un nombre égal d'antennes à 
l'émission et à la réception pour différentes valeurs de SNR (Duman et Ghrayeb, 2007) 
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1.1.2.3 Capacité avec canal connu pour l'émetteur 
Dans le cas où l'émetteur connaît les coefficients du canal, l'émission avec une même 
proportion de puissance sur tous les canaux s'avère suboptimale. La solution maximisant 
la capacité peut être obtenue en appliquant un algorithme connu sous le nom de « Water­
filling » qui permet de trouver la distribution optimale de la puissance disponible sur les 
différents canaux. En d'autres mots, l'algorithme de « Waterfilling » tentera de trouver 
une solution optimale au problème de maximisation suivant 
(1.12) 
où 'Yi représente la proportion de puissance allouée au i ème canal SISa. Le maximum est 
obtenu en utilisant une optimisation lagrangienne et s'écrit comme suit 
apt_( Nt)+T - /-l-- (1.13) 
2 (/1p 
où (a)+ = max a, 0 et /-l est la solution de l'équation 
v ( Nt )+L /-l- a 2 = 1 (1.14) 
i=l ,P 
Les itérations de l'algorithme du waterfilling permettent de trouver les 'Yi à partir de 
l'équation (1.13) et sont détaillés dans l'annexe Lll est à noter que la capacité d'un canal 
MIMa quand le CSI est disponible au niveau de l'émetteur est toujours supérieure ou 
égale à la capacité quand l'émetteur ne possède aucune information sur le canal. 
1.2 Transmission sur un lien MIMü 
Une analyse utilisant la théorie de l'information ne reflète jamais les performances 
réelles et pratiques d'un système de communication et se limite à donner des bornes 
supérieures pour des fins de comparaison. Les performances théoriques présentées 
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précédemment ne supposent aucune limite de point au vue de la complexité des algo­
rithmes utilisés pour les atteindre. Ainsi, le développement de systèmes de transmission 
à la fois moins gourmands en terme de complexité et performants s'impose. 
Les systèmes de transmission sur un lien MIMO peuvent être classés en deux grandes 
catégories: des systèmes maximisant le débit de transmission et d'autres maximisant la 
diversité. Les techniques de la première famille cherchent à améliorer la capacité moyenne 
du lien sans fil en effectuant un multiplexage spatial. Ce type de multiplexage consiste 
à envoyer un nombre de signaux indépendants égal au nombre d'antennes disponible 
au niveau de l'émetteur. Les techniques de multiplexage spatial ont été proposés pour la 
première fois par les chercheurs des laboratoires de Bell Labs (Foschini, 1996) sous le nom 
de « Bell Laboratories Layered Space Time » (BLA8T). Plusieurs variantes du BLA8T 
existent, incluant le BLA8T vertical (VBLA8T), le BLA8T horizontal (HBLA8T) et le 
BLA8T diagonal (DBLA8T). 
D'un autre côté, la deuxième famille regroupe des techniques de codage permettant 
de diminuer la probabilité d'erreur de transmission. Ces techniques utilisent les méthodes 
de diversité qui consistent à transmettre la même information plusieurs fois et chacune 
des répliques transmises de cette information subit un évanouissement de canal différent. 
Le récepteur reçoit les différentes copies dans l'espoir qu'au moins une d'entre elles soit 
reçue correctement ou un des canaux ait un assez grand rapport signal sur bruit. Il existe 
plusieurs types de techniques de diversité: temporel (où plusieurs copies sont envoyées 
à des instants différents), fréquentiel (où les différentes copies sont émises sur plusieurs 
bandes de fréquences) ou spatial. Dans le cas des techniques de diversité spatiale, les 
signaux transmis sont codés d'une façon à ce que le débit effectif de transmission soit 
égal à celui d'un lien 8180. En effet, chaque antenne transmet une différente copie codée 
du même signal. Ainsi, le récepteur reçoit les différentes copies et réussit avec une grande 
probabilité à détecter la bonne copie du signal. Dans ce cas, les antennes disponibles 
au niveau de l'émission sont utilisées comme une source de diversité et non pas pour 
améliorer le débit. 
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Le codage spatio-temporel par bloc (STBC) constitue la technique de transmission, 
maximisant la diversité, la plus populaire. Il a connu ses débuts avec le codage proposé 
par Alamouti (Alamouti, 1998). L'objectif principal était d'équiper l'émetteur avec deux 
antennes afin d'extraire un ordre de diversité égal à deux, dans le cas où le récepteur 
possède une seule antenne. Le codage d'Alamouti permet à un récepteur ne connaissant 
aucune information sur l'évanouissement du canal de détecter le signal transmis comme 
si le lien ne subissait aucun évanouissement. La structure simple et efficace de ce codage a 
fait de lui le codage le plus utilisé dans les standards à antennes multiples. De nombreux 
travaux (Tarokh et al., 1999), (Ganesan et Stoica, 2001) ont permis d'appliquer le codage 
d'Alamouti dans le cas d'un nombre d'antennes émettrices supérieur à deux sous le nom 
de STBC orthogonal. 
1.3 MIMü et les standards de communication sans fil 
En s'appuyant sur tous les avantages cités dans ce chapitre, la technologie MIMO entre 
de plain-pied dans la conception des prochains standards de systèmes de communication 
sans fil, et spécialement les réseaux locaux sans fil et les réseaux cellulaires. La nouvelle 
version du standard 802.11, le IEEE S02.11n utilise la technologie MIMO dans le but de 
supporter des débits très élevés comparés aux anciennes versions (S02.11a, b et g) pouvant 
aller jusqu'à 100 Mbps. Le groupe de travail TGn responsable du développement de cet 
amendement (version) fixe une échéance pour le mois de mars 2009 pour sa ratification. 
Néanmoins, plusieurs compagnies ont déjà mis en vente des appareils basés sur la version 
provisoire (draft) 2.0 de l'amendement 802.11n. Ces appareils utilisent des configurations 
MIMO 2 x 2 (deux antennes émettrices et deux réceptrices) et 4 x 4 avec un codage 
spatio-temporel par bloc (STBC) (IEEEPS02.11njD1.0, 2006). 
Le standard 802.16, aussi connu sous le nom de WIMAX, tente d'atteindre des débits 
élevés sur des longues distances. Il utilise des liens MIMO dans le sous-standard Wire­
lessMAN OFDMA en se servant soit du codage d'Alamouti ou du multiplexage spatial. 
L'autre version du standard 802.16, la IEEE 802.16e, qui permet aux stations de bases 
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de servir des usagers mobiles fait, elle aussi, usage de la technologie MIMü pour at­
teindre des débits comparables à ceux des WLAN existants. Elle utilise essentiellement 
le système de codage d'Alamouti pour des configurations 2 x 1 et le codage STBC pour 
des configurations 4 x 4 (IEEE802.16e, 2006). 
Les systèmes mobiles de troisième génération (3GPP) incorporent déjà la technologie 
MIMü dans leurs standards. Le codage STBC reste le plus utilisé dans la plupart des 
versions du 3GPP. 
CHAPITRE II 
LES SYSTÈMES DE COMMUNICATION MULTIUSAGERS 
Dans un système de communication sans fil multiusagers, les ressources du système, 
dont la bande passante et la puissance, doivent être partagées par les différents usa­
gers. Le partage de ces ressources pourra se faire sur plusieurs dimensions: fréquentiel, 
temporelle, etc. On appelle cette allocation de ressources l'accès multiple. Plusieurs tech­
niques d'accès multiples ont été proposées dans la littérature et les performances de 
chacune d'entre elles diffèrent selon le type du canal multiusagers et l'état du lien. Dans 
ce troisième chapitre, nous présentons les différentes techniques d'accès multiples en nous 
concentrant sur l'accès multiple à répartition par code (CDMA) qui constitue une no­
tion principale pour notre travail. Un système multiusagers dans lequel la station de 
base et/ou les différents usagers sont équipés de plusieurs antennes est appelé système 
MIMO-multiusagers (MIMO-MU). Ce type de systèmes introduit une nouvelle dimension 
permettant d'effectuer le partage de ressources: la dimension spatiale. Dans ce chapitre, 
nous exposons les performances des systèmes MIMO-MU ainsi que les techniques de 
transmission propres à ce type de systèmes. Les avantages de la diversité multiusagers, 
qui exploitent la nature variante dans le temps des liens des différents usagers sont aussi 
détaillés. 
2.1 Techniques d'accès multiple 
Il existe deux différents types de canaux multiusagers : un canal montant et un canal 
descendant. Le premier type, appelé aussi canal à accès multiple (multiple access channel 
MAC), est assigné à plusieurs usagers transmettant vers un seul récepteur. Tandis que le 
deuxième type de canal, appelé souvent canal de diffusion (broadcast channel BC), est 
consacré à un seul émetteur envoyant des données à plusieurs usagers. Ainsi, la puissance 
disponible au niveau de l'émetteur et la bande passante du lien sans fil doivent être 
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partagées par les différents usagers. Dans la suite de ce document, l'étude se portera sur 
le canal de diffusion. 
La bande passante étant une ressource à la fois limitée et très chère, une allocation 
efficace de cette ressource constitue un aspect important dans la conception d'un canal 
multiusagers. La majorité des applications sans fil requiert des canaux dédiés afin d'as­
surer une transmission fiable et sans interruption. Ces canaux dédiés sont obtenus via 
une méthode de canalisation (channelization) en divisant les ressources système selon 
trois axes principaux (voir la figure 2.1 : l'axe temps, l'axe fréquence et l'axe code. Une 
technique d'accès multiple consiste à diviser les axes précédents en canaux qui peuvent 
orthogonaux ou non et à attribuer par la suite chaque canal à un usager précis. Selon 
les axes disponibles, trois types de techniques d'accès multiple existent : l'accès mul­
tiple à répartition dans le temps (TDMA) et l'accès multiple à répartition en fréquence 
(FDMA) qui constituent toutes les deux des méthodes de canalisation orthogonales tan­
dis que l'accès multiple à répartition par code (CDMA) peut représenter, selon le design 
des codes, une méthode orthogonale ou non orthogonale. 
Fréquence Fréquence Fréquence 
Code Code
 






/ Temps Temps 
FDMA TDMA CDMA 
(a) (b) (c) 
FIG. 2.1: Techniques d'accès multiple: (a) FDMA, (b) TDMA, (c) CDMA 
2.1.1 L'accès multiple à répartition en fréquence (FDMA) 
La technique d'accès multiple FDMA consiste à diviser la bande de fréquence dispo­
nible dans le système en plusieurs canaux selon l'axe de fréquence (voir figure 2.1.a). Les 
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canaux résultants de cette division ne doivent pas se chevaucher et une bande de garde 
diminuant les interférences entre les canaux adjacents est obligatoire, ce qui pénalise 
les performances d'un système utilisant FDMA en termes de débit de transmission. Par 
la suite, chaque usager se voit assigner un canal fréquentiel différent pendant toute la 
durée de transmission. Notons qu'il est difficile d'attribuer plusieurs canaux à un seul 
usager puisqu'il se trouvera confronté au problème de démoduler plusieurs signaux reçus 
sur des canaux fréquentiels différents. Malgré ces inconvénients, FDMA a constitué pen­
dant plusieurs années la technique d'accès multiple la plus utilisée dans les standards de 
téléphonie cellulaire avant qu'elle se voit remplacer par le TDMA. 
2.1.2 L'accès multiple à répartition dans le temps (TDMA) 
TDMA est une technique d'accès multiple qui consiste en la division des dimensions 
du système selon l'axe du temps en plusieurs canaux qui ne doivent pas se chevaucher 
(voir figure 2.1.b). Le temps est divisé en trames et chacune des trames comprend un 
nombre donné de cases (où chaque case correspond à un canal donné). Chaque usager se 
voit assigner par la suite une case précise qu'il utilise cycliquement dans chaque trame. 
Les canaux TDMA occupent toute la largeur de bande, ce qui donne naissance à une 
forte interférence inter-symboles. Contrairement au FDMA, TDMA facilite l'attribution 
de plusieurs canaux à un seul usager et ceci en lui assignant plusieurs cases dans la 
même trame. Toutefois, TDMA souffre beaucoup des problèmes de synchronisation et 
de multitrajets qui peuvent détruire l'orthogonalité entre les différents canaux. Afin de 
remédier à ce problème, une solution, même si elle est coûteuse, consiste à laisser des 
bandes temporelles de garde entre les canaux adjacents. L'accès multiple à répartition 
dans le temps est utilisé dans plusieurs standards de téléphonie cellulaire numérique telle 
que GSM et IS-136. 
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2.1.3 L'accès multiple à répartition par code (CDMA) 
Dans un système de communication sans fil utilisant CDMA, les signaux envoyés aux 
différents usagers sont modulés en utilisant des codes d'étalement orthogonaux ou non­
orthogonaux. Chacun des signaux étalés résultants de cette opération occupe la totalité de 
la bande passante (voir figure 2.1.c). Chaque récepteur utilise son propre code d'étalement 
afin de détecter le signal qui lui est destiné en le séparant des autres signaux. CDMA 
utilise deux formes d'étalement de spectre : l'étalement à séquence direct (DSSS) et 
l'étalement à saut de fréquence (FHSS) (Viterbi, 1995). Ceci donne naissance à deux 
types de CDMA : le DS-CDMA pour celui utilisant le DSSS et le FH-CDMA pour le 
CDMA utilisant le FHSS. Il est à noter que le premier type d'étalement reste le plus 
utilisé en CDMA. Dans le cas du DSSS, l'étalement du spectre est effectué en multipliant 
le signal à transmettre par une séquence de bits (appelée aussi code). Ainsi, dans le cas 
d'une transmission binaire (voir figure 2.2), au lieu de transmettre un bit 0 ou 1 nous 
transmettons une séquence de bits différente occupant une plus large bande de fréquence. 
Si on utilise des codes orthogonaux, la taille de la séquence d'étalement, appelée gain de 
traitement ou Processing gain, nous renseigne sur le nombre maximal de codes qu'on 
pourra utiliser. 
Les liens descendants utilisant CDMA se servent très souvent des codes orthogonaux 
pour l'étalement de spectre, tels que les codes de Walsh-Hadamard (Goldsmith, 2005) qui 
donnent une orthogonalité parfaite entre les signaux des différents usagers. Ce type de 
codes élimine toute interférence entre les signaux et la détection au niveau des récepteurs 
devient une tâche facile. Toutefois, l'orthogonalité des codes de Walsh-Hadamard est 
sensible au phénomène de multitrajets pénalisant ainsi les performances du système en 
introduisant des interférences entre les signaux. Cette perte d'orthogonalité mène à définir 
une quantité appelée facteur d'orthogonalité (Mehta et al., 2003). 
L'utilisation de CDMA avec codes orthogonaux impose une limite sur le nombre de 
canaux (codes) disponibles, ainsi seul un nombre limité d'usagers, égale au nombre de 











FIG. 2.2: Exemple d'un signal étalé par un étalement à séquence directe avec un processing 
gain de n/Tc 
disparaît et le système peut servir un grand nombre d'usagers simultanément. Toute­
fois, la non orthogonalité des codes introduit une interférence mutuelle entre les usagers 
dégradant ainsi les performances globales du système. Plus on sert d'usagers dans le 
système, plus on obtient d'interférence. Le choix entre l'utilisation de codes orthogonaux 
ou non-orthogonaux donne naissance à un compromis entre le nombre d'usagers à servir 
dans le système et le niveau d'interférence que ce nombre peut créer. 
Semblablement au TDMA, CDMA permet aussi d'allouer plusieurs canaux à un seul 
usager en lui assignant plusieurs codes. Plusieurs standards cellulaires numériques uti­
lisent CDMA comme technique d'accès multiple incluant le W-CDMA, le CDMA2000 et 
le 1S-95. Ce dernier utilise CDMA avec des codes d'étalement orthogonaux pour le lien 
descendant et une combinaison de codes orthogonaux et non-orthogonaux pour le lien 
montant. 
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2.2 Ordonnancement dans les systèmes multiusagers 
Dans les systèmes de communication multiusagers utilisant l'une des techniques d'accès 
multiple présentées précédemment, le nombre d'usagers à servir est souvent plus grand 
que le nombre de canaux disponibles. Ainsi, seule une proportion de ce nombre aura la 
chance de transmettre ou de recevoir. Une solution à ce problème consiste à utiliser des 
algorithmes d'ordonnancement. Dans le cas d'un canal de diffusion (BC) où une station 
de base tente de servir un ensemble d'usagers, un algorithme d'ordonnancement aura 
comme mission de décider à un instant donné selon des mécanismes précis, quel sera l'en­
semble des usagers à servir. Le choix des usagers se fait en essayant d'atteindre plusieurs 
objectifs: la maximisation du débit de transmission global du système, l'équité entre 
les performances des différents usagers, la garantie des demandes en termes de qualité 
de service, etc. Ce choix constitue un facteur déterminant soit pour les performances 
globales du système ou pour les performances individuelles de chacun des usagers. (Fat­
tah et Leung, 2002) présente plusieurs algorithmes d'ordonnancement pour les systèmes 
multiusagers sans fil. 
2.3 Les systèmes MIMO-multiusagers 
Un système MIMO-multiusagers représente un système multiusagers dans lequel la 
station de base et/ou les usagers sont équipés de plusieurs antennes. Semblablement 
à un système MIMO point-à-point appelé aussi MIMO-SU (usager simple), présenté 
dans le premier chapitre, l'emploi de plusieurs antennes augmente considérablement les 
performances des systèmes MIMO-MU et ceci sous plusieurs formes. Comme il a été 
décrit dans la Section 1.2, les antennes peuvent être utilisées soit pour assurer un gain 
en diversité afin de diminuer la probabilité d'erreur, soit pour maximiser le débit de 
transmission en garantissant un gain maximal en multiplexage. En plus de ces deux 
types de gain, les antennes dans un système MIMO-MU permettent aussi de réduire les 
interférences entre les différents usagers en tirant profit du gain en directivité. 
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Dans la suite, nous présentons un des critères de performance d'un système MIMO­
MU : la région de capacité par analogie à la notion de capacité introduite au chapitre 
précèdent pour le MIMO-SU. Nous détaillons après les mécanismes qui permettent d'at ­
teindre ou d'approcher cette région. 
2.3.1 Capacité d'un lien BC MIMO-MU 
La notion de capacité constitue un outil très important pour l'évaluation de perfor­
mances des systèmes de communication sans fil. Nous avons vu dans le premier chapitre 
que pour un système MIMO-SU, la notion de capacité est définie comme étant la quan­
tité maximale de données pouvant être transmise avec une probabilité d'erreur donnée, 
selon une distribution optimale de la puissance disponible au niveau de l'émetteur entre 
ses différentes antennes. Dans ce cas, la valeur de la capacité est donnée par une simple 
relation. Par contre, dans le cas des systèmes MIMO-MU, le problème devient plus com­
pliqué. En effet, étant donné une contrainte sur la quantité de puissance disponible au 
niveau de la station de base émettrice, il est possible d'allouer à chacun des usagers 
présents dans le système une proportion différente de cette puissance. Ainsi, pour une 
valeur de puissance donnée, nous pouvons obtenir différentes valeurs de débits globaux 
selon la distribution adoptée. Ceci nous mène à définir une région de capacité pour les 
systèmes MIMO-MU au lieu d'avoir une simple valeur. La figure 2.3 illustre la région de 
capacité dans le cas d'un système MIMO-MU avec deux usagers. La capacité maximale 
pour l'usager 1 est atteinte lorsqu'on lui octroie la totalité de la puissance. Il en est de 
même pour l'usager 2. Pour chaque distribution possible de la puissance entre les deux 
usagers, on obtient un débit système différent ce qui permet de tracer la courbe donnée 
par la figure 2.3 illustrant la région de capacité. Ainsi, les points se situant à l'intérieur de 
la région de capacité constituent les valeurs pouvant être atteintes, tandis que les valeurs 
en dehors de cette région ne peuvent être obtenues par aucun moyen. Il est à noter que 
dans le cas d'un système avec K usagers, la région de capacité ne sera plus donnée par 
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FIG. 2.3: Région de capacité pour un canal MIMO-MU descendant avec deux usagers 
La formulation mathématique exacte de la région de capacité pour les systèmes 
MIMO-MU est restée inconnue pendant plusieurs années et a constitué un vaste champ 
de recherche. En se basant sur un codage appelé « Dirty paper coding » (DPC), qui sera 
expliqué par la sui te, (Weingarten et al., 2006) réussi enfin à donner une formule exacte 
de la région de capacité pour le MIMO-MU. 
La région de capacité étant une notion assez complexe et difficile à manipuler, 
l'évaluation et la comparaison des performances des différents systèmes de communica­
tion nécessitent la définition d'une nouvelle métrique de mesure de capacité. La métrique 
la plus utilisée reste le « sum rate» ou le débit somme. Ce dernier est défini comme étant 
la somme de toutes les capacités individuelles (données par l'équation (1.10)) des usagers 
à servir dans le système. 
2.3.2	 Ordonnancement et diversité multiusagers dans les systèmes MIMO­
multiusagers 
Nous avons vu dans la Section 2.2 que la conception des algorithmes d'ordonnance­
ment constitue une tâche indispensable afin d'améliorer les performances des systèmes 
multiusagers. Les fluctuations des coefficients d'évanouissement des canaux des différents 
usagers présents dans le système donnent naissance à une nouvelle forme de diversité, 
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appelée diversité multiusagers. La diversité multiusagers, introduite pour la première fois 
pour le canal montant des systèmes SISO-MU dans (Knopp et Humblet, 1995), constitue 
une forme de diversité de sélection entre les usagers. En effet, dans le cas où le nombre 
d'usagers présents dans le système est assez grand, l'algorithme d'ordonnancement au 
niveau de la station de base sélectionnera ceux ayant les conditions de canal les plus 
favorables afin de maximiser le débit total du système. De tels algorithmes sont connus 
dans la littérature sous le nom d'algorithmes opportunistes et sont prouvés optimaux 
pour les systèmes SISO-MU (Knopp et Humblet, 1995). 
La figure 2.4 présente l'information sur l'état du canal, donnée en rapport signal sur 
bruit, d'un système SISO-MU avec trois usagers. Dans chaque intervalle de temps, la 
valeur du SNR de l'un des trois usagers est à son pic. En transmettant à cet usager, la 
capacité globale du système est maximisée. 
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FIG. 2.4: Les fluctuations des canaux de trois usagers dans un système de communication 
multiusagers (Ajib et Haccoun, 2005) 
Dans le cas des systèmes MIMO-MU, l'algorithme d'ordonnancement pourrait com­
biner les avantages de la dimension spatiale (issue de l'utilisation de plusieurs antennes) 
26 
avec les gains de la diversité multiusagers, et ceci en servant plusieurs usagers (ceux 
ayant les meilleurs canaux) en même temps. Toutefois, il a été montré dans (Borst et 
Whiting, 2001) qu'en augmentant le nombre d'antennes émettrices ou réceptrices, le gain 
en débit fourni par la diversité multiusagers a tendance à diminuer. D'un autre côté, 
l'utilisation de la diversité spatiale du MIMO diminue de beaucoup les fluctuations de 
canal qui constituent la source principale de la diversité multiusagers. Une solution à ce 
problème a été présentée dans (Viswanath et al., 2002) sous le nom de « opportunistic 
beamforming» ou la formation de faisceau opportuniste. Les auteurs proposent d'utiliser 
les antennes multiples comme une source qui provoque des fluctuations rapides dans le 
canal. La station de base transmet par la suite à l'usager ayant le meilleur canal. 
Un nombre très important d'algorithmes d'ordonnancement ont été proposés pour 
les systèmes MIMO-MU (Ajib et Haccoun, 2005). Dans (Aktas et El Gamal, 2003), un 
algorithme d'ordonnancement appelé Multi-Channel Multi User Diversity (MMUD) a été 
proposé ayant pour objectif d'améliorer le débit global du système en utilisant les deux 
diversités spatiale et multiusagers. En permettant un certain degré de connaissance du 
canal au niveau de la station de base, cette dernière choisit les usagers ayant le moins 
d'interférences mutuelles en utilisant un système d'affectation d'antennes (antenna as­
signement) (selon les requêtes des usagers). Chaque usager informe la BS des antennes 
qu'il veut utiliser pour lui même ainsi que les antennes qu'il laisse aux autres usagers. 
Les résultats présentés par les auteurs montrent qu'en utilisant un bon algorithme d'or­
donnancement, le gain de la diversité multiusagers n'est pas freiné par l'augmentation 
du nombre d'antennes. La même conclusion a été donnée par (Lau et al., 2002), mais en 
exigeant toujours un certain degré de connaissance du canal au niveau de la station de 
base. 
Les algorithmes que nous avons discutés jusqu'à maintenant ont pour principal ob­
jectif l'amélioration du débit global du système. Cependant, plusieurs autres algorithmes 
(Ajib et al., 2005), (Pandharipande et K., 2004) ont été présentés pour satisfaire d'autres 
critères tels que l'équité, la garantie de la qualité de service, etc. 
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2.3.3 Techniques de transmission pour le MIMO-multiusagers 
2.3.3.1 Le Dirty paper coding (DPC) 
La région de capacité d'un système de communication MIMO-MU est atteinte en 
utilisant une technique de transmission connue sous le nom de « Dirty paper coding ». Le 
DPC suppose que la station de base (émettrice) connaît parfaitement tous les coefficients 
d'évanouissement du canal entre ses antennes et les différents usagers à servir dans le 
système (appelé aussi l'information sur l'état du canal CSI). Cette technique est basée 
sur le concept de « Écrire sur un papier malpropre» introduit par (Costa, 1983). Afin 
d'expliquer ce concept, on suppose un canal où le signal transmis est modifié par un 
terme de bruit AWGN et un terme d'interférence connu au niveau de l'émetteur. Afin 
d'éliminer l'interférence et faciliter la détection du signal au niveau du récepteur, une so­
lution consiste à transmettre un signal égal au signal désiré moins le terme d'interférence. 
Toutefois, cette approche simple nécessite une augmentation de la puissance d'émission si 
on veut atteindre la capacité d'un canal AWGN. Costa a démontré le résultat surprenant 
disant qu'un canal avec interférence a une capacité équivalente à celle d'un canal sans 
interférence (AWGN). Selon l'auteur, aucune augmentation de puissance n'est nécessaire 
pour que la valeur des deux capacités soit la même. L'idée de Costa est une analogie 
avec le fait que l'écriture sur un papier malpropre est équivalente, du point de vue du 
lecteur (récepteur), à l'écriture sur un papier propre si celui qui écrit (émetteur) connaît 
exactement l'endroit où la malpropreté (les interférences) se situe. 
L'application du principe de Costa à un canal descendant d'un système MIMO-MU 
(Weingarten et al., 2006) a permis de calculer sa région de capacité. Malheureusement, 
malgré l'optimalité de la technique DPC, son implémentation reste très difficile à cause 
de la complexité très élevée des étapes de codage et de décodage successives. Ainsi, elle 
constitue seulement une borne supérieure théorique caractérisant la région de capacité et 
ne peut être implémentée dans un système réel. 
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2.3.3.2 Le Zero forcing beamforming (ZFBF) 
Vu la grande complexité du DPC, la conception d'une nouvelle méthode de trans­
mission moins complexe et aussi performante s'impose. La technique de formation de 
faisceau (Beamforming) constitue un bon compromis entre la complexité et les perfor­
mances du système. Le principe du BF est assez simple et consiste à multiplier chacun 
des signaux différents des usagers par un vecteur poids afin de lui donner une direction 
précise. Un choix judicieux des vecteurs poids permet de réduire, ou même d'éliminer, 
l'interférence mutuelle entre les différents signaux émis en tirant profit de la séparabilité 
spatiale entre les usagers. La technique de formation de faisceau permet ainsi de ser­
vir plusieurs usagers en même temps. Par conséquent, elle est considérée comme une 
technique d'accès multiple à répartition dans l'espace (SDMA) et nécessite ainsi un bon 
algorithme d'ordonnancement afin de maximiser ses performances. 
Malgré les points forts du BF, la conception des vecteurs poids constitue un problème 
d'optimisation non convexe difficile à résoudre. Une solution à ce problème est donnée par 
une stratégie de formation de faisceau, à la fois performante et facile à implémenter (des 
vecteurs poids faciles à concevoir), connue sous le nom de « Zero forcing beamforming » ou 
formation de faisceau avec forçage à zéro (ZFBF). Les vecteurs poids sont choisis dans le 
but d'éliminer complètement l'interférence entre les signaux des différents usagers. Ainsi, 






- Signal destiné à l'usagen 
- - - Signal destiné ~ l'usager2 
FIG. 2.5: Un canal descendant MIMO-MU où chaque usager reçoit le signal destiné aux 
autres 
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Le principe du ZFBF peut être présenté par l'exemple suivant : prenons le système 
MIMO-MU donné par la figure 2.5 où une station de base équipée de plusieurs antennes 
tente de servir deux usagers ayant une seule antenne chacun. Notons par H la matrice 
des coefficients du canal entre les antennes de l'émetteur et les deux usagers à servir. 
La relation entre le signal émis x et celui reçu y s'écrit comme suit: y = Hx + z. Le 
but du ZFBF est de concevoir une matrice W composée des vecteurs poids permettant 
d'éliminer les termes d'interférences. Ceci peut être réalisé en précodant x par la matrice 
pseudo-inverse de H : W = H*(HH*)-l, alors le signal à émettre sera cl = Wx. Au 
niveau des récepteurs, ce précodage donne le résultat suivant: y = HWx + z = x + z. 
Ainsi, toutes les interférences sont complètement éliminées. Au niveau du récepteur, le 
signal reçu n'est perturbé que par un bruit additif. Il est à noter que l'égalité WH = l 
n'est vrai que si H a un rang égal au nombre de ses lignes (elle est dite full row rank). 
Ainsi, un système utilisant le ZFBF ne peut servir un nombre d'usagers excédant le 
nombre d'antennes de la station de base. 
La simplicité de la technique ZFBF soulève un nouveau problème en relation avec la 
distribution de la puissance d'émission. En effet, si les vecteurs de coefficients de canal 
de deux usagers ont approximativement la même direction, les vecteurs poids issus de 
l'inversion de la matrice du canal auront des normes assez grandes. Ceci implique une 
réduction de la puissance envers ces deux usagers. Par conséquent, les performances 
globales du système se verront pénaliser. Cependant, dans le cas d'un système MIMO­
MU avec un nombre assez grand d'usagers, la station de base servira uniquement les 
usagers ayant des vecteurs de canal presque orthogonaux. Il a été prouvé dans (Yoo et 
Goldsmith, 2006) que pour un nombre d'usagers assez grand, le débit somme du ZFBF 
approche considérablement celui du DPC. Ceci est dû aux avantages de la diversité 
multiusagers vu dans la Section 2.3.2. 
Dans un système MIMO-MU utilisant le ZFBF, les avantages de la diversité multiu­
sagers peuvent être vu sous deux angles de vue différents. D'un coté, le grand nombre 
d'usagers implique qu'on a toujours un ensemble d'usagers ayant des rapports signal 
sur bruit (SNR) individuels assez élevés. En transmettant à ces usagers, on peut appro­
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cher la capacité maximale du système. D'un autre côté, la diversité multiusagers offre à 
l'émetteur un choix entre un grand nombre de directions. Ainsi, la station de base peut 
choisir un groupe d'usagers ayant une bonne séparabilité spatiale (des vecteurs de canal 
presque orthogonaux) ce qui améliore les performances globales du système. 
En résumé, le choix des usagers à servir par une technique de ZFBF constitue un fac­
teur déterminant pour les performances du système. La manière optimale pour effectuer 
ce choix est de réaliser une recherche exhaustive entre toutes les combinaisons possibles 
d'usagers. Cependant, cette solution, malgré son optimalité, reste algorithmiquement très 
complexe et difficile à être implémentée dans un système réel. Notons que la complexité 
computationnelle de la recherche exhaustive est de l'ordre de L:~l Ck. Une réduction 
de la complexité pourrait être obtenue par l'utilisation d'une solution heuristique en sa­
crifiant une partie des performances du système. (Yoo et Goldsmith, 2006) présente un 
algorithme heuristique d'ordonnancement (ZFBF-SUS) dans un système MIMO-MU avec 
ZFBF. L'algorithme proposé essaye de choisir les usagers à servir en se basant sur un 
critère de semi-orthogonalité. Dans chaque itération de l'algorithme, un nouvel usager 
s'ajoute à l'ensemble à servir, et d'autres usagers sont éliminés du processus de sélection. 
Finalement, la station de base sert un ensemble qui contient des usagers ayant des vecteurs 
de canal semi-orthogonaux afin d'approcher l'optimalité (atteinte par la recherche exhaus­
tive). (Lau, 2005) propose aussi trois approches pour la sélection d'usagers pour le ZFBF. 
La première approche est analytique et utilise la programmation non linéaire afin de trou­
ver une solution optimale, mais avec une complexité énorme. La deuxième approche est 
une heuristique computationnellement très simple, mais qui donne des résultats assez 
médiocres. La troisième approche présentée dans (Lau, 2005) est une métaheuristique 
du type génétique qui améliore les résultats du deuxième algorithme sans pour autant 
atteindre la complexité de la première approche. Un autre algorithme d'ordonnancement 
(Swannack et al., 2004) pour le MIMO-MU utilisant ZFBF introduit un autre critère 
pour la sélection des usagers qui est l'état des files d'attente des différents usagers. Les 
auteurs proposent un algorithme qui trie les usagers selon l'état de leurs files d'attente. Il 
essaye de réduire par cette opération l'espace de recherche du meilleur ensemble d'usagers 
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à servir. Ainsi, une recherche est effectuée sur un nombre limité d'usagers ce qui diminue 
la complexité de calcul de l'algorithme. 
Le ZFBF peut aussi être combiné à une méthode d'accès multiple afin d'éliminer 
une partie des interférences présentes dans les systèmes MIMO-MU. (Wang et Lau, 
2007) présente un algorithme d'ordonnancement pour les systèmes MIMO-MU utilisant 
OFDMA (FDMA orthogonal) comme technique d'accès multiple. L'algorithme utilise 
une optimisation continue afin de trouver la distribution de puissance optimale dans un 
premier lieu et effectue une recherche exhaustive pour choisir les usagers à servir dans 
une seconde étape. 
2.4 Les Systèmes MIMO-CDMA 
Un système de communication MIMO-multiusagers qui utilise comme technique d'accès 
multiple CDMA est connu sous le nom de MIMO-CDMA. Ce type de système exploite 
les avantages de deux dimensions à la fois: la dimension spatiale qui permet d'augmen­
ter la capacité du système ainsi que la dimension du code, et ceci afin d'améliorer les 
performances globales du système. La combinaison MIMOjCDMA est considérée comme 
un candidat très prometteur pour la prochaine génération de systèmes de communica­
tion sans fil surtout que la troisième génération des systèmes CDMA incorpore déjà la 
diversité spatiale à la transmission. 
Un nombre important d'études ont été menées afin de démontrer les avantages de la 
combinaison MIMOjCDMA, ou dans le but de proposer des architectures pour ce type de 
systèmes. En effet, (Huang et al., 2002) présente une étude portant sur la généralisation 
du codage BLAST (voir Section 1.2), initialement conçu pour des systèmes MIMO point­
à-point, pour les systèmes multiusagers MIMO-CDMA. Les auteurs prouvent qu'un tel 
codage améliore considérablement l'efficacité spectrale des systèmes MIMO-CDMA les 
rendant plus performants que les systèmes CDMA conventionnels. 
Une autre architecture pour le MIMO-CDMA a été proposée dans (Choi et al., 2007). 
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L'architecture proposée sous le nom de « Antenna Partitioning » consiste à assigner 
à chaque usager présent dans le système une antenne et un code différents. Cette ar­
chitecture est conçue, selon les auteurs, dans le but d'accepter plus d'usagers dans le 
système avec l'utilisation de codes d'étalement non orthogonaux (une combinaison de 
codes pseudo-aléatoire et de codes orthogonaux de Walsh-Hadamard). Les auteurs uti­
lisent en plus de la séparabilité par étalement du spectre, une séparabilité spatiale afin 
de faciliter le plus possible la détection des signaux reçus au niveau des récepteurs. Deux 
types de récepteurs linéaires sont étudiés : le récepteur ZF (estimation par forçage à 
zéro) et le récepteur MM8E (estimation par erreur quadratique moyenne minimale). Les 
antennes de la station de base sont affectées aux usagers suivant deux politiques selon la 
connaissance ou non des états des canaux des usagers au niveau de la station de base. 
Dans le cas où la B8 ne dispose d'aucune information sur l'état du canal, ses antennes 
seront affectées aléatoirement aux usagers lors de la phase d'initiation des appels. Cette 
affectation reste inchangée durant tout l'appel et elle est appelée affectation statique. 
Dans le cas où la station de base est en possession des informations sur les canaux des 
différents usagers, elle pourra affecter à chaque usager l'antenne qui maximise son rap­
port signal sur bruit plus interférence (8INR). Cette affectation est appelée dynamique 
puisqu'elle change avec le temps. Les auteurs démontrent que l'utilisation de plusieurs 
antennes au niveau de l'émetteur et/ou des récepteurs permet de servir un grand nombre 
d'usagers comparé à un système CDMA conventionnel. Les auteurs montrent aussi que 
l'affectation dynamique des antennes donne de meilleurs résultats que celle statique, et 
plus particulièrement pour un grand nombre d'antennes au niveau de la station de base. 
Ceci démontre l'importance d'avoir une information sur l'état de canal au niveau de la 
station de base. 
Une étude similaire à celle présentée dans (Choi et al., 2007), utilisant une détection 
conjointe (joint detection) au lieu d'utiliser des récepteurs linéaires a été présenté dans 
(Dai et al., 2004). Ce dernier est arrivé à la même conclusion prouvant la supériorité des 
systèmes MIMO-CDMA par rapport aux systèmes CDMA conventionnels. La plupart 
des autres travaux se sont focalisés soit sur la réduction de la probabilité d'erreur (Choi 
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et al., 2003) ou sur l'augmentation du débit global du système (Mudulodu et Paulraj, 
2000). 
Les systèmes MIMO-CDMA étudiés jusqu'à présent ne supposent pas de précodage 
au niveau de la station de base. La plupart des travaux présentent une élimination d'in­
terférences au niveau des récepteurs. Dans le chapitre suivant, nous présentons un système 
MIMO-CDMA qui utilise le ZFBF comme technique de précodage. L'utilisation de la di­
mension de code, en plus de celle spatiale, introduit une grande complexité dans les 
algorithmes d'ordonnancement pour le ZFBF. La tâche de sélection des usagers à servir 
est ainsi plus compliquée et nécessite la conception d'heuristiques améliorées. 
CHAPITRE III 
ALGORITHMES D'ORDONNANCEMENT POUR LE MIMO-CDMA 
AVEC ZFBF 
Le principal défi des systèmes multiusagers est celui de contrer le problème des in­
terférences mutuelles entre les usagers. Dans un système MIMO-CDMA, ce problème 
est encore plus important à cause de l'utilisation de plusieurs antennes pour réaliser un 
multiplexage spatial ainsi que l'étalement du spectre par différents codes. Nous avons 
vu dans le chapitre précédent que l'utilisation d'une technique de formation de faisceau 
tel que le zero forcing beamforming permet au système MIMO-multiusagers d'éliminer 
complètement les interférences. Ainsi, la tâche de détection des signaux au niveau des 
usagers est rendue beaucoup plus simple. Cependant, le ZFBF dépend fortement de l'al­
gorithme d'ordonnancement utilisé. Ce dernier doit présenter un bon compromis entre 
complexités des calculs et performances système surtout que la solution optimale pour 
l'ordonnancement dans le ZFBF est reconnue comme très complexe (Yoo et Goldsmith, 
2006). Dans ce chapitre, nous proposons une nouvelle architecture de systèmes multiusa­
gers, combinant le MIMO-CDMA avec la technique de transmission ZFBF. Dans un tel 
système, le problème d'ordonnancement est encore plus motivant à cause de la grande 
complexité de la technique optimale (la recherche exhaustive). Nous proposons deux 
algorithmes d'ordonnancement pour les systèmes MIMO-CDMA utilisant une transmis­
sion ZFBF avec comme objectif la maximisation du débit somme (sum rate) global du 
système. Nous adoptons pour cela une approche basée sur la théorie des graphes. Ainsi, 
les algorithmes présentés ont une complexité algorithmique très réduite et leurs perfor­
mances approchent beaucoup les solutions optimales comme démontré par les résultats 
des simulations. 
3.1 Modèle du système 
Nous considérons un trafic descendant (station de base vers les usagers) dans une 
cellule où une seule station de base tente de servir K usagers. Chaque usager est muni 
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d'une seule antenne tandis que la station de base est équipée de M antennes avec M ~ K. 
La structure du système considéré est illustrée dans la figure 3.1. Il est à noter que la 
majorité des appareils mobiles, à cause de leur taille et de leur faible puissance, sont 
souvent équipés d'une seule antenne ce qui rend notre modèle très proche de la réalité. 
En plus, il est facile de déployer plusieurs antennes au niveau des stations de base où 
l'essentiel de l'intelligence et des traitements peut être mis en oeuvre. Toutefois, le modèle 
présenté peut facilement être adapté pour inclure des usagers ayant plusieurs antennes, 
de même que les algorithmes proposés par la suite. 
Nous supposons que le temps est découpé en plusieurs cases (intervalles de temps) 
(TS) et que la décision de l'ordonnanceur sera prise pour chaque intervelle. Les coefficients 
d'évanouissement du canal entre les différents usagers et les M antennes de la station 
de base sont supposés fixes pour toute la durée d'un intervalle de temps. Ce dernier 
correspond à la transmission d'un paquet de données. Ces coefficients sont parfaitement 
connus au niveau de la station de base et sont considérés comme des variables complexes 
indépendantes et identiquement distribuées (i.i.d.) suivant une distribution gaussienne 
de moyenne nulle et de variance uni taire. Notons par hdk = l, ... , K) le vecteur de 
dimension M x 1 représentant les M coefficients du canal entre le k - ième usager et les 
antennes de la station de base. 
~ 
Zero forcing ;/~ Ordonnanceur beam . ~ 
'--_...--_J---I----OO-1.._f_o_rm.,......in_g--l M '"""~  
c~ 
Feed-back CS! (H) 
FIG. 3.1: Structure du système MIMO-CDMA 
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Nous supposons qu'il existe toujours des données, au niveau des files d'attente de 
la station de base, pour les usagers choisis par l'algorithme d'ordonnancement. Ainsi, 
la décision de l'algorithme proposé ne sera pas influencée par un manque de données à 
transmettre. 
L'algorithme d'ordonnancement au niveau de la station de base se chargera dans un 
premier temps de sélectionner au plus N ensembles indépendants d'usagers où N est le 
nombre de codes disponibles pour l'étalement de spectre. Chaque ensemble ou groupe 
(noté par (n, n = 1, ... , N) est formé par des usagers qui se verront assigner le même code 
et qui vont être servis pendant l'intervalle de temps courant. Notons par Cn le vecteur 
1 x C représentant le code utilisé pour l'étalement de spectre au niveau du n-ième groupe 
d'usagers (n où C indique le facteur d'étalement ou processing gain. Dans une seconde 
étape, la station de base divise la puissance disponible entre les usagers ordonnancés et 
emploie par la suite une méthode de transmission avec formation de faisceaux pour servir 
chaque groupe d'usagers. 
Le signal reçu au niveau des K usagers actifs durant une période de transmission d'un 
symbole est donné par la matrice Y de dimension K x C comme suit: 
HS+Z (3.1) 
a.vec Yk (k = 1, ... ,K) représentant le vecteur du signal étalé reçu au niveau du k - ième 
usager, H la matrice de dimension K x M formée par les vecteurs des coefficients de 
canal hk, S la matrice de dimension NI x C représentant les signaux transmis à partir des 
différentes antennes de la station de base vers les K usagers, et Zk est la matrice de bruit 
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additif dont les coefficients sont des variables complexes indépendantes et identiquement 
distribuées (i.i.d.) suivant une distribution gaussienne de moyenne nulle et de variance 
0"; unitaire. Le vecteur Sm, m = 1, ... , M ayant une dimension 1 x C représente le signal 
étalé et transmis à partir de la m - ième antenne de la station de base durant la période 
de transmission d'un symbole. 
La puissance de transmission disponible au niveau de la station de base durant la 
période de transmission d'un symbole est fixée à P. Nous désignons par Pk et P n les 
puissances de transmission allouées au k - ième usager et aux usagers appartenant au 
groupe (n, respectivement. Ainsi, nous obtenons: 
N N 
P=LPn=LLPk ' (3.2) 
n=l n=l kE(n 
La notation k E (n est utilisée dans ce document afin d'indiquer que le k-ième usager 
appartient au groupe d'usagers (n. De plus, notons par Sn la matrice dont les lignes 
correspondent aux signaux transmis en direction des usagers appartenant au groupe (n. 
Ainsi, la matrice Sn est donnée par l'équation suivante: 
Sn = L j'P;.WkCnXk (3.3) 
kE(n 
avec Wk représentant le vecteur poids pour la formation de faisceau de dimension M x 1 
correspondant au k - ième usager et Xk le symbole à transmettre au même usager. 
Ainsi, la matrice S représentant les signaux transmis à partir des IvI antennes de la 
station de base est donnée par la somme des matrices Sn pour n = 1, ... , N : 
N N 
S = L Sn = L L j'P;.WkCnXk (3.4) 
n=l n=l kE(n 
Supposant que l'usager k utilise le n - ième code, le signal reçu au niveau de cet 
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usager s'écrit comme suit: 
Yk = hr j15';w kcn x k + L hr JPjWjCnXj 
jE(n, j# 
N 
+ L L hr JPjWjCiXj + Zk (3.5) 
l=l,li'njE(1 
Le deuxième terme dans l'équation (3.5) correspond aux interférences provoquées par 
les usagers utilisant le même code d'étalement; tandis que le troisième terme de la même 
équation représente les interférences produites par les usagers appartenant aux autres 
groupes. 
Dans le but d'éliminer les interférences entre les usagers du même groupe (i.e. le 
deuxième terme dans l'équation (3.5), la station de base emploie la technique de transmis­
sion ZFBF (voir Section 2.3.3.2). Ainsi le nombre d'usagers présents dans chaque groupe 
ne pourra pas excéder M, le nombre d'antennes de la station de base (card((n) :S M où 
cardO désigne le nombre d'éléments dans un ensemble). Soit H(n la matrice formée par 
les coefficients des canaux des usagers appartenant au groupe (n' Les lignes de H(n sont 
notées h~:), où h~:) correspond au vecteur des coefficients de canal de l'usager k E (n' Par 
conséquent, nous calculons pour chaque ensemble d'usagers (n, n = 1, ... , N la matrice 
des poids de transmission correspondante W (n par une simple pseudo-inversion de la 
matrice de canal H(n' telque W(n = H[n (H(nH[J-1. La k - ième colonne de la matrice 
W(n notée par w~:) s'écrit de la façon suivante (Paulraj, 2003) : 
(3.6) 
avec h~~k) représentant la kième colonne de la matrice pseudo inverse de H(n et la notation 
IIIIF représente la norme de Frobenius qui est égale à la racine carrée de la somme des 
carrées de tous les élements de la matrice. 
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Nous supposons que la station de base utilise des codes d'étalement orthogonaux. Il 
est à noter qu'il existe plusieurs sortes de codes orthogonaux. Les signaux étalés par le 
biais de différents codes sont supposés arriver parfaitement orthogonaux au niveau des 
stations mobiles réceptrices. Cette supposition est largement utilisée dans les études de 
performances théoriques d'un système CDMA. Toutefois, elle est difficilement réalisable 
dans la pratique. Elle nous permet de simplifier les analyses. Les performances données 
dans nos études représentent une borne supérieure pour les systèmes plus pratiques. 
L'invalidité de cette supposition sera discutée dans un travail futur. Ainsi, dans le cas 
où la supposition est vraie, les interférences produites par les usagers appartenant à des 
groupes différents vont être éliminées en se servant d'un code différent en pour chaque 
groupe (n. Le troisième terme dans l'équation 3.5 est par conséquent éliminé et le signal 
reçu au niveau de chaque usager sera altéré uniquement par le bruit additif. L'équation 3.5 
peut s'écrire comme suit: 
(3.7) 
Le débit somme maximal de chaque groupe d'usagers (n est donné par la somme des 
débits individuels des usagers appartenant à ce groupe. Il est calculé comme suit: 
(3.8) 
La maximisation du débit somme revient à trouver la répartition optimale de puis­
sance entre les usagers du groupe. Les proportions de puissances optimales Pk,opt pour les 
usagers du groupe (n peuvent être trouvées en appliquant l'algorithme du Water filling 
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vu dans la Section 1.1.2.3. L'équation de l'algorithme est donnée par: 
(3.9) 
où J.L est la solution de I: (J.L - Ilw~~) 11 2 ) = Pn . 
kE(n 
Pour des besoins de simplicité, on suppose qu'une répartition égale de puissance est 
appliquée entre les différents codes. Ainsi, la station de base sert chaque groupe avec la 
même proportion de puissance, c.-à-d. Pn = ~, n = 1, ... , N. 
Le débit somme global du système est donné par la somme des débits des groupes 
d'usagers servis par la station de base. Il s'écrit comme suit: 
N 
RTot = LR(n (3.10) 
n=l 
Le choix des usagers à servir ainsi que leur répartition sur les groupes constitue un 
facteur important pour la maximisation du débit somme global du système. La solution 
optimale à ce problème de maximisation est donnée par une recherche exhaustive entre 
toutes les répartitions possibles. Cependant, cette solution est très coûteuse du point de 
vue complexité. Donc, la conception d'une solution heuristique sacrifiant le moins possible 
des performances du système s'impose. D'un autre côté, les auteurs de (Yoo et Goldsmith, 
2006) ont démontré que si les usagers appartenant au même groupe possèdent des vecteurs 
de canal presque orthogonaux le débit du groupe est maximisé. En nous basant sur ce 
résultat, nous développons deux algorithmes heuristiques utilisant la théorie des graphes 
dans le but de trouver les gJ;oupes des usagers qui approchent le sum débit somme optimal 
du système. 
Avant de décrire les algorithmes d'ordonnancement proposés, nous allons procéder à 
une introduction des principes de base de la théorie des graphes. Il est à noter que nous 
utilisons cette théorie pour bâtir nos algorithmes d'ordonnancement. 
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3.2 La théorie des graphes 
La théorie des graphes constitue de nos jours une discipline à part entière dans le do­
maine des mathématiques. Elle permet de représenter divers problèmes dans des champs 
de recherches variés à l'aide de structures de données simples: les graphes. Ainsi, on peut 
transposer un problème souvent compliqué en un problème de graphes ayant une solution 
heuristique ou exacte connue. La majorité des recherches effectuées dans le domaine de la 
théorie des graphes sont menées par des informaticiens à cause de l'aspect algorithmique 
des problèmes rencontrés. Le domaine des réseaux de communication fait souvent appel à 
cette théorie pour résoudre plusieurs de ses problèmes tels que l'allocation des ressources, 
l'ordonnancement, etc. 
3.2.1 Les graphes 
Un graphe simple G = (V, E) est composé de deux ensembles: V appelé ensemble de 
sommets et E appelé ensemble d'arêtes. L'ensemble E est une partie de l'ensemble [V]2 
des parties à deux éléments de V. Lorsque a = {u, v} E E, on dit que a est l'arête de G 
ayant comme extrémités u et v. On dit aussi que les deux sommets u et v sont adjacents 









On dit que C' = {V', E'} est un sous graphe de C = {V, E} si et seulement si V' ç V 
et E' ç E l'ensemble des arêtes reliant les sommets de V'. En d'autres mots, le sous 
graphe C' est obtenu en enlevant un ou plusieurs sommets de l'ensemble V, ainsi que la 
totalité des arêtes formées par ces sommets. 
On dit que C = {V, E} est un graphe valué si à chaque sommet dans V est associée 
un nombre réel positif ou négatif. On appelle ce nombre une valuation ou un poids. 
On dit que C = {V, E} est un graphe orienté si chaque arête dans E contient une 
extrémité initiale et une autre finale. Dans ce cas, on appelle l'ensemble E un ensemble 
d'arcs. Nous utilisons dans la suite des graphes non orientés, donc l'ordre des deux som­
mets qui forment l'arête n'est pas important. 
On dit qu'un sous-ensemble S c V est stable si est seulement s'il n'est composé que 
des sommets non adjacents deux à deux. 
3.2.2 Problème de coloration des sommets 
Soit un graphe non orienté et non valué C = {V, E}. Une coloration des sommets 
Cv du graphe C (voir figure 3.3) consiste à affecter une couleur à chaque sommet de G 
tel que chaque deux sommets adjacents se voient assigner une couleur différente. Autre­
ment dit, colorer les sommets d'un graphe C par k (on dit que C est k-colorable) est 
équivalent à répartir ses sommets en k sous-ensembles stables. Le problème peut aussi 
être mathématiquement formulé comme suit: 
Trouver Cv : V --> N
 
tel que si (u, v) E C Alors Cv(u) i- Cv(v)
 
Il a été prouvé que le problème de coloration des sommets d'un graphe quelconque 
tel que le nombre de couleurs utilisé soit minimal (voir figure 3.3.b) est un problème 
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NP-difficile (Garey et al., 1974). Ainsi, la complexité de ce problème est très élevé et il 
n'existe jusqu'à présent aucun algorithme fournissant une solution exacte dans un temps 
polynomial. Plusieurs travaux (Brelaz, 1979), (Costa et Hertz, 1997) ont proposés des 
algorithmes heuristiques ou métaheuristiques qui tentent de trouver une solution à ce 
problème dans un temps de calcul raisonnable. 
1 1 
FIG. 3.3: Exemples de la coloration des sommets d'un graphe: (a) Coloration avec le 
nombre minimal de couleurs (gauche), (b) Coloration possible mais non minimale (droite) 
3.2.3 Problème du sous-graphe k-colorable à poids maximal 
Soient un graphe valué et non orienté C = {V, E} et k un nombre entier non nul. On 
associe à chaque sommet v dans V un poids positif av. Le problème de sous-graphe k­
colorable à poids maximal consiste à trouver un sous-graphe C' = {V' c V, E'} de C, tel 
qu'il existe une coloration des sommets de C', Cv' en utilisant k couleurs et en maximisant 
la valeur Z av (voir la figure 3.4). Le problème peut aussi être mathématiquement 
vEV' 
formulé comme suit: 
Trouver V' ç V 
tel que :lCv' avec k couleurs et max Z av 
v' vEV' 
Les auteurs de (Yannakakis et Gavril, 1987) ont montré que le problème du sous­
graphe k-colorable à poids maximal est aussi NP-difficile et la littérature ne propose 




FIG. 3.4: Exemple d'un sous-graphe 2-colorable à poids maximal: V' = {A,B,E,F} 
3.3 L'ordonnancement 
3.3.1 La formulation du problème 
Le système de communication MIMO-CDMA décrit dans la Section 3.1 peut être 
modélisé par un graphe qu'on appellera le graphe système. Ce graphe ressemble à celui 
donné dans (Yoo et Goldsmith, 2005) et il pourra être obtenu comme suit: Chaque 
sommet Vi dans le graphe correspond à un usager actif i (prêt à être servis) dans le 
système. Il existe une arête (Vi, Vj) entre les deux sommets Vi et Vj si et seulement si 
l'inégalité suivante est respectée 
(3.11) 
Autrement dit, une arête existe si les vecteurs des canaux des deux usagers i et j 
ne sont pas E-orthogonaux où E est une constante qui représente le seuil d'orthogonalité 
(ou le degré d'orthogonalité) prenant une valeur entre 0 (parfaitement orthogonaux) et 
1 (parallèles). Chaque sommet Vi dans le graphe a un poids non négatif ai égal au gain 
du canal de l'usager correspondant Ilhil12. Ce gain nous renseigne sur la qualité du canal 
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de l'usager et le débit que le canal pourra ainsi supporter. 
Il est maintenant clair que le problème d'ordonnancement permettant de trouver les 
meilleurs groupes d'usagers à servir dans le système de communication sans fil MIMO­
CDMA introduit dans la Section 3.1 est équivalent à celui de trouver une solution, la 
plus exacte possible, au problème du sous-graphe k-colorable à poids maximal du graphe 
système. Le nombre de codes correspond exactement au nombre de couleurs dont on dis­
pose. Le problème de la théorie des graphes équivalent est NP-difficile, donc la meilleure 
solution qui minimise la complexité de calcul sans s'éloigner de la solution exacte ne 
pourra être atteinte qu'avec l'utilisation d'une heuristique. Nous présentons dans la sec­
tion suivante deux algorithmes heuristiques à ce problème. 
Il est à noter que le fait que les groupes d'usagers sélectionnés par l'algorithme d'or­
donnancement ne sont pas parfaitement orthogonaux causera une certaine perte dans le 
débit du système. La valeur du seuil d'orthogonalité E influence assez considérablement 
l'importance de cette perte. Par conséquent, le choix de E est limité par deux contraintes: 
(i) le nombre limité d'usagers qui peuvent être choisi dans chaque groupe et (ii) la pénalité 
en débit permise pour chaque groupe. En d'autres mots, une grande valeur de E pourra 
violer la première contrainte (card((n) < M) (celle imposée par l'utilisation du ZFBF) 
vu que nous serons moins exigeants en termes d'ortogonalité, tandis qu'une petite valeur 
de E donnera des groupes avec un nombre d'usagers très réduit. La valeur de E qui sera 
utilisée par la suite dans ce document sera très proche de l'optimal et elle est trouvée au 
moyen de simulations. 
3.3.2 Les algorithmes d'ordonnancement 
Nous avons vu dans la section précédente que le problème d'ordonnancement qui 
essaye de choisir les meilleurs groupes d'usagers pendant chaque intervalle de temps se 
réduit à un problème connu de la théorie des graphes. Ce problème étant NP-difficile, 
nous présentons dans cette section deux algorithmes heuristiques ayant une complexité 
informatique très réduite, à savoir, l'algorithme à coloration complète et l'algorithme 
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glouton (Greedy Algorithm). 
3.3.2.1 L'algorithme à coloration complète 
L'algorithme dit à coloration complète prend comme données d'entrée la matrice 
complète des coefficients de canal H que nous avons supposée fixe et parfaitement connue 
au niveau de la station de base via un feed-back à partir de tous les usagers. L'algorithme 
a besoin aussi du nombre de codes d'étalement de spectre disponibles N. Ce nombre est 
fixe et ne peut dépasser une certaine limite puisqu'on utilise des codes orthogonaux. L'al­
gorithme se sert aussi de la constante E, représentant le seuil d'orthogonalité, qui influence 
directement le débit global du système et qui doit prendre différentes valeurs selon les 
paramètres M (antennes) et K (usagers). L'algorithme commence par la construction du 
graphe système G = (V, E) avec V l'ensemble des sommets (usagers) et E l'ensemble des 
arêtes tel qu'expliqué dans la Section 3.3.1. Rappelons qu'il existe une arête entre deux 
usagers donnés si et seulement si leurs coefficients de canal vérifient l'équation (3.11). 
Après la construction du graphe système, l'algorithme effectue une coloration complète 
de G (tous les sommets de G doivent être colorier) en utilisant le nombre minimal de 
couleurs, et ceci, par l'application de l'un des algorithmes heuristiques présentés dans 
la littérature (Brelaz, 1979). Ceci crée un nombre donné (corresponds au nombre de 
couleurs utilisé) de sous-ensembles stables de G. Les sous-ensembles correspondent exac­
tement aux groupes d'usagers pouvant être servis pendant l'intervalle de temps courant. 
Les usagers appartenant au même groupe subissent une très faible interférence entre eux 
à cause de la quasi-orthogonalité de leurs coefficients de canal. Il est à noter que plus la 
valeur de t: est grande, plus on aura d'usagers dans les groupes ce qui rendra l'impact 
des interférences plus important. Ceci mènera à une dégradation des performances du 
système en termes de débit somme. 
Une fois que les usagers sont répartis dans plusieurs groupes, l'algorithme d'ordonnan­
cement trie les groupes obtenus dans un ordre décroissant selon les sommes des poids (le 
débit somme du groupe) de leurs usagers. L'algorithme choisit par la suite les premiers N 
47 
TAS. 3.1: L'algorithme à coloration complète 
Input: La matrice du canal H, le seuil 
d'orthogonalité E et le nombre de codes N. 
Étape 1: Construire le graphe système G = (V, E) 
en utilisant H et E comme décrit dans la. Section 3.3.1. 
Étape 2: Effectuer une coloration complète de G en 
utilisant un algorithme de coloration minimale. 
Étape 3: Trier les groupes obtenus en un ordre décroissant 
selon la somme de leurs poids, les groupes pour 
le ZFBF sont donnés par les N premiers groupes. 
groupes (c.à.d. ceux ayant les débit somme les plus élevés) et affecte à chacun des groupes 
un code orthogonal différent. Dans le cas où on obtient moins de N groupes, l'algorithme 
sélectionne tous les groupes disponibles. Il n'utilisera pas tous les codes disponibles est 
la puissance de la station de base sera divisée sur le nombre de groupes existants. 
La nature de la technique du ZFBF limite le nombre maximal d'usagers permis dans 
un groupe à M, le nombre d'antennes de la BS. Cependant, l'algorithme peut fournir des 
groupes avec un nombre d'usagers excédant NI. Dans ce cas, la station de base aura à 
servir uniquement les NI usagers ayant les meilleurs gains de canal dans chaque groupe. 
Toutefois, une valeur presque optimale de E réduit considérablement la probabilité d'avoir 
plus que M usagers par groupe. 
Le résumé de l'algorithme à coloration complète est donné par le tableau 3.1. 
3.3.2.2 L'algorithme glouton (Greedy Algorithm) 
Cet algorithme utilise les mêmes données d'entrée que l'algorithme précédent, à savoir 
la matrice complète des coefficients du canal H, le seuil d'orthogonalité E et le nombre des 
codes orthogonaux disponibles pour l'étalement du spectre N. Après l'étape de construc­
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tion du graphe système G = (V, E), l'algorithme trie les sommets de G dans un ordre 
décroissant selon leurs poids (correspondants aux gains des canaux des différents usagers). 
TAB. 3.2: L'algorithme glouton 
Input: La matrice du canal H, le seuil 
d'orthogonalité E et le nombre de codes N. 
Étape 1 : Construire le graphe système G = (V, E) 
en utilisant H et E comme décrit dans la Section 3.3.l. 
Étape 2 : Trier les sommets dans V dans un ordre décroissant 
selon leur poids. 
Initialiser: i = 1 
Étape 3 : Initialiser l'ensemble (i en choisissant le sommet 
v à partir de V ayant le plus grand poids. 
Étape 4 : Éliminer v de V, et mettre dans (i le plus grand 
sommet non adjacent à tous les sommets existants déjà dans (i 
et l'enlever de V. 
Répéter l'étape 4 jusqu'à se que tous les sommets dans V 
soient adjacents à ceux dans (i (ou jusqu'à avoir 
M sommet dans (i) et aller à l'étape 5. 
Étape 5 : si (i < N and V =1= 0) alors i f- i + 1 et 
aller à l'étape 3. 
Sinon l'émetteur ZFBF dispose au plus de ses N groupes. 
L'algorithme d'ordonnancement utilise une méthode gloutonne pour colorier le graphe 
et ainsi construire les groupes des usagers. À chaque itération, il décide de l'usager qui sera 
ajouté dans le groupe courant sans jamais revenir sur cette décision pendant les itérations 
suivantes, d'où son appellation de glouton ou vorace (greedy). Au début, l'algorithme 
commence par construire le premier groupe (\, il choisit le meilleur sommet (usager) dans 
V, le premier de la liste triée, et le supprime de V en le mettant dans (1. Deuxièmement, 
l'algorithme sélectionne le sommet ayant le plus grand poids parmi tous les sommets qui 
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existent encore dans V à condition qu'il ne soit pas adjacent à l'usager déjà présent dans 
(1. L'algorithme choisit par la suite le meilleur sommet (s'il existe un) non-adjacent à 
ceux qui existent déjà dans (1. La même opération est refaite jusqu'à ce qu'il n'y ait 
aucun usager dans V non-adjacent aux usagers déjà présents dans (1 ou jusqu'à ce que 
card((d atteigne M. À chaque fois qu'on sélectionne un usager, ce dernier est éliminé 
de V et mis dans (1. En suivant exactement les mêmes étapes, l'algorithme construit les 
autres groupes ((2, (3 et ainsi de suite) tout en modifiant l'ensemble V à chaque itération. 
L'algorithme se termine quand il réussit à construire les N groupes d'usagers ou quand 
V devient vide. Par conséquent, la station de base aura au plus N groupes d'usagers et 
affectera par la suite un code d'étalement orthogonal à chacun d'entre eux. 
Le résumé de l'algorithme glouton est donné par le tableau 3.2. 
3.4 Résultats numériques 
Dans cette section, nous procédons à l'analyse des performances des deux algorithmes 
proposés en termes de débit somme maximal que le système peut atteindre en les em­
ployant. Nous comparons au moyen de simulations les résultats obtenus par l'application 
des deux heuristiques à des résultats optimaux donnés par une recherche exhaustive parmi 
toutes les combinaisons possibles de groupes d'usagers. Notons que malgré l'optimalité de 
la recherche exhaustive, elle reste considérée comme une borne supérieure pratiquement 
hors d'atteinte. 
Dans la figure 3.5, nous traçons le débit somme de l'algorithme glouton proposé dans 
la section précédente en faisant varier la valeur du seuil d'orthogonalité é. Le débit somme 
pour toutes les figures est donné en bits par secondes par utilisation du canal. Ceci est 
justifié par le fait que nous utilisons une technique d'étalement de spectre dans le CDMA 
et que chaque code est étalé sur un canal. La figure 3.5 est obtenue en considérant un 
système MIMO-CDMA où une station de base disposant d'un nombre limité de codes 
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FIG. 3.5: Débit somme vs Epour un système MIMO-CDMA où une station de base ayant 
quatre antennes/quatre codes sert 20 usagers 
Nous avons tracé deux courbes: une pour le cas où la station de base est équipée de deux 
antennes émettrices et une autre pour le cas de quatre antennes. Nous observons que cha­
cune des deux courbes possède un seul maximum (différent pour chaque courbe) atteint 
pour une valeur différente de E. En effet, pour M = 2 la valeur optimale (correspondant 
au maximum du débit somme) du seuil d'orthogonalité est égale à 0,5, tandis que pour 
NI = 4, nous avons trouvé E = 0,375. Nous pouvant conclure que la valeur optimale 
de E dépend du nombre d'antennes au niveau de la station de base, donc du nombre 
maximal d'usagers permis par groupe. Nous constatons que pour des petites valeurs de 
E, inférieures à la valeur optimale, l'algorithme glouton ne trouve pas beaucoup d'usagers 
E-orthogonaux et a ainsi tendance à former des petits groupes, ce qui explique les valeurs 
assez petites du débit. D'un autre côté, quand la valeur de Eest assez grande comparée à 
sa valeur optimale, le débit somme est de plus en plus petit puisque l'algorithme construit 
des groupes formés d'usagers souffrant d'un grand degré d'interférence. Pour les figures 
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qui suivent, nous utilisons la valeur optimale de E. 
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FIG. 3.6: Débit somme vs SNR pour our un système MIMO-CDMA où une station de 
base ayant deux antennes/quatre codes sert huit usagers 
La figure 3.6 montre les performances, en termes de débit somme, de l'algorithme glou­
ton comparées à celles d'une recherche exhaustive en faisant varier le rapport signal/bruit 
(SNR) de deux à 22 dB. Les simulations sont faites pour un système MIMO-CDMA où 
une station de base équipée de deux antennes de transmission tente de servir dix usagers 
présents dans le système. La BS dispose de deux codes (les courbes inférieures) ou quatre 
codes (les courbes supérieures) orthogonaux pour l'étalement du spectre. Rappelons que 
la valeur du seuil d'orthogonalité est optimale. En termes de rapport signal sur bruit, les 
performances de l'algorithme proposé nécessitent approximativement 0,5 dB (voir moins) 
pour égaliser la valeur optimale issue de la recherche exhaustive. Nous pouvons observer 
que l'algorithme glouton approche considérablement le débit somme atteint par la re­
cherche exhaustive. En effet, notre algorithme atteint plus de 95% des performances de 
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FIG. 3.7: Débit somme vs Nombre d'usager pour un système MIMO-CDMA avec une 
station de base ayant deux ou quatre antennes et quatre codes 
Dans la figure 3.7, nous traçons les performances du système, toujours en termes de 
débit somme, pour les deux algorithmes proposés, à savoir l'algorithme glouton et celui 
à coloration complète. Les performances optimales de la recherche exhaustive sont aussi 
tracées en variant le nombre des usagers à servir dans le système. Nous prenons une sta­
tion de base équipée de deux antennes (les courbes inférieures) ou quatre antennes (les 
courbes supérieures) et nous supposant qu'elle dispose de quatre codes pour l'étalement 
du spectre. Dans cette figure nous pouvons voir clairement l'effet de la diversité multiusa­
gers. En effet, le débit somme du système augmente en faisant uniquement augmenter le 
nombre d'usagers sans avoir à ajouter plus de ressources système. D'un autre côté, nous 
remarquons que l'algorithme glouton est plus performant que celui à coloration complète 
quand on augmente le nombre d'usagers au-delà de dix. Ceci peut être expliqué par le fait 
que le premier algorithme est mieux adapté au système contenant un nombre d'usagers 
relativement grand puisqu'il peut tirer plus de profits de la diversité multiusagers. II a 
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tendance à favoriser les usagers ayant des gains de canal plus grands. Nous observons aussi 
que la petite différence qui existe entre l'algorithme glouton et la recherche exhaustive 
reste pratiquement inchangée pour toutes les valeurs de K présentées. Cette différence a 
même une tendance à se rétrécir. Il est à noter que l'algorithme glouton extrait à peu près 
le même degré de diversité multiusagers avec une très grande réduction de la complexité 
algorithmique, comparé à la recherche exhaustive surtout pour les grands nombres d'usa­
gers. La complexité de calcul de la recherche exhaustive étant extrêmement grande pour 
des valeurs de K supérieures à 18 pour M = 2 et K supérieure à douze pour M = 4 nous 
étions dans l'incapabilité de compléter les courbes. 
CONCLUSION 
Dans ce mémoire, de nouveaux algorithmes d'ordonnancement pour les systèmes 
MIMO-CDMA utilisant la formation de faisceau par forçage à zéro (zero forcing beam­
forming) comme technique de transmission ont été présentés. Dans la première partie de 
ce document, nous avons présenté une introduction aux systèmes MIMO afin de montrer 
les avantages que peuvent proposer ce genre de systèmes. Les principaux résultats de 
la théorie de l'information permettant de calculer la capacité des systèmes MIMO ont 
été couverts. Ces résultats ont permis de conclure que l'emploi de plusieurs antennes à 
l'émission et/ou à la réception permet une augmentation linéaire de la capacité avec le 
minimum de ces deux nombres d'antennes et ceci sans avoir à augmenter ni la bande 
passante ni la puissance d'émission. Par la suite, nous avons donné une brève description 
des principales techniques de transmission qui permettent d'approcher cette capacité, à 
savoir, le codage spatio-temporel. 
Nous avons consacré la deuxième partie de ce mémoire aux systèmes de commu­
nication multiusagers. Dans un premier temps, nous avons présenté les trois principales 
techniques d'accès multiple: le FDMA, le TDMA et le CDMA. Nous avons fourni une des­
cription de chacune de ces techniques ainsi que ses principaux avantages et inconvénients 
tout en nous concentrons sur le CDMA. Deuxièmement, nous avons décrit les systèmes 
MIMO-multiusagers, leur région de capacité et la manière avec laquelle elle peut être at­
teinte. Cette notion étant très complexe, on fait souvent appel à la notion de débit somme. 
Par la suite, nous avons défini la notion de diversité multiusagers et sa relation avec les 
algorithmes d'ordonnancement. Nous avons aussi fourni un survol des principaux travaux 
dans le domaine d'allocation des ressources dans les systèmes MIMO-multiusagers. Le défi 
majeur de ce type d'algorithmes est de profiter au maximum des avantages des diversités 
spatiale et multiusagers (les deux en même temps), tout en ayant une complexité de calcul 
raisonnable. Deux techniques de transmission propres aux systèmes MIMO-multiusagers 
ont été détaillées. Elles nécessitent une parfaite connaissance des coefficients du canal au 
niveau la station de base. La première est le dirty paper coding qui constitue la manière 
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unique pour atteindre la région de capacité du MIMO-multiusagers. Cependant, elle reste 
très complexe et difficile à implémenter. La deuxième technique est le zero forcing beam­
forming qui malgré sa suboptimalité, constitue un bon compromis entre complexité et 
performances. Un état de l'art des algorithmes d'ordonnancement pour le MIMO-MU 
avec le ZFBF a été fourni. Finalement, un survol des travaux de recherches en relation 
avec le MIMO-CDMA a été présenté. 
La troisième partie de ce document décrit notre principale contribution. Elle présenté 
de nouveaux algorithmes d'ordonnancement conçus pour les systèmes MIMO-CDMA 
avec ZFBF. Une telle combinaison n'a pas été présentée avant dans la littérature. Dans 
un premier temps, nous avons présenté le modèle du système étudié. L'utilisation de la 
technique de ZFBF ainsi que l'emploi de codes orthogonaux dans le CDMA nous ont 
permis d'éliminer toutes les interférences entre les usages simultanément. Le problème 
qui restait à résoudre était un problème d'ordonnancement pour choisir dans chaque 
période de transmission les groupes d'usagers à servir. La solution à ce problème étant 
très complexe puisqu'il s'agit de tester toutes les combinaisons possibles en effectuant 
une recherche exhaustive, nous avons eu l'idée de faire appel à la théorie des graphes afin 
de concevoir des algorithmes heuristiques moins complexes et aussi performants. Nous 
avons modélisé le système MIMO-CDMA avec graphe et nous avons formulé le problème 
d'ordonnancement en une instance du problème de coloration des sommets du graphe. 
Nous avons ainsi proposé deux heuristiques permettant de résoudre le problème d'ordon­
nancement avec une complexité très réduite. 
L'évaluation des performances des algorithmes présentés a été faite par moyen de 
simulation et une comparaison avec l'algorithme optimal (la recherche exhaustive) a été 
présentée. Nous avons montré que les performances des algorithmes que nous proposons 
approchent énormément celles de la recherche exhaustive. Nous avons prouvé aussi par des 
résultats numériques que nos algorithmes tirent le même degré de diversité multiusagers 
que l'algorithme optimal donnant ainsi des résultats très proches de l'optimal. 
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-	 Travaux futurs: 
Nous présentons ici quelques propositions pour des travaux et des améliorations futurs 
en relation avec notre travail. 
•	 Introduire des imperfections dans le système et étudier leurs effets: 
- Étudier l'impact d'une estimation erronée du canal sur les performances des 
algorithmes présentés et proposer des améliorations pour contrer cet impact. 
-	 Vérifier l'effet de la corrélation entre les coefficients du canal sur les performances 
du système. 
• Supposer que les codes	 d'étalement utilisés ne permettent pas aux signaux des 
différents usagers d'arriver parfaitement orthogonaux au niveau des stations réceptrices. 
Cette supposition requiert une étude plus compliquée et les performances des algo­
rithmes performances dépendront fortement d'un facteur Ct, le facteur d'orthogo­
nalité. 
•	 Améliorer l'algorithme proposé en introduisant de nouvelles contraintes plus pra­
tiques tel que l'équité entre les usagers et la garantie de la qualité de service. Cette 
amélioration peut se faire en mettant à jour les poids des sommets dans le graphe 
système pour chaque nouvelle réalisation du canal. Par exemple, une équité à long 
terme pourrait être garantie en combinant les algorithmes proposés avec l'algo­
rithme de proportional fairness introduit dans (Viswanath et al., 2002). 
•	 Concevoir un algorithme basé sur une métaheuristique connue telle que les algo­
rithmes génétiques, ou les colonies de fourmis pour résoudre le problème de colo­
ration afin d'améliorer les performances des algorithmes gloutons utilisés. 
• Faire une étude analytique similaire à celle présentée dans (Choi et al., 2007) afin 
de trouver la probabilité d'indisponibilité pour un système MIMO-CDMA utilisant 
le zero forcing beamforming. 
APPENDICE A 
ALGORITHME WATERFILLING 
Cet appendice explique brièvement les différentes étapes et itérations de l'algorithme 
du waterfilling. Nous prenons le cas du calcul de capacité donné dans la Section 1.1.2.2. 
Toutefois, l'algorithme du waterfilling peut être appliqué dans plusieurs problème d'op­
timisation. Les équations du waterfilling étaient données comme suit 
opt _ ( Nt) +
ri - f..L - O'fp 
où f..L est la solution de l'équation 
1/ ( Nt)+L f..L- 0'2 = 1 
i=l ,P 
Soit p le compteur d'itérations que l'algorithme doit effectuer. On initialise le comp­
teur p à 1, et on calcule la valeur de la constante f..L comme suit 
Nt [ 11/-p+1 1]
f..L=--- 1+- L ­
/1 - P + 1 P i=1 O'f 
En utilisant la valeur de f..L trouvée par l'équation précédente, la proportion de puis­
sance allouée au ième sous canal est calculée en utilisant 
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FIG. 3.8: Schéma représentant une itération de l'algorithme du Waterfilling 
Si la proportion de puissance allouée au sous canal ayant le plus petit gain est négative, 
c.-à-d. III-p+l < 0, alors on écarte ce sous canal en mettant I~P+l à zéro. On procède 
à une nouvelle itération en incrémentant la valeur de p de 1. La répartition de puissance 
optimale est trouvée quand les proportions de puissance allouées à tous les sous canaux 
sont positives. La figure 3.8 donne le résultat d'une itération de l'algorithme où les sous 
canaux dépassant le niveau de la constante f.t seront écartés dans l'itération suivante. 
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