Abstract-This article presents a new multiple statepartitioning solution to the Bayesian smoothing problem in nonlinear high-dimensional Gaussian systems. The key idea is to partition the original state into several low-dimensional subspaces, and apply an individual smoother to each of them. The main goal is to reduce the state dimension each filter has to explore, to reduce the curse of dimensionality and eventual loss of accuracy. We provide the theoretical multiple smoothing formulation and a new nested sigma-point approximation to the resulting smoothing solution. The performance of the new approach is shown for the 40-dimensional Lorenz model.
I. INTRODUCTION
In general, we are interested in nonlinear Gaussian statespace models (SSM), which are expressed as
where x k ∈ R nx are the hidden states of the system, y k ∈ R ny the measurements at time k, f k−1 (·) and h k (·) are the nonlinear process and measurement functions, and both Gaussian noises are assumed to be independent. The Bayesian smoothing solution is given by the marginal distribution p(x k |y 1:N ), which gathers all the information about the state at time k given by the available measurements up to time N , y 1:N = (y 1 , . . . , y N ), with N ≥ k. A plethora of alternatives exist in the literature, among them the most popular for nonlinear Gaussian systems being the so-called sigma-point Kalman smoothers (SPKS) [1] - [4] . A well-known problem is the curse-of-dimensionality, that is, the computational complexity increase and associated performance degradation in high-dimensional systems [5] , [6] . A promising approach is the multiple state-partitioning framework [7] , [8] , which has been successfully applied using particle filters (MPFs) [9] and quadrature Kalman filters (MQKF) [10] , [11] .
We consider that (1) can be partitioned into S subspaces 1 ,
. . . (−s) is the vector of all elements in x except for x (s) . The dimension of each subspace n
The subspace process functions f (s) k−1 (·) can be different and the independent s-th subspace Gaussian process noise is v
. The main idea is to partition the original state in several subspaces, and apply a low dimensional individual filter to each subspace, directly reducing the dimension each filter must explore. In this approach, we are interested in the subspace marginal smoothed posterior, p(x (s) k |y 1:N ). In the multiple state-partioning framework, we make the approximation that the different subspaces are independent, which is typically accurate in applications such as multiple target tracking. Mathematically, this implies that the joint smoothing posterior is p(x
In this contribution we extend previous results on MQKF [11] to the smoothing problem, and propose a new nested sigma-point approximation to the smoothing marginal posterior integrals.
II. MULTIPLE GAUSSIAN SMOOTHING

A. Background on Multiple Gaussian Filtering
As done in standard Bayesian filtering, the s-th subspace posterior can be recursively computed in two steps: prediction and update. The marginal predictive and posterior distributions are p(x
x,k|k . For the sake of completeness we summarize the multiple Gaussian filter formulation [11] . In the prediction step, we compute the marginal subspace predictive distribution mean and covariancê
In the update step, the mean and covariance of the marginal subspace posterior are given by the KF equations [12] 
where the Kalman gain is K
. The predicted measurement, and both innovation and cross covariance matrices are computed aŝ
The problem reduces to the approximation of these integrals. Notice that there exists an interconnection among filters, which
, and the integration over the distributions p(x
Then, the S parallel filters should exchange information at every prediction and update steps. In [11] we proposed a nested quadrature-cubature approximation. Each filter used quadrature rules [13] to approximate the integrals related to the s-th subspace of interest, and cubature rules [14] to marginalize the subspaces x (−s)
, using the information provided by the other filters running in parallel. Notice that to further reduce the computational complexity, we could consider to share only the mean (point estimates) [10] , which implies that the approximation is
but not accounting for the estimation uncertainty may lead to divergence of the filter [11] .
B. Gaussian Smoothing
In the previous Section II-A, we summarized the Bayesian filtering solution within the multiple state-partitioning framework, but the goal is to obtain an estimate of the Gaussian smoothing posterior. In the problem under study, we consider a forward-backward smoother formulation [15] to obtain the marginal smoothing posterior, p(x k |y 1:N ), which is given by
The forward-backward smoothing [15] performs two filtering passes, that is, first a standard forward filtering from time k = 1 to N , and then, the backward filtering from k = N to 1, backwards in time. Notice that the predictive and filtering distributions in (10) may be obtained from the standard Bayesian filtering solution. At time k, if we assume that we know the filtering distribution, N x k ;x k|k , Σ x,k|k , and the predictive distribution, N x k+1 ;x k+1|k , Σ x,k+1|k , from the forward filtering, together with the smoothed density at k + 1, N x k+1 ;x k+1|N , Σ x,k+1|N , because the smoother is running backwards, then the analytical solution to the marginal smoothing posterior is given by [2] , [4] p(x k |y 1:
x,k+1|k and Σ k,k+1|k refers to the crosscovariance between x k and x k+1 .
C. General Multiple Gaussian Smoothing Formulation
We now consider the Bayesian smoothing problem within the multiple state-partitioning framework introduced in Section II-A. The original state is partitioned as in (3), and the smoother in charge of the s-th subspace approximates the smoothing distribution, p(x (s) k |y 1:N ). Using the Markovian properties of states, we have that p(x
k+1 , y 1:k ), and then we can obtain the conditional smoothing distribution of x
where, using the multiple state-partitioning filter approximation, p(x
The joint smoothing distribution is given by
k+1 |y 1:N ), which can be used to obtain the smoothing distribution of interest, p(x
The interconnection between different filters running in parallel is clear in the integrals (15) and (16), occurring at the marginalization integrals with respect to x
The problem is to recursively obtain the mean and covariance of the Gaussian smoothing distribution in (17) . In the following section, we propose to use a new nested sigma-point approximation of the general multiple Gaussian smoothing solution.
D. Smoothing Nested Sigma-point Approximation
Once the forward filtering update step is performed, at time k, the Gaussian smoothing solution is given by (12) and (13) , provided that we know the subspaces x (−s) k , thus avoiding to directly approximate the integral in (17) . In the backward filtering, the subspaces −s are needed to obtain the predicted states, f 
x,k|k , which are obtained from the rest of the filters. As proposed in [11] for the MQKF, we can build a nested sigma-point approximation of the marginalizations of subspaces −s. Similarly, we can follow the procedure to obtain the smoothed mean and covariance in the backward filtering step. In the sequel we detail the formulation. 1) Define two sets of sigma-points and weights:
where L s and L −s are set according to n
}, and the specific deterministic rule used for the approximation. Then transform the sigma-points to capture the corresponding mean and covariance:
2) Estimate the predicted subspace state, its prediction error covariance, and the cross-covariance aŝ
3) Estimate the smoothed subspace and covariancê
The new multiple SPKS (MSPKS) methodology proposed in this contribution uses a nested sigma-point approximation of the general multiple Gaussian forward-backward smoother. Notice that the smoother gain can be embedded into the prediction step of the forward filtering, then only Step 3) is performed in the backward recursion. The different filters running in parallel exchange the corresponding mean and covariance at every prediction and update steps. At time k = N , both filtering and smoothing estimates are the same, then the backward pass runs from time N − 1 to 1. Regarding the new nested sigma-point approximations to the multiple smoothing formulation, notice that several sigma-point approximations may be considered, namely, unscented sigma-points [16] , Gauss-Hermite quadrature points [17] , sparse-grid quadrature points [18] , or both 3rd-degree [14] and 5th-degree cubature points [19] .
III. COMPUTER SIMULATIONS
To show the performance of the proposed approach, we consider the 40-dimensional Lorenz model (Lorenz-96) [20] , a benchmark problem from the data assimilation literature. The measure of performance is the root mean square error over time, RMSE k , averaged over M = 100 independent trials, and the mean RMSE over N observations, MR = 1/N N k=1 RMSE k . The 40-dimensional state evolution is given by the following nonlinear differential equation
with i = 1, . . . , 40, and the convention that x(−1) = x(39),
is a forcing term, typically set to F (i) = 8, which causes a chaotic state evolution. We first discretize the differential equation (18) using a Runge-Kutta method (RK4). Then, as done in [21] , we consider F(i) to be drawn from
, constant at time intervals T = 0.05 and acting as process noise. T = 0.05 is a typical value in the literature, and refers to a time step of six hours if the state models an atmospheric variable evolution along a latitude circle. The states are observed with a zeromean additive noise, n k ∼ N (0, σ 2 n I 40 ), that is, y k = x k +n k . For the simulations we consider σ n = 1 and σ v = 3. The initial state is drawn from x 0 ∼ N (0, Σ x,0 ), and Σ x,0 drawn from a Wishart distribution with seed matrix I 40 and 40 degrees of freedom, as proposed in [21] .
The MSPKS proposed in this contribution is compared to the square-root cubature Kalman smoother (SCKS) [4] , being a benchmark algorithm for Gaussian state-space models in terms of performance and computational complexity. Notice that we do not consider both standard quadrature Kalman smoother (QKS) [1] and traditional PFs [22] because of their computational complexity and curse-of-dimensionality, as it was already shown in [11] . Taking into account the computational complexity of the algorithm, which is directly related to the number of sigma-points and function evaluations [6] , we propose a fully cubature-based solution where both integrals with respect to x (s) k and x (−s) k are approximated using the 3rd-degree cubature rule [14] . In this case, the filter uses L M = s 4n Table I .
We show the RMSE k for both filtering (MSPKF) and smoothing (MSPKS) estimates obtained with the new 
Filter
State partitioning Sigma-points MSPKS-S1 n
smoother in Fig. 1 . In this scenario, the new state-partitioning approach performs better (i.e., lower RMSE) than the standard SCKS. Therefore, this benchmark high-dimensional chaotic problem is a good example to show that partitioning the original state-space to reduce the dimensionality each filter must deal with, may be a good alternative to avoid inherent estimation problems related to the dimensionality of the system. It is worth saying that due to the deterministic sample size, (L M = s 4n
), these methods are not useful for atmospheric or oceanography problems where the dimension of the system involves thousands or millions of variables, but can be applied to problems with hundreds of variables. For instance, this is the case in multiple target tracking applications involving several tens of targets.
We give the mean RMSE for a longer state sequence (N = 1000) in Table II , where we confirm the good performance of the smoother. Again, this indicates that the multiple statepartitioning approach is a promising solution. The multiple smoother using the subspace point estimate approximation in (8) and (9) was also tested for comparison, but the results obtained are exactly the same as with the SCKS. This confirms that exchanging not only the mean but also the estimation uncertainty (i.e., prediction and estimation covariance) to properly marginalize the rest of subspaces is a better approach.
Notice that for this Lorenz-96 problem, the performance obtained with the different state partitions is equivalent. In general, how to partition the original state is application dependent and must be a priori defined by the user. For instance, in a multiple target tracking scenario it is reasonable to group the states related to each target into a subspace [11] . The computational complexity of the algorithm is directly related to the number of sigma-points [6] , so taking into account that in this example the performance obtained with the different partitions is equivalent, we would use MSPKS-S3, being the one using less deterministic samples. 
IV. CONCLUSIONS
This article presented a new multiple sigma-point smoothing framework to reduce the curse-of-dimensionality and standard Gaussian filters' performance loss in high-dimensional state-space models. The original state is partitioned into several low dimensional subspaces, and a set of individual smoothers running in parallel cope with the subspace estimation. These smoothers exchange the prediction/estimation mean and covariance at every prediction and update step. The integrals in the marginal subspace smoothing distribution formulation are solved using a nested sigma-point approximation. The performance of the new solution was evaluated for a representative 40-dimensional Lorenz-96 model, being a benchmark chaotic problem from the data assimilation literature. Numerical results support the discussion and show the promising capabilities of the multiple state-partitioning approach.
Future work goes towards comparing the new smoother performance to multiple particle filter-based solutions to evaluate the pros and cons of both approaches, and the potential benefit of deterministic sampling strategies versus Monte Carlo solutions in nonlinear/Gaussian systems. Both approaches must also be analyzed in terms of complexity versus performance.
