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Abstract 
Advances in robotic mobility and sensing technology have the potential to provide newcapabilities in a 
wide variety of information acquisition problems including environmental monitoring, structure 
inspection, localization and mapping of unknown environments, and search and rescue, amongst many 
others. In particular, teams composed of multiple robots have shown great potential in solving these 
problems, though it is challenging to design efficient algorithms that are distributed and scale well, and 
even more complex in hazardous or challenging environments. The purpose of this dissertation is to 
provide novel algorithms to the capabilities of multi-robot teams to gather information which are 
distributed, scalable, and resilient. The first part of the dissertation introduces the single-robot 
information acquisition problem, and focuses on algorithms that may be used for individual robots to plan 
their own trajectories. The methods presented here are search-based, meaning that an individual robot 
has a finite set of actions and is seeking to efficiently build a search tree over a known planning horizon. 
The first method presented details how to use the concept of algebraic redundancy and closeness to 
achieve a smooth trade-off of completeness in the exploration process, as an anytime planning algorithm. 
Next we show how a single robot can compute an admissible and consistent heuristic which guides the 
search towards the most informative regions of the state space, using the classic A* planning algorithm, 
drastically improving the search efficiency. The next chapter of the dissertation focuses on how to build 
on the single robot planning algorithms to create efficient algorithms for multi-robot teams, which operate 
in a distributed manner and scalable manner. The first method presented is coordinate descent, 5 
otherwise known in the literature as sequential greedy assignment. This algorithm is implemented in a 
multi-robot target tracking hardware experiment. Next, we formulate an energy-aware multi-robot 
information acquisition problem, which allows for heterogeneity and captures trade-offs between 
information and energy expenditure. However, this results in a non-monotone objective function. 
Therefore we propose a new algorithm based on distributed local search, which achieves performance 
guarantees through a diminishing returns property known as submodularity. The final chapter focuses on 
hazardous or failure prone environments that necessitate resilience to a fixed number of failures in the 
multi-robot team. We provide a definition of resilience, and formulate a resilient information acquisition 
problem. We then propose the first algorithm that solves this problem through an online application of 
robust trajectory planning, and provide theoretical guarantees on its performance. We then present three 
unique applications of the resilient multi-robot information acquisition framework, including target 
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ABSTRACT




Advances in robotic mobility and sensing technology have the potential to provide new 
capabilities in a wide variety of information acquisition problems including environmental 
monitoring, structure inspection, localization and mapping of unknown environments, and 
search and rescue, amongst many others. In particular, teams composed of multiple robots 
have shown great potential in solving these problems, though it is challenging to design 
efficient algorithms that are distributed and scale well, and even more complex in hazardous 
or challenging environments. The purpose of this dissertation is to provide novel algorithms 
to the capabilities of multi-robot teams to gather information which are distributed, scalable, 
and resilient.
The first part of the dissertation introduces the single-robot information acquisition 
problem, and focuses on algorithms that may be used for individual robots to plan their own 
trajectories. The methods presented here are search-based, meaning that an individual robot 
has a finite set of actions and is seeking to efficiently build a search tree over a known 
planning horizon. The first method presented details how to use the concept of algebraic 
redundancy and closeness to achieve a smooth trade-off of completeness in the exploration 
process, as an anytime planning algorithm. Next we show how a single robot can compute an 
admissible and consistent heuristic which guides the search towards the most informative 
regions of the state space, using the classic A* planning algorithm, drastically improving the 
search efficiency.
The next chapter of the dissertation focuses on how to build on the single robot plan-ning 
algorithms to create efficient algorithms for multi-robot teams, which operate in a distributed 
manner and scalable manner. The first method presented is coordinate descent,
v
otherwise known in the literature as sequential greedy assignment. This algorithm is im-
plemented in a multi-robot target tracking hardware experiment. Next, we formulate an
energy-aware multi-robot information acquisition problem, which allows for heterogeneity
and captures trade-offs between information and energy expenditure. However, this results
in a non-monotone objective function. Therefore we propose a new algorithm based on dis-
tributed local search, which achieves performance guarantees through a diminishing returns
property known as submodularity.
The final chapter focuses on hazardous or failure prone environments that necessitate
resilience to a fixed number of failures in the multi-robot team. We provide a definition of
resilience, and formulate a resilient information acquisition problem. We then propose the
first algorithm that solves this problem through an online application of robust trajectory
planning, and provide theoretical guarantees on its performance. We then present three
unique applications of the resilient multi-robot information acquisition framework, including
target tracking, occupancy grid mapping, and persistent surveillance which demonstrate the
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Improvements in robotics technology often promise to increase the capabilities in automat-
ing of difficult and dangerous tasks. Examples are structure inspection, environmental
monitoring, localization and mapping of unknown areas, surveillance, and search and res-
cue. There are instances such as the recent Fukushima disaster, where the environments are
actually dangerous for humans to operate in, and therefore there is a great need to develop
these capabilities. As the advances in mobility and sensing are increasingly cost effective, it
becomes possible to solve these problems with not just a single highly equipped robot, but
rather a team of lower cost and agile robots. These teams may be heterogeneous in their
mobility (air vs ground vehicles), or their sensing modality (LIDAR or cameras).
Information gathering is a general formulation of the above mentioned problems which is
designed to maximize a metric of uncertainty about a process that the robots are interested
in measuring, subject to their unique sensing and mobility constraints. The problem is
challenging for a number of reasons, but especially because common uncertainty measures
are highly non-convex, and robot dynamics are often non-linear, which makes it difficult
to plan trajectories efficiently for a single-robot, let alone a large team in a large-scale
1
environment, which demands non-myopic planning. Compounding these challenges are the
need for algorithms that can operate in these hazardous environments where the robot team
itself might be subject to failures; thus algorithms that are distributed and do not rely on a
central node for communication are of critical importance. Applications of the problem are
broad and include mobile robot target tracking [2, 1], Exploration and Mapping (including
Simultaneous Localization and Mapping) [3, 4, 5], Monitoring of Hazardous Environments
[2, 6], and Persistent Surveillance [7, 8, 9].
The focus of this dissertation is therefore to address the general information acquisi-
tion problem in several ways. The first is to provide efficient algorithms for non-myopic
single-robot information gathering problems, challenging in their own right, which can be
composed to form solutions to multi-robot problems. Given these building blocks, we con-
sider using them to solve multi-robot information acquisition problems which allow for
heterogeneous sensing and motion models, and we implement the algorithms in real-time
hardware experiments to demonstrate their feasibility. The final chapter of the dissertation
is focused on formulating and providing an efficient an accurate solution to the resilient
information acquisition problem, which captures the potential for failures in the team in
the problem formulation.
B Related Work
Currently, practical implementations of autonomous systems in the real world are passive
in their information collection. New observations from on-board sensors are efficiently
integrated into the robot’s belief model of the world without actively being controlled. In
contrast, humans and biological organisms actively seek out new information. This was first
emphasized in the robotics literature in Ruzena Bajcsy’s early work on Active Perception
[10].
As advances in state estimation algorithms progressed, complex problems such as local-
2
ization and mapping were solved using probabilistic frameworks for modeling robot dynam-
ics and sensor observations. This led to techniques such as the Extended Kalman Filter
(EKF), or the Particle Filter algorithms [11]. In the EKF formulation of the localization
and mapping problems, the target state to be estimated is formulated as a Gaussian random
variable, which may include the robot pose as well as the location of a set of landmarks.
Since the distribution remains Gaussian, there is a covariance matrix which may help quan-
tify the current uncertainty and correlations amongst the landmarks and robot pose itself.
Some of the earliest work on active localization [12, 13] proposes the use of entropy mini-
mization over the belief distribution, to select meaningful actions. In the case of Gaussian
distributions, the entropy is a direct function of the covariance matrix itself. In the case of
non-Gaussian distributions such as those derived from a particle filter, a useful technique
presented in [11] is to fit a Gaussian to the distribution, and then compute the entropy.
The approaches presented at this point however are greedy in their nature, in that they do
not consider optimizing over a long planning horizon, but instead look at one action at a
time. This is because it is computationally challenging to reason over multiple timesteps,
and possible evolutions of the belief state.
As the research matured in the active information acquisition literature, techniques such
as [14, 15] proposed search based methods for solving information acquisition problems over
a longer horizon, especially in problems where the target distribution remains Gaussian.
These works showed the benefits of planning over longer horizons, which allow robots seeking
information to avoid local minima that the greedy algorithms fall into.
Following the success of the early approaches to information acquisition with single
robots, advances in miniaturization and sensing technologies made it practical to study
multi-robot information acquisition, as a means to collect more and more observations and
better solve information acquisition problems. The first works on multi-robot information
acquisition used greedy planning and approximations of the mutual information objective
function [16] to achieve a good level of performance in some tasks.
3
Some closely related fields that developed during this time are those of sensor selection,
placement and scheduling [17, 18, 19, 20], which are problems concerned with selecting a
set of sensors to observe a process. This differs from the information acquisition problem,
because there is no internal state of the sensors that changes over time, namely the sensor
observations depend directly on the sequence of control inputs given to the robots, which
control their pose that they may generate observations from. Therefore the information
acquisition problem is more challenging.
Two mathematical properties that are commonly leveraged in the literature on sensor
selection and sensor placement are those of monotonicity, and submodularity. Monotonicity
means that when additional sensors are added, the overall information objective cannot
decrease [21]. In other words, more robots equals more information. Submodularity is a
diminishing returns property [21] which says that, when additional robots are added, the
marginal gain on information obtained is less than or equal to the gain that would be
incurred if there were no other robots. In other words, there are diminishing returns to
adding an increasingly high number of robots.
Most modern approaches for multi-robot information gathering can be grouped into
methods that include search-based [2, 22], sampling-based [23, 24], and gradient-based
planning [25]. The methods can also differ on problem parameters, such as the length
of the planning horizon myopic (or one-step-ahead) planning [26] versus non-myopic (or
long-horizon) planning [2]— and the type of target process (e.g., Gaussian [14], Gaussian
mixture, [3, 27], occupancy grid map [5, 16], and non-parametric [28]).
Another recent area of research interest in multi-robot systems is the concept of re-
silience. Resilience may be defined as an ability for a system to recover from failure, and
still complete a task. The specifics of how resilience is defined depend on the type of prob-
lem being solved, as well as the type of failures that might occur in the system. Recent
works dealing with resilience in flocking are [29] and for resilience in target tracking [26].
Compared to the prior existing literature, this dissertation proposes new ideas for ef-
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ficient single-robot planning which can compute plans faster, in real time, and for longer
horizons. We then show an experimental hardware implementation of these ideas for a multi-
robot problem and propose a distributed method that works on non-monotone energy-aware
information acquisition problems, which previously has not been studied in a robotics and
information acquisition context. Finally, we introduce the first problem for resilient infor-
mation acquisition, and propose an efficient algorithm for its solution.
C Outline and Contributions
The overall objective of this dissertation is to develop the capability for large multi-robot
systems to efficiently gather information over long planning horizons, in the presence of
attacks and failures that compromise the system. To this end, we make the following
contributions:
Chapter 2
This chapter explores two key ideas in the formulation of single-robot planning algo-
rithms for information gathering, namely:
• Domination and Closeness Criteria (ε,δ )-redundancy
• Heuristics and Search-Based Planning
The first idea is to build search trees with nodes that can be pruned early if they are
not showing a promising gain in information. In previous literature this notion has been
explored, but we push the boundary further and develop an efficient anytime algorithm
which iteratively refines the search procedure in order to guarantee a solution given finite
run-time. This is critical for operation in a real-time planning system.
The second idea is to formulate the information gathering problem as a search-based
planning problem, navigating towards a goal region, which is simply the planning horizon.
The key observation is that, by developing a consistent and admissible heuristic which
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captures the problem dynamics, the classic A* algorithm can be used to reach the final
time horizon with the smallest uncertainty possible. A crucial element of this algorithm
is to reduce the computation of the heuristic to derivation of upper bounds on the sensor
information matrix, which we derive for position, range, bearing, and camera observation
models.
We demonstrate the capabilities of these algorithms in target tracking and active map-
ping applications. Finally, we propose a method by which these two algorithms can be
combined to yield an anytime planning algorithm that uses both the heuristic and domina-
tion criteria.
Chapter 3
This chapter describes how to compose the single robot planning algorithms from Chap-
ter 2, in order to efficiently plan for multi-robot problems. The two algorithms presented
here are:
• Coordinate Descent (Sequential Greedy Assignment)
• Distributed Local Search
Coordinate Descent, or Sequential Greedy Assignment as it is commonly referred to
in the multi-robot literature, is a well known algorithm, and due to the mathematical
properties of sub-modularity and monotonicity, it achieves a guarantee of 50% performance.
We implement it here for real-time operation in a multi-robot target tracking hardware
experiment, together with a distributed information filter. In combination with the single
robot planners given in Chapter 2, we show that this algorithm is ready for real-time
operation.
A downside of coordinate descent is that it relies on monotonicity for its performance
guarantee. We introduce a new, but related problem in this chapter which considers energy-
aware information acquisition for heterogeneous teams. Namely, problems where moving
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an agent may cost more in energy than it gains in information. In these problems, the
monotonicity property is lost, and therefore a new algorithm is needed. To combat this, we
introduce the distributed local search algorithm, which provides a constant factor perfor-
mance guarantee even for energy-aware problems, and still maintains a distributed nature.
In addition to the hardware experiments, we provide extensive simulations showing the
capabilities of distributed local search, and it’s improvement over coordinate descent for
energy-aware problems.
Chapter 4
Finally, we put all the building blocks together from Chapters 2 and 3, and formulate a
new problem that deals with a number of attacks or failures amongst the team. We call this
problem Resilient Information Acquisition, which is a problem where the team of robots
must be resilient to failures in the team, and still complete the information acquisition
task. We show how the resilient problem may be solved by an online application of robust
trajectory planning, where plans must be robust to a specified number of α unique failures
in the team, where a failure means that a failed robot does not contribute any information
to the rest of the team for the duration of it’s attack. Computationally this adds an extra
level of complexity, in dealing with a fixed number of attacks. We formulate the robust
trajectory planning as a min-max optimization over worst case attacks on the system,
where the property of submodularity again helps to provide constant factor performance
guarantees in the presence of attacks or failures.
As part of our experimental validation, we investigate three key variables of problems
in resilience. Namely, the number of attacks on the system, type of attack, and the effect
of re-planning rate on the system. To look at these three variables, we formulate three
information acquisition problems: multi-robot target tracking, occupancy grid mapping,
and persistent surveillance. We also implement a simple hardware experiment showing
qualitatively the effect of resilience on a two-robot, two-target tracking problem.
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Chapter 2
Domination Criteria and Heuristics for Single Robot
Information Acquisition
A Introduction
Significant advances in robot sensing and mobility have enabled the effective use of robot
systems in environmental monitoring [30, 31], search and rescue [9], source seeking [32],
and autonomous mapping [33, 34, 35], and other problems that require rapid and accu-
rate information collection. The active information gathering problem is complex because
it involves a combination of perception, estimation and inference, and the control of mo-
bile sensors. There is significant work focusing on the estimation and scheduling aspect of
the problem, and there exist near optimal methods for sensor placement and scheduling of
static sensors [17, 18, 19, 20]. Despite these impressive results, there is far less work on
controlling mobile sensing platforms to actively gather information. Of the works that do
consider mobile sensors, many plan greedily or use short planning horizons [36, 37]. This
chapter improves upon the existing single robot information acquisition algorithms, where
the goal is to design nonmyopic control policies minimizing the uncertainty in the target
state, conditioned on future measurements.
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Related Work Approaches for mobile sensor information acquisition include [38, 3, 39, 40,
41, 42, 43, 44, 45]. [41, 38, 3], all use non-Gaussian representations for the target state, which
requires approximating mutual information (MI). [44] uses a POMDP formulation, and
approximates MI. In [45], a novel data-driven approach via imitation learning is developed.
These works typically sacrifice the length of the planning horizon in order to use nonlinear
sensor and target models during the planning process. In this work, we instead sacrifice
some model accuracy via linearization in order to plan for longer horizons.
Another critical issue that is particularly relevant to robotics, is that time for deliber-
ation is often limited. In the case of mobile robots, it is often necessary to apply control
actions in fixed time intervals [46]. Although many of the above approaches can be tuned to
run in shorter times, none of the prior works feature an anytime algorithm, which efficiently
and progressively improves the quality of the trajectory until the solution is needed. The
anytime algorithm presented in this chapter is closely inspired by ARA* [47], which is an
efficient anytime extension to the A* path planning algorithm. The key ideas in ARA*
are to progressively build the solution, and minimize redundant computations by saving
previously computed results.
Contributions Our previous work [15] developed the Reduced Value Iteration (RVI) algo-
rithm as a solution to the single sensor, nonmyopic planning problem, providing tunable
parameters with suboptimality guarantees on the solution. In [48], the work was extended
to multiple sensors, and a decentralized solution to the multi-robot planning problem (but
not estimation) based on coordinate descent was shown with performance guarantees. In
this paper:
(i) we develop an anytime version of RVI, capable of monotonically reducing the subop-
timality gap of the solution while respecting real-time constraints,
(ii) We propose the first consistent heuristic function for information acquisition problems,
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and define it in terms of upper bounds on the Sensor Information Matrix.
(iii) We derive the necessary upper bounds on the Sensor Information Matrix for the
commonly used position, range, bearing, and camera sensing models.
(iv) We provide simulation results using an A* algorithm with our proposed heuristic,
and show it can generate optimal solutions to the planning problem in less time than
existing approaches.
B Problem Statement
Consider a team of n mobile robots, obeying the following motion models:
xi,t+1 = fi(xi,t ,ui,t), i ∈ {1, . . .n} (2.1)
where xi,t ∈Xi ∼=Rnxi is the nxi-dimensional state of robot i at time t, with metric dX , ui,t ∈Ui
is the control action applied to robot i at time t, and the set Ui of possible control inputs
for robot i is finite. The goal of the robots is to track the evolution of a target system with
(unknown) state yt and dynamics:
yt+1 = Atyt + wt , wt ∼N (0,Wt) (2.2)
The operation of each sensor is described by the following sensor observation model:
zi,t = Hi,t(xi,t)yi,t + vi,t(xi,t), (2.3)
vi,t(xi,t)∼N (0,Vi,t(xi,t)), (2.4)
where zi,t ∈ Rdzi is the measurement obtained by robot i at time t, and vi,t(xi,t) is a sensor-
state-dependent Gaussian noise, whose values are independent at any pair of times and
10
across the sensors. The observation model may be nonlinear in the robot state xt but must
be linear in the target state yt . The latter requirement can be relaxed by linearizing a
nonlinear sensor model around an estimate of the target state.

















and define H(·) appropriately such that zt = Ht(xt)yt + vt(xt). Let X := X1× ...×Xn, and
U := U1× ...×Un. The information available to the sensors at time t is denoted:
I0 = z0 It := (z0:t ,u0:(t−1)), t > 0 (2.5)
The active information gathering problem is stated below.
Problem 1 (Active Information Acquisition) * Given initial sensor states x0 ∈ X , a prior dis-
tribution of the target states y0, and a finite planning horizon T , choose a sequence of













t (Σt),xt+1), t = 0, ...,T −1
where ρet (Σ,x) is the Kalman filter measurement update, and ρ
p
t is the Kalman filter pre-
diction step, as follows:
Predict: ρ pt (Σ) := AtΣA
T
t +Wt
Update: ρet (Σ,x) := Σ−Kt(Σ,x)Ht(x)Σ
Kt(Σ,x) := ΣHt(x)T (Ht(x)ΣHt(x)T +Vt(x))−1
It is known from [15] that the above is a deterministic optimal control problem, for
*We remark that problem 2 has an objective function proportional to minimizing the conditional differential entropy,
h(yt |z1:t), where h(Y ) :=
∫
p(y)logp(y)dy is the differential entropy of a continuous random variable.
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which open loop control is optimal and the Kalman Filter is the optimal estimator.
C Anytime Planning
C.1 Preliminaries
To begin, we introduce the Forward Value Iteration algorithm (FVI) [14]. FVI solves
problem 2 by constructing a search tree of the possible trajectories a robot can take starting
from a tuple of state, covariance, cost (x0,Σ0,J0) with x0 ∈ X , Σ0 is the initial covariance
matrix of the target state, and J0 the initial cost. At each timestep t, all the states in
the search tree are contained in the set St , starting with S0 = {(x0,Σ0,J0)}. Then, the set





t (Σt ,xt ,ut)), and cost Jt+1 = Jt + logdetΣt+1 on every pair (xt ,Σt ,Jt)⊂ St and for
each ut ∈ U , to generate new pairs (xt+1,Σt+1,Jt+1). Notably this contains O(UT ) nodes in
the final level of the tree, and is not feasible to compute in real-time for long horizons T .
In [15], the Reduced Value Iteration (RVI) algorithm was developed, and suboptimality
bounds were derived, which rely on the following definitions:
Definition 1 (ε-Algebraic Redundancy [49]) Let ε ≥ 0 and let {Σi}Ki=1 ⊂ Sn+ be a finite set. A
matrix Σ ∈ Sn+ is ε-algebraically redundant with respect to {Σi} if there exist nonnegative









Definition 2 (Trajectory δ -Crossing [15]) Trajectories π1,π2 ∈ X T δ -cross at time t ∈ [1,T ]
if dX (π1t ,π
2
t )≤ δ for δ ≥ 0.
RVI uses the notions of ε-Algebraic Redundancy, and Trajectory δ -Crossing in order to
decide when nodes in the search tree described above can be removed while maintaining
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suboptimality. This has the effect of pruning the tree to keep a manageable number of
trajectories for the robot to consider over long horizons. The pruning of St works as follows:







St . Then the algorithm checks all other nodes in St , and adds them to S′t only if they
do not δ -cross the current optimal solution, or if they do δ -cross, but the covariance is
not ε-redundant with respect to the nodes already added to S′t . Then St is assigned to
S′t . Intuitively this removes all nodes that come close together in space and have similar
covariances.
C.2 Motivation for Anytime Planning
The RVI algorithm is effective for solving problem (2) over long planning horizons, and
provides sub-optimality guarantees. However, the original RVI algorithm provides no guid-
ance on how to choose (ε, δ ) to ensure reliable runtime when the target state grows or the
environment is complex. In problems like SLAM or target tracking, the target state grows
larger as more landmarks or targets are discovered and the same ε will prune less nodes
out of the search tree. This results in a varying runtime dependent on the size of the target
state, yt . Furthermore, any collaborative control strategy depends on receiving plans from
other robots in predictable intervals. Any variance in computation time can compound with
more robots, therefore it is critical for a real-time implementation to provide guarantees on
the runtime of the planning algorithm.
To address these issues, we propose an anytime version of the RVI algorithm (ARVI),
which is able to compute plans given a specified amount of time and removes the requirement
of tuning the (ε, δ ) parameters for the specific mission. This improves the operability
of robots in practice, by ensuring the robots will always have a trajectory available. In
addition, the algorithm allows for the most optimal plans to be selected in the multi-robot
case, by splitting the time allocated to the set of robots planning jointly, based on the size
of the group.
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C.3 Anytime Reduced Value Iteration
The original RVI algorithm maintains only the set of states in the tree at each timestep,
denoted St . At each timestep, the motion model is evaluated on each state in St to form the
set St+1. Then, the set St+1 is pruned according to the parameters (ε, δ ) following criteria
from definitions 1 and 2.
A key insight is the most costly operation in the algorithm besides the algebraic re-
dundancy check is computing the Kalman Filter update step. Thus, an efficient anytime
algorithm should be able to re-use these computations from prior iterations. We introduce
the notation, S := {S0,S1, ...ST} which is the full search tree containing all levels of the tree
that have been computed, and is built progressively during the algorithm. In order to re-use
computations from prior steps, it will be necessary to distinguish which states have been
pruned from the search tree without discarding them in case they are needed later. ARVI
achieves this through the use of two additional sets indicating which states are open for
exploration, or are closed and do not need to be explored again. The sets are denoted by
O := {O0,O1, ...OT}, and C := {C0,C1, ...CT}, respectively. The opened states are required to
remain in the tree for guaranteeing an (ε, δ ) sub-optimal solution, while the closed states
are those which have already been expanded along each control action.
The ARVI algorithm consists of two parts, namely the Main procedure, and the Im-
provePath call. Main is responsible for sweeping over the parameters and checking the
remaining time on computation, while ImprovePath computes a trajectory from the pa-
rameters (ε, δ ). Note that Main immediately runs an RVI with both (ε, δ ) set to ∞. This
has the effect of guaranteeing at least a greedy solution is computed. We denote the allo-
cated planning time as TARV I, which should not be confused with the planning horizon T .
The algorithm is presented here:
In summary, ARVI works by keeping persistent sets S, O, C. The set S saves previously
computed states, while O marks states that are ’open’ and need to be explored. C indicates
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Algorithm 1 Anytime Reduced Value Iteration (x0, Σ0, TARV I)
1: J0← 0,S0←{(x0,Σ0,J0)}. St ← /0 for t = 1, ...T
2: C0← /0
3: Ot ← St for t = 0, ...T
4: S ← {S0, ..ST}, O← {O0, ...OT}, C ← {C0, ..CT}
5: ε ← ∞,δ ← ∞
6: {S,O,C}← ImprovePath(S,O,C,ε,δ )
7: Publish best solution from O[T ]
8: while Time Elapsed ≤ TARV I do
9: Decrease (ε , δ )
10: {S,O,C}← ImprovePath(S,O,C,ε,δ )
11: Publish best solution J from O[T ]
Algorithm 2 ImprovePath (S, O, C, ε , δ )
1: for t = 1 : T do
2: for all (x,Σ,J) ∈ Ot−1 \Ct−1 do
3: Ct−1←Ct−1∪{x,Σ}
4: for all u ∈ U do
5: xt ← f (x,u), Σt ← ρxt (Σ)
6: Jt ← J + logdet(Σt)
7: St ← St ∪{(xt ,Σ,Jt))}
8: Sort St in ascending order according to logdet(·)
9: Ot ← Ot ∪St [1]
10: for all (x,Σ,J) ∈ St \Ot do
11: % Find all nodes in Ot , which δ -cross x:
12: Q←{Σ′|(x′,Σ′,J′) ∈ Ot ,dX (x,x′)≤ δ
13: if isempty(Q) or not(Σ is ε-alg. redundant wrt Q) then
14: Ot ← Ot ∪ (x,Σ,J)
return {S,O,C}
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the states that have already been expanded and are ’closed’. The following guarantees on
the correctness and performance of ARVI hold.
Theorem 3 (ARVI) The following are satisfied by the ARVI algorithm:
1. When ImprovePath(ε, δ ) returns with finite (ε, δ ), the returned solution is guaranteed
to be (ε, δ )-sub-optimal.
2. The cost J(n)T of the returned solution decreases monotonically over time.
3. Given infinite time, C = O ⊆ S, and O[T ] will contain the optimal solution to the
planning problem.
Property (i) in Thm. 3 means that each time the ImprovePath subroutine is called in
the ARVI algorithm, a bounded suboptimal solution is available. Property (ii) means that
when more planning time is given to the algorithm, the solution improves monotonically.
Lastly, (iii) guarantees that if infinite time is given, ARVI will return the optimal solution
to equation (2). See the Appendix for the proof of Thm. 3.
D Heuristic for Search Based Information Acquisition
In section, we cast the Linear Gaussian Information Acquisition problem as a search-based
planning problem, which allows us to use well-known algorithms such as Dijkstra and A*
search. To effectively utilize the A* algorithm, which is a best-first search method that
uses a heuristic to estimate the cost-to-go until the goal region, we propose a heuristic and
prove its consistency and admissibility. Thus using this heuristic for A* search enables
us to recover the optimal solution to the information acquisition problem. The derived
heuristic depends on upper bounds of the sensor information matrix that comes from the
Information Filter form of the Kalman filter. We derive the necessary upper bounds for a
variety of sensor types, and demonstrate the overall effectiveness of our planning approach
in comparison to existing search-based approaches that prune based on domination criteria.
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E Problem Formulation
We stay consistent with the notation from the previous sections, but due to the notation
of a heuristic function, we change the notation for the observation model to use c(·) The
operation of each sensor is described by the following sensor observation model:
zt = c(xt ,yt)+ vt(xt), (2.8)
vt(xt)∼N (0,Vt(xt)), (2.9)
where zt ∈ Rdzi is the measurement obtained by the robot at time t, and vt(xt) is a sensor-
state-dependent Gaussian noise, whose values are independent at any pair of times. Here
we note that the sensor model is allowed to be a general nonlinear function of xt and yt .
We now re-state the problem from the previous section, so we may cast it as a search-
based planning problem.
Problem 2 (Deterministic Information Acquisition) Given an initial sensor state x0 ∈ X , a
Gaussian prior distribution of the target states (y0,Σ0), and a finite planning horizon T ,














t (Σt)), t = 0, ...,T −1
where ρex (Σ) is the Kalman filter measurement update, and ρ
p
t is the Kalman filter prediction
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step, as follows:
Predict: ρ pt (Σ) := AtΣA
T
t +Wt
Update: ρex (Σ) := (Σ
−1 + M(x))−1 = Fx(Σ)Σ
M(x) := C(x)TV (x)−1C(x)
Fx(Σ) := I−Kx(Σ)C(x)
Kx(Σ) := ΣC(x)T R−1x (Σ)
Rx(Σ) := C(x)ΣC(x)T +V
where M(·) ∈ Rny×ny is called the sensor information matrix.
In this work, we view the information acquisition optimal control problem as a planning
problem. We state a standard definition of a planning problem for clarity:
Problem 3 (Planning Problem) Given a set of states S, an initial state s0 ∈ S, a boolean
function G : S→{0,1} which tells us whether the state is in the goal region, a function A(s)
which produces the valid control inputs in a given state s, a transition function T (s,a) :
S×A(s)→ S for s ∈ S and a ∈ A(s), and a function c(s,s′) : S×S→ R returning the cost of






s.t. si+1 = T (si,ai) (2.12)
G(sn) = 1 (2.13)
We now define the information acquisition problem as an instance of the planning prob-
lem. We define the planning state space to include both the spatial state and the information
state of the information acquisition problem, in addition to the number of elapsed time steps
since the initial time:
S := {(xt ,Σt , t) | xt ⊆X ,Σt  0, t ≥ 0}
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Then we can let the initial state s0 be defined:
s0 := (x0,Σ0,0)
In the classic planning problem, the length of the path is unknown a priori and is
determined as part of the search procedure. In this problem, we focus on a fixed horizon
control problem, so our goal function can be defined:
G(s) := G(xt ,Σt , t) =

1 if t = T
0 otherwise
Next, we can define the available actions at any state to be the set of actions that give
collision-free paths.
A(s) := A(xt ,Σt , t) = {u | u ∈ U}
We also define the transition function that allows us to evaluate the next state given the
current state and action:
T (s,a) :=T (xt ,Σt , t,ut)
=[ f (xt ,ut),ρef (xt ,ut)(ρ
p
t (Σt)), t + 1]
Finally, we define the state cost function to be the log determinant of the target covariance
matrix:
c(s,a) := c(xt ,Σt , t,ut) = logdetΣt+1.
Deterministic shortest path problems such as Problem 3 can be solved using search or
sampling-based methods. For example, A* is a best-first graph-search algorithm that works
by expanding the most promising nodes in a search tree beginning at a root state. Let g to
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be the cost incurred to reach the state (xk,Σt , t) from the root:





Next, we define a heuristic function h(xt ,Σt , t), which serves as an estimate of the remaining
cost-to-go along the path going through the state (xt ,Σt , t). An informative heuristic function
massively improves exploration in a planning problem by delaying or ruling out regions of
the graph which appear to be unpromising. If a planner has access to an optimal heuristic
h∗, that is a heuristic which exactly equals the lowest possible cost-to-go from the desired
state to the goal region, the planner will explore the exact optimal path and result in a
linear time search. On the other hand, a trivial heuristic can be defined by h(·) = 0. This
would be considered an uninformative heuristic, since it provides no information about how
promising or unpromising the current state is. Moving forward, our goal will be to design
efficient and informative heuristic functions for the information gathering problem, since
this will help remove unpromising regions from the search space.
A* is typically implemented with a priority queue, OPEN, where the order of state
expansion is determined by the element in the priority queue with minimal p-value, which
is the sum of the cost-to-come and the cost-to-go:
p(xt ,Σt , t) = g(xt ,Σt , t)︸ ︷︷ ︸
cost-to-come
+h(xt ,Σt , t)︸ ︷︷ ︸
cost-to-go
Applying the algorithm above yields an optimal solution, provided the following two
conditions hold on the heuristic function h(·):
• Admissibility: h(s)≤ h∗(s) ∀s ∈ S
• Consistency: h(s)≤ c(s,s′)+ h(s′) ∀s ∈ S
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Algorithm 3 A* Algorithm (x0, Σ0, T , Xg)
1: g(x0,Σ0,0) = 0; OPEN = /0
2: Insert (x0,Σ0,0) into OPEN with p(x0,Σ0,0) = h(x0,Σ0,0)
3: (xt ,Σt , t)← argmin(xt ,Σt ,t)∈OPEN p(xt ,Σt , t)
4: while (xt ,Σt , t) /∈ Xg do
5: for For u ∈ U do
6: (x,Σ,k) = ( f (xt ,u),ρef (xt ,u)(ρ
p
t (Σt)), t + 1)
7: g(x,Σ,k) = g(x)+ logdetΣt
8: p(x,Σ,k) = g(x,Σ,k)+ h(x,Σ,k)
9: Insert (x,Σ,k) into OPEN with p(x,Σ,k)
10: (x,Σ, t)← argmin(x,Σ,t)∈OPEN p(x,Σ,k)
F Information Acquisition Heuristics
While the method detailed in Algorithm 3 is optimal, without an informative heuristic, the
algorithm will default to Dijkstra’s algorithm and will require the expansion of all nodes,
causing the search complexity grow exponentially as O(|U|T ). An informative heuristic
dramatically speeds up the planning procedure, so we now focus our attention on deriving
heuristics for the information acquisition problem.
F.1 Reduction to Bounding Sensor Information Matrix
A key observation we make in the problem structure is the relationship of the cost func-
tion to the Kalman filter covariance matrix Σt  0, and the sensor information matrix
M(x) = H(x)TV (x)−1H(x) 0. Our objective is to reduce the computation of a heuristic to
computation of an upper bound on the sensor information matrix over the reachable state
space of the sensor.
Definition 4 (Reachable-Set) Given an initial sensor state x0, the t-step reachable set can be
21
defined for t > 0 as:
Rt(x0) := {x′ | x′ = f (x,u) ∀u ∈ U ∀x ∈ Rt−1(x0)}
where R0(x0) := {x0}.
Lemma 5 Given a prior covariance matrix of a Gaussian distribution Σ  0, the Kalman
filter prediction step ρ pt (Σ) 0. Moreover, given 0M(x) M̄1(x), the following holds:
ρ
p




(ρ pt (Σt)+ M̄
1(xt))−1  (ρ pt (Σt)+ M(xt))−1
Theorem 6 (Heuristic Functions for Information Acquisition) Let the reachable set by the
robot at state x in t > 0 timesteps be denoted by Rt(x). Suppose there exists a matrix
M̄t(x̄) such that M̄t(x̄) M(x̄) ∀x̄ ∈ Rt(x). Then the following heuristic is consistent and
admissible:






where Σk+1 = (Σ
−1
k + M̄
k−t+1(xt))−1 and (xk,Σk,k) = (xt ,Σt , t)
Proof 1 In [50], it is shown that consistency implies admissibility for heuristic functions.
Therefore, we only need to show the proposed heuristic is consistent, which requires the
following
h(xt ,Σt , t)≤ logdet(Σt+1)+ h(xt+1,Σt+1, t + 1)
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We have:






















Where (a) holds by monotonicity of logdet(·), and by Lemma 1 since M(x) M̄1(x). Then
(b) holds by the Kalman Filter Riccati Map.
Corollary 7 (Optimality and Inflated Heuristic) The solution obtained by Algorithm 3 with
the heuristic function proposed in Theorem 6 returns an optimal solution J∗T . If the heuristic
is scaled by a factor of ε, the returned solution Jε has bounded sub-optimality such that
J∗T ≤ Jε ≤ εJ∗T .
Proof 2 The proof follows immediately from the consistency and admissibility properties
proved in Theorem 6, and from the bounds on inflated heuristics obtained in [47].
Remark The result obtained in Theorem 6 holds for any monotone cost function of the
covariance Σt , and is not restricted to logdet(Σt). For instance, other commonly used un-
certainty measures such as the trace tr(Σt) also lead to consistent heuristics.
F.2 Approximation of the Reachable Set
The implication of Theorem 1 is two-fold. First, it constructs a consistent, and admissible
heuristic function that can be used to speed up the planning process. Second, it reduces
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(a) Reachable set R1(0,0). (b) Reachable set R2(0,0).
Figure 2.1. Here we show the evolution of a finite set of motion primitives, and the approximate reachable
set computation. Figure (a) shows one timestep, and Figure (b) shows two timesteps.
this heuristic computation to the problem of computing an upper bound on the sensor
information matrix over a reachable set Rt , i.e. M(x) M̄t(x) ∀x ∈Rt .
A first step towards computing an upper bound on the sensor information matrix is to
approximate the t-step reachable set Rt(x) from a given sensor state x. Because we consider
finite action spaces, the true reachable set from a given configuration grows exponentially
in the number of timesteps. Though there are more intricate methods to compute the
reachable set of a dynamical system as detailed in [51], we resort to an over-approximation
by a ball of finite radius rU (x), with an increasing radius in the number of timesteps for its
simplicity.
rU (x) = max
u∈U
dX (x, f (x,u)) (2.15)
Thus, an over-approximation R̄t(x) ⊇ Rt(x) for the set reachable in t timesteps can be
constructed as:
R̄t(x) := {x̄ ∈ X | dX (x̄,x)≤ t ∗ rU (x)} (2.16)
Note that for this to be an over-approximation, some minor continuity assumptions must
hold on the motion model. . See Figure 2.1 to visualize the construction of the approximate
reachable set R̄t(x)
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Given a construction of a reachable set, we focus on the problem of computing a bound-
ing sensor information matrix such that M(x̄)  M̄t(x̄) ∀x̄ ∈ R̄t(x). Doing this requires
examination of specific sensor models.
G Bounding the Sensor Information Matrix
In this section, we derive bounding sensor information matrices for several common sensors
that are often used in essential robotics tasks such as localization and mapping problems,
target tracking, and others. We begin by extending the reachable set concept to account
for observability:
Definition 8 (Reachable-Observable Set) Given an initial sensor state x0, a t-step reachable
set Rt(x0), and a function O(x,y) : X ×Rny →{0,1} indicating whether the target process y
is observable from a sensor state x, we can define the reachable-observable set as:
Ot(Rt(x0)) := {y | O(x,y) = 1 ∀x ∈Rt(x0)} (2.17)
The reachable-observable set includes all target states y which the sensor may observe
in t-steps. Since we are only seeking upper bounds on the sensor information matrix, we
can resort to an over-approximation of the reachable-observable set, similar to the method
for approximating the reachable set itself. We assume here that a sensor has a maximum




s.t. O(x,y) = 1
Now, to over-approximate the reachable-observable set, we can build on top of the reachable
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set construction from Equation 2.16 as follows:
Ōt(x) := {y | O(x,y) = 1 ∀x ∈ R̄t(x) } (2.18)
We now have all the machinery to derive bounds on the sensor information matrix for a
variety of sensor types.
G.1 Unobservable Case
A simple but important case to begin with is when y /∈ Ōt(x), that is a target is strictly
non-observable in t-steps from a given sensor location. There is no possibility of obtaining a
measurement in this case, the Kalman Filter resorts to a prediction only step. An alternate
way to view this, is that the observation matrix C(x) from sensor state x is simply zero.
Since taking C(x) = 0 implies M(x) = C(x)TV−1(x)C(x) = 0, a trivial upper bound can be
obtained as:
M̄(x) = 0
when y /∈ Ōt(x). The remaining sections now assume the target y is observable.
G.2 Position-Sensor
The position sensor reports the relative position of a point y ∈ R3 from a sensing location
x = (p,R) with position p ∈ R3, and orientation R ∈ SO(3).
z = c(x,y) = RT (y− p)+ v, v∼N (0,V (x)) (2.19)
In the case where the point y is observable, the sensor observes a noisy estimate of the
translated state y− p, where C(x) = RT is the orientation of the sensor in the world frame.
In this case, we have that M(x) = RV (x)−1RT . We can bound V (x)−1 above by it’s maximum
eigenvalue, i.e. λmaxI3  V (x)−1. This yields a bound of M(x) = λmaxRRT = λmaxI3, since
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RRT = I3. Thus, we can derive the following bound on the sensor information matrix:
M̄t(x̄) = λmaxI3 (2.20)
G.3 Range-Sensor
The range sensor reports the relative distance of a point y ∈ R3 from a sensing location
x = (p,R) with position p ∈ R3, and orientation R ∈ SO(3).
z = c(x,y) = ‖p− y‖2 + v, v∼N (0,σ2r ) (2.21)
The range sensor is a non-linear sensor model, which requires us to adapt our formula-
tion. Previous work has approached this problem by linearizing and planning based on the
Extended Kalman Filter (EKF) covariance, which we will consider here. The linearized
observation model is:




Here we note that the linearized C(x) is a row vector, and the sensing noise covariance
V (x) = σ2r is a scalar due to the 1-dimensional measurement. Thus the sensor information
matrix M(x) = C(x)TV−1(x)C(x) is an outer product scaled by the inverse noise covariance
σ−2r . This outer product has one eigenvalue λ = σ
−2
r ‖C(x)‖2, and the remaining eigenvalues
are zero. Taking the norm of C(x):
‖C(x)‖= 1
‖p− ŷ‖22







Thus we can upper bound the sensor information matrix as:
M̄t(x̄) = σ−2r I3 (2.26)
G.4 Bearing Sensor
The bearing sensor reports the relative bearing of a point y ∈ R2 from a sensing location
x = (p,θ) with position p ∈ R2, and orientation θ ∈ [−π,π].





−θ + v, v∼N (0,σ2b ) (2.27)
As for the range-sensor, we note that this is a non-linear sensor and must be linearized to
obtain covariance estimates using the EKF. The linearization about the point y is given:




−(ŷ2− p2) (ŷ1− p1)
]
(2.28)
Because the sensor is one dimensional with inverse noise covariance given by σ−2b , it can be
easily seen that the sensor information matrix M(x) = σ
−2
b
‖p−ŷ‖2 , by applying the result from
above for the range sensor. The difficulty in computing this bound is the need to place a
limit on how close the sensor and target can be to avoid the singularity in M(x), owing to
the fact that there is an extra division by ‖p− y‖2. To avoid this singularity, suppose we
place a range limit of r to denote the minimum range a measurement can be taken, similar









Lastly, we consider the camera sensor, which reports the pixel location z ∈ N2 in image
coordinates of a point y ∈ R3 in 3-D space, given a camera pose x = (p,R) with p ∈ R3 and
R ∈ SO(3), and an intrinsic camera matrix K ∈ R2×3.
z = c(x,y) = Kπ(RT (y− p)+ v), v∼N (0,V ) (2.30)
where π(y) := 1y3 y is a projection function.
We can take the gradient of the observation model with respect to a linearization point:
ŷ:










To simplify notation, we let P = π ′(RT (y− p)). The sensor matrix M(x) = C(x)TV (x)−1C(x)
can be written as:
M(x) = RP(x)T KTV (x)−1KP(x)RT (2.33)
Let λKV be the maximum eigenvalue of the matrix KTV−1K  0. Then let λP be the maxi-
mum eigenvalue of the matrix PT P.
M  λKV λPRRT (2.34)
 λKV λPI3 (2.35)
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The eigenvalues of PT P are λ = {1/x23,‖x‖22/x43,0}, so the maximum is always (x21 +x22 +x23)/x43.
The final bound can be expressed as:





If the minimum depth approaching zero causes a singularity in the above expression, bounds
can be introduced similar to the bearing sensor to ensure the information matrix remains
finite.
(a) Expanded search tree with the proposed A* heuristic method. (b) Expanded search tree for Anytime Reduced Value Iteration.
Figure 2.2. State expansions resulting from an A* algorithm using the proposed information acquisition
heuristic (a) and Anytime Reduced Value Iteration algorithm [1] (b). Note that in (a), the state expansions
are focused only in the areas where there are possible observations to be obtained about a landmark. In
contrast, figure (b) shows state expansions covering the whole state space. Despite expanding more densely,
the algorithm gets stuck in local minima observing only three of the six possible landmarks.
H Application to Active Mapping
H.1 Problem Setup
We apply the A* planning algorithm with the proposed information acquisition heuristic to
an active mapping problem. We consider a scenario with six static landmarks with uncertain
positions and a robot equipped with a range-only sensor aiming to minimize uncertainty
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in the landmark position distribution (see Fig. 3.3). The robot follows differential-drive












ντ sinc(ωτ2 )cos(θt +
ωτ
2 )





The action space is composed of discretized control inputs: {(ν ,ω)| ν ∈ {1,3} m/s, ω ∈
{0,±1,±3} rad/s}.
The target state has dimension n = 12 as it is composed of the 2D landmark locations.
The targets are assumed static:
yt+1 = yt (2.38)
Any of the previously described sensing models c(x,y), corresponding to equations (2.19),
(2.21), (2.27), or (2.30) could be used. Our example illustrates the behavior for a range
sensor (2.21) with measurement noise standard deviation of σr = 0.15 m.
The joint measurement space consists of possible measurements for each landmark m ∈
{0, ...M− 1}, where M is the total number of landmarks being mapped. The linearized








0 . . . ∇yc(x,yM−1)
 (2.39)
Similarly, the bounding sensor information matrix M̄t(·) is the block diagonal matrix con-
sisting of the blocks of each individual sensor information matrix for each target.
In the simulations, we let the sampling period be τ = 0.5, which means the maximum
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Figure 2.3. Heatmap of the heuristic function for the range-sensor, showing the estimated cost-to-go over the
state space.
displacement from any action rU = 3 m/s × 0.5 (s) = 1.5 meters. Then the reachable set
approximations are constructed from Equation 2.16. The maximum sensing range for the
range sensor is 1 meter, with an omnidirectional field of view, which makes the reachable-
observable set simple to evaluate given a target distribution. In cases with a limited field of
view, the observable set can be over-approximated by an omnidirectional field of view for
faster heuristic computation while still ensuring an upper bound on the sensor information
matrix.
In Figure 2.3 we visualize the range sensing heuristic generated with a cost and heuristic
based on the trace function: JT = ∑Tt=1 tr(Σt), for T = 12 timestep trajectories. The trace
cost is used in the active mapping problem because it is less prone to leaving a target
unobserved. Under determinant cost objectives, it is possible to find a path which localizes
one target very well drastically reducing its minimum eigenvalue and thus the volume of
the confidence ellipsoid, while other targets go unobserved.
We simulate the six target active mapping task, while varying the initial location of the
sensing robot 100 times across the obstacle free space. To compare performance of the two
algorithms, we consider the average cost of a node in the search tree generated by each
algorithm. In Figure 2.4 we plot this distribution for the cost function J = ∑Tt=1 trace(Σt).
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Figure 2.4. Graph showing the distribution of the average cost per path in the search tree for both A*
(Mean=2.67) and ARVI (Mean=3.14).
A lower score on this metric indicates that an average node taken from a given search tree
has a more optimal score, and thus the search tree has been constructed more effectively.
The heuristic cost map clearly demonstrates the idea that states whose t-step reachable
sets may observe the target given the reachable set and observable set approximations, have
a much lower heuristic value. The more targets that are observable from a given state, the
smaller the remaining cost-to-go in a given state.
To visualize the resulting paths output from the A* algorithm with our proposed heuris-
tic, we plot the planned paths for a single sensor tasked with localizing six landmarks. The
prior uncertainty for each target is given as Σ0 = .25I2. The environment is a 10 meter by 10
meter region, containing three rectangular obstacles in the center. We visualize the sensing
robot’s planned trajectory and chosen observation points, along with the set of states which
have been expanded during the construction of the search tree in Figure 3.3 (a).
H.2 Analysis
In Figure 3.3 (b) we compare our method with the Anytime Reduced Value Iteration al-
gorithm, which is another algorithm for solving information acquisition problems of the
form we proposed in [1]. That algorithm does not use a heuristic when constructing the
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search tree, but instead attempts to iteratively construct the tree in a breadth first manner,
pruning any nodes which satisfy a domination criteria, which removes nodes which early in
the search are deemed unlikely to lead to an optimal path. The tree is built by expanding
non-dominated node, in contrast to the A* algorithm which expands only the node with
the most promise.
The results in Figure 3.3 depict a scenario where a sensing robot with the dynamics and
sensing models described in the previous section needs to navigate around the obstacles to
localize six landmarks. The A* method based on our proposed heuristic is able to find an
optimal path which observes all six landmarks in less than 10 seconds, while the Anytime
RVI algorithm fails to find a path that observes all the targets quickly enough, despite
being given 60 seconds of execution time on a 2.4 GHz quad core CPU. This improved
success in the active mapping task is due to the heuristic which intelligently constructs
the search tree in areas where there are possible observations, while the ARVI algorithm
spends too much search time in uninformative areas. The algorithms and heuristics are
implemented with open source C++ and Python bindings at https://bitbucket.org/
brentsc/infoplanner/src/iros_2019/.
The graph in Figure 2.4 shows that the average cost per node in the A* generated
search tree is larger than the average cost of nodes in the ARVI generated search tree. This
demonstrates quantitatively that the search tree is constructed more effectively, since on
average it contains a set of nodes that lead to better trajectories for the sensing robot. We
note here however, that due to the continuous motion model, the actual number of nodes
can grow quite large in a given horizon. With an action space of size ‖U‖= 10, the search
tree can grow in T = 12 steps to 1012, or one trillion possible states, which is a limitation of
not using the (ε,δ ) pruning from the previous approach with continuous dynamics models.
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I Conclusion: A Combined Approach
In this chapter, we showed a single robot formulation for the information acquisition prob-
lem, and develop efficient algorithms that solve it in two different ways. The first is a
domination criteria, for which nodes can be pruned early in the construction of a search
tree, to control the fullness of the tree. The second is a method of constructing a consis-
tent and admissible heuristic, which guides the search to informative areas. For the first
algorithm, we prove it’s optimality given infinite run-time, and also show how it achieves
a performance guarantee as a function of (ε,δ ) parameters. For the second algorithm, we
prove the heuristic is a function of the sensor information matrix upper bounds, and derive
these upper bounds for position range, bearing, and camera sensors.
We conclude this chapter with presentation of a combined approach which we call ActivE
Gaussian Information Search (AEGIS). AEGIS obtains the benefits of both approaches,
namely it has controllable complexity in terms of (ε,δ ), but also the search is guided using
a heuristic. We present the algorithm, and a small illustration of it’s implementation in a
target tracking problem.
In Figure 2.5, we evaluate RVI, A*, and AEGIS on a simple target tracking problem
with a range sensor, and system dynamics as in the previous section. All three algorithms
ultimately achieve the same solution, but we can see the benefits of the combined approach.
On the left, we see RVI, which explores a wide region even though it’s unnecessary. The
AStar solution looks good, but according to the (ε,δ ) parameters there are some trajectories
that do not need to be considered. In contrast, AEGIS efficiently explores towards the goal,
while keeping the search space controlled with (ε,δ ).
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Figure 2.5. From left-right: RVI, AStar, and AEGIS. (ε = 1,δ = 0.1)
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Algorithm 4 ActivE Gaussian Information Search (AEGIS)
Require: initial state (x,Σ), initial cost J, initial time t, horizon T , domination parameters ε,δ ≥ 0, heuristic weight
w≥ 1
1: function AEGIS((x,Σ,J), t, T , ε , δ , w)
2: gt(Σ,x)← J
3: O← (t,x,Σ), C← /0, n∗← nan
4: while O 6= /0 and not interrupted do
5: n← argminn′∈O g(n′)+ wh(n′)
6: O←O \{n}
7: if n∗ = nan or g(n)+ h(n) < g(n∗) then
8: if ISDOMINATED(n, O∪C, ε , δ ) then continue
9: C← C∪{n}
10: for all u ∈ U do
11: s,c←STEP(n, u)
12: if g(n)+ c + h(s)≥ g(n∗) then continue
13: if g(n)+ c≥ g(s) then continue
14: g(s)← g(n)+ c, parent(s)← (n,u)
15: if ISGOAL(s, T ) then n∗← s
16: else if s ∈O then HEAPIFY(O)
17: else C← C \{s}, O←O∪{s}
18: ut:T−1← control sequence leading from (t,x,Σ) to n∗
19: if O = /0 then error← 0
20: else error← g(n∗)−minn∈O g(n)+ h(n)
21: return ut:T−1, g(n∗), error
22:
23: function ISDOMINATED((t,x,Σ), S, ε , δ )
24: for (t ′,x′,Σ′) ∈ S such that t ′ = t and dX (x,x′)≤ δ do




29: function STEP((t,x,Σ), u)
30: x′← f (x,u), Σ′←Ψt+1(Φt(Σ,x,u),x′)
31: return (t + 1,x′,Σ′), `t+1(Σ′,x′)
32:
33: function ISGOAL((t,x,Σ), T ) return t = T
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Chapter 3
Multi-Robot Information Acquisition: Implementa-
tion and Energy-Aware
A Introduction
In this chapter, we turn our attention to the solution of multi-robot information acquisi-
tion problems. The use of multiple robots has been of much interest in a wide variety of
applications such as autonomous mapping[34, 4, 52, 5], search and rescue[9, 53, 54], and en-
vironmental monitoring [55, 56, 57, 58]. These tasks require can be achieved more efficiently
and accurately by larger robot teams, rather than relying on individual robots. Robot teams
may take advantage of heterogeneous capabilities, require less storage and computation per
robot, and may achieve better environment coverage in shorter time[59, 60, 61, 62]. Related
work on multi-robot information gathering includes: [42, 4, 1, 24, 5, 63, 64, 65].
To alleviate the computational complexity which is exponential in the number of robots,
various approximation methods have been developed to produce near-optimal solutions for
a submodular and monotone objective (e.g.,, mutual information). A widely used technique
is coordinate descent, or sequential allocation, where robots plan successively while incor-
porating the plans of previous robots[42, 4, 1, 24]. Ref. [42] showed that coordinate descent
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extends the near-optimality of a single-robot planner to the multi-robot scenario. Later, [66]
extended the result to dynamics targets, showing that coordinate descent solution attains
at least 50% of the optimal performance regardless of the planning order. With a more
sophisticated order, [63] used coordinate descent to decentralize the greedy method[67], by
only committing the best single-robot trajectory to the team solution in each sequential
round. Ref. [5] proposed a distributed algorithm, where robots first independently generate
plans, and choose subsets of those plans in a sequential fashion to greedily optimize the
objective for a fixed number of rounds.
To reduce the computational complexity of the multi-robot planning problem, it is
necessary to decentralize the planning algorithm. [41] achieves this by computing MI only for
pairs of sensors, decreasing the dimension of the required integration, while [40] assumes MI
approximately decouples among groups of robots. Decentralization via coordinate descent
is first proposed in [42].
Many approaches, for example [48] assume each robot has access to a centralized target
state, which can be queried at any time. In this chapter, we assume each robot maintains its
own estimate of the target state, and the robots perform a joint estimation step whenever
they are in communication. The theory of our estimator is developed in [68], and is similar
to the Kalman consensus filter [69, 70]. The filter is well-suited to the information gathering
problem because it is able to work with Gaussian representations of the target, and it is
mean-square consistent in the case of static targets, which is the case in some information
acquisition problems such as environmental monitoring [30, 31].
Algorithms presented in Chapter 1 such as RVI and ARVI reduce the complexity in the
planning horizon T, but the multi-sensor problem still scales exponentially with the number
of robots n. We now formally introduce the Coordinate Descent approach to solving this
problem, reducing the complexity from exponential to linear. Suppose that robot 1 plans
its own trajectory with RVI, without considering the other robots. In other words, it solves
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The robot then communicates its chosen plan, which may involve passing the control se-
quence and any of the models evaluated along the trajectory onwards to robot 2. Then
robot 2 solves a two-sensor active information gathering problem, but assumes the fixed








The algorithm continues in this fashion, so that robot i needs the control sequences and the
models evaluated along the trajectories of sensors 1 to i−1, solving an i-sensor version of
equation (2). This algorithm reduces the planning complexity from exponential to linear, i.e.
from O(|U1× ...×Un|T ) to O(|∑ni=1 |Ui|T ). It is proven in [15] that the solution JT obtained
from coordinate descent achieves at least 50% of the optimal value, i.e. JT ≥ J∗T ≥ 2JT when
the objective function is negative mutual information with a similar result for conditional
entropy.
A.1 Distributed Estimation
Although the coordinate descent scheme is decentralized in control, it assumes the robots
have access to a centralized information source while planning. In many real-world problems
that face challenges with regard to communication, this is not a realistic solution. Therefore,
it is crucial to incorporate a distributed estimation algorithm into the multi-sensor active
information acquisition problem. The estimator should naturally work with Gaussian target
state representations, and have strong performance guarantees for static targets. Static
targets are common in information acquisition problems like environmental monitoring and
SLAM, and often these filters perform well in practice for dynamic targets.
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We adopt a type of distributed Kalman filter first proposed in [68], and has the following
update rule:







where ζi,t is a normalization constant to ensure pi,t+1 is a proper pdf, and κi, j are weights
such that ∑ j∈Ni∪{i}κi, j = 1. The filter update rule is the same as the standard Bayes rule
except that each sensor i uses a geometric average of its neighbors’ priors.
When specializing the estimator in (3.3) to the linear Gaussian measurement model we
have used thus far, it is necessary to operate in the information space, which is equivalent
to the covariance space [11], but offers some unique benefits. One advantage of filtering in
the information space is that information is additive, and it is possible to have information
vectors and matrices equal to zero. Most importantly however, the information space is
sparse, while the covariance matrix is always dense. This results in significant computational
savings, particularly when the dimension of the target state being estimated is large, as
is the case when there are many targets. We introduce the quantities, ω and Ω, called
information vector and information matrix respectively. Define Ω = Σ−1, and ω = Ωy. We
have the following update-prediction rules:
Update Step: ωi,t+1 = ∑
j∈Ni∪{i}





κi, jΩ j,t + HTi V
−1
i Hi
ŷi(t) := Ω−1i,t ωi,t





where Hi := Hi(xi), and Vi := Vi(xi). Then, we define a communication network, indicating
the connections of the sensors G = (V,E). The graph is fully connected if each sensor can
communicate with each other. In the case of static targets, the following theorem holds:





has rank dy. Then, the estimates in (16) of all sensors converge in mean square
to y, i.e. limt→∞E[||ŷi(t)− y||22] = 0 for all i.
While the assumptions of Thm. 9 hold when all sensors are in communication, in practice
it is likely that the sensor network is intermittently disconnected. Despite this, there are
results [71] that suggest that filters of this type converge even under the weaker condition of
an infinitely often connected network. This fact motivates the simulations in Sec. B which
investigate the effects of limited communication ranges on the estimation performance.
B Hardware Implementation of ARVI and Coordinate Descent
B.1 Target Tracking Model
We now adapt the general models presented thus far for the target tracking application.
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The control commands use motion primitives {(ν ,ω)} | ν ∈ {1,3} m/s, ω ∈ {0,±1,±3}
rad/s.
The targets move with discretized double integrator dynamics, and Gaussian noise where
y ∈ Rn is the target state. For m targets, the size of the state is n = 4m, containing the












Note that a limitation of this approach is the requirement of having a model for the target
a priori. A more robust approach may be to estimate the target model with reinforcement
learning techniques, such as in [72, 73].
The sensor observation model, consists of range and bearing for each target m∈{0, ...M−
1}, where M is the total number of targets in the environment.








 √(y1− x1)2 +(y2− x2)2
tan−1((y2− x2)(y1− x1))−θ
 (3.6)
It should be noted again here that this model needs to be linearized, which can be achieved




 (y1− x1) (y2− x2) 01x2
−sin(θ + α(x,y)) cos(θ + α(x,y)) 01x2
 (3.7)








0 . . . ∇yh(x,yM−1)
 (3.8)




Figure 3.1. Simulation environment showing four robots (green) and three estimated target positions with
covariance ellipses (red). Explored and unexplored regions are shown in white and gray color, respectively.
σr,σb are the standard deviation of the range and bearing noise. The model here also
includes a limited range and field of view [74], denoted by parameters rsense, and φ . If at
any time, rm(x,y)≥ rsense, or αm(x,y)≥ φ2 , the filter performs only a prediction step for target
m, since no measurement is attainable when the target is outside the range or field-of-view
limits.
Lastly, because the robots know neither the total number of targets, or have any prior
information about the targets, we follow an approach from [75] and introduce an exploration




T . The landmarks are given a Gaussian prior with mean l̄ := l, and block diagonal
covariance Σl. The landmarks are placed at the map frontiers which are maintained by a
visibility occupancy grid.
B.2 Target Tracking Algorithm
Our multi-robot target-tracking algorithm is summarized:
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(a) (b)
Figure 3.2. (a) A Scarab ground robot and a Hummingbird quadrotor. (b) The experimental setup with 3
UAVs and 5 Scarabs.
Algorithm 5 Anytime Multi-Robot Target Tracking
1: Input: Tmax,x0, ω̂0,Ω̂0, f ,U ,H,V,A,W,T,TARV I,n
2: while t = 1 : Tmax do
3: Send ωi,t and Ωi,t to neighboring robots.
4: Receive measurements zi,t and perform distributed update step with any neighbor informa-
tion received.
5: Remove discovered exploration landmarks l and add new ones at map frontiers.
6: Plan T -step trajectories by solving (2) with ARVI (Alg. 1) and coordinate descent.
7: Apply first n controls to move each robot via f .
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Alg. 5 was implemented in C++, and applied in both simulations and robot experiments.
An open-source implementation* of the simulator and the algorithm is published online.
B.3 Simulation Results
In the simulation environment, the algorithm is evaluated in a virtual square region, with
height and width of 64 meters (Fig. 4.2). Targets are initialized in random positions with
zero velocity. The goal of the simulations was to evaluate the effects of communication
radius, planning time, and robustness of the system to sensor noise. We test with a variable
number of robots, targets, and parameters in each simulation, detailed in the captions. The
performance metrics are the average root mean square error (RMSE) of target position,
average entropy, and time to discover all targets.
As one may expect, increasing the communication radius (Fig. 3.3 (a-c)) results in
better performance. We note that even a modest communication range of 5 meters provides
substantial benefit, particularly in the rate of discovering targets. Without communication,
a single robot is unable to find all the targets even over the course of 1000 timesteps. The
benefits of increased planning time (Fig. 3.3 (d-f)) are noted by the reduction in position
RMSE as well as average entropy. Interestingly, more planning time does not necessarily
lead to discovering the targets faster. This is due to the planner’s emphasis on keeping
a low uncertainty on the targets currently known rather than discovering new targets. If
fast exploration is desired, more uncertainty can be added to the exploration landmarks to
encourage the robots to explore more rapidly at the expense of tracking the already known
targets. Another observation is that the entropy and tracking error are similar in planning
time at first, but start to differ as the simulation evolves. This is because the targets are
initialized with zero velocity, and eventually start to move faster and require a better plan
to track them. Finally, the performance in tracking and average entropy degrade with
increasing sensor noise as might be expected. In summary, we see that target discovery is
*https://bitbucket.org/brentsc/infoplanner
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tied to the availability of communication, while tracking performance depends on sensor
reliability and the ability to plan non-myopic trajectories efficiently.
B.4 Hardware Experiments
We evaluate the real-time performance of the ARVI and Coordinate Descent algorithm
on three collaborating UAVs, whose task is to explore a lab environment and find and
track the locations of five ground robots (Fig. 3.2). The robot trajectories are planned
using ARVI offboard on a laptop with an Intel Core i7 CPU. The Vicon Motion capture
system is used for localization of both the ground robots and the UAVs. The ground robots
are Scarab differential drive robots with top speed of 1.4 m/s [76]. The quadrotors were
allowed motion primitives {(ν ,ω) | ν = 1 m/s, ω ∈ {0,±1,±3} rad/s}. The target motion
model in the hardware experiments was a random walk (e.g., yt+1 = yt + wt), instead of the
double integrator. This is more suitable because of the sudden changes in velocity that the
Scarab robots experience due to their collision avoidance algorithm. Sensor measurements
are generated via the Vicon pose estimates, with a 360 degree field of view which imitates
a downward facing camera. The measurements provide the relative pose of each ground
robot within a sensing radius plus Gaussian noise, to each UAV. The testing area was a 4
by 8 meter region where the ground robots can move independently and freely to randomly
generated waypoints. The ground robots utilize [77] to reactively replan safe paths around
any static obstacles and other ground robots, while the quadrotors fly at different heights to
avoid collisions. Ten separate five-minute trials were conducted, in which the UAVs tracked
the ground robots and explored the environment. The performance of the algorithm can be
seen in figure 3.4.
The primary purpose in running these experiments on real hardware was to ensure that
the algorithm is able to compute trajectories reliably and run the decentralized algorithms
with multiple robots, while also achieving a low tracking error. The original RVI algorithm
paid no attention to execution time and without proper tuning it would take too long for
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the robots to compute plans to fly in real-time. Even if RVI was tuned to always execute
in a short time, it would not necessarily find the best trajectory in the allotted planning
time, since it might terminate too early. To this end, the experiments were successful and
show that ARVI achieves real-time search based planning for information gathering. In
order to deploy the system in the real-world, there is still a need for incorporating collision
avoidance in the planning process. More insight could also be gained by testing with a
camera observation model, and planning on-board the UAVs.
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Figure 3.3. By column, the plots show the average entropy per target, number of targets discovered, and
average position (RMSE) per target respectively. The top row uses 4 robots and 9 targets, with Tmax = 1000,
TARV I = 0.5s, σr = .15 m, σb=5◦, and sweeps over communication range. The middle row uses 10 robots and
25 targets, Tmax = 600, σr = .3 m, σb=10◦, communication range of 30 meters, and sweeps over increasing
TARV I . The last row uses 8 robots and 16 targets, with communication range of 30 meters, TARV I 0.5s, and
sweeps over σr, σb. In all cases, ten Monte-Carlo trials are averaged for each parameter, with τ = 0.5s,
T = 12, n = 6 controls before re-planning, rsense = 10 meters, 94◦ field-of-view, and q = .001 fixed for every
trial.
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Figure 3.4. The plots show the average entropy per target, number of targets discovered, and average root
mean square error (RMSE) per target respectively, all averaged over ten trials of five minutes. In the ex-
periments, a planning horizon T = 12, and sampling period of τ = 0.5 is used, along with TARV I = 0.5 split
evenly. The communication range between UAVs is fixed at 3 meters. The sensing parameters used here
correspond to a downward facing camera model, with rsense = 1 meter, 360◦ field-of-view, with range and
bearing standard-deviation of 0.3 m, and 5◦ respectively.
C Energy-Aware Information Acquisition
Practical implementations of multi-robot systems often need to consider various measures
for energy expenditure, such as control effort, fuel cost, or distance travelled. A common
approach is to impose fixed budgets, which preserves submodularity and monotonicity of
the objective, so that existing algorithms may still be used [42, ?, 63].
In this section, we are motivated by scenarios where robots, with potentially different
sensing and control capabilities, have sufficient energy to spend but seek a desired trade-
off between information gain and energy cost. Specifically, we formulate an energy-aware
active information acquisition problem, where the goal is to plan trajectories for a team of
heterogeneous robots to maximize a weighted sum of information gain and energy cost. One
key observation with this approach is that adding the energy cost breaks the monotonic-
ity of the objective, violating an assumption held by existing approximation algorithms.
Therefore, we propose a new distributed planning algorithm based on local search [78] (see
Fig. 3.5) to achieve a worst-case performance guarantee for the non-monotone objective.
We further develop techniques to reduce its computation and communication requirements
compared to its naive distributed implementation, in order to scale to larger robot teams











Figure 3.5. Overview of the proposed distributed planning approach for non-monotone information gathering
(see Sec. C.3). Robots generate individual candidate trajectories and jointly build a team plan via distributed
local search (DLS), by repeatedly proposing modifications to the collective trajectories.
Contributions. The main limitation of the prior works is the assumption of monotonic-
ity of the objective function. Problems without monotonicity, such as the energy-aware
problem we propose, cannot be solved by the above methods while retaining their near-
optimality properties. In contrast, our proposed algorithm provides a theoretical perfor-
mance guarantee even for non-monotone objectives. In this section:
• We propose a distributed algorithm based on local search where robots collaboratively
build a team plan by proposing modifications to the collective trajectories;
• We reduce its computation and communication requirements without affecting the per-
formance guarantee;
• We demonstrate that the proposed algorithm outperforms a state-of-the-art algorithm for
multi-robot target tracking in coordinating a team of heterogeneous robots, while trading
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off sensing performance and energy expenditure.
C.1 Preliminaries
We briefly review some useful definitions. Let g : 2M→ R be a set function defined on the
ground set M consisting of finite elements. Let g(a|S) := g(S∪{a})− g(S) be the discrete
derivative, or the marginal gain, of g at S with respect to a.
Definition 10 (Submodularity) The function g is submodular if for any S1 ⊆ S2 ⊆M and
a ∈M\S2, g(a|S1)≥ g(a|S2).
Definition 11 (Monotonicity) The function g is monotone if for any S1 ⊆ S2 ⊆M, g(S1) ≤
g(S2).
C.2 Problem Formulation
Consider robots indexed by i ∈R := {1, . . . ,n} with states xi,t ∈ Xi at time t = 0, . . . ,T . The
robot dynamics are:
xi,t+1 = fi(xi,t ,ui,t), (3.9)
where ui,t ∈ Ui is the control input and Ui is a finite set. We denote a control sequence as
σi = ui,0, . . . ,ui,T−1 ∈ UTi .
The robots’ goal is to track targets with state y ∈ Rdy that have the following linear-
Gaussian motion model:
yt+1 = Atyt + wt , wt ∼N (0,Wt), (3.10)
where At ∈Rdy×dy and wt is a zero-mean Gaussian noise with covariance Wt  0. The robots
are equipped with sensors that measure the target state subject to an observation model:
zi,t = Hi,t(xi,t)yt + vi,t(xi,t), vi,t ∼N (0,Vi,t(xi,t)), (3.11)
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where zi,t ∈ Rdzi is the measurement taken by robot i in state xi,t , Hi,t(xi,t) ∈ Rdzi×dy , and
vi,t(xi,t) is a state-dependent Gaussian noise, whose values are independent at any pair of
times and across sensors. The observation model is linear in target states but can be
nonlinear in the robot states. If it depends nonlinearly on the target state, we can linearize
it around an estimate of the target state to get a linear model.
We assume every robot i has access to Ni control trajectories Mi = {σ ki }
Ni
k=1 to choose
from. Denote the set of all control trajectories as M = ∪ni=1Mi and its size as N = |M|.
Potential control trajectories can be generated by various single-robot information gathering
algorithms such as [2, 23, 79, 65]. The fact that every robot cannot execute more than one
trajectory can be encoded as a partition matroid (M,I), where M is the ground set, and
I = {S ⊆M | |S∩Mi| ≤ 1 ∀i ∈ R} consists of all admissible subsets of trajectories. Given
S ∈ I, we denote the joint state of robots that have been assigned trajectories as xS,t at time
t, and their indices as RS := {i | |Mi∩S| = 1 ∀ i ∈ R}. Also, denote the measurements up
to time t ≤ T collected by robots i ∈RS who follow the trajectories in S by zS,1:t .
Due to the linear-Gaussian assumptions in (3.10) and (3.11), the optimal estimator for
the target states is a Kalman filter. The target estimate covariance ΣS,t at time t resulting








t (·) and ρeS,t(·, ·) are the Kalman filter prediction and measurement update, respec-
tively:











Mi,t(xi,t) := Hi,t(xi,t)Vi,t(xi,t)−1Hi,t(xi,t)T .
The robots are assumed to know each other’s dynamics (3.9) and observation models (3.11)
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so that they can assess the overall tracking performance given others’ trajectories.
When choosing sensing trajectories, we want to capture the trade-off between sensing
performance and energy expenditure, which is formalized below.
Problem 4 (Energy-Aware Active Information Acquisition) Given initial states xi,0 ∈ Xi for
every robot i ∈ R, a prior distribution of target state y0, and a finite planning horizon T ,
find a set of trajectories S ∈M to optimize the following:
max
S∈I
J(S) := I(y1:T ;zS,1:T )−C(S), (3.13)












≥ 0 is the mutual informa-





where ri ≥ 0 is a tuning parameter, and 0≤Ci(·)≤ cmax is a non-negative, bounded energy
cost for robot i to apply control sequence σi.
Remark 12 The optimization problem (3.13) is non-monotone, because adding extra trajec-
tories may worsen the objective by incurring high energy cost C(S). Thus, the constraint
S ∈ I may not be tight, i.e.,, some robots may not get assigned trajectories. This property
is useful when a large repository of heterogeneous robots is available but only a subset is
necessary for the given tasks.
Remark 13 The choice of (3.13) is motivated by the energy-aware target tracking applica-
tion. However, the proposed algorithm in Sec. C.3 is applicable to any scenario where J(S) is
a submodular set function that is not necessarily monotone, but can be made non-negative
with proper offset.
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Solving Problem 4 is challenging because adding energy cost C(S) breaks the mono-
tonicity of the objective, a property required for approximation methods such as coordinate
descent [4] and the greedy algorithm [67] to maintain their performance guarantees. This
is because these methods only add elements to the solution set, which always improves a
monotone objective, but can worsen the objective in our setting, and may yield arbitrarily
poor performance. We now propose a new distributed algorithm for Problem 4 based on
local search [78].
C.3 Multi-Robot Planning
We first present how local search [78] can be used to solve Problem 4 with near-optimal
performance guarantee. Despite the guarantee, local search is not suitable for distributed
robot teams, because it assumes access to all locally planned robot control trajectories
which can be communication-expensive to gather. To address this problem, we propose a
new distributed algorithm that exploits the structure of a partition matroid to allow robots
to collaboratively build a team plan by repeatedly proposing modifications to the collective
trajectories. Moreover, we develop techniques to reduce computation and communication
without affecting the performance guarantees.
In the following subsections, we denote g : 2M → R as the non-negative, submodular
oracle function used by local search, where the ground set M consists of the robot trajec-
tories.
C.4 Centralized Local Search (CLS)
We present the original local search [78] in our setting with a single partition matroid
constraint. We refer to it as centralized local search (CLS, Alg. 6) because it requires
access to trajectories M from all robots. The algorithm proceeds in two rounds to find
two candidate solutions S1,S2 ∈ I. In each round k = 1,2, solution Sk is initialized with a
single-robot trajectory maximizing the objective (Line 5). Repeatedly, Sk is modified by
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Algorithm 6 Centralized Local Search [78] (CLS)
1: require α > 0, ground setM, admissible subsets I, oracle g
2: N← |M|
3: S1,S2← /0
4: for k = 1,2 do
5: Sk←{argmaxa∈M g({a})} // Initialize with best traj.
6: while resultant S′k from 1 , 2 or 3 satisfies S
′
k ∈ I and g(S′k)≥ (1 +
α




7: 1 Delete: S′k← Sk\{d}, where d ∈ Sk
8: 2 Add: S′k← Sk ∪{a}, where a ∈M\Sk
9: 3 Swap: S′k← Sk\{d}∪{a}, where d ∈ Sk, a ∈M\Sk
10: M←M\Sk
11: return argmaxS∈{S1,S2} g(S)
executing one of the Delete, Add or Swap operations, if it improves the objective by at least
(1 + αN4 ) of its original value (Lines 6–9), where α > 0 controls run-time and performance
guarantee. This procedure continues until Sk is no longer updated, and the next round
begins without considering Sk in the ground setM (Line 10). Lastly, one of S1 and S2 that
results in better objective is returned.
One important requirement of CLS is that the objective function g is non-negative. With
the objective from Problem 4, this may not be true, therefore we add an offset O. The next
proposition provides a worst-case performance guarantee for applying Alg. 6 to Problem 4
after properly offsetting the objective to be non-negative.
Proposition 14 Consider that we solve Problem 4 whose objective is made non-negative by
adding a constant offset:
max
S∈I
g(S) := J(S)+ O, (3.15)
where O := ∑ni=1 ric
max. Denote S∗ and Sls as the optimal solution and solution obtained
by CLS (Alg. 6) for (3.15), by using g(·) as the oracle. We have the following worst-case
performance guarantee for the objective:
0≤ g(S∗)≤ 4(1 + α)g(Sls). (3.16)
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Proof 3 In (3.13), mutual information is a submodular set function defined on measurements





Since mutual information is non-negative, (3.15) is a submodular non-monotone maximiza-
tion problem with a partition matroid constraint. The proposition follows from [78, Thm.
4].
Remark 15 Having the constant O term in (3.15) does not change the optimization in Prob-
lem 4, but ensures that the oracle used by CLS (Alg. 6) is non-negative so that the ratio
(1 + αN4 ) correctly reflects the sufficient improvement condition.
Besides the communication aspect that CLS requires access to all robot trajectories,
running it naively can incur significant computation. In the worst case, CLS requires
O( 1
α
N6 log(N)) oracle calls†, where N is the total number of trajectories [78]. In practice,
however, the run-time can be significantly reduced by our proposed distributed algorithm
(see results in Sec. D), while maintaining a worst-case guarantee.
C.5 Distributed Local Search (DLS)
In this section, we propose a distributed implementation of the local search algorithm to
address both the communication and computation concerns. The algorithm is presented
in Alg. 7 and Alg. 8 written from robot i’s perspective. Exploiting the structure of the
partition matroid, DLS allows every robot to propose local operations based on its own
trajectory set, while guaranteeing that the team solution never contains more than one
trajectory for every robot. In fact, all steps executed by CLS can be distributedly proposed
by robots, thus providing the same performance guarantee shown in Theorem 14.
†For 2 solution candidates, each requires O( 1
α
N4 log(N)) local operations, and N2 oracle calls to find each local
operation in the worst case.
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C.5.1 Distributed Proposal
Every proposal consists of two trajectories (d,a), where d is to be deleted from and a is
to be added to the solution set. We also define a special symbol “NOP” that leads to no
set operation, i.e.,, Sk ∪{NOP} = Sk\{NOP} = Sk. Note that (d,NOP), (NOP,a) and (d,a) are
equivalent to the Delete, Add and Swap steps in CLS.
Every robot i starts by sharing size of its trajectory set |Mi| and its best trajectory
a∗i ∈ Mi in order to initialize Sk and N collaboratively (Alg. 7 Lines 5–7). Repeatedly,
every robot i executes the subroutine FindProposal (Alg. 8) in parallel, in order to propose
changes to Sk (Alg. 7 Lines 8–13). Since any valid proposal shared by robots will improve
the objective, the first (d,a) 6= (NOP,NOP) will be adopted by every robot to update Sk in every
round (Alg. 7 Lines 10–12). We assume instantaneous communication, so robots always use
a common proposal to update their local copies of Sk. Otherwise, if delay leads to multiple
valid proposals, a resolution scheme is required to ensure robots pick the same proposal.
In FindProposal (Alg. 8), an outer loop looks for potential deletion d ∈ Sk (Alg. 8
Lines 2–6). Otherwise, further adding a∈Mi is considered, as long as the partition matroid
constraint is not violated (Alg. 8 Lines 7–8). Next, we discuss how to efficiently search for
trajectories to add.
C.5.2 Lazy Search
Instead of searching over trajectories in an arbitrary order, we can prioritize the ones that
already perform well by themselves, based on g(a| /0) for all a ∈Mi (Alg. 7 Line 2). In this
fashion, we are more likely to find trajectories that provide sufficient improvement earlier
(Alg. 8 Lines 12–13). Note that g(a| /0) is typically a byproduct of the trajectory generation
process, so it can be saved and reused.
This ordering also allows us to prune unpromising trajectories. Given the team solution
after deletion S−k := S\{d}, the required marginal gain for subsequently adding trajectory a
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Algorithm 7 Distributed Local Search (DLS)
1: require α > 0, trajectoriesMi, oracle g
2: SortMi in descending order based on g(a| /0) for all a ∈Mi
3: S1,S2← /0
4: for k = 1,2 do
5: Broadcast |Mi| and a∗i ∈Mi that maximizes g({a∗i })
6: Sk←{a∗}, where a∗ ∈ {a∗i }ni=1 maximizes g({a∗})
7: N← ∑ni=1 |Mi|
8: repeat
9: Run FindProposal(Sk,Mi,α,N,g) in background
10: if Receive (d,a) 6= (NOP,NOP) then
11: Terminate FindProposal if it has not finished
12: Sk← Sk\{d}∪{a}
13: until Receive (d,a) = (NOP,NOP) from all robots
14: Mi←Mi\Sk
15: return argminS∈{S1,S2} g(S)
is




We can prune any a ∈Mi, if g(a| /0) < ∆ based on the diminishing return property: because
/0⊆ S−k , we know that ∆ > g(a| /0)≥ g(a|S
−
k ), violating condition (3.18). Similarly, all subse-
quent trajectories a′ can be ignored, because their marginal gains g(a′| /0) ≤ g(a| /0) < ∆ due
to ordering (Alg. 8 Lines 10–11). Lastly, if adding a trajectory improves S−k sufficiently, the
proposal is broadcasted (Alg. 8 Lines 12–13).
C.5.3 Greedy Warm Start
We observe empirically that a robot tends to swap its own trajectories consecutively for small
growth in the objective, increasing communication unnecessarily. This can be mitigated
by a simple technique: when finding local operations initially, we force robots to only
propose additions to greedily maximize the objective, until doing so does not lead to enough
improvement or violates the matroid constraint. Then robots resume normally with Alg. 8,
allowing all local operations. By warm starting the team solution greedily, every robot
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Algorithm 8 Find Proposal (FindProposal)
1: require Sk,Mi, α > 0, N, g
2: for d ∈ Sk or d = NOP do // Delete d, or no deletion
3: S−k ← Sk\{d}
4: ∆← (1 + αN4 )g(Sk)−g(S
−
k ) // ∆: deficiency of S
−
k
5: if ∆≤ 0 then
6: broadcast (d,NOP)
7: if ∃ a ∈ S−k planned by robot i then
8: continue // Cannot add due to partition matroid
9: for a ∈Mi in sorted order do // Add a
10: if g(a| /0) < ∆ then
11: break // Rest of a ∈Mi will not improve S−k enough
12: if g(a|S−k )≥ ∆ then
13: broadcast (d,a)
14: broadcast (NOP,NOP)
aggregates numerous proposals with smaller increase in the objective into a greedy addition
with larger increase, thus effectively reducing communication.
D Simulation Results
We evaluate DLS in two target tracking scenarios based on objective values, computation,
communication, and ability to handle heterogeneous robots. Its performance is compared
against coordinate descent (CD [4]), a state-of-the-art algorithm for multi-robot target track-
ing that, however, assumes monotonicity of the objective. Planning for robots sequentially,
CD allows every robot to incorporate the plans of previous robots. We also allow CD to not
assign any trajectory to a robot if it worsens the objective. Reduced value iteration [2]
is used to generate trajectories for both algorithms. Comparisons between CLS and DLS
are omitted because the two algorithms empirically achieve the same average performance.
We set α = 1 arbitrarily, because tuning it was not effective due to the large number of
trajectories N.
Both DLS and CD are implemented in C++ and evaluated in simulation on a laptop with
an Intel Core i7 CPU. For DLS, every robot owns separate threads, and executes Alg. 8 over
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4 extra threads to exploit its parallel structure. Similarly, CD allows every robot to use 4
threads and additionally incorporates accelerated greedy [80] for extra speed-up.
D.1 Robots Characteristics
Given initial state xi,0 ∈Xi for robot i∈RS who follows the control sequence ui,0, . . . ,ui,T−1 =
σi ∈ S, the resultant states are xi,1, . . . ,xi,T based on dynamics (3.9). The energy cost C(S)













where the state-dependent cost cstatei (·) and control-dependent cost cctrli (·) are defined based
on robot types—in our case, robot i is either an unmanned ground vehicle (UGV) or an
unmanned aerial vehicle (UAV). Note that decomposition between state and control is not
required for our framework to work. The setup for robots are summarized in Table 3.1. For
simplicity, all robots follow differential-drive dynamics‡ with sampling period τ = 0.5 and
motion primitives consisting of linear and angular velocities {u = (ν ,ω) | ν ∈ {0,8} m/s, ω ∈
{0,±π2 } rad/s}. We consider muddy and windy regions that incur state-dependent costs
for UGVs and UAVs, respectively. The robots are equipped with range and bearing sen-
sors, whose measurement noise covariances grow linearly with target distance. The sensors
have limited ranges and field of views (FOVs), within which the maximum noise standard
deviations are 0.1 m and 5◦ for range and bearing measurements, respectively. Outside the
range or field of view, measurement noise becomes infinite. Refer to [1] for details.
‡We note that any dynamically feasible model can be used for the specific robot which is being planned for. We
use the same kinematic model for the quadrotor and ground vehicle for implementation convenience, and because the
quadrotors are restricted to a plane to avoid collisions.
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D.2 Scenario 1: Multi-Robot Dynamic Target Tracking
Here we show the computation and communication savings for DLS, and compare the per-
formance of DLS and CD (see Fig. 3.6 and 3.7). The scenario involves 2, . . . ,10 UGVs trying
to estimate the positions and velocities of the same number of dynamic targets that follow
discretized double integrator dynamics. Targets have a top speed of 2 m/s and their models
are corrupted by Gaussian noise. Robots and targets are spawned in a square arena whose
sides grow from 40 m to 60 m, and 50 random trials are run for each number of robots.
Non-monotonicity in the problem is accentuated by an increasing penalty for control
effort of additional robots, by setting ri = i for each robot i as defined in (3.19) (i.e.,, the 10-
th added robot is 10 times more expensive to move than the first). Note that state-dependent
cost is set to 0 only for this experiment. Trajectory generation has parameters ε = 1 and
δ = 2 for horizon T = 10. As the planning order is arbitrary for CD, we investigate two
planning orders: first from cheaper to more expensive robots, and the reverse. Intuitively
and shown in Fig. 3.7, the former should perform better than the later, because the same
amount of information can be gathered while spending less energy. While other orderings
are possible (e.g.,,[63] uses CD to decentralize greedy algorithm), we only use two to show
CD’s susceptibility to poor planning order. To ensure a fair comparison between DLS and
CD, we use a fixed set of trajectories generated offline, but ideally trajectories should be
replanned online for dynamic target tracking.
cctrl(u), u given as cstate(x), x in FOV (◦) Range (m)
0,0 0, ±π2 8,
±π
2 Mud Wind Exp.1&2 Exp.1&2
UGV 0 1 2 3 / 160 6 & 15
UAV 2 2 4 / 3 360 / & 20
Table 3.1: Robot setup in two experimental scenarios.
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Figure 3.6. Computation and communication savings afforded by lazy search (Lazy) and greedy warm start
(Warm) for DLS. Computation is measured by total oracle calls divided by the number of trajectories N, where
N reaches around 12500 for 10 robots. Communication is measured by the number of proposal exchanges.
Combining lazy search and greedy warm start (green) leads to 80–92% computation reduction, and up to
60% communication reduction compared to the naive implementation (blue) on average.
Proposed methods for improving naive distributed execution of local search, namely
lazy search (Lazy) and greedy warm start (Warm), are shown to reduce computation by
80–92% and communication by up to 60% on average, as shown in Fig. 3.6. As expected,
when there are few robots with similar control penalties, the objective is still close to being
monotone and DLS and CD achieve similar performance as shown in Fig. 3.7. However, as
more costly robots are added, their contribution in information gain is reduced by high
control penalty, the problem becomes more non-monotone. Therefore, the performance gap
between DLS and CD widens, because CD requires monotonicity to maintain its performance
guarantee, but DLS does not. From Fig. 3.7, we can see that planning order is critical
for CD to perform well, but a good ordering is often unknown a priori. Compared to CD
which requires only n− 1 communication rounds for n robots, DLS requires more for its
performance. For practical concerns to save more time, DLS with down-sampled trajectories
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Figure 3.7. Objective values and computation time (s) for variants of DLS and CD, where the lines and shaded
areas show the mean and standard deviation, respectively. The time excludes the trajectory generation time
(< 2 s), which is the same for every algorithm. DLS (solid green) consistently outperforms CD in optimizing
the objective, where it is better for CD to plan from cheaper to more expensive robots (brown), rather than
the reverse order (orange). The performance gap between DLS and CD widens as more costly robots increase
non-monotonicity of the problem. However, DLS requires longer run-time, which in practice can be alleviated
by using a portion of all trajectories. This invalidates the worst-case guarantee, but DLS solution based on the
best 10% of each robot’s trajectories (green crosses) still outperforms CD.
(e.g.,, keeping the best 10% of each robot’s trajectories) still produces better solution than
CD, but the guarantee of DLS no longer holds.
D.3 Scenario 2: Heterogeneous Sensing and Control
Here we consider a heterogeneous team consisting of 2 UGVs and 1 UAV with different
sensing and control profiles (Table 3.1) in order to track 10 static targets in a 100 m×100 m
arena, over a longer horizon T = 20 (see Fig. 3.9). The UAV has better sensing range and
field of view compared to UGVs, but consumes more energy. The arena has overlapping
muddy and windy regions, so robots have to collaboratively decide who should venture into
the costly regions. To explore trade-off between sensing and energy objectives as a team,
we set a common ri = r for every robot i. We vary r from 0 to 0.5 and run 50 trials for
each fixed value. Robots are spawned in the non-muddy, non-windy region, but targets may
63
Figure 3.8. Trade-off between sensing performance (mutual information (3.13)) and the true energy expendi-
ture C(S)/r in heterogeneous robot experiments produced by DLS and CD, where it is better to be in the upper
left. Each point is an average obtained over 50 trials for a fixed r, where we set ri = r for each robot i to
penalize the team energy expenditure per (3.19).
appear anywhere. Like before, we evaluate two CD planning orders: from UAV to UGVs,
and the reverse. Different from last scenario, we set δ = 4 to handle the longer horizon.
As shown in Fig. 3.8, DLS consistently achieves better sensing and energy trade-off than
CD on average. To gain intuitions on why CD under-performs, a particular trial given r = 0.2
is shown in Fig. 3.9. Due to the non-monotone objective, the robot who plans first to
maximize its own objective can hinder robots who plan later, thus negatively affecting
team performance.
E Conclusion
This chapter considered multi-robot information gathering problems, and proposed two al-
gorithms for solving them, namely coordinate descent (CD), and distributed local search
(DLS). Coordinate descent provides constant factor performance guarantees for problems
that are monotone, and submodular. We then presented simulations and hardware exper-
iments which operate in real time, leveraging the single robot planner ARVI, presented in
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Figure 3.9. Example solutions from CD (left) and DLS (right) for 2 UGVs and 1 UAV with r = 0.2 that
penalizes energy cost C(S) in (3.19). The arena is both windy and muddy, which is costly for the UAV and
UGVs, respectively. (Left) CD performs poorly due to its fixed planning order: the UAV plans first to hover
near the targets on the left, rather than venturing over the mud. Thus, the UGVs are under-utilized because
they are unwilling to go into the mud to observe the targets on the bottom right. For similar reasons, CD with
reversed order under-utilizes the UAV, which is not visualized due to limited space. (Right) In contrast, DLS
deploys the UAV over the muddy regions, leading to a better value of J(S) in (3.13).
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Chapter 1. The DLS algorithm is adapted to solve a novel energy-aware information ac-
quisition problem, which is non-monotone. The algorithm is well suited to heterogeneous
teams, and we present simulation results indicating DLS performs better in non-monotone





Until this point, most robotics research including the work developed in this dissertation
places no emphasis on robustifying information acquisition against attacks (or failures)
that may temporarily disable the robots’ sensors; e.g., smoke-cloud attacks that can block
temporarily the field of view of multiple sensors. For example, [29] focuses on formation
control, instead of information acquisition; [81] focuses on state estimation against byzantine
attacks, i.e., attacks that corrupt the robots’ sensors with adversarial noise, instead of
disabling them; and [82] focuses on a trajectory scheduling in transportation networks when
travel times can be uncertain, instead on trajectory planning for information acquisition.
An exception is [26], which however is limited to multi-target tracking based on myopic
planning, instead of non-myopic.
Related work has also been developed in combinatorial optimization [21, 83], paving
the way for robust combinatorial optimization against attacks: [84] proposes algorithms for
submodular set function optimization against worst-case attacks, but under the assumption
the attacks can remove (disable) only a limited number of elements from the optimized set.
Instead, [85] proposes algorithms for optimization against any number of removals. And,
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Figure 4.1. Persistent Surveillance under Attacks. Unity simulation environment depicting a 5-robot team
engaging in a Persistent Surveillance task for monitoring a set of buildings. Some robots are under attack.
The attacks can disable the sensing capabilities of the robots, at least temporarily. Each blue disc indicates
the field of view of a (non-attacked) robot, while each red disc indicates an attacked robot. In this adversarial
environment, the robots must resiliently plan trajectories to (re-)visit all the building landmarks to continue
acquiring information despite the attacks.
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recently, [86] extended the algorithms to matroid constraints, enabling the application of the
algorithms in robotics since multi-robot path planning can be cast as a matroid-constrained
optimization problem [5].
Contributions. In this chapter, in contrast to the aforementioned works, we formulate a
new resilient information acquisition problem that accounts for attacks against the robots
while simultaneously performing non-myopic multi-robot planning. We make the following
three key contributions.
1. Receding Horizon Formulation and Algorithm. Section B formalizes the attack-aware
active information acquisition problem as a finite horizon control optimization problem
named Resilient Active Information acquisitioN (P-RAIN) —in the acronym, the “P” stands
for “Problem.” (P-RAIN) is a sequential mixed-integer optimization problem: it jointly
optimizes the robots’ control inputs such that the robots’ planned paths are robust against
worst-case attacks that may occur at each time step. The upper-bound to the number
of attacks is assumed known and constant. (P-RAIN)’s information objective function is
assumed non-decreasing in the number of robots (a natural assumption, since the more
robots the more information one typically can collect).
Section C proposes RAIN , the first receding horizon algorithm for the problem of resilient
active information acquisition (P-RAIN). RAIN calls in an online fashion Robust Trajectory
Planning (RTP ), a subroutine that plans attack-robust control inputs over a planning
horizon. RTP ’s planning horizon is typically less than the acquisition problem’s finite
horizon, for computational reasons. For the same reason, RTP assumes constant attacks.
RTP is presented in Section D.
2. Performance Analysis. Although no performance guarantees exist for the non-linear
combinatorial optimization problem (P-RAIN), Section E provides suboptimality bounds on
RTP ’s performance, i.e., on the algorithm used by RAIN to approximate a solution to
(P-RAIN) locally, in a receding horizon fashion. The theoretical analysis is based on notions
of curvature introduced for combinatorial optimization; namely, the notions of curvature [87]
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and total curvature [88]. The notions aim to bound the worst-case complementarity of the
robots’ planned paths in their ability to jointly maximize (P-RAIN) information acquisition
objective function.
3. Experiments. Section F evaluates RAIN across three multi-robot information acquisi-
tion tasks: Multi-Target Tracking, Occupancy Grid Mapping, and Persistent Surveillance.
All evaluations demonstrate the necessity for attack-resilient planning, via a comparison
with a state-of-the-art baseline information acquisition algorithm, namely, coordinate de-
scent [4]. Specifically, RAIN runs in real-time and exhibits superior performance in all
experiments. RAIN ’s effectiveness is accentuated the higher the numbers of attacks is (Sec-
tion F.1). RAIN remains effective even against non-worst-case attacks, specifically, random
(Section F.2). Even when high replanning rates are feasible (Section F.3), in which case
coordinate descent can adapt at each time step against the observed attacks, RAIN still
exhibits superior performance. The algorithm is implemented in C++ and a Unity-based
simulator.
t
B Resilient Active Information acquisitioN (RAIN) Problem
We present the optimization problem of Resilient Active Information acquisitioN (RAIN)
(Section B.2). To this end, we first formalize the (attack-free) active information acquisition
problem (Section B.1). We also use the notation:
• φV, τ : τ+τ ′ , {φi,t}i ∈ V, t ∈ [τ,...,τ+τ ′], for any variable of the form φi,t , where V denotes a
set of robots (i.e., i ∈ V is robot i), and [τ, . . . ,τ + τ ′] denotes a discrete time interval
(τ ≥ 1, while τ ′ ≥ 0);
• w∼ N(µ,Σ) denotes a Gaussian random variable w with mean µ and covariance Σ.
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B.1 Active Information Acquisition in the Absence of Attacks
Active information acquisition is a control input optimization problem over a finite-length
time horizon: it looks to jointly optimize the control inputs for a team of mobile robots
so that the robots, acting as mobile sensors, maximize the acquired information about a
target process. Evidently, the optimization must account for the (a) robot dynamics, (b)
target process, (c) sensor model, (d) robots’ communication network, and (e) information
acquisition objective function:
Robot Dynamics We assume noise-less, non-linear robot dynamics, adopting the framework
introduced in [4]:
xi,t = fi(xi,t−1, ui,t−1), i ∈ V, t = 1,2, . . . , (4.1)
where V denotes the set of available robots, xi,t ∈ Rnxi,t denotes the state of robot i at time
t,* and ui,t ∈ Ui,t denotes the control input to robot i; Ui,t denotes the finite set of admissible
control inputs to the robot.
Target Process We assume any target process
yt = g(yt−1)+ wt , t = 1,2, . . . , (4.2)
where yt denotes the target’s state at time t, and wt denotes gaussian process noise; we
consider wt ∼ N(µwt ,Σwt ).
Sensor Model We assume measurements of the form
zi,t = hi(xi,t , yt)+ vi,t(xi,t), t = 1,2, . . . , (4.3)
*xi,t in eq. (4.1) belongs to an appropriate state space, such as SE(2) or SE(3), depending on the problem instance.
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where zi,t denotes the measurement by robot i at time t, and vi,t denotes measurement noise;
we consider vi,t ∼ N(µvi,t ((xi,t),Σvi,t ((xi,t)). Both the noise and sensor function hi depend on
xi,t , as it naturally is the case for, e.g., bearing and range measurements (cf. Section F.1).
Communication Network among Robots We assume centralized communication, i.e., all
robots can communicate with each other at any time.
Information Acquisition Objective Function The information acquisition objective function
captures the acquired information about the target process, as collected by the robots
during the task via their measurements. In this paper, in particular, we consider objective





J(yt | uV,1:t , zV,1:t), (4.4)
where TTASK denotes the duration of the information acquisition task, and J(yt | uV,1:t , zV,1:t)
is an information metric such as the conditional entropy [4] (also, cf. Section F.1) or the
mutual information [5] (also, cf. Section F.2), where we make explicit only the metric’s
dependence on uV,1:t and zV,1:t (and we make implicit the metric’s dependence on the initial
conditions y0 and xi,0, and on the noise parameters, i.e., the means and covariances of wt
and vt for t = 1, . . . ,TTASK).
Problem 5 ((Attack-Free) Active Information Acquisition) At time t = 0, find control inputs
uV, 1:TTASK by solving the optimization problem
max
uV ,t ∈ UV ,t
t = 1 : TTASK
JV, 1:TTASK . (4.5)
Eq. (4.5) captures a control input optimization problem where across a task-length
horizon, the control inputs of all robots are jointly optimized to maximize JV, 1:TTASK .
Solving eq. (4.5) can be challenging, mainly due to (i) the non-linearity of eqs. (4.1)-(4.3),
(ii) the duration of the task, TTASK, which acts as a look-ahead planning horizon (the longer
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the planning horizon is, the heavier eq. (4.5) is in computing an optimal solution), and (iii)
that at t = 0 no measurements have been realized yet.
To overcome the aforementioned challenges, on-line solutions to eq. (4.5) have been
proposed [4], similar to the Receding Horizon Control solution —also known as Model
Predictive Control (MPC)— for the finite-horizon optimal control problem [89, Chapter 12].
Specifically, per the receding horizon approach, one aims to solve eq. (4.5) sequentially in
time, by solving at each t = 1, . . . ,TTASK an easier version of eq. (4.5), but of the same
form as eq. (4.5), where (i) the look-ahead horizon TTASK is replaced by a shorter TPLAN
(TPLAN ≤ TTASK), and (ii) eqs. (4.1)-(4.3) are replaced by their li- nearizations given the
current xV,t and current estimate of yt .
B.2 Active Information Acquisition in the Presence of Attacks
Eq. (4.5) may suffer, however, from an additional challenge: the presence of attacks against
the robots, which, if left unaccounted, can compromise the effectiveness of any robot plans
per eq. (4.5). In this paper, in particular, we consider the presence of the following type of
attacks:
Attack Model At each t, an attack At can remove at most α robots from the information
acquisition task (At ⊆V and |At | ≤α), in the sense that any removed robot i (i∈At) cannot
acquire any measurement zi,t . In selecting the attack, the attacker has perfect knowledge
of the state of the system. The attacker can select the worst-case attack (cf. Problem 1).
Nevertheless, the attacker cannot necessarily prevent the robots from moving according to
their pre-planned path, nor can cause any communication loss among the robots.
Problem 6 (Problem of Resilient Active Information acquisitioN (P-RAIN)) At time t = 0, find
control inputs uV, 1:TTASK by solving the optimization problem
max
uV ,t ∈ UV ,t
t = 1 : TTASK
min
At ⊆ V, |At | ≤ α
t = 1 : TTASK
JV\At , 1:TTASK (P-RAIN)
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(P-RAIN) goes beyond eq. (4.5) by accounting for the attacks At (t = 1, . . . ,TTASK). This
is expressed in (P-RAIN) with the minimization step, which aims to prepare an optimal
solution uV,t against any worst-case attack that may happen at t.
Remark 1 (Need for (P-RAIN)) Reformulating the (attack-free) eq. (4.5) as in (P-RAIN) may
seem unnecessary, since we consider that the attacker cannot cause any communication
loss among the non-attacked robots (cf. the attack model defined above): indeed, if the
non-attacked robots can instantaneously observe the attacks at each t, and instantaneously
replan at the same moment t, then (P-RAIN) is unnecessary. However, replanning instan-
taneously in practice is impossible, due to (i) computationally-induced and algorithmic
delays [4], as well as (ii) delays induced by the temporal discretization of the robot and
target dynamics. Thus, for the duration replanning is impossible, the plans need to account
for attacks.
C Receding Horizon Approximation: RAIN Algorithm
In solving (P-RAIN), one has to overcome not only the challenges involved in eq. (4.5) (cf. Sec-
tion B) bult also the additional challenge of the worst-case attacks At (which are unknown
a priori). We develop an on-line approximation procedure for (P-RAIN), summarized in
Algorithm 9.
Intuitive Description. RAIN proposes a receding horizon solution to (P-RAIN), that
enables on-line reaction to the history of attacks, and, thus, is resilient, by executing the
steps:
Initialization (line 2) At t = 0, the acquisition task has not started and no attacks are assumed
possible (A0 = /0).
Receding Horizon Planning (lines 3-15) At each t = 1, . . . ,TTASK, RAIN executes the receding
horizon steps:
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• Robust Trajectory Planning (RTP ) (lines 4-7): Given the current estimate ŷt of the
target process, all robots jointly optimize their control inputs by solving Problem 7,
presented next, which is of the same form as (P-RAIN) but where (i) the look-ahead
horizon TTASK is replaced by a shorter TPLAN (TPLAN ≤ TTASK), and (ii) the attack is
considered fixed over the look-ahead horizon:
Problem 7 (Robust Trajectory Planning (RTP)) At time t, find attack-robust control
inputs uV, t+1:t+TPLAN by solving the optimization problem
max
uV ,t′ ∈ UV ,t′
t ′ = t+1 : t+TPLAN
min
A⊆ V, |A| ≤ α
JV\A, t+1:t+TPLAN . (P-RTP)
Both aforementioned (i) and (ii) intend to make (P-RTP) computationally tractable,
so (P-RTP) can be solved in real time for the purposes of receding horizon planning.
Particularly, we assume that the the algorithm we propose for (P-RTP), RTP , is called
in RAIN every TREPLAN steps.†
Remark 2 (Role of TREPLAN) TREPLAN is chosen so that a receding horizon plan can
always be generated in the duration it takes to compute a solution to (P-RTP) via RTP
; e.g., if one timestep —real-time interval from any t to t +1— has duration 0.5s, and
solving (P-RTP) via RTP requires 2s, then TREPLAN = 4 steps. Generally, TREPLAN ≥ 1
steps. Factors that influence the required time to solve (P-RTP) include the size of the
robot team, the length of the planning horizon TPLAN [2], the need for linearization
of eqs. (4.1)-(4.3), and the number of possible attacks α —evidently, the latter factor
is unique to (P-RAIN), in comparison to the attack-free eq. (4.5).
• Control Execution (lines 9-10): Each robot i uses their computed ui,t to make the next
step in the environment (in the meantime, the real time changes from t to t +1 by the
†RTP’s pseudo-code is presented in Algorithm 10, and described in more detail Section D. We quantify RTP’s
performance guarantees in Section E.
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completion of the step).
• Attack Observation (line 11): RAIN observes the current attack, which affects the
robots while they execute ui,t .
• Measurement Collection (lines 12-13): The measurements from all non-attacked robots
are collected.
• Estimate Update (line 14): Given all received measurements up to the current time,
the estimate of yt is updated.
• Time Update (line 15): RAIN updates the time counter to match it with the real
time.
D Robust Trajectory Planning (RTP ) Algorithm
We present RTP , which is used as a subroutine in RAIN , in a receding horizon fashion
(cf. Section C). RTP ’s pseudo-code is presented in Algorithm 10. RTP ’s performance is
quantified in Section E. We next give an intuitive description of RTP .
Intuitive Description. RTP ’s goal is to maximize (P-RTP)’s objective function JV\A, t+1:t+TPLAN ,
despite a worst-case attack A that removes up to α robots from V. In this context, RTP
aims to fulfill (P-RTP)’s goal with a two-step process, where (i) RTP partitions robots into
two sets (the set of robots L, and the set of robots V \L; cf. RTP ’s lines 1-3), and, then,
(ii) RTP appropriately selects the robots’ control inputs in each of the two sets (cf. RTP ’s
lines 4-6). In particular, RTP picks L aiming to guess the worst-case removal of α robots
from V, i.e., to guess the optimal solution to the minimization step in (P-RTP). Thus, intu-
itively, L is aimed to act as a “bait” to the attacker. Since guessing the optimal “bait” is,
in general, intractable [90], RTP aims to approximate it by letting L be the set of α robots
with the α largest marginal contributions to J·, t+1:t+TPLAN (RTP ’s lines 4-5). Then, RTP
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Algorithm 9 ResilientActiveInformationacquisitioN (RAIN ).
Require: RAIN receives the inputs:
• Offline: Duration TTASK of information acquisition task; look-ahead horizon TPLAN for
planning trajectories (TPLAN ≤ TTASK); replanning rate TREPLAN (TREPLAN ≤ TPLAN);
model dynamics fi of each robot i’s state xi,t , including initial condition xi,0 (i ∈ V); sens-
ing model hi of each robot i’s sensors, including µvi,t and Σvi,t ; model dynamics g of target
process, including initial condition y0, and µwt and covariance Σwt ; objective function J;
number of attacks α .
• Online: At each t = 1, . . . ,TTASK, observed (i) attackAt (i.e., robot removalAt ⊆V), and
(ii) measurements zi,t from each non-attacked robot i ∈ V \At .
1: At each t = 1, . . . ,TTASK, estimate ŷt of yt .
// Initialize //
2: t = 0; ŷt = y0; At = /0; zt = /0;
// Execute resilient active information acquisition task //
3: while t < TTASK do
//(Re)plan robust trajectories for all robots //
4: if t mod TREPLAN = 0 then
5: It = {t,{ fi,xi,t ,hi,µwt ,Σwt ,µvi,t ,Σvi,t}i∈V ,g, ŷt ,
6: zt ,TPLAN,α}; // Denote by It the information needed by the RTP algorithm,
called in the next line.
7: uV, t+1:t = RTP(I0:t)
// Plan robust trajectories for all robots with look-ahead planning horizon TPLAN.
8: // Execute current step of trajectory computed by RTP //
9: for all i ∈ V do
10: xi,t+1 = fi(xi,t ,ui,t);
11: Observe At+1;
// Determined by environment/attacker.
// Integrate measurements from non-attacked robots //
12: for all i ∈ V \At+1 do
13: Receive measurement zi,t+1; // Only measurements from non-attacked robots are re-
ceived.
14: update Estimate ŷt+1 of yt+1 given z1 : t+1; // z1 : t collects all available measurements up to
the time t, i.e., z1 : t , {zi,τ : i ∈ V \Aτ ,τ = 1, . . . , t}.
15: t = t + 1; // Time update.
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Algorithm 10 Robust Trajectory Planning (RTP ).
Require: Look-ahead horizon TPLAN for planning trajectories; current time t; set of robots V;
model dynamics fi of each robot i’s state, including current state xi,t ; sensing model hi of each
robot i’s sensors, including µvi,t and Σvi,t ; model dynamics g of target process yt , including
current estimate ŷt , and µwt and covariance Σwt ; objective function J; measurement history z1:t
¯
;
number of attacks α .
Ensure: Control inputs ui,t ′ , for all robots i ∈ V and all times t ′ = t + 1, . . . , t +TPLAN.
// Step 1: Generate bait robot set (to approximate a worst-case attack assumed constant ∀t ′ ∈
[t + 1, t +TPLAN]) //
1: for all i ∈ V do // Compute the value of (P-RTP) assuming (i) only robot i exists and (ii) no
attacks will happen.
2: J?{i}, t, 0 , maxui,t′ ∈ Ui,t′
t ′ = t+1 : t+TPLAN
J{i}, t+1:t+TPLAN ;
3: Find a subset L of α robots such that J?{i}, t, 0 ≥ J
?
{ j}, t, 0 for all i ∈ L and j ∈ V \L; // L is the
bait robot set (L ⊆ V and |L|= α).
4: for all i ∈ L do // Assign to each robot i ∈ L the trajectory that achieves J?{i}, t, 0.
5: ui, t+1:t+TPLAN = arg maxui,t′ ∈ Ui,t′
t ′ = t+1 : t+TPLAN
J{i}, t+1:t+TPLAN ;
// Step 2: Remaining robots, V \L, plan assuming (i) only robots in V \L exists and (ii) no
attacks will happen //
6: uV\L, t+1:t+TPLAN = arg maxuV\L,t′ ∈ UV\L,t′
t ′ = t+1 : t+TPLAN
JV\L, t+1:t+TPLAN .
assumes the robots in L are non-existent, and plans the control inputs for the remaining
robots (RTP ’s line 6).
E Performance Guarantees of RTP
Performance guarantees are unknown for RAIN , and, correspondingly, (P-RAIN) ((P-RAIN) is
a mixed-integer, sequential control optimization problem, with limited a priori information
on the measurements and attacks that are going to occur during the task-length, look-
ahead time horizon). Nevertheless, in this section we quantify RTP ’s performance, which
is used by RAIN in a receding horizon fashion to approximate a solution to (P-RAIN) locally
(cf. RAIN ’s lines 3-15), by picking sequentially in time control inputs given (i) a shorter,
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computationally feasible look-ahead time horizon (cf. Section C), and (ii) the history of the
so far observed measurements and attacks.
Particularly, in this section we bound RTP ’s approximation performance and running
time. We use properties of the objective function JV\A, t+1:t+TPLAN in (P-RTP) as a function
of the set of robots; namely, the following notions of curvature.
E.1 Curvature and Total Curvature
We present the notions of curvature and total curvature for set functions. We start with
the notions of modularity, and of non-decreasing and submodular set functions.
Definition 1 (Modularity [91]) Consider a finite (discrete) set V. A set function h : 2V 7→ R
is modular if and only if h(A) = ∑v∈A h(v), for any A⊆ V.
Hence, if h is modular, then V’s elements complement each other through h. Specifically,
Definition 1 implies h({v}∪A)− f (A) = h(v), for any A⊆ V and v ∈ V \A.
Definition 2 (Non-decreasing set function [91]) Consider a finite (discrete) set V. h : 2V 7→ R
is non-decreasing if h(B)≥ h(A) for all A⊆ B.
Definition 3 (Submodularity [91, Proposition 2.1]) Consider a finite (discrete) set V. h : 2V 7→
R is submodular if h(A∪{v})−h(A)≥ h(B∪{v})−h(B) for all A⊆ B and v ∈ V.
Therefore, h is submodular if and only if the return h(A∪{v})−h(A) diminishes as A grows,
for any v. If h is submodular, then V’s elements substitute each other, in contrast to h being
modular. Particularly, consider h to be non-negative (without loss of generality): then,
Definition 3 implies h({v}∪A)−h(A)≤ f (v). Thereby, v’s contribution to f ({v}∪A)’s value
is diminished in the presence of A.
Definition 4 (Curvature [87]) Consider a finite (discrete) V, and a non-decreasing submodu-








Definition 4 implies κh ∈ [0,1]. If κh = 0, then h(V)−h(V \{v}) = h(v), for all v ∈ V, i.e.,
h is modular. Instead, if κh = 1, then there exist v ∈ V such that h(V) = h(V \{v}), that is,
v has no contribution to h(V) in the presence of V \{v}. Overall, κh represents a measure
of how much V’s elements complement (and substitute) each other.
Definition 5 (Total curvature [88, Section 8]) Consider a finite (discrete) set V and a mono-








Definition 5 implies ch ∈ [0,1], similarly to Definition 5 for κh. When h is submodular,
then ch = κh. Generally, if c f = 0, then h is modular, while if ch = 1, then eq. (4.7) implies
Definition 5’s assumption that h is non-decreasing.
E.2 Performance Analysis for RTP
We quantify (i) suboptimality bounds on RTP ’s approximation performance, and (ii) upper
bounds on the running time RTP requires. We use the notation:
• J?V, t, α is the optimal value of (P-RTP):
J?V, t, α , maxuV ,t′ ∈ UV ,t′
t ′ = t+1 : t+TPLAN
min
A⊆V, |A| ≤ α
JV\A, t+1:t+TPLAN ;
• A? is an optimal removal of α robots from V per (P-RTP):




We also use the definitions:
Definition 6 (Normalized set function [91]) Consider a discrete set V. h : 2V 7→ R is normal-
ized if h( /0) = 0.
Definition 7 (Non-negativeness [91]) Consider a discrete set V. h : 2V 7→ R is non-negative if
h(A)≥ 0 for all A.
Theorem 1 (Performance of RTP ) Consider an instance of (P-RTP). Assume the robots in V
can solve optimally the (attack-free) information acquisition problem in eq. (4.5).
• Approximation performance: RTP returns control inputs uV, 1:t+TPLAN such that (i)
if J·,t+1:t+TPLAN : 2




≥ (1− cJ·,t+1:t+TPLAN )
2; (4.8)










• Running time: If ρ upper bounds the running time for solving the (attack-free) infor-
mation acquisition problem in eq. (4.5), then RTP terminates in O(|V|ρ) time.
Theorem 1’s bounds in eqs. (4.8)-(4.9) compare RTP ’s selection uV, 1:t+TPLAN against
an optimal selection of control inputs that achieves the optimal value J?V, t, α for (P-RTP).
Particularly, eqs. (4.8)-(4.9) imply that for (i) non-decreasing and (ii) non-decreasing and
submodular functions J·,t+1:t+TPLAN , RTP guarantees a value for (P-RTP) which can be close to
the optimal. For example, eq. (4.9)’s lower bound 1/(1+α) is non-zero for any finite number
of robots |V|, and, notably, it equals 1 in the attack-free case (RTP is exact for α = 0, per
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Theorem 1’s assumptions). More broadly, when κJ·,t+1:t+TPLAN < 1 or cJ·,t+1:t+TPLAN < 1, RTP ’s
selection uV, 1:t+TPLAN is close to the optimal, in the sense that Theorem 1’s bounds are non-
zero. Functions with κJ·,t+1:t+TPLAN < 1 include the logdet of positive-definite matrices [92];
objective functions of this form are the conditional entropy and mutual information when
used for batch-state estimation of stochastic processes [93]. Functions with cJ·,t+1:t+TPLAN < 1
include the average minimum square error (mean of the trace of a Kalman filter’s error
covariance across a finite time horizon) [94].
Theorem 1’s curvature-dependent bounds in eqs. (4.8)-(4.9) also make a first step to-
wards separating the classes of (i) non-decreasing and (ii) non-decreasing and submodular
functions into functions for which (P-RTP) can be approximated well, and functions for which
it cannot. Indeed, when either κJ·,t+1:t+TPLAN or cJ·,t+1:t+TPLAN tend to zero, RTP becomes exact.
For example, eq. (4.8)’s term 1−cJ·,t+1:t+TPLAN increases as cJ·,t+1:t+TPLAN decreases, and its limit
is equal to 1 for cJ·,t+1:t+TPLAN → 0. Notably, however, the tightness of Theorem 1’s bounds is
an open problem. For example, although for the attack-free problem in eq. (4.5) a bound
O(1−cJ·,t+1:t+TPLAN ) is known to be optimal (the tightest possible in polynomial time and for
a worst-case J·,t+1:t+TPLAN) [88, Theorem 8.6], the optimality of eq. (4.8) is an open problem.
Overall, Theorem 1 quantifies RTP ’s approximation performance when the robots in V
solve optimally the (attack-free) information acquisition problems in RTP ’s line 2, line 5,
and line 6. Among those, however, the problems in line 5 and line 6 are computationally
challenging, being multi-robot coordination problems; only approximation algorithms are
known for their solution. Such an approximation algorithm is the recently proposed coor-
dinate descent [4, Section IV]. Coordinate descent has the advantages of having a provably
near-optimal approximation performance. Therefore, we next quantify RTP ’s performance
when the robots in V solve the problems in RTP ’s line 5, and line 6 using coordinate
descent.‡
‡We refer to B for a description of coordinate descent.
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Proposition 1 (Approximation Performance of RTP via Coordinate Descent) Consider an in-
stance of (P-RTP). Assume the robots in V solve the (attack-free) information acquisition
problem in eq. (4.5) suboptimally in the case of multiple robots (|V| ≥ 2) via coordinate
descent [4, Section IV], and opti- mally in the case of a single robot (|V|= 1). Then:
• Approximation performance: RTP returns control inputs uV, 1:t+TPLAN such that (i)
if J·,t+1:t+TPLAN : 2




















• Running time: If ρCD upper bounds the running time for solving the information
acquisition problem in eq. (4.5) via coordinate descent, then RTP terminates in O(ρCD)
time.
Proposition 1’s suboptimality bounds are discounted versions of Theorem 1’s bounds:
(i) eq. (4.10) is the discounted eq. (4.8) by the factor (1− cJ·,t+1:t+TPLAN )/2; and (ii) eq. (4.11)
is the discounted eq. (4.9) by the factor 1/2. The source of the discounting factors is
the requirement in Proposition 1 that the robots in V can solve only suboptimally (via
coordinate descent) the information acquisition problem in eq. (4.5) (and, in effect, the
problems in RTP ’s line 5 and line 6). In more detail, in Lemma 5, located in B, we
prove that (i) for non-decreasing objective functions, coordinate descent guarantees the
suboptimality bound (1− cJ·,t+1:t+TPLAN )/2 for eq. (4.5) (which is the discounting factor to
eq. (4.8), resulting in eq. (4.10)), while (ii) for non-decreasing and submodular functions,
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coordinate descent is known to guarantee the suboptimality bound 1/2 for eq. (4.5) (which
is the discounting factor to eq. (4.9), resulting in eq. (4.11)) [4].
Proposition 1 also implies that if the robots in V use coordinate descent to solve the
(attack-free) information acquisition problems in RTP ’s line 5 and line 6, then RTP has the
same of order of running time as coordinate descent. The proof of Proposition 1 is found
in D.
F Applications and Experiments
We present RAIN ’s performance in applications. We present three applications of Re-
silient Active Information Acquisition with Teams of Robots: (i) Multi-Target Tracking
(Section F.1), (ii) Occupancy Grid Mapping (Section F.2), and (iii) Persistent surveillance
(Section F.3). We confirm RAIN effectiveness, even as we vary key parameters in (P-RAIN):
(i) the number of attacks α, among the permissible values {0,1, . . . , |V|}, to test RAIN ’s
performance to both small and high attack numbers (Section F.1);
(ii) the attack model, beyond the worst-case model prescribed by (P-RAIN)’s problem
formulation, to test RAIN ’s sensitivity against non worst-case failures; particularly,
random failures (Section F.2).§
(iii) the replanning rate TREPLAN, among the permissible values {1,2, . . . ,TPLAN}, to test
RAIN ’s performance even when the replanning rate is high (Section F.3).¶
Common Experimental Setup across Applications:
In the multi-robot case (pertained to RTP ’s line 5, and line 6), the algorithm used for
approximating a solution to eq. (4.5) is the coordinate descent [4] (also, cf. B). Evidently,
§For random failures, one would expect RAIN’s performance to be the same, or improve, since RAIN is designed to
withstand the worst-case.
¶When the replanning rate tends, ideally, to infinity, in that the robots can instantaneously observe all attacks and
replan (which, however, is in practice impossible due to algorithmic, computational, and communication delays), then
it is expected that RAIN’s advantage over a non-resilient algorithm with the same replanning rate, such as coordinate
descent, would diminish.
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coordinate descent does not account for the possibility of attacks, and for this reason, we
also use it as a baseline to compare RAIN with. In the single robot case (pertained to RTP ’s
line 2), eq. (4.5) reduces to a single-robot motion planning problem, and for its solution we
use reduced value iteration (ARVI algorithm [1]), except for the application of Occupancy
Grid Mapping (Section F.2) where we use forward value iteration [2]
Worst-Case Attack Approximation Computing the worst-case attack requires brute-force,
since the minimization step in (P-RAIN) is NP-hard [95]. The consequence is that solving for
the worst-case attack requires solving an exponential number of instances of the information
acquisition problem in eq. (4.5), prohibiting real-time navigation performance by the robots,
even for small teams of robots (|V| ≥ 5). In particular, the running time required to solve
eq. (4.5), even via coordinate descent, can be exponential in the number of robots and task
length horizon, namely, O(|U||V|TTASK) [4] (U denotes the set of admissible control inputs to
each of the robots in V, assumed the same across all robots). Hence, we approximate the
worst-case attacks by solving the minimization step in (P-RAIN) via a greedy algorithm [21].
Computational Platform Experiments are implemented in C++, and run on an Intel Core
i7 CPU laptop.
F.1 Resilient Multi-Target Tracking
In Resilient Multi-Target Tracking, a team of mobile robots is tasked to track the locations
of multiple moving targets, even in the presence of a number of attacks against the robots.
For the purpose of assessing RAIN ’s effectiveness against various number of attacks, we will
vary the number of attacks across scenarios, where we will also possibly vary the number
of robots and targets. In more detail, the experimental setup and simulated scenarios are
described below.
Experimental Setup. We specify the used (a) robot dynamics, (b) target process, (c)
sensor model, and (d) information acquisition objective function:
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Figure 4.2. Resilient Multi-Target Tracking Scenario. 10 robots are depicted tracking 10 targets, while
4 of the robots are be attacked (causing their sensing capabilities to be, at least temporarily, disabled). The
robots are depicted with their conic-shaped field-of-view, colored light blue for non-attacked robots and light
red for attacked robots. The targets are depicted with red disks. Planned robot trajectories are shown as solid
blue lines. Predicted target trajectories are shown as solid red lines. Each light-green ellipse represents the
covariance of the target’s location estimate.
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Robot Dynamics Each robot i has unicycle dynamics in SE(2), discretized with a sampling












νi sinc(ωiτ2 )cos(θi,t +
ωiτ
2 )





where (νi,ωi) is the control input (linear and angular velocity).
Target Dynamics The targets move according to double integrator dynamics, which are
assumed corrupted with additive Gaussian noise. Specifically, if M denotes the number of
targets, then yt = [y>t,1, . . . ,y
>
t,M]











with q being a noise diffusion parameter.
Sensor Model The robots’ sensor model consists of a range and bearing for each target
m = 1, . . . ,M:





 √(y1− x1)2 +(y2− x2)2
tan−1((y2− x2)(y1− x1))−θ
 .





 (y1− x1) (y2− x2) 01x2
−sin(θ + α(x,ym)) cos(θ + α(x,ym)) 01x2
 ,
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the observation model for the joint target state can be expressed as a block diagonal matrix
containing the linearized observation models for each target along the diagonal:
H , diag∇y1h(x,y1), . . . ,∇yM h(x,yM).
The sensor noise covariance grows linearly in range and in bearing, up to σ2r , and σ
2
b , where
σr and σb are the standard deviation of the range and the bearing noise, respectively. The
model here also includes a limited range and field of view, denoted by the parameters rsense
and ψ, respectively.
Information Acquisition Objective Function For the information objective function we use
the time averaged log determinant of the covariance matrix, which is equivalent to condi-
tional entropy for Gaussian variables[2]. This objective function is non-decreasing, yet not
necessarily submodular [96]. Overall, we solve an instance of (P-RAIN) per the aforemen-








where ΣV, t is the Kalman filtering error covariance at t, given the measurements collected
up to t by the robots in V [2].||
Simulated Scenarios. We consider multiple scenarios of the experimental setup intro-
duced above: across scenarios, we vary the number of robots, n, the number of targets M,
and the number of attacks, α; cf. first column of Table 4.1. Additionally, the robots and tar-
gets are restricted to move inside a 64×64m2 environment (Fig. 4.2). The admissible control
input values to each robot are the U = {1,3}m/s×{0,±1,±3}rad/s. At the beginning of
each scenario, we fix the initial positions of both the robots and targets, and the robots are
||The multi-target tracking scenarios are dependent on a prior distribution of the target’s initial conditions y0 and Σ0|0,
assumed here known. Yet, if a prior distribution is unknown, then an exploration strategy can be incorporated to find the
targets by placing exploration landmarks at the map frontiers [4].
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Figure 4.3. Resilient Multi-Target Tracking Results. Performance comparison of RAIN with coordinate
descent (noted as NonResilient in the plots), for two configurations and two performance metrics: top row
considers 10 robots, 10 targets, and 2 attacks; bottom row considers the same number of robots and targets
but 6 attacks. The left column depicts mean entropy per target, averaged over the robots; the right column
depicts the position Root Mean Square Error (RMSE) per target, also averaged over the robots.
given a prior distribution of the targets before starting the simulation. The targets start
with a zero velocity, and in the event that a target leaves the environment its velocity is
reflected to remain in bounds. Finally, across all simulations: TPLAN = TREPLAN = 25 steps,
τ = 0.5s, rsense = 10m, ψ = 94◦, σr = .15m, σb = 5◦, and q = .001. We use TTASK = 500.
Compared Techniques. We compare RAIN with coordinate descent. We consider two per-
formance measures: the average entropy, and average Root Mean Square Error (RMSE)
per target, averaged over the robots in the team.
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Mean RMSE Peak RMSE
NonRes RAIN NonRes RAIN
n = 5, M = 10
α = 1 0.28 0.19 9.62 2.09
α = 2 1.47 0.68 26.07 15.71
α = 4 10.67 4.9 225.47 103.82
n = 10, M = 5
α = 2 0.35 0.14 57.65 1.87
α = 4 0.39 0.28 6.66 3.17
α = 6 2.07 0.65 93.27 15.63
n = 10, M = 10
α = 2 0.13 0.08 1.4 1.32
α = 4 0.24 0.23 4.19 2.66
α = 6 4.39 1.2 69.77 26.4
Table 4.1: Resilient Multi-Target Tracking Results. Performance comparison of RAIN with coordinate
descent (noted as NonRes in the table), for a variety of configurations, where n denotes the number of robots
(n = |V|), M denotes the number of targets, and α denotes the number of failures. Two performance metrics
are used: mean Root Mean Square Error (RMSE), and peak RMSE, both per target, and averaged over the
robots in the team.
Results. The results, averaged across 10 Monte-Carlo runs, are depicted in Fig. 4.3 and
Table 4.1. In Fig. 4.3, RAIN ’s performance is observed to be superior both in terms of the
average entropy and the RMSE. Particularly, as the number of attacks grows (cf. second
rows of plots in Fig. 4.3), RAIN ’s benefits are accentuated in comparison to the non-
resilient coordinate descent. Similarly, Table 4.1 demonstrates that RAIN achieves a lower
mean RMSE than coordinate descent, and, crucially, is highly effective in reducing the peak
estimation error; in particular, RAIN achieves a performance that is 2 to 30 times better
in comparison to the performance achieved by the non-resilient algorithm. We also observe
that the impact of Algorithm 10 is most prominent when the number of attacks is large
relative to the size of the robot team.
F.2 Resilient Occupancy Grid Mapping
We show how (P-RAIN)’s framework for resilient active information acquisition can be
adapted to exploring an environment when the map and objective are defined via occupancy
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Figure 4.4. Resilient Occupancy Grid Mapping Scenarios. Two scenarios are considered: a square obstacle
map (top row), and a corridor map (bottom row), where free space is colored white, occupied space is colored
black, and unexplored/unknown space is colored gray. The non-attacked robots are shown with their field-
of-view colored blue, whereas the attacked robots are shown with field-of-view colored red. The left-most
column shows the considered ground truth maps; the middle column shows the map estimate halfway through
the task horizon; the right-most column shows the map estimate near completion.
grids. In this section, we also assess RAIN ’s sensitivity against non worst-case attacks, in
particular, random.
Experimental Setup. We specify the used (a) robot dynamics, (b) target process, (c)
sensor model, (d) information acquisition objective function, and (e) algorithm for solving
the optimization problem in RTP ’s line 2:
Robot Dynamics The robots’ dynamics are as in the multi-target tracking application (Sec-
tion F.1).
Target Process We define the target process yt , which we will denote henceforth as M for
consistency with common references on occupancy grid mapping [97], where we also drop
the time subscript since the process yt does not evolve in time. The occupancy grid M is a 2-
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Figure 4.5. Resilient Occupancy Mapping Results. Comparison of achieved entropy by RAIN against
coordinate descent (noted as NonResilient in the plots) for increasing time and for two types of attacks,
worst-case and random: (left plot) result for the square obstacles map (top row of Fig. 4.4); (right plot) result
for the corridor map (bottom row of Fig. 4.4).
dimensional grid with n rows and m columns, discretized into cells M = {C1, . . . ,Cnm}, which
are binary variables that are either occupied or free, with some probability. Cell occupancy is
assumed to be independent, so that the probability mass function can be factored as P(M =
m) = ∏nmi=1P(Ci = ci), where ci ∈ {0,1}, and where m ∈ {0,1}nm is a particular realization of
the map.
Sensor Model We express the sensor model as a series of B beams, such that zt = [z1t , . . . ,zBt ],
where zbk is the random variable of the distance that a beam b travels to intersect an object
in the environment. We next define the distribution for a single beam, determined by the
true distance d to the first obstacle that the beam intersects:
p(zbk = z|d) =

N (z−0,σ2), d < zmin;
N (z− zmax,σ2), d > zmax;
N (z−d,σ2), otherwise;
(4.13)
zmin and zmax are the minimum and maximum sensing ranges.
Information Acquisition Objective Function The used information objective function is the
Cauchy Schwarz Quadratic Mutual Information (CSQMI), which is shown in the literature
to be computationally efficient, as well as, sufficiently accurate for occupancy mapping [16].
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We denote the CSQMI gathered at time t by ICS(m; zV,t), given the measurements collected









Remark 16 (Evaluation of CSQMI) Details on the evaluation of the CSQMI objective are
beyond the scope of this paper; we refer the reader to [16]. We note that it relies on a
ray-tracing operation for each beam, computed over the current occupancy grid map belief
to determine which cells each beam from the LIDAR will observe when the sensor visits
a given pose. CSQMI is approximated by assuming the information computed over single
beams is additive, but not before pruning approximately independent beams. This removal
of approximately independent beams encourages robots to explore areas where their beams
will not overlap. In coordinate descent, once a set of prior robots has planned trajectories,
future robots must check their beams to see if they are approximately independent from the
fixed beams, before their individual beam contributions may be added to the joint CSQMI
objective.
Algorithm for Solving Optimization Problem in RTP ’s line 2 The single-robot motion plan-
ning is performed via a full forward search over a short planning horizon TPLAN = 4, since
scaling beyond short horizons is challenging in occupancy mapping problems; for details,
cf. [16]. We remark that the performance guarantees do not explicitly hold for the single-
robot planner since the measurement model is highly non-linear and the cost function
depends on the realization of the measurements, so open-loop planning is not optimal as it
is with the Gaussian case [2]. Nonetheless, approaches similar to what we adopt here have
been successfully used for (attack-free) occupancy grid mapping [3, 5].
Simulated Scenarios. To evaluate the performance of the resilient occupancy mapping
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algorithm, we compare the results with different attack types. Namely, we consider an attack
model where the attacks on robots may be uniformly random, rather than the worst case
attack assumption of the previous section and the algorithm itself. In the experiment, the
robots choose trajectories composed of TPLAN = 4 steps of duration τ = 1 sec, with motion
primitives U = {(v,ω) : v ∈ {0,1,2}m/s, ω ∈ {0,±1,±2}rad/s}. The maximum sensor range
rsense is 1.5m, with a noise standard deviation of σ = .01m. The experiment considers a
team of six robots, subject to two attack models, described in the following paragraph. The
attacked set of robots is re-computed at the end of each planning duration. We evaluate the
performance on two map environments, which we will refer to as the square obstacles map
(Fig 4.4, top), and the corridor map (Fig 4.4, bottom). We use TTASK = 50 and TTASK = 100
for the squares and corridor map respectively, and TREPLAN = TTASK.
Compared Attack Models. We test RAIN ’s ability to be effective even against non
worst-case failures. To this end, beyond considering the worst-case attack model prescribed
by (P-RAIN)’s problem formulation (cf. red and blue curves in Fig. 4.5), we also consider
random attacks, chosen with uniformly random assignment among the robots in V, given
the attacks number α (cf. green and yellow curves Fig. 4.5).
Results. The results, averaged across 50 Monte-Carlo runs, are shown in Fig. 4.5. The
plots indicate RAIN always improves performance. Specifically, RAIN improves performance
both when (i) worst-case attacks are present (cf. blue and red curves in Fig. 4.5), and when
(ii) random attacks are present (cf. green and yellow curves in Fig. 4.5); in both cases, RAIN
attains lesser map entropy against coordinate descent (noted as NonResilient in the plots).
Both the square obstacles map (left plot in Fig. 4.5) and the corridor map (right plot in
Fig. 4.5) support this conclusion. Moreover, Fig. 4.5 supports the intuition that since RAIN
is designed to withstand the worst-case attacks, RAIN ’s performance will improve when
instead only random failures are present (cf. blue and green curves in Fig. 4.5).
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Figure 4.6. Resilient Persistent Surveillance Scenario. Camp Lejeune 3D environment. The robots’ tra-
jectories are shown in pink. The blue lines along the trajectories indicate the velocity profile generated along
the trajectory. The blue discs show the field-of-view of the non-attacked robots. A red colored field-of-view
indicates an attacked robot. The cyan spheres represent the relative uncertainty on the landmarks’ locations.
The landmarks are depicted as the red spheres.
F.3 Resilient Persistent Surveillance
In Resilient Persistent Surveillance, the robots’ objective is to re-visit a series of static and
known landmarks, while the robots are under attack. The landmarks represent points of
interest in the environment. For example, a team of robots may be tasked to monitor
the entrances to buildings for intruders [98]; the task becomes especially interesting as the
number of entrances becomes more than the number of robots. In this section, we choose the
landmarks to be a set of buildings in an outdoor Camp environment (Fig. 4.6). We use the
simulated scenarios to determine the effect of the replanning rate on RAIN ’s performance
(cf. Footnote ¶).
Experimental Setup. The environment used is a 3D environment provided by ARL
DCIST (Fig. 4.6). It contains a set of outdoor buildings, over which we place landmarks to
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encourage visitation (one landmark per building). To have the robots (re-)visit the land-
marks, we add artificial uncertainty to the location of each landmark by proportionally
increasing the uncertainty with time passed since the last observation. The software sim-
ulation stack used is based on the Robot Operating System (ROS); the back-end physics
are based on Unity. In all experiments, the map is assumed to be known. Localization is
provided by the simulator. We next specify the used (a) robot dynamics, (b) target process,
(c) sensor model, and (d) information acquisition objective function:
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Target Process The targets are assumed static in location, but corrupted with uncertainty
that increases over time to encourage (re-)visitation by the robots, according to a noise
covariance matrix qkt,mI3, where q is the rate of uncertainty increase, and kt,m denotes the
number of time steps since target m was last visited.
yt+1,m = yt,m + wt , wt ∼ N(0,qkt,mI3).
Sensor Model We assume the robots operate a 360◦ field-of-view downward facing sensor.
In particular, we assume a range sensing model that records information as long as the
robots are within some radius rsense from a landmark; otherwise, no information is granted
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Average Time Between Observations of Landmarks
RAIN
NonResilient
Figure 4.7. Resilient Persistent Surveillance Results. Comparison of average time between consecutive
observations of the same landmarks by RAIN and coordinate descent (noted as NonResilient in the plot) for
increasing replanning values TREPLAN.
to the robot. The range based model for detecting the buildings is as follows:











Information Acquisition Objective Function We use the same information acquisition objec-
tive function as in the Multi-Target Tracking scenarios (Section F.1).
Simulation Setup. The admissible control inputs are the U = {(ν ,ω) : ν ∈ {1,3}m/s,ω ∈
{0,1,2}}. rsense is 10 meters, the task duration is TTASK = 300 steps, and the planning
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horizon is TPLAN = 10 steps. Specifically, each timestep has duration τ = 1s. The noise
parameter is q = .01.
Performance Metric. We measure RAIN ’s performance by computing the average num-
ber of timesteps that a building goes unobserved for. For example, if a landmark is observed
at timestep k, and not observed again until timestep k + l, we record l as the number of
timesteps the landmark was unobserved. Particularly, we average these durations across all
targets and timesteps for a given experimental trial.
Results. The results, averaged across 50 Monte-Carlo runs, are shown in Fig. 4.7. In
Fig. 4.7, we observe even for the highest replanning rate (TREPLAN = 1), RAIN offers a
performance gain of ' 24% in comparison to coordinate descent (noted as NonResilient in
Fig. 4.7). The gain increases on average, the lower the replanning rate becomes, as expected
(cf. Footnote ¶). More broadly, Fig. 4.7 supports the intuition that a higher replanning
rate allows even a non-resilient algorithm, such as coordinate descent, to respond to attacks
rapidly, and thus perform well. Still, in Fig. 4.7 RAIN dominates coordinate descent across
all possible replanning rate values.
F.4 Experiments on multi-target tracking with mobile robots
We implement Algorithm 10 in a multi-UAV scenario with two quadrotors tracking the po-
sitions of two static ground targets, shown in Fig. 4.8. The UAV trajectories are computed
off-board but in real-time on a laptop with an Intel Core i7 CPU. The UAVs are local-
ized using the Vicon Motion Capture system. The UAVs are quad-rotors equipped with
Qualcomm Flight™. The UAVs use Vicon pose estimates to generate noisy measurements
corresponding to a downward facing camera which has a 360◦ field-of-view, and a 1 meter
sensing radius. The UAVs move in a 4x8 meter testing laboratory environment with no
obstacles. One robot is jammed at all times.
The goal of the hardware experiments is to acquire a visual interpretation of the prop-
erties of the trajectories designed using the resilient Algorithm 10. To isolate the effect of
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resilience, we simplify the problem to static targets (i.e. stationary) and to the smallest
possible team, i.e., 2 robots.
We observe from the experiments that the trajectories planned by the UAVs under the
non-resilient algorithm stick to the target they are closest to, whereas under the resilient
Algorithm 10, the UAVs switch amongst the two targets (Fig. 4.9). Intuitively, the reason
is that the resilient algorithm always assumes that one of the robots will fail, in which case
the optimal strategy for one UAV is to track two targets is to switch amongst the targets,
whereas the non-resilient algorithm assumes that none of the robots will fail, in which case
the optimal strategy for two UAVs is to allocate themselves to the closest target. When
there is the possibility of one UAV failing, switching amongst the targets is preferable, since
both robots will acquire information about both targets.
Figure 4.8. The experimental setup with two quad-rotors equipped with Qualcomm Flight™, and two Scarabs
as ground targets.
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Figure 4.9. The plot in (a) depicts the experimental robot trajectories in the non-resilient algorithm. The
figure in (b) depicts the resilient algorithm. The targets are in green.
100
G Conclusion
We introduced the first receding-horizon framework for resilient multi-robot path planning
against attacks that disable robots’ sensors during information acquisition tasks (cf. (P-RAIN)).
We proposed Resilient Active Information acquisitioN (RAIN ), a robust and adaptive multi-
robot planner against any number of attacks. RAIN calls, in an online fashion, Robust
Trajectory Planning (RTP ), a subroutine that plans attack-robust control inputs over a
look-ahead planning horizon. We quantified RTP ’s performance by bounding its subop-
timality, using notions of curvature for set function optimization. We demonstrated the
necessity for resilient multi-robot path planning, as well as RAIN ’s effectiveness, in in-
formation acquisition scenarios of Multi-Target Tracking, Occupancy Grid Mapping, and
Persistent Surveillance. In all simulations, RAIN was observed to run in real-time, and ex-
hibited superior performance against a state-of-the-art baseline, (non-resilient) coordinate
descent [4]. Across the three scenarios, RAIN ’s exhibited robustness and superiority even
(i) in the presence of a high number of attacks, (ii) against varying models of attacks, and
(iii) high replanning rates. Future work includes extending the proposed framework and
algorithms to distributed settings [5, 26].
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Chapter 5
Conclusions and Future Work
In this dissertation, we propose a set of algorithmic tools that efficiently solve resilient,
multi-robot, and non-myopic information acquisition problems. The tools in each chap-
ter build on each other, and when put together can solve interesting and important in-
formation acquisition problems across a breadth of domains. We leverage mathematical
tools such as submodularity, monotonicity, and concavity, as well as properties of classical
robotics algorithms such as A* with consistent and admissible heuristic functions designed
for information gathering problems.
Example applications of this thesis include localization and mapping, target tracking,
environmental monitoring, search and rescue, and surveillance, several of which have been
implemented here in laboratory simulations and hardware experiments. The approaches
can be made fully distributed, in both the planning and control aspects, further adding to
the practicality of the algorithms.
This thesis does have limitations in the form of some common assumptions throughout,
namely the requirement of known robot dynamics, target dynamics, and sensor observa-
tion models. Real world models are complex, and increasingly being learned from data
[99]. Furthermore, we typically consider target models that can be captured accurately
with Gaussian distributions, with the exception of the Occupancy grid work in Chapter
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4. Additionally, this line of work focuses exclusively on search-based algorithms, although
there is a new family of algorithms that are based on sampling [23, 24]. It is not clear at
this point, which family of algorithms performs better in different scenarios.
Future work may push further on the assumptions of known dynamics and observation
models, as well as the limitations of Gaussian target belief distributions. Additionally, more
work is needed in order to determine which types of problems the search-based or sampling




The following definitions and lemmas will be necessary for proving Theorem 3:
Definition 17 ((ε ,δ )-redundancy) A node (x, Σ) is (ε,δ )-redundant with respect to a set
{(xi,Σi)} if Σ is ε-algebraically redundant with respect to all Σi whose corresponding xi,
δ -cross x.
Lemma 18 After each timestep t in ImprovePath(ε,δ ), the set Ot will contain all non-(ε,δ )-
redundant nodes from St .
Proof: The loop in line 10 of Alg. 2 evaluates all states (x, Σ) that are in St , but not in
Ot , and checks (ε,δ )-redundancy with respect to Ot . If a node is non-(ε,δ )-redundant, it is
added to Ot in line 14 of Alg. 2.
Lemma 19 After each timestep t, Ct−1 indicates the nodes that have been expanded, and
all nodes contained in Ot−1 will also be contained in Ct−1. St contains the successors of each
node in Ot−1.
Proof: The loop in line 2 of Alg. 2 evaluates all nodes (x, Σ) that are in Ot−1 but not in
Ct−1, and adds them to Ct−1, in addition to evaluating the motion model along the nodes
and placing the result in St .
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Proof of Theorem 3
To prove part (i) of Thm. 3, we note that after line 4 of Alg. 1, all sets are empty except
S0 and O0, which both contain the initial node (x0, Σ0). No elements are ever removed from
a set, and sets grow as ImprovePath is called with decreasing pruning parameters.
In a call to ImprovePath, the set Ot contains all non-(ε,δ )-redundant nodes (Lemma
1), and Ct contains all nodes previously searched (Lemma 2). Thus the set Ot \Ct contains
all not previously searched non-(ε,δ )-redundant nodes, which guarantees an (ε,δ )-optimal
solution will be produced.
To prove the monotonicity property (ii), we recall the (ε, δ )-suboptimality bound ([15]):
0≤ Jε,δT − J
∗
T ≤ (ζT −1)
[











Lsf Lmδ )≥ 1
(6.1)
and ∆T , Lsf and Lm are constants. The suboptimality gap (6.1) is monotone in (ε,δ ). This
implies that the cost itself, Jε,δT decreases monotonically in (ε,δ ). In line 9 of Alg. 2, (ε,δ )
decrease monotonically in runtime, which implies that the solution cost decreases monoton-
ically in runtime.
Finally, to prove (iii) we note that in Main, (ε,δ ) → (0, 0), which is known to preserve
optimality ([15]). From the first part of the the theorem, it is guaranteed that any call to Im-
provePath will return an (ε,δ ) optimal solution. Thus, given enough time ImprovePath(0,0)
will be called and return the optimal solution.
In the appendices that follow, we prove Theorem 1 (C) and Proposition 1 (D). To this
end, we first present supporting lemmas (A) and the algorithm coordinate descent [4] (B).
We also use the notation:
Notation. Consider a finite set V and a set function f : 2V 7→R. Then, for any set X ⊆V
and any set X ′ ⊆ V, the symbol f (X|X ′) denotes the marginal value f (X ∪X ′)− f (X ′).
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We also introduce notation emphasizing that subsets of robots may use different algorithms 
to compute their
control inputs: we let J(uaA, 1 : T ,u
b
B, 1 : T ), JAa∪Bb, 1 : T indicate that the robots in A contribute their measurements to J and their control inputs are chosen with algorithm a (e.g., coordinate descent), while robots in B also contribute their measurements to J but their inputs are chosen with another algorithm b. We also occasionally drop the subscript for time indices, since all time indices in the appendices are identical, (namely, t + 1 : t +TPLAN). Similarly, when only the set of robots is important, we use the notation J(A), JA, t+1:t+TPLAN , for any A⊆ V. Lastly, the notation J( /0) refers to the information measure evaluated without any measurements from the robot set.
¯
A Preliminary Lemmas
The proof of the lemmas is also found in [85, 100].
Lemma 1 Consider a finite set V and a non-decreasing and submodular set function f :
2V 7→ R such that f is non-negative and f ( /0) = 0. For any A⊆ V:
f (A)≥ (1−κ f ) ∑
a∈A
f (a).















We begin with the proof of ineq. (6.2):
f (A) = f (A| /0) (6.4)










f (ai|V \{ai}), (6.7)
where ineqs. (6.5) to (6.7) hold for the following reasons: ineq. (6.5) is implied by eq. (6.4)
because f is submodular and /0⊆V \A; eq. (6.6) holds since for any sets X ⊆V and Y ⊆V we
have f (X|Y) = f (X ∪Y)− f (Y), and also {a1,a2, . . . ,a|A|} denotes the set A; and ineq. (6.7)
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holds since f is submodular and V \{ai,ai+1, . . . ,aµ}⊆ V \{ai}. These observations complete
the proof of ineq. (6.2).
We now prove ineq. (6.3) using the Definition 4 of κ f , as follows: since κ f = 1−
minv∈V
f (v|V\{v})
f (v) , it is implied that for all elements v ∈ V it is f (v|V \ {v}) ≥ (1− κ f ) f (v).
Therefore, adding the latter inequality across all elements a ∈ A completes the proof of
ineq. (6.3). 
Lemma 2 Consider any finite set V, a non-decreasing and submodular f : 2V 7→ R, and
non-empty sets Y,P ⊆ V such that for all y ∈ Y and all p ∈ P f (y)≥ f (p). Then:
f (P|Y)≤ |P| f (Y).
*Proof of Lemma 2 Consider any y ∈ Y (such an element exists since Lemma 2 considers
that Y is non-empty); then,
f (P|Y) = f (P ∪Y)− f (Y) (6.8)








≤ |P| f (y) (6.11)
≤ |P| f (Y), (6.12)
where eq. (6.8) to ineq. (6.12) hold for the following reasons: eq. (6.8) holds since for any
sets X ⊆ V and Y ⊆ V, f (X|Y) = f (X ∪Y)− f (Y); ineq. (6.9) holds since f is submodular
and, as a result, the submodularity Definition 3 implies that for any set A⊆V and A′ ⊆ V,
f (A∪A′)≤ f (A) + f (A′); ineq. (6.10) holds for the same reason as ineq. (6.9); ineq. (6.11)
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holds since for all elements y ∈ Y and all elements p ∈ P f (y) ≥ f (p); finally, ineq. (6.12)
holds because f is monotone and y ∈ Y. 
Lemma 3 Consider a finite set V and a non-decreasing f : 2V 7→R such that f is non-negative
and f ( /0) = 0. For any set A⊆ V and any set B ⊆ V such that A∩B = /0:







*Proof of Lemma 3 Let B = {b1,b2, . . . ,b|B|}. Then,




f (bi|A∪{b1,b2, . . . ,bi−1}). (6.13)
In addition, Definition 5 of total curvature implies:
f (bi|A∪{b1,b2, . . . ,bi−1})≥ (1− c f ) f (bi| /0)
= (1− c f ) f (bi), (6.14)
where the latter equation holds since f ( /0) = 0. The proof is completed by substituting (6.14)
in (6.13) and then taking into account that f (A)≥ (1− c f ) f (A) since 0≤ c f ≤ 1. 
Lemma 4 Consider a finite set V and a non-decreasing f : 2V 7→R such that f is non-negative
and f ( /0) = 0. For any A⊆ V and any B ⊆ V such that A\B 6= /0:
f (A)+(1− c f ) f (B)≥ (1− c f ) f (A∪B)+ f (A∩B).
*Proof of Lemma 4 Let A\B = {i1, i2, . . . , ir}, where r = |A−B|. From Definition 5 of
total curvature c f , for any i = 1,2, . . . ,r, it is f (i j|A∩B∪{i1, i2, . . . , i j−1})≥ (1− c f ) f (i j|B ∪
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{i1, i2, . . . , i j−1}). Summing these r inequalities,
f (A)− f (A∩B)≥ (1− c f )( f (A∪B)− f (B)) ,
which implies the lemma. 
Corollary 1 Consider a finite set V and a non-decreasing f : 2V 7→ R such that f is non-
negative and f ( /0) = 0. For any A⊆ V and any B ⊆ V such that A∩B = /0:
f (A)+ ∑
b∈B
f (b)≥ (1− c f ) f (A∪B).





















≥ (1− c f ) f (A∪B),
where (6.15) holds since 0 ≤ c f ≤ 1, and the rest due to Lemma 4 since A∩B = /0 implies
A\{b1} 6= /0, A∪{b1}\{b2} 6= /0, . . ., A∪{b1,b2, . . . ,b|B|−1}\{b|B|} 6= /0.

B Coordinate Descent
We describe coordinate descent [4, Section IV], and generalize the proof in [4] that coordi-
nate descent guarantees an approximation performance up to a multiplicative factor 1/2 the
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optimal when the information objective function is the mutual information. In particular,
we extend the proof to any non-decreasing and possibly submodular information objective
function; the result will support the proof of Proposition 1.
The algorithm coordinate descent works as follows: consider an arbitrary ordering of the
robots in V, such that V ≡ {1,2, . . . ,n}, and suppose that robot 1 first chooses its controls,
without considering the other robots; in other words, robot 1 solves the single robot version
of Problem 7, i.e., J{1},t+1:t+TPLAN := J(u1), to obtain controls u{1} such that:
ucd1, t+1:t+TPLAN = arg maxui,t′ ∈ Ui,t′
t ′ = t+1 : t+TPLAN
J(ui, t+1:t+TPLAN) (6.16)
Afterwards, robot 1 communicates its chosen control sequence to robot 2, and robot 2,
given the control sequence of robot 1.computes its control input as follows, assuming the
control inputs for robot 1 are fixed:
ucd2, t+1:t+TPLAN = arg maxui,t′ ∈ Ui,t′
t ′ = t+1 : t+TPLAN
J(ucd1 ,ui, t+1:t+TPLAN) (6.17)
This continues such that robot i solves a single robot problem, given the control inputs
from the robots 1,2, . . . , i−1:
ucdi, t+1:t+TPLAN = arg maxui,t′ ∈ Ui,t′
t ′ = t+1 : t+TPLAN
J(ucd1:i−1,ui, t+1:t+TPLAN) (6.18)
Notably, if we let u∗i be the control inputs for the i-th robot resulting from the optimal
solution to the n robot problem, then from the coordinate descent algorithm, we have:
J(ucd1:i−1,u
?
i )≤ J(ucd1:i) (6.19)
Lemma 5 (Approximation performance of coordinate descent) Consider a set of robots V,
and an instance of problem (P-RTP). Denote the optimal control inputs for problem (P-RTP),
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across all robots and all times, by u?V,t+1 : t+TPLAN . The coordinate descent algorithm returns
control inputs ucdV, t+1 : t+TPLAN , across all robots and all times, such that:
• if the objective function J is non-decreasing submodular in the active robot set, and






• If the objective function J is non-decreasing in the active robot set, and (without loss






*Proof of Lemma 5
• if the objective function J is non-decreasing and submodular in the active robot set,





































where ineq. (6.22) holds due to monotonicity of J; eq. 6.23) is a shift in indexes of
the first term in the sum; eq. (6.24) is an expression of the sum as a sum of marginal
gains; ineq. (6.25) holds due to submodularity; ineq. (6.26) holds by the coordinate-
descent policy (per eq. (6.19)); eq. (6.27) holds due to the definition of the marginal
gain symbol J(u?i |ucd1:i−1) (for any i = 1,2, . . . ,n) as J(u?i ,ucd1:i−1)− J(ucd1:i−1); finally, a
re-arrangement of the terms in eq. (6.28) gives J(ucd1:n)/J(u
∗
1:n)≥ 1/2.
• If J is non-decreasing in the active robot set, and (without loss of generality) J is
non-negative and J( /0) = 0, then multiplying both sides of eq. (6.24) (which holds for




























where, ineq. (6.29) holds since 0≤ cJ ≤ 1; ineq. (6.30) holds since J is non-decreasing
in the set of active robots, and Definition 5 of total curvature implies that for any non-
decreasing set function g : 2V 7→R, for any element v∈V, and for any set A,B⊆V \{v}:
(1− cg)g(v|B)≤ g({v}|A); (6.34)
ineq. (6.31) holds by the coordinate-descent algorithm; eq. (6.32) holds due to the def-
inition of the marginal gain symbol J(u?i |ucd1:i−1) (for any i = 1,2, . . . ,n) as J(u?i ,ucd1:i−1)−




1:n)≥ (1− cJ)/2. 
C Proof of Theorem 1
We first prove Theorem 1’s part 1 (approximation performance), and then, Theorem 1’s
part 2 (running time).
C.1 Proof of Theorem 1’s Part 1 (Approximation Performance)
The proof follows the steps of the proof of [85, Theorem 1] and [100, Theorem 1]. We first
prove eq. (4.9), then, eq. (4.8).
To the above ends, we use the following notation (along with the notation introduced
in Theorem 1 and in Appendix A): given that using Algorithm 10 the robots in V select
control inputs uV,t+1:t+TPLAN , then, for notational simplicity:
• let A? ,A?(uV, t+1:t+TPLAN);
• let L+ , L\A?, i.e., S1 be the remaining robots in L after the removal of the robots
in A?;
• let (V \L)+ , (V \L)\A?, i.e., S2 be the remaining robots in V \L after the removal
of the robots in A?.
113
*Proof of ineq. (4.9) The proof follows the steps of the proof of [85, Theorem 1]. Consider
that the objective function J is non-decreasing and submodular in the active robot set, such
that (without loss of generality) J is non-negative and J( /0) = 0. We first prove the part
1−κJ of the bound in the right-hand-side of ineq. (4.9), and then, the part h(|V|,α) of the
bound in the right-hand-side of ineq. (4.9).
To prove the part 1−κJ of the bound in the right-hand-side of ineq. (4.9), we follow the
steps of the proof of [85, Theorem 1], and make the following observations:
J(V \A?)













≥ (1−κJ)J{[(V \L)\ (V \L)+]∪ (V \L)+} (6.38)
= (1−κJ)J(V \L), (6.39)
where eq. (6.35) to (6.39) hold for the following reasons: eq. (6.35) follows from the definitions
of the sets L+ and (V \L)+; ineq. (6.36) follows from ineq. (6.35) due to Lemma 1; ineq. (6.37)
follows from ineq. (6.36) because for all elements v∈L+ and all elements v′ ∈ (V \L)\(V \L)+
we have J(v) ≥ J(v′) (note that due to the definitions of the sets L+ and (V \L)+, |L+| =
|(V \L)\(V \L)+|, that is, the number of non-removed elements in L is equal to the number
of removed elements in V \L); finally, ineq. (6.38) follows from ineq. (6.37) because the set
function J is submodular and, as a result, the submodularity Definition 3 implies that for
any sets S ⊆ V and S ′ ⊆V, J(S)+J(S ′)≥ J(S ∪S ′) [91, Proposition 2.1]. We now complete
the proof of the part 1−κJ of the bound in the right-hand-side of ineq. (4.9) by proving
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that in ineq. (6.39):
J(V \L)≥ J?, (6.40)
when the robots in V optimally solve the problems in Algorithm 10’s step 6, per the state-
ment of Theorem 1. In particular, if for any active robot set R⊆V, we let ūR, {ūi,t ′ : ūi,t ′ ∈
Ui,t ′ , i ∈ R, t ′ = t + 1, . . . , t +TPLAN} denote a collection of control inputs to the robots in
R, then:
J(V \L)≡ max
ūi,t ∈ Ui,t , i ∈ V,






ūi,t ∈ Ui,t , i ∈ V,
t ′ = t + 1 : t +TPLAN
J(ūV\L̄,t+1:t+TPLAN) (6.42)
≥ max
ūi,t ∈ Ui,t , i ∈ V,






where (6.41)-(6.44) hold true since: the equivalence in eq. (6.41) holds since the robots in V
solve optimally the problems in Algorithm 10’s step 6, per the statement of Theorem 1; (6.42)
holds since we minimize over the set L; (6.43) holds because for any set L̂ ⊆V and any control
inputs ûR,t+1:t+TPLAN , {ûi,t : ûi,t ∈ Ui,t , i ∈R, t ′ = t + 1, . . . , t +TPLAN}:
max
ūi,t ∈ Ui,t , i ∈ V,








ūi,t ∈ Ui,t , i ∈ V,










ūi,t ∈ Ui,t , i ∈ V,
t ′ = t + 1 : t +TPLAN
J(ūV\L̄,t+1:t+TPLAN)≥
max
ūi,t ∈ Ui,t , i ∈ V,





where the last one is eq. (6.43); finally, the equivalence in eq. (6.44) holds since J? (per the
statement of Theorem 1) denotes the optimal value to Problem 7. Overall, we proved that
ineq. (6.44) proves ineq. (6.40); and, now, the combination of ineq. (6.39) and ineq. (6.40)
proves the part 1−κJ of the bound in the right-hand-side of ineq. (4.9).
We finally prove the part 1/(1 + α) of the bound in the right-hand-side of ineq. (4.9),
and complete this way the proof of Theorem 1. To this end, we follow the steps of the proof






Later in this proof, we prove 0≤ η ≤ 1. We first observe that:




Figure 6.1. Venn diagram, where the set L is the robot set defined in step 3 of Algorithm 10, and the set
A?1 and the set A?2 are such that A?1 = A? ∩L, and A?2 = A? ∩ (V \L) (observe that these definitions imply
A?1∩A?2 = /0 and A? =A?1∪A?2).
in the following paragraphs, we prove the three inequalities:









Then, if we substitute ineq. (6.47), ineq. (6.48) and ineq. (6.49) to ineq. (6.46), and take into




which implies the part 1/(1 + α) of the bound in the right-hand-side of ineq. (4.9), after
taking into account ineq. (6.40).
We next complete the proof of the part 1/(1+α) of the bound in the right-hand-side of
ineq. (4.9) by proving 0≤ η ≤ 1, ineq. (6.47), ineq. (6.48), and ineq. (6.49).
Proof of ineq. 0 ≤ η ≤ 1 We first prove η ≥ 0, and then η ≤ 1: η ≥ 0, since η ≡ J(A?2|V \
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A?)/J(V \L), and J is non-negative; and η ≤ 1, since J(V \L)≥ J(A?2), due to monotonicity
of J and that A?2 ⊆ V \L, and J(A?2) ≥ J(A?2|V \A?), due to submodularity of J and that
/0⊆ V \A?.
Proof of ineq. (6.47) We complete the proof of ineq. (6.47) in two steps. First, it can be
verified that:
f (V \A?) = f (V \L)−
J(A?2|V \A?)+ J(L|V \L)− J(A?1|V \A?1), (6.50)
since for any sets X ⊆ V and Y ⊆ V, J(X|Y)≡ J(X ∪Y)− J(Y). Second, eq. (6.50) implies
ineq. (6.47), since J(A?2|V \A?) = ηJ(V \L), and J(L|V \L)− J(A?1|V \A?1)≥ 0; the latter is
true due to the following two observations: J(L|V \L) ≥ J(A?1|V \L), since J is monotone
and A?1 ⊆ L; and J(A?1|V \L)≥ J(A?1|V \A?1), since J is submodular and V \L ⊆ V \A?1 (see
also Fig. 6.1).
Proof of ineq. (6.48) To prove ineq. (6.48), since A?2 6= /0 (and, as a result, also L+ 6= /0), and
for all elements a ∈ L+ and all elements b ∈ A?2, J(a)≥ J(b), from Lemma 2 we have:
J(A?2|L+)≤ |A?2|J(L+)
≤ αJ(L+), (6.51)
















where ineq. (6.52) to eq. (6.55) hold for the following reasons: ineq. (6.52) follows from
ineq. (6.51); ineq. (6.53) holds since J is submodular and L+ ⊆ L+ ∪ (V \L)+; eq. (6.54)
holds due to the definitions of the sets L+, (V \L)+ and A?; finally, eq. (6.55) holds due to
the definition of η . Overall, the latter derivation concludes the proof of ineq. (6.48).
Proof of ineq. (6.49) Let b = 1/α. We complete the proof first for the case where (1−η)≥ηb,
and then for the case (1−η) < ηb: i) When (1−η) ≥ ηb, max{(1−η),ηb} = 1−η and
η ≤ 1/(1 + b). Due to the latter, 1− η ≥ b/(1 + b) = 1/(α + 1) and, as a result, (6.49)
holds. ii) When (1−η) < ηb, max{(1−η),ηb}= ηb and η > 1/(1 + b). Due to the latter,
ηb > b/(1 + b) and, as a result, (6.49) holds.
We completed the proof of 0 ≤ η ≤ 1, and of ineqs. (6.47), (6.48) and (6.49). Thus,
we also completed the proof of the part 1/(1 + α) of the bound in the right-hand-side of
ineq. (4.9), and, in sum, the proof of ineq. (4.9).
*Proof of ineq. (4.8) Consider that the objective function J is non-decreasing in the active
robot set, such that (without loss of generality) J is non-negative and J( /0) = 0.




= J(L+∪ (V \L)+) (6.56)












≥ (1− cJ)2J{[(V \L)\ (V \L)+]∪ (V \L)+} (6.59)
= (1− cJ)2J(V \L), (6.60)
where eq. (6.56) to (6.60) hold for the following reasons: eq. (6.56) follows from the definitions
of the sets L+ and (V \L)+; ineq. (6.57) follows from ineq. (6.56) due to Lemma 3; ineq. (6.58)
follows from ineq. (6.57) because for all elements v∈L+ and all elements v′ ∈ (V \L)\(V \L)+
we have J(v) ≥ J(v′) (note that due to the definitions of the sets L+ and (V \L)+ it is
|L+|= |(V \L)\ (V \L)+|, that is, the number of non-removed elements in L is equal to the
number of removed elements in V \L); finally, ineq. (6.59) follows from ineq. (6.58) because
the set function J is non-decreasing and Corollary 1 applies. Overall, the combination of
ineq. (6.60) and ineq. (6.40) (observe that ineq. (6.40) still holds if the objective function J
is merely non-decreasing) proves ineq. (4.8). 
C.2 Proof of Theorem 1’s Part 2 (Running Time)
RTP ’s running time is found by adding the running time of (i) lines 1-3, i.e., |V|ρ, (ii)
line 4, i.e., |V| log(|V|) (using, e.g., the merge sort algorithm), (iii) lines 5-7, whose running
time can be ignored since the optimization problems in line 6 have already been solved in
lines 1-3, and (iv) line 8, i.e., ρ. The total is |V|(ρ + 1)+ |V| log(|V|) = O(|V|ρ). 
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D Proof of Proposition 1
We first prove Proposition 1’s part 1 (approximation bounds), and then, Proposition 1’s
part 2 (running time).
D.1 Proof of Proposition 1’s Part 1 (Approximation Bounds)
The proof follows the steps of the proof of Theorem 1; hence, we describe here only the
steps where the proof differs.
We first prove ineq. (4.11); then, we prove ineq. (4.10).
*Proof of ineq. (4.11) Consider that the objective function J is non-decreasing and submod-
ular in the active robot set, such that (without loss of generality) J is non-negative and
J( /0) = 0. Since, per Proposition 1, Algorithm 10 calls the coordinate descent algorithm in
step 4, the equivalence in eq. (6.41) is now invalid, and, in particular, using Lemma 5, the




ūi,t ∈ Ui,t , i ∈ V,
t ′ = t + 1 : t +TPLAN
J(ūV\L,t+1:t+TPLAN). (6.61)




Using ineq. (6.62) the same way that ineq. (6.40) was used in the proof of Theorem 1’s part
1, ineq. (4.10) is proved.
*Proof of ineq. (4.10) Consider that the objective function J is non-decreasing in the active
robot set, such that (without loss of generality) J is non-negative and J( /0) = 0. Similarly
with the observations we made in the proof of ineq. (4.11), since, per Proposition 1, Algo-
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rithm 10 calls the coordinate descent algorithm in step 4, the equivalence in eq. (6.41) is
now invalid, and, in particular, using Lemma 5, the following inequality holds instead:
J(V \L)≥ 1− cJ
2
max
ūi,t ∈ Ui,t , i ∈ V,
t ′ = t + 1 : t +TPLAN
J(ūV\L,t+1:t+TPLAN). (6.63)
Using ineq. (6.63), and following the same steps as in eqs. (6.41)-(6.44), we conclude:
J(V \L)≥ 1− cJ
2
J?. (6.64)
Using ineq. (6.64) the same way that ineq. (6.40) was used in the proof of Theorem 1’s part
1, ineq. (4.10) is proved. 
D.2 Proof of Proposition 1’s Part 2 (Communication Rounds)
Per B, coordinate descent needs to solve |V| times an optimization problem of same com-
plexity as line 2 of RTP . RTP , instead, needs to solve |V| times the optimization problem
in line 2 (per the “for” loop in lines 1-3), and the optimization problem in line 8, using
coordinate descent. Since the running time of line 4 and lines 5-7 is negligible (cf. C.2) and
can be ignored, the total running time of RTP is at most 2ρCD = O(ρCD). 
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