Klaus Jansen* A malleable parallel task is one whose execution time is a function of the number of (identical) processors alloted to it. We study the problem of scheduling a set of n independent malleable tasks on a fixed number of parallel processors, and propose an approximation scheme that for any fixed E > 0, computes in O(n) time a non-preemptive schedule of length at most (1 + E) times the optimum.
Introduction
In this paper, we study the following scheduling problem.
Suppose there is given a set of tasks 7 = {To, . . . , T,-i } and a set of identical processors M = { 1, . . . , m}. Each task Tj has an associated function tj : M + Q+ that gives the execution time tj(e) of task Tj in terms of the number of processors e E M that are assigned to Tj. Given @j processors alloted to task Tj, these bj processors are required to execute task Tj in union and without preemption, i.e. they all have to start processing task Tj at some starting time rj, and complete it at rj + tj(pj).
-4 feasible non-preemptive schedule consists of a processor allotment bj E M and a starting time rj 2 0 for each task Tj such that for each time step 7, the number of active processors does not exceed the total number of processors, i.e. The objective is to find a feasible non-preemptive schedule that minimizes the overall makespan IIU.X{7j + tj(pj) : j = 0,. . . ,12 -1).
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Lorant Porkolabt papers, see e.g. [3, 7, 16, 191 . The problem of nonmalleable parallel task scheduling (OPTS) is a restriction of MPTS in which the processor allotments are known a priori, i.e. for each task both the number of assigned processors and its execution time are given as part of the input. Closely related problems to NPTS are rectangle packing (see e.g. [4, 6, 13, 181) and resource constrained scheduling (see e.g. [5, 121) .
In several applications, a network topology is also specified for the processors (see e.g. [8, 9, 14, 161) . In these cases the tasks are scheduled not on an arbitrary subset of processors, but on a subset of processors with a particular interconnection network that depends on the underlying architecture. For example on hypercubes and meshes, the tasks would require subcubes and submeshes, respectively. If the underlying architecture is not taken into account, the problem is referred to as scheduling on a PRAM. For simplicity, we will consider only the latter problem in this paper, but the results can also be extended to arbitrary network topologies (e.g. lines, hypercubes and meshes).
The NPTS and MPTS problems are strongly NPhard [7] , and 2 is the best currently known approximation ratio for them achieved in polynomial time [lo, 161 . For a particular input I, let OPT(I) be the minimum makespan, and let A(I) denote the makespan obtained by algorithm A. A polynomial-time approximation scheme for this problem is an algorithm A, which for any (constant) E > 0 and input I outputs in time polynomial in the length of I a feasible schedule A(I) with performance guarantee &(I, E) = &$J < 1 -t E. Such an algorithm can also be viewed as a family of algorithms {A,Ic > 0) such that A,(I) 5 (1 + e)OPT(I). A fully polynomial approximation scheme is an approximation scheme A that runs in time polynomial not only in the length of I but also in +. Regarding the problems discussed in this paper, the existence of an approximation scheme was previously known only for NPTS on hypercubes of fixed dimension [14, 151. Since both NPTS and MPTS are strongly NP-hard even for a fixed number (m 2 5) of processors [7] , it is natural to ask how well the optimum for these restricted variants can be approximated. In this paper, we focus on the case when there are only a constant number of where M(oj) is the first and M(wj) is the last processors and present polynomial-time approximation snapshot that contains Tj; schemes for both MPTS and NPTS which compute for any fixed e > 0 e-approximate schedules in O(n) time.
l consecutive snapshots are different, i.e. M(t) #
The main steps of the approximation scheme are M(t + 1) for 1 < t 5 g -1;
the following. First, it computes dj = min~,r,,,.,, tj(e) l M(1) # 0 and M(g) = 0.
for each task Tj and selects a constant number k = Ic(m,e) of tasks Tj,, . . . ,Tjk with the largest dj t-al-A relative schedule corresponds to an order of ues. Next, it constructs all relative schedules for the executing the tasks in 13. One can associate a relative set C = {Tj,, . . . : Tjh ) consisting processor assignments schedule for each non-preemptive schedule of L: by and an execution order of the tasks in L. For each looking at the schedule at every time where a task relative schedule, there is a (mixed integer) linear pro-of C starts or ends and creating a snapshot right gram for scheduling all tasks in 7 such that the relative after that time step. Creating snapshots this way, schedule of .C is respected. This linear program can be M(1) # 0, M(g) = 0 and the number of snapshots can decomposed into two parts: a fractional packing prot,-be bounded by m=(%% 1). Given a relative schedule lem and a linear program with a constant number of R = (f>M(l),.. . , M(g)), the processor set used in variables and constraints. By using this decomposition snapshot M(i) is given by P(i) = UT~M(~) f(T). Let F and an approximation scheme for packing problems the denote the set containing (as elements) all the different algorithm solves the linear programming relaxation ap-(M \ P(i)) sets, i = 1,. The given relative schedule R along with constraints (I) and (2) define a feasible schedule of l.
In (3), the total processing times ej?, for all F E 3 are determined. Clearly, these equalities can be inserted directly into (4) . The inequalities in (4) require for every set of free processors F E 3 that its total processing time (corresponding to the different partitions) to be bounded by eF.
Furthermore, the inequalities (5) guarantee that there is enough time for the execution of all &processor tasks in S.
Notice that the solutions of LP(R) allow for each &processor task from S: to be preempted, to be executed in parallel on multiple subsets of processors from PF.i of cardinality -$ to change processor assignments during the execution. Thus there might be incorrectly scheduled tasks in the schedule based on the solution of LP(R). These have to be corrected afterwards.
Malleable
Tasks. In this section, we show how the above linear program can be extended for MPTS. Suppose that the different processing times of task Tj E 7 are given by the function tj : M -+ Q'. In the NPTS problem, the number of alloted processors for each task is known a priori, therefore the De values in LP(R) are fixed constants. However in the MPTS problem, each task can be executed on an arbitrary number of available processors, and therefore the De's cannot be considered fixed anymore. Note that (for a fixed relative schedule R) all the other coefficients (and constraints) of system (0) - (6) are independent from the processor allotments, thus they remain the same for MPTS. In order to handle the possibility of non-fixed processor allotments, we introduce 0 -l-variables yje for each task Tj E S and each number L E M with the interpretation that Yjf = { 1, if Tj is executed on e processors, 0, otherwise.
In fact, these variables will be relaxed later. For a given relative schedule R, let ILP(R) denote the extension of LP(R) to MPTS. In ILP(R), the De's, e = 1,. . .,m, are variables (in contrast to LP(R), where they are constant coefficients), and we have the following constraints in addition to (0) - (6): (7) CT,Estj(e)-yje=D': e=l,...,m, (9) Yje E {071): VTj E S, e = 1,. . . , m.
The constraints of (8) - (9) describe the processor. allotments for the tasks in S. The equations of (7). express for every -J? = 1,. . . , m, De, the total processing time of all tasks in S that are executed on P processors. As before, these equations can be inserted directly into the inequalities of (5).
2.3
Relaxation.
As it was pointed out above, for any fixed relative schedule, the only difference between NPTS and MPTS with respect to system (0) - (6) is that the De's are not constants any more. Therefore the MPTS problem can also be solved by solving LP(R) for every relative schedule R (of MPTS) and every possible m-vector (D', . . . , D"), and then selecting the best solution.
However generating all of the mlSl possible (D', . . . , Dm) vectors (e.g. by considering all of the 0 -1 feasible solutions of (8) - (9)) require an exponential number of operations in terms of n. To avoid the exponential dependence on n (recall that our goal is to solve the problem in O(n) time), we will use the following relaxation of (7) - (9) Let ELP(R) denote the linear program consisting of LP(R) along with (7)' -(9)'. Notice, that for any relative schedule R, ELP(R) is a relaxation of ILP(R), and therefore the optimum of ELP(R) is a lower bound on the minimum makespan for schedules respecting R. Also note that in the above constraints the new yjl variables are not assumed to be integers, and therefore in general they attain some fractional values in the solution of ELP(R).
Algorithm
In this section, we present an approximation scheme for the MPTS problem. First, we describe the main algorithm and then discuss some of the steps in detail. The procedure is based on selecting a small subset C c 7 with cardmality k = k(m,c). In the following we assume that n > k = k(m, E), since otherwise one can easily compute an optimal solution in constant(m, e) time by considering all feasible schedules for 7.
The Main Algorithm.
2.
Compute dj = minl<e<, tj(e), j = 0,. . . , n -1, and assume that dj = tj ($j), for some 4j E M. Set D = CTzj dj, p = k, and K = 4mm-+l (2m)W+1.
Select the K + 1 longest tasks with respect to the dj 's. .4ssume do > dl 2 . . . > dK. Find the smallest k 5 K such that dk + . . . + d2mk+3mm+l--l < ,u . D. Partition the set of tasks 7 into two subsets L and S such that L contains the k longest tasks according to the dj 's.
3. Construct all possible relative schedules of L consisting for each task Tj E f a processor allotment Pj, a processor assignment f(Tj) E M of cardinality pj, and a sequence of snapshots M(l), . . . , M (9) for L. The free processor sets in this particular relative schedule are {3},{2,3),{2),{1,2),{1,2,3), and therefore, the following partitions have to be considered:
p{1,2,3},3 = 6% Then dj :< tj(,$j), and thus we obtain by 2. We note that t2 = ti and that tasks 9 and 10 are using an averaging argument that scheduled incorrectly.
For task 9 there is a change in processor assignment at time ti, and task 10 with allotment pit = 1 is executed on two processors during OPT > c 71-l h '%('j) , 
Approximate Solution for ELP(R).
Consider now the packing problem P(d) defined by constraints (7)' -(9)' for a given m-vector d = (Di, . . . , Dm). This problem has a special block angular structure, where the blocks Bj = {yj E R" 1 yje 2 0, CT=1 yje = l}, for Tj E S, are m-dimensional simplicies, and
This lemma implies that every De, e = 1,. . . , m, in ELP(R) can also be bounded by mD/fJ. Suppose K. = ~(m,c) (it will be specified later) is a rational number such that $ is an integer. Proof. If (t, e, z) is a solution of LP(R) with (a + w), then it is also a feasible solution of LP(R) with a. This implies the first inequality. To show the second one assume that (t,e,z) is a solution of LP(R) with a, and consider M E 3. (Note that M E 3, since M(g) = P(g) = 0, for every relative schedule R.) It is easy to check that for every e = 1,. . . , m, there exists an index it E {l,... ,n~} such that ac(M, it) # 0, and it! # it, for every !' # e. (E.g. ie can be selected such that PN,(( = {{l,..., e},{e + 1) ,..., {m}}.) Then one can obtain a feasible solution (t', e', z') of LP(R) with a + w by modifying (t, e, Z) in the following way. Let z'M,i, = XM,& + We, for every l = I,.-.,m, elM = eM + CL, We, t$ = t, + ~~=, we, and let all of the other components of (t',e',x') be the same as
The next lemma provides lower and upper bounds in (t, e, x). Clearly (t', e', xl)' is a feasible solution of for OPT, the optimum makespan of the MPTS problem, LP(R) with a + w whose objective function value is in terms of the minimum execution times. Therefore we can assume that if the above procedure outputs an approximate solution for P(d) then it is a papproximate solution represented by a forest. For a fractional assignment y> a task Tj has a non-unique processor allotment if there are at least two processor numbers e and e': e # e': such that yje > 0 and 3/jel > 0. Suppose it is given a fractional assignment y represented by a forest G, and consider a connected component C of G with i elements in Vi. There can be at most i -1 tasks with non-unique processor allotment in C, since otherwise there would be at least 2i edges in an induced subgraph of C or G with 2i vertices. This implies the following result. 3.5 Generating a Schedule.
Step 4.3 of the main algorithm requires the computation of a pseudo-schedule S(f, M) for the tasks in S \ 'VT in which the tasks are allowed to be preempted and/or be executed parallel on multiple blocks of processors. In this subsection, first we describe an algorithm to compute a pseudo-schedule, and then give an upper bound on the number of incorrectly scheduled tasks.
Let De be the total processing time for all tasks in S \ )I assigned to fJ processors, and let (t', e', 2') be the optimum solution of the corresponding linear program. First, we order all &processor tasks in S \ U: T~J, . . . , Te+, , for every e = 1, . . . , m. Then, we analyze all intervals [t;, t;+l) with t; < tz,, one after another starting with [tc = 0, ti). Each interval [t:, tztl) has an associated processor set P(a + 1) used by the tasks in L. Let &+I. be the length of the interval. For this interval, we consider all different partitions PFJ, . . . , PF,,,~ of the set F = M \ P(a + 1) (the free processors) with Z>,i > 0. We choose the first partition PF,~ with z>,~ > 0 (possibly a part of z$,~ has been considered before). Then, we select for each set X E PF,i the first non-completely scheduled task Te,j that needs e = 1x1 processors. The processor set X is filled with the tasks Te,j,Te,j+l,---until the total processing time of the selected tasks becomes at least L' = min{zi;i, La+l}, or until all &processor tasks have been scheduled. If the total processing time is strictly greater than L', then the last selected task is preempted such that the total time is exactly L'. After the assignments of the tasks for the sets X E PF,~, we compare the length z;,~ of the partition PF,( with the length of the interval La+l. If ~~,i < Lo+l, then we set Ln+l = La+l -Z~,i, 2~i = 0 and consider the next partition PF,i+r. Otherwise we reduce the length z;;~ by L,+l and go to the next interval It;+, , tzi2).
Since CFe7Cy'r ae(F,i) -z>,~ > De, this procedure completely schedules all e-processor tasks, and it runs in O(n) time. However it is possible that some tasks are preempted, that some C-processor tasks are LEWMA 4.2. Suppose do 2 dl 2 . . . 2 dn-l > 0 is assigned to several blocks of e processors or that some a sequence of real numbers and D = cyLo* di. Let tasks can get different processor assignments in different m be a positive integer, p > 0, and assume that intervals. The following lemma gives an upper bound n > 4m*+r(2m)ftl. on the number of incorrectly scheduled tasks. k ~z4mms1(2m)it1-1
Then there exists an integer such that LEMMA 3.5. IL/I 2 2(m-l)k+2mm+l.
Proof. First, we may assume that all partitions with m free processors are in the last interval [t,-1, t,); otherwise we can shift all such intervals at the end of the schedule. There are two different cases of incorrectly scheduled tasks: 1. inside of an interval [t;, ti+r ) caused by a change from a partition PF,~ to PF,~+I ; 2. at the end of an interval [ti, ti+l) or inside of an interval without a change of partitions. In the second case, we have at most (m -1) new incorrectly scheduled tasks (not counted before) for each interval [&,&+I) .
In the interval [t,-l, ts), the last selected task is either not preempted or counted before. In total, we obtain at most (m -1)g _< 2(m -l)k incorrectly scheduled tasks in case 2. In the first case, for each change from a partition PF,a to PF,a+l We get at most m incorrectly scheduled tasks. The number of all partitions can be bounded by m! + mm 5 2m*, which implies the bound 2m*+l for incorrectly scheduled tasks in case 1. 0
The following bound is a corollary of those in Lemmas 3.4 and 3.5. For NPTS, we obtain a simpler and faster (linear time) approximation scheme, since in this case the yje variables are not needed and so the the corresponding linear program has only a constant(m,s) number of variables and constraints.
Instances with Work Constraints
In this section we consider MPTS under the following (natural) assumption:
For each task Tj E 7 and each number p E M, the work/execution time tj(l) on 1 processor is bounded by the work @j(p) on p processors. This assumption is motivated by the fact that in general, executing a task on p processors requires communications between the processors, and therefore the overall work on p processors is at least as large as on 1 processor. The time for communications among processors that work on the same task can be taken into account implicitly in the execution time. In the following we show that under this assumption the previous linear programs and therefore also the approximation schemes substantially simplify.
The idea is to transform a short task Tj running on p processors into p parallel sequential tasks Ti , . . . , TT, where each of these p tasks has the same execution time of at most tj (p) (see Figure 3 ). In general the produced schedules are not feasible, because the l-processor short tasks are executed now in parallel.
But by using the approach of Section 3.4, one can put the short tasks into the gaps with free processors (in the relative schedule) such that the number of incorrectly scheduled tasks is bounded by a constant. The advantage of this new approach is that the yje variables are not needed any longer. Therefore by assuming that every short task is executed on 1 processor, the linear program (for each relative schedule of the long tasks in L) can be simplified as follows: In this linear program, the variable ej corresponds to the processing time while m -j processors are executing long tasks of L: and j processors are free for short tasks. The value D' gives the total processing time CTjE7\L 3( 1 t. 1 of all short tasks on 1 processor. Inequality (4)' guarantees that there is enough time for all short tasks. By using a similar argument as before the number of incorrectly scheduled tasks can be bounded in terms of m and E, and therefore one can execute them sequentially at the end of the schedule with a total execution time of at most 5 . OPT. Since now the linear programs have only a constant(m,c) number of variables and constraints, one can get a faster approximation scheme for this case.
Conclusions
We mention in closing that by using similar ideas linear time approximation schemes can also be obtained for the following scheduling problems with makespan minimization on a fixed number of machines: preemptive versions of NPTS and MPTS; preemptive and nonpreemptive scheduling of unrelated parallel machines (with and without cost); flow and open shop scheduling, P??Zl.SetjIC,,. In fact, these linear-time approximation schemes, except for the last three models, are f%lly polynomial. We plan to address these problems along with other extensions of the above results in a subsequent paper.
This work was motivated by [l] , whose authors (by extending their previous results) have also obtained independently a linear-time approximation scheme for NPTS with a fixed number of processors 121.
