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A GRAVITY CURRENT MODEL WITH CAPILLARY TRAPPING
FOR OIL MIGRATION IN MULTILAYER GEOLOGICAL BASINS
CLÉMENT CANCÈS AND DAVID MALTESE
Abstract. We propose a reduced model accounting capillary trapping to
simulate oil migration in geological basins made of several rock types. Our
model is derived from Darcy type models thanks to Dupuit approximation
and a vertical integration in each geological layer. We propose a time-implicit
finite volume scheme which is shown to be unconditionally stable and to admit
discrete solutions. Numerical outcomes are then provided in order to illustrate
the behavior of our reduced model.
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1. Introduction
1.1. General motivations. In oil engineering, basin modelling aims at predicting
the potential of a geologic area in terms of oil production. The goal is to local-
ize and quantify the presence of hydrocarbons in the porous space of the subsoil.
This knowledge can then be used to decide of the exploitation of reservoirs and to
optimize the location of the wells. Reconstructing the history of oil migration is
therefore an important issue.
In the geological basin context, gravity plays a major role. Hydrocarbons rise
within the porous medium to the surface due to buoyancy. Along their migration,
they encounter some heterogeneities — typically some changes in the rock properties
— that can perturb their progression. For instance, oil can be blocked by impervious
(or at least very low permeable) geological structures. But as already predicted by
Berg [8] and England et al. [25], oil can also be trapped in reservoirs because
of capillary barriers. Capillary barriers correspond to severe changes of the pore
size as illustrated in Figure 1. At equilibrium, the capillary pressure is inversely
proportional to the pore radius following Laplace’s law. Therefore, heterogeneities
in the pore radius distribution generate some force oriented from small pores to
large pores. In the case of a discontinuous material, the resulting force is singularly
located at the level of the interface between the different material, to which it is
orthogonal. This resulting capillary force can equilibrate with buoyancy, and may
entail a quantity of entrapped oil that remains below the capillary barrier. The
effects of such capillary barriers on two-phase porous media flows was for instance
studied in [23, 15]. We refer to [8] for a more developed discussion on the microscopic
phenomenons leading to capillary trapping.
In the context of basin simulation, dynamics is generally slow. Therefore, Darcean
models (see for instance [7]) for immiscible two-phase flows are trustworthy. Such
models yield degenerate parabolic problems set on 3-dimensional spatial domains.
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Figure 1. Within a homogeneous ideal porous medium with con-
stant pore size, the resulting capillary force on a connected com-
ponent of non-wetting phase vanishes (left). This is no longer true
if the non-wetting phase straddles the interface between two ideal-
ized porous media with different characteristics (right): capillarity
generates a force orthogonal to the interface represented by the
dashed line separating the regions with pores of different sizes.
However, the large time and space scales naturally involved in basin modelling make
the resolution of such models very demanding from a computational point of view.
This motivates the introduction of reduced models with lower complexity.
A first class of reduced model can be obtained thanks to ray-tracing. The ray-
tracing method constructs migration flow paths based on the top depth map of
a carrier bed (see [54]). The underlying assumption is that hydrocarbon flow-
rates and therefore hydrocarbon saturations change very slowly as compared to the
duration of simulation time-steps and that migration can therefore be modelled
as a steady state process. A second method is the invasion percolation method.
Percolation theory can by applied to porous media and deals with the description
of interconnections of the porous and fractured network. The percolation invasion
introduced in [56] is motivated by the problem of one fluid displacing another
from a porous medium under the action of capillary forces. This model has then
been extended in [55] by adding the effects of buoyancy. Computationally efficient
algorithms have been proposed for instance in [40] for the simulation of invasion
percolation.
The history of the migration is kept neither with invasion percolation nor with
ray tracing since both reduced models do not keep time as a variable, the goal being
to compute directly a steady state, or equivalently a (local) minimizer of the energy
since immiscible two-phase flows have a gradient flow structure [17]. The energy,
which is made of the gravitational potential energy and the internal energy related
to capillarity, is in general non-convex in the McCann’s sense [39] when the domain
is heterogeneous, so that it may admit several minimizers. It is therefore necessary
to compute the whole dynamics to get a trustworthy knowledge of which steady
state is relevant. Moreover, reconstructing the history of the migration helps to
better predict anomalous pressures in the subsoil. We refer to [48] for an extensive
comparison between reduced models and full Darcy models in basin modelling.
In view of the above discussion, our goal is to get a model with reduced complex-
ity while keeping track of the time variable. To this end, we make use of Dupuit
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approximation [24], which consists in assuming the fluid is at vertical equilibrium,
so that the flow is mainly horizontal. After integrating vertically a full Darcean
model, this allows to derive a reduced model where the main unknown is no longer
the composition of the fluid but rather the position of the free boundaries between
the different regions occupied by pure phases. This approach is classical and has
been shown to be very efficient in the context of groundwater modeling for water or
hydrocarbon resource management [6]. Vertically integrated models are also very
popular in the community working on carbon dioxyde sequestration [47]. In [34],
Huppert and Woods studied the evolution of a buoyant fluid entrapped by a im-
pervious seal. Excess pressure originating from confinement have been considered
by Nordbotten & Celia [45] and Pegler et al. [49].
The originality of our contribution relies in leakage term (10), which differs from
what exists in the literature. The leakage terms is shown to be able to reproduce
both capillary trapping and excess pressures related to congestion when layers are
fully saturated by one pure phase. Models with localized in space leakage mod-
elling for instance fractures were considered by Pritchard [51], Neufeld et al. [42, 43],
Kang et al. [37] or Pegler et al. [50]. Leakage across the whole surface separating
the geological layers is represented by simple linear contributions in [33, 52]. Due
to their simplicity, such models cannot reproduce oil-trapping, which requires the
introduction of a nonlinear contribution, as for instance proposed by Woods & Far-
cas [57] or Ngo et al. [44]. These two models [57, 44] are closely related to ours,
with differences highlighted in the forthcoming Remark 1.1. In contributions by
Hesse et al. [32], Juanes et al. [36], Zhao et al. [58], related to carbon dioxyde
sequestration, capillary trapping is defined as a volume contribution that models
the immobile CO2 entrapped in pores since not connected to the main (and mobile)
carbon dioxyde components. Refined models obtained by relaxing the vertical equi-
librium assumption are presented by Nordbotten, Celia and collaborators [46, 37],
while models with diffuse interface between fluids have been proposed for instance
by Gunn et al. [29], Ngo et al. [44], or Choquet et al. [20] in the context of coastal
aquifers with seawater intrusion.
Our model is described in the next section, whereas its derivation is the purpose
of Section 2. Before presenting the model, let us stress that it has been designed in
such a way that it preserves some important stability features inherited from full
Darcean models. The nonlinear stability of the model is key to guarantee its good
behavior. A complete mathematical study of the model is not the purpose of this
paper, where a large part is rather devoted to the construction of a finite volume
scheme detailed in Section 3. The scheme relies on two-point flux approximation [26]
with upstream mobilities [4, 28]. This choice is known to be suitable for such
vertically integrated models, see for instance [1, 2] since it allows to transpose the
stability of the continuous model to the discrete one. The strong stability of the
numerical scheme allows to show that the corresponding nonlinear system admits
solutions, which are computed thanks to a parametrization based robust Newton
solver [5] allowing for large time steps. All in all, the numerical procedure appears
to be very efficient to compute the long-time behavior of the model in which we
are interested. Numerical results are then presented in Section 4. This study
highlights in particular the fact that our model is able to capture different steady
states depending on how quick is the inflow at the bottom of the computational
domains.
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1.2. Presentation of the reduced model.
1.2.1. Geometry of the basin. As in the early work by Hunt [33], we assume that
the geological basin Ω ⊂ Rd+1 (d ∈ {1, 2}) is made of the vertical superposition
of I vertical layers (Ωi)1≤i≤I . We assume that the interface between Ωi and Ωi+1
can be described by z = bi(x), where z denotes the vertical coordinate and x ∈ Rd
is the horizontal coordinate. We also assume that there exist functions b0 and bI
corresponding to the lower and upper boundary of Ω1 and ΩI respectively. We
denote by
Hi(x) = bi(x)− bi−1(x)




{x} × (bi−1(x), bi(x))
for some open and bounded set O ⊂ Rd.
Two incompressible and immiscible phases (oil and water) flow within each layer
Ωi. Since oil is less dense than water, oil is located on top of the layer, while water
occupies its bottom. We assume that the interface separating the oil and the water
layers is sharp. The thickness of the oil layer in Ωi is then denoted by hi, and we
have naturally that
0 ≤ hi(t,x) ≤ Hi(x), t ≥ 0, x ∈ O.
The thickness of the water layer is then equal to (Hi − hi). The interface between
the two phases is located at
z = γi(t,x) = bi(x)− hi(t,x), t ≥ 0, x ∈ O.
We refer to Figure 2 for a schematic depiction of the geometry.
1.2.2. About the phase pressures. Each phase (water and oil) is assumed to have
its own pressure as a consequence of their immiscibility. We assume that Dupuit’s
assumption is verified, i.e. vertical equilibrium holds for both phases. More pre-
cisely, water is assumed to be the wetting phase and to be hydrostatic in the whole
domain Ω:
(2) pw(t,x, z) = −%wgz, t ≥ 0, (x, z) ∈ Ω,
where %α denotes the density of the phase α and g is the gravity constant. Oil is
assumed to be hydrostatic only in the regions where it accumulates, i.e.,
(3) po(t,x, z) = −%ogz + Ci(t,x), γi(t,x) < z < bi(x).
In the above equation, Ci encodes the horizontal variations of the oil pressure field.
Each porous medium Ωi is assumed to be poorly graded, so that the capillary
pressure can be assumed to be constant equal to πi as soon as both phases are
present and mobile. In particular, denoting by pα(t,x, z) the pressure of phase α
at time t and position (x, z) ∈ Ω, this amounts to claim that
(4) po(t,x, γi(t,x))− pw(t,x, γi(t,x)) = πi if bi−1(x) < γi(t,x) < bi(x).
The assumption of sharpness for the interface is consistent with an assumption of
negligible capillary diffusion.













Figure 2. Schematic representation of the multilayer geological
basin. The interfaces between the ith and the (i + 1)th layer is
located at z = bi(x). Within layer Ωi, oil is located above the
interface z = γi(t,x), whereas water is located below.
We infer from the notion of multivalued phase pressure proposed in [19, 10] the
conditions
po(t,x, bi(x))− pw(t,x, bi(x)) ≤ πi if hi(t,x) = 0,(5a)
po(t,x, bi−1(x))− pw(t,x, bi−1(x)) ≥ πi if hi(t,x) = Hi(x).(5b)
Conditions (4)–(5) can be rewritten using the formalism of maximal monotone
graphs. Roughly speaking, maximal monotone graphs can be thought as an exten-
sion of the notion of monotone continuous functions allowing for vertical parts in
the graph, see Figure 3 for a typical example. We refer to [12] for precise definitions.
Combining (4) with (5) and using the framework of maximal monotone graphs, we
obtain that
(6) po(t,x, γi(t,x))− pw(t,x, γi(t,x)) ∈ π̃i(x, hi(t,x)),
where, for all x ∈ O, π̃i(x, ·) is the maximal monotone graph defined by
(7) π̃i(x, h) =

πi if 0 < h < Hi(x),
(−∞, πi] if h = 0,
[πi,+∞) if h = Hi(x).
Hence, introducing the differential of the densities % = %w − %o > 0, we get that
po(t,x, z)− pw(t,x, z) = pi(t,x) + %g(z − γi(t,x)), γi(t,x) ≤ z ≤ bi(x)
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with
(8) pi(t,x) ∈ π̃i(x, hi(t,x)), t ≥ 0, x ∈ O.
The extended capillary pressure writes pi = πi + p̃i, where p̃i ≥ 0 if hi = Hi
and p̃i ≤ 0 if hi = 0 can be though as Lagrange multipliers for the constraint
hi ∈ [0, Hi].
1.2.3. Equations governing the motion of the interfaces. We have at hand the nec-
essary material to state the equation describing the evolution of the interfaces γi.
The main unknowns are the thicknesses (hi)1≤i≤I of the oil layers. Denote by φi
and κi the porosity and the permeability of the ith layer (which are assumed to be
constant), by µα the viscosity of the phase α, and by % = %w−%o > 0 the difference
of the densities. Following the approach of Huppert and Woods [34] which relies on
Dupuit’s assumption on vertical equilibrium, see next section for details, we obtain





hi∇(pi + %g(hi − bi))
)
= Si−1 − Si,
where pi satisfies (8).
The right-hand-side in (9) represents the interaction between the different layers.
More precisely, Si denotes the oil flux across the interface bi between Ωi and Ωi+1.








%ghi − (pi+1 − pi)
)+
, 1 ≤ i ≤ I − 1,
where a+ = max(a, 0) denotes the positive part of a ∈ R.
Remark 1.1. Formula (10), the derivation of which is the purpose of Section 2.3,
deserves some comments.
(i) First, note that Si ≥ 0, so that oil can only rise up towards the surface.
Assume that pi = πi and pi+1 = πi+1 with πi < πi+1, then Si = 0 if hi ≤
πi+1−πi
%g , which is the predicted thickness of the reservoir found in Berg [8].
This threshold value is classically used in ray-tracing or invasion percolation
algorithms. Hence formula (10) allows to reproduce oil trapping by capillary
barriers.
(ii) In [57], Woods and Farcas also propose a vertically integrated model allowing
for leakage between the different layers as soon as the threshold value πi+1−πi%g
is overpassed. However, our formula (10) is quite different of the one proposed
in [57], where the interlayer flux Si is not a continuous function of the en-
trapped oil thickness hi. This lack of continuity may lead to the non-existence
of solution to the corresponding system. In opposition, our formula (10) yields
a continuous dependance of Si w.r.t. hi, which is key for the analysis of the
numerical scheme proposed in Section 3, see in particular the proof of Theo-
rem 3.3.
(iii) In their paper [44], Ngo et al. also consider interlayer leakage due to capillary
effects. In their approach detailed in [44, Section 4], capillary diffusion is not
neglected in bulk regions, so that the oil and water phases are no longer clearly
segregated. This yields a modified threshold value depending on the pore size
distribution and on the permeability ratio κi+1/κi. The permeability ratio also
plays a role in (10), but not in the threshold value πi+1−πi%g .
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(iv) It is worth mentioning here the contribution by Pegler et al. [50] where two
porous rocks with identical properties are separated by a thin impervious but
locally damaged layer. Leakage then occurs through the pointy fault. The
corresponding leakage term has similarities with our terms, but differs since
capillarity however plays no role. It also differs in the prefactor, see discussion
below.
(v) As already mentioned, our leakage term (10) shows similarities with exist-
ing contributions. Besides the other differences pointed out previously, our





that is deduced from the
one-dimensional study detailed in Section 2.3. This yields a sub-linear behav-
ior and boundedness for the leakage term Si expressed as a function of h in
absence of congestion (i.e. when pi = πi and pi+1 = πi+1). In the asymptotic
hi → +∞, then the contributions related to capillarity vanish and the leakage
term reduces to limhi→+∞ Si =
κi
µo
%g, which is exactly the vertical velocity
corresponding to the gravitational transport term.
The system (8)–(10) has to be complemented with initial and boundary condi-
tions. We assume that the initial thicknesses are given:
(11) hi(0,x) = h0i (x), 1 ≤ i ≤ I, x ∈ O.
We have to consider lateral boundary conditions for x ∈ ∂O, a boundary condition
on the bottom of domain Ω for z = b0 and a boundary condition on top of the






hi∇(pi + %g(hi − bi))
)
· nO = 0 on ∂O,
where nO denotes the normal to ∂O outward w.r.t. O. Imposing top and bottom
boundary conditions are needed to prescribe the extremal fluxes S0 and SI . In
order to simplify the stability analysis of the Finite Volume scheme carried out in
Section 3.3, we will assume that the system is isolated, i.e.,
(13) S0(t,x) = SI(t,x) = 0, t ≥ 0, x ∈ O.
but other boundary conditions will be used in the numerical simulations.
1.2.4. Energy stability of the model. The goal of this section is to show that our
reduced model preserves an important feature of Darcean immiscible incompressible
two-phase flows, namely the decay of the energy along time [17, 18, 41].
Denote by h = (hi)1≤i≤I and p = (pi)1≤i≤I . The energy functional correspond-










%g (bi − hi)2
)
φidx.




Proof. Multiplying equation (9) by pi+%g(hi−bi), integrating over O and summing
over i yield
A+B + C = 0,
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Si (pi − pi+1 + %g (hi − hi+1 − (bi − bi+1))) dx.
In view of relation (8), either ∂thi = 0 or pi = πi, hence A = ddtE(h). Since B ≥ 0,
it only remains to check that C ≥ 0 to conclude the proof. It follows from the




















Si(bi+1 − bi − hi+1).
The first term in the right-hand side is obviously non-negative, as well as the second
term since hi+1 ≤ Hi+1 = bi+1 − bi and Si ≥ 0. 
Proposition 1.2 shows that E(h) is a Lyapunov functional for our model when
the system is isolated: no-flux boundary conditions across the lateral boundaries
and S0 = SI = 0. We will pay attention in Section 3 to propose a Finite Volume
scheme that preserves this property at the discrete level.
2. Derivation of the reduced model
The goal of this section is the formal justification of model (8)–(10). This will be
done starting from a well-established Darcean model for immiscible incompressible
two-phase flows.
2.1. Starting from a full Darcean model. Our starting point is a classical
incompressible immiscible two-phase flow problem
(15) φi∂tso +∇(x,z) · vo = 0 in R+ × Ωi, i ∈ {1, . . . , I},
where the filtration velocity vo is related to the oil pressure through the Darcy-
Muskat law
(16) vα = −
kα,i(sα)
µα
κi∇(x,z) (pα + %αgz) , α ∈ {o,w}.
In the two above formulas (15)–(16), we denoted the (d+1) dimensional differential
divergence and gradient by ∇(x,z)· and ∇(x,z) in order to stress the difference with
the d-dimensional operators ∇ and ∇· used in the reduced model (9). The water
pressure is assumed to be hydrostatic in the whole Ω, i.e., (2) holds. The relative
permeability functions ko,i are nondecreasing and satisfy ko,i(0) = 0, ko,i(1) = 1.
Finally, the problem is closed thanks to a capillary pressure relation with capillary
pressures depending essentially not on the saturation but only on the layer i: the
porous media are assumed to be infinitely poorly graded [7]. Following the previous
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works of [53, 13, 16, 19], the capillary pressure function is extended into a maximal
monotone graph, leading to




(−∞, πi] if s = 0,
πi if 0 < s < 1,
[πi,+∞) if s = 1,
for some constant πi ∈ R.





κi∇(x,z) (ζ + (%o − %w)gz)
)
= 0 in R+ × Ωi,
with ζ(t,x, z) ∈ π̌i(so(t,x, z)). The diffusion is degenerated so that one can rea-
sonably assume that both phases are disjointed, i.e., sα ∈ {0, 1} a.e. in R+ × Ω.
Since %o < %w, it is expected that so = 1 on top of the layers Ωi, while sw = 1 in
the bottom of the layers. We suppose that the two phases are separated by a sharp











we assume that for all t ≥ 0,
(19) so(t,x, z) =
{






and that the oil pressure is hydrostatic in Qo, i.e.,
(20) po(t,x, z) = −%ogz + Ci(t,x), ∀t ∈ R+, ∀(x, z) ∈ Ωto,i.
The ansatz (19)–(20) together with hydrostatic water pressure (2) and mainly hor-
izontal interfaces bi are at the basis of the derivation of the vertically integrated
equations to be described in the next section.
2.2. Derivation of the vertically integrated equations. We focus now on the
derivation of vertically integrated equations for the evolution of the oil thicknesses
hi. For the sake of simplicity, we do not detail the formal asymptotics that lead to
our model (as for instance in [35]), and we rather just base our presentation on the
ansatz (19)–(20). The calculations presented in this section are mainly standard.
They are detailed here for the sake of completeness.
We are interested in the evolution of the interfaces γi(t,x). The ansatz about
the strong separation of the oil and water phases in each layer detailed above yield
hi(t,x) = bi(x)− γi(t,x) =
∫ bi(x)
bi−1(x)
so(t,x, z)dz, ∀(t,x) ∈ R+ ×O.
Therefore, using (15), we obtain that
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Since so(t,x, z) = 0 if z ∈ (bi−1(x), γi(t,x)) and since ko,i(0) = 0, it follows from





∇(x,z) · vo(t,x, z)dz.





∇·vxo (t,x, z)dz + vzo(t,x, bi(x))− vzo(t,x, γi(t,x)).
In the case where bi varies slowly (i.e., if the interface is mainly horizontal, which
is classically assumed in the Dupuit-Forchheimer regime, see for instance [6]), then
the quantity vzo(t,x, bi(x)) can be seen as a the flux of oil leaking from Ωi to Ωi+1
that we denote by Si(t,x) in what follows. The obtention of a closure relation
between for Si is the purpose of the forthcoming Section 2.3. If the interface γi
separating the phases is mainly flat, the hydrostatic pressure profiles (2) and (20)
fit with the Dupuit Forchheimer assumption, which claims that the flow is mainly
horizontal. Our formal derivation does not require the assumption that γi has small
spatial variations, but this assumption is needed if one derives the model thanks to
an asymptotic expansion similar to the one proposed in [35].
It appears that




is constant w.r.t. z ∈ (bi−1(x), γi(t,x)) where so = 1 — thus so does ∇·vxo (t,x) —
since, thanks to (16) and (20),
∂zv
x







Therefore, we obtain∫ bi(x)
γi(t,x)
∇·vxo (t,x)dz = ∇·
∫ bi(x)
γi(t,x)
vxo (t,x)dz + v
x







+ vxo (t,x) · ∇(γi(t,x)− bi(x)).










are orthogonal to the hypersurfaces







= vo · (nγi − nbi) .
As a consequence of (17)–(18), the capillary pressure po − pw in Ωi is greater
than πi if so = 1 and smaller than πi if so = 0. Then capillary pressure is equal to
πi at the interface between the two phases provided this interface is inside Ωi:
(23)
po(t,x, γi(t,x))− pw(t,x, γi(t,x)) = πi, ∀(t,x) s.t. bi−1(x) < γi(t,x) < bi(x).
In the case where γi(t,x) = bi(x), meaning that there is no oil in the column
{x} × (bi−1(x), bi(x)) at time t, then (17)–(18) leads to
(24) po(t,x, γi(t,x))− pw(t,x, γi(t,x)) ≤ πi ∀(t,x) s.t. hi(t,x) = 0.
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Let x ∈ O, then assume that the γi(x) ∈ (bi−1(x), bi(x)). Similarly, if γi(t,x) =
bi−1(x), one obtains
(25) po(t,x, γi(t,x))− pw(t,x, γi(t,x)) ≥ πi, ∀(t,x) s.t. hi(t,x) = Hi(x).
The relations (23)–(25) can be summarized in the compact form
po(t,x, γi(t,x))− pw(t,x, γi(t,x)) ∈ π̃i(x, hi(t,x)),
where π̃i(x, ·) is the maximal monotone graph defined by (7).
Let t ≥ 0, x ∈ O and let z ∈ (γi(t,x), bi(x)), then thanks to (20), one has
po(t,x, z) =po(t,x, γi(t,x))− (z − γi(t,x))%og
=pw(t,x, γi(t,x)) + pi(t,x)− (z − γi(t,x))%og
for some pi(t,x) ∈ π̃i(x, hi(t,x)). Using the expression (2) of the water pressure,
one gets
po(t,x, z) = pi(t,x) + (ρw − ρo)g(hi(t,x)− bi(x))− ρogz
for all z ∈ (γi(t,x), bi(x)). In particular, we obtain the
(26) ∇po = ∇ (pi + %g(hi − bi)) on Ωto,i.





hi∇ (pi + %g(hi − bi))
)
= vo · (nγi − nbi) .
We have recovered the left-hand side of (9).
Concerning the right-hand side appearing in (27), the term Si := vo · nbi shall
be interpreted as the oil flux between Ωi and Ωi+1 leaving Ωto,i from above, whereas
vo · nγi correspond to the oil flux entering Ωto,i from below. For simplicity, we
assume that
(28) vo(t,x) · nγi(t,x) = Si−1(t,x),
neglecting the delay corresponding to the time oil needs to reach γi from bi−1. This
completes the derivation of (9). Our next section is devoted to the derivation of
the closure relation (10).
2.3. Flux exchange term Si between two layers. The formula (10) for the
interlayer fluxes relies on a purely one-dimensional study in the vertical direction.
We first need to relax the assumption on hydrostatic phase pressures (2) and
(20) since it implies through (16) that the vertical component of vo is zero. We
still assume that z 7→ po(t,x, z) and z 7→ pw(t,x, z) are piecewise affine, but rather
than looking for hydrostatic profiles, we look for profiles for which the capillary
pressure remains constant equal to pi ∈ π̃i(x, hi(t,x)) for z ∈ (γi(t,x), bi(x)), i.e.,{
pw(t,x, z) = (αi(t,x)− %og) (z − bi(x)) + βi(t,x),
po(t,x, z) = pi + (αi(t,x)− %og) (z − bi(x)) + βi(t,x).
Above the interface bi, we also assume a linear profile of both phase pressures:{
pw(z) = (αi+1 − %wg)(z − bi) + βi+1,
po(z) = pi+1 + (αi+1 − %wg)(z − bi) + βi+1,
z ∈ (bi, bi+1),
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where pi+1(t,x) ∈ π̃i+1(x, hi+1(t,x)). The continuity of the oil pressure at z =
bi(x) writes
(29) pi + βi = pi+1 + βi+1.
The total flux vo+vw is divergence free. We assume that its vertical contribution
is equilibrated, i.e., vzo + vzw does not depend on z. As a consequence of the Darcy-
Muskat law (16), and since so ≈ 1 (resp. so ≈ 0) below (resp. above) the interface
bi, the total flux vzo + vzw is mainly equal vzo (resp. vzw) below (resp. above) the







Two additional equations are needed. They are obtained by fitting the non-
hydrostatic water pressure with hydrostatic profiles at z = bi+1(x) and z = γi(t,x).
This leads respectively to the relations
αi+1Hi+1 + βi+1 = − %wgbi,(31)
−αihi + βi = − %wgbi + %ghi.(32)
The system (29)–(32) admits a unique solution (αi, αi+1, βi, βi+1)T for any non-







(pi+1 − pi − %ghi) .
Now, it remains to notice that since the flow is driven by buoyancy, the oil flux Si
is always non-negative. When positive, it is given by








where ∂zpo(t,x, bi(x)−) denotes the left derivative at z = bi of the piecewise affine
function z 7→ po(t,x, z). If the formula (33) provides a negative value, then Si(t,x)
is set to 0, leading to Formula (10).
3. Finite Volume approximation
3.1. A two-point flux approximation Finite Volume scheme. We propose
now Finite Volume scheme to approximate the solutions to problem (8)–(13). The
equation (9) is of degenerate parabolic-elliptic type. We propose to discretize it
thanks to a two-point flux approximation with upstream mobility. Since we use
a two-point flux approximation of the diffusive flux, the mesh has to fulfil a so-
called orthogonality condition (see [27] or [26]). Details on the discretization of the
domain are presented in the next section. We give pieces of numerical analysis,
showing the existence of solutions to the scheme together with its stability. These
mathematical results are given as evidences of the relevance of our approach.
3.1.1. Discretization of R+ × Ω. Before discretizing the time domain, we focus on
the spatial domain. Taking advantage of the structure (1) of Ω, we mainly have to
mesh O. In what follows, O is assumed to be polygonal if d = 2. We use standard
notations from [27].
An admissible discretization of O is made of a family of convex polygonal control
volumes (or cells) T , a family of edges E and a family of cell centers (xK)K∈T .
The boundary of the control volumes are made of edges. More precisely, for all
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K ∈ T , there exists a subset EK of E such that ∂K =
⋃
σ∈EK σ. Moreover, we
assume that E =
⋃
K∈T EK . We assume that the control volumes mesh the whole
d-dimensional domain O, i.e.,
⋃
K∈T K = O, and that they are disjointed, i.e.,
K ∩ L = ∅ if K,L ∈ T with K 6= L. More precisely, if d = 2, given two distinct
control volumes K and L in T , either the either 1-dimensional Lebesgue measure
of K ∩ L is equal to 0, or there exists σ ∈ E such that K ∩ L = σ. If d = 1,
then the edges reduce to points and K ∩ L is either empty or it reduces to some
σ ∈ E . Finally, given two neighbouring cells K and L sharing an edge σ, then we
assume that the straight line joining xK to xL is orthogonal to σ and oriented in
the same sense as the normal to σ outward w.r.t. K. Finally, we decompose the
set E of the edges into boundary edges Eext = {σ ∈ E | σ ⊂ ∂O} and internal edges
Eint = {σ ∈ E | σ = K ∩ L for some K,L ∈ T }. An internal edge σ ∈ Eint between
two cells K and L is denoted by K|L.
For all K ∈ T , we denote by mK the d-dimensional Lebesgue measure of K,
while mσ denotes the (d−1)-dimensional Lebesgue measure of the edge σ ∈ E . For
σ = K|L, we denote the transmissivity of σ by τσ = mσ|xK−xL| .




Hi,K = bi,K − bi−1,K for i ∈ {1, . . . , I} the thickness of the ith layer in the column
corresponding to the cell K.
Concerning time, we consider an increasing sequence (tn)n≥0 with t0 = 0 and
limn→∞ tn = +∞. We denote by ∆tn = tn − tn−1 for n ≥ 1.
3.1.2. A time implicit finite volume scheme. We will now present the discretization
of the system (8)–(13).






h0i (x)dx, K ∈ T , 1 ≤ i ≤ I.
At each time step n ≥ 1, we seek one oil thickness and capillary pressure per cell







that are linked by the discrete counterpart
to (8), namely




πi if 0 < h < Hi,K ,
(−∞, πi] if h = 0,
[πi,+∞) if h = Hi,K .
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i,K − bi,K) ≥ pni,L + %g(hni,L − bi,L),
hni,L otherwise.
Note that there is no term corresponding to lateral fluxes in the second term of (37)
as a consequence of (12).








%ghni,K − (pni+1,K − pni,K)
)+
for i ∈ {1, . . . I − 1} and K ∈ T in accordance with (10), while
(40) Sn0,K = S
n
I,K = 0, K ∈ T ,








to the scheme (35)–(40) — the existence of such









. We also reconstruct a piecewise constant in time and space approximate
solution (hD,pD) defined by






i,K if x ∈ K,











3.2. Auxiliary pressure and parametrization. Solving directly the non-linear
system (35)–(40) may be difficult. One cannot directly use Newton’s method be-
cause of the degeneracy of the graphs π̃i,K . One solution to overpass this difficulty
is to use variable switch [22] between hn and pn. The formalism we adopt here is
inspired from [9, 11]. It can be seen as a generalization of the variable switch even
though its practical implementation is rather different.
Given K ∈ T and i ∈ {1, . . . , N}, the monotone graph π̃i,K defined by (36) can
be parametrized by two non-decreasing and Lipschitz continuous functions hi,K and
pi,K in the sense that
(42) p ∈ π̃i,K(h) iff there exists u ∈ R s.t. h = hi,K(u) and p = pi,K(u).
There are infinitely many functions hi,K and pi,K satisfying (42). One way to
construct such functions is to use curvilinear coordinates along the graph π̃i,K . In
what follows, we use the definitions
hi,K(u) =

0 if u ≤ πi,
1
%g (u− πi) if u ∈ [πi, πi + %gHi,K ],




u if u ≤ πi,
πi if u ∈ [πi, πi + %gHi,K ],
u− %gHi,K if u ≥ πi + %gHi,K .
(43b)
so that
(44) %ghi,K(u) + pi,K(u) = u, ∀u ∈ R.
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i,K) can be interpreted as the capillary pressure just below the inter-
face bni,K . We depict functions hi,K and pi,K defined by (43) corresponding to some










πi πi + %gHi,K
Figure 3. The maximal monotone graph π̃i,K (left) can be
parametrized in the sense of (42) by the functions hi,K and pi,K
defined by (43) (right).
























































if i ∈ {1, . . . , I − 1}, whereas we keep (40) for i = 0 or i = I. Once un has been
computed, one can recover the physical quantities hn and pn by setting






i,K), K ∈ T , i ∈ {1, . . . , I}.
In particular, the solution (hn,pn) ∈
(
RI×#T
)2 is fully characterized by the knowl-
edge of un ∈ RI×#T .
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3.3. Stability analysis and existence of a discrete solution. The main goal
of this section is to show that the proposed scheme (45)–(48) is stable and that it
admits (at least) one solution un at each time step n ≥ 1.
Our first lemma concerns the conservation of mass. It is a straightforward con-
sequence of the conservativity of the scheme and of the definition (34) of the initial
data. Its proof is left to the reader.
Lemma 3.1 (Conservation of the oil mass). Let un be a solution to the scheme (45)–



















h0i (x)dx, ∀n ≥ 1.
3.3.1. Lack of uniqueness of the discrete solution un. Before dealing with the exis-
tence of a discrete solution un, let us briefly discuss about the lack of uniqueness.
Assume that uni,K ≤ πi for all i and all K, so that hn = 0. Because of the
conservation of mass, one has necessarily hn−1 = 0 too. Therefore, the two first
terms in (45) vanish and un is a solution as soon as Si,K(uni,K , u
n
i+1,K) = 0 for
all i ∈ {1, . . . , I − 1}. This condition is fulfilled as soon as uni,K ≤ uni+1,K for all
K ∈ T and all i ∈ {1, . . . , I − 1}, so that it is easy to construct various solutions
un corresponding to the trivial configuration hn = 0.
Similarly, one can construct many solutions corresponding to the case hn =
hn−1 = H = (Hi,K)i,K , requiring that u
n
i,K ≥ πi + %gHi,K . The horizontal fluxes
vanish as soon as
uni,K − %gbi,K = uni,L − %gbi,L = Cni , ∀(K,L) ∈ T 2.






uni,K ≤ pi+1,K(uni+1,K) = uni+1,K − %gHi+1,K , K ∈ T , 1 ≤ i ≤ I − 1.
Here again, it is possible to construct several solutions un corresponding to the
steady profile hn = H.
3.3.2. Existence of a discrete solution. Our proof for the existence of a discrete
solution is based on a topological degree argument [38, 21]. But in view of the
degeneracy pointed out in Section 3.3.1, we have first add some stabilization terms
to the scheme. To this end, define b? = minK b0,K and
π? = min
1≤i≤I
πi, and u?i,K = max
1≤j≤I
πj + %g(bi,K − b?).
























The following lemma shows the solutions to the stabilized scheme (49) are also
solution to the original scheme (45). Notice that any solution un to the stabilized
scheme is such that π? ≤ uni,K ≤ u?i,K .
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Lemma 3.2 (Uniform estimate on un). Let un be a solution to (49), (46) and
(47), then
π? ≤ uni,K ≤ u?i,K , K ∈ T , 1 ≤ i ≤ I.
Proof. Let us first focus on the lower bound. Let i0,K0 be such that uni0,K0 =
mini,K u
n
i,K , and assume for contradiction that u
n
i0,K0
< π?. Since uni0,K0 ≤ πi+1,
it follows from the definitions (43b) and (47) that Sni0,K0 = 0. Moreover, since









i0,L − %g(bi0,K0 − bi0,L)
)
≤ 0.
Therefore, the left-hand side of (49) is negative because of the stabilization term,
whereas the right-hand side is nonnegative, providing the expected contradiction.
Let us now establish the upper bound with a similar strategy. To this end,
assume that
(50) i1 = min
{
i ∈ {1, . . . , I}
∣∣ there exists uni,K > u?i,K}
is well defined, i.e., the set on which we minimize is not empty. Let K1 be such
that
uni1,K1 − %gbi1,K1 ≥ u
n
i1,L − %gbi1,L, ∀L ∈ T .




(51) uni1,K1 − %g(bi1,K1 − b?) > maxj πj ≥ u
n
i1−1,K1 − %g(bi1−1,K1 − b?)





i1,K1 − %gHi1,K1 > u
n
i1−1,K1 ,
hence Sni1−1,K1 = 0. Since bi1,K1 ≥ b? + Hi1,K1 , we also deduce from (51) that
hni1,K1 = Hi1,K1 . Therefore, the left-hand side of (49) for i = i1 and K = K1 is
positive because of the stabilization term, while the right-hand side is nonpositive.
We get a contradiction, which implies that the minimization set in (50) is empty.
Therefore, uni,K ≤ u?i,K for all i ∈ {1, . . . , I} and all K ∈ T . 
Theorem 3.3 (Existence of a solution to the scheme). There exists at least one
solution to the scheme (45)–(47) complemented with (40) satisfying
π? ≤ uni,K ≤ u?i,K , ∀i ∈ {1, . . . , I}, ∀K ∈ T .






















hi,σ (ui,K − ui,L − %g(bi,K − bi,L))
+ λ
(
Si,K(ui,K , ui+1,K)− Si−1,K(ui−1,K , ui,K)
)
mK ,
18 C. CANCÈS AND D. MALTESE
where hi,σ is defined by (46) but with generic ui,K and ui,L instead of values uni,K
and uni,L of a discrete solution. Because of the Lipschitz continuity of hi,K and pi,K ,
the functional Fn is uniformly continuous w.r.t. its two arguments.
Define the relatively compact open set
U = {u ∈ RI×#T | π? − 1 < ui,K < u?i,K + 1}.
For λ = 0, Fn(·, 0) turns out to be linear, and the system Fn(u, 0) = 0 ad-
mits u(0) = (πi)i,K as a unique solution. The topological degree corresponding to
Fn(·, 0) and U is equal to 1 since u(0) belongs to U . Then one can adapt the proof
of Lemma 3.2 to show that any solution u(λ) to the system Fn(u(λ), λ) = 0 for
λ ∈ (0, 1] necessarily belongs to U . Therefore, the topological degree corresponding
to Fn(·, λ) and U does not depend on λ. In particular, it is also equal to 1 for
λ = 1, ensuring the existence of at least one solution u(1) = un to the stabilized
scheme (49). Since the stabilization terms vanish on U , un is also a solution to the
scheme (45). 
3.3.3. Energy stability of the scheme. The goal of this section is to establish the
following discrete counterpart of Proposition 1.2, namely the decay of the energy
if the system is isolated. Here, the discrete energy is noting but the continuous
energy E defined by (14) applied to the approximate solution hD defined by (41).
Proposition 3.4. Let un be a solution to the scheme (45)–(47) complemented with
the no-flux boundary conditions (40), then E(hnD) ≤ E(h
n−1
D ).
Proof. The proof follows the line of the one of Proposition 1.2. Multiplying the









































uni,K − uni+1,K − %g(bi,K − bi+1,K)
)
.
The term BnT is obviously non-negative since h
n
i,σ ≥ 0. For the term AT n , let us














2%g (bi,K − h)
2 if 0 ≤ h ≤ Hi,K ,
+∞ otherwise.
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Given h ∈ [0, Hi,K ], the subdifferential of Ei,K at h is given by
∂Ei,K(h) = {p+ %g (h− bi,K) | p ∈ π̃i,K(h)} .
Therefore, a simple convexity inequality provides
AnT ≥ E(hnD)− E(hn−1D ).

























Both contributions are non-negative, hence so does CnT . 
Remark 3.5 (steady states). It is worth noticing in the proof of Proposition 3.4
that the term BnT vanishes iff all the horizontal fluxes vanish, while the term C
n
T
vanishes iff all the interlayer vertical fluxes vanish. Therefore, either hn is steady,
i.e., hn = hn−1, or the energy is strictly decreasing. The steady states thus corre-
spond to the solutions whose horizontal and vertical fluxes are both identically equal
to 0.
Remark 3.6 (Towards a convergence proof for the scheme). The energy estimate
of Proposition 3.4 provides some compactness on a family of approximate solutions
based on piecewise constant reconstruction. Roughly speaking, the nonlinear discrete
Aubin-Lions lemma [3] provides strong (relative) compactness in Lr((0, T ) × O),
1 ≤ r < +∞, for the piecewise constant reconstruction hi,T ,∆t built from the values
hni,K , as well as weak compactness on the approximate interface capillary pressure
pi,T ,∆t in L2((0, T ) × O). Moreover, weak L2((0, T ) × O)d compactness can be
derived on approximate gradients of pi,T ,∆t and h
3/2
i,T ,∆t. These compactness prop-
erties are enough to pass to the limit in the scheme to recover (9). Moreover, [3,
Proposition 1.4] shows that the monotone relation (8) holds at the limit. The only
issue to rigorously establish the convergence of the scheme concerns the recovery of
the interlayer flux (10) because of the positive part which is nonlinear applied to
the only weakly convergent quantity ui,T ,∆t − pi+1,T ,∆t in (39). However, numer-
ical experiments show no oscillatory behaviour and almost everywhere convergence
seems to hold true, as illustrated by Figure 9.
4. Numerical results
Before presenting numerical outcomes in Sections 4.3 and 4.4, we provide some
details in Section 4.1 on the effective resolution of the nonlinear system (45)–(48).
The efficiency of the solver, in particular the ability of the iterative method for the
resolution, is paramount since we are interested in the long-time behavior of the
model. Then after having compared our reduced model with a full Darcy model,
we give numerical evidences of the ability of the model to capture multiple steady
states depending on the dynamics.
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4.1. About the practical resolution. The nonlinear system (45)–(48) can be
rewritten in the compact form Gn(un) = 0 with Gn = Fn(·, 1), where Fn is defined
by (52). The Jacobian matrix J(u) of Gn at u ∈ RI×#T might be non-invertible as
a consequence of the lack of uniqueness highlighted in Section 3.3.1. This prohibits
the direct use of Newton’s method. Instead, our approach relies on a quasi-Newton
method with a regularised approximate Jacobian matrix Jε(u) defined by Jε(u) =
J(u) + εI which is invertible. Practically, we choose ε = 10−4 in our simulations.
Moreover, we know from Theorem 3.3 that there exists a solution un ≥ π?1 to
the scheme Gn(un) = 0. This suggests the following quasi-Newton/projection
algorithm.




k≥0 by setting u
n,0 =
un−1. Assume that un,k, then un,k+1 is computed as follows.
Semi-smooth quasi-Newton step. We first compute the intermediate state un,k+1/2
thanks to a quasi-Newton iteration:
(53a) un,k+1/2 = un,k + wn,k,
where wn,k solves
(53b) Jε(un,k)wn,k + Gn(un,k) = 0.
Since G is not smooth but merely piecewise smooth, we enforce Newton’s iterations





then we set un+1/2,ki,K = πi + ε. The parameter ε is very small (it is practically set
to ε = 10−10) and is there to give a proper sense to Jε(un+1/2).
Projection step. The intermediate state un,k+1/2 is then projected on {u ≥ π?1}
by






, k ≥ 0, 1 ≤ i ≤ I, K ∈ T .
Stopping criterion and adaptive time stepping. As suggested by [9], our stopping
criterion is based on the `1 norm of the residual, namely ‖Gn(un,k)‖`1 ≤ 10−8. In
order to increase the robustness of the resolution, we use a classical adaptive time
stepping algorithm. If the loop over k has not yet converged after kmax iterations, we
reinitialize the procedure but with a modified system corresponding to a reduced
time step divided by two w.r.t. the previous attempt. But is the look over k
converges with less that kmax iterations, then the time step for the time iteration
n + 1 is chosen as ∆tn+1 = 1.1 ×∆tn. Because of the degeneracy of the problem,
the convergence can be rather slow. Therefore, we have to accept a possibly rather
large number of iteration for each time step. This led us to fix kmax = 50 in our
simulations.
4.2. A zero-dimensional test case. The goal of this section is to validate the flux
formula (10) by comparing it to the results obtained from a Darcean model. The
physical dimension is set to one, so that our reduced model becomes 0-dimensional,
i.e., d = 0. All the length are expressed in meters, whereas time is expressed in
seconds. We consider a porous medium Ω made of three layers
Ω1 = (0, 1000 m), Ω2 = (1000 m, 1500 m), Ω3 = (1500 m, 2000 m),
the interfaces being located at b1 = 1000 m and b2 = 1500 m.
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Since water is assumed to be hydrostatic (2), the Darcean model under consid-
eration boils down to some Richards equation of the form
(55) φi∂ts+ ∂zvo,i = 0, with vo,i = −κi
ko(s)
µo
∂z (p− %gz) in R+ × Ωi.
The capillary pressure p : R+ × Ω → R is related to the saturation thanks to the
monotone relation
(56) p(t, z) ∈ π̌i(s(t, z)) for (t, z) ∈ R+ × Ωi,
where π̌i are defined in (18). At the interface bi, the continuity of the capillary
pressure p and of the fluxes vo,i = vo,i+1 are prescribed as in [16, 14]. The initial
saturation profile is given by
(57) s(0, z) =
{
1 if z < b1,
0 if z > b1,
corresponding to h1(0) = H1 and h2(0) = h3(0) = 0 for the reduced model. The
Darcean model (55)–(57) is complemented with no-flux boundary conditions at
z = 0 and z = 2000, whereas we impose S0 = S3 ≡ 0 for the reduced model. The
Darcean model is approximated thanks to a fully implicit finite volume scheme with
upstream mobility and parametrization of the monotone relation (56). We refer to
[5] for details on the numerical method.
b0 = 0 b1 = 1000 b2 = 1500 b3 = 2000
z
Sandstone Limestone Shale
Figure 4. Schematic representation of the geometry for the 0-
dimensional test case.
The viscosity of each phases are given in centipoise (cPo) where 1 cPo corresponds
to 10−3 Pa s. The viscosity of the oil phase set to µo = 11.78 cPo while the viscosity
of the water phase is set to µw = 0.548 cPo. The permeability is given is mdarcy
where 1 mdarcy corrresponds to 10−12 m2. The pressure is given in bar where 1
bar correspond to 105 Pa. The coefficient ρg is set to ρg = 0.01962 bar m−1. The
choices for the porosities, permeabilities, and capillary pressures depending on the
rock type are reported in Table 1. Two different choices of relative permeabilities
are considered: a linear one ko(s) = s and a quadratic one ko(s) = s2. We plot in
Figure 5 the flux across the interface b1 as a function of time. Both choices for the
relative permeabilities show a rather good (however not perfect) agreement with
the interlayer flux S1(t) predicted by the reduced model. We also plot in Figure 6
the flux across b2 together with S2 as functions of time. There is a delay between
the flux corresponding to the reduced model and the ones corresponding to the
Darcean model. This is due to the time required for oil to cross Ω2 and reach the
saturated region where s = 1 located below b2, which is neglected in the reduced
model because of (28). The time required for oil to reach the saturated zone below
b2 naturally depends on the choice of the relative permeability ko.
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Layer Rock type φi κi (mdarcy) πi (bar)
Ω3 Shale 0.2 2 20
Ω2 Limestone 0.3 10 15
Ω1 Sandstone 0.25 100 5
Table 1. Properties of the geological layer


















Figure 5. Flux across the first interface b1 located at z = 1000m
starting from the bottom computed with the reduced model (blue
solid line), with Richards equation with quadratic relative perme-
abilities (red solid line), and with Richards equation with linear
relative permeabilities (dashed black line).
4.3. A one-dimensional test case. We propose a one-dimensional test case the
goal of which is to highlight the importance of keeping track of the time variable.
The geological basin is composed of a superposition of three vertical layers. More




{x} × (bi−1(x), bi(x))
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Figure 6. Flux across the first interface b2 located at z = 1500m
starting from the bottom computed with the reduced model (blue
solid line), with Richards equation with quadratic relative perme-
abilities (red solid line), and with Richards equation with linear
relative permeabilities (dashed black line).
The length of the domain is set to L = 104 m. The geological properties of these
vertical layers are given in Figure 4.3. The final time of the simulation is set to
1012 s, which corresponds approximately to 31689 years.
Layer Rock type φi κi (mdarcy) πi (bar)
Ω3 Shale 0.2 2 30
Ω2 Limestone 0.3 10 6.8
Ω1 Sandstone 0.25 100 5
Table 2. Properties of the geological layer
There is no oil initially in the domain, namely
(58) hi(0,x) = 0, 1 ≤ i ≤ 2, x ∈ (0, L).
We assume no-flux boundary conditions on the lateral boundary as well as across
the top layer, i.e., S2(t,x) = 0. Oil is injected at the bottom of the domain,
(59) S0(t,x) = s010<t<t0(t)1L1≤x≤L2(x) t ≥ 0, x ∈ (0, L),
where the source is localized between L1 = 2500 m and L2 = 2600 m. We investigate
the long time behavior of the model for two different injection regimes:
• a fast injection regime where s0 = 0.01 m s−1 and t0 = 106 s ' 11, 57 days.
• a slow injection regime where s0 = 2.10−7 m s−1 and t0 = 5.1010 s ' 1584
years.




S0(t,x)dt takes the same values in both cases. Therefore,
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reduced models where the time evolution is neglected would compute the same
equilibrium for both scenarios. We assume that
(60) S3(t,x) = 0, t ≥ 0, x ∈ (0, L).
Remark 4.1 (Inhomogeneous inflow and outflow conditions). The inflow condi-
tion (59) is not covered by the numerical analysis developed in Section 3.3. Inho-
mogeneous inflow or outflow conditions cannot be handled in full generality since
they can correspond to situations where the discrete system has no solution. This
is for instance the case of
∫
O S0(t,x)dx > 0 while SN (t, ·) ≡ 0 and all the layers
are fully saturated by oil, i.e. hi ≡ Hi for all i. However, the configuration chosen
in this test case (and in the two-dimensional one presented in Section 4.4) leads to
a well posed discrete system, as illustrated by the numerical results.
For the space discretization we consider a uniform discretization with 1200 cells.








S0(t,x) dxdt, K ∈ T ,
The evolution of the interfaces between oil and water are represented on Figure 7
and Figure 8 for the fast and slow injection regimes respectively. Notice that the
final steady state is different in both situations, as predicted in [48].
Although we were not able to prove theoretically the convergence of the scheme,
cf. Remark 3.6, we have numerical evidences of its convergence. On Figure 9, we
plot the relative L1 error on the entrapped heights as a function of the number
of cells. The test cases under consideration are the same as the one depicted on
Figures 7 and 8, with either fast or slow injection of oil at the bottom of the
computational domain. Since we do not have an exact solution for the problem, a
reference solution uNref at final time t = 10
12 s is computed on a fine grid made of
6400 cells, from which we build a reference heights hNi,Dref thanks to (41). Then the
relative L1 error is then given by
(62) ErrD,1 =
∑I
i=1 ‖hNi,D − hNi,Dref‖L1(O)∑I
i=1 ‖hNi,Dref‖L1(O)
.
Figure 9 shows a first order convergence for both injection scenarios. The error
is rather slow even thought the final time is extremely large. We interpret this
remarkable long-time behaviour of the scheme as a consequence of its energy sta-
bility.
4.4. A two-dimensional test case. We propose a two-dimensional test case
where the geological basin is composed of a superposition of two layers. More




{x} × (bi−1(x), bi(x)), i ∈ {1, 2},




























































































t = 5.109 s ' 158.4 years t = 1011 s ' 3169 years
Figure 7. Time evolution in the fast injection regime.
The physical properties of the two different rocks are described in Table 4.4. The
physical properties of the two fluids are chosen as in Section 4.3.
In each geological layer the thickness of the oil layer is initially set to zero, i.e.,
hi(0,x) = 0, 1 ≤ i ≤ 2, x ∈ O,
We assume no-flux boundary conditions across the lateral boundaries as well as
across the roof, i.e., S2 ≡ 0. Concerning the source term, we consider again a fast
and a slow injection regime. For the fast injection regime, oil is injected through
a part ω = (600, 2400)2 of the bottom of the domain at the rate of 5.10−5 m s−1






































t = 5.1010 s ' 1584 years t = 1011 s ' 3169 years


















Figure 9. Relative L1 error (62) with respect to the solution
computed on a 6400 cell mesh at final time t = 1011 s for 1D
settings.
between t = 0 and t = 107 s ' 115, 74 days, leading to the following formula:
S0(t,x) = 5.10
−5 × 1ω(x)× 1(0,107)(t), ∀(t,x) ∈ R+ ×O.
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Layer Rock type φi κi (mdarcy) πi (bar)
Ω2 Limestone 0.3 10 20
Ω1 Sandstone 0.25 100 12
Table 3. Properties of the geological layer
The injection zone ω is highlighted in blue on Figure 10.
The set O is discretized thanks to a 51× 51 uniform cartesian grid. We use an
adaptive time stepping strategy with time steps between 108 s and 5.1010 s.
The evolution along time of the heights of the interfaces is represented on Fig-
ure 10. We notice that It shows that oil invades the upper layer right above the
source. This result should be compared to a slow injection regime where
S0(t,x) = 5.10
−10 × 1ω(x)× 1(0,1012)(t), ∀(t,x) ∈ R+ ×O,
for which the steady state is presented in Figure 11. For this slow injection regime,
oil has enough time to creep into the dome located near (x, y) = (0, 8000) and to
accumulate there. The total quantity of injected oil (which is the same in both
regimes) is not sufficient to reach the critical height π2−π1ρg ' 407.75 m and the














































t = 5.109 s ' 158.44 years t = 1012 s ' 31689 years
Figure 10. Evolution of the model in the two-dimensional setting
for the fast injection regime.























t = 2.1011s ' 6338 years t = 2.1012s ' 63378 years
Figure 11. Evolution of the model in the two-dimensional setting
for the slow injection regime.
The oil thickness is compared along time to the height predicted by a simple ray-
tracing algorithm on Figure 12. It gives an evidence that the slow injection regimes
yields the same steady state as the one predicted by the ray-tracing algorithm.
This is no longer true for the fast infection regime, for which about 15% of the oil
quantity leaves the lower layer Ω1 to get trapped in the upper layer Ω2.




















Figure 12. Evolution of the relative L1 distance between the so-
lution given by our model and the one given by the ray-tracing
algorithm.
5. Conclusion
The derivation of a computationally efficient numerical model for oil migration
in geological basins which is able to reproduce oil trapping and to capture different
steady states depending on the dynamics of source term located at the bottom of
the domain. The model keeps track of the time variable, in opposition to ray-tracing
and invasion-percolation algorithms. Its lower complexity when compared to full
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Darcean models comes from dimensional reduction based on vertical integration and
dimension reduction. The exchange terms between the layers are determined thanks
to a one dimensional study relaxing the equilibrium assumption in the vertical
direction. The resulting contribution, which shares common features with formerly
proposed models while being different, allows to reproduce oil trapping. Moreover,
our model inherits its stability from the full Darcean model it was derived from.
This remarkable stability property is transposed to the fully discrete setting once
our continuous model has been approximated by the mean of a fully implicit two-
point flux approximation finite volume scheme. The stability of the system also
allows to show that the nonlinear system resulting from the scheme is well-posed.
Our last contribution concerns the efficient computation of the solution to this
nonlinear system. We take advantage of recent breakthroughs on the discretization
of degenerate parabolic partial differential equations to propose a parametrization
based cut-Newton method which appears to be extremely efficient. Our numerical
model then allows for large time steps, making the computation of steady states
possible.
This study involved contributions concerning the modeling, the numerical anal-
ysis and scientific computing. The interplay between these contributions allowed
to obtain convincing preliminary numerical results. The validation of the model
appears naturally as the following step. Comparison of our reduced model with
Darcean models (which are much more demanding from a computational point of
view) are still at a very early stage, but it already shows the need of incorporating
a delay term in formula (28) to take into account the time needed for oil to migrate
from one accumulation zone to another. This will be explored in a future work.
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