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Abstract—The paper examines the learning mechanism of
adaptive agents over weakly-connected graphs and reveals an
interesting behavior on how information flows through such
topologies. The results clarify how asymmetries in the exchange
of data can mask local information at certain agents and
make them totally dependent on other agents. A leader-follower
relationship develops with the performance of some agents being
fully determined by the performance of other agents that are
outside their domain of influence. This scenario can arise, for
example, due to intruder attacks by malicious agents or as the
result of failures by some critical links. The findings in this work
help explain why strong-connectivity of the network topology,
adaptation of the combination weights, and clustering of agents
are important ingredients to equalize the learning abilities of all
agents against such disturbances. The results also clarify how
weak-connectivity can be helpful in reducing the effect of outlier
data on learning performance.
Index Terms—Weakly-connected graphs, distributed strategies,
information exchange, Pareto optimality, leader-follower relation-
ship, limit points, outlier data, malicious agents.
I. INTRODUCTION
This work examines the distributed solution of inference
problems by a collection of networked agents. An individual
convex cost function Jk(w) : RM → R is associated with each
agent k = 1, 2, . . . , N , and the objective is for the agents to
cooperate locally in order to determine the global minimizer
of the aggregate cost. Several useful techniques have been
developed in the literature for this purpose, including the
use of consensus strategies [2]–[8] and diffusion strategies
[9]–[11]. In most prior studies (see, e.g., [2]–[25]), it has
been generally assumed that the network topology is strongly-
connected, which means that a path can be found linking any
pair of agents and, moreover, at least one agent has a self-
loop. In this case, and under some mild technical conditions
[9], it is known that all agents are able to approach the global
minimizer within O(µmax), where µmax denotes the largest
step-size parameter used by the adaptive agents. This means
that strongly-connected agents are able to learn well, with all
agents attaining a similar performance level despite possible
variations in the signal-to-noise ratios across the agents.
The main theme of the current article is to examine
how the learning behavior of the agents is affected when
the network topology is not necessarily strongly-connected.
Specifically, we shall examine the effect of weak-connectivity
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on information flow, where a weakly-connected network is
one that consists of multiple clustered agents with at least one
cluster always feeding information forward but never receiving
information back from any of the other clusters. Such graph
settings arise in important situations. For example, they can
arise as the result of intruder attacks by malicious agents who
keep feeding their neighbors with inaccurate information but
never use the information fed back to them by the other agents.
This behavior results in a unilateral and asymmetric informa-
tion exchange scenario, which can be modeled by weakly-
connected networks. A second example arises in the context
of interactions over social networks where weak connectivity
can be used to model the behavior of stubborn agents that insist
on their opinions regardless of the feedback by others, or to
model the ability of organizations to control the flow of media
information [26], [27]. A third example arises in the context
of information dissemination over social platforms such as
Twitter and Weibo, where celebrities may have thousands of
followers while these special users may be following only a
small subset of trusted acquaintances. All these examples lead
to heavily biased asymmetric information exchange scenarios,
which can be modeled reasonably well by weakly-connected
networks.
Motivated by these considerations, we examine the learning
mechanism of adaptive agents over weakly-connected graphs
in some detail and reveal an interesting behavior. We will
find that a leader-follower relationship develops among the
agents, with the performance of some agents being fully
determined/controlled by the performance of other agents that
are outside their domain of influence. This scenario does not
only arise as the result of intruder attacks or highly asymmetric
information exchanges, as explained before, but can also be
the the result of failures by some critical links that render the
network topology weakly-connected. Among other contribu-
tions, the findings established in this article will help explain
why strong-connectivity of the network topology [9], [10]
adaptation of the combination weights [9], [11] and clustering
of agents [28], [29] are important ingredients to safeguard
against such pitfalls. The conclusion will also highlight one
useful scenario where weak-connectivity is beneficial, namely,
in reducing the effect of outlier data on network performance.
Some useful related works on leader-follower relationships
appear in [30]–[33]. References [31], [32] are primarily mo-
tivated by the behavior of fish schools and the switching be-
tween leader and follower agents, while [33] is concerned with
controllability issues in the context of a switching topology.
The work [30] also deals with weakly-connected networks
but differs critically from our formulation in that it considers
2a static scenario with anchor sensors and initial fixed state
values. The purpose is to show that an average consensus
iteration will make the other sensors converge to a combination
of the anchor states. While this is a useful conclusion, it is not
surprising that it holds in this scenario due to the static nature
of the problem formulation. The key difference in relation
to the work proposed in the current manuscript is that we
will be dealing with a dynamic network scenario where data
are constantly streaming into the agents. There are no anchor
agents or fixed state values. Instead, the data are continuously
changing. Besides, the probability distribution of the data is
unknown and the agents need to rely on approximate gradient
information, as opposed to actual state values, to carry out
their learning. Under such circumstances, gradient noise will
be constantly present in the network and will seep into the
operation of the distributed strategies. The topology couples
the agents together and these gradient noise sources end up
diffusing through the network. In this case, it is much less
trivial to identify the limit points of the various sub-networks
and agents. This is because the presence of persistent gradient
noise now forces agents to fluctuate around limits points. The
challenge is to show that the dynamics over the network is
stable enough to keep these noises under check and to lead to
a steady-state scenario with well-defined (mean-square-error)
limit points. The analysis in the paper will show that this is
indeed the case and will derive two main results (Theorems 1
and 4), which characterize analytically and in closed-form the
stability and performance of weakly-connected graphs under
dynamic continuous learning.
Notation: We use lowercase letters to denote vectors, up-
percase letters for matrices, plain letters for deterministic
variables, and boldface letters for random variables. We also
use (·)T to denote transposition, (·)−1 for matrix inversion,
Tr(·) for the trace of a matrix, λ(·) for the eigenvalues of a
matrix, ‖·‖ for the 2-norm of a matrix or the Euclidean norm of
a vector, and ρ(·) for the spectral radius of a matrix. Besides,
we use A ≥ B to denote that A−B is positive semi-definite,
and p ≻ 0 to denote that all entries of vector p are positive.
II. STRONGLY-CONNECTED NETWORKS
In preparation for the derivation of the main results in
this work, we first review the setting of strongly-connected
networks following [9], [10].
Thus, consider a network consisting of N separate agents
connected by a topology. We assign a pair of nonnegative
weights, {akℓ, aℓk}, to the edge connecting any two agents k
and ℓ. The scalar aℓk is used by agent k to scale the data
it receives from agent ℓ and similarly for akℓ. The weights
{akℓ, aℓk} can be different, and one or both weights can
also be zero. The network is said to be connected if paths
with nonzero scaling weights can be found linking any two
distinct agents in both directions. The network is said to
be strongly–connected if it is connected with at least one
self-loop, meaning that akk > 0 for some agent k. In this
way, information can flow in both directions between any two
distinct agents and, moreover, some vertices possess self-loops
with positive weights [9]. Figure 1 shows one example of a
strongly–connected network. For emphasis in this figure, each
edge between two neighboring agents is represented by two
directed arrows. The neighborhood of any agent k is denoted
by Nk and it consists of all agents that are connected to k
by edges; we assume by default that this set includes agent k
regardless of whether agent k has a self-loop or not.
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Fig. 1. Agents that are linked by edges can share information. The
neighborhood of agent k is marked by the broken line and consists
of the set Nk = {4, 7, ℓ, k}.
For each agent k, the nonnegative weights it employs to
scale data from its neighbors will be convex combination
coefficients satisfying:
aℓk ≥ 0,
∑
ℓ∈Nk
aℓk = 1, aℓk = 0 if ℓ /∈ Nk (1)
Assume we collect the coefficients {aℓk} into an N×N matrix
A = [aℓk]. Then, condition (1) implies that A satisfies
AT1 = 1 (2)
so that A is a left-stochastic matrix. Additionally, the strong
connectivity of the network implies that A is a primitive
matrix [9]. One important property of left-stochastic primitive
matrices follows from the Perron-Frobenius Theorem [34],
[35]; it asserts that the matrix A will have a single eigenvalue
at one, with all other eigenvalues lying strictly inside the unit
circle. Moreover, if we let p denote the right-eigenvector of A
corresponding to its single eigenvalue at one, and normalize
its entries to add up to one, then all entries of p will be strictly
positive, meaning that p satisfies:
Ap = p, 1Tp = 1, p ≻ 0 (3)
We refer to p as the Perron eigenvector of A.
A. Aggregate Cost Function
We associate with each agent, k, a twice-differentiable and
convex cost function, denoted by Jk(w) ∈ R, with indepen-
dent variable w ∈ RM . We assume at least one of these costs
3is strongly-convex. The agents run a collaborative distributed
strategy of the following adapt-then-combine (ATC) diffusion
form:
ψk,i = wk,i−1 − µk ∇̂wTJk(wk,i−1) (4)
wk,i =
∑
ℓ∈Nk
aℓk ψℓ,i (5)
where µk is a positive step-size at agent k, the vectors
{ψk,i,wk,i} denote iterates at agent k at time i, and
∇̂wJk(wk,i−1) represents an approximation for the true gradi-
ent vector of Jk(w); an approximation is needed because, over
adaptive networks, the true cost functions Jk(w) are generally
not known in advance and their gradients need to be estimated
continually from streaming data [9], [10]. The difference
between the true gradient vector and its approximation is
called gradient noise — see (14) further ahead. Other strategies
of the consensus or diffusion type are possible (e.g., [3], [4],
[9], [10]), but it is sufficient to illustrate the results using (4)–
(5) [9], [36]. We represent the step-sizes as scaled multiples
of the same factor µmax, namely,
µk
∆
= τk µmax, k = 1, 2, . . . , N (6)
where 0 < τk ≤ 1. We also introduce the vector:
q
∆
= diag{µ1, µ2, . . . , µN} · p (7)
whose individual entries, {qk, k = 1, 2, . . . , N}, are obvi-
ously positive. Using the {qk}, we define the strongly-convex
weighted aggregate cost:
Jglob,⋆(w)
∆
=
N∑
k=1
qkJk(w) (8)
B. Mean-Square-Error Performance
We denote the unique minimizer of (8) by w⋆ and measure
the error at each agent relative to this limit point by means of
the vectors:
w˜k,i
∆
= w⋆ −wk,i, k = 1, 2, . . . , N (9)
It was shown in [9], [10], [37]–[39] that w⋆ serves as a
Pareto optimal solution for the network. Specifically, under
some reasonable technical conditions on the cost functions
and gradient noise process, it holds that (see Theorem 9.1 of
[9]):
lim sup
i→∞
E‖w˜k,i‖
2 = O(µmax) (10)
That is, all agents approach in the mean-square-error sense
the limiting point w⋆ to within O(µmax) for sufficiently small
step-sizes. We let MSDk denote the size of the mean-square
deviation, E‖w˜k,i‖2, in steady-state to first-order in µmax.
We also let MSDav denote the average mean-square deviation
across all N agents. It was further shown in [9], [10], [39]
that these measures are given by (see Lemma 11.3 of [9]):
MSDk = MSDav =
1
2
Tr
( N∑
k=1
qkHk
)−1( N∑
k=1
q2kGk
)
(11)
where the M ×M matrix quantities {Hk, Gk} correspond to
the Hessian matrix of the cost function and to the covariance
matrix of the gradient noise process, respectively, at agent k:
Hk
∆
= ∇2w Jk(w
⋆) (12)
Gk
∆
= lim
i→∞
E
[
sk,i(w
⋆)sTk,i(w
⋆) |F i−1
] (13)
with the symbol sk,i used to denote the gradient noise process:
sk,i(wk,i−1)
∆
= ∇̂wTJk(wk,i−1) − ∇wTJk(wi−1) (14)
and where F i−1 denotes the filtration corresponding to all
past iterates across all agents:
F i−1 = filtration by {wℓ,j , j ≤ i− 1, ℓ = 1, 2, . . . , N}
(15)
III. WEAKLY-CONNECTED NETWORKS
We now examine the same learning mechanism over
weakly-connected networks. The objective is to verify whether
some agents can end up having a dominating effect on the
performance of other agents. Broadly, a weakly-connected
network consists of a collection of sub-networks with con-
straints on how information flows among them. Figure 2
illustrates one particular situation consisting of three sub-
networks, with the number of their agents denoted by N1,
N2, and N3, respectively. These numbers can be equal to each
other or they can be different. Although Figure 2 is limited
to three sub-networks, the results and analysis in the sequel
are general and apply to any number of sub-networks. The
figure is used for illustration purposes only. There can be many
more R−type (receiving) sub-networks, as well as many more
S−type (sending) sub-networks.
Fig. 2. Illustration of a weakly-connected network consisting of three
sub-networks.
In the figure, each of the two sub-networks on top is
strongly-connected and does not receive information from
4any other sub-network (self-loops are not indicated in the
figure). Each of these sub-networks has at least one strongly-
convex cost and its own combination policy, denoted by
{A1 ∈ RN1×N1 , A2 ∈ RN2×N2}, and its own Perron vector,
denoted by {p1, p2}. Therefore, if each of these sub-networks
were to run the diffusion strategy (4)–(5), then each one of
them will independently converge in the mean-square-error
sense towards its own Pareto solution, denoted by {w⋆1 , w⋆2}.
The same figure shows a third sub-network in the bottom,
and which appears at the receiving end relative to the other
sub-networks. The figure shows two arrows emanating in one
direction from the top sub-networks towards the bottom sub-
network. Therefore, this third sub-network is influenced by
the behavior of the top sub-networks, while it does not feed
any information back to them. We would like to examine how
the limiting behavior of this third sub-network is influenced
by the two top sub-networks and whether it can still exhibit
independent behavior. This is an important question with criti-
cal implications for inference over networks. We will discover
that in situations like these, where one or more sub-networks
are at the receiving end of other sub-networks, a leader-
follower relationship develops with the limiting behavior of
the receiving sub-networks being completely dictated by the
other sub-networks regardless of their own local information
(or opinions).
A. Network Model
Thus, consider a network consisting of a collection of S
stand-alone strongly-connected sub-networks. Each of these
sub-networks does not receive information from any other sub-
network and they can therefore run their diffusion strategy
independently of the other sub-networks. We further assume
that the network contains a second collection of R sub-
networks where some agents in these sub-networks can receive
information from agents in the first collection. The letters S
and R are chosen to designate “send” and “receive” effects:
sub-networks in group S have agents that send information to
sub-networks in the receiving group R. Whenever necessary,
we will use the small letters s and r as subscripts to refer to
sub-networks or quantities from group S and to sub-networks
or quantities from group R. If we refer to Figure 2, then S = 2
and R = 1. The total number of agents in the network is still
denoted by N and it is equal to the sum of the number of
agents across all sub-networks.1
We collect all weighting coefficients {aℓk} from across all
edges into a large N × N combination matrix A = [aℓk].
Without loss of generality, we assume the agents are numbered
with the agents from the union of all S strongly-connected
sub-networks coming first, followed by the agents from the
remaining R sub-networks.
1We remark that our definition of weakly-connected networks is more strict
than the terminology used in graph theory. There, a directed graph is called
weakly-connected if replacing all of its directed edges with undirected edges
produces a connected (undirected) graph [40]. This definition would also
include strongly-connected networks as special cases. Our definition is meant
to focus on networks that are truly weakly-connected in that they induce an
asymmetric flow of information among some of its components.
A useful matrix decomposition result proven in [41, Ch.
8] shows that the combination matrix of every such weakly-
connected network can be transformed, via a symmetric per-
mutation transformation of the form PTAP , to an upper block-
triangular structure of the following form (in other words,
the assumed structure (16) is general enough to represent any
weakly-connected graph):
Subnetworks:1,2,...,S︷ ︸︸ ︷ Subnetworks:S+1,S+2,...,S+R︷ ︸︸ ︷

A1 0 . . . 0 A1,S+1 A1,S+2 . . . A1,S+R
0 A2 . . . 0 A2,S+1 A2,S+2 . . . A2,S+R
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . AS AS,S+1 AS,S+2 . . . AS,S+R
0 0 . . . 0 AS+1 AS+1,S+2 . . . AS+1,S+R
0 0 . . . 0 0 AS+2 . . . AS+2,S+R
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 . . . 0 0 0 . . . AS+R


(16)
In the above expression, the quantities {A1, . . . , AS} are
the left-stochastic primitive matrices corresponding to the
S strongly-connected sub-networks. We sometimes denote a
generic As from this set by As,s to mean that it is the
combination matrix from sub-network s to itself. We denote
the size of each matrix As by Ns.
Likewise, the matrices {AS+1, . . . , AS+R} in the lower
right-most block contain the internal combination coefficients
for the R collection of sub-networks. For example, AS+1
contains the coefficients that appear on the edges within sub-
network S + 1; this matrix is not left-stochastic because it
does not contain all the combination coefficients that are used
by the agents within sub-network S + 1. For example, AS+1
does not contain any of the coefficients on the edges arriving
to sub-network S + 1 from any of the first S sub-networks.
The zero entries in the lower-left block corner refer to the
fact that none of the S sub-networks receive information from
the R sub-networks. The entries in the right-most upper block
contain the combination weights from the edges that emanate
from the S sub-networks towards the R sub-networks.
For example, for the network shown in Figure 3, one
possibility for A is:
A =


0.2 0.2 0.8 0 0 0 0 0
0.5 0.4 0.1 0 0 0.2 0 0.4
0.3 0.4 0.1 0 0 0.1 0 0
0 0 0 0.4 0.3 0.3 0 0
0 0 0 0.6 0.7 0 0 0
0 0 0 0 0 0.2 0.3 0.2
0 0 0 0 0 0.1 0.5 0.3
0 0 0 0 0 0.1 0.2 0.1


(17)
IV. STEADY-STATE DYNAMICS
We are interested in examining the steady-state behavior of
each agent in the network. To do so, we will need to examine
first the limit of An as n→∞, for matrices A that have the
structure (16).
5Fig. 3. A weakly connected network consisting of three sub-networks
and the corresponding combination policy (17).
A. Limiting Power of Combination Matrix
We denote the block structure of A from (16) by
A
∆
=
[
TSS TSR
0 TRR
]
(18)
where, for example, TSS is block diagonal and consists of the
left-stochastic and primitive entries {A1, A2, . . . , As}, while
TRR is block upper triangular. The block TSR represents the
influence of the S sub-networks on the R sub-networks.
Lemma 1 (LIMITING POWER OF A): Let the Perron eigen-
vectors of the S strongly-connected sub-networks be denoted
by {ps, s = 1, 2, . . . , S}. It holds that:
A∞
△
= lim
n→∞
An =
[
Θ ΘW
0 0
]
(19)
where the matrices Θ and W are defined by
W
∆
= TSR(I − TRR)
−1 (20)
Θ
∆
= blockdiag
{
p11
T
N1 , . . . , pS1
T
NS
} (21)
and the notation “blockdiag” refers to a block diagonal matrix
constructed from its arguments.
Proof: We start by establishing that ρ(Ar) < 1 for the networks
at the receiving end of information, i.e., for S < r ≤ S + R. Note
that we are referring here to the block entries {Ar} on the diagonal
of TRR. Using the fact that the spectral radius of any matrix is upper
bounded by any matrix norm, we have that ρ(Ar) ≤ ‖Ar‖1 ≤ 1 in
terms of the 1−norm; the property ‖Ar‖ ≤ 1 follows from the fact
that the columns of Ar are subsets of longer columns whose entries
add up to one; refer to the example in (17).
We next show, by contradiction, that strict inequality must hold,
i.e., ρ(Ar) < 1. Thus, assume to the contrary that ρ(Ar) = 1. Since
Ar has non-negative entries and since sub-network r is connected, it
follows from the Perron-Frobenius Theorem [34], [35] that2 we can
find a vector, pr , with positive entries such that Arpr = pr. Now
2Consider a matrix A consisting of nonnegative entries representing the
scaling weights over the edges of a connected network. Then, in general,
A may have multiple eigenvalues that attain ρ(A). The Perron-Frobenius
Theorem ascertains that each of these eigenvalues will have multiplicity one,
and that only one of them is real, say, denoted by λ. The theorem further
ensures that there exists an eigenvector vector p with positive entries such
that Ap = λp. If the graph happens to be strongly-connected, instead of only
connected, then λ is the only eigenvalue that attains ρ(A).
note that
1
T
Ar  1
T (22)
where the symbol  denotes entry-wise comparisons. Actually, at
least one of the entries of the row vector 1TAr must be strictly
smaller than one. We then conclude that it must hold:
1
T
Arpr < 1
T
pr (23)
with strict inequality. For this conclusion to hold, at least one entry
of the vector Arpr must be smaller than the corresponding entry in
pr; this fact contradicts the identity Arpr = pr.
We therefore conclude that ρ(Ar) < 1 and, consequently,
ρ(TRR) < 1. Furthermore, recall that each of the leading blocks
{As, s = 1, 2, . . . , S} is primitive. Therefore, the powers of each of
these matrices tends to [9], [34]:
lim
n→∞
A
n
s = ps1
T
Ns , s = 1, 2, . . . , S (24)
Combining this fact with ρ(TRR) < 1, we conclude that the limit of
An exists as n→∞, and that it has the following generic form:
A∞ =
[
Θ X
0 0
]
(25)
for some matrix X that we would like to identify. Using the
relationship A∞A = A∞ , it holds that[
Θ X
0 0
](
I −
[
TSS TSR
0 TRR
])
=
[
0 0
0 0
]
(26)
from which we conclude that X = ΘTSR(I − TRR)−1, as claimed.
We can provide a useful interpretation for the factor W
that appears on the right-hand side of (19). We denote the
total number of agents in group S by
NgS
∆
= N1 +N2 + · · ·+NS (27)
and the total number of agents in group R by
NgR
∆
= NS+1 +NS+2 + · · ·+NS+R (28)
Then, entries on each column of W add up to one, as can be
verified from the following equivalent statements:
1
T
NgSW = 1
T
NgR
(20)
⇐⇒ 1TNgSTSR = 1
T
NgR(I − TRR)
⇐⇒ 1TNgSTSR + 1
T
NgRTRR = 1
T
NgR
⇐⇒ 1TN
[
TSR
TRR
]
= 1TNgR (29)
where the last step holds because A is left-stochastic. More-
over, since TRR is a stable matrix, we have
W = TSR(I − TRR)
−1
= TSR(I + TRR + T
2
RR + . . .)
= TSR + TSRTRR + TSRT
2
RR + . . . (30)
Recall that TSR represents the combination weights that scale
the data emanating from group S and reaching group R. In
the same token, TRR represents the combination weights that
are internal to group R and models how the sub-networks
within this group scale their internal data. As such, the first
term in (30) represents the information that is transferred from
group S into group R, while the second term in (30) represents
how this information is transformed internally within group R
after one step, and similarly for the subsequent terms in (30)
6involving higher-order powers of TRR.
B. Limit Points for Group S of Sub-Networks
Let {w⋆s , s = 1, 2, . . . , S} denote the Pareto optimal
solutions for the strongly-connected sub-networks in group S.
In order to characterize the group behavior more fully, we
need to introduce a more explicit notation. Thus, consider
sub-network s from this group. It has Ns agents and their
individual step-sizes will be denoted by {µs,k}, with the first
subscript referring to the sub-network and the second subscript
referring to the agent. Likewise, the Perron vector of sub-
network s will be denoted by ps with individual entries {ps,k}.
The associated scaled weights are denoted by:
qs,k
∆
= µs,kps,k, k = 1, 2, . . . , Ns (31)
According to (8), the Pareto solution, w⋆s , that corresponds to
sub-network s is the unique solution to the following algebraic
equation:
Ns∑
k=1
qs,k∇wTJs,k(w
⋆
s ) = 0 (32)
where the {Js,k(w)} denote the cost functions that are as-
sociated with agents k within sub-network s. Each agent in
sub-network s will converge towards this same w⋆s within
O(µmax). This conclusion means that the limit point will be
uniform within each sub-network s; though the limit points
can be distinct across the sub-networks. Collecting the Pareto
solutions {w⋆s} from across the S sub-networks, we find that
the limiting points for all agents within group S are described
by the following extended vector:
W
⋆ ∆=

1N1 ⊗ w
⋆
1
1N2 ⊗ w
⋆
2
.
.
.
1Ns ⊗ w
⋆
S
 (33)
Recall that the total number of agents in group S is NgS .
C. Limit Points for Group R of Sub-Networks
Now consider an arbitrary sub-network r from group R. It
turns out that, contrary to the uniform behavior observed for
group S, each agent within the sub-network r will converge
to an individual limit point. This conclusion is established in
the sequel (see Theorem 1) and motivated as follows.
First, we recall that the total number of agents across all sub-
networks in group R is NgR. We denote the limiting value for
each agent k in sub-network r by w•r,k, for k = 1, 2, . . . , Nr.
In this way, the collection of limit points for each sub-network
r will be
W
•
r =

w•r,1
w•r,2
.
.
.
w•r,Nr
 (sub-network r) (34)
and the collection of limit points for all R sub-networks is
W
• ∆=

W
•
1
W
•
2
.
.
.
W
•
R
 (35)
The arguments that follow will allow us to identify the limit
vector W• for the sub-networks from group R in terms
of the Pareto solutions of the sub-networks from group S.
Specifically, it will hold that
W
• =WTW⋆ (36)
where W = W ⊗ IM and W is the matrix transformation
defined by (20). Result (36) is established further ahead in
(62) by showing that each agent in the network approaches
the corresponding limit point in (37) below within a mean-
square-error that is in the order of µmax.
Now recall that each column of W adds up to one, which
implies that if all S sub-networks happen to have the same
limit point, say, w⋆, then it would follow from (36) that
all agents in group R will also converge to this same limit
point. More generally, if sub-networks within group S have
different limit points, w⋆s , then each agent in group R will
usually converge towards a different limit point, w•r,k. One
important conclusion that readily follows from (36) is that the
limit points of all agents in group R are fully determined by
the limit points of group S.
We collect the limiting points for all agents across the
network into the vector
W∞
△
=
[
W
⋆
W
•
]
−→ (for group S)
−→ (for group R) (37)
Before justifying (36), we establish a crucial property for W∞,
and which will play a key role in the convergence analysis in
future sections.
Lemma 2 (RELATING W∞ TO A): Introduce the extended
combination policy A = A ⊗ IM . Then, it holds that W∞
is a right-eigenvector for AT corresponding to the eigenvalue
at one, namely,
W∞ = A
T
W∞ (38)
Eigenvectors are non-unique. However, if we fix the top entries
of the right-eigenvector of AT to W⋆, then the solution to the
linear system of equations x = ATx is unique and equal to
W∞.
Proof: In view of (18), establishing (38) is equivalent to estab-
lishing the validity of the following identity:[
W
⋆
W
•
]
=
[
T TSS 0
T TSR T
T
RR
] [
W
⋆
W
•
]
(39)
where TSS = TSS⊗ IM , TSR = TSR⊗ IM , and TRR = TRR⊗ IM .
Let As = As ⊗ IM for each sub-network s from group S. The
top row of (39) is obviously true since the blocks on the diagonal
of T TSS are the matrices {ATs } and each As is left-stochastic. Thus,
using properties of Kronecker products, note that
T TSSW
⋆ = blockdiag
{
ATs (1Ns ⊗ w
⋆
s)
}
= blockdiag{(ATs ⊗ IM )(1Ns ⊗ w
⋆
s)}
= blockdiag{(ATs1Ns ⊗ w
⋆
s)}
7= blockdiag{1Ns ⊗ w⋆s}
= W⋆ (40)
as claimed.
Next, observe that the second block row in (39) is equivalent to
requiring the following equivalent conditions:
W
• = T TSRW
⋆ + T TRRW
• ⇐⇒ T TSRW
⋆ =
(
I − T TRR
)
W
•
(36)
⇐⇒ T TSRW
⋆ =
(
I − T TRR
)
WTW⋆
(a)
⇐⇒ T TSRω
⋆ = T TSRω
⋆ (41)
where step (a) is because of equation (20). The last condition is a
trivial equality and, therefore, we conclude that relation (38) holds
as a result of (36).
We now examine the uniqueness of the solution to (38). Suppose
there exists another solution, W′∞, satisfying (38) with the same top
entry W⋆ but with a possibly different bottom entry, denoted by W◦.
Then, W◦ must satisfy:
W
◦ = T TSRW
⋆ + T TRRW
◦
Subtracting this equation from the same equation satisfied by W•, we
find that
(I − T TRR) (W
◦ −W•) = 0 (42)
However, we know from the proof of Lemma 1 that ρ(T TRR) < 1
so that (I − T TRR) is nonsingular. We conclude that W◦ = W•, as
claimed.
V. STABILITY OF ERROR MOMENTS
For a generic agent k, we let w⋆k denote its limit point. We
know from the discussion in the previous section that the value
of this limit point will depend on whether agent k belongs to
group S or group R. Specifically, we have that
w⋆k =
{
w⋆s , (when k ∈ sub-network s in group S)
w•r,k, (when k ∈ sub-network r in group R)(43)
We denote the error vectors relative to this limit point by:
ψ˜k,i
∆
= w⋆k −ψk,i (44)
w˜k,i
∆
= w⋆k −wk,i (45)
If we now subtract w⋆k from both sides of the diffusion strategy
(4)–(5), we get
ψ˜k,i = w˜k,i−1 + µk ∇̂wTJk(wk,i−1) (46)
w˜k,i = w
⋆
k −
∑
ℓ∈Nk
aℓk ψℓ,i (47)
It follows from property (38) that the limit point w⋆k satisfies:
w⋆k =
∑
ℓ∈Nk
aℓkw
⋆
ℓ (48)
This result allows us to absorb w⋆k into the right-most term in
(47) so that
w˜k,i =
∑
ℓ∈Nk
aℓk ψ˜ℓ,i (49)
To proceed, we recall the definition of the gradient noise
process from (14) and introduce the following block quantities,
which collect variables from across all agents in the network
(from within both groups S and R of sub-networks; the first
group has a total of NgS agents, numbered 1 through NgS ,
and both groups have a total of N agents):
W˜S,i
∆
=

w˜1,i
w˜2,i
.
.
.
w˜NgS ,i
 (group S) (50)
W˜R,i
∆
=

w˜NgS+1,i
w˜NgS+2,i
.
.
.
w˜N,i
 (group R) (51)
Hk,i
∆
=
∫ 1
0
∇2wTJk (w
⋆
k − tw˜k,i))dt (52)
HS,i
∆
= diag{H1,i,H2,i, · · · ,HNgS ,i} (53)
HR,i
∆
= diag{HNgS+1,i, · · · ,HN,i} (54)
bS
∆
= −
 ∇wTJ1(w
⋆
1)
.
.
.
∇wTJNgS (w
⋆
NgS
)
 (55)
bR
∆
= −
 ∇wTJNgS+1(w
⋆
NgS+1
)
.
.
.
∇wTJN (w
⋆
N )
 (56)
MS
∆
= diag{µ1IM , µ2IM , . . . , µNgSIM} (57)
MR
∆
= diag{µNgS+1IM , . . . , µNIM} (58)
SS,i
∆
=

s1,i
s2,i
.
.
.
sNgS ,i
 , SR,i ∆=

sNgS+1,i
sNgS+2,i
.
.
.
sN,i
 (59)
Using the mean-value theorem [9], it holds that:
∇wTJk(wk,i) = ∇wTJk(w
⋆
k)− (60)[∫ 1
0
∇2wTJk(w
⋆
k − tw˜k,i)dt
]
w˜k,i
Substituting (46) and (49), we find that the error dynamics
across the network evolves according to the following recur-
sion:[
W˜S,i
W˜R,i
]
= AT
[
MS · SS,i
MR · SR,i
]
− AT
[
MS · bS
MR · bR
]
(61)
+AT
(
I −
[
MSHS,i−1
MRHR,i−1
])[
W˜S,i−1
W˜R,i−1
]
The next statement establishes that the entries in (37) are
indeed the limit points of the agents in the network in that
the agents converge towards them in the mean-square error
sense.
Theorem 1 (MEAN-SQUARE-ERROR STABILITY):
Assume the cost functions Jk(w) are convex, for all
agents k = 1, . . . , N , and that at least one of the cost
functions in each of the S sub-networks is strongly convex.
Assume also that the first and second-order moments of
the gradient noise process (14) satisfy the conditions stated
in Assumption 8.1 from [9]. Then, the weakly-connected
8network is mean-square stable for sufficiently small step-sizes,
namely, for every k it holds that,
lim sup
i→∞
E‖w˜k,i‖
2 = O(µmax) (62)
Proof: Using the block-triangular structure of A from (18), the
error recursion (61) decouples into two separate recursions with the
evolution of the error vectors in group S being independent of the
evolution of the error vectors in group R. In particular, it holds that
W˜S,i = T
T
SS(I −MSHS,i−1)W˜S,i−1 + T
T
SSMsSS,i − T
T
SSMSbS
(63)
where TSS is left-stochastic. This recursion is a special case of
the form studied by Theorem 9.1 in [9]. Therefore, for agents in
group S, it follows from the result of that theorem that (62) holds.
Moreover, the arguments used in the proof of the theorem establish
that construction (33) indeed corresponds to the limiting points for
the sub-networks in group S.
We still need to examine the stability of the agents from group
R. For these agents, we conclude from (61) that the error recursion
evolves instead as follows:
W˜R,i = T
T
RR (I −MRHR,i−1) W˜R,i−1 +
T TSR (I −MSHS,i−1) W˜S,i−1 +
T TSRMSSS,i + T
T
RRMRSR,i −
T TSRMSbS − T
T
RRMRbR (64)
We introduce the Jordan canonical decomposition of the matrix TRR
as:
TRR = VǫJǫV
−1
ǫ (65)
where Jǫ consists of Jordan blocks except that the ones on the lower
diagonal are replaced by a small positive scalar ǫ [34]. We recall
from the proof of Lemma 1 that ρ(Jǫ) < 1. We also introduce the
extended version of (65):
TRR = VǫJǫVǫ
−1 (66)
where Vǫ = Vǫ⊗ IM and Jǫ = Jǫ⊗ IM , and define the transformed
quantities
W¯R,i = V
T
ǫ W˜R,i, T¯
T
SR = V
T
ǫ T
T
SR, T¯
T
RR
∆
= VTǫ T
T
RR (67)
If we now multiply both sides of (64) from the left by VTǫ we obtain
the equivalent recursion:
W¯R,i = J
T
ǫ
(
I − VTǫMRHR,i−1V
−T
ǫ
)
W¯R,i−1 +
T¯ TSR (I −MSHS,i−1) W˜S,i−1 +
T¯ TSRMSSS,i + T¯
T
RRMRSR,i −
T¯ TSRMSbS − T¯
T
RRMRbR (68)
In Appendix A we start from this recursion and complete the
argument to conclude that (62) also holds for all agents in group
R.
Besides the stability of the second-order moment of the
network error dynamics, we can similarly establish the stability
of the first and fourth-order moments of erros. These results
are useful in evaluating the performance of the network in the
next section.
Theorem 2 (ERROR MOMENT STABILITY): Assume the
cost functions Jk(w) are convex, for all agents k = 1, . . . , N ,
and that at least one of the cost functions in each of the S
sub-networks is strongly convex. Assume also that the first
and fourth-order moments of the gradient noise process (14)
satisfy the conditions stated in Theorem 9.2 from [9]. Assume
further that the individual costs Jk(w) satisfy the following
smoothness condition relative to their limits points:
‖∇2w Jk(w
⋆
k +∆w)−∇
2
w Jk(w
⋆)‖ ≤ κd‖∆w‖ (69)
for small perturbations ‖∆w‖ ≤ ǫ and for some κd ≥ 0. Then,
for sufficient small step-sizes, it holds that:
lim sup
i→∞
‖E w˜k,i‖ = O(µmax) (70)
lim sup
i→∞
E‖w˜k,i‖
4 = O(µ2max) (71)
Proof: We again consider the error recursion (63), which is a
special case of the forms studied in Theorems 9.2 and 9.6 in [9].
Therefore, for agents in group S, it follows from the results of these
theorems that results (70)–(71) hold.
We still need to establish that (70)–(71) hold for all agents from
group R. For these agents, we start from their error recursion (68).
The derivation in Appendices B and C complete the derivation and
show that (70)–(71) hold for these agents as well.
VI. LONG-TERM NETWORK DYNAMICS
We can be more specific and assess the size of the mean-
square deviation (MSD) defined by (62) to first-order in µmax.
If we examine recursion (61), we find that it is a nonlinear and
stochastic difference recursion due to the dependence of the
Hessian matrices HS,i and HR,i on the error vectors W˜S,i
and W˜R,i. To address this difficulty and arrive at closed-
form expressions for the MSD levels at the various agents,
we replace (61) by a long-term model that will be shown
to provide an accurate approximation for the behavior of the
network as i→∞ and for small step-sizes.
For this purpose, we extend a construction from [9, Ch.
10] to the current setting and introduce the constant Hessian
matrices:
HS
∆
= diag{H1, H2, . . . , HNgS} (72)
HR
∆
= diag{HNgS+1, HNgS+2, . . . , HN} (73)
Hk
∆
= ∇2wJk(w
⋆
k) (74)
We also define the error matrices:
H˜S,i
∆
= HS −HS,i (75)
H˜R,i
∆
= HR −HR,i (76)
We then replace the original error-recursion (61) by the fol-
lowing model where the Hessian matrices HS,i−1 and HR,i−1
are replaced by the constant values (72)–(73):[
W˜
′
S,i
W˜
′
R,i
]
= AT
[
MS · SS,i
MR · SR,i
]
− AT
[
MS · bS
MR · bR
]
(77)
+AT
(
I −
[
MSHS
MRHR
])[
W˜
′
S,i−1
W˜
′
R,i−1
]
Observe that in this model we are using the prime notation
to refer to its state variables. The next result explains why
the above model provides a good approximation for the actual
network performance in steady-state.
Theorem 3 (ACCURACY OF APPROXIMATION): Under the
same conditions of Theorem 1, it holds that, for sufficiently
9small step-sizes the state variables of models (61) and (77) are
close to each other, namely, :
lim sup
i→∞
E
∥∥∥∥[ W˜S,iW˜R,i
]
−
[
W˜
′
S,i
W˜
′
R,i
]∥∥∥∥2 = O(µ2max) (78)
lim sup
i→∞
E
∥∥∥∥[ W˜S,iW˜R,i
]∥∥∥∥2 = lim sup
i→∞
E
∥∥∥∥[ W˜′S,i
W˜
′
R,i
]∥∥∥∥2+O(µ3/2max)
(79)
Proof: In Theorem 10.2 of [9], it was established that the error
bounds in (78) and (79) hold for strongly-connected networks and,
hence, for all agents of type S. Appendix D completes the argument
and shows that the same conclusion holds for agents of type R.
We remark that in a manner similar to the proof of Theorems
1 and 2, we can also establish that
lim sup
i→∞
‖E w˜′k,i‖ = O(µmax) (80)
lim sup
i→∞
E‖w˜′k,i‖
2 = O(µmax) (81)
lim sup
i→∞
E‖w˜′k,i‖
4 = O(µ2max) (82)
VII. MEAN-SQUARE-ERROR PERFORMANCE
In this section, we evaluate the steady-state mean-square
deviation (MSD), defined as the value of the error variance,
E‖w˜k,i‖2, as i→∞ and for sufficiently small step-sizes. The
following result holds depending on whether agent k belongs
to group S or group R. For agents in group R, we introduce
the S × 1 column vector:
ck =

1
T
N1
1
T
N2
.
.
.
1
T
NS
 [W ]:,k (83)
where the notation [W ]:,k refers to the column of W from
(20) corresponding to agent k. One useful interpretation for
the entries of the vector ck is as follows. Since each column
of W adds up to one, therefore, the entries of ck will add
up to one. In addition, as expression (85) below reveals, the
square of the s−th entry of ck will measure the influence of
sub-network s from group S on the performance of agent k
from group R.
Theorem 4 (MSD PERFORMANCE): Assume agent k be-
longs to a sub-network s from group S. Then, all agents within
sub-network s achieve the same MSD level given by
MSDs =
1
2
Tr
( Ns∑
k=1
qs,kHs,k
)−1( Ns∑
k=1
q2s,kGs,k
) (84)
where we are using the notation {Hs,k, Gs,k}, with a subscript
s, to denote the Hessian and covariance matrices (12)–(13) for
agent k within sub-network s, in the same manner that we used
s in the definition of the weighting scalars {qs,k} in (31).
Assume, on the other hand, that agent k belongs to a sub-
network r from group R. Then, in this case, its MSD level
will be given by
MSDR(k) =
S∑
s=1
c2k(s) ·MSDs (85)
where ck(s) denotes the s−th entry of vector ck. That is,
the performance of any agent from group R is given by a
weighted combination of the MSD performance levels of the
sub-networks from group S.
Proof: The argument is given in Appendix E.
VIII. SIMULATION RESULTS
We illustrate the theoretical results by considering several
examples.
Our first example relates to a pattern classification problem
and illustrates how a group S of agents can dramatically
influence the learning behavior of agents in another group R.
Thus, consider initially a simple network consisting of N = 2
agents, where one node plays the role of the S agent and the
second node plays the role of the R agent. We assume each
agent is observing data that belong to different classes: data
at node S belong to one of two classes {A,B}, while data at
node R belong to one of two other classes {C,D}. If each
agent were to learn independently of the other agent, then they
would be able to determine their respective separating hyper-
planes and classify their data with reasonable accuracy. Here,
however, we would like to examine the influence of node S
on node R when both agents are connected by means of a
weak topology say, one with combination matrix — see Fig.
4:
R S 1 
0.03 
0.97 
Fig. 4. An example of a weakly-connected two-agent network.
A =
[
1 0.03
0 0.97
]
(86)
This choice for A means that agent R is careful in dealing
with agent S and is only assigning weight 0.03 (or 3%) to
its interaction with S. Still, despite this level of caution, the
corresponding matrix W defined by (20) reduces to a scalar
in this case and evaluates to
W = 0.03(1− 0.97)−1 = 1 (87)
In other words, agent R will be completely misguided by agent
S. This effect is evident in Fig. 5, where it is seen that agent S
(top plot) is able to determine its separating hyperplane, while
agent R (bottom plot) is driven to select the same hyperplane
(which is obviously wrong for its data). In this simulation, both
agents are running a logistic regression classifier [9], [42], [43]
We consider next a more involved example based on the
topology shown earlier in Fig. 3 to show that a weakly-
connected network can sometimes achieve better performance
than strongly-connected networks. The objective now is to
determine an elliptical curve that separates the data into two
classes: class +1 consists of data that are concentrated inside
the curve and class -1 consists of data that are concentrated
outside the curve. We assume about 10% of the data available
to agents R are outliers. The outlier data belong to class +1
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Fig. 5. Agents S and R use logistic regression to learn the sepa-
rating hyperplanes for their data. The agents are weakly connected.
The simulation result shows that the behavior of agent R is fully
misguided by agent S even though the data received by agent R is
sufficient for it to learn its own hyperplane.
but are located away from the origin. Obviously, since we are
dealing with a weakly-connected network, agents in group S
will not be affected by these outliers since the outliers are only
sensed by the R agents, which in turn do not feed information
into the S agents. This situation corresponds to a scenario
where weak connectivity is advantageous.
We assume each agent employs the same logistic cost
function:
Jk(w) = ρ‖w‖
2 + E
{
ln[1 + e−γkh
T
kw]
}
(88)
where γk represents the class label {+1,−1}, ρ is a regu-
larization parameter, and the feature vector hk is chosen as
follows in terms of the coordinates of the measurements [42],
[43]:
hk(1) = 5, hk(2) = x, hk(3) = y
hk(4) = x
2, hk(5) = y
2, hk(6) = xy
The gradient vector is estimated by using the instantaneous
approximation:
∇̂wTJk(wk,i−1) =
− γk(i)hk,i
1 + eγk(i)h
T
k,i
wk,i−1
+ ρwk,i−1 (89)
We compare the performance of the weakly-connected topol-
ogy against a strongly-connected (actually, fully-connected)
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Fig. 6. Logistic classification result using an elliptic separation
curve. In the simulation, agents {k = 6, 7, 8} in Fig. 3 suffer
from outlier data. The black curve represents the result obtained
by a strongly-connected network, while the green curve represents
the result obtained by a weakly-connected network; observe that the
curve is larger in the former case due to the influence of the outliers.
network with combination matrix:
A =
1
8
181
T
8 (90)
In Fig. 6, we observe that the black elliptic curve, which is
the result obtained by the strongly-connected network (90),
is larger than the green elliptic curve obtained by the weakly-
connected network. Comparing both boundary curves, we find
that the black curve includes a larger proportion of -1 data,
which will be mistakenly inferred as belonging to class +1.
Obviously, weakly-connected networks do not always provide
performance that is superior to fully-connected networks.
There are however situations when this can occur and this
is what the simulation results are meant to show in this
example. We considered a case in which some R−agents are
subject to outliers. In a fully-connected network, the outliers
will influence the performance because their presence will be
sensed by all agents. In a weakly-connected network, if these
outliers are affecting only the R−agents, then the S−agents
will be able to suppress their influence according to Theorem
4 and performance will therefore be improved.
Our third example illustrates result (36) concerning limit
points. We associate with each agent in Fig. 3 the quadratic
cost:
Jk(w) = E (dk(i)− uk,iw)
2 (91)
where agent k senses streaming data {dk(i),uk,i}; the data are
related to some unknown model w◦k via the linear regression
model:
dk(i) = uk,iw
◦
k + vk(i) (92)
11
where vk(i) is observation noise and assumed to be spatially
and temporally white. It is sufficient for this example to
assume one-dimensional limit points and to set w◦k = 1 for
the agents in sub-network 1, w◦k = 1.5 for the agents in sub-
network 2, and wok = 1.25 for the agents in sub-network 3.
It is obvious that the Pareto optimal solutions of the two S
sub-networks will be w⋆1 = 1 and w⋆2 = 1.5, respectively.
Computing the corresponding matrix W from (17) we get:
W =

0 0 0
0.4046 0.5267 0.7099
0.1489 0.1183 0.0725
0.4466 0.3550 0.2176
0 0 0

}
subnetwork 1
}
subnetwork 2
(93)
so that the limit points for the R agents are
w•r,6 = 1.2233, w
•
r,7 = 1.1775, w
•
r,8 = 1.1088 (94)
These values are consistent with the simulation results in
Fig. 7. We further illustrate in Fig. 9 the MSD performance for
the agents of type S and R. Figure 8 shows the observation
noise and regression power profile across the agents. In
these simulations, we employed Gaussian distributed data to
generate the observation noise and regression data. The step-
size parameters were set to µk = 0.0005 for all agents. The
theoretical MSD value for agents in sub-network 1 follows
from (84) and is found to be −56.43dB. Likewise, the theo-
retical MSD value for agents in sub-network 2 is found to be
−52.05 dB. On the other hand, using (93), we get
c7(1) = 0 + 0.5267 + 0.1183 = 0.6450 (95)
c7(2) = 0.3550 + 0 = 0.3550 (96)
and the theoretical MSD value for agent 7 in sub-network 3
is then found from (85) to be
MSDR(7) = 0.64502 ×MSD1 + 0.35502 ×MSD2
= −58.49dB (97)
which is consistent with the simulated result.
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Fig. 7. Limit points for agents in group R.
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Fig. 8. Observation noise and regression power profile for all agents.
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Fig. 9. Mean-square-deviation (MSD) performance levels.
IX. CONCLUDING REMARKS
In this article we examined the learning behavior of adaptive
agents over weakly-connected networks. We showed that a
leader-follower relationship develops among the agents, and
identified the limit points towards which the individual agents
converge. We also derived closed-form expressions to quantify
how close the agents get to their limit points in the mean-
square-error sense, and revealed how the MSD performance
of follower agents is determined by the MSD performance
of leader agents. We illustrated the results by considering
examples dealing with pattern classification and distributed
estimation. We also illustrated how weak topologies can be
beneficial in reducing the impact of outlier data.
APPENDIX A
MEAN-SQUARE-ERROR STABILITY OF (68)
If we equate the squared-norm of both sides of (68), and
compute expectations, we get
E‖W¯R,i‖
2
(a)
= E
∥∥J Tǫ (I − VTǫ MRHR,i−1V−Tǫ ) W¯R,i−1 +
T¯ TSR (I −MSHS,i−1) W˜S,i−1 −
T¯ TSRMSbS − T¯
T
RRMRbR
∥∥2 +
E‖T¯ TSRMSSS,i + T¯
T
RRMRSR,i‖
2
= E
∥∥∥∥1− t1− tJ Tǫ (I − VTǫ MRHR,i−1V−Tǫ ) W¯R,i−1 +
12
t
1
t
{
T¯ TSR (I −MSHS,i−1) W˜S,i−1 −
T¯ TSRMSbS − T¯
T
RRMRbR
}∥∥∥2 +
E‖T¯ TSRMSSS,i + T¯
T
RRMRSR,i‖
2
(b)
≤
1
1− t
E
∥∥J Tǫ (I − VTǫ MRHR,i−1V−Tǫ ) W¯R,i−1∥∥2 +
2
t
E
∥∥T¯ TSR (I −MSHS,i−1) W˜S,i−1∥∥2 +
2
t
E‖T¯ TSRMSbS + T¯
T
RRMRbR‖
2
)
+
2µ2max
(
‖T¯ TSR‖
2E‖SS,i‖
2 + ‖T¯ TRR‖
2E‖SR,i‖
2
)
(c)
≤
ρ(JǫJǫ
T)
1− t
E‖W¯R,i−1‖
2 +
2‖T¯SR‖
2
t
E‖W˜S,i−1‖
2 +
4
t
µ2max
(
‖T¯SR‖
2‖bS‖
2 + ‖T¯RR‖
2‖bR‖
2
)
+
2µ2max
(
‖T¯SR‖
2E‖SS,i‖
2 + ‖T¯RR‖
2E‖SR,i‖
2
) (98)
for any 0 < t < 1, where step (a) is because the gradient noise
process is zero-mean and independent of all other random
variables conditioned on F i−1, step (b) is because of Jensen’s
inequality and the sub-multiplicative property of norms, and
in step (c) we used the equalities
‖T¯RR‖ = ‖T¯RR‖, ‖T¯12‖ = ‖T¯12‖ (99)
as well as
‖I − VTǫ MRHR,i−1V
−T
ǫ ‖ ≤ 1 (100)
‖I −MSHS,i−1‖ ≤ 1 (101)
for sufficiently small µmax. In the statement of the theorem,
we are assuming that the gradient noise process satisfies the
conditions stated in Assumption 8.1 in [9], from which we
conclude that
E‖SS,i‖
2 ≤ β2S E‖W˜S,i−1‖
2 + σ2S (102)
E‖SR,i‖
2 ≤ β2R E‖W˜R,i−1‖
2 + σ2R (103)
where
β2S = max
1≤k≤NgS
β2k (104)
β2R = max
NgS+1≤k≤N
β2k (105)
σ2S =
NgS∑
k=1
σ2k (106)
σ2R =
N∑
k=NgS+1
σ2k (107)
Now let v2 ∆= ‖V−Tǫ ‖2 and note that
E‖W˜R,i−1‖
2 = E‖V−Tǫ W¯R,i−1‖
2 ≤ v2 E‖W¯R,i−1‖
2
(108)
Then, we can write
E‖SR,i‖
2 ≤ v2β2R E‖W˜R,i−1‖
2 + σ2R (109)
Substituting these expressions into (98) gives:
E‖W¯R,i‖
2
≤
(
ρ(JǫJǫ
T)
1− t
+ 2µ2max‖T¯RR‖
2v2β2R
)
E‖W¯R,i−1‖
2 +(
2‖T¯SR‖2
t
+ 2µ2max‖T¯SR‖
2β2S
)
E‖W˜S,i−1‖
2 +
4
t
µ2max
(
‖T¯RR‖
2‖bR‖
2 + ‖T¯SR‖
2‖bS‖
2
)
+
2µ2max
(
‖T¯RR‖
2σ2R + ‖T¯SR‖
2σ2S
) (110)
For compactness of notation, we introduce the scalar coeffi-
cients:
σ2RR = ‖T¯RR‖
2 (111)
σ2SR = ‖T¯SR‖
2 (112)
b2 = ‖T¯RR‖
2‖bR‖
2 + ‖TSR‖
2‖bS‖
2 = O(1)(113)
c2 = ‖T¯RR‖
2σ2R + ‖TSR‖
2σ2S = O(1) (114)
Before proceeding, let us examine the spectral radius of the
matrix JǫJ Tǫ . For that purpose, we note that
ρ(JǫJǫ
T) = ρ(JǫJ
T
ǫ ) ≤ ‖JǫJ
T
ǫ ‖1 (115)
where the last inequality is because the spectral radius of a
matrix is bounded by any of its norms; the last norm is the
one-norm (maximum absolute column sum). We next verify
that
‖JǫJ
T
ǫ ‖1 = ρ
2(TRR) (116)
so that
ρ(JǫJǫ
T) ≤ ρ2(TRR) (117)
To establish (116), we proceed as follows. The eigenvalues
of the matrix TRR are composed of the eigenvalues of the
matrices {Ak, k = S+1, · · · , S+R} that appear on its block
diagonal. Each of these matrices is associated with a connected
network and has nonnegative entries. It follows from the
Perron-Frobenius Theorem [34], [35], [41] that the largest
eigenvalue of each {Ak, k = S+1, · · · , S+R} is simple (i.e.,
its multiplicity is equal to one). Some of the largest eigenvalues
among the Ak may coincide with each other, in which case
the largest eigenvalue of TRR may have multiplicity larger
than one. However, this largest eigenvalue of TRR cannot
be defective, meaning that its algebraic multiplicity must
coincide with its geometric multiplicity. This is because the
matrices {Ak} occur at different block locations in TRR and
the eigenvectors corresponding to their largest eigenvalues will
not coincide with each other. We therefore conclude that the
largest eigenvalue of TRR is semi-simple (its algebraic and
geometric multiplicities are equal to each other). Thus, assume
we order the eigenvalues of TRR from largest to smallest, say,
as:
|λ1(TRR)| > |λ2(TRR)| ≥ |λ3(TRR)| ≥ . . . (118)
Then, the Jordan matrix Jǫ will, for example, be of the
following representative form (say, for 3 Jordan blocks of size
3× 3 each):
Jǫ = blockdiag{J1, J2, J3} (119)
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where
J1 = diag{λ1, λ1, λ1} (120)
J2 =
 λ2ǫ λ2
ǫ λ2
 (121)
J3 =
 λ3ǫ λ3
ǫ λ3
 (122)
It follows that
JǫJ
T
ǫ = blockdiag{K1,K2,K3} (123)
where, for example,
K1 = diag{ρ2(TRR), ρ2(TRR), ρ2(TRR)} (124)
K2 =
 λ22 ǫλ2ǫλ2 λ22 + ǫ2
ǫλ2 λ
2
2 + ǫ
2
 (125)
from which we conclude that, we can choose ǫ small enough
such that
‖JǫJ
T
ǫ ‖1 = max{ρ
2(TRR), λ
2
2(TRR) + 2ǫλ2(TRR) + ǫ
2}
= max{ρ2(TRR), (λ2(TRR) + ǫ)
2}
= ρ2(TRR) (126)
as claimed.
Now we can use inequality (117) to replace ρ(JǫJǫT) in
(110) and choose t = 1− ρ(TRR), to obtain
E‖W¯R,i‖
2 ≤(
ρ(TRR) + 2µ
2
maxσ
2
RRv
2β2R
)
E‖W¯R,i−1‖
2 +(
2σ2SR
1− ρ(TRR)
+ 2µ2maxσ
2
SRβ
2
S
)
E‖W˜S,i−1‖
2 +(
4
1− ρ(TRR)
b2 + 2c2
)
µ2max
Noting that ρ(TRR) < 1 is independent of µmax, we have
1− ρ(TRR)− 2µ
2
maxσ
2
RRv
2β2R = O(1) (127)
for sufficiently small µmax. Letting i→∞ we conclude that
lim sup
i→∞
E‖W¯R,i‖
2 ≤ d lim
i→∞
E‖W˜S,i−1‖
2 +O(µ2max)
where the scalar d is defined by:
d
∆
=
(
2σ2SR
1−ρ(TRR)
+ 2µ2maxβ
2
Sσ
2
SR
)
1− ρ(TRR)− 2µ2maxσ
2
RRv
2β2R
= O(1) (128)
Since we know that lim supi→∞ E‖W˜S,i−1‖2 = O(µmax),
we find that
lim sup
i→∞
E‖W¯R,i‖
2 = O(µmax) (129)
Then, combining equation (108) with above result we conclude
that
lim sup
i→∞
E‖W˜R,i‖
2 = O(µmax) (130)
APPENDIX B
MEAN-ERROR STABILITY OF (68)
We start by taking the expectation of both sides of (68):
E W¯R,i = J
T
ǫ E
[(
I − VTǫ MRHR,i−1V
−T
ǫ
)
W¯R,i−1
]
+
E [T¯ TSR (I −MSHS,i−1) W˜S,i−1]−
T¯ TSRMSbS − T¯
T
RRMRbR (131)
where the terms involving the gradient noise are canceled out.
Next, we need the error quantities H˜S,i−1 and H˜R,i−1,which
are defined in (75) and (76).
Using condition (69) and proceeding similarly to the argu-
ment that established (9.280) in [9], we can verify that
‖H˜S,i−1‖ ≤ κS‖W˜S,i−1‖ (132)
‖H˜R,i−1‖ ≤ κR‖W˜R,i−1‖ (133)
for some nonnegative constants κS and κR. Substituting (75)
and (76) back into (131), we get:
E W¯R,i = J
T
ǫ
(
I − VTǫ MRHRV
−T
ǫ
)
E W¯R,i−1 +
T¯ TSR (I −MSHS)E W˜S,i−1 −
T¯ TSRMSbS − T¯
T
RRMRbR +
J Tǫ E
(
VTǫ MRH˜R,i−1V
−T
ǫ W¯R,i−1
)
+
T¯ TSRE [MSH˜S,i−1W˜S,i−1] (134)
Returning to (134), we can now bound the norms of its last
two terms as follows:∥∥∥J Tǫ E (VTǫ MRH˜R,i−1V−Tǫ W¯R,i−1)∥∥∥
(a)
≤ ‖J Tǫ ‖‖V
T
ǫ ‖‖MR‖‖EH˜R,i−1V
−T
ǫ W¯R,i−1‖
(b)
≤ ρ(TRR)v
′µmaxE‖H˜R,i−1‖‖V
−T
ǫ ‖‖W¯R,i−1‖
(c)
≤ ρ(TRR)vv
′µmaxκRE‖W˜R,i−1‖E‖W¯R,i−1‖
(d)
≤ ρ(TRR)v
2v′µmaxκR
√
E‖W¯R,i−1‖2
√
E‖W¯R,i−1‖2
(e)
≤ ρ(TRR)v
2v′µmaxκRE‖W¯R,i−1‖
2 (135)
where step (a) is due to the sub-multiplicative property of
norms, step (b) uses Jensen’s inequality, and introduces
v′ = ‖VTǫ ‖ (136)
In addition, combining ‖J Tǫ ‖ =
√
ρ(JǫJ Tǫ ) with (117), we
also can conclude that,
‖J Tǫ ‖ ≤ ρ(TRR) (137)
Step (c) uses (133), step (d) uses (108), and step (e) uses
(E‖x‖)2 ≤ E‖x‖2 for any random variable x. Similarly, we
get:∥∥∥T¯ TSRE (MSH˜S,i−1W˜S,i−1)∥∥∥ ≤ σSRµmaxκSE‖W˜S,i−1‖2
(138)
For compactness of notation, we introduce the scalars:
e
∆
= ρ(TRR)vv
′µmaxκR = O(µmax) (139)
f
∆
= σSRµmaxκS = O(µmax) (140)
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and return to equation (134) to find that:
‖E W¯R,i‖ ≤ ‖J
T
ǫ ‖‖I − V
T
ǫ MRHRV
−T
ǫ ‖‖E W¯R,i−1‖+
‖T¯ TSR‖‖I −MSHS‖‖E W˜S,i−1‖+
‖T¯ TSRMSbS − T¯
T
RRMRbR‖+
eE‖W¯R,i−1‖
2 + fE‖W˜S,i−1‖
2
≤ ‖J Tǫ ‖‖I − V
T
ǫ MRHRV
−T
ǫ ‖‖E W¯R,i−1‖+
‖T¯ TSR‖‖I −MSHS‖‖E W˜S,i−1‖+
eE‖W¯R,i−1‖
2 + fE‖W˜S,i−1‖
2 +
µmax
(
‖T¯ TSR‖‖bS‖+ ‖T¯
T
RR‖‖bR‖
)
(a)
≤ ρ(TRR)‖E W¯R,i−1‖+ σSR‖E W˜S,i−1‖+
eE‖W¯R,i−1‖
2 + fE‖W˜S,i−1‖
2 +
µmax
(
‖T¯ TSR‖‖bS‖+ ‖T¯
T
RR‖‖bR‖
) (141)
In step (a), we used following inequality
‖I − VTǫ MRHRV
−T
ǫ ‖ ≤ 1 (142)
‖I −MSHS‖ ≤ 1 (143)
for sufficiently small µmax and denoted the scalar coefficient
here:
b′
∆
=
(
‖T¯ TSR‖‖bS‖+ ‖T¯
T
RR‖‖bR‖
)
= O(1) (144)
If we now let i→∞:
lim sup
i→∞
‖E W¯R,i‖ ≤
σSR
1− ρ(TRR)
‖E W˜S,i−1‖+
e
1− ρ(TRR)
E‖W¯R,i−1‖
2 +
f
1− ρ(TRR)
E‖W˜S,i−1‖
2 +
b′
1− ρ(TRR)
µmax (145)
Notice that ρ(TRR) < 1 and calling upon (62), we conclude
that
lim sup
i→∞
‖E W¯R,i‖ = O(µmax) (146)
Lastly, similar to equation equation (108), we get following
inequality,
‖E W˜R,i‖ = ‖V
−T
ǫ E W¯R,i‖ ≤ ‖V
−T
ǫ ‖‖E W¯R,i‖ (147)
Combining (146) and (147) we arrive at
lim sup
i→∞
‖E W˜R,i‖ = O(µmax) (148)
APPENDIX C
STABILITY OF FOURTH-ORDER ERROR MOMENT OF (68)
From recursion (68) we obtain:
E‖W¯R,i‖
4
= E
∥∥J Tǫ (I − VTǫ MRHR,i−1V−Tǫ ) W¯R,i−1 +
T¯ TSR (I −MSHS,i−1) W˜S,i−1 −
T¯ TSRMSbS − T¯
T
RRMRbR
∥∥4 +
E
∥∥T¯ TSRMSSS,i + T¯ TRRMRSR,i∥∥4 +
6 E
∥∥J Tǫ (I − VTǫ MRHR,i−1V−Tǫ ) W¯R,i−1 +
T¯ TSR (I −MSHS,i−1) W˜S,i−1 − T¯
T
SRMSbS
−T¯ TRRMRbR
∥∥2 ∥∥T¯ TSRMSSS,i + T¯ TRRMRSR,i∥∥2
(149)
where we used the expansion
‖a+ b‖4 = ‖a‖4+ ‖b‖4+6‖a‖2‖b‖2+4bTa‖a‖2+4aTb‖b‖2
and where the expectation of the last two terms in the
expansion are eliminated since the gradient noise is zero mean
and independent of other random variables. Let us consider the
last term in (149):
last term
(98)
≤ 6
{
ρ(JǫJǫ
T)
1− t
E ‖W¯R,i−1‖
2 +
2‖T¯SR‖
2
t
E ‖W˜S,i−1‖
2+
4
t
µ
2
max
(
‖T¯SR‖
2‖bS‖
2 + ‖T¯RR‖
2‖bR‖
2)}
× 2 µ2maxE
{
‖T¯RR‖
2‖SR,i‖
2 + ‖T¯SR‖
2‖SS,i‖
2
}
(a)
≤ 6
{
ρ(TRR)
2
1− t
E ‖W¯R,i−1‖
2 +
2σ2SR
t
E ‖W˜S,i−1‖
2+
4
t
µ
2
maxb
2
}
× 2 µ2max
{
σ
2
SRβ
2
S E ‖W˜S,i−1‖
2+
σ
2
RRβ
2
R E ‖W˜R,i−1‖
2‖2 + ‖T¯RR‖
2
σ
2
R + ‖TSR‖
2
σ
2
S
}
(b)
≤ 6
{
ρ(TRR)E ‖W¯R,i−1‖
2+(
2σSR
1− ρ(TRR)
)
E ‖W˜S,i−1‖
2 +
4
1− ρ(TRR)
µ
2
maxb
2
}
×
2µ2max
{
σ
2
SRβ
2
S E ‖W˜S,i−1‖
2 + σ2RRβ
2
R E ‖W˜R,i−1‖
2 + c2
}
(150)
In step (a), we expand the stochastic gradient noise similar
to (102)–(103), and in step (b) we choose t = 1 − ρ(TRR)
and use the scalar defined (114). To emphasize the order of
the coefficients, we rewrite the above equation as:
last term ≤
{
O(1)E‖W¯R,i−1‖
2 +O(1)E‖W˜S,i−1‖
2
+O(µ2max)
}
×
{
O(µ2max)E‖W¯R,i−1‖
2+
O(µ2max)E‖W˜S,i−1‖
2 +O(µ2max)
}
= O(µ2max)E‖W¯R,i−1‖
4 +O(µ2max)E‖W˜S,i−1‖
4
+O(µ4max) (151)
We consider next the second term using Jensen’s inequality:
second term ≤ 8σ4SRµ
4
max‖SS,i‖
4 + 8σ4RRµ
4
max‖SR,i‖
4
Referring to equation (8.122) in [9], we also conclude that
E‖SS,i‖
4 ≤ β24,S E‖W˜S,i−1‖
4 + σ24,S (152)
E‖SR,i‖
4 ≤ β24,R E‖W˜R,i−1‖
4 + σ24,R (153)
where
β24,S = max
1≤k≤NgS
β24,k = O(1) (154)
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β24,R = max
NgS+1≤k≤N
β24,k = O(1) (155)
σ24,S =
NgS∑
k=1
σ24,k = O(1) (156)
σ24,R =
N∑
k=NgS+1
σ24,k = O(1) (157)
Hence, we find for the second term with simplified notation
that,
second term ≤ O(µ4max)E‖W˜S,i−1‖
4+
O(µ4max)E‖W¯R,i−1‖
4 +O(µ4max) (158)
Lastly, we consider the first term using Jensen’s inequality
again:
first term ≤
ρ(TRR)
4
(1− t)3
E‖W¯R,i−1‖
4 +
8σ4RR
t3
E‖W˜S,i−1‖
4 +
64
t3
µ4max
(
σ4RR‖bR‖
4 + σ4SR‖bS‖
4
)(159)
for any 0 < t < 1. Here, we select t = 1− ρ(TRR) so that
first term ≤ (ρ(TRR))E‖W¯R,i−1‖
4 + (160)
8σ4RR
(1 − ρ(TRR))3
E‖W˜S,i−1‖
4 +
64
(1− ρ(TRR))3
µ4max
(
σ4RR‖bR‖
4 + σ4SR‖bS‖
4
)
Recalling that ρ(TRR) < 1, we get:
first term ≤ ρ(TRR)E‖W¯R,i−1‖
4 +O(1)E‖W˜S,i−1‖
4 +
O(µ4max) (161)
Substituting (151), (158), and (161) back into (149), we find:
E‖W¯R,i‖
4 =
(
ρ(TRR) +O(µ
2
max)
)
E‖W¯R,i−1‖
4 +
O(1)E‖W˜S,i−1‖
4 +O(µ4max) (162)
Recalling ρ(TRR) < 1 again, we then let i→∞ to find:
lim sup
i→∞
E‖W¯R,i‖
4 = O(1) lim sup
i→∞
E‖W˜S,i−1‖
4 +O(µ4max)
Since we already know that lim supi→∞ E‖W˜S,i−1‖ =
O(µ2max), we conclude that
lim sup
i→∞
E‖W¯R,i‖
4 = O(µ2max) (163)
Combining the square of equation (108) with the above result
we arrive at
lim sup
i→∞
E‖W˜R,i‖
4 = O(µ2max) (164)
APPENDIX D
PROOF OF THEOREM 3
To simplify the notation, we introduce the differences
zS,i
∆
= W˜
′
S,i − W˜S,i (165)
zR,i
∆
= W˜
′
R,i − W˜R,i (166)
Subtracting recursions (61) and (77), we get:[
zS,i
zR,i
]
= AT
(
I −
[
MSHS
MRHR
])[
zS,i
zR,i
]
+ATM
[
H˜S,iW˜S,i
H˜R,iW˜R,i
]
(167)
so that
zR,i = T
T
RR (I −MRHR)zR,i−1 +
T TSR (I −MSHS)zS,i−1 +
T TRRMRH˜R,iW˜R,i + T
T
SRMSH˜S,iW˜S,i(168)
Using the eigen-decomposition (65), we can transform the
above equation into.
z¯R,i = J
T
ǫ
(
I − VTǫ MRHRV
−T
)
z¯R,i−1 +
T¯ TSR (I −MSHS)zS,i−1 +
T¯ TRRMRH˜R,iW˜R,i + T¯
T
SRMSH˜S,iW˜S,i(169)
where we are using the notation from (67) as well as
z¯R,i
∆
= VTǫ zR,i (170)
Now note that
‖T¯ TSRMSH˜S,iW˜S,i‖
2 ≤ ‖T¯ TSR‖
2‖MS‖
2‖H˜S,iW˜S,i‖
2
(112)
= µ2maxσ
2
SR‖H˜S,iW˜S,i‖
2
(132)
≤ µ2maxσ
2
SRκ
2
S‖W˜S,i‖
4 (171)
Similarly, we can verify that
‖T¯ TRRMRH˜R,iW˜R,i‖
2 ≤ µ2maxσ
2
RRκ
2
R‖W˜R,i‖
4(172)
Therefore, following steps similar to the arguments in Appen-
dices A and B we then conclude that
lim sup
i→∞
E‖zR,i‖
2 = O(µ2max) (173)
which is equivalent to:
lim sup
i→∞
E‖W˜
′
R,i − W˜R,i‖
2 = O(µ2max) (174)
Finally, note that
E‖W˜
′
R,i‖
2 = E‖W˜
′
R,i − W˜R,i + W˜R,i‖
2
≤ E‖W˜
′
R,i − W˜R,i‖
2 + E‖W˜R,i‖
2 +
2|E (W˜
′
R,i − W˜R,i)
∗
W˜R,i| (175)
Hence, we conclude that
lim sup
i→∞
E‖W˜R,i‖
2 = lim sup
i→∞
E‖W˜
′
R,i‖
2 +O(µ3/2max) (176)
APPENDIX E
PROOF OF THEOREM 4
We know from Theorem 11.2 in [9] that the MSD expres-
sion for a generic agent k in a connected network is given
by:
MSDk = Tr(EkX ) (177)
where Ek is a block diagonal matrix with zero blocks except
for an identity matrix of size M ×M at the location corre-
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sponding to agent k. Moreover, the matrix X is defined as:
X =
∞∑
n=0
BnYBT
n (178)
Y = ATMSMA (179)
S = diag{G1, G2, . . . , GN} (180)
B = AT(I −MH) (181)
M = diag{MS,MR} (182)
H = diag{HS,HR} (183)
HS = diag{H1, H2, . . . , HNgS} (184)
HR = diag{HNgS+1, . . . , HN} (185)
Using the block Kronecker product notation, it can be verified
that expression (177) can be equivalently expressed in the
form:
MSDk =
(
bvec(YT)
)T
(I −F)−1bvec(Ek) (186)
where
F
∆
= BT ⊗b B
T (187)
and bvec(Z) denotes the block vectorization operation; for
a matrix Z with blocks of size M × M , this operation
vectorizes each M × M submatrix of Z and the resulting
vectors are subsequently stacked on top of each other. We
now examine how expression (177) simplifies for both cases
of agents in group S and agents in group R. To do so, we
introduce the canonical Jordan decompensation of matrix A.
Recall that A has S leading primitive left-stochastic matrices,
{As, s = 1, 2, . . . , S}. Each of these matrices has all its
eigenvalues strictly inside the unit circle with the exception
of a single eigenvalue equal to one. The corresponding Perron
vector is denoted by ps and has dimensions Ns × 1. We
therefore conclude that the canonical Jordan decomposition
of A has the form:
A = V ·
[
IS
J ′ǫ
]
V −1 (188)
All eigenvalues of J ′ǫ are strictly smaller than one. We partition
V in the form
V
∆
=
[
P Vx
] (189)
where P is N × S and Vx collects the remaining right-
eigenvectors of A. We also partition V −1 as
V −1
∆
=
[
QT
Vy
]
(190)
where the matrices {QT, V −1y } contain the corresponding left-
eigenvectors and QT is S × N . We can use expression (19)
for the limiting power of A to identify the matrices {P,Q} in
the above decomposition. Indeed, if we compute the limit of
An using (188) we conclude that
lim
n→∞
An = lim
n→∞
(
V ·
[
IS
J ′ǫ
n
]
· V −1
)
= PQT (191)
Comparing with (19), we conclude that it must hold[
Θ ΘW
0 0
]
= PQT (192)
so that we can set
P =

p1
p2
.
.
.
pS
0

(193)
QT =
[
LT LTW
] (194)
where we are defining
LT
∆
= blockdiag
{
1
T
N1 ,1
T
N2 , . . . ,1
T
NS
} (195)
We conclude that
A = V
[
ISM
J ′ǫ
]
V−1
=
[
P Vx
] [ ISM
J ′ǫ
] [
QT
Vy
]
(196)
where
V = V ⊗ IM (197)
P = P ⊗ IM (198)
QT = QT ⊗ IM (199)
J ′ǫ = J
′
ǫ ⊗ IM (200)
Vx = Vx ⊗ IM (201)
Vy = Vy ⊗ IM (202)
Using the Jordan decomposition (196) forA we can now write:
BT = (I −MH)A
= A−MHA
= V
{[
ISM
J ′ǫ
]
− V−1MHV
[
ISM
J ′ǫ
]}
V−1
= V
[
ISM −D11 −D12
−D21 J
′
ǫ −D22
]
V−1 (203)
where
D11 = Q
TMHP
= blockdiag
{
N1∑
k=1
q1,kH1,k, . . . ,
NS∑
k=1
qS,kHS,k
}
= O(µmax) (204)
D12 = Q
TMHVxJ
′
ǫ = O(µmax) (205)
D21 = VyMHP = O(µmax) (206)
D22 = VyMHVxJ
′
ǫ = O(µmax) (207)
We then obtain that
F = (V ⊗b V)Z(V ⊗b V)
−1 (208)
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where we introduced the matrix
Z
∆
=
[
ISM −D11 −D12
−D21 Jǫ −D22
]
⊗b
[
ISM −D11 −D12
−D21 Jǫ −D22
]
(209)
This relation allows us to determine a low-rank expansion for
(I −F) as follows. First note that
(I −F)−1 = (V ⊗b V)(I −Z)
−1(V ⊗b V)
−1 (210)
Then, we can appeal to the derivation used in the proof of
Lemma 9.5 from [9] to conclude that the entries of (I−Z)−1
are in the order of:
(I −Z)−1 =
[
O(1/µmax) O(1)
O(1) O(1)
]
(211)
where the size of the leading block is (SM)2× (SM)2. Since
O(1/µmax) dominates O(1) for sufficiently small µmax, we
have that
(I−Z)−1 =
[ (
I ⊗D11 +DT11 ⊗ I
)−1
0
0 0
]
+O(1) (212)
Noting that the Hessian matrices {Hs,k} are symmetric, we
conclude that DT11 = D11. Substituting (212) into (210), we
arrive at the following low-rank approximation:
(I −F)−1 (213)
= (P ⊗b P) (I ⊗D11 +D11 ⊗ I)
−1 (QT ⊗b QT)+O(1)
If we now substitute (213) into (186), we obtain:(
bvec(YT)
)T
(I −F)−1bvec(Ek) = O(µ
2
max)+(
bvec(YT)
)T
(P ⊗b P)Z
−1
1
(
QT ⊗b Q
T
)
bvec(Ek)
(214)
where
Z1
∆
= I ⊗D11 +D11 ⊗ I (215)
We can simplify the right-hand side of (214) as follows.
Starting from the rightmost term we note that:(
QT ⊗b Q
T
)
bvec(Ek) = bvec
(
QTEkQ
) (216)
= bvec
([
QTEkQ
]
⊗ IM
)
(a)
=
{
bvec(Es ⊗ IM ) (when k ∈ sub-network s in group S)
bvec(ckc
T
k ⊗ IM ) (when k ∈ sub-network r in group R)
where the matrix Ek is an S × S matrix with all zero entries
except at location (k, k), where the entry is equal to one.
Moreover, the vector ck is the same defined earlier in (83). In
step (a), we expanded the quantityQTEkQ using the following
identity:
QTEkQ =
N∑
i=1
N∑
j=1
Ek(i, j)[Q
T]:,i[Q]j,: (217)
(b)
= [QT]:,k[Q]k,:
(194)
=
{
[LT]:,k[L]k,: (when k ∈ group S)
[LTW ]:,k[W
TL]k,: (when k ∈ group R)
where the notation [ · ]:,i and [ · ]j,: denotes here the the i−th
column and j−th row of the matrix, respectively. Step (b) is
because of the definition of Es
It is therefore clear that the performance of agents in group
S will be different from the performance of agents in group
R. For agents in group S, from this point onwards, we can
follow the same argument from Lemma 11.3 in [9] to arrive
at their MSD expression. With regards to agents in group R
we proceed as follows. Let
x1 = Z
−1
1 bvec(ckc
T
k ⊗ IM )) (218)
or, equivalently, by using the definition of Z1:
(I ⊗D11)x1 + (D11 ⊗ I)x1 = bvec
(
ckc
T
k ⊗ IM
) (219)
Let X1 = unbvec(x1) denote the SM × SM matrix whose
block vector representation is x1. Then, the matrix X1 is the
solution to the Lyapunov equation:
D11X1 + X1D11 = ckc
T
k ⊗ IM (220)
We can solve for the block diagonal entries of X1. For
example, consider the s−th diagonal block of size M ×M . It
satisfies:(
Ns∑
k=1
qs,kHs,k
)
[X1]s,s+[X1]s,s
(
Ns∑
k=1
qs,kHs,k
)
= c2k(s)IM
(221)
so that
[X1]s,s =
1
2
c2k(s)
(
Ns∑
k=1
qs,kHs,k
)−1
(222)
Since this information is sufficient to obtain the MSD level for
agent k, we do not need to compute the off-diagonal blocks
of X1.
Returning to equation (214), and using properties of the
block Kronecker product operation, we have(
bvec(YT)
)T
[P⊗bP ]bvec(X1)
= Tr [unbvec{(P ⊗b P) bvec(X1)}Y]
= Tr
[
PX1P
TY
]
(179)
= Tr
[
X1P
T(ATMSMA)P
]
(a)
= Tr
[
X1U
TSU
]
(b)
=
1
2
Tr
 S∑
s=1
c2k(s)
(
Ns∑
k=1
qs,kHs,k
)−1( Ns∑
k=1
q2s,kGs,k
)
(223)
where in step (a) we introduced
U
∆
= MAP
(31)
=

q1
q2
.
.
.
qS
0

⊗ IM (224)
In step (b), we exploited the fact that UTSU is block diagonal
matrix.
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