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Abstract
This article presents the phase dynamics of an inline long Josephson junction in voltage
state under the influence of constant external magnetic field. Fractional calculus approach
is used to model the evolution of the phase difference between the macroscopic wave func-
tions of the two superconductors across the junction. The governing non-linear partial
differential equation is then solved using finite difference-finite element schemes. Other
quantities of interest like Josephson current density and voltage across the junction are also
computed. The effects of various parameters in the model on phase difference,Josephson
current density and voltage are analyzed graphically with the help of numerical simulations.
Key words. Inline long Josephson junction;voltage state;Fractional Nonlinear PDEs; Finite element method.
1 Introduction
Superconductors have found a wide range of applications in modern times. They are used
in alomst all modern day technologies . Extensive researches have been carried out about
superconductors and are still going on. An important phenomenon which arises from super-
conductivity is Josephson Effect. Two superconductors when weakly connected, for example
by a very thin non superconducting barrier, a current flows through the barrier without any
dissipation of energy and power supply[7]. This phenomenon is called Josephson Effect and
the junction is called Josephson Junction. A wide range of modern day technologies operate
making use of this phenomenon. Superconducting quantum interference devices (SQUIDs) and
Superconducting tunnel junction detectors (STJs) are based on Josephson Effect, see for exam-
ple [11]. SQUID is a highly sensitive magnetometer which can detect extremely small magnetic
fields. Similarly shuted Josephson junctions are used in RSFQ digital electronics [11]. RSFQ is
used to process digital signals.
The electrodynamics of the Josepshon junction is completely described by the phase differ-
ence of the macroscopic wavefunctions of the two superconductors across the junction[7]. The
evolution of the phase difference is modeled by a nonlinear partial differential equation which is
a perturbed Time-Dependent Sine Gordon Equation [7]. No general analytical solution to this
equation has been found yet[8]. So various numerical schemes are used to find approximate so-
lution. Different numerical schemes have been used by different researchers to solve the model
for various geometries of the junction. The solution of long Josephson junction using finite
∗Department of Mathematics, School of Science and Engineering, Lahore University of Management Sciences,
Opposite Sector U, DHA, Lahore Cantt., 54792, Pakistan.
1
difference method is discussed by Tinega Abel Kurura, Oduor Okoya and Omolo Ongati [1].
The steady state case of window Josephson junction using Finite element mehtod is studied by
Manolis Vavalis, Mo Muc and Giorgos Sarailidi [2]. P. Kh. AtanasovaEmail, T. L. Boyadjiev,
Yu. M. Shukrinov, E. V. Zemlyanaya [12] discussed static distributions of the magnetic flux
in long Josephson junctions. The Numerical simulations of long Josephson junctions driven
by large external radio-frequency signals is analyzed by G. Rotoli, G. Costabile, and R. D.
Parmentier [13]. J. G. Caputo, N. Flytzanis, E. A. Vavalis [14] discussed a semi-linear elliptic
PDE model for the static solution of Josephson junctions. Numerical Study of a system of long
Josephson junctions with inductive and capacitive couplings are studied by I. R. Rahmonov ,
Yu. M. Shukrinov , A. Plecenik , E. V. Zemlyanaya and M. V. Bashashin [15].
In all above mentioned researches they have used integer order time derivative in their
models. But it has been validated by experiments that the physical models involving continuous
evolution are better modeled by employing fractional derivatives. These models keep tracks
and memory of previous deformations which helps to give more accurate physical simulations
as compared to integer order time derivatives.
In this article the evolution of the phase difference between the macroscopic wave functions of
the two superconductors across a long inline Josephson junction, in voltage state and under the
influence of magnetic field, is modeled using fractional time derivatives instead of integer order
time derivatives. The model is then solved using the Finite element scheme along with Finite
difference method. Quantities of interest, i.e, phase difference, Josephson current density and
voltage, are then studied graphically. The effect of various parameters involved in the model,
on the aforementioned quantities of interest are then discussed in detail.
The mathematical formulation of the model is presented in Section section 2. In Section
section 3 the numerical solution of the model using finite element-finite difference scheme is
discussed. Error analysis and convergence of the numerical scheme is presented in Section
section 4. Graphical results and their discussions are given in Section section 5 and conclusion
is given in Section section 6.
2 Mathematical Formulation
Definition 2.1. The Caputo left sided fractional derivative of order α , where α ∈ C and
ℜe{α} > 0 , of a complex valued function f(t), t ∈ R , with respect to t is defined as [5]
∂α
∂tα
f(t) = ∂αf(t) =
1
Γ(m− α)
ˆ t
0
( t− τ )m−α−1 ∂
m
∂τm
f(τ) dτ
where m ∈ N is such that m− 1 < ℜe{α} < m.
Here Γ(·) denotes the Euler Gamma function defined as:
Γ(z) =
ˆ
R
ξz−1e−ξ dξ, z ∈ C ,ℜe{z} > 0
Remark 2.2. If α ∈ R then the fractional derivative ∂αf(t) converges to usual derivative of
integer order ∂mf(t) as α→ m ∈ N, where m− 1 < α < m. [5]
Proposition 2.3. Let α ∈ C such that ℜe{α} > 0 and m− 1 < ℜe{α} < m for some m ∈ N.
Then for s ∈ C such that ℜe{s} > 0 we have: [5]
∂αts =
Γ(s+ 1)
Γ(s+ 1− α) t
s−α, ∀t > 0
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2.1 Governing equations of the model
In this article we consider a long Josephson junction with length 2L . So 2L ≫ λJ , here λJ is
the Josephson penetration depth [7]. The junction lies in the y-z plane. To make the model
simpler and one-dimensional the width W of the junction is kept very small as compared to λJ .
i.e. W≪ λJ . In this case the phase difference ϕ will vary only along the length of the junction
i.e along z-axis [7]. We have chosen the origin of the coordinate system at the midpoint of the
length of the junction.The barrier thickness is d and its area is A. A constant external magnetic
field Bex is applied across the junction in the y-direction. So Bex = Bexy jˆ. A constant current,
applied in the negative x -direction, is maintained across the junction . Let J be the density
of the total current flowing through the junction. So J = Jx iˆ and we consider Jx > Jc, here
Jc is the maximum Josephson current density. So under these circumstances the Josephson
junction resists in the voltage state [7]. In long Josephson junction magnetic field generated by
Josephson current cannot be neglected [7], so the total magnetic field B through the junction
includes both the externally applied magnetic field and the one generated by Josephson current.
For the geometry in Fig. fig. 1 [7] the total magnetic field B will still point in the y-direction
and it will vary only along the z -direction i.e. B(z, t) = By(z, t) jˆ and we can write: [7]
Figure 1: Josephson Junction
∂ϕ(z, t)
∂z
=
2πtBBy(z, t)
Φ0
(1)
Where Φ0 =
h
2e is the magnetic flux quantum , tB = d + λL1 + λL2 , λL1 andλL2 are the
London penetration depth of the two superconductors respectively across the junction and d is
junction’s thickness.
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Using fractional form, with respect to time t, of Ampere’s law, given in [16]-[17]
∇×B = µ0J+ µ0ǫǫ0
η1−α
∂αE
∂tα
(2)
where E is the electric field, ǫ is the dielectric constant of the junction material and η is an
arbitrary quantity with dimension of [T]. Since current is flowing only in the x -direction, so E
will point in the x -direction and will vary along the z -direction i.e. E(z, t) = Ex(z, t) jˆ. So (2)
becomes,
− ∂By(z, t)
∂z
= µ0Jx(z, t) + µ0ǫǫ0
∂αEx(z, t)
∂tα
(3)
Now (1) implies,
∂By(z, t)
∂z
=
Φ0
2πtB
∂2ϕ(z, t)
∂z2
(4)
Now let V(z,t) be the voltage across the junction. So
Ex(z, t) = −V (z, t)
d
.
On the same line of argument given in [16]-[17] the fractional form, with respect to time t, of
Josephson second equation(phase-voltage relation) can be written as:
1
η1−α
∂αϕ(z, t)
∂tα
=
2π
Φ0
V (z, t) (5)
So,
∂αEx(z, t)
∂tα
= − Φ0
2πdη1−α
∂2αϕ
∂t2α
(6)
Now the total current density Jx would have contributions from three different types which
are Josephson current(or supercurrent) density (Js) , normal current(or resistive current) den-
sity (JN ) and bias current density (Jbias). [7]
Jx = −Js − JN + Jbias (7)
Negative sign because the current is flowing in negative x -direction.Now,
JN =
σ0V
A
=
σ0Φ0
2πAη1−α
∂αϕ
∂tα
, (8)
Where σ0 is the resistivity of the junction. Now from Josephson first equation (phase-current
relation) we have,
Js = Jc sin (ϕ) (9)
Substituting (8) and (9) in (7), we get
Jx(z, t) = −Jc sin (ϕ(z, t))− σ0Φ0
2πAη1−α
∂αϕ
∂tα
+ Jbias (10)
Substituting (4),(6) and (10) in (3) and simplifying, we get,
− ∂
2ϕ(z, t)
∂z2
+
1
c2η1−α
∂2αϕ(z, t)
∂t2α
+
β
c2η1−α
∂αϕ(z, t)
∂tα
+
1
λJ
2 sin (ϕ(z, t)) =
Jbias
JcλJ
2 (11)
4
where c =
√
d
ǫǫ0µ0tB
, β =
σ0
C
and λJ =
√
Φ0
2πµ0tBJc
C =
ǫǫ0A
d
is the capacitance of the junction
2.2 Initial and Boundary Conditions
Initially the voltage V across the junction is 0. So from Josephson second equation we have:
∂ϕ
∂t
(z, 0) = 0 (12)
In case of inline junction the Neuman boundary is given by[7]:
∂ϕ
∂z
(−L, t) = 2πtB
Φ0
(
By
ex − Iµ0
2W
)
and
∂ϕ
∂z
(L, t) =
2πtB
Φ0
(
By
ex +
Iµ0
2W
)
(13)
where I is the total current flowing through the junction.
Since L≫ λJ . Lets take L = 10λJ . We take following boundary conditions:
∂ϕ
∂z
(−10λJ , t) = 0.00189
λJ
and
∂ϕ
∂z
(10λJ , t) =
0.00163
λJ
(14)
For ϕ(z, 0) we take a particular solution of the stationary Sine-Gordon equation as our initial
phase difference given in [7]:
ϕ(z, 0) = 4 arctan
(
exp
( z
λJ
− 0.1√
1− c2
))
(15)
Here we take c = 0.9. So the final model becomes:

−∂
2ϕ(z, t)
∂z2
+
1
c2η1−α
∂2αϕ(z, t)
∂t2α
+
β
c2η1−α
∂αϕ(z, t)
∂tα
+
1
λJ
2 sin (ϕ(z, t)) =
Jbias
JcλJ
2
∂ϕ
∂z
(−10λJ , t) = A
λJ
∂ϕ
∂z
(10λJ , t) =
B
λJ
ϕ(z, 0) = 4 arctan
(
exp
( z
λJ
− 0.1√
1− c2
))
and
∂ϕ
∂t
(z, 0) = 0
(16)
where A = 0.00189 and B = 0.00163
2.3 Non-dimensionalization of the Model
To non-dimensionalized the IBVP we use following dimensionless quantities:
zˆ =
z
λJ
, tˆ =
ct
λJ
(17)
As λJ has dimension of [L] and c has dimension of [LT
−1] Substituting (17) in (16) and ignoring
hats, we get following dimensionaless model:

−∂
2ϕ
∂z2
+ γ2
∂2ϕ
∂t2
+ γ1
∂ϕ
∂t
+ sin (ϕ) = λ
∂ϕ
∂z
(−10, t) = A , ∂ϕ
∂z
(10, t) = B
ϕ(z, 0) = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
,
∂ϕ
∂t
(z, 0) = 0
(18)
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where γ1 =
βλJ
2−α
(c)
2+α , γ2 =
1
(c)
2(α−1)
λJ
2(α−1)η1−α
and λ = Jbias
Jc
3 Finite Difference-Finite Element appprximation scheme
In this section a numerical scheme is developed to find the approximate solution of the model
(18). Finite difference method is used to discretize time variable while space variable is dis-
cretized using finite element method.
3.1 Spaces and Notations
L2(Ω ) denotes the space of square integrable functions over the domain Ω = [−10, 10].L2(Ω )
is equipped with following inner product and norm:
( f, g )L2( Ω ) :=
ˆ
Ω
fg dz and || f ||L2( Ω ) :=
(ˆ
Ω
| f |2
) 1
2
dz f, g ∈ L2(Ω ) (19)
In this article we will denote ( f, g )L2( Ω )simply by( f, g ). We also define,
〈 f, g 〉 :=
(
∂f
∂z
,
∂g
∂z
)
(20)
Hm(Ω ) denotes Sobolev space of order m > 0 over the domain Ω = [−10, 10].Hm(Ω ) is
equipped with following inner product and norm:
( f , g )Hm :=
m∑
i=0
(
dif
dzi
,
dig
dzi
)
and || f ||Hm( Ω ) :=
m∑
i=0
( ∣∣∣∣
∣∣∣∣ difdzi
∣∣∣∣
∣∣∣∣
2
L2( Ω )
) 1
2
f, g ∈ Hm(Ω )
(21)
We define following differential operator:
Lαt [ξ(.)](t) :=
(
γ2
∂2α
∂t2α
+ γ1
∂α
∂tα
)
[ξ(t)] (22)
3.2 Finite Difference approximation
Let tk = τk for k = 0, 1, · · · ,m and τ = Tm, T > 0 , is the time step size. Consider the
following approximations of first order time derivatives for 0 ≤ k < m
∂ϕ
∂t
(z, t) ≈ ∂ϕ
∂t
(z, tk+1) ≈ ϕ(z, tk+1)− ϕ(z, tk)
τ
for tk ≤ t ≤ tk+1 (23)
Initial conditions in (18) yield,
ϕ(z, t0) ≈ 4 arctan
(
exp
(
z − 0.1√
1− c2
))
≈ ϕ(z, t1) (24)
Consider the following approximation of second order time derivative for 0 ≤ k < m− 1
∂2ϕ
∂t2
(z, t) ≈ ∂
2ϕ
∂t2
(z, tk+2) ≈ ϕ(z, tk+2)− 2ϕ(z, tk+1) + ϕ(z, tk)
τ2
for tk+1 ≤ t ≤ tk+2 (25)
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Fractional order time derivative ∂αt ϕ (0 < α < 1) can be approximated using the scheme given
by[9]-[10]. For 0 ≤ k < m,
∂αϕ
∂tα
(z, tk+1) =
1
Γ(1− α)
s=k∑
s=0
ˆ (s+1)τ
sτ
∂ϕ(z, ω)
∂ω
1
(tk+1 − ω)α dω
=
1
Γ(1− α)
s=k∑
s=0
ϕ(z, ts+1)− ϕ(z, ts)
τ
ˆ (s+1)τ
sτ
1
(tk+1 − ω)α dω
= Cα
[
ϕ(z, tk+1)− ϕ(z, tk)
]
+ Cαζ
α
k [ϕ] (26)
where ζαk [ϕ] =
p=k∑
p=1
[
ϕ(z, tk−p+1)− ϕ(z, tk−p)
]
bαp for 0 ≤ k < m (27)
ζα0 [ϕ] := 0, Cα =
τ−α
Γ(2− α) and b
α
p =
[
(p+ 1)1−α − p1−α]
(24) implies that ζα1 [ϕ] = 0 .
Similarly fractional order time derivative ∂2αt ϕ (0 < α < 1) can be approximated again
using the scheme given in [9]-[10]. So for 0 ≤ k < m− 1,
∂2αϕ
∂t2α
(z, tk+2) = C2α
[
ϕ(z, tk+2)− 2ϕ(z, tk+1) + ϕ(z, tk)
]
+ C2αζ
2α
k [ϕ] (28)
where ζ2αk [ϕ] =
p=k∑
p=1
[
ϕ(z, tk−p+2)− 2ϕ(z, tk−p+1) + ϕ(z, tk−p)
]
b2αp 0 ≤ k < m− 1 (29)
ζ2α0 [ϕ] := 0, C2α =
τ−2α
Γ(3− 2α) and b
2α
p =
[
(p+ 1)2(1−α) − p2(1−α)]
Using (26) and (28) in (22) Lαt [ϕ](t) can be approximated as (for 0 ≤ k < m− 1):
Lαt [ϕ](tk+2) =
(
γ1
∂2α
∂t2α
+ γ1
∂α
∂tα
)
[ϕ](tk+2)
≈ γ1Cα
[
ϕ(tk+2)− ϕ(tk+1)
]
+ γ1Cαζ
α
k [ϕ] + γ2C2α
[
ϕ(tk+2)− 2ϕ(tk+1) + ϕ(tk)
]
(30)
+ γ2C2αζ
2α
k [ϕ]
3.3 Finite Element Discretization
Form a partition of the domain Ω = (−10, 10) with n sub-domains Ωi = (zi−1 , zi) for i =
1, · · · , n such that
−10 = z0 < z1 < · · · < zn = 10
i.e.
n⋃
i=1
Ωi = Ω and Ωi
⋂
Ωj = ∅ ∀i, j = 1, 2, · · · , n and i 6= j
We consider sub-domains Ωi of equal length, h =
20
n We define a finite dimensional subspace
V 1h (Ω) of H
1(Ω) as follows:
V 1h (Ω) = {vh ∈ H1(Ω) : vh
∣∣
Ωi
∈ Pr(Ωi), ∀ i = 1, · · · , n}
7
where Pr(Ωi) represents space of Lagrange Polynomials of degree at most r over each sub-
domain Ωi ∀ i = 1, · · · , n.
Weak Formulation. Find ϕ ∈ C1([0, T ];H1(Ω)) such that: [5]

〈ψ, ϕ〉+ Lαt (ψ, ϕ) + (ψ, sinϕ) = (ψ, λ) −Aψ(−10) +Bψ(10)
ϕ(z, 0) = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
∂ϕ
∂t
(z, 0) = 0
(31)
for all , ψ ∈ H1(Ω)
Let ϕh represents an approximate solution of ϕ in C
1
(
[0, T ];V 1h (Ω)
)
Discrete Weak Formulation. Find ϕh ∈ C1
(
[0, T ];V 1h (Ω)
)
such that: [5]

〈ψh, ϕh〉+ Lαt (ψh, ϕh) + (ψh, sinϕh) = (ψh, λ)−Aψh(−10) +Bψh(10)
ϕh(z, 0) = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
∂ϕh
∂t
(z, 0) = 0
(32)
for all ψh ∈ V 1h (Ω).
Using the approximations of Lαt [ϕ](t) from (30) in (32) for a particular time tk+2 (0 ≤ k <
m− 1) the discrete weak formulation takes the following form:
Find ϕh(y, tk+2) ∈ V 1h (Ω) such that [5]:

〈ψh, ϕh(z, tk+2)〉 + Lαk+2(ψh, ϕh(z, tk+2)) + (ψh, sinϕh(z, tk+2))
= (ψh, λ)−Aψh(−10) +Bψh(10)
ϕh(z, t0) = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
= ϕh(z, t1)
(33)
for all ψh ∈ V 1h (Ω). Here Lαk+2(ψh, ϕh(z, tk+2)) represents Lαt [(ψh, ϕh)](tk+1).
ϕh(z, t) is defined as follows:
ϕh(z, t) =
Dh∑
p=1
ϕhp(t)φ
h
p (z) where z ∈ Ω ϕhp (t) = ϕh(zp, t) (34)
where {φhp(z)
∣∣p = 1, · · · , n} forms a basis of V 1h and Dh = dim(V 1h ). By choosing ψh as φhp for
different values of p = 1, · · · , Dh in (33), following system of non-linear equations is obtained
for each 0 ≤ k < m− 1 :

A
h[ϕhk+2] +M
hLk+2([ϕhk+2]) +Gh(ϕhk+2) = Fh
[ϕh0 ] = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
= [ϕh1 ]
(35)
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Where ∀ p, q = 1, · · · , Dh,
(Ah)pq = (φ
h
p , φ
h
q ) =
1
h
(
1 −1
−1 1
)
(Mh)pq = 〈φhp , φhq 〉 =
h
6
(
2 1
1 2
)
(Gh(ϕhk+1))p = (sin(ϕ
h), φhp ) =
h
ϕhi+1 − ϕhi


cos(ϕhi )−
sin(ϕhi+1)
ϕhi+1 + ϕ
h
i
+
sin(ϕhi )
ϕhi+1 − ϕhi
− cos(ϕhi+1) +
sin(ϕhi+1)
ϕhi+1 − ϕhi
− sin(ϕ
h
i )
ϕhi+1 − ϕhi


(Fh)p = (λ, φ
h
p ) =
λh
2
(
1
1
)
for for 1 < p < Dh
(Fh)1 =
(
λh
2 −A
λh
2
)
for p = 1
(Fh)Dh =
(
λh
2
λh
2 +B
)
for p = Dh
A code has been developed in MatLab R2015a to solve the system (35)
4 Error Analysis and Scheme convergence
In this section, the convergence and the numerical error analysis of the scheme developed in
previous section are discussed. The theoretical predication for the error is then compared with
the one obtained using the numerical scheme. The two are found in good agreement with
each other thus validating the numerical scheme developed in previous section. The theoretical
error estimates of the problems of type under consideration in this article is demonstrated by
following theorem .
4.1 Theoretical Error Predictions
Theorem 4.1. If ϕ(z, t) is exact solution of (18) and ϕh(z, tk+1) is solution of the problem
(35), which is approximate solution of (18) at time step tk+1, then there exist a constant C > 0,
independent of space step size h and time step size τ such that:∥∥ϕ(z, tk+1)− ϕh(z, tk+1)∥∥L2(Ω) ≤ C(hr+1 + τ2) 0 ≤ k < m∥∥ϕ(z, tk+1)− ϕh(z, tk+1)∥∥H1(Ω) ≤ C(hr + τ2) 0 ≤ k < m
where r is the degree of the Lagrange polynomials used as the basis for V h(Ω)
Proof. The proof of above error estimates can be derived by using similar reasonong given in
[9]- [10].
For the model under consideration in this article, linear Lagrange polynomials are used as
the basis functions of the space V 1h (Ω), so here r = 1.
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Figure 2: Validation of Numerical Scheme
4.2 Numerical Error Estimates and Scheme validation
To compare the theoretical and numerical error estimates of the scheme developed in the pre-
vious section, an exact solution of the model (18) is fabricated by adding an artificial term
Fart(z, t) on the left side of (18) [5]. So we get:

−∂
2ϕ
∂z2
+ γ2
∂2αϕ
∂t2α
+ γ1
∂αϕ
∂tα
+ sinϕ = λ+ Fart(z, t)
∂ϕ
∂z
(−10, t) = A ∂ϕ
∂z
(10, t) = B
ϕ(z, 0) = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
∂ϕ
∂t
(z, 0) = 0
(36)
The fabricated exact solution ϕex(z, t) should be smooth and satisfy the IC’s and BC’s of (18).
We choose ϕex(z, t) to be:
ϕex(z, t) = 4 arctan
(
exp
(
z − 0.1√
1− c2
))
+ t2
Substituting ϕex(z, t) in (36) and then solving for Fart(z, t) , we get:
Fart(z, t) = sin
(
4 arctan
(
exp
(
x− 0.1
√
1− c2
))
+ t2
)
− 4
( exp( x− 0.1√
1− c2
)
(1− c2)
(
exp (
(2(x− 0.1))√
(1− c2)
)
+ 1
)
−
2 exp
(
3(x− 0.1)√
1− c2
)
(1− c2)
(
exp
(
2(x− 0.1)√
1− c2
)
+ 1
)2
)
+
2γ1t
(2−α)
Γ(3− α)
+
2γ2t
(2−2α)
Γ(3− 2α)
(37)
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Figure 3: Surface plots of approximate and fabricated solution
Approximate solution of (36) is then obtained using the same numerical scheme discussed
in the previous section. Errors in the approximate solution of (36) are calculated in L2(Ω) and
H1(Ω) norms using four different values of space step size h. These errors are then converted to
logarithmic scale and then plotted against log(h) in Fig. fig. 2(a). The slopes of the L2(Ω) and
H1(Ω) error curves turns out be 2.02 and 0.98 respectively. According to theoretical predictions
given by above mentioned theorem, the slopes of these two error curves should be (r+1) and r
respectively[5]. Since here linear polynomials are used as basis functions , so the slopes should
be 2 and 1 respectively. So the theoretical error estimate agrees well with the numerical one
which demonstrates that the numerical scheme developed in the previous section is convergent
with the theoretically predicted convergent rates.The approximate and exact solutions of (36)
for the final time (t = 1) are plotted in Fig. fig. 2(b) . The two curves agrees very well. Also
the surface plots of the approximate and exact solutions plotted in Fig. fig. 3, agrees very well.
All these computations validates the numerical scheme developed in the previous section.
5 Simulations and discussions
In this section the effects of various non-dimensional parameters λ , γ1 , γ2 and α on phase
difference ϕ , supper current density Js and voltage V are analyzed in detail with graphical
representations. The effects of various parameters on the quantities of interest discussed above
are plotted for the final time t = 1 in subsequent figures. In Fig. fig. 4 the initial phase
difference (scaled by 2π) and initial supper current density (normalized by maximum Josephson
current density (Jc) ) are displayed. In Fig. fig. 5 the effect of fractional exponent α on the
phase difference, super current density and voltage are plotted. It is observed that with increase
in α phase difference, super current density and voltage decreases. Effect of parameter γ1 on
phase difference, super current density and voltage is displayed in Fig. fig. 6 . The parameter
γ1 is related to the internal properties of the junction and its structure, like conductivity,
capacitance, dielectric constant, London penetration depth, width etc. It is inspected that
phase difference , voltage and super current density decrease as γ increases. Since γ1 is directly
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related to conductivity or equivalently inversely to resistance, so increase in γ1 means increase
in conductivity or decrease in resistance of the junction.So voltage will decrease by V = IR. In
Fig. fig. 7 phase difference, super current density and voltage are plotted for different values
of the parameter γ2. The parameter γ2 was got introduced due to the use of fractional time
derivative. So it is observed that the phase difference, super current density and voltage decrease
with increase in γ2. Similarly in Fig. fig. 8 phase difference, super current density and voltage
are plotted for different values of the parameter λ . The parameter λ is related to the physical
bias current flowing through the junction and the maximum Josephson current density. It is
noticed that phase difference, super current density and voltage all increase as λ increases.
Since λ is directly related to the bias current, so increase in λ means increase in bias current.
Hence voltage will increase as V = IR. In Fig. fig. 9 the evolution of phase difference over the
time interval [0,1] is displaced for two different sets of parameter values.
12
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Figure 4: Initial Phase difference and Josephson current density
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Figure 5: Effect of fractional exponent α on Phase difference, Josephson current density and
Voltage
13
z
-10 -8 -6 -4 -2 0 2 4 6 8 10
pi
0
0.2
0.4
0.6
0.8
1
1.2
γ1 = 0.3
γ1 = 0.8
γ1 = 1.3
γ1 = 1.7
α  = 0.9
γ2 = 0.9
λ   = 1.7
(a) Variation of Phase difference with γ1
z
-10 -8 -6 -4 -2 0 2 4 6 8 10
J s
(z
,1
)/J
c
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
γ1 = 0.3
γ1 = 0.8
γ1 = 1.3
γ1 = 1.7
α  = 0.9
γ2 = 0.9
λ   = 1.7
(b) Variation of Josephson current density with γ1
z
-10 -8 -6 -4 -2 0 2 4 6 8 10
2
pi
 
V
(z
,1
)/Φ
0
-2
0
2
4
6
8
10
12
14
16
γ1 = 0.3
γ1 = 0.8
γ1 = 1.3
γ1 = 1.7
α  = 0.9
γ2 = 0.9
λ   = 1.7
(c) Variation of Voltage with γ1
Figure 6: Effect of γ1 on Phase difference, Josephson current density and Voltage
14
z
-10 -8 -6 -4 -2 0 2 4 6 8 10
pi
0
0.2
0.4
0.6
0.8
1
1.2
1.4
γ2 = 0.3
γ2 = 0.8
γ2 = 1.3
γ2 = 1.7
α  = 0.9
γ1 = 0.5
λ   = 1.7
(a) Variation of Phase difference with γ2
z
-10 -8 -6 -4 -2 0 2 4 6 8 10
J s
(z
,1
)/J
c
-1
-0.8
-0.6
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
γ2 = 0.3
γ2 = 0.8
γ2 = 1.3
γ2 = 1.7
α  = 0.9
γ1 = 0.5
λ   = 1.7
(b) Variation of Josephson current density with γ2
z
-10 -8 -6 -4 -2 0 2 4 6 8 10
2
pi
 
V
(z
,1
)/Φ
0
-5
0
5
10
15
20
25
γ2 = 0.3
γ2 = 0.8
γ2 = 1.3
γ2 = 1.7
α  = 0.9
γ1 = 0.5
λ   = 1.7
(c) Variation of Voltage with γ2
Figure 7: Effect of γ2 on Phase difference, Josephson current density and Voltage
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Figure 8: Effect of λ on Phase difference, Josephson current density and Voltage
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Figure 9: Evolution of phase difference for different parameter values over the time interval
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6 Conclusion
The evolution of the phase difference between the two superconductors across a long inline
Josephson junction, in voltage state and under the influence of magnetic field, is discussed
in this article.Josephson current density and voltage across the junction are also calculated
from the phase difference.Finite element method along with finite difference method is used to
numerically solve the mathematical model describing the evolution of phase difference. Con-
vergence and error analysis of the finite element scheme are also discussed. Effects of different
parameters on phase difference, Josephson current density and voltage are studied graphically.
Phase difference, Josephson current density and voltage all decrease with increase in α and
γ1. Similar trend is found with increase in γ2. But with the increase in λ phase difference,
Josephson current density and voltage increase.
The results graphical results obtained for the phase difference, Josephson current density
and voltage, using fractional time derivative in the model, are almost similar to the ones we
already had for integer order time derivative [7], as the fractional exponent α and γ2 approaches
1.
17
References
[1] Tinega Abel Kurura , Oduor Okoya , Omolo Ongati Finite Difference Solution of (2+1)-
Dimensional Sine-Gordon Equation: A Model for Investigating the Effects of Varying
Surface Damping Parameter on Josephson Current Flowing through the Long Josephson
Junction , International Journal of Science and Research, (2016).
[2] Manolis Vavalis , Mo Mu , Giorgos Sarailidis Finite element simulations of window Joseph-
son junctions, Journal of Computational and Applied Mathematics, (2012.
[3] B.Daya Reddy, Introductory Functional Analysis With Applications to Boundary Value
Problems and Finite Elements, Springer-Verlag, New York, (1998).
[4] Robert G. Bartle, The Elements of Integration and Lebesgue Measure, Wiley-Interscience,
New York, 1995
[5] Muhammad Shoaib Anwar, Amer Rasheed, A microscopic study of MHD fractional inertial
flow through Forchheimer medium, Chinese Journal of Physics,(2017).
[6] Johannes Maximilian Meckbach, Superconducting Multilayer Technology for Josephson
Devices, Karlsruher Institut fr Technologie (KIT), KIT Scientific Publishing, (2013).
[7] Rudolf Gross, Achim Marx, Applied Superconductivity: Josephson Effect and Supercon-
ducting Electronics, Walther-Meiner-Institut, (2005).
[8] Antonio Barone, Gianfranco Paterno, Physics and applications of Josephson effect, Wiley-
VCH, (1982).
[9] A . Rasheed, A . Wahab, S.Q. Shah, R. Nawaz, Finite difference-finite element approach
for solving fractional oldroyd-b equation, Advanced Differential Equations ,(2016).
[10] Y. Lin , C. Xu , Finite difference/spectral approximations for the time-fractional diffusion
equation, Journal of Computational Physics, (2007).
[11] Edward L. Wolf, Gerald B. Arnold, Michael A. Gurvitch, John F. Zasadzinski, Josephson
Junctions: History, Devices, and Applications, Pan Stanford Publishing, (2017).
[12] P. Kh. AtanasovaEmail, T. L. Boyadjiev, Yu. M. Shukrinov, E. V. Zemlyanaya , Numer-
ical modeling of long Josephson junctions in the frame of double sine-gordon equation,
Mathematical Models and Computer Simulations, (2011).
[13] G. Rotoli, G. Costabile, and R. D. Parmentier , Numerical simulations of long Josephson
junctions driven by large external radio-frequency signals, PHYSICAL REVIEW B, (1990).
[14] J. G. Caputo, N. Flytzanis, E. A. Vavalis , A Semi-Linear Elliptic PDE Model for the
Static Solution of Josephson Junctions, Purdue University Purdue e-Pubs, (1993).
[15] I. R. Rahmonov , Yu. M. Shukrinov , A. Plecenik , E. V. Zemlyanaya, M. V.
BashashinNumerical Study of a System of Long Josephson Junctions withInductive and
Capacitive Couplings, The European Physical Journal Conferences ,(2016)
[16] Hosein NasrolahpourA note on fractional electrodynamics , Commun Nonlinear Sci Numer
Simulat ,(2013)
[17] Vasily E. TarasovFractional vector calculus and fractional Maxwells equations, Annals of
Physics ,(2008)
18
