ABSTRACT. Using a representation of analytic measures in terms of a flow built under a function, it is shown that a positive measure is the total variation measure of an analytic measure if and only if the distant future is the zero subspace. This settles a problem posed by Forelli in connection with his generalization of F. and M. Riesz theorems. We also provide another version of Helson's existence theorem.
Introduction.
Let X be a locally compact Hausdorff space on which the real line R acts as a topological transformation group. This means that there is a one-parameter group {Tt}teR of homeomorphisms of X with the property that the mapping of (x,t), Tt(x), is continuous on X x R. Let Cq(X) denote the space of all continuous complex-valued functions which vanish at infinity. The dual space of Co(X) is the space of all bounded complex Baire measures on X and is denoted by M(X). Using {Tt}teR, one may convolve a bounded complex (Baire) function <t> on X or a measure A in M(X) with a function / in L1(dt), the usual Lebesgue space on R. The convolution </> * f is defined by the equation Jx Jx where f(t) = f(-t). The spectrum of a bounded function <j> (resp., a measure A in M(X)), in the sense of spectral synthesis, is then defined to be the hull of its annihilator and will be denoted by sp(çi) (resp., sp(A)). A bounded function <f> (resp., a measure A in M(X)) is said to be analytic if sp(çi) (resp., sp(A)) is nonnegative. A measure in M(X) is called quasi-invariant if its null sets are preserved under the translation by {Tt}teR-Functions of unit modulus are said to be unitary functions.1 Let p be a positive measure in M(X). For each t in R, we let S!Jlt be the closure in L2(p) of those functions in Co(X) whose spectra are contained in (t, oo). The distant future in L2(p) is defined to be the intersection Aten ^*-We refer the reader to [4 and 12] for the basic facts about spectra.
In [4] Forelli showed that the classic F. and M. Riesz theorems hold for analytic measures in M(X). More precisely, his generalization for them states that analytic measures are quasi-invariant. A part in his argument is that if a measure p in M(X) is the total variation measure of an analytic measure, then the distant future in L2(p) is the zero subspace. On the other hand, there are many positive quasiinvariant measures for which the distant future may not vanish. As a converse to F. and M. Riesz theorems, he then raised in [5 and 6] the following PROBLEM What makes a positive measure the total variation measure of an analytic measure?
Our objective in this note is to settle the problem:
THEOREM. Let p be a positive measure in M(X). Then the distant future in L2(p) is the zero subspace if and only if p is the total variation measure of an analytic measure.
In the almost periodic context, Helson [9] observed that the Theorem is true under the condition that p is absolutely continuous with respect to Haar measure (see also [15] ). This result is highly important for invariant subspace theory. However many quasi-invariant measures appear which are singular, and dropping absolute continuity, we cannot make his argument work. The difficulty is partly due to the fact that Szego's theorem may not hold for such measures.
Let us show an instance of the Theorem. Fix a unit vector w in the JVdimensional euclidean space RN, and let R act on the iV-dimensional torus TN by Ttß(x) = ß(x + tw) for each x in RN, where ß is the covering homomorphism of RN onto TN defined by ß(xx,... ,xN) = (elXi,..., eixN). Recall that the dual group of TN is identified with the group ZN of all lattice points in RN. This isomorphism is given by \k(ß(x)) = exp(/(fc|x)) for each k in ZN, where ( | ) denotes the usual inner product on RN. It follows from above definitions that a measure A We remark that this Corollary is classic if N = 1. When the ray through w meets ZN, N > 1, the Corollary follows immediately from the classic case.
In the next section, we establish the notation and present some lemmas which we shall use. In §3, we study the condition that only zero lies in the distant future, and several known results are derived from it as its corollaries. After preparing some lemmas, the Theorem is proved in §4. Then an extension of Helson's existence theorem is provided. We close with some remarks in §5.
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Preliminaries.
We first describe how a version of Ambrose's theorem allows us to assume that our setting has a special form. Some known results are modified to suit our purposes.
Let v be a positive measure on a space fi, and let V be an invertible measurable transformation on the measure space (fl,v). We call V a quasi-automorphism of (Q, v) if v is quasi-invariant with respect to V; that is, null sets are preserved under the translation by V. A one-parameter group of quasi-automorphisms {Vt}teR ig called a quasi-flow on (fi, u) if the mapping of (t,u), V¡w, is measurable on R X fi. Two quasi-flows {Vt}teR on (fi, u) and {V/}tGñ on (fi', v') are said to be isomorphic if there are two invariant null sets N of fi and N' of fi', and an isomorphism T of fi\iV onto n'\N' such that Vtw = T^VJTw for each t in R and for each u in Ü\N.
Suppose that S is a quasi-automorphism of a probability space (Y, p) and that Let p(y, s) be a positive measurable function on X. By setting dp(y, s) = p(y, s) ■ dp(y) x ds, we obtain a positive measure p on X of which the total variation ||p|| satisfies that r ff(y) HmII = / / p(y,s)dp(y)ds.
Jy Jo Let r(y,j) be the function on Y x Z defined by ¡mlns'y) ifj-Vi, T(y,j) = \o ¡fy = 0,
A quasi-flow {Tt}teR on (X, p) is defined by ft(y,s) = (Sjy,s + t-T(y,j)) for p-a.e. (y,s) in X if r(y,j) < s + t < r(y,j+l). This quasi-flow is said to be built up by (Y, p, F(y),p(y, s),S), and is an analogue of the one introduced by Ambrose [1] .
Let X, M(X), and {Tt}teR be as in §1, and let p be a positive quasi-invariant measure in M(X). Then, for an invariant subset E of X, the restriction ps of p to E is also quasi-invariant. We denote by P the set of all fixed points of {Tt}teR-Suppose that E is an invariant subset of X\P with p(E) > 0. Then {Tt}teR may be regarded as a quasi-flow on the measure space (X, pE) without fixed points. We notice that such quasi-flow is proper, that is, if a Baire set is not null, then it has a Baire subset B so that pE((X\B)r\TtoB) > 0 for some i0 in R (cf. [2, Definition 7] ). Kubo and others have shown that there is a sequence {Ej\j -1,2,...} of disjoint invariant sets such that X\P -\S°=X Ej and each quasi-flow {Tt}teR on (X,pEj) is, in a measurable fashion, isomorphic to a quasi-flow built under a function (see [11, Theorem 3 and Remark 3.1] and see also [16] for minimal flows).
On the other hand, it is easy to see that if p(P) > 0, then the positive measure Pp is analytic and the distant future in L2(pp) is the zero subspace. Therefore, by putting pj = pEj, we obtain the following LEMMA 1. Let p be a positive quasi-invariant measure in M(X), and let P be the set of all fixed points of {Tt}teR-Then there is a sequence {pj',j -1,2,... in MQ(X), we will always identify X, {Tt}teR, and dp with X, {Tt}teR, and p(y, s)dp(y) x ds, respectively. However, since we may not consider continuity on X, it is helpful to note a property of the distant future in L2(p). Let SHt be as in §1, and let £(t,oo) be the space of all functions ç6 in L°°(p) whose spectra are contained in (i, oo). Then 0Jlt equals the closure [£(t,oo)]2 of £(t,oo) m L2(p). In fact, if <j) lies in [Z(t,oo)\2 Q 9Pît, then sp(e6 • dp) is contained in [-t, oo). This implies that <f> is orthogonal to £(t,oo) m ¿2(p) (cf. [4, pp. 50-51]), so c6 must be null. Thus we may define the distant future without the aid of continuous functions. The measurable transformation crofYxR onto itself is defined by <r(y,t) = (Sy,t-F(y))
for dp,xdi-a.e. (y,t) in Y xR. Observe that the hypotheses on F imply that Y xR is the disjoint union \J°fL_00 ffJ'P0-Define the mapping TtofYxR onto X by n(y,t) = (Sjy,t-T(y,j)) if T(y,j) <t< f(y,j + 1) for dp x di-a.e. (y,t) in Y x R. Every function <¡> on X has the automorphic extension to Y x R defined by 4>*(y,t) =<j>on(y,t)
for dp. x dt-a.e. (y,t) in Y x R. Similarly the measure dp(y,s) =p(y,s)dp(y) x ds has also the automorphic extension p* of cr-finite measure on Y x R defined by
for each measurable subset EofYxR.
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use LEMMA 2. Let p be a measure in MQ(X) associated with (Y,p,F(y),p(y,s),S).
Then there is a positive function U(y,t) in Lx(dp x dt/(l + t2)) such that the automorphic extension p# of p may be represented as (2.4) dp*(y,t) = U(y,t)d~p(y)xdt.
PROOF. Let p(y) be the Radon-Nikodym derivative dp o S/dp(y), and define the measurable function U(y, t) on Y X R by
for dp, x dt-a..e. (y,t) in o~3(X). We see easily that dp*(y,t) = U(y,t)dp(y) X dt.
Let m be as in (2.1). Observe then that |i| > m • min(|j|, \j -1|) on cr3(X). From this fact, we find a constant Co so that
Hence U(y,t) lies in L1(dp x dt/(l + t2)), and this completes the proof. We denote by Hp(dt), 1 < p < oo, the usual Hardy spaces on R. Let is bounded and the function of t, f(y,t), lies in H1(dt) for p-a.e. y in Y. Then°°( p#) becomes a Banach space with the norm N^,. Recall that £(o,oo) denotes the space of all functions in L°°(p) which have positive spectra. It is easy to see that the restriction of $ to M°°(p#) is a bounded linear mapping of #°°(p#) into C(o,oo) whose norm is at most one.
The next lemma follows from the definition of spectra, so the proof is omitted.
LEMMA 3. Let p, H°°(p#), and £(o,oo) be as above, and let U(y,t) be the function defined in (2.4). Then for a function <f> in L1(p), the following assertions are equivalent:
(i) 4>dp is an analytic measure in M(X), (ii) <j)dp is orthogonal to Z(o,<x>), (iii) 4>#dp# is orthogonal to M°°(p#), and (iv) the function oft, <j>#(y,t)U(y,t), belongs to H1(dt/(l + t2)) for p-a.e. y in Y.
We now suppose that p is a positive quasi-invariant measure in M(X). Let H°°(p) be, for obvious reasons, the space of all analytic functions in L°°(p). It follows from the definition of spectra that <j> lies in H°° (p) if and only if the function of t, 4>(Ttx), lies in H°°(dt/(l + t2)) for p-a.e. x in X. Then H°°(p) is a closed subalgebra of L°°(p) containing constants.
The following direct consequence of Lemmas 1 and 3 will be used in what follows.
LEMMA 4. Let p be a positive quasi-invariant measure in M(X), and let H°°(p) be as above. Suppose that 4>dp is analytic for some çS in L1(p). Then Ofidp is also analytic for each 6 in H°° (p).
We refer to [8] for results about classical Hardy spaces on R. Analyticity in our setting can be found in [10 and 7, Chapter VII].
3. Distant future. We characterize the circumstances under which the distant future is the zero subspace by means of the automorphic extension of a measure in MQ(X). By Lemma 1, our result yields several known facts when it is specialized suitably. (ii) the function of t, logU(y,t), belongs to L1(dt/(l + t2)) for p-a.e. y in Y, and (iii) for a given e > 0, there is a function c/> in L°°(p) such that ||1 -\<f>\ Hoc < e, and 4>dp is an analytic measure. In particular, we can make such <j> satisfy that -e < log \(¡>(x)\ < 0 for p-a.e. x in X.
PROOF, (i) implies (ii). Observe first that it follows from Lemma 2 and Fubini's theorem that the function of t, U(y, t), lies in L1(dt/(1 +12)) for p-a.e. y in Y. We let Eq be the set of all y in Y satisfying r°° ¿t (3.1) j \ogU(y,t)Y^i = -oo.
Suppose that p(Eq) is positive. Since U(y,t + F(y)) = U(Sy,t)d^(y), and U(y,t-F(y)) = U(S-1y,t)^p-(y), we see that Sy and S_1y lie in Eo for p-a.e. y in Eq. So Eq is invariant with respect to 5. If we put E = {(y, s);0 < s < F(y) for y in Eo}, then p(E) is also positive and E is invariant with respect to {Tt}teR-Notice that IE(y,t) = lE0(y)
for dp, x dt-&. 
H9°(dt/(l +12)) in the weak'-topology of L°°(dt/(1 +12)). This implies that there is a p-null set N such that (3.2) holds for all / in H?°(dt/(l+t2)) and all y in Y\N.
On the other hand, it follows from (3.1) and Szegö's theorem that the closure of Hf°(dt/(l + t2)) in L2(U(y,t)dt/(l + t2)) is L2(U(y,t)dt/(l + t2)) for p-a.e. y in Eo, so we can see by (3.2) that (i¡)lE)*(y, t) = 0 on Y x R. Therefore, ijjIe must be null in L2(p). This shows that the nonzero subspace IeL2(p) is contained in 97lr for all r in R. Consequently, the distant future in L2(p) includes IeL2(p), thus we have a contradiction.
(ii) implies (iii). It follows from (ii) and a property of outer functions that there is a function h(y,t) in L1(dp x dt/(\ +12)) satisfying that \h(y,t)\ -U(y,t) and the function of t, h(y,t), lies in H1(dt/(l + t2)) for p-a.e. y in Y. Let e > 0 be given, and define Î3 3Ï vívÚ-í1 if (2/, í) lies in X, (â.ô) v[y, t) -| cj_2 .f ^ ¿) lieg .n ctJ(x)) . ^ ŵ here the constant c satisfies 0 < c^--0j-2 < e. Since F(y) is bounded away from zero, an easy calculation shows that the function of t, log v(y,t), lies in L1(dt/(\ + t2)). By the same way as above, we may find a function f(y,t) in L1(dp x dt) such that \f(y, t)[ -v(y, t) and the function of t, f(y, t), lies in H1(dt).
Let us show that the bounded function, <j> = <&(fhU *), has the desired properties. In fact, if ib lies in £(o,oo)> then we see that J rl>(x)d>(x)dp(x) = j j ^*(y,t)f(t)h(y,t)U-1(y,t)dp*(y,t) YxR = f f ^*(y,t)f(t)h(y,t)d~p(y)dt JY J -co = 0 by (2.4). Therefore by Lemma 3 we see that <f>dp is analytic. On the other hand, since h(y, t)U~1(y, t) is a unitary function on Y x R, it follows from (2.5) and (3.3) that <j> satisfies ||1 -\<j>\ ||oo < e. Furthermore, let £i > 0 satisfy -S < log(l -£i)/(l + £i) for a given e > 0. By what we have just shown, there is a function <¡>x such that <f>idp is analytic and ||1 -|(/>i| ||oo < £i-Since (1 -£i)/(l + £i) < |ç6i(x)|/(l + £i) < 1, the function <j> = c6i(x)/(l + £i) satisfies the desired inequality.
(iii) implies (i). Let ci be a function such that \ < ]<i>(x)] < § and qbdp is analytic. Since <f>dp is analytic, the distant future in L2(\<f>]dp) is the zero subspace (see [4, Theorem 2] ). Since the norms in L2(p) and L2(\4>\dp) are equivalent, we see that (i) holds, and the proof is complete.
The next corollary follows from Lemma 1 and Proposition 1.
COROLLARY 1 (FORELLI [5])
. Let p be a positive quasi-invariant measure in M(X). Suppose that the distant future in L2(p) is the zero subspace. Then there is a function <f> such that \<j>] < 1, p is absolutely continuous with respect to (j>dp, and <j>dp is analytic. . If we put dp(x) = w(x)dv(x), then dp*(y,t) = w#(y,t)dv(y) X dt by (2.4). So it follows from (3.4) and Proposition 1 that there is a function ib in L°°(v) such that ib is bounded away from zero and ipwdu is analytic. Since log |i/>|-1 is also bounded, we may choose a function 9 in H°°(u) such that |0| = |^|-1 by Szegö's theorem. Therefore it follows from Lemma 4 that the function (f> -9i¡>w satisfies the desired property.
oo
We notice that if logw lies in Ll(v), then (3.4) holds by Fubini's theorem. However an example shows that the converse implication is false [10, Chapter 3, §3]. We will extend Corollary 2 to the case of arbitrary positive quasi-invariant measures in the next section.
Let p be a positive quasi-invariant measure in M(X). We write p(x,t) for the Radon-Nikodym derivative dpoTt/dp(x).
It was shown that p(x,t) may be chosen to be measurable with respect to dp x dt (see [13, §2] ). Suppose that p is a measure in MQ(X) associated with (Y,p,F(y),p(y,s),S).
It follows from (2.3) and (2.4) that if E is a Baire subset of X, then we have poTt(E)= jjIE(y,s-t)dp#(y,s)
¡E(y, s -t)U(y, s)dp(y)ds IeÍV, s)U(y, s + t)U'1(y, s)dp(y, s) x for each t in R by regarding E as a subset ofYxR.
This shows that p(x,t) = p((y,s),t) = U(y,s-t)U~1(y,s) for p-a.e. x = (y,s) in X. k)
x[(h + ih)(S3+ky,t-r(y,j + k))\dp(y)dt Then by Fubini's theorem, it is clear that $(/i + ih)*(y,t) belongs to L1(dp x dt/(l + t2)) as well as the function of t, <b(h + ih)(y,t), and lies in H1(dt/(l + t2)) for p-a.e. y in Y. We then set <ß = exp$(h + ih). Since Re$(h + ih) EiK-i^fe^iioc <6oE5_J < ïô-j=0 j=0
Then it follows from the bounded convergence theorem that fF(y) / oo A G(y) = yo log 1 + ^(-ly^qjQMt) dt.
Since $ is a bounded linear mapping of L1(p#) into L1(p), we see also that PROOF. By virtue of Lemma 1, we may assume that p is a measure in MQ(X) associated with (Y, p, F(y),p(y, s), S). Our hypotheses assure that there is a function h(y,t) in L°°(dp x dt) such that \h(y,t)\ = w#(y,t) and that the function of t, h(y,t), lies in H°°(dt/(1 +12)) for p-a.e. y in Y. Let 6 be as in (4.7). By using the auxiliary function defined in (3.3), we may find a function <b2 in L°°(p) so that 4>2w lies in Hoc(p) and that -\8 < log|çi2(x)| < 0 on X. Let ifto be the same function in the proof of the Theorem. Then we similarly choose a positive function 9X such that 9xibo lies in H°°(p) and >-F(y) log^tPoMy^ldt = 0 /o for p-a.e. y in Y. Therefore it follows from Lemma 5 that there is a function <p3 in H°°(p) so that |^£>31 = |0ii/>oc¿>2|_1-Hence (¿39xibo<b2w is a desired analytic function on X, and the proof is complete.
Remarks,
(a) Let A be the closed subalgebra of all analytic functions in Co(X), and let ^0 be the subspace of all functions in A whose spectra are positive. Then vlo is an ideal of A. Recall that the space of all analytic measures coincides with the annihilator in M(X) of Ao (see [4, Proposition 2] ). Since our proofs do not mention the continuity of {Tt}teR, we may extend the Theorem to more general quasi-flows. However, for the above reason, analytic measures have an important significance in relation to A. So it seems that our restriction is proper.
(b) Let p be a positive measure in M(X) for which the distant future in L2(p) is the zero subspace. We do not know what kind of analytic measures have the total variation measure p. For instance, suppose that p is a measure in MQ(X) associated with (V, p, F(y),p(y, s),S). The Theorem asserts that there is a unitary function 9 on X such that the function of t, 9*(y, t)U(y, t), lies in H1(dt/(1 +12)) for p-a.e. y in Y, where U(y,t) is the function in (2.4). When can we choose such 9 with the property that the function of t, 9&(y,t)U(y,t), is an outer function in H1(dt/(l + t2))? This question is connected with a longstanding problem, and perhaps analytic cocycles would play an important role in this direction (cf. [10, Chapter 5, §4 and 7, Chapter VII, Theorem 7.8]).
