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Re´sume´
L’alignement local multiple et sans indels est une proce´dure classique en bioinfoma-
tique. Elle consiste a` de´terminer a` partir d’un ensemble de se´quences suppose´es apparente´es
les n facteurs non recouvrants de taille W qui sont maximalement conserve´s. La mesure de
conservation classiquement utilise´e est l’entropie relative. Quatre mode`les de contraintes
concernant la re´partition autorise´e des facteurs choisis sont conside´re´s : 1) exactement
un facteur par se´quence, 2) au plus un facteur par se´quence, 3) au moins un facteur par
se´quence, 4) ze´ro, un ou plusieurs facteurs par se´quence. Dans la litte´rature, le proble`me est
principalement aborde´ d’un point de vue statistique. Nous proposons de l’approcher sous
la forme d’une optimisation combinatoire par voisinage. L’optimisation est effectue´e par
un grimpeur strict sur deux fonctions de voisinage spe´cifiques. Nous montrons que cette
approche plus simple est souvent pre´fe´rable en terme de temps CPU ainsi qu’en terme
de nombre d’e´valuations de la fonction objectif. Nous proposons e´galement une nouvelle
fonction objectif : l’entropie recouvrante, laquelle est de´die´e a` l’alignement de se´quences
prote´iques. Cette fonction permet, contrairement a` la fonction classique, de prendre en
compte le fait que certaines substitutions d’acides amine´s sont plus probables que d’autres.
L’entropie recouvrante pre´sente des avantages significatifs, aussi bien du point de vue de la
reconnaissance du signal (pertinence biologique), que de son effet favorable sur le paysage
d’exploration, rendant l’optimisation par le grimpeur strict significativement plus efficace.
Une imple´mentation appele´e Nomad (Neighborhood Optimization for Multiple Alignment
Discovery) est disponible sur www.expasy.org/tools/nomad.html.
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Chapitre 1
Introduction et motivations
L’analyse informatique des donne´es issues de la biologie, et en particulier de la biologie
mole´culaire a donne´ naissance a` une nouvelle discipline : la bioinformatique. Cette disci-
pline a connu un essor conside´rable depuis une quinzaine d’anne´es car de grandes quantite´s
de donne´es, en particulier de se´quences d’ADN et de prote´ines, ont e´te´ rendues disponibles
graˆce a` des techniques de laboratoire, rendant le processus de se´quenc¸age de masse pos-
sible. Le se´quenc¸age est le proce´de´ qui consiste a` de´chiffrer l’enchaˆınement des compose´s
de base qui constituent la se´quence de ces macromole´cules line´aires. Plus qu’un simple
service a` l’intention des biologistes, la bioinformatique a ouvert de nouveaux domaines de
recherche, qui utilisent des concepts issus aussi bien de l’informatique, des statistiques que
des mathe´matiques.
Le travail pre´sente´ dans cette the`se porte sur le proble`me de l’alignement multiple de
se´quences de biopolyme`res, et en particulier des se´quences de prote´ines. Cette proce´dure,
centrale en bioinformatique, consiste a` comparer deux se´quences ou un ensemble de se´-
quences afin de re´ve´ler des similarite´s entre elles. Lorsque ces similarite´s sont suffisamment
fortes, ou suffisamment significatives, on peut alors supposer leur homologie, comple`te ou
de certaines re´gions de leur se´quence. Le terme d’homologie a une signification pre´cise,
qui indique que ces se´quences ont e´te´ produites a` partir d’une meˆme se´quence ancestrale,
par transformations successives au cours de l’e´volution. Bien que l’homologie n’est jamais
directement e´tablie, une similarite´ significative au niveau de la se´quence la rend tre`s pro-
bable.
Le type de donne´es que nous traitons se pre´sente sous la forme d’un texte, e´crit sur
un cardinal de taille quatre pour l’ADN, et de taille vingt pour les prote´ines. Il est certes
re´ducteur de re´sumer ces mole´cules a` un simple texte, ne permettant pas de mode´liser
leur structure, leur conformation spatiale et leurs proprie´te´s physico-chimiques. Il ap-
paraˆıt pourtant que la se´quence, c’est a` dire l’ordre d’enchaˆınement des compose´s de base,
contient une grande partie de l’information permettant la caracte´risation de ces mole´cules.
L’analyse et la comparaison de ces se´quences permet de re´ve´ler beaucoup d’e´le´ments sur
leurs fonctionnalite´s, ainsi que sur leur histoire e´volutive.
Nous allons poursuivre cette introduction par une pre´sentation rapide de la nature de
ces macromole´cules line´aires ainsi que des me´canismes de base qui leur sont associe´s. Nous
de´crirons ensuite les motivations qui sont a` la base de ce travail, puis nous finirons par
une description des diffe´rents chapitres de ce document.
3
4 CHAPITRE 1. INTRODUCTION ET MOTIVATIONS
1.1 Notions de biologie mole´culaire
Cette section est destine´e a` donner un aperc¸u des concepts biologiques lie´s a` ce travail.
Le lecteur non-biologiste qui souhaite approfondir ses connaissances pourra trouver des
descriptions de´taille´es dans (Alberts et al., 2004), un ouvrage de re´fe´rence en biologie
mole´culaire, et d’une approche relativement facile.
1.1.1 L’ADN
En 1928, Fred Griffith montra a` l’aide d’une expe´rience impliquant deux souches de
la bacte´rie Pneumococcus, qu’une caracte´ristique pouvait eˆtre transmise d’une souche a`
l’autre (Griffith, 1928). Le vecteur permettant la transmission de cette caracte´ristique
e´tait alors inconnu. C’est en 1944 que ce vecteur a pu eˆtre purifie´ et identifie´ comme de
l’acide de´soxyribonucle´ique (ADN) (Avery et al., 1944), mais sa structure e´tait toujours
inconnue. Il fallut attendre les travaux de cristallographie de Rosalind Franklin, et la pu-
blication de James Watson et Francis Crick pour connaˆıtre la fameuse structure en double
he´lice (Watson and Crick, 1953).
L’information he´re´ditaire de tous les organismes vivants, a` l’exception de certains vi-
rus, est contenue dans une ou des mole´cules d’ADN. Cette mole´cule est compose´e de deux
brins line´aires, enroule´s l’un autour de l’autre, pour former une double he´lice. Les fonctions
de cette mole´cule ne se limitent cependant pas a` un stockage d’information. L’ADN de
par sa structure ainsi que de par ses proprie´te´s physico-chimiques participe activement au
processus de transmission et d’utilisation de cette information.
L’ADN est constitue´ de l’appariement de deux brins, chacun consistant en un assem-
blage line´aire de nucle´otides ou bases. Les nucle´otides utilise´s sont au nombre de quatre :
l’ade´nine ’A’, la cytosine ’C’, la guanine ’G’, et la thymine ’T’. Ces nucle´otides sont dis-
pose´s sur une ossature line´aire forme´e de de´soxiribose et de phosphate. Cette ossature est
polarise´e et chacune des extre´mite´s est caracte´rise´e par la notation 5 ′ et 3′. La double
he´lice est forme´e par l’appariement de deux brins comple´mentaires, par l’interme´diaire
des nucle´otides qui les composent. Le nucle´otide ’G’ peut s’apparier avec le ’C’, et le ’A’
avec le ’T’. L’appariement des deux brins est antiparalle`le, leur polarisation e´tant inverse´e.
La Figure 1.1 montre une repre´sentation sche´matique de cet assemblage en double he´lice
antiparalle`le. E´tant donne´ que les deux brins sont comple´mentaires, un seul des deux est
ne´cessaire pour repre´senter l’information de la se´quence d’une mole´cule d’ADN. Pour cette
raison, une se´quence, ou une partie de se´quence d’ADN peut eˆtre repre´sente´e sous la forme
d’un texte e´crit sur l’alphabet {A,T,C,G}. Par convention, le texte du brin conside´re´ est
e´crit dans le sens 5′ −→ 3′.
L’ADN d’un organisme est souvent compose´ de plusieurs chaˆınes disjointes, structure´es
dans des chromosomes. Le ge´nome de´nomme l’ensemble de l’information porte´e par les
chromosomes. Chaque cellule d’un organisme posse`de une copie ou un nombre donne´ de
copies comple`tes du ge´nome. La taille d’un ge´nome est mesure´e en nombre de paires de
bases (bp). Cette taille est de l’ordre de 106 bp pour les bacte´ries, et d’environ 3.4 · 109
bp pour l’espe`ce humaine.
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Fig. 1.1 : Une repre´sentation sche´matique de la structure d’un double brin d’ADN. On peut obser-
ver l’appariement antiparalle`le des brins. Les deux brins comple´mentaires sont apparie´s
par le biais des nucle´otides. (Illustration modifie´e d’un original public et disponible a`
l’adresse WEB http ://roso.epfl.ch/nm/public/FIG/adn.eps)
1.1.2 L’ARN
L’ARN (acide ribonucle´ique) est une mole´cule line´aire similaire a` l’ADN, forme´e par
l’enchaˆınement de nucle´otides. Les nucle´otides d’ADN et d’ARN sont identiques, a` l’ex-
ception de la thymine (T), qui est remplace´e dans l’ARN par l’uracile, que l’on de´note
par le symbole ’U’. Tous comme la thymine, l’uracile peut former un appariement avec
l’ade´nine (A). L’ossature de l’ADN est forme´e de riboses et de phopshates. L’ARN contrai-
rement a` l’ADN n’est forme´ que d’un seul brin. Des mole´cules d’ARN sont implique´es dans
diffe´rents processus biologiques, et on distingue les ARN ribosomiques (ARNr), les ARN
de transfert (ARNt), et les ARN messagers ou ARNm. Un brin d’ARN peut s’apparier
avec un brin d’ADN s’ils sont comple´mentaires.
1.1.3 La re´plication de l’ADN
L’ADN e´tant la mole´cule garante de l’information ge´ne´tique, il est ne´cessaire de pouvoir
transmettre fide`lement cette information aux descendants. Ainsi, lorsqu’une cellule “me`re”
se divise pour former deux cellules “filles”, chacune de ces deux cellules filles doit au final
comporter un ge´nome complet. Un me´canisme, appele´ la re´plication, permet de ge´ne´rer
a` partir d’une double he´lice d’ADN, deux doubles he´lices, copies conformes a` l’originale.
Cette re´plication est semi-conservative : chacune des deux nouvelles doubles he´lices est
forme´e de l’un des deux brins originaux. Le brin manquant est synthe´tise´ sur le brin
original, en respectant la re`gle d’appariement. La Figure 1.2 illustre le proce´de´.
1.1.4 Les prote´ines
Les prote´ines sont des macromole´cules directement implique´es dans toutes les fonc-
tions d’une cellule. L’he´moglobine par exemple, pre´sente dans les globules rouges, permet
la fixation de l’oxyge`ne afin d’assurer son transport dans le sang. L’actine et la myo-
sine sont deux prote´ines qui par leurs interactions permettent aux cellules musculaires
de se contracter. D’autres prote´ines s’assemblent en fibres structurelles. Les enzymes
sont une classe de prote´ines qui catalysent et controˆlent des re´actions chimiques. Tout
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Fig. 1.2 : La re´plication de l’ADN est semi-conservative. Chacune des deux copies va he´riter de
l’un des deux brins parents. Le nouveau brin est directement synthe´tise´ sur le brin
parent, en respectant la comple´mentarite´ des bases.
comme les acides nucle´iques, les prote´ines sont caracte´rise´es par un assemblage line´aire de
composants de base : les acides amine´s. Vingt acides amine´s diffe´rents sont utilise´s, qui
peuvent pre´senter des caracte´ristiques physico-chimiques tre`s diffe´rentes. La se´quence des
acides amine´s constitue la structure primaire d’une prote´ine. En effet, pour eˆtre fonction-
nelle, une prote´ine doit adopter une conformation tridimensionnelle, de´termine´e par un
repliement donne´ sur elle-meˆme. Sa fonctionnalite´ peut encore e´ventuellement de´pendre
d’un assemblage avec une ou plusieurs autres prote´ines. Toutes les prote´ines assurent leur
fonction par des interactions spe´cifiques avec d’autres mole´cules (autres prote´ines, acides
nucle´iques, me´taux, sucres, lipides...). Ces interactions spe´cifiques sont rendues possibles
par une conformation tridimensionnelles donne´e, permettant a` certains acides amine´s, non
force´ment contigus dans la se´quence primaire, d’interagir avec une autre mole´cule.
Lorsque la se´quence d’une prote´ine donne´e est repre´sente´e sous la forme d’un texte,
on utilise un code a` une lettre pour chaque acide amine´ (Table 1.1).
1.1.5 La synthe`se des prote´ines
L’information de l’ordonnancement des acides amine´s dans la structure primaire d’une
prote´ine est contenue dans des re´gions dites codantes de l’ADN, re´gions elles-meˆmes conte-
nues dans les ge`nes. La de´finition du ge`ne n’est pas aise´e, mais on peut simplement
dire qu’un ge`ne est l’ensemble des nucle´otides d’une mole´cule d’ADN implique´s dans
la synthe`se, et dans la re´gulation de cette synthe`se, d’une prote´ine ou d’un groupe de
prote´ines. Un ge`ne contient donc en plus de la re´gion codante, des re´gions re´gulatrices, qui
en interaction avec des prote´ines spe´cifiques peuvent activer ou re´primer la synthe`se de
la prote´ine code´e dans le ge`ne. La se´quence des ARNt et des ARNr est e´galement code´e
dans des ge`nes spe´cifiques.
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Code a` une lettre Code a` trois lettre Description
A Ala Alanine
B Asx Asparagine ou acide aspartique
C Cys Cyste´ine
D Asp Acide aspartique
E Glu Acide glutamique
F Phe Phenylalanine
G Gly Glycine
H His Histidine
I Ile Isoleucine
K Lys Lysine
L Leu Leucine
M Met Me´thionine
N Asn Asparagine
P Pro Proline
Q Gln Glutamine
R Arg Arginine
S Ser Serine
T Thr Thre´onine
V Val Valine
W Trp Tryptophane
Y Tyr Tyrosine
Z Glx Glutamine ou acide glutamique
Tab. 1.1 : Code a` une et a` trois lettres pour de´signer chacun des vingt acides amine´s. Les symboles
’B’ et ’Z’ du code a` une lettre repre´sentent chacun l’ambigu¨ıte´ de deux acides amine´s
particuliers. L’asparagine et l’acide aspartique sont souvent confondu lors du proces-
sus de se´quenc¸age d’une prote´ine. Si le re´sultat ne peut eˆtre tranche´, on repre´sente
l’acide amine´ par le symbole ambigu ’B’. Il en est de meˆme pour la glutamine et acide
glutamique.
Deux e´tapes principales sont ne´cessaires pour produire une prote´ine a` partir de l’in-
formation codante d’un ge`ne : la transcription et la traduction.
La transcription est l’ope´ration qui consiste a` synthe´tiser une mole´cule d’ARNm comple´-
mentaire a` la re´gion codante de l’ADN. Cette ope´ration pre´sente des similarite´s avec
la proce´dure de re´plication pre´sente´e auparavant. La double he´lice de l’ADN est loca-
lement ouverte afin de permettre aux nucle´otides d’ARN de former des appariements
comple´mentaires sur la re´gion codante. L’ARNm est synthe´tise´ par l’ajout successif de
nucle´otides correctement apparie´s. Il correspond ainsi a` une copie comple´mentaire de la
se´quence de la re´gion codante. Cet ARNm doit encore, dans le cas des eucaryotes, subir
un processus de maturation, appele´ e´pissage. Les re´gions codantes sont compose´e d’une
alternance de re´gions appele´es introns et exons. Seuls les exons contiennent l’informa-
tion ne´cessaire a` la synthe`se de la prote´ine. La proce´dure d’e´pissage consiste a` exciser de
l’ARNm les re´gions correspondant aux introns de la partie codante. L’ARNm ainsi mature
peut alors eˆtre traduit.
La traduction est l’e´tape qui consiste a` assembler successivement des acides amine´s dans
l’ordre de´crit par le “message” porte´ par l’ARNm. Ce message est lu par triplets conti-
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Le code ge´ne´tique universel
UUU Phe UCU Ser UAU Tyr UGU Cys
UUC Phe UCC Ser UAC Tyr UGC Cys
UUA Leu UCA Ser UAA STOP UGA STOP
UUG Leu UCG Ser UAG STOP UGG Trp
CUU Leu CCU Pro CAU His CGU Arg
CUC Leu CCC Pro CAC His CGC Arg
CUA Leu CCA Pro CAA Gln CGA Arg
CUG Leu CCG Pro CAG Gln CGG Arg
AUU Ile ACU Thr AAU Asn AGU Ser
AUC Ile ACC Thr AAC Asn AGC Ser
AUA Ile ACA Thr AAA Lys AGA Arg
AUG Met* ACG Thr AAG Lys AGG Arg
GUU Val GCU Ala GAU Asp GGU Gly
GUC Val GCC Ala GAC Asp GGC Gly
GUA Val GCA Ala GAA Glu GGA Gly
GUG Val GCG Ala GAG Glu GGG Gly
Tab. 1.2 : Le code ge´ne´tique donne pour chacun des 64 codons possibles l’acide amine´ correspon-
dant. Notons le codon ’AUG’ qui est le signal de de´but du message. Le premier acide
amine´ inse´re´ est donc dans tous les cas une me´thionine. Les codons ’UAA’, ’UAG’ et
’UGA’ donnent le signal que le message est termine´ et donc le processus de traduction
doit s’arreˆter.
gus de nucle´otides ou codons. Une correspondance entre les diffe´rents codons et les acides
amine´s est e´tablie par le code ge´ne´tique universel (Figure 1.2). Son universalite´, fait re-
marquable, est un des arguments militant en faveur d’une origine commune de la vie.
Comme il y a 43 = 64 codons possibles et seulement vingt acides amine´s diffe´rents, plu-
sieurs codons codent pour le meˆme acide amine´. Cette synthe`se implique une machinerie
mole´culaire complexe. L’ARNm est “lu” dans le ribosome, un complexe forme´ d’ARNr
(ARN ribosomique) et de prote´ines. Des ARNt (ARN de transfert) font le lien entre les
acides amine´s et leur codon correspondant. La Figure 1.3 illustre le processus.
1.1.6 Les mutations et l’e´volution
La phyloge´nie est la science des relations de filiation. Ces relations peuvent eˆtre e´tudie´es
a` diffe´rents niveaux. On peut par exemple, a` partir de crite`res morphologiques, chercher a`
reconstruire l’histoire e´volutive d’un groupe d’espe`ces vivantes. On cherche alors a` e´tablir
les liens de filiation qui relient ces espe`ces entre elles, par l’interme´diaire d’anceˆtres com-
muns disparus, mais dont certains crite`res morphologiques sont connus graˆce a` leurs fos-
siles.
La phyloge´nie mole´culaire, qui nous inte´resse plus particulie`rement dans ce travail, e´tudie
ces relations au niveau des mole´cules d’ADN, d’ARN ou de prote´ines, par comparaison de
leurs se´quences. En comparaison des e´tudes phyloge´niques base´es sur des crite`res morpho-
logiques, on ne dispose pas, sauf dans de tre`s rares cas, d’informations sur les se´quences
ancestrales.
L’e´volution des se´quences d’ADN se produit par une se´rie de changements au cours
1
.1
.
N
O
T
IO
N
S
D
E
B
IO
L
O
G
IE
M
O
L
E´
C
U
L
A
IR
E
9
Met
Pro
U U U
Gly
Lys
A U G C C A G G G A A A U C G C C G C C C
ARNm
5' 3'
Met
Pro
U U U
Gly
Lys
A U G C C A G G G A A A U C G C C G C C C
ARNm
5' 3'
ARNt
Acide aminéChaîne polypeptidique
naissante Ribosome
Ser
A G C
U
U
U
ARNt 
Gly
Ser
Pro
Met
Lys
A G C
Ser
A G C
2
4
1
3
A G C
Gly
Ser
Pro
Met
Lys
G G C
Pro
Chaîne polypeptidique
naissante Ribosome
A U G C C A G G G A A A U C G C C G C C C
ARNm
5' 3'
ARNt
Acide aminé
A U G C C A G G G A A A U C G C C G C C C
ARNm
5' 3'
RibosomeRibosome
Chaîne polypeptidique
naissante
Chaîne polypeptidique
naissante
Fig. 1.3 : Traduction d’un ARNm et synthe`se de la prote´ine correspondante. Le ribosome est un complexe compose´ d’ARNr et de prote´ines, qui
permet la synthe`se d’une prote´ine par assemblage d’acides amine´s. Le de´codage du message sur l’ARNm est effectue´ par les ARNt, qui font
correspondre un codon avec un acide amine´ donne´. L’ARNm est lu codon par codon et les acides amine´s sont successivement assemble´s
pour former la chaˆıne polypeptidique naissante. La traduction est toujours initie´e par le codon ’AUG’ qui code pour la me´thionine. La
traduction est interrompue lorsqu’elle rencontre un des trois codons ’STOP’ (UAA, UAG ou UGA). (Illustration modifie´e, dont l’original a`
e´te´ cre´e´ par Patricia Hernandez)
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du temps. Les me´canismes a` la base de ces changements sont les mutations. Une mutation
est un changement, spontane´ ou induit, dans la se´quence d’une mole´cule d’ADN. Dans
le cas des organismes unicellulaires, comme les bacte´ries, les mutations sont directement
transmises aux descendants. Pour les organismes multicellulaires dote´s d’un mode de re-
production sexue´, il est ne´cessaire qu’une mutation touche l’ADN contenu dans une cellule
sexuelle, (ovules, spermatozo¨ıdes), pour pouvoir eˆtre transmise a` un e´ventuel descendant.
Il existe beaucoup de types de mutations, et leur e´tude est une science en soi. Les causes
des mutations sont diverses : les erreurs de re´plication de l’ADN, les transposons (courtes
se´quences d’ADN qui ont la faculte´ de se de´placer ou se re´pliquer a` l’inte´rieur d’un ge´nome),
certains virus, ou encore des agents mutage`nes physiques ou chimiques. Nous de´crirons les
mutations principales, ou plutoˆt leurs effets sur la mole´cule d’ADN. Le lecteur inte´resse´
par les me´canismes mole´culaires qui les produisent trouvera des descriptions de´taille´es
dans (Griffiths et al., 2002).
On peut distinguer les mutations ge´niques et les mutations chromosomiques. Les premie`res
n’impliquent qu’un petit nombre de paires de bases, alors que les deuxie`mes provoquent
des modifications plus importantes d’un ordre allant de la centaine a` plusieurs millions de
paires de bases.
Les mutations ge´niques sont les substitutions, les additions (e´galement appele´e insertions),
et les de´le´tions. Une substitution est le remplacement d’une paire de bases par une autre.
Sans de´tailler les diffe´rents types de substitutions, leurs effets provoquent un changement
ponctuel dans la se´quence de l’ADN. Ce changement est souvent sans conse´quences, sauf
s’il intervient dans une re´gion codante. Il peut alors avoir un effet direct sur la se´quence
de la prote´ine code´e. Un codon codant pour un acide amine´ peut eˆtre modifie´ en un autre
codon repre´sentant un acide amine´ diffe´rent. Lorsque le nouveau codon code pour le meˆme
acide amine´ que l’ancien, on parle de mutation silencieuse. Une conse´quence plus impor-
tante peut eˆtre provoque´e par la cre´ation d’un codon ’STOP’ a` l’inte´rieur de la re´gion
codante ce qui provoquera la fin pre´mature´e de la synthe`se de la prote´ine.
Les additions et de´le´tions suppriment ou ajoutent une paire ou plusieurs paires contigue¨s
de nucle´otides dans la se´quence. Lorsqu’elles se produisent dans une re´gion codante, elles
peuvent avoir un effet de´sastreux. Si le nombre de paires de nucle´otides inse´re´s ou sup-
prime´s n’est pas un multiple de trois, il en re´sultera un de´calage du cadre de lecture,
provoquant la modification de tous les acides amine´s dont le codage se trouve en aval de
la mutation.
Il existe e´galement plusieurs types de mutations chromosomiques : les translocations con-
sistent en l’e´change de grandes re´gions entre deux chromosomes, les de´le´tions provoquent
la perte totale d’une re´gion chromosomique, les inversions consistent en un retournement
complet d’une re´gion, et les duplications copient une re´gion a` un autre endroit du ge´nome.
Ces dernie`res fournissent un exce´dent de mate´riel ge´ne´tique qui peut e´voluer vers de nou-
velles fonctions. Ainsi, un ge`ne complet peut eˆtre copie´, puis par modifications au cours
de l’e´volution, diverger et finalement coder pour deux prote´ines diffe´rentes homologues car
elles sont issues de la meˆme se´quence ancestrale. On retrouve ainsi, au sein d’une meˆme
espe`ce et entre des espe`ces diffe´rentes des familles de prote´ines homologues.
Les petites mutations (mutations ponctuelles) sont dans la majorite´ des cas sans
conse´quences, provoquant de petites variations dans l’information ge´ne´tique des indivi-
dus d’une espe`ce. En revanche, si ces mutations touchent un ge`ne, elles peuvent avoir des
conse´quences importantes sur la prote´ine concerne´e ou sur sa re´gulation, se re´percutant
ainsi directement sur la cellule ou l’organisme. S’il en re´sulte un dysfonctionnement to-
tal de la prote´ine, il est fort probable que la cellule ou l’organisme ne puisse pas se
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de´velopper et assurer sa survie. On parle dans ce cas de mutation le´tale, et elles ne sont
donc par conserve´s dans l’e´volution. Si au contraire, le changement induit n’a pas de
conse´quences pe´nalisantes, la mutation a une chance d’eˆtre transmise aux descendants,
pouvant e´ventuellement induire des variations fonctionnelles, morphologiques ou compor-
tementales, lesquelles sont a` la base de l’e´volution des espe`ces. Un exemple classique est
illustre´ par une classe de ge`nes communs au monde animal : les ge`nes home´obox implique´s
dans le de´veloppement des embryons. Des expe´riences mene´es sur les mouches drosophiles
ont montre´ que des mutations affectant ces ge`nes peuvent eˆtre la cause de modifications
morphologiques importantes (Carroll, 1995).
Ainsi, la comparaison de se´quences d’ADN ou de prote´ines, au sein d’une meˆme espe`ce
ou de diffe´rentes espe`ces permet de spe´culer sur les mutations qui se sont produites au cours
de l’e´volution, ainsi que sur la nature des se´quences ancestrales probables. La proce´dure en
bioinformatique qui cherche a` expliciter ces me´canismes a` partir de se´quences suppose´es
homologues est l’alignement de se´quences.
1.2 Motivations
L’alignement multiple de se´quences est une proble´matique tre`s e´tudie´e en bioinforma-
tique. Il existe d’une manie`re ge´ne´rale deux approches pour ce proble`me, chacune e´tant
de´die´e a` un type d’alignement multiple particulier. L’approche la plus connue des bio-
logistes, et la plus ancienne est base´e sur des algorithmes gloutons, qui dans la grande
majorite´ des cas construisent l’alignement sur la base d’informations obtenues par une
comparaison deux a` deux des se´quences. L’autre approche, un peu plus re´cente, uti-
lise ge´ne´ralement des algorithmes statistiques d’optimisation, qui conside`rent toutes les
se´quences simultane´ment.
Les approches gloutonnes permettent d’aligner les se´quences sur toute leur longueur, et
peuvent prendre en conside´ration les e´ve´nements mutationnels d’insertion et de de´le´tion.
Elles sont de plus bien adapte´es a` l’alignement de prote´ines, car le syste`me de score qu’elles
utilisent permet de prendre en conside´ration la nature des acides amine´s, et peuvent ainsi
e´valuer la pertinence biologique d’un appariement d’acides amine´s diffe´rents.
Re´ciproquement, les approches d’optimisation statistiques sont en re`gle ge´ne´rale plus
spe´cifiques, par le fait qu’elle sont de´die´es a` l’alignement local, c’est a` dire a` de courtes
re´gions contigue¨s, et permettent de prendre en conside´ration des e´ve´nements mutationnels
comme les duplications. Elle peuvent aussi ge´ne´ralement ignorer certaines se´quences de la
proce´dure si aucune de leurs re´gions ne sont juge´es significatives dans l’alignement. Elles
ne prennent par contre pas en conside´ration les e´ve´nements mutationnels d’insertion et de
de´le´tion.
Deux diffe´rences majeurs entre les deux approches peuvent eˆtre releve´es. Premie`rement,
le fait que les approches statistiques conside`rent toutes les se´quences simultane´ment au
cours de l’optimisation les rend capables de de´tecter des similarite´s beaucoup plus faibles,
qui ne seraient pas significatives par une comparaison deux a` deux des se´quences. L’autre
diffe´rence concerne le syste`me de score utilise´. Les me´thodes statistiques utilisent une
mesure base´e sur la distribution des symboles dans les colonnes de l’alignement. Cette me-
sure peut s’interpre´ter comme un degre´ de conservation dans la colonne. Plus le nombre
de symboles identiques est e´leve´ et plus le score est important. Cependant, un point cri-
tique de cette approche est que les symboles sont conside´re´s totalement inde´pendamment
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les uns des autres. Si les conse´quences de cette observation ne sont pas tre`s importantes
pour les se´quences nucle´iques, elles signifient dans le cas des prote´ines, que la proprie´te´
physico-chimique de leurs acides amine´s n’est pas prise en compte. Or certains acides
amine´s partagent des proprie´te´s tre`s similaires, rendant la substitution de l’un par l’autre
dans une prote´ine sans grande conse´quence. Ce syste`me de score n’est donc pas capable de
conside´rer les appariements d’acides amine´s diffe´rents qui sont biologiquement pertinents.
Ce proble`me a` e´te´ releve´ a` plusieurs reprises, mais aucune solution n’a a` notre connais-
sance e´te´ apporte´e. En conse´quent, la grande majorite´ des programmes de´veloppe´s sous
ces approches sont de´die´s a` l’alignement de se´quences nucle´iques et en particulier de sites
de fixation de facteurs de transcription.
Sur la base de ces observations, il nous a paru important de proposer aux biolo-
gistes, une me´thode permettant de produire des alignements multiples fiables de se´quences
prote´iques distantes. Il e´tait alors e´vident que ce proble`me devait eˆtre approche´ par une
me´thode qui conside`re toutes les se´quences simultane´ment. E´tant donne´ que la nature
du proble`me est fondamentalement combinatoire, nous avons de´cide´ de le de´finir sous la
forme d’un proble`me d’optimisation par voisinage, car ce point de vue nous a paru le plus
ade´quat pour pouvoir e´tudier et comprendre la structure du proble`me, de fac¸on a` pouvoir
lui apporter des solutions d’optimisation pertinentes. La fonction objectif classiquement
utilise´e sur ce proble`me ne prenant pas en compte la nature des acides amine´s, il e´tait
alors essentiel de de´velopper une solution a` ce proble`me, en de´finissant une nouvelle fonc-
tion mesurant le degre´ de conservation d’une colonne, mais avec la possibilite´ de prendre
en compte une mesure d’interchangeabilite´ des acides amine´s. Une telle fonction objectif,
couple´e a` une strate´gie d’optimisation tirant parti du maximum d’informations pre´alables
sur le proble`me nous a` paru eˆtre la meilleur approche pour le but que nous nous e´tions
fixe´.
1.3 Organisation du document
Cette the`se est organise´e de la fac¸on suivante. Le Chapitre 2 pre´sente un panorama
des me´thodes ge´ne´riques d’optimisation combinatoire par voisinage. Nous commenc¸ons
par de´finir les notions de base permettant de caracte´riser un proble`me d’optimisation, a`
savoir l’espace de recherche, le paysage d’exploration, le voisinage, les maximums locaux
et globaux et les bassins d’attraction. Nous de´crivons e´galement les principales approches
d’optimisation ge´ne´riques, a` savoir les grimpeurs et les approches e´volutionnistes.
Le Chapitre 3 donne l’e´tat de l’art des programmes et me´thodes couramment utilise´s pour
l’alignement de se´quences. Nous discutons e´galement des fonctions de scores, ou fonctions
objectif, qui sont utilise´es pour mesurer la qualite´ biologique des alignements produits.
Le Chapitre 4 pre´sente notre approche originale pour le proble`me de l’alignement local
multiple et sans indels. Nous approchons ce proble`me sous la forme d’une optimisation
combinatoire par voisinage, en de´finissant les espaces de recherche, les fonctions de voisi-
nages, et diffe´rentes strate´gies d’optimisation. Nous de´crivons e´galement dans ce chapitre
une nouvelle fonction objectif de´die´e a` l’optimisation d’alignements multiples de se´quences
de prote´ines. Le Chapitre 5 pre´sente une se´rie de re´sultats, impliquant des donne´es re´elles
et artificielles. Nous y e´valuons l’efficacite´ de nos strate´gies, en comparaison avec diffe´rents
programmes de re´fe´rence. Nous y comparons e´galement notre nouvelle fonction objectif
avec celle classiquement utilise´e, sur sa capacite´ a` identifier des alignements de se´quences
prote´iques faiblement conserve´es. Nous e´valuons e´galement ces fonctions par rapport aux
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effets qu’elles peuvent apporter sur le paysage d’exploration. Finalement, le Chapitre 6
pre´sente nos conclusions et les principales contributions scientifiques de notre travail, ainsi
que les perspectives de´gage´es.
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Chapitre 2
L’optimisation combinatoire par
voisinage
2.1 Introduction
L’optimisation combinatoire est une proble´matique consistant, pour un ensemble de
variables prenant des valeurs entie`res, a` de´terminer leurs instanciations, e´ventuellement
sous contraintes, correspondant au maximum (ou minimum) d’une fonction de ces va-
riables, OF , ge´ne´ralement appele´e fonction objectif. L’ensemble des combinaisons pouvant
eˆtre prises par ces variables constitue l’espace de recherche du proble`me. Une combinaison
donne´e est appele´e une solution potentielle ou plus simplement une solution, alors que
les instanciations des variables qui maximisent OF sont appele´es les solutions optimales
du proble`me. Dans le cas d’une optimisation combinatoire sous contrainte, on de´finit un
ensemble de contraintes sur les variables rendant non valide un sous-ensemble de l’espace
de recherche.
Lorsque la fonction objectif OF n’est pas connue analytiquement, c’est a` dire que l’on
ne peut pas l’exprimer directement a` partir des variables, on dit que le proble`me est de
type “boˆıte noire”. Dans ce cas, on ne peut connaˆıtre la valeur de la fonction que de
fac¸on indirecte pour chacun des points de l’espace de recherche. On ne dispose donc pas
de proprie´te´s sur OF et les me´thodes d’optimisation par gradient ou par “fitting” sont
inutilisables. Ce chapitre est essentiellement de´die´ au proble`mes de type “boˆıte noire”.
Les me´thodes d’optimisations sont tre`s nombreuses. Il existe plusieurs classifications
possibles, l’une d’elle consiste en la se´paration en deux groupes : les me´thodes par voisi-
nage et les me´thodes par construction.
Les me´thodes par voisinage structurent l’espace de recherche en un ou plusieurs paysages
par l’interme´diaire de fonctions de voisinage. Ces me´thodes disposent en permanence d’une
ou plusieurs solutions comple`tes (pour lesquelles on a calcule´ la valeur de OF ), qu’elles
modifient de fac¸on plus ou moins importante pour obtenir de nouvelles solutions. Nous
de´crirons ce type de me´thodes plus en de´tail dans le reste de ce chapitre.
L’autre groupe de me´thodes, dites par construction, e´labore une solution en instanciant
successivement les variables. Certaines de ces me´thodes sont dites exactes dans le sens ou
elles garantissent de trouver la solution optimale. La plus simple d’entre elles est l’explo-
ration exhaustive de l’espace de recherche par arborescence comme le fait l’algorithme de
“retour en arrie`re” par exemple (Russel and Norvig, 2003). La complexite´ moyenne de
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ces approches est exponentielle avec le nombre de variables. Des variantes plus ou moins
complexes comme les algorithmes A∗ ou de branch and bound utilisent des heuristiques
exactes pour e´laguer l’arbre de recherche. La complexite´ de ces me´thodes est directement
de´pendante de l’heuristique utilise´e et de son ade´quation avec la fonction objectif. Un
exemple d’algorithme de branch and bound pour le proble`me de l’alignement local mul-
tiple sans indels est de´crit dans (Horton, 2001).
La plupart des autres me´thodes par construction ne garantissent de trouver la ou les solu-
tions optimales que dans certaines conditions lie´es aux proprie´te´s du proble`me conside´re´.
La strate´gie non-exacte la plus simple est la construction gloutonne dans laquelle on ins-
tancie les variables les unes apre`s les autres, selon la valeur potentielle de la solution non
comple`tement instancie´e. Une instanciation effectue´e ne peut pas eˆtre remise en cause par
la suite. Une me´thode gloutonne plus e´labore´e est la recherche par faisceau (beam search).
Cette me´thode parcourt et e´lague un arbre de recherche. Elle doit disposer d’un score pour
les noeuds internes correspondant a` des solutions non comple´tement instancie´es. L’arbre
est parcouru par niveaux. Tous les noeuds d’un niveau sont conside´re´s, puis on ne conserve
que les k meilleurs, les autres e´tant e´lague´s avec leurs sous-arbres correspondants, en pre-
nant bien suˆr le risque d’e´laguer un sous-arbre menant a` la solution optimale. On pro-
gresse ainsi niveau par niveau jusqu’aux feuilles, correspondant a` des solutions comple`tes.
A chaque niveau, on e´value donc k ∗ n solutions incomple`tes, ou` n est le nombre moyen
de fils par noeuds. Le parame`tre k est appelle´ la largeur du faisceau. Sa valeur influe
directement sur les complexite´s spatiales et temporelles. Cette technique est utilise´e par
la me´thode d’alignement multiple CONSENSUS (Hertz et al., 1990), que nous de´crivons
dans la Section 3.5.4.
La majeure partie des proble`mes d’optimisation combinatoire ont e´te´ de´montre´s NP-
complets et donc particulie`rement difficiles a` re´soudre. Des me´thodes exactes (programma-
tion dynamique, branch and bound...) peuvent s’ave´rer efficaces dans certaines instances
de ces proble`mes, mais le plus souvent aucune solution exacte ne peut eˆtre de´couverte en
un temps raisonnable et des approches heuristiques non-exactes doivent eˆtre utilise´es pour
proposer des solutions approche´es de bonne qualite´.
2.2 Les me´taheuristiques
Les me´taheuristiques sont une classe des me´thodes d’optimisation combinatoire. Ce
terme est apparu dans les anne´es quatre-vingt. Son origine est probablement issue d’une
publication sur la recherche taboue (Glover, 1986). Dans sa signification premie`re, une
me´taheuristique de´signait une me´thode d’exploration qui regroupait plusieurs heuristiques.
Ce terme a` e´te´ par la suite largement repris au dela` de sa de´finition premie`re sans pour
autant eˆtre clairement rede´fini. Les me´taheuristiques regroupent beaucoup de me´thodes
par voisinage, telle que les grimpeurs, le recuit simule´, les algorithmes e´volutionnistes, mais
par contre, le simplex (me´thode par voisinage) en est exclu. Les me´thodes d’intelligence en
essaim, approche par construction, font e´galement partie des me´taheuristiques. Par contre,
il n’y a pas de consensus pour le branch and bound. De manie`re ge´ne´rale, les techniques
de recherche ope´rationnelle en sont clairement exclues. Il parait alors difficile de de´finir
les me´taheuristiques sans e´nume´rer les me´thodes qui en font partie. Une solution serait de
dire que les me´taheuristiques regroupent les me´thodes d’optimisation combinatoire de´die´es
aux proble`mes de type “boˆıte noire”. Le lecteur inte´resse´ pourra se re´fe´rer a` (Hao et al.,
1999) qui pre´sente une description comple`te sur les me´taheuristiques.
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2.3 L’espace de recherche
Soit V = [v1, v2, . . . , vn] un vecteur de n variables binaires
1. Une instanciation de V
de´finit une coordonne´e dans un espace discret a` n dimensions. Soit X l’ensemble des 2n
instanciations possibles de V . Chaque e´le´ment x correspond donc a` un point de l’espace
pre´cite´, et pour cette raison, l’ensemble X est appele´ l’espace de recherche du proble`me.
Nous pourrons par la suite nous re´fe´rer a` la ieme dimension d’un e´le´ment x pour parler de
vi, sa i
eme coordonne´e. Un e´le´ment x est e´galement appele´ une solution potentielle.
Soit une fonction OF : X −→ R de´nomme´e fonction objectif ou fonction de fitness. Un
proble`me d’optimisation combinatoire est un proble`me pour lequel on cherche le ou les
maximums de OF pour tous les points de l’espace de recherche X. On dit que ce proble`me
est de taille n, soit le nombre de variables qui le compose. Sa complexite´ est le nombre
minimum de points de X pour lesquels OF doit eˆtre calcule´e afin de garantir la de´couverte
du ou des maximums.
Soit M l’ensemble des solutions optimales ou maximums globaux de´finit par :
M = {am ∈ X | ∀ai ∈ X,OF (am) ≥ OF (ai)}
c’est a` dire l’ensemble des e´le´ments de X pour lesquels OF est maximale. Une me´taheuristique
est un algorithme ge´ne´rique qui explore un sous-ensemble Ex de X et produit en re´sultat
S, l’ensemble des e´le´ments de´finis par :
S = {as ∈ Ex | ∀ai ∈ Ex,OF (as) ≥ OF (ai)}
Les proble`mes conside´re´s e´tant le plus souvent NP-complets, on ne peut garantir de trou-
ver les solutions M en un temps polynomial sur n. Les me´taheuristiques ne sont en ge´ne´ral
pas des algorithmes exacts et n’offrent donc pas la garantie de trouver la solution optimale.
Elles cherchent plutoˆt a` trouver une solution de “bonne qualite´” en un temps raisonnable.
2.4 Un mode`le de paysage
Les me´thodes d’optimisation par voisinage e´chantillonnent l’espace de recherche en uti-
lisant une ou des repre´sentations structure´es appele´es paysages. Dans le cas le plus simple
(et le plus fre´quent), les “de´placements” sont effectue´s par des ope´rateurs qui transforment
directement un e´le´ment de X en un autre. Mais des transformations dans des structures
plus complexes sont e´galement utilise´es par des me´thodes classiques telles que les algo-
rithmes ge´ne´tiques (de´crit dans la Section 2.6.2). Nous de´finirons e´galement les notions de
maximum local et de bassin d’attraction, lesquelles sont directement lie´es a` un paysage.
Nous verrons que ces notions ne sont pas lie´es au proble`me, mais a` une manie`re de conduire
son optimisation et donc a` une fonction de voisinage ainsi qu’a` la fonction objectif. Ainsi,
une strate´gie d’optimisation qui utilise plusieurs fonctions de voisinage de´finit autant de
paysages et parler de maximums locaux ne peut se faire qu’en fonction d’un paysage donne´.
Nous conseillons la lecture de la the`se de Terry Jones (Jones, 1995) qui de´finit ces
notions sous un point de vue probabiliste.
1Les proble`mes classiques d’optimisation combinatoire ainsi que la majorite´ des e´tudes qui sont faites se
rapportent a` des ensembles de variables binaires. Il est cependant courant d’utiliser des variables pouvant
prendre plus de deux valeurs.
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2.4.1 Un mode`le de paysage
Nous allons de´finir le prototype d’un paysage simple, c’est a` dire un paysage re´sultant
de l’exploration d’un seul point de X a` la fois. Un tel paysage est associe´ a` une fonc-
tion de voisinage de type φ : X −→ P (X), ou P (X) est l’ensemble des parties de X. La
notation φ(a) = B avec a ∈ X et B ⊆ X, indique que B est l’ensemble des points de
X voisins du point a et φ(a) est appele´ le voisinage de a. Une fonction de de´placement
ou ope´rateur Dφ : X −→ X, est une fonction qui choisit (stochastiquement ou non)
un e´le´ment b ∈ φ(a). On parle dans ce cas d’un de´placement de a vers b. Un paysage
G(X,φ,OF ) est une organisation topologique des e´le´ments de X implicitement de´finie
par φ et OF . Cette organisation correspond a` un graphe dirige´ ou` chaque e´le´ment de X
est repre´sente´ par un noeud gi et chaque noeud est relie´ par un arc directionnel a` chacun
des noeuds faisant partie de son voisinage. Nous utiliserons la notation φ(gi) pour parler
de l’ensemble des noeuds sur lesquels arrive un arc issu de gi. A chaque noeud gi est en plus
associe´e une valeur, appele´e hauteur, laquelle correspond dans le cas de ce mode`le simple a`
OF (x) la valeur de fitness du point x associe´ au noeud gi. Du point de vue d’un processus
d’exploration, φ(gi) correspond a` l’ensemble des noeuds “visibles” ou accessibles depuis gi.
Un exemple extreˆmement courant est le voisinage de Hamming. La distance de Hamming
entre deux points a et b correspond au nombre de variables instancie´es diffe´remment entre
ces deux points, par exemple si a = [1111] et b = [1010], la distance de Hamming entre a
et b vaut 2. Le voisinage de Hamming d’un point a correspond a` l’ensemble des points de
X a` une distance de Hamming de 1. La figure 2.1 repre´sente la topologie comple`te d’un
paysage de Hamming pour des vecteurs binaires de taille quatre.
Ce mode`le simple suffit a` de´crire la majorite´ des paysages de´coulant d’une optimisa-
tion de type grimpeur (que nous abordons plus loin), il faut cependant garder a` l’esprit
que des paysages plus complexes peuvent e´galement eˆtre utilise´s. Dans le cas des algo-
rithmes ge´ne´tiques (Section 2.6.2) par exemple, il existe des ope´rateurs de de´placement
qui produisent deux points a` partir de deux points. Dans ce cas, chaque noeud du graphe
repre´sente un couple de points et la valeur de hauteur associe´e correspond a` une fonc-
tion des deux valeurs objectif (typiquement le maximum ou la moyenne). La Figure 2.2
pre´sente une partie de la topologie du paysage re´sultant de l’ope´rateur de recombinaison
a` un point (ope´rateur classique des algorithmes ge´ne´tiques) pour des vecteurs binaires de
taille quatre.
2.4.2 Les maximums locaux
La notion de maximum local est de´pendante d’un paysage. Un maximum local m est
un noeud de G tel que :
∀gi ∈ φ(m), OF (m) ≥ OF (gi)
Un maximum local est donc un noeud, pour lequel l’ensemble de ses voisins pi ont une
hauteur OF (pi) plus petite ou e´gale a` sa hauteur. Il faut noter que les maximums globaux
M sont des e´le´ments de X, alors qu’un maximum local est un noeud de G. Dans tous les
cas, les points de M sont pre´sent dans un des maximums locaux, quelle que soit φ, M ne
de´pendant pas d’une fonction de voisinage.
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Fig. 2.1 : Topologie du paysage de Hamming pour des vecteurs binaires de taille quatre. Ce pay-
sage tre`s courant ne contient qu’un seul point de l’espace de recherche par noeud.
Chaque vecteur vi a exactement quatre voisins, correspondant a` toutes les fac¸ons de
produire un vecteur a` une distance de Hamming de 1 de vi. Le graphe n’est pas dirige´
car une ope´ration de Hamming est syme´trique.
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Fig. 2.2 : Une partie de la topologie du paysage de recombinaison 1-point pour des vecteurs bi-
naires de taille quatre. Le voisinage de recombinaison produit un ensemble de couples de
points a` partir d’un couple de points. Ce type d’ope´rateur est utilise´ par les algorithmes
ge´ne´tiques, lesquels sont de´crits dans la Section 2.6.2. Le graphe de paysage complet
aurait 24 · 24 = 256 noeuds et se pre´senterait sous forme d’ˆılots disjoints. L’ensemble de
tous les points possibles de l’espace de recherche sont ne´anmoins repre´sente´s dans cet
ıˆlot, soit 24 vecteurs. Le graphe n’est pas dirige´ car l’ope´rateur de recombinaison est
syme´trique.
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2.4.3 Les bassins d’attraction
Une liste de noeuds parcourus successivement par un ope´rateur Dφ constitue un chemin
pi = (g1, g2, . . . , gn) tel que :
gi = Dφ(gi−1),∀i ∈ {2, 3, . . . , n}
En d’autres termes, un ope´rateur de de´placement qui utilise son re´sultat pre´ce´dent pour
une nouvelle ope´ration “chemine” dans le paysage. Soit la fonction boole´enne piDφ(gi, gj)
telle que :
piDφ(gi, gj) =
{
1 si un chemin de gi vers gj existe
0 sinon
Un bassin d’attraction B(m,Dφ) d’un maximum local m est l’ensemble des noeuds de G,
a` partir desquels il existe un chemin vers m.
B(m,Dφ) = {gi | piDφ(gi,m) = 1}
2.4.4 La complexite´ des proble`mes
De manie`re ge´ne´rale, une me´taheuristique ge´ne´rique sera peu performante sur un
proble`me donne´. Le the´ore`me “no free lunch” (Wolpert and Macready, 1997) a montre´
que la performance de n’importe quel algorithme par voisinage moyenne´e sur tous les pay-
sages possibles est la meˆme que celle d’un algorithme de recherche ale´atoire. Meˆme si l’on
peut contester la validite´ pratique de ce the´ore`me, il en de´coule toutefois qu’il est illusoire
d’espe´rer trouver un algorithme ge´ne´rique re´solvant efficacement tous les proble`mes d’opti-
misation combinatoire. Chaque proble`me, voire chaque instance d’un proble`me a sa propre
structure et sa propre complexite´, pour lesquelles des fonctions de voisinage ge´ne´riques ont
de fortes chances d’eˆtre inadapte´es.
La complexite´ d’un proble`me d’optimisation combinatoire peux s’exprimer sous plusieurs
points de vue. Dans le cas de grimpeurs par exemple, on peut l’exprimer en terme de
nombre de maximum locaux, de taille des bassins d’attraction, et de nombre d’ope´rations
moyen requis pour atteindre la solution optimale en supposant que l’on parte d’un point
faisant partie du bassin d’attraction de celle-ci. Une autre fac¸on plus e´labore´e d’aborder la
complexite´ d’un proble`me est de conside´rer les de´pendances entre les variables qui le com-
posent ou son degre´ d’e´pistasie. Cette proble´matique est aborde´e en de´tail dans le me´moire
d’habilitation de Robin Gras (Gras, 2004). Afin de de´crire la notion de de´pendance entre
variables, nous nous inte´ressons au cas ou` la fonction objectif OF peut eˆtre de´compose´e
en plusieurs sous-fonctions OFi. Si la fonction OF de taille n peut eˆtre de´compose´e en n/k
sous-fonctions inde´pendantes de taille k, la complexite´ n’est plus de 2n mais de 2kn/k car
le proble`me peut eˆtre re´solu en optimisant inde´pendamment les n/k sous-proble`mes qui le
composent (si aucune autre proprie´te´ du proble`me ne peut eˆtre exploite´e re´duisant encore
sa complexite´). Dans la situation ou` k = 1, c’est a` dire que les n variables du proble`me
sont inde´pendantes les unes des autres, la complexite´ est line´aire en n. La fonction One-
Max, qui renvoie la somme des variables, illustre ce cas particulier, chaque variable e´tant
totalement inde´pendante des autres. Le degre´ d’e´pistasie d’un proble`me correspond au
nombre maximum de variables dont de´pend, dans le calcul de OF , chacune des n va-
riables. Par exemple, un proble`me de degre´ d’e´pistasie 0 est un proble`me ou` toutes les va-
riables sont inde´pendantes. L’e´pistasie est un concept plus ge´ne´ral que la de´composabilite´
d’une fonction puisque un degre´ d’e´pistasie k n’implique pas force´ment que le proble`me
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soit de´composable en n/k sous-proble`mes comple`tement inde´pendants. En effet, les sous-
proble`mes peuvent contenir des variables communes et on peut, par exemple, tout a` fait
avoir n sous-proble`mes de taille k.
2.5 Les grimpeurs
On appelle grimpeur un type de me´taheuristique qui explorent un chemin pi unique par
une succession d’ope´rations Dφ ascendantes (ou a` tendance ascendante) dans le paysage
G(X,φ,OF ). En l’absence de connaissances pre´alables sur un proble`me, les grimpeurs
sont souvent utilise´s par de´faut avec le voisinage de Hamming. Cependant, le principe
du grimpeur peut eˆtre applique´ a` d’autres paysages. Nous de´finirons dans les prochaines
sections les types courants de grimpeurs, a` savoir les grimpeurs stricts, la recherche taboue,
les grimpeurs probabilistes et le recuit simule´.
2.5.1 Les grimpeurs stricts
Le terme d’algorithme grimpeur strict provient du fait que ce type d’optimisation
utilise des ope´rations strictement ascendantes dans le paysage. Les grimpeurs stricts sont
en ge´ne´ral de nature de´terministe, sauf cas spe´ciaux, lorsqu’il s’agit de lever une ambigu¨ıte´
par exemple. Citons notamment le plus grand ascendant, dont l’ope´rateur Dφ se de´finit
par :
Dφ(a) = bi | bi ∈ φ(a), OF (bi) > OF (a),∀bj ∈ φ(a)OF (bi) ≥ OF (bj)
C’est a` dire qu’a` chaque de´placement, on choisit toujours le noeud b ∈ φ(a) qui est le plus
haut. L’ascendant quelconque est un type de grimpeur pour lequel l’ope´rateur Dφ choisit
le premier e´le´ment rencontre´ b ∈ φ(a) tel que OF (b) > OF (a). Les e´le´ments de φ(a) e´tant
conside´re´s dans un ordre pre´de´fini ou au hasard.
Pour conclure, le plus petit ascendant dont l’ope´rateur de de´placement est de´finit par :
Dφ(a) = bi | bi ∈ φ(a), OF (bi) > OF (a),
∀bj ∈ {bk ∈ φ(a) | OF (bk) > OF (a)} OF (bi) ≤ OF (bj)
bi correspond donc au noeud de φ(a) qui a une hauteur strictement supe´rieure a` OF (a),
mais qui est la plus petite possible.
Si pour ces trois grimpeurs, la fonction Dφ ne peut plus produire de solution (si au-
cun e´le´ment de φ(a) n’a de hauteur strictement supe´rieur a` celle de a), le grimpeur se
trouve alors sur un maximum local. On dit alors que le grimpeur a converge´. Beaucoup
d’extensions ou de variantes existent, comme par exemple la possibilite´ de permettre a`
un grimpeur de se de´placer sur des plateaux pendant un nombre maximum d’ite´rations
donne´.
En pratique, un grimpeur strict est lance´ sur plusieurs noeuds de de´part appele´s graines.
On parle dans ce cas de grimpeur a` de´parts multiples. En effet, a` moins de disposer
d’une fonction de voisinage parfaite, ou` tous les noeuds du paysage font partie du bassin
d’attraction du noeud contenant le maximum global, un seul processus de grimpeur sera
ge´ne´ralement insuffisant pour atteindre une solution satisfaisante.
2.5.2 La recherche taboue
Une variante plus sophistique´e de grimpeur strict qui a suscite´ une importante litte´rature
est la recherche taboue (tabu search) (Barnes et al., 1995; Battiti and Tecchiolli, 1994; Glo-
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ver, 1986). La base de cette approche est la meˆme que celle des grimpeurs stricts, a` la
diffe´rence que le processus ne s’arreˆte pas force´ment sur un maximum local. Le meilleur
voisin peut tout de meˆme eˆtre accepte´ meˆme si sa valeur est plus petite que le point de
provenance. Cependant, cette strate´gie peut entraˆıner des cycles. Afin de les e´viter, on
me´morise une liste, dite taboue, des dernie`res variables ayant e´te´ modifie´es par les e´tapes
pre´ce´dentes. Cette liste est ensuite utilise´e pour interdire de modifier les variables cor-
respondantes pour le prochain mouvement a` effectuer. Elle restreint donc le voisinage du
point courant a` tous ceux qui ne diffe`rent du point courant que pour les variables non-
membres de la liste taboue. Cette liste est de taille limite´e et les e´ve´nements situe´s plus
loin dans le passe´ que la taille de la liste sont oublie´s. Cette taille est souvent qualifie´e
d’horizon. Il existe de nombreuses extensions a` cette me´thode comme la possibilite´ de faire
varier la taille de la liste au cours de la recherche, ou comme l’aspiration, un proce´de´ qui
permet de lever le caracte`re tabou d’un point du voisinage si celui-ci posse`de la plus haute
valeur de´couverte jusqu’a` pre´sent.
2.5.3 Les grimpeurs probabilistes
Les grimpeurs probabilistes fonctionnent en associant a` chaque voisin une probabilite´
d’eˆtre choisi, cette probabilite´ e´tant e´videment plus forte pour les voisins dont la valeur
de la fonction objectif est meilleure. Ce type de grimpeur n’est pas strictement ascen-
dant et garde donc des chances, lors d’une seule optimisation, de s’e´chapper d’un e´ventuel
maximum local. L’ope´rateur Dφ choisit un point dans le voisinage, en effectuant un ti-
rage ale´atoire biaise´ en faveur des meilleurs. Chaque voisin a` une probabilite´ propre d’eˆtre
choisi. Le calcul de cette probabilite´ peut se faire de diffe´rentes manie`res mais doit en re`gle
ge´ne´rale eˆtre fortement biaise´ en faveur des de´placement ascendants pour pouvoir produire
un re´sultat satisfaisant. Ce type de grimpeur doit disposer d’une condition d’arreˆt expli-
cite, qui peut eˆtre par exemple un nombre minimum d’ite´rations associe´ avec un nombre
maximum d’ite´rations sans ame´lioration.
Le programme d’alignement local multiple Gibbs Site Sampler (me´thode statistique) cor-
respond a` un grimpeur probabiliste. Nous le de´crivons dans la Section 3.5.1.
2.5.4 Le recuit simule´
Le recuit simule´ (simulated annealing) (Kirkpatrick et al., 1983) est certainement
la forme de grimpeur probabiliste la plus connue. Son fonctionnement est inspire´ du
phe´nome`ne physique de cristallisation. Lorsqu’un me´tal en fusion se refroidi, les mole´cules
qui le composent vont petit a` petit se structurer selon une conformation de basse e´nergie.
Le recuit simule´ commence sont exploration par un cheminement proche de l’ale´atoire
(tempe´rature haute), puis au cours des ite´rations, sa fonction de de´placement est graduel-
lement modifie´e pour tendre de plus en plus vers des de´placements ascendants, en analogie
avec le me´tal qui se refroidi petit a` petit. Ce principe est ge´ne´ralement pre´sente´ du point
de vue de la minimisation d’une fonction (e´nergie basse), mais dans la continuite´ de notre
pre´sentation, nous le de´crivons comme un algorithme de maximisation.
Le principe du recuit simule´ est le suivant : l’ope´rateur de de´placement Dφ(a) = b choisit
b ale´atoirement dans le voisinage de a (chaque voisin ayant la meˆme probabilite´ d’eˆtre
choisi). Ensuite on calcule δ = f(b)− f(a). Si la valeur δ est positive (de´placement ascen-
dant), on accepte b, sinon on l’accepte avec une probabilite´ P (t), de´pendante du nombre
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d’ite´ration de´ja` e´coule´, selon :
P (t) = e
δ
g(t)
avec g(t) une fonction de´croissante sur t.
Le comportement global du recuit simule´ varie d’une strate´gie proche d’un cheminement
ale´atoire en de´but d’exploration, pour se transformer progressivement en une strate´gie
d’ascendant quelconque.
2.6 Les algorithmes e´volutionnistes
2.6.1 Introduction
Le concept d’algorithme e´volutionniste a pre`s de quarante ans d’existence et comporte
de nombreuses formes dont les plus connues sont : la programmation e´volutionniste (Fogel
et al., 1966), les algorithmes ge´ne´tiques (Holland, 1975), les strate´gies e´volutives (Rechen-
berg, 1973) et la programmation ge´ne´tique (Koza, 1992). Paralle`lement aux de´veloppements
continus sur ces approches classiques, de nouvelles approches base´es sur une mode´lisation
probabiliste de la population sont apparue. Citons notamment les algorithmes a` dis-
tribution marginale univarie´es (UMDA : “univariate marginal distribution algorithm”)
(Mu¨hlenbein and Voigt, 1995), et les algorithmes ge´ne´tiques par construction de mode`les
probabilistes (PMBGA : “probabilistic model-building genetic algorithm”) (Pelikan et al.,
1999; Muhlenbein and Mahnig, 2001).
D’une fac¸on ge´ne´rale, les algorithmes e´volutionnistes suivent tous la meˆme proce´dure.
On cre´e au de´part un e´chantillon de taille fixe´e de points de l’espace de recherche. Ensuite
deux e´tapes se succe`dent : La se´lection et la reproduction. La se´lection consiste essentiel-
lement a` supprimer certains e´le´ments et a` en dupliquer d’autres, la taille de l’e´chantillon
e´tant ge´ne´ralement conserve´e. Cette ope´ration est stochastique et favorise la duplication
d’e´le´ments de valeur de fitness haute en regard du reste de l’e´chantillon. La reproduction
consiste ensuite a` ge´ne´rer un nouvel e´chantillon a` partir des e´le´ments de l’e´chantillon cou-
rant. Les nouveaux e´le´ments sont cre´e´s a` partir de solutions partielles ou de particularite´s
pre´sentes dans la population courante. Compare´ aux grimpeurs (grimpeurs simples, recuit
simule´, recherche taboue) qui explorent l’espace de recherche “en solitaire”, ne conside´rant
qu’une seule solution a` la fois, les algorithmes e´volutionnistes cherchent a` tirer parti d’une
statistique sur l’e´chantillon des solutions conside´re´es a` un moment donne´. On parle alors
de coope´ration car les solutions courantes interagissent pour ge´ne´rer les nouvelles solutions.
Ce principe repose sur le fait que cette interaction (coope´ration) doit eˆtre constructive et
qu’une partie des solutions nouvellement cre´e´es auront une valeur de fitness plus e´leve´e que
les solutions pre´ce´dentes. Ces deux e´tapes de se´lection et de transformation sont ite´re´es
jusqu’a` une condition d’arreˆt fixe´e.
Nous de´crirons le principe ge´ne´ral des algorithmes e´volutionnistes classiques a` partir de
l’algorithme ge´ne´tique simple (AGS) (Goldberg, 1989). Nous parlerons ensuite du concept
d’e´pistasie, ou de de´pendance entre les variables du proble`me, lequel est un des aspects
de la complexite´ d’un proble`me d’optimisation. Pour finir, nous parlerons succinctement
de BOA (Pelikan et al., 1999; Pelikan, 2002), un algorithme ge´ne´tique par construction de
mode`le probabiliste, et plus particulie`rement par linkage learning. Cet algorithme infe`re
des de´pendances entre les variables du proble`me afin de mener une exploration plus per-
tinente. Cette approche ge´ne´rique pre´sente une avance conse´quente dans le domaine, par
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sa capacite´ a` re´soudre des proble`mes classiques inabordables par des approches tradition-
nelles (Gras, 2004).
2.6.2 L’algorithme ge´ne´tique simple
L’algorithme ge´ne´tique simple (AGS) est une me´taheuristique ite´rative qui e´chan-
tillonne simultane´ment plusieurs points de l’espace de recherche. Les algorithmes ge´ne´tiques
ont e´te´ inspire´s des concepts biologiques de l’e´volution. Cette origine leur confe`re une termi-
nologie particulie`re. Ainsi, une ite´ration est appele´e ge´ne´ration, un point de l’espace de re-
cherche est appele´ un chromosome, l’ensemble des points conside´re´s a` une ite´ration donne´e
est appele´ population. Cette population est ite´rativement modifie´e par trois ope´rateurs,
chacun fonctionnant sur son propre voisinage : l’ope´rateur de se´lection, l’ope´rateur de
recombinaison, et finalement l’ope´rateur de mutation. Par un souci de clarte´, nous asso-
cierons souvent a` cette terminologie les termes plus ge´ne´riques de´finis dans les Sections
pre´ce´dentes.
Le fonctionnement d’un AGS commence par une initialisation de la population. Un
nombre donne´ Tp de solutions potentielles (points de l’espace de recherche correspondant
donc chacun a` une instanciation donne´e des variables du proble`me) sont ale´atoirement
choisis dans X pour former la population initiale. Ge´ne´ralement, la taille de la population
Tp se situe entre une centaine et quelques milliers. Ensuite, deux e´tapes se succe`dent de
fac¸on ite´rative :
1. La se´lection. Un nombre Tp de solutions sont choisis stochastiquement avec remise a`
partir de la population. Ce choix est effectue´ avec un biais pour les solutions dont la
valeur de fitness est e´leve´e, en regard du reste de la population. Certaines solutions
pourront eˆtre se´lectionne´es plusieurs fois alors que d’autres seront e´limine´es du pro-
cessus. Cette e´tape ne´cessite bien suˆr l’e´valuation pre´alable de toutes les solutions
de la population par la fonction objectif.
2. La reproduction. Les solutions se´lectionne´es a` l’e´tape (1) sont stochastiquement mo-
difie´es par deux ope´rateurs : la recombinaison et la mutation. Les re´sultats de ces
ope´rations sont inse´re´s dans une nouvelle population, et le processus recommence a`
l’e´tape (1).
L’ope´rateur de se´lection dans un AGS est de type “roue de loterie”. Cet ope´rateur prend
en entre´e l’ensemble des chromosomes de la population et en produit un seul. Il fonctionne
en associant a` chaque chromosome de la population une probabilite´ d’eˆtre se´lectionne´.
Pour une population de chromosomes c1, c2, . . . , cTp, la probabilite´ de se´lectionner ci est
de´finie par :
p(ci) =
OF (ci)∑Tp
j=1 OF (cj)
Ainsi, plus la valeur de fitness d’une solution est grande par rapport aux autres et plus
cette solution a de chance d’eˆtre se´lectionne´e. C’est cette ope´ration qui est responsable
de la convergence vers des solutions de valeur plus e´leve´e. L’ope´rateur de mutation est
unaire, il produit une solution a` partir d’une solution. Son ope´ration consiste a` initialiser
avec une probabilite´ donne´e pMut l’instanciation de chaque variables de la solution. Cet
ope´rateur est applique´ sur toutes les solutions se´lectionne´es.
L’ope´rateur de recombinaison est binaire, il produit deux solutions a` partir de deux solu-
tions. Son fonctionnement consiste a` e´changer l’instanciation d’une succession de variables
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Pseudocode 1 Algorithme Ge´ne´tique Simple
choisir max iteration
choisir Tp
choisir pRec
choisir pMut
initialise(population(0))
i = 0
TANT QUE i ≤ max iteration {
e´value(population(i))
j = 0
TANT QUE j ≤ Tp {
x1 ← se´lection(population(i))
x2 ← se´lection(population(i))
SI tirage ale´atoire biaise´ selon pRec re´ussi :
(x1, x2)← recominaison(x1, x2)
POUR TOUS vk ∈ x1, x2
SI tirage ale´atoire biaise´ selon pMut re´ussi :
vk ← mutation(vk)
inse`re x1 et x2 dans la population(i + 1)
j ← j + 2
}
i← i + 1
}
entre les deux solutions. La Figure 2.3 illustre le proce´de´ en de´tail. L’ope´rateur de recom-
binaison est applique´ avec une probabilite´ pRec sur les solutions se´lectionne´es. Comme
nous avons pu le voir, seul l’ope´rateur de se´lection choisit un e´le´ment du voisinage avec
un biais pour les valeurs e´leve´es. C’est donc cette ope´ration qui permet a` l’algorithme
ge´ne´tique de conside´rer des points de valeur de plus en plus haute et donc de converger.
L’ope´rateur de recombinaison cherche a` combiner des “briques e´le´mentaires” dans le but
de cre´er de nouvelles solutions prometteuses. L’ope´rateur de mutation sert a` ajouter de la
diversite´. Un algorithme ge´ne´tique fonctionne donc sur trois paysages distincts : le paysage
de se´lection, le paysage de recombinaison et le paysage de mutation. Le fonctionnement
de´taille´ de l’AGS est de´crit dans le Pseudocode 1.
De nombreuses variantes existent suivant les ope´rateurs utilise´s. Citons notamment la
se´lection par tournoi, e´litiste ou tronque´e. Ces diffe´rentes formes permettent de faire varier
la pression se´lective exerce´e sur la population, c’est a` dire l’importance du biais statistique
vers les meilleures solutions (Blickle and Thiele, 1995). Diffe´rentes formes de recombinai-
son sont e´galement couramment utilise´es dont les plus classiques sont la recombinaison
uniforme et a` un ou deux points.
L’ajustement de plusieurs parame`tres est ne´cessaire au fonctionnement d’un algorithme
ge´ne´tique : la taille de la population Tp, les probabilite´s des ope´rateurs ge´ne´tiques pMut et
pRec, plus e´ventuellement d’autres parame`tres concernant la pression se´lective. De nom-
breuses e´tudes expe´rimentales ont e´te´ mene´es pour e´valuer l’influence de ces parame`tres. Il
en ressort en ge´ne´ral que le re´glage optimal de ces parame`tres est fortement de´pendant du
proble`me que l’on cherche a` optimiser. D’autres e´tudes ont e´galement e´te´ mene´es (Baluja,
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Fig. 2.3 : Illustration d’une recombinaison a` un point. Les deux chromosomes (solutions poten-
tielles) c1 et c2 sont conside´re´s comme des chaˆınes de caracte`res, chaque symbole corres-
pondant a` l’instanciation (0 ou 1) de la variable concerne´e. Les deux chromosomes sont
apparie´s l’un au dessous de l’autre et une position de recombinaison, symbolise´e par la
fle`che noire, est choisie ale´atoirement dans cet appariement. Tous les symboles situe´s
apre`s cette position sont e´change´s entre les deux chromosomes. Dans le cas pre´sente´,
il existe cinq positions d’e´change possible. Le voisinage de l’ope´rateur est donc pour
cet exemple compose´ de cinq couples de chromosomes. Cet ope´rateur consiste donc a`
choisir ale´atoirement un e´le´ment de son voisinage.
1996; Goldberg and Segrest, 1987; Jones, 1995; Sharpe, 2000) pour comparer les capa-
cite´s d’optimisation d’un algorithme ge´ne´tique avec des approches de grimpeur strict a`
de´parts multiples. Les re´sultats montrent que dans la grande majorite´ des cas, des ap-
proches simples de grimpeur sont souvent plus efficaces qu’un algorithme ge´ne´tique. Cette
observation signifie que l’application directe d’un algorithme ge´ne´tique a` un proble`me est
souvent une mauvaise ide´e. Un tel algorithme peut se re´ve´ler efficace, mais a` la condi-
tion de de´finir des fonctions de voisinages et des ope´rateurs de de´placement adapte´s, en
fonction de toutes les connaissances pre´alables que l’on a du proble`me.
2.6.3 Les approches e´volutionnistes par de´couverte de de´pendances
Les approches par de´couverte de de´pendances (“linkage learning”), ont e´te´ imagine´es
pour traiter les difficulte´s pre´sente´es dans la Section pre´ce´dente. Nous nous inte´resserons
plus particulie`rement a` une sous-classe appele´e probabilistic linkage learning.
L’algorithme BOA (Bayesian Optimization Algorithm) (Pelikan et al., 1999; Pelikan,
2002) est une me´thode e´volutionniste. Sa particularite´ re´side dans le fait qu’elle n’uti-
lise pas, comme les me´thodes classiques, un ensemble fini de fonctions de voisinage et
d’ope´rateurs, mais une mode´lisation probabiliste de la population, laquelle est conside´re´e
comme un e´chantillon de points de l’espace de recherche biaise´s vers les valeurs hautes.
Son fonctionnement de base se re´sume dans les e´tapes suivantes :
1. Initialisation : t = 0, La population initiale P (t) est ge´ne´re´e.
2. Se´lection : Se´lection de S(t) a` partir de P (t) (se´lection biaise´e en faveur des meilleures
solutions.
3. Infe´rence d’un mode`le : On construit un mode`le probabiliste sous la forme d’un
re´seau baye´sien de de´pendances entre les variables (Figure 2.4). La topologie du
re´seau ainsi que les valeurs de probabilite´ sont infe´re´es.
4. Ge´ne´ration : On ge´ne`re un nouvel ensemble de solutions O(t) a` partir du mode`le
infe´re´.
5. Remplacement : On cre´e une nouvelle population P (t + 1) en remplac¸ant certaines
solutions de P (t) par des solutions de O(t), et on incre´mente t.
6. Terminaison : Si le crite`re de terminaison n’est pas satisfait, aller en (2).
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L’e´tape cle´ de la me´thode est clairement celle ou` l’on infe`re le mode`le baye´sien. En ana-
logie avec les me´thodes classiques, le re´seau baye´sien peut eˆtre vu comme une fonction
de voisinage. C’est d’ailleurs sur ce point que BOA pre´sente une avance conse´quente dans
le domaine, car en infe´rant un re´seau de de´pendances, cette me´thode modifie a` chaque
ite´ration le voisinage qu’elle utilise en fonction de la spe´cificite´ propre du proble`me qu’elle
optimise. Cette e´tape ne´cessite deux choses : de´couvrir la structure du re´seau, c’est-a`-
dire de´couvrir les de´pendances, et de´terminer les probabilite´s conditionnelles associe´es
aux variables. De´terminer les probabilite´s se fait tre`s simplement a` partir de la fre´quence
observe´e dans la population des occurrences simultane´es de chaque instance de chaque va-
riable. L’apprentissage du re´seau est un proble`me beaucoup plus complexe puisqu’il s’agit
de de´terminer quel re´seau parmi les 2(n
2) possibles repre´sente le mieux les donne´es. Ce
proble`me est NP-complet en soi (Chickering et al., 1997) et BOA utilise donc une heuris-
tique non-exacte pour construire le re´seau. La me´thode utilise´e est gloutonne et contruit
le re´seau petit a` petit, a` partir d’un re´seau initial sans arc. Pour fonctionner, BOA a
besoin du nombre maximum de de´pendances k que peut avoir une variable. Il calcule en-
suite a` partir de cette valeur la taille de la population ne´cessaire pour assurer, avec un
niveau d’erreur choisi, que toutes les instanciations possibles de tous les blocs de taille
k soient pre´sentes au moins une fois dans la population initiale. Cette contrainte limite
a` un de´gre´ d’e´pistasie bas les proble`mes a` traiter, cependant cette me´thode pre´sente des
avantages re´els par rapport aux algorithmes ge´ne´tiques sur des “benchmarks” d’optimisa-
tion comprenant des proble`mes artificiels ou` le degre´ d’e´pistasie peut eˆtre module´ (Gras,
2005). Une extension a` l’approche BOA appele´e hBOA (“hierarchical bayesian optimiza-
tion algorithm”) (Pelikan and Goldberg, 2001) a e´galement e´te´ propose´e. Son but est de
re´soudre des proble`mes trompeurs a` plusieurs niveaux, c’est-a`-dire des proble`mes qui sont
de´composables en une hie´rarchie de sous-proble`mes, chacun ayant sa propre sous-fonction
objectif.
Bien que tre`s puissantes, ces approches restent tre`s limite´es sur les applications re´elles
car le degre´ d’e´pistasie peut eˆtre trop important pour permettre une re´solution par ces
approches et une me´taheuristique spe´cifique (approche experte) au proble`me sera dans
la majorite´ des cas certainement pre´fe´rable. Nous avons ainsi teste´ hBOA sans succe`s
sur un proble`me d’alignement multiple, et bien qu’il soit capable de converger vers des
sous-solutions pertinentes, il reste loin derrie`re les algorithmes spe´cifiques au proble`me.
2.7 Discussion
Il apparaˆıt clairement que le type de voisinage utilise´ est pre´ponde´rant pour re´soudre un
proble`me d’optimisation combinatoire donne´. Le choix d’un grimpeur strict par rapport a`
un recuit simule´ est beaucoup moins important que le choix ou la de´finition d’une fonction
de voisinage, laquelle va de´terminer un paysage. Un meˆme proble`me peut eˆtre insoluble
pour un voisinage donne´ ou tre`s facile pour un autre, car le nombre de maximums locaux
peut eˆtre re´duit ainsi que le nombre moyen d’e´tapes ne´cessaires pour converger. Dans tous
les cas, une re´flexion sur les particularite´s du proble`me s’impose afin de tirer parti de toutes
les connaissances dont on peut disposer. Les algorithmes par de´couverte de de´pendances
marquent une avance significative dans le domaine, mais ils sont limite´s par le nombre de
de´pendances qu’ils peuvent mode´liser.
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Fig. 2.4 : Cette illustration repre´sente un exemple de re´seau baye´sien que BOA pourrait infe´rer
sur un proble`me a` 12 variables. Les de´pendances entre variables sont repre´sente´es par
des arcs. Par exemple, v7 de´pend de v1, v3 et v12. La topologie du re´seau est infe´re´e
par une heuristique gloutonne non-exacte. Les probabilite´s conditionnelles associe´es
aux variables sont estime´es par simple comptage, comme repre´sente´ dans le tableau
du bas : a` chaque combinaison d’instanciations des variables dont de´pend une variable
donne´e est associe´ une probabilite´ conditionnelle correspondant au nombre de fois ou`
l’instanciation en question a e´te´ observe´e dans la population.
Chapitre 3
Etat de l’art des me´thodes de
de´couvertes de similarite´s dans les
se´quences de biopolyme`res
3.1 Introduction
Ce chapitre est destine´ a` donner un aperc¸u des principales me´thodes implique´es dans
la de´couverte de similarite´s dans un ensemble de se´quences. Vu la diversite´ et le nombre
de ces me´thodes, nous ne serons pas exhaustifs. Notre souci sera plutoˆt d’e´tablir une clas-
sification et de de´crire les principales strate´gies a` travers les algorithmes les plus connus.
Le lecteur inte´resse´ pourra trouver des informations comple´mentaires dans les revues sui-
vantes : (Brazma et al., 1998; Brejova et al., 2000; Notredame, 2002).
Les me´thodes de de´couverte de similarite´s incluent les me´thodes de de´couverte de
mode`les de´terministes, souvent appele´s patterns, et les me´thodes d’alignement. Toutes ces
me´thodes recherchent des similarite´s pre´sentes dans un ensemble de se´quences prote´iques
ou nucle´iques, suppose´es apparente´es voir homologues. Il existe e´galement des approches
de discrimination, qui recherchent a` partir d’un ensemble de se´quences dit positif, les
re´gularite´s n’e´tant pas ou peu pre´sentes dans un deuxie`me ensemble dit ne´gatif. Ce der-
nier type d’approche n’est pas traite´ dans cette pre´sentation.
Les me´thodes de de´couverte de patterns recherchent des similarite´s sous la forme d’une
sous-classe des expressions re´gulie`res, dont les spe´cificite´s et de´finitions pre´cises varient
beaucoup selon la me´thode. Un pattern a un nombre fini d’occurrences dans l’ensemble de
se´quences, correspondant aux sous-chaˆınes dans les se´quences qui sont repre´sente´es par le
pattern, soit exactement, soit dans des limites fixe´es (nombre d’erreurs autorise´es).
Les me´thodes d’alignement cherchent a` repre´senter explicitement des relations d’ho-
mologie (suppose´es) entre les re´sidus des se´quences. Elle supposent l’homologie a` partir de
similarite´s que les se´quences peuvent pre´senter. Les me´thodes dites globales forcent tous
les re´sidus de l’ensemble de se´quences a` participer a` l’alignement alors que les me´thodes
locales ne cherchent a` aligner que les parties les plus significatives. Les alignements se
repre´sentent par une superposition des se´quences ou de parties de se´quences, en les arran-
geant de fac¸on a` ce que les re´sidus suppose´s homologues soient aligne´s dans une meˆme
colonne. Lorsque plus de deux se´quences sont aligne´es, on parle d’alignement multiple.
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Les alignements multiples de se´quences repre´sentent un ve´ritable challenge combinatoire.
Ils permettent de conduire des e´tudes e´volutionnaires sur une famille de se´quences, ou de
calculer un mode`le dans le but d’identifier des se´quences inconnues comme membres poten-
tiels de la famille. La proce´dure d’alignement multiple est, tout comme l’alignement deux
a` deux, intensivement utilise´e en bioinformatique et en biologie mole´culaire. L’alignement
multiple de se´quences pose en plus du de´fi combinatoire, le proble`me de la de´finition d’une
fonction objectif qui doit eˆtre capable d’assigner une valeur de “signifiance biologique” a`
un alignement donne´.
On peut globalement discerner deux types d’approches. L’approche la plus courante con-
cerne les techniques base´es sur des algorithmes de programmation dynamique, et cherche
ge´ne´ralement a` effectuer des alignements multiples globaux, ou` les se´quences sont aligne´es
sur toute leur longueur. La grande majorite´ d’entre elles de´terminent l’alignement multiple
par une strate´gie gloutonne sur la base d’une information obtenue par une comparaison
deux a` deux des se´quences. L’autre approche regroupe des me´thodes plus spe´cifiques qui
effectuent des alignements locaux multiples tout en calculant les parame`tres d’un mode`le
probabiliste de l’alignement.
Ces approches utilisent ge´ne´ralement une optimisation par voisinage, qui conside`re toutes
les se´quences simultane´ment, permettant ainsi de repe´rer des homologies plus faibles, qui
ne sont pas de´tectables par une comparaison deux a` deux. La majeure partie de ces
approches est base´e sur des algorithmes statistiques d’optimisation, comme l’algorithme
“expectation-maximization” (EM), et l’e´chantillonnage de Gibbs (Gelman et al., 2004).
Les optimisations du mode`le probabiliste et de l’alignement sont intimement lie´es. On
peut en effet toujours ge´ne´rer un alignement a` partir d’un mode`le probabiliste voir meˆme
d’un pattern en alignant directement les occurrences du mode`le. On peut re´ciproquement
de´terminer les parame`tres d’un mode`le par calcul direct a` partir d’un alignement.
Nous utiliserons dans les descriptions qui vont suivre ces notations de base. L’ensemble
de se´quences conside´re´ est donne´ par S = {s1, s2, . . . , sT } ou` si est la i
eme se´quence de S.
L’ensemble est constitue´ de T se´quences, toutes suppose´es de la meˆme longueur L. Ces
se´quences sont de´finies sur un alphabet Σ de cardinal K.
La Section 3.2 traitera des me´thodes de de´couverte de patterns. La Section 3.3 de´crira
l’approche permettant l’alignement de deux se´quences par programmation dynamique,
approche qui est a` la base de la grande majorite´ des me´thodes d’alignements multiples.
La Section 3.4 pre´sente la proble´matique de l’alignement multiple. Nous y aborderons les
approches classiques ainsi que les principaux scores qui leur sont associe´s.
3.2 De´couverte de patterns
3.2.1 Ge´ne´ralite´s
Les me´thodes de de´couverte de patterns de´terminent a` partir de S un ou plusieurs
mode`les de´terministes, se pre´sentant sous la forme d’une sous-classe des expressions re´gulie`res.
Une occurrence d’un pattern dans S est un mot de S, pouvant eˆtre repre´sente´ par le pat-
tern, d’une fac¸on exacte ou dans des limites fixe´es. Le nombre minimum d’occurrences
que doit avoir un pattern est appele´ le support. Les spe´cificite´s des patterns infe´re´s par
les diffe´rentes me´thodes sont assez variables, mais ge´ne´ralement ces spe´cificite´s peuvent
prendre en conside´ration une ou plusieurs des proprie´te´s suivantes :
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• Le symbole joker est un symbole particulier qui permet de repre´senter n’importe
quel symbole de Σ. Il est ge´ne´ralement note´ par ’.’ ou ’x’.
• Les re´gions flexibles permettent de de´finir dans un pattern une ou plusieurs posi-
tions pour lesquelles on autorise un nombre variable de symboles joker. Une re´gion
flexible est ge´ne´ralement spe´cifie´e par le nombre minimum et maximum de symboles
joker autorise´s. Elles sont ge´ne´ralement note´es x(i, j) pour signifier au moins i et au
plus j symboles joker.
• Les symboles ambigus sont des symboles appartenant a` un alphabet e´tendu. Ils per-
mettent de repre´senter directement un sous ensemble de Σ. Ils sont particulie`rement
utiles dans le cas des prote´ines pour lesquelles certains acides amine´s ont des pro-
prie´te´s communes. Il est pertinent dans ce cas de de´finir des symboles ambigus cor-
respondant a` un sous ensemble de Σ. Ces sous-ensembles sont ge´ne´ralement de´finis
explicitement entre crochets. Par exemple [ILV] est un symbole ambigu repre´sentant
soit ’I’ soit ’L’ soit ’V’. Il existe e´galement un alphabet e´tendu standard (IUPAC-
IUB) pour les nucle´otides (Cornish-Bowden, 1985) (Table 3.1), qui de´finit un code
a` une lettre pour toutes les ambigu¨ıte´s possibles.
Code Description nucle´otides
G Guanine
A Adenine
T Thymine
C Cytosine
R Purine (A or G)
Y Pyrimidine (C or T or U)
M Amino (A or C)
K Ketone (G or T)
S Strong interaction (C or G)
W Weak interaction (A or T)
H Not-G (A or C or T) H follows G in the alphabet
B Not-A (C or G or T) B follows A
V Not-T (not-U) (A or C or G) V follows U
D Not-C (A or G or T) D follows C
N Any (A or C or G or T)
Tab. 3.1 : Code IUPAC-IUB une lettre pour l’ADN.
Un exemple de pattern incluant toutes ces proprie´te´s est : [ab] − x − [a] − [bcd] −
x(3, 5) − [e]. Cette notation indique que la premie`re position peut correspondre aux sym-
boles ’a’ ou ’b’, suivis de n’importe quel symbole, puis un ’a’, suivi d’un ’b’, ’c’ ou d’un
’d’, puis un nombre de joker compris entre 3 et 5, suivis d’ un ’e’. La plupart des me´thodes
recherchent des patterns dits maximaux ce qui signifie que l’on ne peut pas augmenter
leurs spe´cificite´s sans diminuer leurs supports. Certaines me´thodes infe`rent des patterns
qui doivent avoir un nombre minimum d’occurrences exactes dans S alors que d’autres
autorisent des occurrences approche´es dans les limites d’une tole´rance fixe´e.
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3.2.2 Recherche exhaustive
La recherche exhaustive est l’approche la plus simple. Elle consiste a` e´nume´rer tous
les patterns possibles d’une classe donne´e afin d’identifier tous ceux qui satisfont les
contraintes requises. Cette approche e´tant exponentielle sur la longueur du pattern, elle
n’est utilisable que pour des patterns simples (sans re´gions flexibles) et de´finis sur un
cardinal bas. Quasiment toutes les me´thodes de recherche exhaustive sont limite´es a` des
ensembles de se´quences d’ADN (K = 4). Ce type d’approche garantit par contre de repor-
ter tous les patterns satisfaisant les contraintes requises. L’algorithme “oligo-analysis” (van
Helden et al., 1998) e´nume`re tous les oligonucle´otides d’une longueur infe´rieure a` 10 et re-
porte ceux qui sont statistiquement conside´re´s comme sur-repre´sente´s par rapport a` ce que
l’on attendrait par hasard. L’algorithme “YMF” (Yeast Motif Finder) (Sinha and Tompa,
2002) est spe´cifique pour des promoteurs de levures et permet d’infe´rer des patterns courts
avec e´ventuellement une re´gion variable au milieu. MOTIF (Smith et al., 1990), est un
algorithme permettant d’infe´rer des patterns simples sur des se´quences prote´iques. E´tant
donne´ que le cardinal des prote´ines (K = 20) est beaucoup plus e´leve´ que celui de l’ADN,
les patterns que peut produire cette me´thode sont extreˆmement contraints. Ces patterns
peuvent repre´senter trois acides amine´s se´pare´s par deux re´gions fixes compose´es d’un
nombre donne´ de jokers, par exemple : ’A...Q....I’. La longueur maximale que peut prendre
les re´gions jokers est spe´cifie´e par l’utilisateur. Si les re´gions variables peuvent contenir au
plus d symboles jokers, la combinatoire sur le nombre de patterns possibles sera de : 203d2.
L’algorithme aligne ensuite les occurrences de ces patterns pour essayer de les e´tendre en
patterns plus spe´cifiques.
3.2.3 Recherche par profondeur dans un arbre
La recherche exhaustive devient rapidement impossible pour chercher des patterns
plus complique´s, permettant des symboles ambigus et des re´gions variables. Une alterna-
tive consiste a` construire les patterns, en partant d’un seul symbole, puis chercher a` les
e´tendre de toutes les fac¸ons possibles. Si une extension produit un pattern qui ne satisfait
plus la contrainte de support, elle est abandonne´e. Ce type d’approche est une recherche
par profondeur dans l’arbre de tous les patterns possibles. Chaque extension correspond
a` un noeud dans l’arbre, et si elle est abandonne´e, le sous-arbre correspondant est e´lague´.
Bien que cette approche ait toujours une complexite´ exponentielle dans le pire des cas,
elle permet en fonction de la qualite´ de l’e´lagage, de produire des patterns d’un niveau
de repre´sentation supe´rieur a` ce qui peut eˆtre fait par une recherche exhaustive. Cette
approche est utilise´e par l’algorithme Pratt2 (Jonassen, 1997), un algorithme approche´,
mais qui peut garantir l’exactitude du re´sultat sous certaines contraintes. Ce programme
a e´te´ de´veloppe´ a` la suite d’une premie`re version, Pratt (Jonassen et al., 1995), qui avait le
de´faut de produire de grosses quantite´s de patterns non maximaux (patterns de´ja` contenus
dans un pattern plus spe´cifique).
Pratt2 permet de de´couvrir des patterns de´finis sur un alphabet e´tendu et comportant des
re´gions flexibles. Cet algorithme requiert plusieurs parame`tres, de´finissant les spe´cificite´s
des patterns qu’il recherche. L’utilisateur doit spe´cifier le support k, correspondant au
nombre minimum de se´quences qui doivent avoir au moins une occurrence de chaque
pattern produit. Un ensemble de parame`tres et de bornes de´finissent le type de pattern
recherche´ : B = (A,P,L,W,F ,N ,FP ). A est un alphabet e´tendu de Σ, sur lequel les
patterns sont de´finis. P est le nombre maximum de symboles contenus dans les patterns,
L est la longueur maximum du pattern, laquelle correspond a` la somme du nombre de
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symboles et du nombre de re´gions flexibles, W est la longueur maximum des re´gions
flexibles, avec j pour la longueur d’une re´gion flexible x(i, j). F est la flexibilite´ maximum
des re´gions flexibles, avec j − i pour la flexibilite´ de x(i, j). N est le nombre maximum
de re´gions flexibles et FP est la valeur maximum que le produit de toutes les flexibilite´s
peuvent avoir (ce produit est de´fini par
∏
k(ik − jk + 1)). La me´thode ne garantit pas de
trouver tous les patterns satisfaisant les contraintes (heuristique approche´e), sauf sous la
condition d’interdire les re´gions flexibles. Le type de patterns produits est de la forme :
A1 − x(i1, j1)−A2 − x(i2, j2) . . .− x(in, jn)−AN . A1 . . . An sont les symboles du pattern
de´fini sur A et x(i, j) repre´sente un nombre de i a` j symboles jokers. i − j de´finissant la
flexibilite´ de la re´gion. Un exemple de pattern pourrait eˆtre A−[DE]−x(3)−G−x(3, 4)−L.
L’algorithme commence la recherche avec un pattern compose´ d’un seul symbole, puis
il cherche a` l’e´tendre de toutes les fac¸ons possibles, de´finies par les contraintes B. L’heu-
ristique de Pratt repose sur un score qui permet d’estimer la spe´cificite´ maximum que
pourra atteindre un pattern en cours d’extension. Si un pattern A a au moins les meˆmes
occurrences qu’un autre pattern B plus spe´cifique de´ja` trouve´, et que le score maximum
estime´ de A est infe´rieur a` celui de B, il est abandonne´. Cette heuristique est exacte dans
le cas ou` les re´gions variables ne sont pas autorise´es.
3.2.4 Recherche de patterns guide´e par l’ensemble de se´quences
Une autre approche consiste a` utiliser S pour guider la construction des patterns. Les
deux algorithmes les plus connus utilisant cette approche sont TEIRESIAS (Rigoutsos and
Floratos, 1998) et Splash (Califano, 2000). Ces deux algorithmes recherchent des patterns
qui satisfont une contrainte de densite´, laquelle spe´cifie le ratio minimum de symbole non
joker sur une longueur donne´e. Ces deux algorithmes partagent beaucoup de similarite´s.
Une diffe´rence importante cependant concerne le fait que Splash peut trouver des patterns
de´finis sur un alphabet e´tendu alors que TEIRESIAS est limite´ a` Σ et au symbole joker.
Nous ne de´crirons que l’algorithme le plus re´cent.
Splash est un algorithme exact qui permet de produire sous certaines contraintes tous les
patterns maximaux qui sont communs a` au moins deux se´quences de S. Les patterns pro-
duits sont de la forme (Π∪ ′.′)∗ ou` Π est l’alphabet sur lequel les patterns sont de´finis et ′.′
repre´sente le symbole joker. Un symbole de Π est appele´ un symbole plein. Une contrainte
de densite´ doit eˆtre spe´cifie´e par deux valeurs k0 et l0, pour limiter la recherche. Ces valeurs
pre´cisent le nombre k0 minimum de symboles pleins dans un segment contigu de longueur
l0 du pattern et ne commenc¸ant pas par un joker. Par exemple, le pattern A....BC....D sa-
tisfait la contrainte de densite´ : k0 = 3, l0 = 7 car les deux sous-chaˆınes A....BC et BC....D
de longueur 7 et commenc¸ant par un symbole plein contiennent au moins trois symboles
pleins. L’utilisateur spe´cifie en plus le support j0 correspondant au nombre minimum d’oc-
currences qu’un pattern doit avoir dans l’ensemble de se´quences, ainsi que m0, le nombre
minimum de symboles pleins que chaque pattern produit doit contenir. Ces deux dernie`res
valeurs sont utiles pour e´viter que le programme ne produise des patterns non significatifs.
L’alphabet Π peut eˆtre e´quivalent a` Σ et dans ce cas les patterns produits sont appele´s
patterns identiques. On peut cependant aussi de´finir Π de fac¸on a` ce que chacun de ses
symboles repre´sente un ou un groupe de symboles de Σ. On parle dans ce cas de patterns
approximatifs lesquels peuvent produire des occurrences non identiques, mais similaires
dans l’ensemble de se´quences. Dans tous les cas, les cardinaux de Π et Σ doivent eˆtre
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identiques et Πi, le i
eme symbole de Π doit repre´senter au moins Σi, le i
eme symbole de
Σ. Le programme propose une option pour ge´ne´rer un tel alphabet e´tendu a` partir d’une
matrice de substitution BLOSUM (Henikoff and Henikoff, 1992).
Le fonctionnement de Splash repose sur une se´rie d’ope´rateurs applique´s re´cursivement
sur un ensemble de patterns de de´part appele´s graines, afin de les e´tendre en patterns
maximaux satisfaisant les contraintes pre´cite´es. L’ensemble de graines correspond a` tous
les patterns de longueur infe´rieure ou e´gale a` l0 satisfaisant la contrainte de densite´ et
de support. Cet ensemble est ge´ne´re´ en e´nume´rant tous les patterns de longueur l0 ou
infe´rieure pre´sents dans S. Cet e´tape conduit a` un ensemble de graines, associe´es avec
les positions de leurs occurrences dans S. L’algorithme cherche ensuite a` e´tendre chaque
graine par l’application re´cursive de trois ope´rateurs ayant pour but d’augmenter la taille
des pattern initiaux ou leur nombre de symboles pleins. Ces ope´rateurs fonctionnent en se
re´fe´rant aux occurrences du pattern dans S. Ils regardent sur les occurrences du pattern
si un symbole commun peut eˆtre rajoute´ sans diminuer le support. Si un pattern ne peut
plus eˆtre e´tendu d’aucune manie`re, il est maximal et est produit en re´sultat.
Bien qu’aucune complexite´ ne soient directement mentionne´e, les auteurs donnent des
valeurs de temps CPU sur divers ensembles de se´quences et diverses contraintes. L’algo-
rithme est capable de trouver tous les patterns maximaux (environ 600) de contrainte de
densite´ k0 = 2, l0 = 5 pre´sents dans au moins 20% des se´quences d’une base de donne´e
randomise´e de 512000 acides amine´s en moins de 10 secondes, et en utilisant une quantite´
ne´gligeable de me´moire.
3.2.5 Recherche de patterns pre´sentant des occurrences avec erreurs
Certains algorithmes (fonctionnant principalement sur des se´quences d’ADN)
recherchent un pattern d’une longueur l donne´e et de´fini sur Σ uniquement, pattern qui
a un nombre minimum d’occurrences dans S avec exactement k ou au plus k erreurs. La
particularite´ de ce type de proble`me est que le pattern recherche´ n’a pas force´ment d’oc-
currences exactes dans S mais un ensemble d’occurrences approche´es, qui peuvent eˆtre
tre`s diffe´rentes les unes des autres lorsqu’on les compare deux a` deux.
Cette proble´matique s’est conside´rablement de´veloppe´e a` la suite du lancement d’un
proble`me challenge (Pevzner and Sze, 2000), lequel est de´crit et commente´ en de´tail dans
la Section 5.2. Prenons en exemple le parame´trage de base du proble`me challenge : on
commence par ge´ne´rer ale´atoirement T = 20 se´quences sur un alphabet de cardinal K = 4
(ADN) de longueur 600. On ge´ne`re ensuite un pattern de longueur l = 15 (sur l’alpha-
bet Σ) que l’on inse`re exactement une fois par se´quence, mais en effectuant a` chaque
insertion d = 4 substitutions ale´atoires. Deux insertions peuvent donc avoir jusqu’a` huit
symboles diffe´rents. E´nume´rer tous les patterns de longueur 15 et ve´rifier s’ils ont une
occurrence par se´quence avec quatre erreurs n’est clairement pas re´alisable en un temps
raisonnable. Un certain nombre d’algorithmes traitant cette proble´matique existent, dont
la plupart sont de´die´s au challenge. Citons notamment WINNOVER (Pevzner and Sze,
2000), PROJECTION (Buhler and Tompa, 2001; Buhler and Tompa, 2002), en particulier
PatternBranching (Price et al., 2003), Multiprofiler (Keich and Pevzner, 2002), et SMILE
(Marsan and Sagot, 2000; Marsan, 2002). Il faut pre´ciser que SMILE n’est pas de´die´ au
challenge, mais pre´sente des fonctionnalite´s plus ge´ne´rales. Il peut trouver un pattern a` une
distance de Hamming d’au plus d de ses occurrences, et peut en fonction du choix de l’uti-
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lisateur autoriser une ou plusieurs re´gions variables dans le pattern. Il permet e´galement
de rechercher des patterns sur un alphabet e´tendu.
WINNOVER propose de travailler directement a` partir des facteurs de S de longueur
15. Cette approche construit un graphe ou` chaque noeud est un facteur de longueur 15 et
tous les facteurs sont repre´sente´s. Deux noeuds sont relie´s par un arc s’ils n’appartiennent
pas a` la meˆme se´quence et s’ils ont un nombre de symboles diffe´rents plus petit ou e´gal a`
2d. Un graphe T−parti1 (T = 20) est ainsi obtenu dans lequel les 20 occurrences du signal
forment une clique de taille 20. La recherche de cliques dans un graphe est un proble`me
NP-difficile. Le fonctionnement de Winnover est base´ sur l’ide´e de re´duire la taille du
graphe en supprimant les noeuds dont on est suˆr qu’ils n’appartiennent pas a` une grande
clique. Le programme utilise pour cela la notion de clique augmentable. Un noeud u est
voisin de la clique C = {v1, v2, . . . , vk} si {v1, v2, . . . , vk, u} forme e´galement une clique, et
une clique est dite augmentable si elle a au moins un voisin dans chacune des T parties
du graphe. Le principe de re´duction du graphe est base´ sur l’observation que tous les arcs
d’une clique maximale de taille T font e´galement partie d’au moins
(
T−2
k−2
)
cliques aug-
mentables de taille k. Le programme retire alors tous les arcs qui appartiennent a` moins
de
(
T−2
k−2
)
cliques. Le proce´de´ est ite´re´ jusqu’a` l’obtention d’une petite collection de cliques
augmentables dans lesquelles la clique maximale de taille T aura une chance d’eˆtre trouve´e
en un temps raisonnable.
L’algorithme PROJECTION est une approche probabiliste, dont l’ide´e principale con-
siste a` utiliser des fonctions de hachage. Le principe consiste a` transformer un mot de
longueur l en un autre mot de longueur d forme´ par la concate´nation des symboles choisis
dans d positions parmi l. Une fonction donne´e re´sulte du choix ale´atoire des d positions
qui sont concate´ne´es. Tous les facteurs de S de longueur l sont transforme´s par une fonc-
tion de hachage donne´e. Si cette fonction produit un mot plus souvent que les autres, il y
a de bonne chance qu’il soit issu d’une partie non ne´gligeable des occurrences du mot inse´re´.
L’algorithme PatternBranching consiste en un grimpeur strict sur le voisinage de Ham-
ming. Cet algorithme est le plus efficace pour re´soudre le proble`me challenge, meˆme
sur des instances plus difficiles du proble`me. L’espace de recherche correspond a` tous
les mots de longueur l. Le grimpeur cherche a` minimiser une fonction objectif corres-
pondant a` une somme de distances de Hamming minimales. Soit A un mot de lon-
gueur l et soit H(A,P ) la distance de Hamming entre A et P , un facteur de S. Soit
d(A, si) = min(H(A,P ),∀P | P ∈ si). La fonction objectif est alors de´finie comme :
OF =
T∑
i=1
d(A, si)
soit la somme des distances de Hamming minimales pour chaque se´quence entre A et tous
les facteurs d’une se´quence. Le grimpeur est lance´ sur tous les facteurs de S et cela suffit
ge´ne´ralement a` identifier les occurrences du motif inse´re´.
Il faut noter que d’une fac¸on ge´ne´rale, ce type de mode`le n’est pas tre`s significa-
tif du point de vue biologique. En effet, ce mode`le suppose que les substitutions sont
1Un graphe T -parti est e´galement appele´ T−colorable.
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e´quiprobables pour toutes les positions. De plus dans le cas le plus contraint (chercher un
mot qui a une occurrence par se´quence avec exactement d erreurs), il suppose que toutes
les occurrences du motif biologique recherche´ ont subit le meˆme nombre de substitutions
a` partir d’un anceˆtre commun, ce qui n’est que tre`s rarement le cas dans la pratique.
Si l’on autorise au plus d erreurs, les occurrences d’un motif auront une chance d’eˆtre
retrouve´es pour autant que d soit petit par rapport a` l. Dans le cas contraire, il est fort
probable que ce type de mode`le identifie un grand nombre d’occurrences, parmi lesquelles
les occurrences re´elles du motif ne seront pas discernables des occurrences non significa-
tives.
3.3 Les alignements deux a` deux par programmation dy-
namique
La publication de´crivant l’algorithme de Needleman et Wunsch de programmation
dynamique pour l’alignement de deux se´quences (Needleman and Wunsch, 1970) est cer-
tainement l’une des les plus connues en bioinformatique. Cet algorithme permet d’effectuer
un alignement global entre deux se´quences de longueur n et m de fac¸on optimale avec une
complexite´ spatiale et temporelle de O(nm). Il existe plusieurs variantes, toutes base´es
sur la programmation dynamique (Gotoh, 1982; Smith and Waterman, 1981). Nous ne
pre´senterons ici que l’algorithme de Needleman and Wunsh pour l’alignement global. Le
lecteur inte´resse´ pourra se re´fe´rer au deuxie`me chapitre de (Durbin et al., 1998) dans le-
quel plusieurs de ces algorithmes sont de´crits en de´tail.
Les algorithmes d’alignement de se´quences par programmation dynamique sont inten-
sivement utilise´s en bioinformatique. Il sont de plus a` la base de la majeure partie des
programmes d’alignement multiples. L’alignement de deux se´quences consiste a` mettre
en relation les similarite´s qu’elles peuvent pre´senter. Afin d’illustrer la nature d’un ali-
gnement, prenons un exemple d’alignement global entre deux prote´ines homologues de
serpents : une neurotoxine du Bongare raye´ (Bungarus multicinctus, NXLH5 BUNMU) et
une cardiotoxine du Cobra cracheur (Naja sputatrix, CTX1 NAJSP) :
CTX1 NAJSP MKTLLLTLVVVTIVCLDLGYTLKCNKLVPLFY-----KTCPAGKNLCYKIF
NXLH5 BUNMU METLLLTLVVVTIVCLDLGYTMQCKTC--SFYTCPNSETCPDGKNICVKRS
CTX1 NAJSP MVAT----PKVPVKRGCIDVCPKSSLLVKYVCCNTDRCN-
NXLH5 BUNMU WTAVRGDGPKREIRRECAATCPPSKLGLTVFCCTTDNCNH
Deux symboles dispose´s l’un au-dessous de l’autre sont dits apparie´s. Certains appa-
riements sont constitue´s de deux symboles identiques alors que d’autres concernent des
symboles diffe´rents : un acide amine´ ayant e´te´ substitue´ par l’autre au cours de l’e´volution.
Nous verrons plus loin que certaines substitutions sont biologiquement pertinentes car elle
concernent des acides amine´s aux proprie´te´s physico-chimiques similaires, et sont plus
souvent observe´es dans des alignements suppose´s “corrects” par rapport a` ce que l’on at-
tendrait par hasard. Un appariement de deux symboles suppose qu’ils sont homologues,
c’est-a`-dire qu’ils sont suppose´s descendre d’un anceˆtre commun. Un alignement, est une
description explicite des homologies suppose´es, contrairement aux patterns ou aux mode`les
probabilistes (que nous verrons plus loin). Un alignement suppose deux types de muta-
tion : la substitution (un symbole est remplace´ par un autre) et l’insertion ou la de´le´tion.
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Ce deuxie`me type de mutation est commune´ment de´signe´ par la contraction indel (pour
INsertionDELetion) et est repre´sente´ par le symbole ’-’ dans l’alignement. Un indel corres-
pond soit a` l’insertion d’un ou de plusieurs symboles dans une se´quence soit a` une de´le´tion
de ces symboles dans l’autre se´quence. On conside`re ge´ne´ralement la de´le´tion ou l’inser-
tion de plusieurs symboles contigus comme un seul e´ve´nement mutationnel. Un aligne-
ment doit conserver l’ordonnancement des symboles dans les se´quences. Des e´ve`nements
e´volutionnaires comme les re´arangements ou les duplications ne sont donc pas mode´lisables
par ce type de proce´dure.
3.3.1 Le syste`me de score pour l’alignement de prote´ines
E´tablir un alignement entre deux se´quences consiste a` de´terminer les appariements
des symboles de fac¸on a` maximiser un syste`me de score. Le score total d’un alignement
correspond a` la somme des scores attribue´s a` chaque e´ve´nement e´volutionnaire constate´.
Ce syste`me additif suppose que les symboles sont inde´pendants les uns des autres.
Le premier type d’e´ve´nement est la substitution d’un acide amine´ par un autre. On a donc
besoin d’un syste`me de score qui attribue une valeur a` tous les appariements possibles. Ces
valeurs d’appariements sont donne´es par des matrices dites de substitution comme les ma-
trices BLOSUM (Henikoff and Henikoff, 1992), PAM (Dayhoff et al., 1978) et GONNET
(Gonnet et al., 1992). Ces scores correspondent au ratio de la probabilite´ d’observer un ap-
pariement donne´e dans un “vrai” alignement sur la probabilite´ d’observer cet appariement
par hasard. Les matrices BLOSUM par exemple utilisent la base de donne´es BLOCKS (He-
nikoff and Henikoff, 1991; Henikoff et al., 2000) d’alignements multiples locaux (“blocs”)
comme source d’appariements suppose´s corrects. Une matrice BLOSUM62 est construite
a` partir de l’ensemble des blocs pre´sentant une similarite´ d’au moins 62% d’identite´. Le
principe est le suivant. Un de´compte de tous les couples possibles d’acides amine´s ap-
parie´s (situe´s dans la meˆme colonne d’un bloc) est effectue´. Il y a K(K + 1)/2 = 210
couples diffe´rents possibles. On obtient alors pour chaque couple d’acides amine´s i et j
une fre´quence observe´e qi,j d’appariement (suppose´s biologiquement corrects). Ensuite la
probabilite´ d’occurrence de l’acide amine´ i dans un couple (i, j) (probabilite´ marginale)
est donne´e par :
pi = qi,i +
∑
i6=j
qi,j
2
Les probabilite´s des couples attendus par hasard ei,j sont calcule´es par :
ei,j =
{
(pi)
2 si i = j
2pipj si i 6= j
Finalement, les valeurs de substitution de deux acides amine´s dans la matrice BLOSUM
sont donne´es par un logarithme du ratio de q sur e arrondi a` l’entier le plus proche :
B(i, j) = 2 log2
(
qi,j
ei,j
)
La matrice BLOSUM62 est pre´sente´e dans la Figure 3.1. On peut constater que les valeurs
de substitution d’un acide amine´ par lui-meˆme ne sont pas les meˆmes pour tous. Ainsi,
le tryptophane (’W’) obtient une valeur contre lui-meˆme largement supe´rieure a` celle des
autres car sa substitution par un autre acide amine´ est rarement observe´e. Les apparie-
ments dits conserve´s ont un score positif, ce qui signifie qu’on les observe plus souvent
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dans des alignements “corrects” que ce que l’on attendrait par hasard. L’utilisation du
logarithme permet d’obtenir un syste`me de score additif.
Il faut e´galement attribuer un score aux e´ve´nements de type indels. On leur attribue
un score devant eˆtre minimise´, on parle alors de couˆt d’indels. Un couˆt line´aire sur la
longueur de l’indel indel(g) avec g pour la longueur suppose un e´ve´nement mutationnel
distinct pour chaque symbole apparie´ avec un ’-’ :
indel(g) = g · d
avec d e´tant le couˆt d’indel. Afin de conside´rer un succession d’indels comme un seul
e´ve´nement mutationnel, il est plus courant d’utiliser une fonction affine ou logarithmique
sur g. Le couˆt pour une fonction affine est :
indel(g) = d + (g − 1)e
ou d correspond dans ce cas au couˆt d’ouverture d’un indel et e au couˆt de chaque symbole
’-’ contigu rajoute´. Il n’existe pas de the´orie pour leur attribuer une valeur comme c’est
le cas pour les scores de substitutions (Vingron and Waterman, 1994) et leur ajustement
de´pend beaucoup des se´quences que l’on aligne. Leur ajustement est alors empirique. Une
technique est de les ajuster par rapport a` la valeur la plus basse observe´e dans la matrice
de substitution utilise´e. Des valeurs typiques pour une fonction affine sont d = 12 et e = 2.
Le score d’un alignement correspond donc a` une somme d’e´ve´nements mutationnels
entre les deux se´quences. D’un point de vue statistique, ce score correspond au logarithme
d’un ratio de vraisemblances : la vraisemblance que les deux se´quences sont apparente´es
sur la vraisemblance qu’elles ne le sont pas.
3
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A R N D C Q E G H I L K M F P S T W Y V B Z X
A 4
R -1 5
N -2 0 6
D -2 -2 1 6
C 0 -3 -3 -3 9
Q -1 1 0 0 -3 5
E -1 0 0 2 -4 2 5
G 0 -2 0 -1 -3 -2 -2 6
H -2 0 1 -1 -3 0 0 -2 8
I -1 -3 -3 -3 -1 -3 -3 -4 -3 4
L -1 -2 -3 -4 -1 -2 -3 -4 -3 2 4
K -1 2 0 -1 -3 1 1 -2 -1 -3 -2 5
M -1 -1 -2 -3 -1 0 -2 -3 -2 1 2 -1 5
F -2 -3 -3 -3 -2 -3 -3 -3 -1 0 0 -3 0 6
P -1 -2 -2 -1 -3 -1 -1 -2 -2 -3 -3 -1 -2 -4 7
S 1 -1 1 0 -1 0 0 0 -1 -2 -2 0 -1 -2 -1 4
T 0 -1 0 -1 -1 -1 -1 -2 -2 -1 -1 -1 -1 -2 -1 1 5
W -3 -3 -4 -4 -2 -2 -3 -2 -2 -3 -2 -3 -1 1 -4 -3 -2 11
Y -2 -2 -2 -3 -2 -1 -2 -3 2 -1 -1 -2 -1 3 -3 -2 -2 2 7
V 0 -3 -3 -3 -1 -2 -2 -3 -3 3 1 -2 1 -1 -2 -2 0 -3 -1 4
B -2 -1 3 4 -3 0 1 -1 0 -3 -4 0 -3 -3 -2 0 -1 -4 -3 -3 4
Z -1 0 0 1 -3 3 4 -2 0 -3 -3 1 -1 -3 -1 0 -1 -3 -2 -2 0 4
X 0 -1 -1 -1 -2 -1 -1 -1 -1 -1 -1 -1 -1 -1 -2 0 0 -2 -1 -1 -1 -1 -1
Fig. 3.1 : La matrice de substitution BLOSUM62 est calcule´e a` partir d’alignements locaux sans indels suppose´s corrects et pre´sentant une similarite´
d’au moins 62% d’identite´. Les valeurs sont des logarithmes du ratio des vraisemblances : fre´quences observe´es d’un couple d’acide amine´
donne´ sur la fre´quence attendue par hasard.
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3.3.2 L’algorithme de Needleman&Wunch
L’algorithme de Needleman&Wunch permet de de´terminer l’alignement ou les aligne-
ments globaux de score optimal entre deux se´quences. Le but informel e´tant d’effectuer le
maximum d’appariements de score positif (appariements conserve´s) tout en minimisant le
couˆt des appariements de score ne´gatif, indels inclus. Nous pre´senterons l’algorithme sous
sa forme la plus simple, en utilisant un syste`me de score line´aire pour les indels. Supposons
deux se´quences x et y de longueur l avec xi (resp. yi) e´tant le i
eme symbole de x (res. y).
Le score d’appariement entre deux symboles xi et yj est donne´ par la matrice de substi-
tution B(xi, yj) et le couˆt d’appariement d’un symbole avec un indel vaut d. L’ide´e est
de construire une matrice N de taille (l + 1)(l + 1) indexe´e par les deux se´quences. Cette
matrice est initialise´e par N(0, 0) = 0 et N(0, i) = N(i, 0) = i · d. Les valeurs restantes
sont attribue´s par la relation re´cursive :
N(i, j) = max

N(i− 1, j − 1) + B(xi, yj)
N(i− 1, j) − d
N(i, j − 1)− d
(3.1)
avec N(i, j) donnant le score du meilleur alignement des deux pre´fixes se terminant res-
pectivement aux positions xi et yj . On attribue donc a` N(i, j) le score qui maximise
l’e´longation de trois sous-alignements optimaux de´ja` calcule´s impliquant les pre´fixes se
terminant par : xi−1 et yj−1 pour le premier, xi et yj−1 pour le deuxie`me, et finalement
xi−1 et yj pour le troisie`me. La matrice est progressivement remplie depuis la case N(1, 1)
jusqu’a` la case N(l, l), la valeur de cette dernie`re correspondra au score de l’alignement
final. Pour obtenir l’alignement lui-meˆme, il faut me´moriser a` chaque e´tape du remplis-
sage la provenance qui a maximise´ l’e´quation 3.1. L’alignement correspondra alors a` un
chemin dans la matrice N . Le principe est illustre´ dans la Figure 3.2, qui repre´sente la
matrice pour deux se´quences fictives. Les scores d’appariement sont issus de la matrice
BLOSUM62, et un couˆt d’indel line´aire de d = 3.
Comme nous l’avons de´ja` mentionne´, l’algorithme de N&W effectue un alignement sur
toute la longueur des deux se´quences. Cet algorithme ne produira donc un re´sultat satisfai-
sant que sur des se´quences similaires sur toutes leurs longueur et de longueurs proches. Il
est cependant fre´quent de chercher a` aligner des se´quences distantes qui ne partagent plus
que des similarite´s locales. Il existe pour cela l’algorithme de Smith&Waterman (Smith
and Waterman, 1981) qui fonctionne en re´initialisant le score a` ze´ro de`s qu’il devient
ne´gatif. Il peut de cette manie`re mettre en e´vidence des similarite´s courtes (locales) entre
deux se´quences.
Ces algorithmes de programmation dynamique peuvent eˆtre ge´ne´ralise´s pour l’aligne-
ment de se´quences compose´es d’un nombre fini d’objets. Nous avons pre´sente´ le cas ou`
un objet est un symbole, mais on peut e´tendre le principe a` un se´quence de n’importe
quel type d’objets, pour autant que l’on de´finisse un syste`me de score permettant d’at-
tribuer une valeur a` tous les appariements possibles de deux objets, ainsi que les scores
de pe´nalite´s pour les indels. Un objet peut par exemple eˆtre un mode`le probabiliste, qui
de´crit la probabilite´ de chaque symbole a` une position donne´e dans la se´quence. On peut
e´galement, comme nous le verrons plus loin, aligner deux alignements selon ce principe.
L’utilisation la plus courante des algorithmes d’alignement deux a` deux consiste a` re-
chercher dans une base de donne´e une se´quence similaire a` une se´quence “requeˆte”. La
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C
S
E
G
C
I
C T E D T E E C
0    -3   -6   -9   -12   -15   -18   -21   -24
-3   9   6   3   0    -3   -6   -9   -12
-6   6   10   7   4   1    -2   -5   -8
-9   3   7   15   12   9   6   3   0
-12   0   4   12   14   11   8   5   2
-15   -3   1   9   11   13   10   7   14
-18   -6   -2   6   8   10   10   7   11
C T E D T E E C _  
C   S E G _  _  _ C I
Fig. 3.2 : L’alignement de deux se´quences fictives est pre´sente´. Les scores d’appariement corres-
pondent a` la matrice BLOSUM62, et le couˆt d’indel est line´aire avec d = 3. Les fle`ches
dans la matrice indiquent quelle provenance a` e´te´ utilise´e pour le calcul des cases qui
correspondent a` l’alignement optimal. Le chemin forme´ par les fle`ches permet de recons-
truire cet alignement, lequel est pre´sente´ sous la matrice. Il n’existe pour cet exemple
qu’un seul alignement optimal.
se´quence requeˆte est aligne´e avec toutes les se´quences de la base de donne´e et les se´quences
significativement similaires peuvent ainsi eˆtre identifie´es. BLAST (Altschul et al., 1990)
consiste en une plateforme de programmes d’alignement permettant d’effectuer des aligne-
ments d’une se´quence requeˆte contre toutes les se´quences d’une base de donne´es (ADN et
prote´ines). Des alignements entre se´quences prote´iques et nucle´iques peuvent e´galement
eˆtre obtenus en traduisant la se´quence nucle´ique selon le code ge´ne´tique et pour ses six
cadres de lecture. L’algorithme de programmation dynamique utilise´ est une heuristique
non exacte permettant d’acce´le´rer significativement le processus d’alignement afin de pou-
voir l’effectuer contre des bases de donne´e de centaines de milliers d’entre´es. BLAST est
de loin le programme le plus utilise´ en bioinformatique.
3.4 l’Alignement multiple de se´quences
De`s que l’on cherche a` aligner plus de deux se´quences, on parle d’alignement mul-
tiple. On peut globalement discerner deux classes de me´thodes pour l’alignement multiple.
Premie`rement les me´thodes base´es sur la programmation dynamique, lesquels produisent
des alignements multiples autorisant les indels. Ces alignements peuvent eˆtre globaux,
quand l’on cherche a` aligner tous les re´sidus de S, ou locaux si l’on n’aligne que les parties
juge´es significatives. Quasiment toutes les techniques de cette classe construisent l’aligne-
ment sur la base d’une information obtenue par comparaison deux a` deux des se´quences.
La deuxie`me classe de me´thode produit des alignements locaux multiples et sans indels,
e´galement appele´s blocs. Ces alignements sont ge´ne´ralement obtenus par un processus
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d’optimisation sur l’espace des alignements possibles. Contrairement au premier type, ils
conside`rent les se´quences simultane´ment, permettant ainsi de de´tecter des similarite´s plus
faibles. Il sont cependant plus spe´cifiques et donc plus contraints. Le travail effectue´ dans
cette the`se concerne ce type d’alignements.
3.4.1 Ge´ne´ralisation de la programmation dynamique a` des espaces mul-
tidimensionnels
Une premie`re approche consiste a` e´tendre a` un espace multidimensionnel le principe
de programmation dynamique pre´sente´ auparavant pour deux se´quences. Le syste`me de
score correspond alors a` la somme des alignements deux a` deux, pour toutes les paires de
se´quences que l’on peut former, fonction commune´ment appele´e somme des paires. Dans
ce cas, la complexite´ temporelle exprime´e en fonction de T , le nombre de se´quences de
longueurs L que l’on aligne devient O(LT 2T ) et O(LT ) pour la complexite´ spatiale. Le
terme (2T ) correspond au (2T −1) provenances possibles qu’il faut e´valuer dans la relation
re´cursive (E´quation 3.1). Ce type d’approche n’est donc pas re´alisable pour plus de trois
a` quatre se´quences. Le programme MSA (Lipman et al., 1989) est une imple´mentation
d’un algorithme heuristique non-exact (Carrillo and Lipman, 1988) base´ sur le meˆme
principe que le programme BLAST. Cette approche consiste a` identifier des zones de l’es-
pace N−dimensionnel qui ont peu de chance de contribuer a` la solution optimale, et qui
peuvent eˆtre e´limine´es du processus de calcul. Cette approche permet d’aligner jusqu’a` dix
se´quences. La qualite´ de l’heuristique de´pend de la similarite´ entre ces se´quences. Ce pro-
gramme a ensuite servi de base a` une nouvelle approche DCA (Stoye et al., 1997) (Divide
and Conquer Algorithm) qui divise l’ensemble de se´quences en plusieurs ensembles plus
petits, pouvant chacun eˆtre aligne´s avec MSA. La difficulte´ de cette approche consiste a`
choisir judicieusement les sous-ensembles a` former.
3.4.2 L’alignement multiple progressif
Les approches les plus connues concernent les algorithmes dits progressifs (approche
gloutonne), qui construisent l’alignement multiple en assemblant des sous-alignements (ali-
gnements multiples impliquant un nombre de se´quences infe´rieur a` T ) par programma-
tion dynamique, un choix d’appariement n’e´tant jamais remis en cause. Le point com-
mun entre ces me´thodes est qu’elles partent d’une collection d’appariements deux a` deux
de se´quences, cette collection e´tant obtenue par programmation dynamique (alignements
globaux et/ou locaux de toutes les se´quences prises deux a` deux). Dans le cas le plus
simple, les T (T − 1)/2 alignements globaux de deux se´quences sont effectue´s par l’algo-
rithme de N&W. Ensuite, en se basant sur les scores d’alignements obtenus, un arbre
e´volutionnaire binaire est construit, lequel servira a` de´terminer l’ordre d’introduction des
se´quences dans l’alignement multiple. Les se´quences sont repre´sente´es chacune dans une
feuille de l’arbre et chaque noeud interne contient les se´quences repre´sente´es dans ses
deux fils, et toutes les se´quences seront finalement repre´sente´es par la racine. Comme nous
l’avons dit pre´ce´demment, cet arbre donne l’ordre dans lequel les alignements deux a` deux
doivent eˆtre effectue´s. De cet ordre de´pend fortement la qualite´ de l’alignement multiple
final si les se´quences ne pre´sentent pas une forte similarite´. L’alignement multiple est alors
e´labore´ en effectuant un alignement deux a` deux dans chacun des noeuds de l’arbre et
en partant des feuilles. Chaque noeud interne contient donc l’alignement du contenu de
ses deux noeuds fils. Ces deux noeuds peuvent contenir deux se´quences seules, ou une
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Fig. 3.3 : Cette figure illustre le proce´de´ d’alignement multiple dit progressif. L’alignement mul-
tiple est construit de fac¸on gloutonne par une succession d’alignements deux a` deux, un
choix n’e´tant jamais remis en cause. La majeure partie des programmes d’alignements
multiples utilisent ce proce´de´. Ils diffe`rent par contre pour le syste`me de score utilise´,
ainsi que pour la me´thode de construction de l’arbre guide.
se´quence et un alignement de´ja` effectue´, ou encore deux alignements (Figure 3.3). Les
appariements de´ja` de´termine´s dans les noeuds infe´rieurs ne sont jamais remis en cause.
Cette proce´dure cherche ge´ne´ralement a` optimiser la somme des paires. Dans ce cas, le
syste`me de score s’exprime de la fac¸on suivante : soit a et b deux alignements (multiples
ou non), et ai, bj donnent respectivement les i
emes et jemes positions dans ces alignements.
Soit Ci,j l’ensemble de tous les appariements deux a` deux que l’on peut former entre les
positions ai et bj des deux alignements. Le score d’appariement entre ai et bj est donne´
par : ∑
(x,y)∈Ci,j
B(x, y)
Un des premier programme d’alignement multiple par construction progressive a` e´te´ de´crit
dans (Feng and Doolittle, 1987).
3.4.3 ClustalW
ClustalW (Thompson et al., 1994; Higgins et al., 1996) est certainement la me´thode
d’alignement multiple la plus populaire. Elle apporte des ame´liorations a` une premie`re ver-
sion appele´e ClustalV (Higgins et al., 1992). La strate´gie de ClustalW consiste a` aligner
les n(n− 1)/2 paires de se´quences possibles avec l’algorithme de N&W. Les scores de ces
alignements sont ensuite convertis en distances e´volutionnaires en utilisant la me´thode de
(Kimura, 1983). On obtient donc une demi-matrice de distance entre toutes les paires de
se´quences. Une distance e´volutionnaire est pre´fe´re´e au score brut des alignements car elle
est inde´pendante de la longueur des se´quences. L’arbre binaire guide est construit par une
me´thode heuristique non exacte qui consiste a` agglome´rer successivement les se´quences les
plus proches (“neighbour-joining clustering” (Saitou and Nei, 1987). Nous ne nous attar-
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derons pas sur les de´tails de la construction de l’arbre ainsi que sur le calcul des distances
e´volutionnaires. Le lecteur inte´resse´ pourra trouver une description de´taille´e dans (Durbin
et al., 1998). Les sous-alignements de l’arbre sont aligne´s, depuis les feuilles jusqu’a` la
racine selon le meˆme principe que de´crit pre´ce´demment.
Le score utilise´ correspond a` la somme des paires ponde´re´es. Ce score cherche a` e´liminer
le proble`me lie´ a` une sur-repre´sentation d’une sous-famille de se´quences, en attribuant a`
chaque se´quence une ponde´ration inversement proportionelle a` sa similarite´ avec les autres
se´quences.
Le programme inclut plusieurs autres astuces comme l’utilisation de matrices de substitu-
tion diffe´rentes selon la similarite´ des se´quences qu’il aligne, ou un couˆt d’indel spe´cifique
a` la position de´pendant de la composition local en acide amine´.
3.4.4 Alignements multiples utilisant un score base´ sur la consistance
D’une fac¸on ge´ne´rale, on peut conside´rer la strate´gie progressive sur le score de la
fac¸on suivante. Une collection C d’appariements deux a` deux entre tous les symboles de
se´quences diffe´rentes est obtenue par programmation dynamique. Cette collection est de´ja`
un re´sultat en soi, mais il est fort probable que des contradictions empeˆchent de faire fi-
gurer tous ces appariements dans un alignement multiple. Si nous supposons par exemple
trois se´quences A, B et C, aligne´es deux a` deux, on obtient trois alignements possibles.
Supposons maintenant trois positions dans ces se´quences ai, bj et ck chacune correspon-
dant a` un symbole. Si ai et bj sont apparie´s, qu’il en va de meˆme pour bj et ck, mais que
ai et ck ne sont pas apparie´s, il y a une contradiction qui empeˆche de repre´senter ces trois
appariements dans un meˆme alignement multiple. Le programme doit donc faire un choix
sur les appariements qui lui semblent les meilleurs. Dans le cas de la strate´gie progressive
sur la fonction de la somme des paires ponde´re´e ou non, ce choix est implicitement base´
sur la similarite´ des se´quences qui va de´terminer l’ordre de leurs introductions dans la
construction de l’alignement multiple.
Une alternative consiste a` examiner explicitement ces choix sur la base de la consistance
des appariements de C. Cette approche consiste a` conside´rer en priorite´ les appariements
qui sont confirme´s par d’autres appariements. Si, pour reprendre notre exemple pre´ce´dent,
la position ai est apparie´e avec ck, les appariements entre ai, bj et ck sont dit consistants
trois a` trois. Le principe ge´ne´ral de ces me´thodes consiste a` examiner tous les triplets
d’appariements et a` attribuer plus d’importance aux appariements faisant partie d’un tri-
plet consistant. Ces techniques se limitent a` examiner les triplets uniquement, car une
ge´ne´ralisation au k-tuplet devient trop lourde pour k > 3. En effet, la complexite´ tempo-
relle de cette ope´ration en fonction de k est donne´e par O(T kL2) (Notredame et al., 2000).
Il existe plusieurs programmes qui utilisent ce concept, lequel apporte un avantage pour la
signification biologique des alignements obtenus. Les deux approches les plus connues sont
DiAlign2 (Morgenstern et al., 1993; Morgenstern, 1999) qui produit des alignements mul-
tiples base´s sur des similarite´s locales de segments sans indels, et T-COFFEE (Notredame
et al., 2000), que nous de´crivons ci-dessous en de´tail.
T-COFFEE
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T-COFFEE (Notredame et al., 2000) est un algorithme d’alignement progressif qui
cherche a` optimiser une fonction appele´e COFFEE (Notredame et al., 1998) base´e sur la
consistance. Ce programme commence par construire une collection, appele´e librairie pri-
maire d’appariements de positions impliquant deux se´quences diffe´rentes. Cette librairie
est obtenue par deux sources impliquant les T (T − 1)/2 alignements globaux et locaux
deux a` deux. Chaque appariement rec¸oit une ponde´ration qui est fonction de l’identite´ des
deux se´quences auquel il appartient. Les deux sources d’appariement sont combine´es dans
la librairie primaire. Si deux appariements sont identiques, un seul est repre´sente´ dans
la librairie, mais avec une ponde´ration e´gale a` la somme de celle des deux appariements.
Cette libraire peut e´galement inclure d’autres sources d’appariements selon le meˆme prin-
cipe, comme des appariements issus d’une comparaison structurelle de deux prote´ines, ou
encore issus d’une connaissance experte. On peut de cette manie`re apporter une contrainte
forte sur certains appariements de positions en leurs attribuant un poids e´leve´.
L’e´tape suivante, appele´e extension de la librairie, consiste a` examiner les consistances
des triplets d’appariements. Si un appariement donne´ fait partie d’un triplet consistant,
sa ponde´ration est augmente´e de la ponde´ration minimum des trois appariements du tri-
plet. Finalement, l’alignement multiple est construit par la strate´gie progressive de´crite
pre´ce´demment. L’arbre guide est de´termine´ par la me´thode de (Saitou and Nei, 1987),
sur une matrice de distance calcule´e en effectuant T (T − 1)/2 alignements deux a` deux
globaux en utilisant comme score les ponde´rations de la librairie e´tendue. L’alignement
multiple est construit par programmation dynamique en remontant dans l’arbre, jusqu’a`
la racine. Lorsque deux alignements fixe´s sont aligne´s, le score d’appariement utilise´ est
la ponde´ration moyenne des appariements entre les colonnes conside´re´es. Une diffe´rence
importante avec le score de la somme des paires “classique” est qu’un appariement entre
deux symboles peut recevoir un score diffe´rent selon sa position dans l’alignement, car
ce score ne de´pend plus de la matrice de substitution utilise´e, mais de l’ensemble des
sources qui l’ont produit, ainsi que de sa consistance. Une extension appele´e 3DCOFFEE
(O’Sullivan et al., 2004), permet d’inclure dans la librairie primaire une information issue
d’alignements structuraux. Cette possibilite´ rele`ve une diffe´rence importante d’avec les
autres me´thodes, qui ne se contentent que de l’information issue de la se´quence primaire.
3.5 Alignements locaux multiples sans indels
Nous allons a` pre´sent nous inte´resser a` une classe particulie`re des alignements mul-
tiples : les alignements locaux multiples sans indels, que nous abre´geons ULMA (pour
“Ungapped Local Multiple Alignement”), lesquels sont dans la grande majorite´ des cas
obtenus par un processus d’optimisation par voisinage, bien qu’ils ne soient que tre`s ra-
rement de´cris sous cet angle. Ce type d’alignement est celui qui nous inte´resse parti-
culie`rement dans ce travail. Nous de´crivons dans cette section le fonctionnement ge´ne´ral
des quatre approches les plus connues, sur lesquelles sont base´es la grande majorite´ des
programmes de de´couverte d’ULMA. Ces approches seront illustre´es par les programmes
suivants : le Gibbs Site Sampler (GSS) (Lawrence et al., 1993), qui correspond essentielle-
ment a` un grimpeur stochastique, le Gibbs Motif Sampler (GMS) (Neuwald et al., 1995),
un algorithme statistique qui effectue un k−partitionnement, MEME (Bailey and Elkan,
1995) une proce´dure d’optimisation des parame`tres d’un mode`le utilisant une proce´dure
statistique appele´e “expectation-maximization”, et finalement CONSENSUS (Hertz and
Stormo, 1999) qui utilise la strate´gie gloutonne de construction de recherche par faisceau.
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La Section 4 pre´sentera une description de´taille´e de la nature des ULMA ainsi que du
syste`me de score qui leur est associe´. Pour les descriptions qui vont suivre, nous de´crirons
simplement un ULMA A = {a1, a2, . . . , aN}, comme une collection de facteurs ai de S,
dont le nombre N ainsi que la longueur W sont ge´ne´ralement fixe´es par l’utilisateur. Le
jeme symbole d’un facteur ai est note´ ai,j . Dans le cas le plus simple, l’ULMA est compose´
d’exactement un facteur par se´quence de S, le nombre de facteurs est donc implicitement
fixe´ par T , le nombre de se´quences. Cependant, des ULMAs plus ge´ne´raux autorisent
l’alignement de plusieurs facteurs issus d’une meˆme se´quence, ou permettent de ne pas
conside´rer toutes les se´quences de S dans l’alignement, certaines pouvant ainsi eˆtre iden-
tifie´es comme ne contenant pas de re´sidus homologues avec les autres. Cette observation
rele`ve une diffe´rence majeure par rapport aux alignements multiples par programmation
dynamique, lesquels imposent a` chaque se´quence de contribuer exactement une fois a`
l’alignement. Toutes les me´thodes de de´couverte d’ULMAs ont un syste`me de score base´
sur l’entropie relative, ou le ratio du logarithme des vraisemblances, deux syste`mes qui
correspondent en fait a` deux points de vue diffe´rents sur une meˆme mesure. Le premier
conside`re ce score en fonction de la the´orie de l’information (Shannon, 1948) et l’utilise
pour mesurer le degre´ de conservation dans les colonnes de l’ULMA. Le deuxie`me point
de vue est statistique et conside`re ce score comme un ratio de probabilite´s : la probabilite´
d’observer l’alignement selon son mode`le, divise´ par la probabilite´ de l’observer selon un
mode`le nul. Nous rendons le lecteur attentif au fait que l’estimation de ces probabilite´s
peut eˆtre effectue´e de diffe´rentes manie`res par chaque programme de de´couverte d’UL-
MAs. Nous ne de´crivons que le principe ge´ne´ral. Toutes ces me´thodes associent a` l’ULMA
deux mode`les, F pour celui qui repre´sente l’ULMA et F 0 pour le mode`le nul, ge´ne´ralement
appele´ mode`le du bruit de fond. F consiste en une matrice position spe´cifique qui de´crit
les probabilite´s d’observer les symboles dans chacune des colonnes de l’ULMA. Les valeurs
de F sont note´es fi,j avec i ∈ {1..W} repre´sentant les colonnes de l’ULMA et j ∈ {1..K}
repre´sentant les diffe´rents symboles, ou re´sidus. fi,j correspond a` la probabilite´ d’observer
le symbole j dans la ieme colonne de l’ULMA. Cette probabilite´ correspondant en fait a`
une fre´quence car elle est estime´e a` partir du de´compte des symboles dans les colonnes
de l’ULMA. Une telle matrice est ge´ne´ralement appele´e une matrice de fre´quence posi-
tion spe´cifique ou PSFM pour “Position Specific Frequency Matrix”. Certaines me´thodes
ajoutent des pseudocomptes, lesquels assurent qu’aucun symbole n’ait une probabilite´ nulle
dans F . Une telle matrice permet de calculer la probabilite´ qu’un facteur de taille W ait
e´te´ ge´ne´re´ par le mode`le. Soit x = {x1, x2, . . . , xW } un facteur de S avec xi son i
eme
symbole. La probabilite´ P (x|F ) de ge´ne´rer x par le mode`le F est donne´e par :
P (x|F ) =
W∏
i=1
fi,xi
Le mode`le du bruit de fond F 0 donne pour chaque symbole i la probabilite´ f 0i de l’observer
par hasard. Ces probabilite´s f 0i sont estime´es a` partir des fre´quences de chaque symbole
i dans S, en ajoutant e´ventuellement des pseudocomptes. Il est courant de proposer a`
l’utilisateur de spe´cifier lui-meˆme ces probabilite´s en fonction de connaissances qu’il peut
avoir sur ses donne´es. De la meˆme manie`re que pour F , la probabilite´ P (x|F 0) d’un facteur
x selon le mode`le F 0 est calcule´e par :
P (x|F 0) =
W∏
i=1
f0xi
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A) PSFM : Matrice de fre´quences position-spe´cifiques
A 0.06 0.88 0.00 0.90 0.56 0.97 0.27 0.68
T 0.91 0.11 0.97 0.08 0.44 0.03 0.66 0.14
C 0.02 0.01 0.02 0.00 0.00 0.00 0.01 0.08
G 0.01 0.01 0.01 0.02 0.00 0.00 0.06 0.09
B) PSSM : Matrice de poids (log-odds) position-spe´cifiques
A -2.36 1.49 .... 1.51 0.82 1.62 -0.22 1.12
T 1.65 -1.44 1.74 -1.83 0.61 -3.24 1.19 -1.02
C -3.59 -5.59 -3.59 .... .... .... -5.59 -1.59
G -4.88 -4.88 -3.88 -2.88 .... .... -1.29 -0.71
Fig. 3.4 : Matrices position spe´cifiques obtenues par de´compte des symboles des boˆıtes TATA
issues de 196 promoteurs de plantes. (A) La premie`re matrice contient simplement les
fre´quences observe´es des nucle´otides (A,T,C,G) pour les huit positions de la boˆıte TATA.
(B) Cette matrice tient en plus compte du “bruit de fond” correspondant a` la fre´quence
attendue des nucle´otides. Certaines valeurs de cette matrice sont inde´termine´es si fi,j =
0.0. Dans la pratique, afin d’e´viter ces inde´terminations, des pseudocomptes sont ajoute´s
aux de´comptes de chaque symbole pour s’assurer que toutes les valeurs de F soient
toujours strictement supe´rieures a` 0.0.
La distribution F 0 permet de tenir compte du biais compositionnel de S, et on attend des
facteurs qui composent l’ULMA une forte probabilite´ qu’ils aient e´te´ ge´ne´re´s par F , et une
faible probabilite´ qu’il ait e´te´ ge´ne´re´s par F 0. L’ULMA est alors mode´lise´ par une matrice
LLR, (pour “Log Likelihood Ratio”), ou chaque valeur llri,j = log(fi,j/f
0
j ). Ces matrices
sont souvent appele´es des PSSM pour “Position Specific Scoring Matrix”. Le logarithme
permet d’obtenir un score additif. Le score LLR(x) d’un facteur x est alors donne´ par :
LLR(x) =
W∑
j=1
llrj,xj
Le score de l’ULMA A sur lequel est estime´ F correspond a` la somme des scores de chacun
de ses facteurs, soit :
LLR(A) =
N∑
i=1
W∑
j=1
llrj,ai,j (3.2)
Ce score correspond a` un ratio du logarithme des vraisemblance, et comme nous le ver-
rons dans la Section 4, mesure e´galement un degre´ de conservation des symboles dans
les colonnes de l’ULMA lorsqu’il est conside´re´ du point de vue de la the´orie de l’infor-
mation. La figure 3.4 propose un exemple de ces mode`les PSFM et PSWM calcule´s par
simple de´compte de symboles dans un alignement de la boˆıte TATA de 196 promoteurs de
plantes issus de la bases de donne´e EPD (Eucariotic Promotor Database) (Schmid et al.,
2004).
Il existe e´galement des programmes base´s sur d’autres types de mode`les mais nous ne
les traiterons pas en de´tail. Par exemple, un mode`le de´crit dans (Keich and Pevzner, 2002)
e´tend la PSFM en repre´sentant toutes les corre´lations possibles entre les colonnes de la
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matrice prises deux a` deux. Ce mode`le plus informatif implique de calculer les probabilite´s
de tous les dinucle´otides (seize en tout) pour les
(
l
2
)
paires de positions dans le mode`le. Une
autre approche de´crite dans (Zhou and Liu, 2004) est base´e sur le meˆme principe, mais
ne conside`re que les paires de corre´lations juge´es significatives, permettant ainsi d’alle´ger
conside´rablement le mode`le et d’e´viter “l’overfitting”. Ces deux me´thodes ne sont utilise´es
que sur des se´quences nucle´iques ou K = 4. Il apparaˆıt effectivement difficile des les e´tendre
sur un alphabet de taille plus e´leve´e comme celui des prote´ines.
3.5.1 Le Gibbs Site Sampler
Le Gibbs Site Sampler (GSS) (Lawrence et al., 1993) est un programme d’optimisa-
tion d’ULMA dont l’imple´mentation la plus re´cente est conjointe avec celle du Gibbs Motif
Sampler (GMS) (Neuwald et al., 1995), re´sultant souvent en une confusion entre ces deux
me´thodes. Le GSS alterne deux phases appele´es phase pre´dicative et phase de mise a` jour.
Ce proce´de´ est tre`s similaire a` celui utilise´ par l’algorithme EM. Son principe consiste
a` faire e´voluer alternativement un alignement et les mode`les F et F 0. Durant la phase
pre´dicative, l’alignement est remis en cause sur le mode`le et est e´ventuellement modifie´. Les
mode`les F et F 0 sont ensuite mis a` jour sur le nouvel alignement. Au de´but, un ULMA A
est initialise´ en choisissant ale´atoirement un facteur ai par se´quence si. L’ULMA est ainsi
constitue´ de T facteurs de S. Les mode`les F et F 0 sont calcule´s a` partir des de´comptes de
symboles et de pseudocomptes. Une particularite´ re´side dans le fait que F 0 n’est estime´
qu’a` partir du de´compte des symboles de S qui sont exclus l’ULMA. F 0 est donc modifie´
au cours des ite´rations.
• La phase pre´dicative. Cette phase consiste a` remettre en cause un facteur choisi ai,
lequel est retire´ de l’ULMA. Les mode`les F et F 0 sont alors modifie´s en conse´quence,
en faisant passer les de´comptes des symboles de ai depuis F vers F
0. L’appartenance
potentielle de chaque facteurs x de si est pre´dite sur la base d’un score correspondant
a` P (x|F )/P (x|F 0) (le logarithme n’est pas utilise´ contrairement au score LLR(x),
pour une raison pre´sente´e plus loin. Ce score est associe´e a` chaque facteur de si. Une
nouvelle occurrence ai est de´termine´e parmi l’ensemble des facteurs x en utilisant un
tirage ale´atoire biaise´ sur les scores obtenus. Ce tirage correspond a` la se´lection de
type “roue de loterie” utilise´e par les algorithmes ge´ne´tiques. Le facteur ainsi choisi
est inse´re´ dans l’ULMA.
• La phase de mise a` jour. Les mode`les F et F 0 sont mis a` jour en fonction du nouvel
ULMA.
Ce processus est re´pe´te´ pour tous les facteurs ai de l’ULMA, en les choisissant ale´atoirement
sans remise, ou dans un ordre pre´de´termine´. Ensuite, une e´tape appele´e phase shift est
effectue´e pour corriger un e´ventuel “mauvais calage” de l’ULMA. Il arrive en effet fre´quem-
ment que les facteurs qui le composent soient situe´s quelques positions a` cote´ d’une zone
plus significative dans S. Le programme cherche alors a` corriger directement un tel mau-
vais calage de la fac¸on suivante : Tous les ULMA A′ obtenus pas un de´calage simultane´ de
la position des facteurs, dans les limites de quelques positions vers la droite ou la gauche
sont e´value´s par LLR(A′), puis un tirage ale´atoire biaise´ en fonction du score choisit un
nouvel ULMA parmi les de´calages e´value´s. Toutes les ope´rations de´crites jusqu’a` mainte-
nant constituent un cycle de l’algorithme. A la fin de chaque cycle, l’ULMA A est e´value´
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par LLR(A) F 0 e´tant toujours estime´ a` partir du de´compte des symboles exte´rieurs a`
l’ULMA, et en ajoutant des pseudocomptes. Les cycles sont re´pe´te´s jusqu’a` ce qu’aucune
ame´lioration ne soit observe´e pendant un nombre de cycles fixe´. Le programme re´pe`te
tout le processus sur un nombre de graines donne´ et produit en sortie le meilleur ULMA
trouve´ accompagne´ de ses mode`les F et F 0. D’autres options sont propose´es comme par
exemple de pouvoir spe´cifier le nombre de facteurs issus de chaque se´quence si (nombre
qui doit eˆtre donne´ se´pare´ment pour chaque se´quence). Ce programme propose e´galement
un moyen permettant de faire varier la largeur2. Pour cela, il e´chantillonne ale´atoirement
W colonnes dans un ULMA plus large, et ne conside`re que celles-ci pour l’e´valuation. Les
W colonnes conside´re´es sont choisies par un tirage biaise´ et sont continuellement remises
en cause. Cette ope´ration est de´crite dans (Neuwald et al., 1995) sous le nom de “frag-
mentation model”.
Ce mode d’optimisation originalement de´crit sous un point de vue statistique corres-
pond a` un grimpeur stochastique sur l’espace des ULMA et utilisant deux fonctions de
voisinage. Le premier voisinage correspond a` tous les ULMAs qui ne diffe`rent que d’un
facteur et le deuxie`me voisinage correspond a` quelques ULMA de´cale´s. Une particularite´
est que le voisinage n’est pas directement e´value´ sur OF mais sur le ratio de probabilite´
P (x|F )/P (x|F 0), ou` F et F 0 sont estime´s sur un ULMA auquel un facteur a e´te´ retire´.
Cette observation signifie que le choix du voisin est effectue´ en fonction d’un score qui
n’est pas strictement e´quivalent a` la fonction objectif LLR(A). La diffe´rence est cepen-
dant minime et il est vraisemblable qu’elle soit sans conse´quence dans la grande majorite´
des cas. Comme nous l’avons dit pre´ce´demment, le choix du voisin est fonction d’un score
qui n’utilise pas le logarithme comme pour LLR. La raison n’est pas donne´e dans les
publications, mais nous avons pu observer que l’utilisation du logarithme re´duit les e´carts
de valeurs entre les diffe´rents facteurs e´value´s, et la fonction de se´lection de type “roue de
loterie” n’exerce alors pas une pression se´lective suffisante pour permettre a` l’algorithme
de converger.
Un programme appele´ BIOPROSPECTOR (Liu et al., 2001) propose une extension du
principe, laquelle est spe´cifique aux sites de re´gulation dans les se´quences nucle´iques. Ce
programme permet d’optimiser simultane´ment deux ULMAs se´pare´s par une re´gion va-
riable. Une autre utilisation est de´crite dans (Nielsen et al., 2004), qui applique le principe
du GSS pour aligner des re´gions antige`niques de plusieurs centaines de prote´ines courtes.
La me´thode de´crite apporte plusieurs modifications, mais la plus importante concerne
certainement un syste`me de ponde´ration des positions dans les se´quences, permettant
d’apporter un a priori sur la position approximative des facteurs que l’on cherche a` ali-
gner.
3.5.2 MEME
MEME (Bailey, 1995; Bailey and Elkan, 1995) est un programme d’optimisation base´
sur l’algorithme statistique “expection-maximization” (EM)(Gelman et al., 2004). MEME
est base´ sur un premier programme de´crit dans (Lawrence and Reilly, 1990), lequel permet
de produire des ULMAs uniquement forme´ d’exactement un facteur par se´quence. MEME
reprend le meˆme principe d’optimisation mais propose diffe´rents modes : le mode OOPS
2Le parame`tre W spe´cifiant la longueur des facteurs est vu comme une largeur lorsque l’on conside`re
l’ULMA dans son ensemble.
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(One Occurrence Per Sequence), identique a` la premie`re version de´crite. Le mode ZOOPS
(Zero or One Occurrence Per Sequence) qui comme son nom l’indique permet a` un nombre
donne´ de se´quences de ne pas contribuer a` l’ULMA, et finalement le mode TCM (Two-
Component Mixture) qui permet a` chaque se´quence de contribuer ze´ro, une ou plusieurs
fois a` l’alignement. Lorsqu’une se´quence contribue plus d’une fois, les facteurs ne sont pas
autorise´s a` se recouvrir. Les parame`tres W et N doivent eˆtre donne´s par l’utilisateur. Le
parame`tre W peut eˆtre donne´ soit exactement, ou alors sous la forme d’un intervalle de va-
leurs. Pour cette dernie`re possibilite´, le programme utilise une estimation statistique pour
de´terminer la valeur la plus pertinente. Le principe de l’application de l’algorithme EM
pre´sente des similarite´s avec GSS, par le fait que deux phases sont ite´rativement alterne´es.
Une phase ou` un ULMA est mis en cause sur un mode`le, et une phase ou` le mode`le est
mis a` jour. Par contre, les calculs mis en oeuvre diffe`rent beaucoup. La premie`re phase
(expectation) consiste a` calculer pour tous les facteurs de S une probabilite´ qu’ils fassent
partie de l’ULMA. Ces probabilite´s sont calcule´es a` l’aide des mode`les F et F 0 en utilisant
le the´ore`me de Bayes (nous ne nous attarderons pas ici sur ces calculs). La deuxie`me phase
appele´e maximization, met a` jour les parame`tres du mode`le, faisant en sorte qu’ils maxi-
misent la vraisemblance des probabilite´s calcule´es a` l’e´tape pre´ce´dente. Contrairement au
GSS, MEME ne maintient pas un ULMA donne´, mais maintient pour tous les facteurs
de S la probabilite´ qu’ils fassent partie de l’ULMA. L’alignement produit en sortie sera
compose´ des facteurs qui maximisent ces probabilite´s. Les deux phases consistent en :
• Expectation : Pour chaque facteur de longueur W de S , MEME calcule la probabi-
lite´ qu’il fasse partie de L’ULMA sachant les mode`les F et F 0. Si c’est la premie`re
ite´ration, les mode`les sont initialise´s, soit par l’utilisateur, soit par une proce´dure
qui nous de´crirons par la suite.
• maximization : Cette e´tape met a` jour les parame`tres des mode`les. Les de´comptes
de symboles de tous les facteurs de S sont ajoute´s au mode`le, mais en les ponde´rant
directement par la probabilite´ calcule´e a` l’e´tape pre´ce´dente. Les facteurs ayant ob-
tenu une probabilite´ faible (souvent tre`s proches de ze´ro) auront de ce fait un poids
ne´gligeable dans les nouveaux mode`les.
Ces deux e´tapes sont ite´re´es jusqu’a` une condition d’arreˆt qui est fonction de la stabilite´
du mode`le obtenu. L’ULMA est produit en identifiant pour chaque se´quence, le facteur
qui maximise la probabilite´ sachant les mode`les.
L’e´tape d’initialisation des mode`les est imple´mente´e de fac¸on de´terministe. Le pro-
gramme commence par produire un mode`le F pour chaque facteur de longueur W dans
S. Ce mode`le attribue une probabilite´ proche de 1.0 pour chaque symbole du facteur, et
ajoute des pseudocomptes pour les autres symboles, de fac¸on a` ce que les valeurs somment
a` 1.0. Chaque mode`le est optimise´ par trois ite´rations de l’algorithme EM. Celui qui
converge le plus est choisi comme graine et son optimisation est poursuivie jusqu’a` ce
que ses parame`tres se stabilisent. Ce mode`le et l’alignement correspondant sont donne´s
en re´sultat. Il est montre´ que cette proce´dure cherche a` optimiser le logarithme du ratio
des vraisemblances LLR(A) (E´quation 3.2). Le principe du programme meˆme peut eˆtre
vu comme un grimpeur strict.
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3.5.3 Le Gibbs Motif Sampler et de´rive´s
Le Gibbs Motif Sampler (GMS) (Neuwald et al., 1995) est une me´thode permettant de
de´couvrir un nombre donne´ d’ULMAs, chacun compose´ d’un nombre de facteurs estime´s
par le programme. Cette estimation est base´e sur une valeur attendue, spe´cifie´e par l’uti-
lisateur pour chacun des ULMAs. Le principe utilise´ est repris dans plusieurs programmes
de´die´s aux se´quences nucle´iques pour la recherche de sites de fixation de facteurs de trans-
cription. Le Gibbs Recursive Sampler (Thompson et al., 2003) est de´die´ a` la de´couvertes
de sites multiples dans des se´quences nucle´iques de composition tre`s he´te´roge`nes. AlignAce
(Hughes et al., 2000) est spe´cifique aux ge´nomes de levures. La diffe´rence avec la me´thode
originale consiste essentiellement en deux points : un mode`le de bruit de fond spe´cifique
pour les levures et une strate´gie consistant a` optimiser plusieurs ULMAs successivement
plutoˆt que simultane´ment. Une me´thode de´crite dans (Thijs et al., 2001) utilise un mode`le
de bruit de fond base´ sur une chaˆıne de Markov d’ordre supe´rieur a` un, qui permet de
mode´liser la probabilite´ d’un symbole en fonction de ceux qui le pre´ce`dent. Cette approche
permet de baisser le niveau de bruit pour la de´tection de site de fixation de facteurs de
transcription.
Soit z, le nombre d’ULMAs de´sire´s, note´s A1, A2, . . . , Az. Le principe ge´ne´ral consiste
a` effectuer un z−partitionnement des facteurs de S. Ainsi, Ai peut eˆtre vu comme une
partie et nous utiliserons la notation A0 pour spe´cifier la partie des facteurs qui corres-
pondent au bruit de fond, bien qu’ils ne fassent pas partie d’un ULMA. Pour simplifier,
nous supposons que l’utilisateur spe´cifie la meˆme valeur W pour tous les ULMAs3. Soient
N1, N2, . . . , Nz le nombre de facteurs attendus par l’utilisateur pour chacun des ULMAs.
Le nombre effectif est cependant ajuste´ en cours d’optimisation par le biais de ei, une
probabilite´ a posteriori qu’un facteur quelconque fasse partie de Ai. Cette probabilite´ est
estime´e en fonction du nombre courant de facteurs dans Ai ainsi que de Ni. Le programme
cre´e alors z + 1 mode`les : F 0, F 1, . . . , F Z , avec Fi pour le mode`le de l’ULMA Ai et F
0
pour le mode`le du bruit de fond.
Le programme est initialise´ en cre´ant z ULMAs compose´s d’un nombre Ni de facteurs
ale´atoires non recouvrant et de taille W . Deux e´tapes sont ite´rativement effectue´es : (1)
Un facteur de taille W est choisi dans S (lors des ite´rations successives, les facteurs sont
choisis dans leur ordre d’apparition dans S). Si le facteur choisi fait de´ja` partie d’un ULMA
Ai, il en est retire´ et le mode`le Fi est mis a` jour en conse´quence. (2) Le facteur choisi est
e´value´ contre chaque partition, par un score compose´ du ratio des vraisemblances, ainsi
que d’une ponde´ration fonction de ei. Un tirage ale´atoire biaise´ par ces scores est effectue´
pour de´terminer la partition dans laquelle le facteur doit eˆtre inse´re´, (en incluant A0, dans
le cas ou` le facteur ne fait partie d’aucun ULMA). La fac¸on de traiter les recouvrements
des facteurs n’est malheureusement pas de´crite dans la publication.
Dans la pratique, le nombre de facteurs dans les ULMAs baisse rapidement. Il faut
alors qu’un minimum de deux facteurs similaires soient place´s dans le meˆme ULMA Ai
pour que son mode`le Fi devienne significatif. Les autres facteurs similaires seront ensuite
rapidement identifie´s comme appartenant a` la partition Ai.
3Le parame`tre W doit e´galement eˆtre donne´ pour chacun des ULMA, mais la largeur effective peut eˆtre
ajuste´e par le programme selon le “framentation model” de´crit dans la Section 3.5.1.
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3.5.4 Consensus
CONSENSUS (Hertz et al., 1990; Hertz and Stormo, 1999) est un algorithme de re-
cherche par faisceau pour la de´couverte d’un ULMA de largeur W et d’un nombre d’oc-
currences N fixe´ par l’utilisateur. Son fonctionnement par de´faut permet de trouver un
ULMA compose´ d’exactement un facteur par se´quence, mais cette contrainte peut eˆtre
relaˆche´e de fac¸on a` ce que chaque se´quence contribue au moins une fois a` l’ULMA, ou
encore de fac¸on a` ce que chaque se´quence contribue ze´ro, une ou plusieurs fois a` l’ULMA.
La fonction objectif optimise´e correspond exactement a` LLR, avec les mode`les F et F 0
estime´s simplement a` partir des de´comptes des symboles, sans l’ajout de pseudocomptes.
F 0 est de´termine´ au de´but de la construction et reste inchange´ durant tout le processus.
Cette fonction correspond a` l’entropie relative, note´e OF (H), laquelle est de´crite en de´tail
dans la Section 4.4. La publication de 1999 de´crit e´galement une statistique sur le score
d’entropie permettant d’attribuer a` un ULMA et pour des parame`tres W et N donne´s,
une p-valeur, qui correspond a` la probabilite´ d’observer un score supe´rieur ou e´gal sur
un alignement ale´atoire. Cette p-valeur peut servir a` comparer des ULMA obtenu sur un
meˆme ensemble S mais avec diffe´rents parame`tres W et N afin d’identifier le plus signifi-
catif du point de vue de la statistique utilise´e.
Nous de´crivons le principe de l’algorithme pour son fonctionnement par de´faut, forc¸ant
chaque se´quence a` contribuer exactement une fois a` l’ULMA. L’option permettant de
relaˆcher cette contrainte fonctionne sur le meˆme principe. Soient F1,F2, . . . ,FT avec Fi,
l’ensemble des facteurs de si, et soit Q le parame`tre spe´cifiant la largeur du faisceau (fixe´
par de´faut a` Q = 1000). Soit A2, . . . ,AT des listes d’ULMAs, ou` les ULMAs d’une liste
Ai sont forme´s de i facteurs. La taille de ces listes est limite´e au nombre Q. La me´thode
consiste a` ge´ne´rer successivement les listes A2, . . . ,AT en T−1 e´tapes. Le programme com-
mence par former successivement les |F1| · |F2| ULMAs possibles que l’on peut construire
en choisissant un facteur respectivement dans F1 et F2. Ces ULMAs sont e´value´s au fur
et a` mesure avec OF (H), et les q meilleurs sont me´morise´s dans A2 jusqu’a` concurrence
du nombre Q. Au de´but de la construction on a ge´ne´ralement |A| < Q. Ensuite, pour
chaque nouvelle e´tape t ∈ {3..T} de la construction, les |Ft| · |At−1| ULMAs pouvant eˆtre
forme´s par l’ajout d’un facteur de Ft dans un ULMA de At−1 sont successivement e´value´s
et comme pre´ce´demment, les meilleurs sont me´morise´s dans At. La liste At−1 peut alors
eˆtre supprime´e. Finalement, le meilleur ULMA de AT est produit en sortie. Le programme
peut eˆtre parame´tre´ pour produire e´galement les meilleurs ULMA des listes Ai pour des
i donne´s. Le parame`tre Q est essentiel pour la qualite´ de la recherche, mais sa valeur est
vite limite´e par la me´moire de la machine. CONSENSUS fonctionne raisonnablement bien
quand l’ULMA a` de´couvrir est compose´ de facteurs tre`s similaires. Ce programme souffre
par contre d’une limitation importante due a` l’approche gloutonne qu’il utilise. Nous avons
pu observer que ses performances chutent rapidement de`s que les se´quences sont moins
conserve´es.
Chapitre 4
Une approche pour l’alignement
local multiple : de´finitions,
fonctions objectif et optimisation
4.1 Introduction
Ce chapitre est consacre´ a` la de´finition de l’alignement local multiple et sans indel
(que nous abre´geons ULMA pour Ungapped Local Multiple Alignment), ainsi que deux
fonctions objectif permettant de leur attribuer une mesure de qualite´. La premie`re fonction
est l’entropie relative (aussi connue sous le nom divergence de Kullback-Leibler), laquelle a
e´te´ largement utilise´e par la communaute´. Nous de´crirons e´galement une nouvelle fonction
appele´e entropie relative recouvrante. Cette nouvelle fonction, contrairement a` l’entropie
relative qui conside`re tous les symboles comme e´tant distincts, est capable de prendre
en compte une mesure de “recouvrement” entre les diffe´rents symboles, ce qui la rend
particulie`rement bien adapte´e pour mesurer la qualite´ d’un alignement de prote´ines. Cette
fonction augmente sensiblement la pertinence de la mesure ainsi que les performances
d’optimisation.
Le chapitre est subdivise´ de la fac¸on suivante : la Section 4.2 de´finit la nature de l’ULMA
ainsi que les notations qui y sont associe´es. La Section 4.3 donne un aperc¸u de la notion
d’entropie au sens de la the´orie de l’information. La Section 4.4 traite de l’entropie relative
comme fonction objectif, fonction qui est largement utilise´e dans le domaine des ULMA. La
Section 4.5 traite de notre nouvelle fonction : l’entropie relative recouvrante. Finalement,
la section 4.6 de´crit quatre mode`les de contraintes sur la re´partition des occurrences de
l’ULMA dans l’ensemble de se´quences. Un grimpeur strict permettant l’optimisation sur
chacun des mode`les de contraintes est de´crit. Nous pre´sentons e´galement deux strate´gies
permettant de ge´ne´rer des graines prometteuses pour le mode`le de contraintes le plus
simple.
4.2 L’alignement local multiple sans indels
4.2.1 Introduction
Un alignement local multiple sans indels (ULMA) est essentiellement une collection
de N facteurs de taille fixe´e W , non recouvrants, lesquels sont issus d’un ensemble de
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s1
s2
s3
s4
s5
s6
s1
s3
s4
s5
s6
Fig. 4.1 : Ce sche´ma repre´sente un alignement de cinq occurrences issues d’un ensemble de six
se´quences.
se´quences suppose´es homologues ou apparente´es. La difficulte´ consiste a` choisir ces N fac-
teurs de fac¸on a` ce qu’ils soient le plus conserve´s (similaires) possibles, le but e´tant d’iden-
tifier des re´sidus (symboles) homologues dans les se´quences, c’est-a`-dire qui ont e´volue´s
a` partir d’un anceˆtre commun (lequel est bien entendu inconnu). Les facteurs de´couverts
sont ge´ne´ralement repre´sente´s aligne´s, ce qui permet de disposer les acides amine´s (ou les
nucle´otides) suppose´s homologues dans une meˆme colonne (Fig 4.1).
Afin de diffe´rencier les facteurs constituant l’ULMA de tous les autres pre´sents dans l’en-
semble de se´quences, nous les appellerons des occurrences de l’ULMA. Cette terminologie
se justifie par le fait qu’un ULMA est un mode`le d’une proprie´te´ biologique. Dans ce cas,
les portions des se´quences implique´es dans cette proprie´te´ sont effectivement des occur-
rences de l’ULMA.
Le nombre d’occurrences N a` identifier ainsi que leur longueurs W sont choisies par l’uti-
lisateur et doivent rester inchange´es durant le processus d’optimisation. Ces contraintes
sont requises par la nature des fonctions objectif que nous utilisons, pour lesquelles seuls
des ULMAs compose´s du meˆme nombre N d’occurrences de meˆmes longueur W sont com-
parables. Lever partiellement ces contraintes peut se faire a` l’aide d’une statistique sur le
score, permettant d’e´valuer la signifiance d’un ULMA en fonction de W et de N .
Un autre aspect important est celui des contraintes d’optimisation. Ces contraintes em-
peˆchent qu’un ULMA contienne des occurrences recouvrantes. D’autres contraintes d’opti-
misation concernant les re´partitions autorise´es des occurrences dans les se´quences peuvent
e´galement eˆtre utilise´es. Le choix d’une contrainte de re´partition des occurrences se fera
en fonction des connaissances pre´alables qu’un utilisateur peut avoir sur ses donne´es.
4.2.2 Notations
Soit S = {s1, s2, . . . , sT } un ensemble de T se´quences de longueur L avec si,j e´tant le
jeme symbole de la ieme se´quence. Pour simplifier, nous supposons que toutes les se´quences
ont la meˆme longueur L. S est de´finit sur un alphabet de taille finie Σ = {σ1, σ2, . . . , σK}
(K = 4 pour l’ADN et K = 20 pour les prote´ines). Soient N et W des parame`tres
utilisateur ou` N est le nombre de facteurs qui composent l’ULMA et W est leur longueur
(on parle e´galement de W comme e´tant la largeur de l’ULMA).
Soit S∗ = {s∗1, s
∗
2, . . . , s
∗
T (L−W+1)} l’ensemble des facteurs de longueur W pre´sents dans S,
tel que le facteur s∗i commence au symbole sη(i),κ(i), avec η(i) = b(i− 1)/(L−W + 1)c+1
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et κ(i) = mod(i − 1, L −W + 1) + 1 (mod() e´tant la fonction modulo). η(i) correspond
donc a` l’indice de la se´quence contenant le facteur s∗i et κ(i) correspond a` la position de
ce facteur dans la se´quence. Ainsi, si les se´quences sj sont parcourues dans l’ordre donne´
par j, s∗i est donc le i
eme facteur rencontre´ dans S. La repre´sentation S∗ permet d’e´viter
de de´crire un pseudo facteur a` cheval sur deux se´quences.
Un ULMA est code´ par un vecteur d’entier V = (v1, v2, . . . , vN ) avec vi ∈ {1, 2, . . . , T (L−
W + 1)} correspondant au facteur s∗vi ∈ S
∗. Afin de s’affranchir de la relation avec S et
simplifier les notations, nous de´crirons les N occurrences d’un ULMA par un ensemble de
chaˆınes de caracte`res {A1, A2, . . . , AN}, avec Ai,j e´tant le j
eme symbole de Ai, chaque Ai
correspondant au facteur s∗vi ∈ S
∗.
4.3 Notions d’entropie et de contenu en information
Avant de de´crire les fonctions objectif base´es sur l’entropie ou le contenu en infor-
mation, nous allons commencer par illustrer succinctement ces notions qui sont issues de
la the´orie de l’information (Shannon, 1948). Cette the´orie a e´te´ initialement de´veloppe´e
sur des proble`mes de communication (transfert d’information) entre une source et un
re´cepteur. Conside´rons la source comme un ge´ne´rateur de symboles sur un alphabet de
cardinal quatre (des nucle´otides par exemple). Ce ge´ne´rateur est repre´sente´ par une va-
riable ale´atoire Z pouvant prendre quatre valeurs Z ∈ {A,T,C,G} sur une distribution
de probabilite´s Θ avec θi = P (Z = i). L’information apporte´e par un symbole i e´mis est
de´finie par IΘ(i) = − log2(θi), l’unite´ e´tant le bit. Plus un symbole est fre´quent et moins
il apporte de l’information. En effet, si la distribution de probabilite´ Θ est concentre´e
en un seul point, (une probabilite´ de 1.0 pour un symbole i donne´ et 0.0 pour tous les
autres), l’issue d’une e´mission sera connue a` l’avance et ne nous apporte aucune informa-
tion : IΘ(i) = − log2(1.0) = 0 bit. Re´ciproquement, si Θ est uniforme, chaque symbole a
la meˆme probabilite´ d’eˆtre e´mis, (soit 1/4). Dans ce cas l’e´mission d’un symbole i apporte
une information de IΘ(i) = − log2(1/4) = 2 bits.
L’espe´rance E de l’information obtenue a` chaque e´mission s’appelle l’entropie H de la
distribution Θ. Elle est de´finie par :
H(Θ) = E (IΘ(Z)) =
∑
i∈Z
θi log2 (θi)
(E´tant donne´ que limθ→0+ θ log(θ) = 0, on convient que θ log(θ) ≡ 0 si θ = 0).
L’unite´ utilise´e (le bit) peut s’interpre´ter par le nombre minimum de questions dichoto-
miques qu’il faut poser en moyenne pour identifier un symbole e´mis. Ainsi, 1 bit correspond
a` la quantite´ d’information (au sens de Shannon) que l’on donne lorsque l’on re´pond par
oui ou par non a` une question.
L’entropie est maximise´e a` log2(|Z|) lorsque Θ est uniforme et elle est minimise´e a` 0.0
lorsque Θ vaut 1.0 pour un θi et 0.0 pour tous les autres. L’entropie mesure donc e´galement
la dispersion des θi.
Supposons maintenant que le prochain symbole e´mis ne le soie plus selon la distribution Θ,
mais selon une autre distribution Φ. On peut dans ce cas de´finir une mesure d’information
relative qui s’exprime par la diffe´rence :
IΦ|Θ(i) = IΘ(i)− IΦ(i)
Cette mesure nous donne l’information sous Θ apporte´e par un symbole e´mis sous la
distribution Φ. Pour illustrer ce propos par un cas extreˆme, supposons que la loi Φ vaille
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1.0 pour un symbole donne´ (et 0 pour tous les autres) Ceci e´quivaut a` de´terminer le
symbole i qui va sortir. Donc, son information relative est e´quivalente a` son information
sous Θ :
IΦ|Θ(i) = IΘ(i) − 0
De la meˆme manie`re que pour l’entropie, nous pouvons a` pre´sent de´finir l’entropie
relative (e´galement appele´e divergence de Kullback-Leibler (Kullback, 1968)) comme e´tant
l’espe´rance de l’information relative :
H(Φ|Θ) = E
(
IΦ|Θ(Z)
)
=
∑
i∈Z
φi log2
(
φi
θi
)
(4.1)
L’interpre´tation de cette formule peut se faire de la fac¸on suivante : si des symboles i sont
e´mis selon une distribution Φ, l’information moyenne vaut H(Φ). Si l’on conside`re par
contre cette espe´rance par rapport au contenu en information selon Θ, on a EΦIΘ. L’entro-
pie relative mesure l’information apporte´e en plus par cette espe´rance, soit EΦIΘ−H(Φ).
Il faut noter ici que l’entropie relative n’est de´finie que pour des valeurs de θi strictement
positives.
L’entropie relative mesure une divergence entre deux distributions. On parle de diver-
gence plutoˆt que de distance car H(Φ|Θ) 6= H(Θ|Φ). Dans le meˆme contexte, l’entropie
H(Θ) peut se voir comme une mesure de convergence de Θ vers une distribution uniforme.
Dans le cadre de notre proble`me, l’entropie relative est utilise´e pour mesurer la divergence
entre la distribution des symboles qu’on observe dans une colonne d’un alignement, avec
celle que l’on s’attendrait a` observer par hasard. La Section suivante de´crit comment cette
mesure est utilise´e sur des alignements multiples.
4.4 L’entropie relative comme fonction objectif
L’entropie relative ou divergence de Kullback-Leibler (Kullback, 1968) est la fonction
objectif “classique” pour l’optimisation des ULMAs. Elle est utilise´e pour sa capacite´ a` me-
surer une divergence entre la distribution des symboles que l’on observe dans les colonnes
de l’alignement, et la distribution que l’on attendrait par hasard (appele´e ge´ne´ralement dis-
tribution du bruit de fond ou distribution a priori). Utiliser une mesure d’entropie simple
pourrait e´galement donner de bon re´sultats si la distribution du bruit de fond est uniforme
ou proche de l’uniformite´. En effet, maximiser l’entropie relative a` une distribution uni-
forme est strictement e´quivalent a` minimiser l’entropie simple. Cependant, tenir compte
du bruit de fond est extreˆmement important dans le cas de se´quences de biopolyme`res car
cette distribution est alors souvent loin d’eˆtre uniforme.
L’entropie relative est fonction des de´comptes de symboles dans chaque colonne de
l’ULMA concerne´, et de´pend e´galement d’un vecteur de probabilite´ bruit de fond. Soit
F 0 = f01 , f
0
2 , . . . , f
0
K le vecteur des probabilite´s du bruit de fond de chaque symbole. Ce
vecteur de probabilite´s est assigne´ directement a` partir des fre´quences relatives de chaque
symbole dans l’ensemble de se´quences S. Toutefois, toute autre information que l’on pour-
rait avoir sur ces probabilite´s peut e´galement eˆtre utilise´e (comme des fre´quences relatives
de symboles dans une base de donne´e spe´cifique a` une espe`ce par exemple). Ce vecteur est
de´termine´ au de´but de l’optimisation puis reste inchange´ durant tout le processus.
Les de´comptes des symboles dans les colonnes de l’ULMA sont repre´sente´s dans une ma-
trice C :
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A1 = ‘‘YVCCNTDRCN’’
A2 = ‘‘YVCCSTEKCN’’
A3 = ‘‘LLCCTTDNCN’’
A4 = ‘‘VKCCKTDRCN’’
A5 = ‘‘VMCCKTDKCN’’
A6 = ‘‘PVCCRTDLCN’’
A7 = ‘‘VICCSTDKCN’’
F1 F2 F3 F4 F5 F6 F7 F8 F9 F10
A 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
R 0.00 0.00 0.00 0.00 0.14 0.00 0.00 0.29 0.00 0.00
N 0.00 0.00 0.00 0.00 0.14 0.00 0.00 0.14 0.00 1.00
D 0.00 0.00 0.00 0.00 0.00 0.00 0.86 0.00 0.00 0.00
C 0.00 0.00 1.00 1.00 0.00 0.00 0.00 0.00 1.00 0.00
Q 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
E 0.00 0.00 0.00 0.00 0.00 0.00 0.14 0.00 0.00 0.00
G 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
H 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
I 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
L 0.14 0.14 0.00 0.00 0.00 0.00 0.00 0.14 0.00 0.00
K 0.00 0.14 0.00 0.00 0.29 0.00 0.00 0.43 0.00 0.00
M 0.00 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
F 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
P 0.14 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
S 0.00 0.00 0.00 0.00 0.29 0.00 0.00 0.00 0.00 0.00
T 0.00 0.00 0.00 0.00 0.14 1.00 0.00 0.00 0.00 0.00
W 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Y 0.29 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
V 0.43 0.43 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Fig. 4.2 : Un exemple d’alignement de largeur W = 10 et compose´ de N = 7 occurrences, ainsi
que la matrice correspondante F , de fre´quences des K symboles (acides amine´s).
C =

c1,1 c2,1 · · · cW,1
c1,2 c2,2 · · · cW,2
...
...
. . .
...
c1,K c2,K · · · cW,K

ou` ci,j donne le de´compte du symbole σj dans la i
eme colonne de l’alignement. Nous
pourrons cependant par commodite´ utiliser la notation ci,σ pour parler directement du
de´compte d’un symbole σ dans la ieme colonne. Les fre´quences relatives sont repre´sente´es
dans une matrice F = C/N (avec N e´tant le nombre d’occurrences dans l’ULMA), fi,j
e´tant la fre´quence relative du symbole σj dans la i
eme colonne, et Fi correspond a` la
distribution des symboles dans la ieme colonne. Afin d’illustrer ces propos, la Figure
4.2 pre´sente un exemple d’ULMA de largeur W=10 et compose´ de N = 7 occurrences
{A1, A2, . . . , A7} ainsi que la matrice de fre´quences F correspondant.
Soit OF (H) la fonction objectif d’entropie relative, avec OF (H)(C) e´tant le score (ou
la fitness) d’un ULMA dont les de´comptes C sont issus. Bien que OF (H) ne soit pas
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directement fonction de V mais de la matrice des de´comptes C de l’alignement, nous
utiliserons la notation OF (H)(V ) pour parler directement de la fonction objectif d’un
alignement1. Le vecteur F 0 n’est pas conside´re´ comme une variable de la fonction objectif
car il est garde´ constant pendant toute la dure´e de l’optimisation.
OF (H)(V ) est de´finie comme e´tant la somme sur les colonnes i des entropies relatives
H(Fi|F
0) des distributions des symboles :
OF (H)(V ) =
W∑
i=1
K∑
j=1
fi,j log2
(
fi,j
f0j
)
(4.2)
Ainsi, OF (H)(V ) est maximise´e pour l’alignement dont la distribution des symboles
dans ses colonnes sera maximalement divergente par rapport a` la distribution “bruit de
fond”.
Il faut mentionner que cette mesure est dans ce contexte e´quivalente a` maximiser au
logarithme du ratio des vraisemblances de F et F 0 (Bailey, 1993). En effet, on suppose que
la distribution des symboles dans une colonne i suit une loi multinomiale de parame`tres
Fi. Les colonnes de l’alignement e´tant suppose´es inde´pendantes, on exprime alors la pro-
babilite´ de l’alignement (ou des de´comptes observe´s dans l’alignement) en fonction des
mode`les de multinomiale F1, F2, . . . , FW par :
P (C|F ) =
W∏
i=1
Z(Ci)
K∏
j=1
(fi,j)
ci,j (4.3)
ou` Z(Ci) correspond au nombre de permutations possibles dans la i
eme colonne :
Z(Ci) =
N !∏K
j=1 (ci,j !)
(4.4)
De la meˆme manie`re, la probabilite´ de l’alignement par rapport au bruit de fond est
exprime´ par :
P
(
C|F 0
)
=
W∏
i=1
Z(Ci)
K∏
j=1
(
f0j
)ci,j (4.5)
Passer des probabilite´s aux vraisemblances n’est qu’un proble`me de de´finition : on parle
de vraisemblance L quand on regarde une probabilite´ comme e´tant fonction des parame`tres
F et non plus des donne´es C. Ainsi P (C|F ) = L(F |C). E´tant donne´ que l’on cherche a`
maximiser P (C|F ) et a` minimiser P (C|F 0), on va utiliser le ratio des vraisemblances :
L(F |C)
L(F 0|C)
=
W∏
i=1
K∏
j=1
(
fi,j
f0j
)ci,j
Ce qui nous conduit naturellement au logarithme du ratio des vraisemblance LLR (Log
Likelihood Ratio) :
1La nature “boite noire” de cette fonction par rapport a` V apparait clairement. Il n’existe pas de
fonction permettant de calculer C directement a` partir des positions V , ces valeurs de´pendant de l’ensemble
de se´quences S utilise´.
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LLR = log
(
L(F |C)
L(F 0|C)
)
=
W∑
i=1
K∑
j=1
ci,j log
(
fi,j
f0j
)
(4.6)
Il est alors facile de voir que OF (H) = (1/N)LLR.
4.5 L’entropie relative recouvrante
L’entropie relative, bien qu’e´tant souvent utilise´e avec succe`s souffre d’un proble`me
se´rieux lorsqu’il s’agit de mesurer la conservation d’un alignement de prote´ines (Valdar,
2002). Ce proble`me concerne la nature des acides amine´s. En effet, pour attribuer un score
a` une colonne, l’entropie relative ne de´pend que du de´compte des symboles, ainsi que leurs
probabilite´s a priori. Chaque symbole est donc traite´ comme un e´le´ment comple`tement
distinct et inde´pendant des autres. Ainsi, si nous supposons une distribution du bruit de
fond F 0 e´quiprobable (pour simplifier), une colonne contenant 50% de leucines et 50% d’as-
partates obtiendra exactement le meˆme score qu’une colonne contenant 50% de leucines
et 50% d’isoleucines. Or, tout expert en alignement dirait imme´diatement que le deuxie`me
cas (leucine et isoleucine) est biologiquement pertinent et devrait par conse´quent rece-
voir un score supe´rieur au premier cas. En effet, la leucine et l’isoleucine partagent des
caracte´ristiques communes, rendant la substitution de l’une par l’autre souvent possible
sans pour autant affecter les proprie´te´s chimiques de la prote´ine en question, alors que
de substituer une leucine par un aspartate risque fort d’avoir des conse´quences quant a` la
fonctionnalite´ de la prote´ine.
Pour illustrer les conse´quences de l’utilisation de l’entropie relative sur un alignement
de prote´ines, examinons l’alignement fictif propose´ dans le tableau 4.1. Cet alignement
montre diffe´rentes colonnes pre´sentant diffe´rents niveaux de conservation ou de perti-
nence biologique. Chacune de ces colonnes rec¸oit un score d’entropie relative OF (H) en
utilisant pour F 0 les fre´quences relatives des acides amine´s observe´s dans SWISS-PROT
(Boeckmann et al., 2003). Les colonnes sont trie´es de gauche a` droite par ordre de score
de´croissant. Ainsi, la colonne juge´e la plus pertinente se situe a` gauche et la moins perti-
nente a` droite. Cet ordonnancement de colonnes apparaˆıtra imme´diatement proble´matique
a` un expert car des colonnes juge´es peu pertinentes sont clairement sur-e´value´es par l’en-
tropie relative, alors que d’autres colonnes pre´sentant une bonne pertinence biologique
sont sous-e´value´es.
Une premie`re approche simple pour pallier a` ce proble`me consisterait a` changer d’al-
phabet en cre´ant des classes exclusives pour les acides amine´s similaires. Une telle approche
a par exemple e´te´ utilise´e en regroupant les acides amine´s de cette manie`re (Mirny and Sha-
khnovich, 1999) : aliphatiques [AVLIMC], aromatiques [FWYH], polaires [STNQ], positifs
[KR], ne´gatifs [DE], et ’conformation spe´ciales’ [GP]. Ce proce´de´ est toutefois un peu brutal
et re´duit conside´rablement l’information pre´sente dans l’ensemble de se´quences. Nous pro-
posons donc de modifier le score d’entropie relative, pour lui permettre d’inte´grer une in-
formation de recouvrement entre les acides amine´s. Ce nouveau score, l’entropie relative re-
couvrante, note´ OF (HR), permet de prendre en conside´ration une mesure d’e´quivalence ou
de recouvrement entre les acides amine´s aligne´s, tout en gardant les proprie´te´s inte´ressantes
de l’entropie relative.
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a b c d e f g h i
D I D D D I K I D
D I D D D I K I V
D I D D D I K I Y
D I D D D I K I A
D I D D D I D L T
D I D V E L D L K
D I D V E L D L P
D I E V E L G L C
D I E V F L G V R
D I E V F L G V H
4.24 4.08 3.26 3.07 2.74 2.73 2.49 2.24 1.19
Tab. 4.1 : Mesure de conservation par l’entropie relative OF (H). Neuf diffe´rentes colonnes d’acides
amine´s sont e´value´es par l’entropie relative en utilisant comme bruit de fond les
fre´quences d’acides amine´s dans SWISS-PROT. Les colonnes sont trie´es par ordre
de´croissant de gauche a` droite. Les deux premie`res colonnes sont comple`tement
conserve´es. La colonne (a) obtient un score supe´rieur a` la colonne (b) car l’aspar-
tate “D” est moins fre´quent que l’isoleucine “I”. Cependant, des proble`mes se posent
avec les colonnes (d),(e),(f) et (h). Les colonnes (f) et (h) obtiennent un mauvais score
avec l’entropie relative car elle sont compose´es de (f) deux symboles diffe´rents, et (h)
trois symboles diffe´rents. De plus, ces acides amine´s “I”,”L” et “V” sont relativement
fre´quents dans SWISS-PROT. Cependant, ces trois acides amine´s partagent plusieurs
caracte´ristiques physico-chimiques qui les rendent facilement substituables dans une
prote´ine. On peut donc dire que ces colonnes sont sous-e´value´es par l’entropie rela-
tive. Re´ciproquement, les colonnes (d) et (e) sont quant a` elles sur-e´value´es car les
acides-amine´s “D” et “V” ne sont pas facilement substituables dans une prote´ine sans
en affecter les proprie´te´s. Cette observation est e´galement vraie pour les acides amine´s
“D” et “F” ou “E” et “F”.
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4.5.1 Une mesure de recouvrement
Le principe de l’entropie relative recouvrante est de pouvoir utiliser une mesure de
recouvrement entre les symboles pris deux a` deux. Par recouvrement, nous entendons une
“e´quivalence” partielle bien que le terme d’e´quivalence peut paraˆıtre mal approprie´, car
dans son utilisation courante, une e´quivalence peut eˆtre soit vraie soit fausse. Supposons
qu’un symbole x soit de´fini comme recouvrant un symbole y a` 50%, cela signifie que l’ob-
servation d’un symbole x est e´quivalente a` l’observation d’une moitie´ de symbole y, et
donc que l’observation de deux symboles x e´quivaut a` l’observation d’un symbole y. Cette
valeur de recouvrement doit eˆtre de´finie pour toutes les paires de symboles : soit M une
matrice ou` M(x, y) est la valeur de recouvrement entre les symboles x et y. Cette mesure
peut prendre des valeurs re´elles comprises entre 0.0 et 1.0, une valeur de 0.0 signifiant
que le recouvrement est nul, alors qu’une valeur de 1.0 signifie que le recouvrement est
maximal. Ainsi, si M(x, y) = 1.0, l’observation de x e´quivaut a` l’observation de y. Par
de´finition, pour tout x, M(x, x) = 1.0, car un symbole est toujours maximalement recou-
vrant avec lui-meˆme. Pour des raisons de simplicite´, nous supposons cette matrice comme
e´tant syme´trique : ∀x, y M(x, y) = M(y, x).
En l’absence d’informations ade´quates pour de´terminer ces valeurs de recouvrement,
nous avons opte´ pour une solution simple, (ayant cependant donne´ d’excellents re´sultats),
en nous basant sur les donne´es brutes qui ont servis a` l’e´laboration des matrices de sub-
stitution BLOSUM (Henikoff and Henikoff, 1992). Ces matrices sont construites a` partir
de fre´quences de couples d’acides amine´s, observe´s dans des alignements multiples locaux
et sans gaps contenus dans la base de donne´es BLOCKS (Henikoff and Henikoff, 1991;
Henikoff et al., 2000). Cette base de donne´es a e´te´ partitionne´e pour regrouper les ali-
gnements (blocs) contenant des se´quences de meˆme niveau de similarite´. Par exemple,
la matrice BLOSUM62 est construite a` partir de fre´quences de couples d’acides amine´s
observe´s dans des blocs pre´sentant une similarite´ d’au moins 62%. Les entre´es Bi,j d’une
matrice BLOSUM sont calcule´es de la fac¸on suivante :
Bi,j = 2 log2
(
qi,j
fi,j
)
ou` qi,j est la fre´quence observe´e de couples forme´s par les acides amine´s i et j, alors
que qi,j est la fre´quence que l’on attendrait par hasard. L’utilisation du logarithme per-
met d’avoir un score additif (lequel est directement utilise´ par les me´thodes d’alignement
deux a` deux par programmation dynamique (Section 3.3)). La multiplication par deux est
arbitraire et produit une unite´ de demi bits.
Soit gi,j = qi,j/fi,j, le ratio des fre´quences observe´es sur les fre´quences attendues. Nous
calculons simplement une matrice M de similarite´ normalise´e a` 1 de la fac¸on suivante :
Mi,j =
gi,j
(gi,i + gj,j) /2
Le re´sultat d’une telle matrice calcule´e a` partir des fre´quences de couples correspondant
a` une BLOSUM62 est pre´sente´ a` la figure 4.3. Cette fac¸on de proce´der, bien qu’un peu
brutale, a produit des valeurs juge´es acceptables par plusieurs experts et a permis d’obtenir
des re´sultats tout a` fait pertinents. Comme nous l’avons de´ja` dit, la proprie´te´ de syme´trie
de la matrice ne se justifie pas a priori, mais en l’absence d’une the´orie plus comple`te pour
calculer ces valeurs, il serait de´raisonnable de compliquer inutilement le mode`le. Il va sans
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dire que la de´termination d’une ou de plusieurs matrices plus approprie´es ou spe´cifiques a`
une proble´matique donne´e reste ouverte.
4.5.2 Inte´gration des valeurs de recouvrement a` l’entropie relative
Nous allons a` pre´sent de´crire une fac¸on d’inte´grer les mesures de recouvrement au
score de l’entropie relative. Comme pour l’entropie relative, F repre´sente la matrice de
fre´quences des symboles dans l’ULMA, et F 0 est le vecteur des probabilite´s du bruit de
fond. Soit C⊕ une matrice de de´comptes recouvrants, laquelle a la meˆme taille que C,
c⊕i,j e´tant le de´compte recouvrant du symbole j dans la i
eme colonne de l’alignement. Les
valeurs de C⊕ sont de´finies pour tous i ∈ {1..W} et pour tous j ∈ {1..K} par :
c⊕i,j =
K∑
k=1
Ci,kM(j, k) (4.7)
Une matrice de fre´quences recouvrante R = C⊕/N est obtenue par normalisation sur N , le
nombre d’occurrences. Il faut noter que contrairement a` F , la matrice R ne peut plus eˆtre
conside´re´e comme une matrice de probabilite´. En effet, dans le cas de F , chaque colonne
Fi correspond a` une distribution de probabilite´s, et
∑K
j=1 fi,j = 1.0 pour tous i. Cette
proprie´te´ n’est plus satisfaite avec Ri pour laquelle la somme des valeurs d’une colonne
est supe´rieure a` 1.0. Ce comportement est produit par le recouvrement qui permet a` un
symbole d’eˆtre compte´ plusieurs fois. Le terme de fre´quence recouvrante semble donc ap-
proprie´.
De fac¸on similaire, nous de´finissons un vecteur R0 ou` r0i donne la fre´quence recouvrante
“bruit de fond” du symbole i :
r0i =
K∑
k=1
f0kM(i, k) (4.8)
La nouvelle fonction objectif OF (HR) est de´finie par :
OF (HR)(V ) =
W∑
i=1
K∑
j=1
fi,j log
(
ri,j
r0j
)
(4.9)
Si nous nous re´fe´rons a` la the´orie de l’information et en particulier a` l’e´quation (4.1) cette
fonction peut eˆtre re´e´crite de la fac¸on suivante :
OF (HR)(R|R0) = EF (IR0 − IR) (4.10)
Ce qui correspond a` l’espe´rance sous F de l’information relative entre R et R0.
Afin de de´crire de fac¸on visuelle le comportement de cette fonction, nous proposons
dans la Figure 4.4 un graphique repre´sentant les valeurs de OF (HR) en fonction de la
variation de la distribution de deux symboles dans une colonne, ainsi que de la valeur de
recouvrement entre ces deux symboles.
La Table 4.2 pre´sente les ame´liorations apporte´es par cette fonction objectif sur l’ordon-
nancement des colonnes de l’alignement pre´sente´ auparavant dans la Table 4.1.
4
.5
.
L
’E
N
T
R
O
P
IE
R
E
L
A
T
IV
E
R
E
C
O
U
V
R
A
N
T
E
63
A R N D C Q E G H I L K M F P S T W Y V
A 1.00
R 0.15 1.00
N 0.08 0.15 1.00
D 0.08 0.07 0.18 1.00
C 0.08 0.03 0.02 0.02 1.00
Q 0.15 0.25 0.15 0.15 0.03 1.00
E 0.15 0.18 0.15 0.29 0.02 0.35 1.00
G 0.17 0.07 0.12 0.09 0.02 0.07 0.07 1.00
H 0.05 0.09 0.12 0.06 0.02 0.09 0.09 0.04 1.00
I 0.18 0.07 0.06 0.06 0.05 0.07 0.07 0.04 0.04 1.00
L 0.18 0.10 0.06 0.04 0.05 0.10 0.07 0.04 0.04 0.50 1.00
K 0.15 0.35 0.15 0.10 0.03 0.25 0.25 0.07 0.07 0.07 0.10 1.00
M 0.15 0.12 0.07 0.05 0.05 0.18 0.09 0.05 0.05 0.29 0.41 0.12 1.00
F 0.08 0.05 0.04 0.04 0.03 0.05 0.05 0.04 0.06 0.17 0.17 0.05 0.15 1.00
P 0.09 0.06 0.05 0.07 0.02 0.08 0.08 0.05 0.04 0.05 0.05 0.08 0.06 0.03 1.00
S 0.35 0.15 0.24 0.17 0.05 0.21 0.21 0.17 0.07 0.12 0.12 0.21 0.15 0.08 0.09 1.00
T 0.21 0.12 0.15 0.10 0.05 0.12 0.12 0.07 0.05 0.15 0.15 0.12 0.12 0.07 0.08 0.29 1.00
W 0.01 0.01 0.01 0.01 0.01 0.02 0.01 0.02 0.02 0.01 0.02 0.01 0.03 0.05 0.01 0.01 0.02 1.00
Y 0.07 0.06 0.05 0.04 0.03 0.08 0.06 0.04 0.15 0.09 0.09 0.06 0.08 0.29 0.03 0.07 0.06 0.07 1.00
V 0.25 0.07 0.06 0.06 0.05 0.10 0.10 0.06 0.04 0.71 0.35 0.10 0.29 0.12 0.07 0.12 0.21 0.01 0.09 1.00
Fig. 4.3 : Une matrice de recouvrement calcule´e a` partir des fre´quences de couples d’acides amine´s observe´s dans la base de donne´es BLOCKS. Chaque
acide amine´ contre lui-meˆme obtient une valeur de recouvrement maximale de 1.0 .
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Fig. 4.4 : Ce graphique repre´sente les valeurs de l’entropie relative recouvrante en fonction de la
distribution de deux acides amine´s : isoleucine (I) et leucine (L), ainsi qu’en fonction de
leur valeur de recouvrement M(’I’,’L’) variant entre 0 et 1. Nous avons assigne´ a` F 0 les
fre´quences observe´es des acides amine´s dans SWISS-PROT (Boeckmann et al., 2003).
Les meˆmes valeurs de recouvrement que celles pre´sente´es dans la Figure 4.3 sont utilise´es
pour calculer R0 (a` l’exception de M(’I’,’L’) qui varie). Lorsque M(’I’,’L’) = 0.0, la
courbe ressemble fortement a` ce que l’on obtiendrait avec l’entropie relative “classique”
OF (H). Une petite diffe´rence est cependant due au fait que les autres acides amine´s
partagent e´galement des comptes et donc R0 6= F 0. Plus M(’I’,’L’) augmente, et moins
la distribution des deux symboles n’a d’influence sur OF (HR). Quand M(’I’,’L’) vaut
1.0 la variation d’entropie recouvrante devient line´aire, avec une valeur le´ge`rement plus
grande pour le symbole dont le bruit de fond recouvrant est le plus bas. Il faut e´galement
noter que les valeurs de OF (HR) pour M(’I’,’L’) = 1.0 sont le´ge`rement plus basses que
lorsque les deux acides amine´s ne pre´sentent pas de recouvrement. Cette diminution est
due au fait que les valeurs de R0 augmentent avec le recouvrement rendant l’apparition
des acides amine´s concerne´s plus probables a priori.
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a b c d e f g h i
D I D D D I K I D
D I D D D I K I V
D I D D D I K I Y
D I D D D I K I A
D I D D D I D L T
D I D V E L D L K
D I D V E L D L P
D I E V E L G L C
D I E V F L G V R
D I E V F L G V H
OF H 4.24 4.08 3.26 3.07 2.74 2.73 2.49 2.24 1.19
a b c f h e d g i
D I D I I D D K D
D I D I I D D K V
D I D I I D D K Y
D I D I I D D K A
D I D I L D D D T
D I D L L E V D K
D I D L L E V D P
D I E L L E V G C
D I E L V F V G R
D I E L V F V G H
OF (HR) 2.77 2.12 2.11 1.70 1.57 1.57 1.52 1.30 0.36
Tab. 4.2 : Diffe´rence d’ordonnancement de colonnes de symboles avec l’entropie relative OF (H)
(tableau du haut) et l’entropie relative recouvrante OF (HR) (tableau du bas). Le ta-
bleau du haut est le meˆme que celui de la Table 4.1 et est pre´sente´ pour faciliter la
comparaison. Le tableau du bas reprend les meˆmes colonnes, mais en les re´ordonnant
selon leur score d’entropie relative recouvrante. Nous pouvons constater que les sur-
e´valuations et sous-e´valuations constate´es avec la fonction OF (H) sont corrige´es avec
la fonction OF (HR). En particulier, les colonnes (f) et (h) obtiennent une position
dans l’ordonnancement sous OF (HR) qui semble acceptable. Il en va de meˆme pour les
colonnes (d) et (e) qui e´taient sur-e´value´es par OF (H).
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>sp|P79810|CX1C_NAJAT 51  YVCCNTDRCN  21.735 
>sp|Q91126|CX7A_NAJAT 53  YVCCSTEKCN  20.235 
>sp|P01398|NXL1_BUNMU 56  LLCCTTDNCN  19.096 
>sp|P17696|TSYL_DENAN 55  VKCCKTDRCN  19.723 
>sp|P24776|CX2_HEMHA  52  VMCCKTDKCN  20.848 
>sp|Q9W7K2|NXS1_PSETE 48  PVCCRTDLCN  19.298 
>sp|P43445|NXSH_BUNMU 52  VICCSTDKCN  21.178 
 
 
 
Score: 20.302 bits   
Fig. 4.5 : Un alignement d’un motif caracte´ristique de toxines de serpent riche en cyste´ines (’C’)
est repre´sente´. Chaque occurrence est pre´ce´de´e par un label correspondant a` l’entre´e
de la se´quence concerne´e dans SWISS-PROT. Le nume´ro qui suit est la position de
l’occurrence dans la se´quence. Chaque symbole est repre´sente´ sur un fond plus ou
moins fonce´ mettant en e´vidence sa conservation dans l’alignement. La valeur venant
ensuite est le score de l’occurrence, lequel est calcule´ pour une occurrence Ai par∑W
j=1 log2(rj,Ai,j /r
0
Ai,j
). La moyenne de ces scores d’occurrence redonne la valeur de
la fonction objectif pour l’alignement. Finalement sont repre´sente´s les scores de chaque
colonne.
4.5.3 Repre´sentation d’un alignement
Il est important de pouvoir repre´senter un alignement de fac¸on lisible, en mettant en
e´vidence les parties conserve´es. Nous proposons une me´thode consistant a` colorer plus ou
moins chaque symbole de l’alignement de fac¸on proportionelle a` sa “conservation” dans la
colonne. Chaque symbole Ai,j est plus ou moins colore´ en fonction de :
Coloration(Ai,j)÷ ri,j log
(
ri,j
r0j
)
(Avec la notation ’÷’ signifiant “est proportionnel a`”).
En utilisant le meˆme alignement que celui pre´sente´ a` la Figure 4.2, nous pre´sentons sa
repre´sentation telle qu’elle est produite par notre imple´mentation en utilisant l’entropie
relative recouvrante (Figure 4.5). Cet alignement a e´te´ obtenu sur un petit ensemble de
se´quences prote´iques de toxines de serpents (nous remercions Stefanie Kappus et Reto
Stoecklin qui nous ont fourni ces donne´es), en utilisant l’entropie relative recouvrante
comme fonction objectif (les strate´gies d’optimisation sont de´crites plus loin dans ce cha-
pitre). Cet alignement met en e´vidence une re´gion riche en cyste´ines (’C’) caracte´ristiques
de cette classe de toxines.
4.6 Strate´gies pour l’optimisation d’alignements
Les pre´ce´dentes sections ont de´crit le proble`me ge´ne´ral de l’alignement local multiple
sans indels (ULMA), ainsi que deux fonctions objectif permettant de mesurer la conser-
vation des occurrences. Nous pre´sentons dans cette section une approche originale pour la
de´couverte d’ULMA maximisant une des deux fonctions objectif. Cette approche repose
sur une mode´lisation du proble`me sous la forme d’un proble`me d’optimisation combina-
toire. En premier lieu, nous de´crirons quatre mode`les de contrainte pour la re´partition des
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occurrences dans l’ensemble de se´quences. Ils permettent de repre´senter quatre situations
classiques auxquelles sont confronte´s les biologistes lorsqu’ils cherchent a` de´couvrir de nou-
veaux motifs. Nous de´crirons ensuite un grimpeur strict fonctionnant en alternance sur
deux voisinages spe´cifiques au proble`me. Nous de´crirons alors trois strate´gies qui portent
sur le choix des graines a` optimiser. Une graine de´nomme le point de l’espace de recherche
(un ULMA) qui sert de de´part au grimpeur.
4.6.1 Quatre mode`les de contrainte pour la re´partition des occurrences
Nous de´finissons quatre modes (des parame`tres utilisateur), correspondant chacun a`
une fac¸on de contraindre la re´partition des N occurrences de l’ULMA dans l’ensemble
de se´quences. Ces contraintes permettent a` l’utilisateur de spe´cifier un a priori qu’il peut
avoir sur cette re´partition et re´duire de ce fait la taille de l’espace de recherche. Il serait
par exemple dommage de chercher a` optimiser un alignement en autorisant une disposition
libre des occurrences sur les se´quences, si l’utilisateur sait ou suppose que chaque se´quence
doit contenir exactement une occurrence de l’ULMA. Cette information permet de re´duire
conside´rablement la taille de l’espace explorable. De plus, une contrainte plus forte aura
un effet conside´rable sur le niveau de bruit. En effet, plus on apporte d’information sur ce
que l’on cherche et plus on re´duit le niveau du bruit. Il est donc important dans la me-
sure du possible d’utiliser la contrainte la plus forte possible en fonction des connaissances
pre´alables du biologiste. Dans le cas d’une similarite´ faible par exemple, une contrainte
plus forte peut eˆtre suffisante pour extraire le signal du bruit.
Avant de commencer la description des ces quatre modes, rappelons rapidement les no-
tations de´finies pre´ce´demment (Section 4.2.2). Un ULMA est code´ par un vecteur V =
(v1, v2, . . . , vN ), ou` chaque vi ∈ {1, 2, . . . , T (L −W + 1)} repre´sente un e´le´ment de l’en-
semble S∗ des facteurs de longueur W que l’on peut constituer a` partir de l’ensemble de
se´quences S. Les T se´quences de S sont suppose´es avoir toutes la meˆme taille L. La fonc-
tion η(vi) = j signifie que le facteur repre´sente´ par vi se trouve dans Sj, la j
eme se´quence
de S.
Le mode OOPS : de´finitions et notations
Une premie`re fac¸on de contraindre la disposition des occurrences dans l’ensemble de
se´quences est de forcer chaque se´quence a` contribuer exactement une fois a` l’alignement.
Cette contrainte est la plus forte des quatre et certainement la plus utilise´e. Nous appe-
lons cette contrainte le mode ’OOPS’ (One Occurrence Per Sequence) (Figure 4.6a) en
re´fe´rence au programme MEME (Bailey and Elkan, 1995). Ce mode est approprie´ si l’on
suppose que toutes les se´quences de S sont apparente´es et qu’elles contiennent donc toutes
une (ou au moins une) occurrence du motif que l’on cherche a` de´couvrir.
L’ensemble des solutions re´alisables sous la contrainte OOPS peut eˆtre implicitement
rede´fini en restreignant le domaine des variables V = (v1, v2, . . . , vN ) de fac¸on a` ce que
chaque vi ne puisse plus repre´senter que des occurrences se trouvant sur la i
eme se´quence :
vi ∈ {(i− 1)(L −W + 1) + 1, . . . , i(L−W + 1)}
En utilisant le mode OOPS, le nombre d’occurrences N est implicitement de´fini par T le
nombre de se´quences que l’on cherche a` aligner.
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a
b
c
d
Fig. 4.6 : Cette Figure repre´sente un exemple d’ULMA pour chacun des quatre mode`les de
contrainte pour la re´partition des occurrences de l’ULMA dans les se´quences. a) Exac-
tement une occurrence par se´quence. b) Au moins une occurrence par se´quence. c) Au
plus une occurrence par se´quence. d) ze´ro, une ou plusieurs occurrences par se´quence.
Le mode ALOOPS : de´finitions et notations
Une deuxie`me fac¸on de contraindre la disposition des occurrences dans l’ensemble de
se´quences consiste a` forcer chaque se´quence a` contribuer au moins une fois a` l’aligne-
ment (Figure 4.6b). Ce mode appele´ ’ALOOPS’ (At Least One Occurence Per Sequence)
est le´ge`rement moins contraint que le premier, mais suppose toujours que toutes les
se´quences doivent participer a` l’alignement. Dans ce cas, T ≤ N ≤ MaxOcc, avec
MaxOcc = bT (L−W + 1)/(W )c correspondant au nombre maximum d’occurrences non
recouvrantes. Il est clair qu’en pratique, N << MaxOcc.
A partir du moment ou` l’on autorise plusieurs occurrences d’un ULMA a` se position-
ner sur la meˆme se´quence, il est important de s’assurer qu’elles n’occupent pas la meˆme
position, c’est-a`-dire qu’elles ne se chevauchent pas. Si cette mesure n’e´tait pas utilise´e,
l’optimisation convergerait vers un ULMA compose´ du meˆme mot (dans le cas d’un re-
couvrement complet), ou de mots situe´s sur une re´gion de basse complexite´ (re´pe´titions
dans les se´quences). Soit Ov(vi, vj) ∈ {0, 1} une fonction boole´enne de´finie par :
Ov(vi, vj) =

0 si |vi − vj | ≥W
0 si η(vi) 6= η(vj)
1 sinon
De cette fac¸on, Ov(vi, vj) = 0, si et seulement si les facteurs de´note´s par vi et vj ne se
chevauchent pas.
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Une solution re´alisable est un vecteur V = (v1, v2, . . . , vN ) avec N ≥ L, et :
∀i ∈ {1..T}, ∃j ∈ {1..N} | η(vj) = i
et
∀i ∈ {1..N}∀j ∈ {1..N} i 6= j, Ov(vi, vj) = 0
Le mode AMOOPS : de´finitions et notations
Le troisie`me mode ’AMOOPS’ (At Most One Occurrence Per Sequence) (Figure 4.6c)
est utile lorsque l’utilisateur suppose que le motif qu’il recherche n’est pre´sent qu’une fois
par se´quence, mais il n’est pas suˆr que toutes les se´quences de son ensemble contiennent ef-
fectivement le motif recherche´ (ses donne´es sont pollue´es par des se´quences non-apparente´es).
Ce mode permet d’ignorer un nombre donne´ de se´quences de l’alignement final. Une solu-
tion V = (v1, v2, . . . , vN ) ou` N ≤ T et est re´alisable si :
∀i ∈ {1..N}∀j ∈ {1..N} i 6= j ⇔ η(vi) 6= η(vj)
Le mode AOPS : de´finitions et notations
Le quatrie`me et dernier mode ’AOPS’ pour “Any number of Occurrence Per Sequence”
(Figure 4.6d) permet aux occurrences d’eˆtre re´parties n’importe ou` dans l’ensemble de
se´quences, avec la seule contrainte qu’elles ne se recouvrent pas. Ce mode est le moins
contraint des quatre. Une solution V = (v1, v2, . . . , vN ) est re´alisable si :
∀i ∈ {1..N}∀j ∈ {1..N} i 6= j, Ov(vi, vj) = 0
La taille des ensembles de solutions
On peut approximer pour chacun des quatre modes la taille de l’ensemble des solutions
re´alisables. Soit P = {V1, V2, . . . , VZ} l’ensemble des solutions re´alisables pour un mode
donne´, avec Z e´tant la taille de l’ensemble. D’une fac¸on ge´ne´rale, la taille de l’ensemble
est exponentielle sur N et peut eˆtre approxime´e par U˜N , U˜ donnant le nombre moyen de
valeurs que les vi peuvent prendre. Pour le mode OOPS, le taille du domaine des vi est
parfaitement de´finie par U˜ = L −W + 1. Concernant le mode ALOOPS, le nombre de
valeurs que peut prendre un vi peut fortement varier en fonction de la valeur des autres
variables (re´partition courante des autres occurrences). On peut cependant approximer la
valeur moyenne par U˜ = T (L−W + 1)(1 + N − T )/N . Pour le mode AMOOPS, U˜ vaut
exactement (T −N + 1)(L−W + 1). Finalement, pour le mode AOPS, U˜ est approxime´
par T (L−W + 1)−NW .
Fonctions de voisinage
SoitNOOM(V ∗, i) la fonction de voisinage “One Occurrence Move”, avec V ∗ un e´le´ment
de l’ensemble des solutions re´alisables P pour le mode utilise´, et i de´note la ieme dimen-
sion de V ∗ (v∗i avec i ∈ {1, 2, . . . , N}). N
OOM(V ∗, i) produit l’ensemble des solutions
{V1, V2, . . . , VU} (incluant V
∗) correspondant a` toutes les instanciations re´alisables de v∗i
(pour le mode concerne´), les autres dimensions (occurrences) restant inchange´es. La taille
du voisinage U sera fonction de la contrainte sur la re´partition des occurrences que l’on
utilise, ainsi que de la disposition courante des autres occurrences. La taille moyenne est
70 CHAPITRE 4. UNE APPROCHE POUR L’ALIGNEMENT LOCAL MULTIPLE
s1
s2
s3
s4
s5
s6
a) OOM
b) PS
s1
s2
s3
s4
s5
s
6
V*=(v1,v2,...,vN)
V*=(v1,v2,...,vN)
v2
v1
v3
v4
v5
v2
v1
v3
v4
v5
Fig. 4.7 : Deux fonctions de voisinage sont utilise´es par les grimpeurs stricts. A) NOOM (V ∗, i) le
voisinage “One Occurrence Move” correspond a` toutes les instanciations re´alisables de
la variable vi, ce qui correspond a` toutes les fac¸ons de positionner la i
eme occurrence
selon la contrainte spe´cifie´e. Dans l’exemple repre´sente´, le mode AMOOPS est utilise´ et
l’occurrence v3 ne peut donc eˆtre positionne´e que sur les se´quences s2 et s4. B)NPS(V ∗)
le voisinage “Phase Shift” comprend tous les ULMAs obtenus par un de´calage simultane´
de toutes les occurrences en meˆme temps. Le de´calage maximum est fixe´ a` plus ou
moins la moitie´ de la largeur de l’alignement. Cette ope´ration est tre`s importante pour
l’efficacite´ des grimpeurs car elle permet d’assurer que l’alignement ne se trouve pas
dans un maximum local correspondant a` un de´calage simultane´ de ses occurrences.
cependant approxime´e par U˜ qui est de´fini dans la Section 4.6.1.
Soit NPS(V ∗) le voisinage “Phase Shift”. Ce voisinage produit l’ensemble des solutions
re´alisables de´finies par V ∗ + δ avec :
δ ∈ {−b(W + 1)/2c, . . . , 0, . . . , b(W + 1)/2c}
L’ensemble des ULMAs correspondant a` un de´calage simultane´ de toutes les occurrences
sur plus ou moins la moitie´ de la largeur sont produits. Ce voisinage est extreˆmement
important pour corriger un mauvais “calage” des occurrences que la premie`re fonction
de voisinage serait incapable de faire, et ame´liore de ce fait beaucoup la performance
d’une optimisation s’il est utilise´. Le choix d’un de´calage sur la moitie´ de la largeur de
l’alignement est empirique, mais largement suffisant pour corriger un mauvais “calage”
des occurrences.
La figure 4.7 illustre graphiquement ces deux fonctions de voisinage.
Complexite´ temporelle de l’e´valuation du voisinage N OOM sous OF (H)
La complexite´ temporelle de l’e´valuation de l’ensemble des voisins produits par
NOOM(V ∗, i), en utilisant l’entropie relative comme fonction objectif est de : O(UW ),
(avec U pour la taille du voisinage, et W pour la largeur de l’ULMA V ∗). En effet, calcu-
ler OF H(V ∗) a` partir de ze´ro implique une double somme sur N (le nombre d’occurrences
de V ∗) et sur W (sa largeur), pour calculer la matrice de de´compte C, ainsi qu’une double
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somme sur K (le cardinal de l’alphabet) et sur W pour calculer F H(C), soit une com-
plexite´ de : O(W (N + K)). Cependant, les ULMAs du voisinage N OOM ne diffe`rent que
d’une seule occurrence, les autres restant inchange´es. Or mettre a` jour le score d’un ULMA
pour lequel on a ajoute´, retire´ ou modifie´ une seule de ses occurrences se fait line´airement
sur W . Commenc¸ons par reformuler l’e´quation 4.2 de l’entropie relative d’un ULMA en
fonction des de´comptes (et non plus des fre´quences relatives) :
OF (H)(V ) =
∑W
i=1
∑K
j=1
ci,j
N
log
(
ci,j
f0j N
)
= 1
N
[∑W
i=1
∑K
j=1 ci,j log
(
ci,j
f0j
)]
−W log(N)
(4.11)
E´tant donne´ que W et N sont constants, nous pouvons de´finir une nouvelle fonction :
OF (÷H)(V ) =
W∑
i=1
K∑
j=1
ci,j log
(
ci,j
f0j
)
(4.12)
laquelle est une transformation line´aire de OF (H) :
OF (÷H) = N
(
OF (H)(V ) + log(N)W
)
Ces deux fonctions sont donc e´quivalentes a` maximiser par un grimpeur strict, ou par
toute me´thode ne conside´rant que l’ordonnancement des valeurs de la fonction.
OF (÷H) correspond a` la somme de KW termes inde´pendants, chacun pouvant eˆtre exprime´
par une fonction L(ci,j) de´finie par :
L(ci,j) = ci,j log2
(
ci,j
f0j
)
(4.13)
(L est uniquement fonction des valeurs ci,j de C car le vecteur de bruit de fond F
0 est
constant). OF (÷H) peut donc se re´e´crire :
OF÷H(V ) =
W∑
i=1
K∑
j=1
L(ci,j) (4.14)
Ajouter ou retirer une occurrence s’effectue en ne modifiant que les W termes concerne´s
dans la somme. Nous ne pre´sentons ici que l’ope´ration consistant a` ajouter une occurrence,
le retrait s’effectuant selon le meˆme principe. Soit V 	, un ULMA compose´ de N−1 occur-
rences {A1, A2, . . . , AN−1} et soit C
	 la matrice de de´compte de V 	. Soit AN l’occurrence
que l’on de´sire rajouter a` V 	 avec AN,i le i
eme symbole de AN . Le nouvel ULMA obtenu
par l’ajout de l’occurrence AN a` V
	 est note´ V
′
. Le score OF (÷H)(V ′) est calcule´ en temps
line´aire sur W a` partir de OF (÷H)(V 	) par :
OF (÷H)(V ′) = OF (÷H)(V 	) +
W∑
i=1
(
L(C	i,AN,i + 1)− L(C
	
i,AN,i
)
)
(4.15)
ce qui donne une complexite´ de O(UW ) pour e´valuer U voisins. OF (H)(V ′) est ensuite
obtenu par simple transformation line´aire de OF (÷H)(V ′).
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Complexite´ temporelle de l’e´valuation du voisinage N OOM sous OF (HR)
La complexite´ temporelle de l’e´valuation du voisinage N OOM sous la fonction objectif
OF (HR) est de O(W (U + K2)). La diffe´rence majeure avec la complexite´ sous OF (H) est
que comme le montre l’e´quation 4.7, le calcul des de´comptes pour une colonne ne´cessite
K2 ope´rations car chaque symbole doit eˆtre confronte´ a` son recouvrement avec tous les
autres symboles.
Similairement a` l’e´quation 4.12 nous pouvons de´finir OF (÷HR) par une somme de WK
termes inde´pendants :
OF (÷HR)(V ) =
W∑
i=1
K∑
j=1
L(HR)(ci,j) (4.16)
La fonction L(HR) e´tant de´finie par :
L(HR)(ci,j) = ci,j log2
(∑K
k=1 ci,jM(j, k)
r0j
)
(4.17)
En reprenant l’e´quation 4.15, le score OF (÷HR)(V ′) est calcule´ a` partir de OF (÷HR)(V 	)
par :
OF (÷HR)(V ′) = OF (÷HR)(V 	) +
W∑
i=1
(
L(HR)(C	i,AN,i + 1)− L
(HR)(C	i,AN,i)
)
(4.18)
Cette e´quation nous conduit a` une complexite´ brute de O(UWK). Cependant, e´tant donne´
que C	 est constant (les N − 1 occurrences de V 	 restent inchange´es pour un voisinage
donne´), il suffit de pre´calculer L(HR) pour toutes les valeurs de C	i,j et de C
	
i,j+1, soit 2WK
valeurs. La complexite´ de ce pre´calcul est alors donne´e par O(WK 2), ce qui rame`ne la
complexite´ de l’e´valuation de l’e´quation 4.18 a` O(UW +WK 2) soit O(W (U +K2)). Cette
complexite´ sera avantageuse par rapport a` O(UWK) pour autant qu’approximativement
U > K. Dans la grande majorite´ des applications qui nous inte´ressent, on a U >> K. Par
exemple, si l’on conside`re un alphabet de taille K = 20 (prote´ines), et le mode correspon-
dant au voisinage de plus petite taille (le mode OOPS), U est de l’ordre de grandeur de
la taille de la se´quence, c’est a` dire de quelques centaines d’acides amine´s dans la plupart
des cas. Il va sans dire que pour les autres modes d’optimisation, l’avantage est encore
plus important.
4.6.2 Premie`re strate´gie : un grimpeur strict sur des graines ale´atoires
La premie`re strate´gie consiste a` lancer des grimpeurs sur des e´le´ments de P choisis
ale´atoirement. Cette strate´gie est appele´e “la strate´gie P”. Une graine sera donc un ULMA
V dont les instanciations sont choisies ale´atoirement de fac¸on a` satisfaire les contraintes
relatives au mode spe´cifie´. Ce processus d’instanciation ale´atoire ne pose pas de proble`me
algorithmique particulier : les variables sont instancie´es successivement. A chaque e´tape,
l’ensemble des valeurs possibles pour vi peut eˆtre e´nume´re´, les instanciations pre´ce´dentes
n’ayant jamais besoin d’eˆtre remises en cause. Le grimpeur strict utilise deux fonctions de
voisinages en alternance, et e´volue donc dans deux paysages distincts.
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Pseudocode 2 Grimpeur Strict sur NOOM et NPS
entre´e :V ∗ Un ULMA “graine”
sortie :V ′ Un ULMA apre`s convergence
V ′ = V ∗
FAIRE
V = V ′
V ′ = SHCPS(V ′)
POUR TOUS i ∈ {1..N}(choisis ale´atoirement sans remise)
V ′ = SHCOOM(V ′, i)
TANT QUE OF (V ) < OF (V ′)
Un grimpeur sur NOOM et NPS
Les deux fonctions de voisinage NOOM et NPS sont utilise´es en alternance par un
grimpeur strict. Soit V ∗ un ULMA “graine” tire´ au hasard dans l’ensemble P des solutions
re´alisables pour un mode donne´. Le premier ope´rateur de de´placement SHCOOM(V ∗, i)
ope´rant sur le voisinage NOOM est de´fini par :
SHCOOM(V ∗, i) =
Vj ∈ N
OOM(V ∗, i)|∀Vk ∈ N
OOM(V ∗, i), OF (Vj) ≥ OF (Vk)
(4.19)
Le deuxie`me ope´rateur de de´placement SHCPS(V ∗) ope`re sur le voisinage N PS et est
de´fini par :
SHCPS(V ∗) =
Vi ∈ N
PS(V ∗)|∀Vj ∈ N
PS(V ∗), OF (Vi) ≥ OF (Vj)
(4.20)
Ces deux ope´rateurs sont utilise´s en alternance par un grimpeur strictement ascendant
de´crit dans le Pseudocode 2. Ce grimpeur posse`de une composante stochastique concernant
la fac¸on de choisir les occurrences de vi pour l’ope´rateur de de´placement SHC
OOM(V ∗, i).
Ce choix est effectue´ par tirage ale´atoire uniforme sans remise. Le chemin parcouru en
utilisant cet ope´rateur de´pend de l’ordre dans lequel les vi sont choisis. Cette observation
signifie que le point de convergence d’une meˆme graine ne sera pas force´ment le meˆme
pour diffe´rentes optimisations inde´pendantes.
Dans l’utilisation courante, ce grimpeur est utilise´ a` partir d’un ensemble de graines et la
meilleure solution est me´morise´e. La strate´gie consistant a` choisir des graines ale´atoirement
dans l’ensemble P est appele´e la “strate´gie P”.
Comparaison avec le Gibbs Site Sampler
Le grimpeur que nous avons de´crit est tre`s similaire au proce´de´ qu’utilise le GSS
(Lawrence et al., 1993). Ce programme, bien que toujours pre´sente´ sous un point de vue
statistique, correspond a` un grimpeur stochastique sur les voisinages N OOM et NPS. Les
diffe´rences sont que le GSS ne fonctionne que sous le mode OOPS, ou sous des contraintes
que l’utilisateur doit spe´cifier pre´cise´ment (nombre d’occurrences exactes dans chaque
se´quence).
D’autres diffe´rences concernent le proce´de´ d’optimisation lui-meˆme. L’e´valuation du
voisinage NOOM par exemple n’est pas effectue´ directement sur la fonction objectif mais
sur le ratio des vraisemblances que le voisin (l’occurrence potentielle) ait e´te´ ge´ne´re´ par le
mode`le estime´ sur toutes les autres occurrences (le proce´de´ est explique´ plus en de´tail dans
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la Section 3.5.1). Le choix du de´placement est effectue´ ale´atoirement par une se´lection de
type “roue de la loterie”. Il apparaˆıt que l’e´valuation sur le ratio de vraisemblances n’est
pas strictement e´quivalente au score objectif. Dans le cas d’un signal fort, cela ne fait
probablement pas ou tre`s peu de diffe´rences, mais si le signal est faible, les choix de
de´placement seront probablement tre`s diffe´rents.
Le meˆme proce´de´ ale´atoire est utilise´ pour l’ope´rateur de de´calage “phase shift”. Un ali-
gnement n’est donc pas syste´matiquement “recale´”.
4.6.3 Deux strate´gies supple´mentaires pour le mode OOPS
Introduction
Nous avons pre´sente´ dans la Section 4.6.2 la strate´gie P qui consiste a` lancer un grim-
peur sur des graines ale´atoires issues de l’ensemble P. Bien que simple et directe, elle
donne de tre`s bons re´sultats dans la pratique. Les deux strate´gies supple´mentaires que
nous pre´sentons dans cette Section ne concernent que le mode OOPS, et traitent de la
manie`re de choisir les graines a` optimiser. Nous avons ainsi cherche´ a` effectuer ces choix
d’une fac¸on plus pertinente qu’un simple tirage ale´atoire des graines.
La deuxie`me strate´gie consiste a` construire des graines a` partir de mots ale´atoires.
Ces mots, de longueur W , et qui peuvent n’avoir aucune occurrence exacte dans S,
sont conside´re´s comme des anceˆtres hypothe´tiques. Une graine est construite a` partir
du mot choisi en assemblant les facteurs de S∗ conside´re´s comme ses “descendants” po-
tentiels. Des ULMAs (graines) sont construits en assemblant des facteurs s∗ qui pre´sentent
une similarite´ avec le mot anceˆtre. Ils pre´sentent de ce fait une valeur objectif attendue
conside´rablement plus e´leve´e qu’un ULMA quelconque choisi au hasard. Ces graines ainsi
construites sont utilise´es comme “graines prometteuses” par le grimpeur.
Nous pre´sentons e´galement une troisie`me strate´gie qui met en oeuvre un algorithme
e´volutionniste sur l’espace des mots de longueur W , afin de choisir des mots pertinents et
ame´liorer de ce fait la qualite´ des graines produites.
Nous proposerons dans la Section 5.3 une comparaison de ces trois strate´gies selon le point
de vue du temps CPU ainsi que du nombre d’e´valuations requis de la fonction objectif
pour atteindre un re´sultat donne´. Nous discuterons e´galement d’un proble`me “challenge”
lance´ a` la confe´rence ISMB 2000 (Pevzner and Sze, 2000), et montrerons que l’utilisation
de l’algorithme e´volutionniste permet de re´soudre efficacement certaines des instances de
ce proble`me. Nous montrerons e´galement qu’une grande partie des publications qui sont
de´die´es au “challenge” pre´sentent des re´sultats fortement biaise´s en faveur des algorithmes
de´die´s.
La strate´gie utilisant l’algorithme e´volutionniste a e´te´ imple´mente´e sous le nom “Mo-
DEL” (Motif Discovering with Evolutionary Learning) (Hernandez et al., 2002; Hernandez
et al., 2004), et est disponible sur requeˆte. Une interface WEB a e´galement e´te´ imple´mente´e
et est disponible a` l’adresse suivante :
http ://idefix.univ-rennes1.fr :8080/PatternDiscovery/. Nous remercions a` ce propos, Em-
manuelle Morin, qui a re´alise´ cette imple´mentation dans le cadre du groupe “Symbiose”
(IRISA, Rennes) dirige´ par Jacques Nicolas. Les deux strate´gies qui vont eˆtre pre´sente´es
ont e´te´ de´veloppe´es en utilisant uniquement l’entropie relative OF (H) comme fonction ob-
jectif. La raison en est que ces travaux sont poste´rieurs au de´veloppement de la nouvelle
fonction OF (HR). Il n’y a cependant pas de contraintes particulie`res qui empeˆcheraient
4.6. STRATE´GIES D’OPTIMISATION 75
l’utilisation de l’entropie relative recouvrante pour ces deux strate´gies supple´mentaires.
La strate´gie Q : projection de mots vers l’espace des alignements
La deuxie`me strate´gie que nous proposons, appele´e “strate´gie Q”, consiste a` re´duire
l’espace des graines possibles a` un sous ensemble Q ⊂ P, dont l’espe´rance des valeurs
objectif de ses e´le´ments est sensiblement plus e´leve´e que pour ceux de P. Le grimpeur
n’est alors lance´ que sur des graines choisies ale´atoirement dans cet ensemble. L’ensemble
Q est implicitement de´fini par un ope´rateur appele´ MtoP dit de “projection”, qui permet
de ge´ne´rer des e´le´ments de cet espace. SoitM = {M1,M2, . . . ,M(KW )}, l’ensemble de tous
les mots de longueur W que l’on peut constituer sur un alphabet de taille K. L’ope´rateur
MtoP est une fonction injective MtoP : M −→ P qui permet de produire un ULMA a`
partir d’un mot quelconque de longueur W . L’ensemble Q est de´fini par :
Q = {V ∈ P | ∃M ∈M,MtoP (M) = V }
Q correspond donc a` l’ensemble des e´le´ments de P qui sont atteignables par une projection
a` partir de n’importe quel e´le´ment de l’ensemble M.
Nous de´finissons l’ope´ration MtoP (M) = V comme un proce´de´ consistant a` construire
un ULMA en recherchant dans S∗ les N facteurs qui sont maximalement similaires a` M .
L’ide´e est de conside´rer M comme un mot consensus et de rassembler certaines de ses
occurrences dans S∗ en un ULMA. Soit Sc(M, s∗) un score de similarite´ entre M et s∗,
de´fini par : Sc(M, s∗) = W −H(M, s∗) avec H(M, s∗) e´tant la distance de Hamming entre
les deux mots (d’autres mesures de similarite´ pourraient e´galement eˆtre utilise´es). Soit D i
le domaine de vi de´fini sous le mode OOPS par :
Di = {(i− 1)(L−W + 1) + 1, . . . , i(L−W + 1)}
L’ope´rateur MtoP utilise M pour instancier chaque vi de fac¸on a` ce que :
vi = k ∈ Di | ∀j ∈ Di, Sc(M, s
∗
k) ≥ Sc(M, s
∗
j )
L’ULMA V ainsi construit rassemblera pour chaque se´quence le facteur qui maximise la
similarite´ avec M . Cependant, e´tant donne´ que Sc ne peut prendre que W + 1 valeurs
diffe´rentes {0, 1, . . . ,W} il sera fre´quent que plusieurs facteurs issus d’une meˆme se´quence
maximisent le score de similarite´ avec M , re´sultant en des ambigu¨ıte´s sur l’instanciation de
certaines variables. Nous levons ces ambigu¨ıte´s a` l’aide d’un algorithme glouton : l’ULMA
partiel forme´ des vi ne pre´sentant pas d’ambigu¨ıte´ sur leurs instanciations est construit.
A ce stade, nous disposons d’un ULMA partiel dont le vecteur V n’est pas comple`tement
instancie´. Les variables restantes sont instancie´es successivement en choisissant parmi l’en-
semble des instanciations e´quivalentes du point de vue de Sc, celle qui maximise la fonction
objectif de l’ULMA partiel. Bien que non-exacte, cette proce´dure s’est ave´re´e suffisamment
efficace. Il faut garder a` l’esprit que le but de cet ope´rateur n’est pas d’optimiser un ali-
gnement, mais de produire des graines prometteuses pour le grimpeur. Le fonctionnement
est de´crit dans le Pseudocode 3. La Figure 4.8 propose une repre´sentation graphique de
cet ope´rateur.
Cet ope´rateur a e´te´ imple´mente´ avec une complexite´ temporelle de O(WLT ). Les distances
de Hamming entre un mot de longueur W et les (L−W +1)T facteurs de S∗ doivent eˆtre
calcule´es. Cette complexite´ pourrait cependant certainement eˆtre diminue´e ou borne´e en
exploitant les re´pe´titions dans les se´quences.
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Pseudocode 3 Ope´rateur MtoP : algoritme glouton
U : Un ensemble d’occurrences formant un ULMA
Ai : L’ensemble des instanciations e´quivalentes pour vi
Ai,k : Le k
ieme e´le´ment de Ai
De´but
U = ∅
POUR TOUS i ∈ {1..N}
SI |Ai| = 1
U = U ∪ s∗Ai,1
FIN POUR TOUS
POUR TOUS i ∈ {1..N}
SI |Ai| > 1
max = 0
POUR TOUS k ∈ {1..|Ai|}
score = OF (U ∪ s∗Ai,k)
SI score > max
max = score
v = Ai,k
U = U ∪ s∗v
FIN POUR TOUS
FIN POUR TOUS
fin
La strate´gie Q consiste alors a` produire des graines a` partir de mots ale´atoires en utili-
sant l’ope´rateur MtoP . Ces graines sont successivement optimise´es par le grimpeur de´crit
pre´ce´demment.
La strate´gie AG : un algorithme e´volutionniste sur les mots
La troisie`me strate´gie que nous proposons, appele´e “strate´gie AG”, met en oeuvre un
algorithme e´volutionniste sur l’ensemble M. L’ame´lioration par rapport a` la strate´gie Q
consiste a` explorer M a` l’aide d’ope´rateurs sur les mots, dans le but de converger vers
des mots consensus pertinents par rapport a` l’ensemble de se´quences S, contrairement
a` la strate´gie Q ou` ces mots sont choisis ale´atoirement. Le principe est celui d’un algo-
rithme ge´ne´tique classique, en utilisant en alternance une phase de se´lection des solutions
potentielles (mots) et une phase de transformation de celles-ci. Une solution est un vec-
teur de W variables, lesquelles sont de´finies sur un domaine de taille K, correspondant
au K symboles de l’alphabet utilise´. Nous utiliserons cependant, par souci de simplicite´,
la terminologie de “mot” et de “symboles” pour parler du vecteur et de l’e´tat de ses va-
riables. Un e´chantillon de mots (la population) est initialise´ ale´atoirement, puis a` l’aide
d’un ope´rateur de se´lection et d’ope´rateurs de transformation (ope´rateurs ge´ne´tiques), la
population de taille tp est ite´rativement modifie´e afin de converger vers un ensemble de
mots “anceˆtres” pertinents par rapport a` l’ensemble de se´quences S.
La fitness d’un mot M est donne´e par OF (H)(MtoP (M)). Cette valeur est interpre´te´e
comme le potentiel du mot a` ge´ne´rer une bonne graine pour le grimpeur. Nous utilisons
un ope´rateur de se´lection par tournoi de taille 2 : deux mots sont ale´atoirement choisis
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Fig. 4.8 : L’ope´rateur MtoP permet de produire un ULMA a` partir d’un mot M . Le mot est
conside´re´ comme un anceˆtre hypothe´tique et l’ope´ration consiste a` rassembler dans un
ULMA les facteurs qui maximisent un score de similarite´ avec M . Ces facteurs peuvent
eˆtre vus comme des descendants de M .
dans la population et le meilleur des deux est retenu. Ce type de se´lection a la proprie´te´
de ne de´pendre que du rang des mots trie´s sur leurs valeurs de fitness. Cette proprie´te´
est souhaitable dans notre cas, car les valeurs de fitness peuvent pre´senter des e´carts im-
portants, provoquant une convergence pre´mature´e vers un tre`s petit nombre de solutions
(Blickle and Thiele, 1995).
Nous utilisons six ope´rateurs sur les mots (Figure 4.10) dont trois sont tout a` fait
classiques des algorithmes ge´ne´tiques : La recombinaison a` un point (R1P), la recom-
binaison uniforme (RU) et l’ope´rateur de mutation (OM). Les trois ope´rateurs restants
sont spe´cifiques au proble`me et ont de ce fait un roˆle important dans l’efficacite´ de l’algo-
rithme. Ces ope´rateurs sont le glissement, la recombinaison homologue, et le re´ajustement :
• Ope´rateur de glissement (OG). Cet ope´rateur consiste a` de´caler d’une position tous
les symboles d’un mot, soit vers la droite, soit vers la gauche, avec la meˆme proba-
bilite´ (0.5). Le symbole e´jecte´ est remplace´ par un symbole ale´atoire. Cet ope´rateur
est tout comparable a` l’ope´rateur de de´placement SHCPS (phase shift) utilise´ par
le grimpeur. Il donne une chance a` un mot de corriger un e´ventuel “mauvais calage”.
• La recombinaison “homologue” (RH). Cet ope´rateur de recombinaison cherche le
meilleur appariement possible entre les deux mots avant de proce´der aux e´changes
de symboles. Soient x = {x1, x2, . . . , xW } et y = {y1, y2, . . . , yW } deux mots de lon-
gueur W . Un ope´rateur de recombinaison classique apparie les mots de fac¸on a` ce
que x1 soit en face de y1, et ne proce´dera donc qu’a` des e´changes entre des sym-
boles ayant la meˆme position dans le mot. De´finissons la notation xi ./ yi, pour
de´crire l’appariement des deux mots consistant a` disposer xi face a` yi. Les 2W − 1
appariements possibles correspondent a` : x1 ./ yW , x2 ./ yW , . . . , xW−1 ./ yW et
xW ./ y1, xW ./ y2, . . . , xW ./ yW . La recombinaison homologue e´value ces 2W − 1
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A 0.14 0.43 0.07 0.00 0.38 0.68 ...
T 0.00 0.07 0.86 0.20 0.12 0.06 ...
C 0.24 0.29 0.00 0.71 0.28 0.12 ...
G 0.62 0.21 0.07 0.09 0.22 0.14 ...
GATCAA...
Fig. 4.9 : L’ope´rateur PtoM produit a` partir d’un alignement V le mot le plus probable en fonc-
tion de la matrice des fre´quences de V . Ce mot correspond donc a` un consensus de
l’alignement.
appariements et choisit celui qui posse`de le plus grand nombre de symboles identi-
quement apparie´s. Les e´changes sont ensuite effectue´s avec une probabilite´ uniforme
sur toute la partie recouvrante de l’appariement. Cet ope´rateur a` e´te´ de´fini en par-
tant de l’observation qu’une information “non homologue” risquait d’eˆtre e´change´e
par les ope´rateurs de recombinaison classiques. Dans la proble´matique qui nous
inte´resse, un mot repre´sente un anceˆtre hypothe´tique qui posse`de des descendants
sous la forme d’occurrences approche´es dans l’ensemble de se´quences (ope´rateur
MtoP ). Conside´rons deux mots qui ont les meˆmes occurrences dans S a` l’excep-
tion d’un de´calage de quelques positions vers la droite ou la gauche. Ces deux mots
contiennent une information similaire que nous qualifions d’information homologue,
car elle porte sur les meˆmes symboles de S. Une recombinaison classique va de´truire
cette information car elle pre´sente un de´calage entre les deux solutions. La recombi-
naison homologue cherche a` identifier une e´ventuelle homologie avant d’effectuer les
e´changes.
• L’ope´rateur de re´ajustement (OR). Cet ope´rateur transforme un mot en utilisant
l’espace des alignements P. Soit un deuxie`me ope´rateur de projection PtoM , lequel
est une fonction injective PtoM : P −→ M qui a` l’inverse de MtoP , produit un
mot a` partir d’un ULMA. Son fonctionnement consiste simplement a` produire le
mot consensus de l’ULMA. Ce consensus correspond au mot le plus probable en
fonction de la matrice des fre´quences observe´es F de l’ULMA. Le fonctionnement de
cet ope´rateur est illustre´ dans la Figure 4.9. L’ope´rateur de re´ajustement d’un mot
utilise d’abord MtoP pour construire l’ULMA correspondant. Cet ULMA est ensuite
optimise´ par le grimpeur (voisinage NOOM et NPS). L’ope´rateur PtoM produira
finalement le mot transforme´ a` partir de l’ULMA converge´. Cet ope´rateur provoque
souvent des changements importants sur le mot du point de vue de la distance de
Hamming. Cependant, le mot obtenu est pertinent car il repre´sente le consensus
d’un alignement optimise´.
E´tant donne´ que la fitness d’un mot correspond a` la valeur objectif de l’ULMA corres-
pondant (obtenu par l’ope´rateur MtoP), chaque mot a un ULMA qui lui est associe´. A la
fin de chaque ge´ne´ration, un nombre donne´ de ces ULMAs sont choisis comme graine pour
le grimpeur strict. Le nombre de ces graines n’est pas explicitement fixe´ mais le grimpeur
est applique´ de fac¸on a` ce que le temps CPU qui lui soit alloue´ corresponde aux deux tiers
du temps CPU total (algorithme e´volutionniste compris). Cet ajustement est empirique.
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Fig. 4.10 : Les six ope´rateurs ge´ne´tiques sur les mots sont pre´sente´s (les exemples de mots sont fic-
tifs). En plus des ope´rateurs ge´ne´tiques classiques, notons la recombinaison homologues
qui apparie les deux mots de fac¸on a` faire correspondre l’information dite homologue
avant l’e´change. L’ope´rateur de re´ajustement provoque des changements drastiques du
point de vue de la distance de Hamming. Le mot produit est cependant plus pertinent
car il repre´sente un consensus de l’alignement obtenu par le grimpeur.
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Il arrive fre´quemment qu’un mot soit rencontre´ un grand nombre de fois au cours d’une
meˆme optimisation par l’algorithme e´volutionniste. Cette observation n’est pas geˆnante
en soi : une meˆme graine produite par un mot est optimise´e par diffe´rents chemins lorsque
plusieurs grimpeurs sont lance´s sur cette graine, et produit au final des ULMAs qui ne
sont pas force´ment identiques. Cependant, afin d’e´viter une re´-e´valuation d’un mot ren-
contre´, laquelle est couˆteuse en temps CPU, tous les mots e´value´s sont me´morise´s en leur
associant leur valeur de fitness ainsi que l’ULMA leur correspondant. Nous utilisons pour
cela une structure d’arbre. Cet arbre indexe les mots rencontre´s en les repre´sentant par
un chemin partant de la racine jusqu’a` une feuille. Chaque feuille repre´sente donc un mot
unique, et nous y associons les informations relatives (fitness et ULMA correspondant).
Cette structure nous permet donc de ve´rifier rapidement si un mot a de´ja` e´te´ rencontre´, et
de re´cupe´rer les informations associe´es le cas e´che´ant. Si le mot n’a jamais e´te´ rencontre´
auparavant, il est rajoute´ dans l’arbre avec ses informations associe´es. Citons notamment
que cette structure a` e´te´ utilise´e dans le cadre d’un autre travail pour compter le nombre
de fois qu’une solution a e´te´ rencontre´e, permettant ainsi d’obtenir des informations sur
la redondance d’une exploration (Martin et al., 2003; Gras et al., 2004). L’utilisation de
cette structure nous permet en fonction de la redondance des mots explore´s, un gain de
temps CPU significatif, lequel est facilement de l’ordre de 20%. Par contre, les besoins
en me´moire peuvent devenir importants dans le cas d’optimisations longues car tous les
nouveaux mots sont me´morise´s.
Le parame´trage de l’algorithme e´volutionniste est empirique. Il est important de garder
a` l’esprit que son but n’est pas de converger vers le mot de valeur la plus e´leve´e, mais de
produire un ensemble de mots prometteurs. Le parame´trage de l’algorithme a donc e´te´
conc¸u dans cette optique de fac¸on a` ce que la population soit suffisamment modifie´e a`
chaque ite´ration. Nous n’avons en effet aucune garantie que le mot de fitness maximale
produise la meilleur graine pour le grimpeur. Il pourrait meˆme eˆtre possible que le mot
maximisant la fitness ne fasse pas partie du bassin d’attraction de l’ULMA maximisant
OF (H).
Les probabilite´s d’application des ope´rateurs ont e´te´ fixe´es de la manie`re suivante : 0.12
pour R1P, 0.1 pour RU (les symboles sont e´change´s inde´pendamment avec une probabilite´
de 0.30), 0.22 pour RH (avec probabilite´ d’e´change des symboles de 0.30), 0.15 pour OG,
0.03 pour OR. L’ope´rateur de mutation initialise ale´atoirement chaque symbole avec une
probabilite´ de 0.08. Les ope´rateurs sont applique´s dans l’ordre suivant : OM, R1P, RU,
RH, OG, OR. La taille de la population est fixe´e a` tp = 200.
4.6.4 Re´sume´ des trois strate´gies et discussion
Nous avons de´crit trois strate´gies d’optimisation pour le proble`me de l’alignement local
multiple sans indel. Ces trois strate´gies utilisent toutes un grimpeur strict fonctionnant en
alternance sur deux fonctions de voisinage N OOM et NPS . Ce grimpeur a e´te´ de´crit dans
la Section 4.6.2. Les trois strate´gies sont caracte´rise´es par la manie`re de choisir des graines
pour le grimpeur. La strate´gie P est la plus simple. Elle consiste a` lancer le grimpeur sur
des e´le´ments ale´atoires de P, l’ensemble des solutions possibles. Les deux autres strate´gies
n’ont e´te´ de´veloppe´es que pour le mode OOPS. La strate´gie Q restreint le nombre de
graines possibles a` un sous ensemble Q ⊂ P. L’ensemble Q est implicitement de´fini par
un ope´rateur MtoP qui permet de ge´ne´rer des e´le´ments de cet ensemble a` partir de mots
quelconques de longueur W . L’ensemble des W K mots possibles est note´M. La strate´gie
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Fig. 4.11 : Sche´ma ge´ne´ral de la strate´gie AG utilisant un algorithme e´volutionniste sur les mots.
(1) Un ope´rateur de se´lection par tournoi choisit avec remise tp mots dans la popula-
tion. (2) Ces mots sont stochastiquement transforme´s par six ope´rateurs. (3) Les mots
transforme´s sont e´value´s. Leurs valeurs de fitness correspondent a` la valeur objectif
de l’ULMA obtenu apre`s l’application de l’ope´rateur MtoP . (4) La population est
remplace´e par les mots transforme´s. (5) Une sous-partie des ULMAs (graines) obtenus
par la projection MtoP est se´lectionne´e et est optimise´e par le grimpeur. Le nombre
de graines se´lectionne´es est calcule´ de fac¸on a` ce que le temps CPU qui soit alloue´ au
grimpeur n’exce`de pas les deux tiers du temps CPU total. (6) Le meilleur ULMA est
produit en sortie.
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Q consiste a` ge´ne´rer des graines a` partir de mots ale´atoires. La Strate´gie AG utilise quant
a` elle un algorithme e´volutionniste sur l’espaceM. Il cherche a` converger vers des mots qui
permettent de ge´ne´rer des graines prometteuses. Les deux dernie`res strate´gies n’ont pas e´te´
de´veloppe´es pour les modes AMOOPS, ALOOPS et AOPS, car une adaptation efficace
de l’ope´rateur MtoP a` ces modes n’est pas un proble`me trivial. Nous avons proce´de´ a`
quelques essais concernant le mode AOPS. D’une fac¸on ge´ne´rale, nous avons constate´ que
bien que non handicapantes, les deux strate´gies Q et AG n’apportaient pas d’avantages
significatifs par rapport a` la strate´gie P. Il faut savoir que les avantages qu’apportent ces
deux dernie`res strate´gies pour le mode OOPS, (re´sultats pre´sente´s dans la Section 5.3.3),
reposent en grande partie sur la rapidite´ de cet ope´rateur et il nous parait difficile de
l’adapter aux autres modes sans augmenter sa complexite´ temporelle.
Chapitre 5
Re´sulats
5.1 introduction
Cette Section propose diffe´rents re´sultats expe´rimentaux qui e´valuent deux aspects
dans la proble´matique de la de´couverte d’ULMA. Le premier aspect, et peut eˆtre le
plus important concerne la qualite´ des fonctions objectif que l’on optimise. Nous avons
mene´ diffe´rentes expe´rimentations comparatives entre l’entropie relative OF (H), classique-
ment utilise´e par la communaute´, et l’entropie relative recouvrante, fonction objectif que
nous avons de´veloppe´e spe´cifiquement pour l’optimisation d’alignements sur des se´quences
prote´iques. Nous les comparons sur leur capacite´ a` isoler un signal du bruit, ainsi que sur
leurs incidences sur le paysage d’exploration. Ces expe´rimentations sont effectue´es sur des
donne´es re´elles et artificielles. Nous montrons que notre fonction OF (HR) est pre´fe´rable
en terme de description du signal, ainsi qu’en terme de temps CPU requis pour une op-
timisation, et ce malgre´ sa complexite´ temporelle plus e´leve´e. Le deuxie`me aspect traite
des capacite´s exploratoires. Nous e´valuons diffe´rentes strate´gies, en incluant des me´thodes
classiquement utilise´es par la communaute´, sur leur capacite´ a` converger vers un ULMA
suppose´ de valeur objectif maximale.
Cette Section est subdivise´e selon le type de donne´es utilise´es. La Section 5.2 traite d’un
proble`me challenge qui a e´te´ propose´ a` la communaute´ travaillant sur la de´couverte de
motifs. Ce challenge a suscite´ une litte´rature relativement importante et une grande partie
des articles le concernant proposent des re´sultats biaise´s en faveur d’algorithmes de´die´s.
Nous montrons que ce challenge n’est pas utilisable pour e´valuer la plus grande partie
des algorithmes non-de´die´s. Une le´ge`re modification concernant la condition d’arreˆt de la
strate´gie AG permet cependant de re´soudre efficacement l’instance de base de ce challenge.
La Section 5.3 pre´sente des comparaisons sur des donne´es re´elles, impliquant un ensemble
de prote´ines distantes connues pour contenir chacune une occurrence d’un motif he´lice-
tour-he´lice (HTH). Nous y comparons sous le mode OOPS diffe´rentes me´thodes classiques
de´die´es, ainsi que les deux fonctions objectif. La Section 5.4 propose des re´sultats de
comparaison des deux fonctions, impliquant des donne´es prote´iques artificielles ge´ne´re´es
par Rose (Stoye et al., 1998), un simulateur d’e´volution de se´quences de biopolyme`res.
Ce programme permet de ge´ne´rer a` volonte´ des ensembles artificiels de prote´ines ayant
une proprie´te´ d’homologie. Nous avons alors compare´ les deux fonctions objectif, sur des
donne´es pre´sentant des difficulte´s croissantes, impliquant une variation de la distance
e´volutive entre les se´quences d’un ensemble. Nous montrons que la fonction OF (HR) est
supe´rieure quant a` sa capacite´ a` reconnaˆıtre un signal dans un niveau de bruit e´leve´, tout
en confe´rant au processus d’optimisation une performance plus e´leve´e du point de vue du
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temps CPU. La Section 5.5 concerne finalement un ensemble de prote´ines connues pour
contenir chacune plusieurs occurrences d’un motif EF-hand. Nous illustrons les capacite´s
d’optimisation sous les modes ALOOPS et AOPS et comparons plusieurs algorithmes
classiques ainsi que les deux fonctions objectif.
5.2 Le proble`me challenge
Lors de la confe´rence ISMB 2000, un challenge concernant la re´alisation d’un algo-
rithme capable de retrouver un signal inse´re´ dans un ensemble de se´quences artificielles
d’ADN a e´te´ lance´ (Pevzner and Sze, 2000). Les donne´es du challenge sont les suivantes :
1. Ge´ne´rer un ensemble de T se´quences de longueur L sur un alphabet de cardinal
K = 4 (ADN), tous les symboles e´tant e´quiprobables.
2. Ge´ne´rer sur le meˆme alphabet un mot M de longueur W .
3. Cre´er T nouveaux mots M1,M2, . . . ,MT , chacun e´tant une image imparfaite de M ,
avec d substitutions a` des positions ale´atoires.
4. Inse´rer chaque Mi dans la i
eme se´quence a` une position ale´atoire (l’insertion se fait
en remplac¸ant W symboles dans la se´quence de fac¸on a` ce que la longueur finale
reste L).
5. E´tant donne´ les se´quences, retrouver M , ce qui est e´quivalent a` retrouver ses occur-
rences approche´es M1,M2, . . . ,MT dans les se´quences.
Le parame´trage de base du challenge est : L = 600, T = 20,W = 15, d = 4. On parle
dans ce cas d’un (600,20,15,4)-signal. Un coefficient de performance PC pour e´valuer la
qualite´ d’un algorithme est donne´ par : |Z1 ∩ Z2| / |Z1 ∪ Z2| avec Z1 correspondant a` l’en-
semble des positions des occurrences inse´re´es et Z2 correspond a` l’ensemble des positions
de´couvertes par l’algorithme. Un certain nombre d’algorithmes spe´cifiques obtiennent de
bonnes performances sur ce proble`me, en particulier PatternBranching (Price et al., 2003),
Winnower (Pevzner and Sze, 2000), Multiprofiler (Keich and Pevzner, 2002), Projection
(Buhler and Tompa, 2001; Buhler and Tompa, 2002) and SMILE (Marsan and Sagot, 2000;
Marsan, 2002). Ce challenge a attire´ notre attention car dans (Price et al., 2003; Pevzner
and Sze, 2000; Keich and Pevzner, 2002; Buhler and Tompa, 2001), des comparaisons ont
e´te´ effectue´es entre des algorithmes de´die´s au proble`me et des me´thodes classiques qui
optimisent un alignement sous la fonction d’entropie relative OF (H). De mauvaises perfor-
mances sont reporte´es pour ces derniers sans autres explications. Il apparaˆıt pourtant que
les contraintes utilise´es ne sont pas les meˆmes pour les me´thodes de´die´es et les autres. Si la
contrainte de re´partition de une occurrence par se´quence ainsi que de la longueur W du mot
a` retrouver sont utilise´es par toutes les me´thodes, les me´thodes spe´cifiques au proble`me
challenge be´ne´ficient en plus du nombre d de substitutions que contient chaque occurrence
du signal par rapport a` M et utilisent un score directement de´rive´ de cette information.
Nous avons ainsi facilement montre´ (Hernandez et al., 2004) que sans cette information, un
(600,20,15,4)-signal (qui correspond a` un parame´trage du challenge juge´ facile) se trouve
au niveau du bruit et ne peut donc plus eˆtre retrouve´ par des me´thodes optimisant OF (H).
Nous avons ainsi constate´ que ces algorithmes convergeaient en fait vers un alignement
de valeur supe´rieure a` celui compose´ des occurrences du signal M1,M2, . . . ,MT . La Table
5.1 illustre clairement ce propos avec le GSS et MoDEL. Nous pouvons cependant obser-
ver que le coefficient de performance PC est d’environ 0.45, ce qui signifie qu’un ULMA
optimise´ avec l’entropie relative est en moyenne compose´ de 45% des instances du signal
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inse´re´, les autres occurrences correspondant a` du bruit. Cette observation nous a per-
mis d’utiliser l’algorithme e´volutionniste sur les mots (strate´gie AG) pour retrouver un
(600,20,15,4)-signal. Il nous a suffit pour cela de conside´rer tous les mots e´chantillonne´s
au cours de l’exe´cution de MoDEL. Pour chacun d’eux, nous ve´rifions s’il a une occurrence
dans toutes les se´quences avec exactement d erreurs, ce qui signifie que le signal a e´te´ re-
trouve´. Nous utilisons donc la contrainte d du nombre de substitutions uniquement dans
la condition d’arreˆt sans changer notre strate´gie d’optimisation qui reste toujours aussi
ge´ne´rique. De cette manie`re, MoDEL s’est ave´re´ tre`s efficace en e´tant capable de retrouver
le signal en quelques secondes, c’est a` dire avec une performance e´quivalente au meilleur
algorithme spe´cifique publie´ a` notre connaissance (Price et al., 2003). La majorite´ des
autres algorithmes spe´cifiques requie`rent un temps CPU de l’ordre de la minute ou plus,
pour ce parame´trage. Le signal devient par contre rapidement imperceptible pour OF (H)
pour des parame´trages plus difficiles, rendant ce challenge inade´quat pour les algorithmes
ge´ne´riques.
> = < PC tCalc
MoDEL 0.99 0.01 0.00 0.46 27
GSS 0.99 0.00 0.01 0.44 31
Tab. 5.1 : Optimisation pour le proble`me challenge sous l’entropie relative OF (H). Les colonnes
e´tiquete´es ’>’, ’=’, ’<’, montrent respectivement la fre´quence avec laquelle MoDEL et
le Site Sampler convergent vers un ULMA de valeur plus e´leve´e, e´gale, et plus petite que
celui compose´ des occurrences du signal inse´re´. La colonne ’PC’ donne le coefficient de
performance et ’tCalc’ donne le temps CPU moyen par optimisation en seconde. Les
re´sultats pre´sente´s sont moyenne´s sur l’optimisation de 500 instances inde´pendantes
du proble`me challenge sous les parame`tres L = 600, T = 20, W = 15, d = 4. Dans
quasiment toutes les instances de ce proble`me, il existe un ULMA de valeur objectif
supe´rieure a` celle de l’ULMA forme´ par le signal inse´re´. Il est clairement montre´ que
pour les me´thodes qui optimisent OF (H) (MoDEL, MEME, CONSENSUS) ou une
fonction proche (GSS), un (600,20,15,4)-signal est au niveau du bruit.
5.3 Alignements de motifs HTH
Afin de comparer les capacite´s d’optimisation de diffe´rentes strate´gies, nous avons
constitue´ un ensemble de prote´ines distantes, chacune e´tant connue pour contenir une
occurrence d’un motif he´lice-tour-he´lice (HTH). Ce motif est surtout pre´sent dans des fac-
teurs de transcription et leur confe`re la proprie´te´ de pouvoir effectuer une liaison spe´cifique
a` un double brin d’ADN. On le trouve cependant dans d’autres types de prote´ines comme
les histones. Nous utilisons ces donne´es pour comparer les deux fonctions objectif OF (HR)
et OF (H), ainsi que pour e´valuer les performances des diffe´rentes strate´gies P, Q, AG avec
les principaux algorithmes classiques de´die´s a` ce proble`me. Toutes ces comparaisons ne
concernent que le mode OOPS.
5.3.1 Le motif HTH
Le motif HTH est trouve´ dans une grande varie´te´ de prote´ines dont la fonction im-
plique une liaison spe´cifique a` l’ADN. On retrouve ce motif chez quasiment toutes les
86 CHAPITRE 5. RE´SULATS
espe`ces vivantes et approximativement 23 ligne´es diffe´rentes sont identifie´es (Rosinski and
Atchley, 1999). A l’inte´rieur de chaque ligne´e, les prote´ines sont tre`s conserve´es, cepen-
dant, la divergence est presque maximale entre les prote´ines de ligne´es diffe´rentes. Le motif
structural HTH consiste en deux he´lices alpha se´pare´es par une courte re´gion “turn”. Cette
conformation permet a` la prote´ine de lier un segment spe´cifique d’ADN. La spe´cificite´ de la
liaison est assure´e par la deuxie`me he´lice alors que la premie`re stabilise le complexe. Cette
spe´cificite´ n’est quasiment jamais conserve´e entre les ligne´es. L’e´tude mene´e par Rosinski
sugge`re que toutes les prote´ines HTH auraient e´volue´ a` partir d’un meˆme anceˆtre commun.
Dans le but de construire un ensemble de se´quences sur lequel l’optimisation serait dif-
ficile (condition requise pour mettre en e´vidence les capacite´s d’optimisation), nous avons
constitue´ cet ensemble avec 16 prote´ines, chacune appartenant a` une ligne´e diffe´rente. Les
prote´ines choisies sont celles cite´es en exemple dans (Rosinski and Atchley, 1999) pour illus-
trer les diffe´rentes ligne´es. E´tant donne´ que les me´thodes que nous e´valuons recherchent
des motifs sans indel, nous n’avons retenu que les seize prote´ines dont le motif HTH peut
eˆtre aligne´ sans indel, selon l’alignement propose´ dans l’e´tude de Rosinski. Nous obtenons
de cette manie`re un ensemble de prote´ines peu conserve´es mais suppose´es homologues,
chacune contenant une occurrence connue du motif HTH. L’ensemble de se´quences ob-
tenu a une longueur moyenne de 217 acides amine´s (min = 61, max = 613). La longueur
d’un motif HTH est d’environ 22 acides amine´s, tel qu’indique´ dans les annotations de
SWISS-PROT. L’alignement suppose´ maximum obtenu par une optimisation de la fonc-
tion OF (HR) et pour une largeur W = 22 est note´ VHTH . Cet ULMA pre´sente´ dans la
figure 5.1, est conforme aux annotations de SWISS-PROT, et correspond a` une exception
pre`s a` l’alignement propose´ dans l’e´tude de Rosinski. Cette exception concerne la prote´ine
(H4 CAEEL,P02306), une histone du ne´matode Caenorhabditis elegans. L’occurrence que
nous retrouvons n’est pas la meˆme que celle propose´e dans l’e´tude de Rosinski, et aucun
motif HTH n’est annote´ pour cette prote´ine dans SWISS-PROT. Nous avons cependant
observe´ que l’occurrence de H4 CAEEL aligne´e dans VHTH est beaucoup plus significative
que celle propose´e par l’e´tude. De plus une comparaison avec deux structures tridimen-
sionnelles de prote´ines tre`s similaires indiquent que le domaine retrouve´ correspond a` une
structure de type he´lice-tour-he´lice. Cependant, notre but ici n’est pas de faire une e´tude
e´volutionnaire des HTH mais de mesurer des capacite´s d’optimisation et cette question
reste donc ouverte.
Il est e´galement utile de mentionner que nous avons observe´ que ces se´quences sont
trop dissimilaires pour eˆtre aligne´es par des me´thode classiques utilisant des comparaisons
deux a` deux de se´quences telles que ClustalW ou T-COFFEE. Les me´thodes d’infe´rences
de mode`les de´terministes (de´couverte de patterns) ont e´galement e´choue´ a` localiser ce
motif, car il est trop peu conserve´ pour pouvoir eˆtre mode´lise´ par un consensus. Ainsi,
l’alignement multiple propose´ dans l’e´tude de Rosinski n’a pas e´te´ obtenu a` partir des
se´quences brutes des prote´ines HTH. Les re´gions contenant les occurrences du motif ont
e´te´ manuellement extraites sur la base de connaissances expertes. L’alignement propose´
a e´te´ produit pas ClustalW a` partir de ces sous se´quences extraites, lesquelles ont une
longueur de 30 acides amine´s, et correspondent aux occurrences connues du motif HTH.
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>LEXA_ECOLI_P03033; 26   PTRAEIAQRLGFRSPNAAEEHL  15.348 
>RPSD_ECOLI_P00579; 571  YTLEEVGKQFDVTRERIRQIEA  19.195 
>MERR_STAAU_P22874; 3    MKISELAKACDVNKETVRYYER  19.352 
>H4_CAEEL_P02306;   70   VTYCEHAKRKTVTAMDVVYALK  16.222 
>ASNC_ECOLI_P03809; 23   TAYAELAKQFGVSPGTIHVRVE  22.141 
>ICLR_ECOLI_P16528; 44   VALTELAQQAGLPNSTTHRLLT  18.290 
>LACR_STAAW_P16644; 20   IRTNEIVEGLNVSDMTVRRDLI  16.228 
>CRP_ECOLI_P03020;  168  ITRQEIGQIVGCSRETVGRILK  20.287 
>GNTR_BACLI_P46833; 42   LSENKLAAEFSVSRSPIREALK  17.437 
>PMX1_MOUSE_P43271; 122  FVREDLARRVNLTEARVQVWFQ  18.002 
>LYSR_ECOLI_P03030; 19   GSLTEAAHLLHTSQPTVSRELA  17.322 
>ARSR_STAAU_P30338; 30   LCACDLLEHFQFSQPTLSHHMK  20.780 
>ARAC_ECOLI_P03021; 195  FDIASVAQHVCLSPSRLSHLFR  18.816 
>NER_BPMU_P06020;   23   LSLSALSRQFGYAPTTLANALE  19.135 
>RCRO_BPP22_P09964; 11   GTQRAVAKALGISDAAVSQWKE  18.236 
>FIXJ_BRAJA_P23221; 158  LSNKLIAREYDISPRTIEVYRA  16.804 
 
                                                
 
Fig. 5.1 : Alignement des domaines HTH obtenus par une optimisation de la fonction objectif
OF (HR). Cet alignement a e´te´ produit sur un ensemble de 16 prote´ines correspondant
chacune a` une ligne´e distincte du motif HTH. Les entre´es de chaque se´quence dans la
base de donne´e SWISS-PROT sont indique´es a` gauche. Viennent ensuite les positions de
chaque occurrence dans les se´quences, suivies de l’occurrence elle-meˆme. Finalement est
indique´ le logarithme du ratio des vraisemblances de chaque occurrence. Cet alignement
note´ VHTH est suppose´ maximum pour OF
(HR).
5.3.2 Comparaisons des fonctions sur les donne´es HTH
Notre premie`re comparaison sur les donne´es HTH implique notre nouvelle fonction
objectif OF (HR) que nous comparons avec OF (H), la fonction d’entropie classiquement
utilise´e pour ce type de proble`me. Nous montrons d’abord que notre fonction est beau-
coup moins sensible au parame`tre W qui spe´cifie la largeur de l’ULMA a` optimiser. Nous
comparons ensuite ces fonctions du point de vue de l’efficacite´ de l’optimisation et mon-
trons que OF (HR) est largement avantageuse sur ces donne´es.
Sensibilite´ au parame`tre W
Un point sensible des me´thodes d’optimisation d’ULMA concerne le parame`tre W
(largeur), que l’utilisateur doit spe´cifier. En effet, l’alignement pre´sente´ dans la Figure
5.1 a e´te´ obtenu par une optimisation de OF (HR) avec W = 22. Or, il apparaˆıt que la
valeur objectif OF (H)(VHTH) de cet ULMA correspond en fait a` un point sous-optimal de
l’espace de recherche. Il existe en effet un autre ULMA suppose´ optimal1 pour OF (H) et
W = 22, qui ne contient en fait que quatorze des seize occurrences du motif. Nous avons
alors mene´ des optimisations des deux fonctions OF (HR) et OF (H) sous diffe´rentes valeurs
de W sur les donne´es HTH. Ces optimisations ont e´te´ conduites de fac¸on intensive, de
fac¸on a` pouvoir supposer que les ULMAs obtenus ont une valeur objectif maximale. Ces
optimisations ont e´te´ mene´es pour les deux fonctions avec W ∈ {12..30}. Nous avons alors
compte´ dans chacun des ULMAs maximums obtenus le nombre d’occurrences du motif
HTH correctement aligne´es, sur les 16 occurrences connues. Le re´sultat est pre´sente´ sous
1L’optimalite´ d’un ULMA ne peut pas eˆtre de´montre´e, mais nous supposons une optimalite´ lorsque
aucun ULMA de valeur supe´rieur n’a pu eˆtre identifie´ au cours de nos nombreuse expe´rimentation utilisant
diffe´rentes me´thodes d’optimisation.
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Fig. 5.2 : Ce graphique montre pour les deux fonctions OF (HR) et OF (H), le nombre d’occur-
rences du motif HTH qui sont correctement aligne´es pour diffe´rentes valeurs de W . On
peut observer que W a une forte influence sur OF (H), qui pre´fe`re souvent attribuer une
valeur objectif plus e´leve´e a` un ULMA qui n’est pas compose´ des seizes occurrences
du motif HTH, conduisant ainsi l’optimisation vers un alignement en partie incorrect
du point de vue biologique. La fonction OF (HR) est quant a` elle tre`s peu sensible a` ce
parame`tre.
la forme d’un graphique dans la Figure 5.2. En abscisse sont indique´es les diffe´rentes va-
leurs de W , et en ordonne´e le nombre d’occurrences correctement identifie´es. On constate
que OF (HR) est beaucoup moins sensible a` ce parame`tre que OF (H), en e´tant capable
d’identifier les seize occurrences du motif pour quasiment toutes les valeurs W teste´es.
Le nombre d’occurrences identifie´es par OF (H) varie beaucoup et de fac¸on irre´gulie`re en
fonction de W . Cette observation signifie qu’un utilisateur ayant peu de connaissances sur
ses donne´es risque fort de spe´cifier une largeur conduisant a` un alignement incorrect avec
OF (H).
E´tant donne´ que nous allons utiliser par la suite ces donne´es pour comparer plusieurs
me´thodes qui optimisent OF (H) ou une fonction tre`s proche, nous avons choisi de conside´rer
l’ULMA obtenu avec W = 20, comme l’ULMA de re´fe´rence note´ Vref , lequel correspond
a` un alignement correct et suppose´ maximum pour les deux fonctions.
Comparaison d’optimisation avec les deux fonctions
Nous avons compare´ l’influence des deux fonctions sur le processus d’optimisation par
le grimpeur strict (strate´gie P). Le proce´de´ utilise´ consiste a` comparer les optimisations
des deux fonctions sur leur taux de succe`s (retrouver Vref ) en fonction du temps CPU et
du nombre d’e´valuations de la fonction objectif. L’expe´rimentation est mene´e de la fac¸on
suivante : deux cent optimisations inde´pendantes sont effectue´es pour chaque fonction,
chacune pendant un temps CPU spe´cifie´. Pour chaque optimisation, l’ULMA maximum
atteint ainsi que le nombre d’e´valuations de´ja` effectue´es sont me´morise´s a` des intervalles
de une seconde CPU. Ces donne´es nous permettent ensuite de calculer un taux de succe`s
en fonction du temps CPU et du nombre d’e´valuations e´coule´es. Un succe`s signifie que
Vref a e´te´ retrouve´. Le taux est simplement calcule´ par le nombre de fois qu’un succe`s a
e´te´ atteint a` un temps ou a` un nombre d’e´valuations donne´, divise´ par le nombre total
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Fig. 5.3 : Ce graphique montre pour les deux fonctions OF (HR) et OF (H), le taux de succe`s (TS)
exprime´ en fonction du temps CPU (tCPU), et du nombre d’e´valuations de la fonction
objectif (nEval). Le nombre d’e´valuations est donne´ sur une e´chelle logarithmique. On
observe un net avantage pour l’entropie recouvrante.
d’optimisations inde´pendantes. Les re´sultats sont donne´s sous la forme de graphiques dans
la Figure 5.3. On observe que l’utilisation de l’entropie recouvrante est avantageuse sur
les deux points de vues. Le nombre d’e´valuations requis pour un taux de succe`s donne´ est
d’environ soixante fois infe´rieur pour OF (HR). Cet avantage a une conse´quence directe sur
le temps CPU, permettant ainsi de retrouver Vref environs trois fois plus rapidement, bien
que son temps d’e´valuation soit supe´rieur. On observe un net avantage pour l’entropie
recouvrante.
5.3.3 Comparaisons d’optimisation avec les me´thodes classiques
Retrouver l’ULMA re´fe´rence
Notre premie`re expe´rience consiste simplement a` ve´rifier si les algorithmes classiques
sont capables de retrouver l’alignement de re´fe´rence Vref . Pour cette comparaison, nous
avons utilise´ en plus de notre imple´mentation MoDEL, correspondant a` la strate´gie AG
sous OF (H), le Gibbs Site Sampler (GSS) (Lawrence et al., 1993), MEME (Bailey and El-
kan, 1995) et CONSENSUS (Hertz et al., 1990). Ces trois me´thodes optimisent l’entropie
relative ou une fonction proche (GSS). Nous nous sommes cependant assure´s que ce pro-
gramme ne converge pas vers un alignement diffe´rent pre´sentant une valeur objectif plus
e´leve´e que celle de Vref . Nous avons utilise´ l’option de MEME qui le contraint a` recher-
cher exactement une occurrence par se´quence, les deux autres programmes le faisant par
de´faut. Le Gibbs Motif Sampler (GMS) n’a pas e´te´ pris en compte dans cette comparaison,
car il ne peut pas eˆtre parame´tre´ de fac¸on a` contraindre la re´partition des occurrences a`
exactement une par se´quence. Cette contrainte est indispensable sur ces donne´es afin de
pouvoir identifier les occurrences connues du motif. Sans l’information de la re´partition
des occurrences, le signal se retrouve au niveau du bruit, ne pouvant plus eˆtre identifie´.
Dans le but d’augmenter les performances de ces algorithmes, nous avons intensivement
cherche´ a` optimiser leurs parame`tres d’exploration. Pour le Gibbs Site Sampler, nous
avons ajuste´ sa limite de convergence avec l’option ’-L100’ (optimise une nouvelle graine
ale´atoire si aucune ame´lioration ne s’est produite durant les cent dernie`res ite´rations).
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Cette option a conside´rablement ame´liore´ ses performances par rapport a` celles obtenues
avec la valeur propose´e par de´faut (’-L10’). Le programme CONSENSUS (en plus du
parame´trage par de´faut) a e´te´ lance´ avec l’option ’-q 30000’. Ce programme utilise un
algorithme de recherche par faisceau et cette option spe´cifie la largeur du faisceau, soit
le nombre de noeuds de l’arbre de recherche qui sont conside´re´s a` chaque profondeur.
Cette valeur augmente line´airement le nombre de solutions partielles conside´re´es, tout en
augmentant la me´moire requise par l’algorithme. Nous avons cherche´ a` augmenter cette
valeur jusqu’a` la limite me´moire de notre machine (2Go) sans pour autant ame´liorer le
re´sultat obtenu. Concernant le programme MEME, la modification de ses parame`tres n’a
eu aucune influence sur le re´sultat produit, nous l’avons donc lance´ avec les parame`tres
par de´faut. Nous avons e´galement mesure´ une similarite´ entre l’ULMA de re´fe´rence Vref et
celui trouve´ par chaque me´thode (Vmax). Nous utilisons pour cela une mesure qui donne
le taux de paires d’appariement identiques entre deux alignement (Sauder et al., 2000).
Ce taux sim(Vref , Vmax), est calcule´ par le nombre d’appariements de symboles deux a`
deux, identiques entre Vref et V
∗, divise´ par le nombre d’appariements totaux contenus
dans l’alignement de re´fe´rence, nombre qui dans notre cas est identique pour les deux
alignements compare´s soit W ((N(N − 1))/2). Les re´sultats ont montre´ que malgre´ nos
efforts d’ajustement des parame`tres d’optimisation, MEME et CONSENSUS ne retrouvent
pas Vref , mais convergent toujours vers un sous-optimum. Ces re´sultats sont re´sume´s dans
la Table 5.2.
OF (H)(Vmax) sim(Vref , Vmax) tCpu
MoDEL 32.71 1.00 4
Site Sampler* 32.71 1.00 13
CONSENSUS 31.96 0.01 5
CONSENSUS* 32.42 0.65 65
MEME 28.38 0.41 1
Tab. 5.2 : Comparaison de la capacite´ d’optimisation de plusieurs algorithmes sur les donne´es
de prote´ines contenant un domaine HTH. Les programmes implique´s sont MoDEL
(strate´gie AG sous OF (H)), le Gibbs Site Sampler, CONSENSUS et MEME. L’e´toile
(*) indique les programmes qui ont e´te´ lance´s avec un parame´trage diffe´rent que celui
propose´ par de´faut. MEME n’est lance´ qu’avec ses parame`tres par de´faut car nous
n’avons pas pu ame´liorer ses performances en les modifiant. Le score maximum ob-
tenu est indique´ dans la colonne “OF (H)(Vmax)” et le temps CPU en secondes dans
la colonne “tCpu” (CPU Athlon 1,6 GHz). La colonne “sim(Vref , Vmax)” donne une
mesure de similarite´ entre l’ULMA obtenu (Vmax) et celui de re´fe´rence (Vref ). Cette
valeur correspond au taux de paires de symboles identiquement aligne´s entre les deux
ULMAs. On constate que MEME et CONSENSUS n’arrivent pas a` converger sur Vref ,
seul MODEL et le Gibbs Site Sampler retrouvent l’alignement de re´fe´rence.
Comparaisons d’optimisation des diffe´rentes strate´gies
Nous avons effectue´ une comparaison plus comple`te impliquant le GSS et les trois
strate´gies P, Q, AG que nous proposons. Nous ne prenons pas en compte MEME et
CONSENSUS dans cette comparaison car ils n’arrivent pas a` retrouver Vref . Ces quatre
strate´gies ont e´te´ compare´es sur leurs taux de succe`s en fonction du temps CPU et du
nombre d’e´valuations requises, en suivant le meˆme proce´de´ que celui de´crit pre´ce´demment
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Fig. 5.4 : Comparaison de quatre strate´gies d’optimisation P, Q, AG, et ’gibbs’ pour le GSS, sur
l’ensemble de prote´ines contenant un domaine HTH. Les deux graphiques repre´sentent
en ordonne´e le taux de succe`s (retrouver Vref ) et respectivement en abscisse le temps
CPU en secondes et le nombre d’e´valuations de la fonction objectif.
(Section 5.3.2). Nous avons proce´de´ a` deux cents optimisations inde´pendantes de vingt
secondes CPU sur les donne´es HTH pour chacune des quatre strate´gies. Un succe`s signifie
que Vref a e´te´ retrouve´. Les re´sultats sont pre´sente´s dans la Figure 5.4. Comme aupara-
vant, le GSS a e´te´ parame´tre´ avec l’option ’-L100’, qui s’est ave´re´e eˆtre significativement
meilleure que celle propose´e par de´faut (’-L10’). Nous pouvons observer que le GSS (prin-
cipalement un grimpeur stochastique) a besoin d’e´valuer approximativement trois fois plus
de solutions pour un meˆme taux de succe`s compare´ au grimpeur strict. Les ame´liorations
apporte´es par les strate´gies Q et AG ne sont pas significatives au niveau du temps CPU.
Par contre la strate´gie AG e´value environ deux fois moins de solutions pour un meˆme taux
de succe`s compare´ a` la strate´gie P.
5.4 Comparaison des fonctions OF (HR) et OF (H) sur donne´es
artificielles
Afin d’effectuer une comparaison plus large des deux fonctions OF (H) et OF (HR),
nous avons utilise´ des ensembles de se´quences artificielles ge´ne´re´s par le programme Rose
(Stoye et al., 1998), qui simule un processus e´volutionnaire sur des se´quences nucle´iques
ou prote´iques. L’approche consistant a` utiliser des se´quences artificielles a l’avantage de
permettre de ge´ne´rer autant d’ensembles de se´quences que ne´cessaire, ainsi que de faire
varier la difficulte´ qu’ils peuvent pre´senter a` un processus d’optimisation. Il faut cependant
garder a` l’esprit que bien que ge´ne´re´s selon un mode`le e´volutionniste, ces ensembles de
se´quences restent une approximation simplifie´e des caracte´ristiques pre´sentes dans des
donne´es re´elles.
5.4.1 Le ge´ne´rateur Rose
Rose permet de produire a` partir d’une se´quence ancestrale un ensemble de se´quences
“homologues” en simulant un processus e´volutionnaire. Le programme propose un choix
de parame`tres importants. Nous ne de´crirons cependant que les fonctionnalite´s que nous
avons utilise´es. Le programme commence par construire un arbre e´volutionnaire uniforme
92 CHAPITRE 5. RE´SULATS
binaire de profondeur 9 soit 29+1− 1 = 1023 noeuds. Une se´quence ancestrale de longueur
choisie L est associe´e a` la racine de l’arbre. Cette se´quence sera l’anceˆtre commun de toutes
les se´quences qui seront ge´ne´re´es. Cette se´quence ancestrale est ge´ne´re´e ale´atoirement en
utilisant une distribution de probabilite´ pour les acides amine´s. La distribution utilise´e est
celle de´crite dans (Dayhoff et al., 1978). Une distance e´volutive est associe´e aux branches
(la meˆme distance pour toutes les branches). L’unite´ utilise´e est le PAM ((Percent Ac-
cepted Mutation). Une distance de 1 PAM correspond a` une mutation attendue par 100
acides-amine´s. La distance associe´e aux branches est approxime´e a` partir d’un parame`tre
appele´ dav , de fac¸on a` ce que la distance entre deux feuilles prises au hasard corresponde
en moyenne a` dav. L’arbre ainsi construit comporte 512 feuilles. Afin d’obtenir le nombre
de se´quences T requis, T feuilles sont choisies ale´atoirement et les autres sont supprime´es.
Les noeuds internes qui ne sont plus ne´cessaires (ne posse`dent plus qu’un seul fils) sont
e´galement supprime´s, mais en conservant les distances e´volutionnaires initiales. Les noeuds
inutiles disparaissent mais les longueurs des branches restent identiques. L’arbre ainsi ob-
tenu servira de guide de mutation pour ge´ne´rer les se´quences filles et repre´sentera donc
l’histoire de l’e´volution de l’ensemble de se´quences homologues qui sera ge´ne´re´. La Figure
5.5 pre´sente un exemple d’arbre ge´ne´re´ par Rose avec T = 16 et dav = 1000.
Une fonction : sfille = evolue(smere) est applique´e re´cursivement dans l’arbre afin de
ge´ne´rer une se´quence (fille) dans chaque noeud a` partir de son anceˆtre direct (me`re). Cette
fonction fait subir trois types de transformation a` smere : les substitutions, les insertions
et les de´le´tions.
• Les substitutions : une fonction, sfille(i) = subst(smere(i), d) est applique´e sur toutes
les positions i de smere afin de ge´ne´rer la se´quence fille a` une distance e´volutive d
souhaite´e. Le programme utilise une matrice D, de taille 20X20, ou` chaque entre´e
D(i, j) donne la probabilite´ que σj (le j
eme symbole de l’alphabet), soit substitue´
par σi, et pour une unite´ de distance (PAM 1). La somme des probabilite´s d’une
colonne vaut 1.0 : ∀j ∈ 1..K,
∑K
i=1 D(i, j) = 1.0. Les probabilite´s D(i, i) situe´es
sur la diagonale repre´sentent le degre´ de stabilite´. Si par exemple, pour toutes les
valeurs D(i, i) = 0.99, il en re´sultera que pour une unite´ de distance, seul un pourcent
des symboles subiront une substitution. Le programme utilise par de´faut la matrice
de probabilite´ de distance PAM 1 de´crite dans (Dayhoff et al., 1978), et re´pe`te la
proce´dure autant de fois que ne´cessaire jusqu’a` atteindre la distance d spe´cifie´e par
la longueur de la branche concerne´e dans l’arbre. Le fait d’utiliser des probabilite´s de
substitution biaise´es simule implicitement le phe´nome`ne de se´lection naturelle. En
effet, dans la nature, les probabilite´s de mutations ne sont pas biaise´es en fonction des
symboles, mais sont plus ou moins ale´atoires dans l’ADN. Une mutation impliquant
la substitution d’un acide amine´ et alte´rant de ce fait gravement la fonction d’une
prote´ine sera e´limine´e d’elle meˆme car l’organisme concerne´ ne pourra pas survivre
et la transmettre a` d’e´ventuels descendants. Le programme ne peut e´videment pas
simuler cette se´lection explicitement, mais il la mode´lise directement par les biais
de´crits dans la matrice de substitution utilise´e.
• Les insertions et les de´le´tions : le processus de cre´ation d’indels est plus empirique.
L’utilisateur spe´cifie les probabilite´s pins (insertion) et pdel (de´le´tion), avec laquelle
chaque position de smere subira une insertion ou une de´le´tion pour une distance PAM
1. L’utilisateur spe´cifie e´galement une distribution de longueurs attendues pour les
insertions et les de´le´tions.
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Fig. 5.5 : Un exemple d’arbre e´volutionnaire ge´ne´re´ par le programme Rose avec les parame`tres
T = 16 et dav = 1000. Chaque noeud de l’arbre repre´sente une se´quence et les
branches entre les noeuds ont une longueur proportionelle a` la distance e´volutive qu’ils
repre´sentent. Les plus petites branches repre´sentent une distance de 125 PAM. La lon-
gueur de toutes les branches est un multiple entier de 125 PAM. Ces distances sont
de´termine´es par le programme de fac¸on a` approximer une distance moyenne dav entre
les feuilles prises deux a` deux. La racine de l’arbre est spe´cifie´e par le rond noir. Elle
contient la se´quence ancestrale commune. Une simulation d’e´volution a` partir de cette
se´quence ancestrale permet de ge´ne´rer re´cursivement des se´quences filles dans les noeuds
internes, jusqu’aux feuilles. Celles-ci contiendront les se´quences de l’ensemble homologue
ge´ne´re´. Les se´quences prises deux a` deux dans cet ensemble pre´senteront des degre´s de
divergence variables selon la distance a` laquelle se trouve leur anceˆtre commun le plus
proche, mais elles seront toutes a` la meˆme distance de la se´quence ancestrale, situe´e a`
la racine de l’arbre.
Le programme propose e´galement la possibilite´ de modifier plus ou moins la pression
e´volutive sur chaque site de la se´quence ancestrale. Il faut pour cela spe´cifier une valeur
re´elle tei qui permet d’augmenter ou de diminuer line´airement le taux d’e´volution a` une
position donne´e smere(i) de la se´quence me`re. Une valeur infe´rieure a` 1.0 diminue la dis-
tance PAM et supprime les mutations de type indels pour le symbole spe´cifie´. On peut
de cette manie`re en spe´cifiant des tei < 1.0 pour i ∈ {1..W}, forcer le processus e´volutif
a` conserver un motif de largeur W sans indels, dont les occurrences prises deux a` deux
auront une distance e´volutive moyenne plus petite que pour le reste des se´quences. Ces
valeurs tei doivent eˆtre spe´cifie´es pour toutes les positions de la se´quence ancestrale. Elles
sont ensuite reproduites pour les se´quences filles. Dans le cas d’une de´le´tion, les tei corres-
pondants sont supprime´s, et des tei = 1 sont ajoute´s aux positions correspondant a` une
insertion.
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5.4.2 Me´thode
Nous avons ge´ne´re´ huit se´ries d’ensembles de se´quences : S1,S2, . . . ,S8. Chaque se´rie
est compose´e d’un nombre donne´ d’ensembles de se´quences : Si = {Si,1, Si,2, . . . , Si,Zi}, et
tous les ensembles de se´quences d’une se´rie donne´e sont ge´ne´re´s sur un meˆme parame´trage
de Rose. Chaque se´rie est ge´ne´re´e en utilisant son propre parame`tre dav , de distance
moyenne attendue entre deux feuilles de l’arbre. Les valeurs dav commencent a` dav = 200
pour S1 et sont incre´mente´es de 200 a` chaque se´rie pour finir a` dav = 1600 pour S8.
Tous les autres parame`tres utilise´s sont identiques pour toutes les se´ries. Le nombre de
se´quences de chaque ensemble est fixe´ a` T = 16 et leurs longueurs moyenne a` L = 400. Les
probabilite´s d’indels sont de : pins = 0.01 et pdel = 0.005. La distribution des longueurs l
d’indels est identique pour les insertions et les de´le´tions, et est donne´e dans l’histogramme
suivant :
1 2 3 4 5 6 7 8 9
0.0
0.1
0.2
0.3
Ainsi la longueur minimum d’un indel est de l = 5 et la longueur maximum de l = 9 avec
une pre´fe´rence pour les indels longs. Nous avons e´galement associe´ a` W positions contigue¨s
de la se´quence ancestrale une valeurs tei = 0.2 afin de diminuer le taux d’e´volution sur
ces positions. Nous forc¸ons de cette manie`re le processus e´volutif a` conserver un motif
pre´sentant un niveau de conservation plus important que le reste des positions, et ne
pre´sentant pas d’indels. Ce motif correspond donc dans l’ensemble de se´quences a` un
ULMA de largeur 15 sous le mode OOPS. Cet ULMA, note´ Vref , correspond au signal
qu’il faut retrouver. Nous avons ainsi ge´ne´re´ 1000 ensembles de se´quences pour les six
premie`res se´ries S1..S6 et 2000 ensembles pour S7 et S8. Ces deux dernie`res comportent
plus d’ensembles car il est plus difficile d’obtenir pour des valeurs dav e´leve´es des ensembles
comportant un signal identifiable par rapport au bruit.
Nous simulons de cette manie`re l’e´volution d’une famille de prote´ines qui contiennent cha-
cune une occurrence d’un motif sur lequel la pression se´lective est forte. Le fait de faire
varier dav pour les diffe´rentes se´ries nous permet de faire reculer dans le temps l’anceˆtre
commun des se´quences homologues, qui deviennent ainsi de plus en plus divergentes.
Ce parame´trage est conc¸u pour ge´ne´rer des ensembles de se´quences pre´sentant des
difficulte´s d’optimisation croissantes, contenant un signal de plus en plus faible. Il faut
cependant savoir qu’il n’est pas possible de se faire une ide´e pre´cise des proprie´te´s des
paysages produits suite a` une optimisation sur les voisinages N OOM et NPS (nombre de
maximum locaux, taille des bassins d’attraction). Le parame´trage que nous avons utilise´
est empirique et base´ sur des suppositions quand a` son effet sur le paysage re´sultant. Le
dosage du ratio W/L (largeur de Vref sur la longueur moyenne des se´quences) permet
de controˆler le nombre de similarite´s ale´atoires dans les se´quences. Les probabilite´s d’in-
dels pins et pdel, qui sont relativement e´leve´es contribuent a` renforcer le signal du motif
conserve´. Les insertions, lorsqu’elles sont effectue´es sur un anceˆtre proche, contribuent a`
inse´rer dans quelques se´quences un mot similaire, re´sultant en une conservation locale qui
peut correspondre a` un maximum local dans les paysages d’explorations.
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Des optimisations ont e´te´ lance´es sur chacun des dix mille ensembles de se´quences
produits par Rose et pour les deux fonctions objectif OF (H) et OF (HR). Une optimisation
consiste a` lancer le grimpeur strict de´crit dans la Section 4.6.2, successivement a` partir de
graines ale´atoires (strate´gie P), pendant un temps CPU minimum de 30 secondes (Athlon
1.6 Ghz). Nous appelons Vmax, l’ULMA de valeur objectif maximum atteint par un op-
timisation a` un temps donne´. Les valeurs objectif de Vmax et Vref seront respectivement
note´es inde´pendamment de la fonction utilise´e par OFmax et OFref (nous pre´ciserons la
fonction au besoin). Si au cours d’une optimisation, le signal est retrouve´, ce qui signifie
que Vmax est identique a` Vref , l’optimisation est poursuivie afin de ve´rifier si un autre
ULMA de valeur objectif supe´rieure peut eˆtre trouve´. L’optimisation est alors poursuivie
pendant un temps CPU e´gal a` celui qui a e´te´ ne´cessaire pour trouver Vref , mais en gar-
dant toujours un minimum de 30 secondes CPU pour l’optimisation totale. Si aucun point
de valeur supe´rieure a` OFref n’est trouve´ pendant la poursuite de l’optimisation, nous
conside´rons que l’ensemble de se´quences contient un signal perceptible pour la fonction
concerne´e, c’est a` dire que ce signal se trouve au dessus du niveau du bruit. Il est clair
que nous ne pouvons garantir la non-existence d’un ULMA de valeur supe´rieure, mais elle
semble dans ce cas peu probable. Si au cours d’un optimisation, un alignement de valeur
supe´rieure a` OFref est trouve´, cela signifie que le signal est imperceptible et que la fonction
objectif concerne´e n’est pas capable de l’extraire du bruit. Pour une se´rie Si, la somme
des signaux perceptibles et imperceptibles correspond donc a` Zi, le nombre d’ensembles
de se´quences de la se´rie.
5.4.3 Comparaison des fonctions objectif
Nous avons ainsi compare´ les deux fonctions objectif sur leur capacite´ a` extraire le
signal du bruit. Les optimisations sont effectue´e avec la strate´gie P. Pour chaque se´rie et
pour les deux fonctions, nous pre´sentons dans les graphiques de la Figure 5.6, les taux
(tx) de signaux perceptibles, calcule´s par le nombre d’ensembles comportant un signal
perceptible, divise´ par le nombre d’ensemble total de la se´rie. Nous pre´sentons e´galement
pour chaque se´rie le ratio des taux de signaux de´tecte´s par OF (HR) sur ceux de OF (H).
On peut constater un taux tx maximum pour les deux fonctions concernant les ensembles
de S2, correspondant a` une valeur dav = 400. Pour les valeurs supe´rieures (S3..S8), ce taux
de´croˆıt rapidement pour les deux fonctions. Il reste cependant conside´rablement plus e´leve´
pour OH(HR), qui est capable dans le cas de S8 (dav = 1600) de de´tecter jusqu’a` sept fois
plus de signaux que OF (H). On constate e´galement que pour les valeurs dav infe´rieures a`
400, le nombre de signaux de´tectables baisse pour les deux fonctions. Ce comportement
s’explique par le fait que pour ces distances e´volutionnaires tre`s faibles, les se´quences sont
tre`s conserve´es sur toute leur longueur. Les deux fonctions attribuent alors souvent une
valeur objectif supe´rieure a` un ULMA ne correspondant pas au signal. Nous avons toutefois
observe´ que tous les Vmax de´tecte´s dans S1 e´taient tout de meˆme compose´s d’occurrences
homologues selon l’histoire e´volutionnaire de l’ensemble. Dans ce cas, les ULMAs pre´fe´re´s
sont ceux dont la composition en acides amine´s est biaise´e vers des acides amine´s rares, tels
que spe´cifie´s par les valeurs de fre´quences de bruit de fond F 0 et R0 utilise´s respectivement
par OF (H) et OF (HR). Il n’est pour ces niveaux de conservation tre`s e´leve´s, pas possible
de trancher entre deux ULMAs homologues car le choix ne de´pend plus que des valeurs de
F 0 et R0. On peut supposer que pour dav = 0, le nombre de signaux perceptibles atteindra
une valeur proche de ze´ro pour les deux fonctions.
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Comparaisons sur le temps CPU et sur le nombre d’e´valuations de OF
Nous avons ensuite compare´ les deux fonctions objectif sur leur capacite´ a` identi-
fier un signal en fonction du temps CPU et du nombre d’e´valuations ne´cessaires. Il est
impe´ratif pour cette expe´rience de comparer les deux fonctions sur les meˆmes donne´es.
Nous n’avons alors conside´re´ dans chaque se´rie, que les ensembles de se´quences dont le
signal est perceptible a` la fois pour les deux fonctions. E´tant donne´ le faible nombre d’en-
sembles satisfaisant cette proprie´te´ dans les se´ries de valeur dav e´leve´e (uniquement sept
ensembles sur les deux mille de S8), nous avons fixe´ une tole´rance sur l’identification d’un
signal. Nous avons alors retenu pour chaque se´rie, les ensembles de se´quences pour lesquels
sim(Vmax, Vref ) ≥ 0.75 (la mesure de similarite´ sim a` e´te´ de´finie dans la Section 5.3.3).
En utilisant cette tole´rance, L’ULMA Vmax sera conside´re´ comme correspondant a` Vref
si :
• Il partage au moins quatorze occurrences sur seize.
• Il partage au moins quinze occurrences sur seize lesquelles peuvent eˆtre de´cale´es d’au
plus deux positions.
• Toutes les occurrences sont identifie´es avec un de´calage d’au plus trois positions.
Le tableau suivant donne pour chaque se´rie, le nombre d’ensembles (#) pour lesquels le
signal a e´te´ identifie´ par les deux fonctions a` la condition pre´cite´e, ainsi que les valeurs sim
moyennes d’identification du signal pour les deux fonctions (simOF (HR) et simOF (H)).
S1 S2 S3 S4 S5 S6 S7 S8
# 978 995 986 824 519 210 172 59
simOF (HR) 0.97 0.99 0.98 0.97 0.95 0.93 0.92 0.91
simOF (H) 0.98 0.99 0.98 0.94 0.91 0.88 0.87 0.84
On peut constater que la fonction OH (HR) identifie les signaux avec une meilleure
pre´cision moyenne que OF (H). Les comparaisons sur le temps CPU et sur le nombre
d’e´valuations sont effectue´es de la manie`re suivante : un taux de succe`s (TS) estime´ pour
un temps CPU ou un nombre d’e´valuations donne´ correspond au nombre d’ensembles
d’une se´rie pour lequel le signal a e´te´ identifie´ a` un moment donne´, divise´ par le nombre
total d’ensembles dans la se´rie. La Figure 5.7 pre´sente ces re´sultats pour les se´ries S2,S4,S6
et S8, qui suffisent amplement a` montrer le comportement ge´ne´ral de ces fonctions. On
constate dans tous les cas que, pour un re´sultat donne´, le nombre d’e´valuations requis est
bien infe´rieur pour OF (HR). On peut interpre´ter cette observation par le fait que OF (HR) a
un impact be´ne´fique sur les deux paysages N OOM et NPS, rendant leur exploration par le
grimpeur strict plus efficace. L’influence d’une fonction objectif sur un paysage concerne les
hauteurs des noeuds qui le composent, la topologie du graphe reste par contre inchange´e.
Cependant, modifier ces hauteurs peut avoir des conse´quences importantes sur le nombre
et la disposition des maximum locaux ainsi que sur les tailles des bassins d’attraction. Le
fait de devoir e´valuer moins de points de l’espace de recherche pour la fonction OF (HR) et
avec un grimpeur strict implique que la taille du bassin d’attraction du suppose´ maximum
global est augmente´e par rapport a` celle produite par la fonction OF (H), diminuant de
fait la taille moyenne des bassins des maximum locaux. Cette observation se re´percute
e´galement par un avantage au niveau du temps CPU, bien que le nombre d’ope´rations
requis pour le calcul de OF (HR) soit significativement plus important conside´rant la taille
de ces donne´es.
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Fig. 5.6 : Les deux fonctions objectif OF (HR) et OF (H) sont compare´es sur leur capacite´ a` extraire
le signal du bruit. Le graphique de gauche montre le taux de signaux perceptibles en
ordonne´e (tx) en fonction des valeurs dav en abscisse. On constate que le taux de
signal perceptible baisse drastiquement avec l’augmentation de la valeur dav. Ce taux
est cependant conside´rablement plus e´leve´ pour la fonction OF (HR). Le graphique de
droite montre le ratio des taux pour les deux fonctions. On constate que pour dav = 1600
(S8), la fonction OF (HR) de´tecte environs sept fois plus de signaux que OF (H).
5.5 Alignements de motifs EF-hand
5.5.1 Le motif EF-hand
Afin d’illustrer le fonctionnement du grimpeur sur les modes ALOOPS et AOPS, nous
avons constitue´ un ensemble de se´quences prote´iques contenant chacune une ou plusieurs
occurrences d’un motif EF-hand (Nelson et al., 2002). Le motif EF-hand est caracte´ristique
d’une famille de prote´ines ayant la proprie´te´ de lier des ions calcium (Ca++). Ce motif
est tre`s re´pandu dans le monde animal et il pre´sente une conservation forte. Il est sou-
vent pre´sent a` plusieurs exemplaires dans une meˆme prote´ine. Ce motif est utilise´ par des
prote´ines implique´es dans des fonctions diffe´rentes, et on peut y voir l’illustration d’un
bloc fonctionnel, conserve´ par l’e´volution et utilise´ dans diffe´rents contextes. Tous les mo-
tifs EF-hand confe`rent a` leur prote´ine la possibilite´ de lier un ion calcium (Ca++). La
fixation ou le relaˆchement d’un Ca++ est spontane´e et de´pend de la concentration de l’ion
dans le milieux cellulaire. L’utilisation de cette fonctionnalite´ par la prote´ine est de deux
types. Elle peut eˆtre de type re´gulatrice. Dans ce cas la prote´ine agit comme tampon pour
re´guler la concentration de Ca++ libres. Le deuxie`me type est structurel. La liaison d’un
Ca++ induit un changement de conformation de la prote´ine. Ce changement induit a` son
tour un autre e´ve´nement, lequel est souvent l’activation d’une enzyme.
Le motif EF-hand est constitue´ de deux he´lices alpha de dix a` douze acides amine´s se´pare´es
par une boucle de douze acides amine´s. Ce type de structure est appele´ “helice-boucle-
he´lice” ou HLH (helix-loop-helix ). Les douze acides amine´s de la partie centrale (boucle)
sont directement implique´s dans la liaison avec le ion Ca++. Les re´sidus 1, 3, 5, 7, 9 et 12
forment une liaison chimique avec le ion. Le re´sidu 12, un glutamate (G) est tre`s conserve´.
Les re´sidus 1, 3, 5, 7, et 9, peuvent diffe´rer le´ge`rement selon la prote´ine et leur composition
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Fig. 5.7 : Quatre paires de graphiques (A,B,C,D) sont pre´sente´s, chaque paire correspondant aux
valeurs dav des se´ries S2,S4,S6 et S8. Les graphiques repre´sentent tous en ordonne´e le
taux de succe`s (TS). Cette valeur est exprime´e en fonction du temps CPU (tCpu) pour
les graphiques de gauche, et en fonction du nombre d’e´valuation (nEval) pour ceux de
droite. Le nombre d’e´valuations est donne´ sur une e´chelle logarithmique. Le temps CPU
est indique´ en secondes (Athlon 1.6 Ghz). Si le temps CPU est a` peu pre`s e´quivalent
pour les deux fonctions sur les valeurs dav basses, on constate qu’il devient avantageux
pour OF (HR) quand dav augmente. Le nombre d’e´valuations requis est quant a` lui
toujours largement infe´rieur pour OF (HR).
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>sp|P14533|CABO_LOLPE 20   DIDGDGQITSKE  15.624 
>sp|P14533|CABO_LOLPE 56   DTDGNGTIEYAE  17.346 
>sp|P14533|CABO_LOLPE 93   DKDGNGLITAAE  16.602 
>sp|P14533|CABO_LOLPE 130  DIDGDGMVNYEE  17.138 
>sp|P53440|CALF_NAEGR 27   DKDGDGTITTSE  17.893 
>sp|P53440|CALF_NAEGR 63   DADGNGTIDFTE  17.926 
>sp|P53440|CALF_NAEGR 100  DKDGNGFISAQE  17.459 
>sp|P53440|CALF_NAEGR 136  DIDGDNQINYTE  14.590 
>sp|P09485|LPSA_LYTPI 29   DTNKDGTVSCAE  15.365 
>sp|P09485|LPSA_LYTPI 60   DVNSDGHMQFDE  14.038 
>sp|P09485|LPSA_LYTPI 98   DKDGNGRISPDE  18.321 
>sp|P09485|LPSA_LYTPI 134  DKDGDGHVNMEE  17.776 
>sp|P09485|LPSA_LYTPI 178  DKNGDGSLTTAE  16.232 
>sp|P09485|LPSA_LYTPI 213  DLNDDGRVQFNE  14.092 
>sp|P09485|LPSA_LYTPI 245  DKDKNGKISPEE  16.080 
>sp|P09485|LPSA_LYTPI 282  FEDDDGYINFNE  12.723 
>sp|P04113|MLRA_PATYE 33   DQNRDGFIDIND  12.843 
>sp|P02631|ONCO_RAT 5 51   DNDQSGYLDGDE  12.688 
>sp|P02631|ONCO_RAT 5 90   DNDGDGKIGADE  16.053 
>sp|P04109|SP1A_STRPU 23   DTDKSKSITAEE  10.417 
>sp|P04109|SP1A_STRPU 59   DTDESGTIDFSE  14.761 
>sp|P04109|SP1A_STRPU 97   DKDGNGSLSPQE  17.143 
>sp|P04109|SP1A_STRPU 133  DANKDGKIDREE  13.910 
>sp|P10246|TPCS_MELGA 30   DADGGGDISTKE  13.765 
>sp|P10246|TPCS_MELGA 66   DEDGSGTIDFEE  17.159 
>sp|P10246|TPCS_MELGA 106  DKNADGFIDIEE  15.044 
>sp|P10246|TPCS_MELGA 142  DKNNDGRIDFDE  16.668 
 
                                        
 
Fig. 5.8 : Alignement des domaines EF-hand. Cet alignement regroupe les vingt-sept occurrences
du motif EF-hand. On peut constater que ce motif est fortement conserve´.
a une implication sur l’affinite´ de la liaison. L’alignement que nous proposons implique ces
douze re´sidus.
Nous avons manuellement constitue´ un ensemble de sept se´quences prote´iques conte-
nant chacune au moins une occurrence du motif EF-hand. L’ensemble ainsi constitue´ com-
porte des se´quences de longueur moyenne 173, et contient en tout 27 occurrences connues
du motif. La figure 5.8 pre´sente l’ULMA de ces occurrences, tel qu’il peut facilement eˆtre
obtenu sous les modes ALOOPS et AOPS. On peut constater que les occurrences du motif
sont fortement conserve´es et cet ensemble ne pose pas de proble`me d’optimisation parti-
culier. Nous avons e´galement constitue´ un deuxie`me ensemble, note´ EF40, qui contient en
plus 40 se´quences ale´atoires de longueur 500. Ces se´quences ont e´te´ ge´ne´re´es sur la meˆme
probabilite´ d’acides amine´s que celle observe´e dans l’ensemble original (EF). Cette fac¸on
d’augmenter la difficulte´ que peuvent pre´senter des donne´es pour un processus d’optimi-
sation est tre`s diffe´rente de ce que nous avons pre´sente´ dans la section 5.4 concernant le
programme Rose. Le niveau de conservation des occurrences du motif EF-hand dans les
donne´es EF40 n’a pas change´. Le fait de rajouter des se´quences ale´atoires augmente par
contre le nombre d’occurrences potentielles et certaines d’entre elles vont pre´senter par
hasard une similarite´ avec le motif biologique, ou une similarite´ avec d’autres occurrences
ale´atoires. Le motif biologique e´tant toujours aussi conserve´, la qualite´ de son signal pour
OF (HR) ou OF (H) ne change pas, le bruit de fond est par contre augmente´. L’alignement
correct peut eˆtre obtenu sur ces donne´es avec les deux fonctions objectif.
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Fig. 5.9 : Graphique de performance des deux fonctions sur les donne´es EF40. Le taux de succe`s
(TS) est exprime´ en fonction du temps CPU, et du nombre d’e´valuation de la fonction
objectif (nEval). Le nombre d’e´valuations est donne´ sur une e´chelle logarithmique. On
observe toujours un avantage significatif sur le nombre d’e´valuations pour OF (HR).
Sur ces donne´es, le temps CPU be´ne´ficie directement de cet avantage, car la taille du
voisinage e´tant grande, le nombre d’ope´rations pour son e´valuation est comparable entre
OF (HR) et OF (H).
5.5.2 Comparaison des fonctions objectif
Nous avons effectue´ une comparaison des performances d’optimisation pour la strate´gie
P entre les deux fonctions, sur les donne´es EF40. Le graphique de performance est pre´sente´
dans la Figure 5.9, et est obtenu par la meˆme me´thode que de´crit pre´ce´demment dans
la Section 5.3.2. On constate que pour un meˆme taux de succe`s, OF (HR) est e´value´e
environs trente fois moins. Cependant, l’avantage de temps CPU est pour ces donne´es
conside´rablement supe´rieur a` celui observe´ pre´ce´demment pour les donne´es HTH ou celles
ge´ne´re´es par Rose. L’explication se trouve dans les complexite´s temporelles de l’e´valuation
du voisinage par ces deux fonctions. Comme nous l’avons montre´ dans la Section 4.6.1,
cette complexite´ est de O(WU) pour OF (H), et de O(W (U +K2)) pour OF (HR), U e´tant
la taille moyenne du voisinage. Or, il apparaˆıt que pour ces donne´es, U ' 20100 >> K 2 =
400, ce qui signifie que le nombre d’ope´rations requises pour l’e´valuation d’un point de
l’espace de recherche sera comparable pour les deux fonctions. L’avantage d’un nombre
d’e´valuations infe´rieur pour OF (HR) se traduit donc directement par un avantage sur le
temps CPU.
5.5.3 Comparaison avec les me´thodes classiques
Nous avons teste´ diffe´rentes me´thodes classiques sur les donne´es EF et EF40. Les pro-
grammes implique´s sont le Gibbs Motif Sampler (GMS) (Neuwald et al., 1995), CONSEN-
SUS et MEME. CONSENSUS et MEME peuvent eˆtre parame´tre´s pour rechercher N oc-
currences d’un motif sous la distribution AOPS. Le GMS est un programme de´die´ a` la
recherche d’occurrences sous ce mode. On ne peut par contre pas le forcer a` reporter exac-
tement N occurrences. On doit en revanche lui fournir le nombre d’occurrences attendues
qu’il va utiliser comme base pour commencer sa recherche. Les donne´es EF ne posent
aucun proble`me aux me´thodes pre´cite´es. Elles sont toutes capables de retrouver rapide-
ment (moins de dix secondes CPU) les vingt-sept occurrences du motif. Le re´sultat est
par contre tre`s variable pour les donne´es EF40. Notre strate´gie de grimpeur strict sur la
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fonction OF (HR) retrouve comme le montre la Figure 5.9 toutes les occurrences du motif
en six secondes CPU, et pour un taux de succe`s de 0.95. CONSENSUS retrouve toutes
les occurrences du motif. Il faut pour cela augmenter la largeur du faisceau propose´e par
de´faut avec l’option ’-q 20000’. Il utilise alors environ 30 Mo de me´moire et construit
l’alignement correct en vingt-deux minutes CPU. MEME ne retrouve aucune des occur-
rences du motif, malgre´ nos efforts pour optimiser ses parame`tres. Le GMS ne reporte
que vingt-deux occurrences, toutes correctes, en un temps CPU d’environ une seconde
et pour un taux de succe`s de 0.95 (estime´ sur deux cent optimisations inde´pendantes).
Cette performance est tout a` fait remarquable si l’on conside`re que ce programme ne tient
pas compte de la nature des acides amine´s comme le fait l’entropie recouvrante. Cette
performance est due a` la strate´gie du GMS, qui va re´duire le nombre d’occurrences qu’il
conside`re simultane´ment afin de converger rapidement vers un ULMA de petite taille. Les
occurrences restantes sont par la suite identifie´es directement par le mode`le infe´re´ sur le
petit nombre d’occurrences. Le fonctionnement du GMS est explique´ en de´tail dans la
section 3.5.3. On peut supposer que cette strate´gie est efficace pour retrouver un motif
dont les occurrences sont fortement conserve´es, condition requise pour pouvoir identifier
le signal en ne conside´rant qu’un petit nombre de ses occurrences (cette observation est
e´galement valable pour CONSENSUS). Il ne reporte par contre que vingt-deux occur-
rences sur les vingt-sept connues. Les cinq occurrences manque´es ne sont probablement
pas assez significatives par rapport au bruit pour qu’il puisse les identifier comme faisant
partie su signal. Il faudrait en conclusion effectuer d’autres analyses afin de de´terminer les
limites de ce programme.
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Chapitre 6
Conclusions et perspectives
6.1 Conclusions
Nous avons propose´ une e´tude sur le proble`me de l’alignement local multiple et sans
indels, avec une spe´cificite´ pour les se´quences de prote´ines. Ce travail a` e´te´ effectue´ dans
un but applicatif afin de re´pondre a` une proble´matique concre`te. Nous pensons avoir en
grande partie re´ussi notre pari initial, qui e´tait le de´veloppement d’une me´thode fiable pour
l’optimisation d’alignements. Cette e´tude a abouti sur la re´alisation d’un outil d’aligne-
ment qui pre´sente comme le montre nos re´sultats des performances supe´rieures en termes
d’optimisation et de reconnaissance du signal aux autres approches comparables. La liste
descriptive qui suit e´nume`re les contributions scientifiques apporte´es par notre travail.
• L’alignement local multiple et sans indels a e´te´ de´fini sous la forme d’un proble`me
d’optimisation combinatoire par voisinage. Les de´finitions strictes des espaces de
recherche, des fonctions de voisinage et fonctions objectif apportent une nouvelle
compre´hension du proble`me, propice a` l’e´tude des difficulte´s qu’il peut pre´senter. Ce
proble`me n’avait a` notre connaissance pas e´te´ traite´ de cette fac¸on auparavant.
• Nous avons pris en conside´ration quatre modes de contraintes sur la re´partition des
occurrences. Nous les avons revus sous la forme de contraintes sur l’espace de re-
cherche. Ces contraintes peuvent s’ave´rer utile a` un biologiste, en fonction de ses
connaissances pre´alables sur les donne´es qu’il cherche a` analyser.
• Une fonction objectif de´die´e a` l’e´valuation d’alignements de se´quences prote´iques a
e´te´ de´veloppe´e. Cette fonction est base´e sur l’entropie relative, classiquement uti-
lise´e pour ce proble`me. Notre fonction garde les spe´cificite´s de l’entropie relative,
mais permet en revanche de conside´rer la nature des acides amine´s qui sont aligne´s.
Cette fonction permet ainsi de de´tecter des similarite´s beaucoup plus faibles qu’avec
la fonction classique et augmente conside´rablement la signification biologique des
alignements produits. Elle modifie e´galement la structure du paysage d’exploration,
le rendant plus propice a` une optimisation par un grimpeur. Nos expe´rimentations
indiquent que cette fonction est a` tous points de vue pre´fe´rable pour l’optimisation
d’alignements de se´quences prote´iques, par rapport a` la fonction classique.
• Nous avons de´veloppe´ une approche consistant a` ge´ne´rer rapidement des graines
prometteuses pour le grimpeur, utilise´ en conjonction avec le mode OOPS. Cette
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approche permet de re´duire conside´rablement le nombre de points de l’espace de re-
cherche qui doivent eˆtre conside´re´s pour permettre l’obtention d’une solution fiable.
L’approche propose´e ne peut pas eˆtre directement e´tendue aux autres modes avec
la meˆme efficacite´ que pour le mode OOPS. Cependant, le principe de ge´ne´rer rapi-
dement des graines par assemblage direct de facteurs similaires est prometteur pour
ame´liorer sensiblement les capacite´s d’exploration.
• L’imple´mentation de notre approche a permi la re´alisation d’un programme d’aligne-
ment qui est significativement plus performant que les me´thodes existantes pour ce
proble`me. Le de´veloppement de la fonction objectif OF (HR), spe´cifique aux prote´ines,
permet de re´aliser des alignements fiables sur des se´quences prote´iques distantes. Ce
programme a e´galement e´te´ utilise´ avec succe`s pour la de´tection de sites de re´gulation
sur des se´quences d’ADN (Yap et al., 2005).
• Nous proposons a` la communaute´ informatique et bioinformatique une librairie de
de´veloppement e´crite en C++. Cette librairie permet d’inte´grer directement nos
strate´gies d’optimisation avec leurs fonctions objectif dans un projet plus vaste. Son
architecture permet de lui adjoindre rapidement des nouvelles fonctionnalite´s comme
une fonction de voisinage ou une fonction objectif.
• Nous avons donne´ un point de vue sur la fac¸on d’e´valuer les me´thodes. Par le biais
du proble`me Challenge, nous avons montre´ que toutes les comparaisons ne sont pas
pertinentes. Lors de nos comparaisons avec d’autres approches, nous avons se´pare´
l’e´valuation de la qualite´ des fonctions objectif, et l’e´valuation de la capacite´ d’op-
timisation d’une fonction objectif donne´e. Ces deux aspects sont souvent confondus
et il semble primordial de les distinguer. De plus une strate´gie d’optimisation com-
binatoire devrait toujours eˆtre e´value´e en fonction du nombre de points conside´re´s
par l’exploration ainsi que du temps CPU. Ces deux points de vue sont essentiels
pour pouvoir juger de la qualite´ globale d’une approche.
6.2 Perspectives
Cette section pre´sente les principales perspectives que nous avons pu de´gager a` la fin
de notre e´tude.
• Les strate´gies Q et AG concernant le choix des graines a` optimiser n’ont e´te´ de´velop-
pe´es que pour le mode OOPS. La raison e´tait que la fac¸on de conduire ces choix
de´pendait de l’ope´rateur de projection MtoP , qui effectue l’alignement d’un mot
sur les se´quences. Cette proce´dure est relativement couˆteuse en calculs, et il ap-
paraˆıt qu’une strate´gie de choix de graines n’est efficace que si les graines peuvent
eˆtre produites en un temps CPU significativement infe´rieur a` celui qui est requis
par l’optimisation d’une graine par le grimpeur. Le concept ge´ne´ral de produire
des graines prometteuses apparaˆıt tre`s pertinent pour augmenter l’efficacite´ globale
de la proce´dure d’optimisation. Des recherches devraient eˆtre mene´es afin d’e´tudier
une me´thode de construction de graines prometteuses efficaces du point de vue du
temps CPU. Une graine prometteuse peut eˆtre simplement de´finie comme e´tant un
ensemble de N occurrences de longueur W , qui pre´sentent une similarite´ plus im-
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portante que ce que l’on attendrait par hasard. Une piste de recherche serait de
repre´senter S∗ dans une structure de donne´es approprie´e, permettant de re´unir ra-
pidement des facteurs s∗ qui pre´sentent la proprie´te´ e´nonce´e.
• Notre nouvelle fonction a e´te´ e´value´e sur sa capacite´ a` isoler un signal du bruit ainsi
que sur l’effet qu’elle produit sur le paysage d’exploration. Une e´tude inte´ressante
consisterait a` e´valuer le mode`le probabiliste recouvrant qu’elle utilise, sur sa capacite´
a` discriminer de nouvelles occurrences d’un motif connu. Ce travail impliquerait le
de´veloppement d’une statistique sur le mode`le recouvrant, permettant de de´cider de
l’appartenance ou non d’une se´quence inconnue a` la famille repre´sente´e par le motif.
• Il n’existe pas a` notre connaissance de comparaison comple`te sur la pertinence bio-
logique des diffe´rentes fonctions objectif pour l’alignement multiple de se´quences
prote´iques. Les e´tudes mene´es ne comparent pas ces fonctions sur leurs capacite´s
a` ordonner correctement les points de l’espace de recherche. Par exemple, l’e´tude
propose´e dans (Thompson et al., 2001) compare diffe´rentes fonctions, (entropie rela-
tive et somme des paires inclues), sur les e´carts de valeurs qu’elles donnent entre un
alignement juge´ biologiquement correct et un deuxie`me alignement non significatif.
Cette e´tude e´value ces fonctions sur la signification de leurs valeurs absolues, sous le
point de vue d’une mesure de signifiance statistique. Bien que le fait de pouvoir dis-
tinguer un alignement ale´atoire d’un alignement homologue est capital, nous pensons
que ce n’est pas ce qui est demande´ a` une fonction objectif de´die´e a` l’optimisation.
Le proble`me de la signifiance de l’alignement est statistique et doit eˆtre mesure´ par la
suite, sur l’alignement de´ja` optimise´. On attend d’une bonne fonction objectif qu’elle
ait la capacite´ d’ordonnancer correctement les points de l’espace de recherche, les
e´carts de valeurs e´tant secondaires. Une autre proprie´te´ attendue d’une fonction ob-
jectif est la rapidite´ de son e´valuation, dont de´pend directement le temps ne´cessaire
a` une optimisation pour produire un alignement fiable. Une e´tude comparative, sous
ce point de vue, des diffe´rentes fonctions objectif serait extreˆmement inte´ressante.
• Une limitation majeure des programmes d’optimisation d’ULMA sont les parame`tres
W et N qui doivent eˆtres donne´s par l’utilisateur. Plusieurs programmes et en par-
ticulier le Gibbs Motif Sampler, proposent une me´thode permettant de lever par-
tiellement ces contraintes. L’utilisateur doit cependant toujours donner une valeur
approximative pour ces parame`tres, et le programme se charge ensuite de les faire va-
rier de fac¸on a` les optimiser. Une telle approche se fait cependant au de´triment de la
qualite´ de l’optimisation. Il serait alors utile de pouvoir e´valuer une p-valeur d’un ali-
gnement, de fac¸on a` pouvoir comparer des alignements optimise´s inde´pendamment
avec diffe´rentes valeurs de N et W . Une telle approche est propose´e dans (Hertz
and Stormo, 1999), qui de´crit une me´thode analytique pour calculer la probabilite´
d’obtenir un score e´gal ou supe´rieur avec un alignement comple`tement ale´atoire.
Cette statistique, de´veloppe´e pour l’entropie relative, donne ge´ne´ralement de bons
re´sultats. Elle n’est cependant pas directement applicable a` notre nouvelle fonction. Il
serait alors inte´ressant d’e´laborer une telle statistique pour l’entropie relative recou-
vrante. Une me´thode relativement fiable pour estimer une p-valeur est de proce´der
a` un grand nombre d’optimisations sur les se´quences randomise´es, afin d’estimer la
distribution des scores optimise´s attendus sur des donne´es non significatives (rando-
mise´es). Cette approche simple donne de bons re´sultats, mais elle est par contre trop
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couˆteuse en temps de calcul si l’on de´sire comparer un grand nombre d’alignements
avec diffe´rentes valeurs de N de W .
• Les programmes d’optimisation d’alignement par voisinage ne permettent en ge´ne´ral
pas de conside´rer les e´ve´nements mutationnels comme les insertions ou les de´le´tions.
Conside´rer ces e´ve´nements lors de l’optimisation d’une fonction base´e sur l’entropie
pose deux proble`mes. Premie`rement, l’e´valuation de leurs couˆts, et deuxie`mement
l’explosion combinatoire produite. On peut imaginer un traitement des couˆts d’indels
par une fonction se´pare´e et il serait alors inte´ressant de de´velopper des fonctions de
voisinage adapte´es a` ce proble`me, ouvrant la perspective de re´aliser des alignement
avec indels fiables sur des se´quences distantes. Une alternative serait de limiter cette
approche par voisinage a` un post traitement d’un ULMA de´ja` obtenu, en utilisant
une proce´dure de raffinement ite´ratif (Wallace et al., 2005; Gotoh, 1993) afin d’y
inse´rer des e´ventuels indels.
• L’optimisation simultane´e de plusieurs ULMAs pourrait permettre de produire un
alignement multiple complet sur les se´quences. Ce concept est utilise´ par MEME,
qui recherche successivement un nombre donne´ d’ULMAs. Afin de ne pas converger
deux fois sur la meˆme solution, les occurrences de´ja` de´tecte´es sont masque´es a` chaque
e´tape. Une piste inte´ressante pour permettre l’optimisation simultane´e de plusieurs
ULMAs est de´crite par Yoann Mescam (Gras et al., 2004). Il utilise un algorithme
ge´ne´tique avec le concept de “niche e´cologique”, pour permettre a` plusieurs ULMAs
diffe´rents de coexister pendant une optimisation.
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