In this paper we investigate the problem of simultaneously allocating orders and mobile storage racks to pickers. Here storage racks are allocated to pickers to enable them to pick all the products for the orders that have been allocated to them. In situations of this type the pickers remain at fixed locations and racks are brought to them by robots, e.g. as in Amazon fulfilment centres that use Kiva robots. We also consider the problem as to how to sequence the racks for presentation to each picker to assist in order picking. Problems of the type considered here arise in facilities operating as robotic mobile fulfilment systems.
Introduction
To illustrate the problems considered in this paper consider Figure 1 which shows a twodimensional view of a rack subdivided into storage locations into which products of different types can be stored. The key feature of a rack such as the one shown in Figure 1 is that it is mobile, easily moved. Movement of the rack is achieved by a small battery-powered mobile robot positioning itself under the rack and raising the lifting platform shown in Figure 1 , thereby lifting the rack off the ground. The mobile robot can then move the rack to any desired location. Once moved to a new location the robot can remain with the rack, or lower the lifting platform to deposit the rack on the ground and move off to perform other duties.
Racks of the type shown in Figure 1 are typically square in nature (so with four equally sized faces when viewed in three dimensions). Depending on the types of products stored (e.g. their sizes) all four faces may be used to store different products. Alternatively only two opposite faces may be used, or just one face. These mobile racks, also referred to as pods, or inventory pods, are commonly found in Robotic Mobile Fulfilment Systems (RMFS). In such systems there are many such mobile racks within a facility. This can be seen in Figure 2 where each small square seen is a rack and they are placed in a standard rectangular pattern with aisles and cross-aisles. Also shown in Figure 2 are a number of stations at which pickers (typically human pickers) are positioned. Robots bring racks to these pickers in order that the set of products needed to fulfil a customer order can be picked from the racks for onward transmission to the customer.
Robotic mobile fulfilment systems are increasing in popularity and use, especially in the B2C (business to consumer) market where customers buy items online rather than in a physical store. The archetypal example of such a B2C company would be Amazon, who are well-known for their use of Kiva robots to move racks of shelves to pickers in their more modern fulfilment centres.
With regard to the operation of a facility such as shown in Figure 2 note that the robots themselves can travel underneath any racks that are sitting immobile in storage, thereby leaving the aisles free for robots actually moving racks, and this significantly contributes to reducing aisle congestion. Moreover it is common to operate a mixed-shelves/scattered storage policy, so that the same product is stored in multiple racks ). Such a policy makes intuitive sense since if a popular product was only (for example) stored in one rack that rack may be very busy in moving between different pickers and so potentially delay the fulfilment of customer orders. Moreover it is significantly more flexible in terms of replenishing the racks (so adding new items to replace items that have been picked) if there is no need to store the same product on the same rack as it was stored previously. Note here that since the focus of this paper is on picking to fulfil customer orders we, for convenience, have not shown in Figure 2 other features that are also necessary for robotic mobile fulfilment systems to operate, such as replenishment stations and robot recharging stations. An example station at which a picker works can be seen in Figure 3 . Racks are placed in a queue leading past each picker and successively presented to the picker. The picker picks items from the presented rack and places them in one or more of the bins, each bin being associated with a single customer order (in some contexts these bins are known as totes). When picking items from the rack presented to them the picker can make use of multiple bins, i.e. pick items from the same rack associated with two or more orders. Notice that in the rack queue the picker can only pick from a single face of the rack presented to them.
In order to guide the picker as to the product items to pick from the presented rack a number of systems can be used. As an example in a pick-to-light system a laser can illuminate where in the rack the next product to be picked is located and a numeric display underneath the bin for the order associated with that product indicates how many units are needed. The picker presses a button once the appropriate number of product items have been picked and placed in the bin and the process repeats, with possibly more products being picked from the same rack, or the rack moved on and a new rack presented to the picker. Once an order has been completed a light indicates to the picker to place the bin containing the completed order onto the conveyor for further processing, and a new empty bin is positioned in the space so created. In the B2C context the bin may be a plastic container, so that the conveyor takes the bin containing the order to another station that packages the order (e.g. in cardboard), labels it, and passes it on for transmission to the customer. Alternatively the bin itself may be a cardboard box.
Once a picker has completely finished with a rack then it is moved on and (typically) taken back to the storage area. The next rack in the queue leading past the picker is then presented and the process repeats.
Given the operation of a robotic mobile fulfilment system as discussed above this paper focuses on two decision problems. Firstly we consider the problem of simultaneously allocating customer orders and mobile storage racks to pickers. Here storage racks must be allocated to pickers to enable them to pick all the products for the customer orders that have been allocated to them. Secondly we consider the problem as to how to sequence the racks for presentation to each picker so as to enable them to feasibly pick all of their allocated orders given that there are a limited number of bins at each picker station. The structure of this paper is as follows. In Section 2 we review the relevant literature on the two problems considered, order and rack allocation to pickers and rack sequencing. In Section 3 we present our formulation which decides the orders and racks to be allocated to pickers. We also present a heuristic for the problem based upon our formulation. In Section 4 we present our formulation which decides the rack sequence to be adopted at each picker. Section 5 presents our computational results for the test problems we examined. Finally in Section 6 we present our conclusions.
Literature review
Material handling activities can be differentiated as parts-to-picker systems, in which (typically) automated units deliver the items to stationary pickers, and picker-to-parts systems, in which pickers walk/ride through the warehouse collecting requested items. This paper deals with a parts-to-picker system where automated units (robots) deliver racks of product to pickers in order to fulfil customer orders. In problems of this kind decisions need to be made as to how to batch orders (i.e. the set of orders to be assigned to each picker) as well as which racks should be moved to which picker, and too the sequence in which racks are presented to a picker.
There is an extensive literature on the problems of order batching and picking. An early survey relating to different picking strategies was presented by De Koster et al. [2007] , where order picking was shown to be a critical activity. A very comprehensive state of the art classification and review of picking systems has also recently been presented by Van Gils et al. [2018] . Boysen et al. [2018a] have recently presented a survey of work relating to warehousing systems designed to allow online retailers to fulfil orders to personal consumers (so B2C, business to consumer). As mentioned above the archetypal example of such a B2C company would be Amazon, who are well-known for their use of Kiva robots to move racks of shelves to pickers in their more modern fulfilment centres. With particular reference to one problem considered in this paper, that of assigning orders to pickers, Boysen et al. [2018a] explicitly state: to the best of the authors' knowledge, no literature exists regarding the assignment of orders to picking stations. However in their survey they do identify some work in the literature dealing with problems that arise given a predetermined allocation of orders to pickers, and this work (together with other relevant papers) is reviewed below. Boysen et al. [2017b] considered the problem of a single picker with a given set of orders to be picked from a given set of racks. In such a situation decisions need to be made as to how the orders are sequenced for consideration by the picker, and too how racks are to be sequenced for presentation to the picker, given that there is a constraint on the number of orders that can be processed in parallel. They presented a mixed-integer programming model for the problem based upon the use of time slots, where a time slot comprises the time interval where a certain subset of orders is being processed from a certain rack that has been presented to the picker. They discussed the computational complexity of the problem. Heuristic algorithms based upon simulated annealing were presented and computational results given for problems involving up to 100 orders and 100 racks. They reported that, for the problems they examined, optimising order and rack sequencing has the potential to more than halve the number of robots required to timely supply a picker compared to a simple rule-based approach that is often applied in the real-world. Lamballais et al. [2017] considered a RMFS and used queueing theory to analytically estimate maximum order throughput, average order cycle time and robot utilisation for both single-line (one product) orders and multi-line (multi-product) orders. Simulation was used to validate their analytic estimates. They concluded that their analytical models accurately estimated robot utilisation, workstation utilisation and order cycle time. In addition they found that maximum order throughput was quite insensitive to the length-to-width ratio of the storage area and that maximum order throughput was affected by the location of the pickers around the storage area. Li et al. [2017] considered the situation where there is a single picker and formulated a zeroone integer program for the problem of deciding the racks to be allocated to the picker based upon minimising total rack travel distance (whilst supplying all orders). They also presented a three stage heuristic for the problem. Rack sequencing is not considered in their work. Computational results were presented for single picker problems involving up to 500 products and 800 racks for their integer programming approach, and for problems involving up to 1000 products and 3000 racks for their heuristic approach. considered a RMFS and used queueing theory to examine the differences between each picker having dedicated robots and all pickers sharing robots. Simulation was used to validate their queueing theory approach. They calculated the optimal number and velocity of warehouse robots in order to achieve effective operation in terms of the total throughput time, both with and without congestion. Zou et al. [2017] proposed allocating robots to pickers based on considering picker handling speeds and presented a neighbourhood search algorithm to find such an allocation. They used a semi-open queueing network approach which was validated using simulation to examine the performance of varying robot to pickers rules. They also considered the sizing of the rectangular storage areas on the shelves in each mobile rack. Bozer and Aldarondo [2018] presented a paper dealing with a simulation based comparison of two goods-to-picker systems, one a Kiva system (such as considered in this paper) and the other a miniload system. In a miniload system products are typically stored in trays (containers, bins) in long aisles of fixed racks. To satisfy a customer order one (or more) trays containing the appropriate products ordered are retrieved from the aisles by an automated storage/retrieval machine and delivered to a picker by conveyor. Once products have been taken by the picker from a tray it is returned to the fixed racks for storage (again using the automated machine). They concluded that (in the context of their simulation) a miniload system with four aisles yields approximately the same throughput as a Kiva system with 50 robots. They stated that their results indicated that a favourable balance between picker and equipment (miniload or robot) utilisation is achieved when the expected tray retrieval-storage cycle time is approximately equal to the expected pick time per tray. Hanson et al. [2018] presented a case study relating to the implementation and operation of a RMFS for order picking of consumer goods within an e-commerce context. They used semi-structured interviews with selected personnel from both the provider of the RMFS and the operator of the RMFS (a third-party logistics provider). In the system studied there were approximately 30,000 different products (stock keeping units, SKUs) with 65 robots and 1550 mobile racks (pods) containing in total approximately 67,000 slots for product storage. They noted that interviewees stressed that the productivity of the system was affected by the "hit rate", the number of successive picks that could be made from an inventory pod at one picker before the pod was moved on. Xiang et al. [2018] considered the problem of the products to store on each rack and formulated the problem as an integer program maximising the total similarity of products stored in the same rack. They also considered the problem of batching orders together so that all orders were assigned to some batch, and too racks were assigned to batches, which they formulated as a zero-one integer program. For this order batching problem they presented a heuristic to generate an initial solution as well as a variable neighbourhood search heuristic. Their order batching approach allows racks to be allocated to more than one batch, so does not address the issue as to how to sequence batches for allocation to pickers. Computational results were presented for problems involving up to 40 products, 20 racks, 100 orders and 50 batches.
It is worth noting here that clearly robotic mobile fulfilment systems involve a number of different decision problems that are interrelated, but which for ease of solution are often treated separately. in Appendix C of the online supplement associated with their paper suggested a four level hierarchy for the picking process, which can be viewed as:
1. order selection and order allocation to pickers; where order selection involves deciding the orders that will be processed next (from the complete set of orders not yet dealt with) 2. rack assignment and rack sequencing at each picker; assigning racks for the orders allocated to each picker, deciding the rack sequence to be adopted at each picker 3. rack storage assignment; assigning each rack a storage location when it needs one (e.g. after a visit to a picker) 4. robot assignment to required rack movements (e.g. storage to picker, picker to storage) and rack and robot movement path planning (route planning)
In our view this hierarchy is ordered in the sense that the earlier levels involve decisions that have a larger impact on system effectiveness than the latter levels. The work presented in this paper deals with the first two levels of this hierarchy. Work dealing with the remaining two levels is outside the scope of this paper, but the interested reader is referred to , Xiang et al. [2018] , Yuan et al. [2018] , Zou et al. [2018] for papers dealing with storage issues and Herrero-Perez and Martinez-Barbera [2011], Qiu et al. [2002] , Vis [2006] , Yu [2016] for papers dealing with movement issues.
Formulation -order and rack allocation
In this section we present our formulation for simultaneously allocating orders and racks to pickers. Suppose that we have N products that can be ordered by customers. We have O orders where each order o requires q io units of product i. We have R mobile racks which can be allocated (moved) to pickers. There are P pickers, where picker p can deal with C p orders. Rack r contains s ir units of product i.
In a dynamic environment (such as the B2C context within which problems such as those considered in this paper naturally arise) clearly the orders outstanding, as well as the number of units of each product on each rack, will change continuously. With regard to orders outstanding for example then as time passes some orders may be fulfilled (so all items in the order have been picked), but also new orders may have arisen. The number of orders a picker can deal with may also change, for example picker rest breaks may temporarily reduce picker capacity. We discuss the use of the work presented in this paper in such a dynamic environment later below.
Our formulation for allocating orders and racks to pickers involves the following zero-one decision variables:
• x op = 1 if order o is allocated to picker p, zero otherwise
• y rp = 1 if rack r is allocated to picker p, zero otherwise Our formulation is therefore:
subject to:
O o=1
x op = C p p = 1, . . . , P
q io ≥ 1 i = 1, . . . , N p = 1, . . . , P (5)
y rp ∈ {0, 1} r = 1, . . . , R p = 1, . . . , P
In our objective, Equation (1), we minimise the total number of racks allocated to pickers. As discussed in Boysen et al. [2017b] this seems an appropriate objective, for example in terms of contributing to less movement of racks from the storage area to the picking area, and too presenting to the picker fewer racks from which to pick products. In particular this objective encourages the picking of multiple products for the same order from the same rack, as well as encouraging the picking of multiple products for different orders from the same rack. Hanson et al. [2018] in their case study noted that interviewees stressed the importance of the number of successive picks that could be made from a rack before the rack was moved on. Obviously, if so desired, Equation (1) could modified to include a factor relating to the distance between each picker and each rack so that the distance that racks have to travel is taken into account.
Equation (2) ensures that we allocate orders to each picker so as to use each picker to capacity. Equation (2) assumes that O ≥ P p=1 C p , i.e. that the number of orders (O) is sufficient to satisfy total picker capacity ( P p=1 C p ). Essentially this constraint means that out of the entire set of orders [1, 2, . . . , O] we are choosing a subset (namely P p=1 C p orders) such that these orders can best be satisfied with regard to the objective adopted. Within the B2C context we have discussed, and bearing in mind that new orders will be continually appearing, the assumption that O ≥ P p=1 C p is reasonable in our view. Relaxing this assumption and amending the formulation accordingly (so having O < P p=1 C p and requiring that each order is allocated to one picker with no picker exceeding their capacity) is easily done.
With respect to Equation (2) it could be that in particular applications some measure w o of the workload associated with each order o can be defined. If so then, given a predefined value for the total workload W p assigned to each picker p, Equation (2) would become O o=1 w o x op = W p p = 1, . . . , P . Such a constraint might be used, for example, to balance order picking workload between pickers.
Equation (3) ensures that that each order can be allocated to at most one picker. Equation (4) ensures that each rack cannot be allocated to more than one picker. Allowing a rack to be allocated to more than one picker at a time potentially introduces complications involving the movement of such a rack between pickers. Moreover given that we assume that we have a large number of racks, and that the racks are operating a mixed-shelves/scattered storage policy (so the same product is stored in multiple racks), this constraint does not seem too restrictive in our view. However if, in any given situation, it is necessary/desirable to allow racks to be allocated to more than one picker than this is easily accomplished by removing Equation (4) from the formulation.
Equation (5) is the product supply constraint and ensures that, for each product i and each picker p, the number of units of that product available from the racks assigned to that picker (so R r=1 s ir y rp ) is sufficient to meet the required number of units of product i at picker p given the orders allocated to the picker (so O o=1 q io x op ). This constraint is obviously only applicable if some order requires product i, so O o=1 q io ≥ 1. Equation (5) ensures that appropriate racks are assigned to picker p so as to enable the picking of all the products associated with the orders assigned to the picker. Equations (6)-(7) are the integrality constraints.
Other constraints
There are a number of other constraints which are relevant to the formulation presented above and these are discussed below.
Required products
Given the O orders then we know the products needed. If a rack contains none of the required products then clearly it is redundant and will never be assigned to a picker, and so can be removed from the problem. The constraint that ensures this is:
s ir q io = 0 r = 1, . . . , R p = 1, . . . , P
In Equation (8) 
Product supply constraint
The coefficients on the left-hand side of the product supply constraint (Equation (5)) can be amended to strengthen the linear programming relaxation of that constraint. Note that from Equation (2) we choose exactly C p orders to assign to picker p. Let S ip be the sum of the C p largest q io values over all orders o = 1, . . . , O. Then S ip represents the largest value that the right-hand side of Equation (5) can take. It is therefore valid to amend the coefficients on the left-hand side of that constraint so that it becomes:
Rack faces
The formulation presented above assumes that the mobile rack has only one face from which to pick products. In some applications the rack has different faces (typically two opposite faces, or all four faces) from which products can be picked, with the possibility of picking different products from each face. However, irrespective of the number of faces the rack has, the picker can only pick from a single face of the rack presented to them. Our formulation can be easily modified to deal with such situations. We create "artificial" copies of each rack, one copy for each face that can be used. For each copy the values for rack product supply (s ir ) at each copy are set to the values that apply to the face to be presented to the picker. Let F be the set of copies of some rack then we add the constraint:
Equation (10) ensures that for the rack at most one of the copies in the set F (i.e. at most one rack face) can be used if the rack is allocated to some picker.
Unallocated orders, dynamic environment
Note that solving the above formulation will typically leave some orders unallocated, i.e. they have not been allocated to any picker. Given the B2C context and the dynamic environment within which we are working it seems reasonable to suppose that new orders are continually being received. As such we would envisage using our formulation in the following repetitive manner:
(a) Given the current set of orders and current rack inventory position solve our order and rack allocation formulation.
(b) Implement the solution and after some time has elapsed add the previously unallocated orders to any new orders that have been received, update the rack inventory position, and go to (a).
Adding a constraint to ensure that a particular order o must be allocated, for example because it is a priority order or because it has been left unallocated for too long a time, is trivial (simply add the constraint P p=1 x op = 1). In a similar fashion any order o previously allocated to a picker p, but whose allocation cannot now be changed (e.g. because the order is currently in the process of being picked) can be dealt with by setting x op = 1.
Heuristic
It is possible to make use of our order and rack allocation formulation to generate a heuristic solution. This can be done as follows. Without loss of generality assume that the pickers are indexed in decreasing C p order (so C p ≥ C p+1 p = 1, . . . , (P − 1)) then:
(a) Set p = 1 (b) Solve the order and rack allocation problem for just this single picker p to proven optimality (c) Delete the orders and racks allocated to the picker from the problem (d) Set p = p + 1 and if p ≤ P go to (b) (e) Solve the order and rack allocation problem for all P pickers simultaneously, but restricting attention to just those racks chosen when the pickers were considered individually This heuristic considers each picker in turn until all of the pickers have been considered. So after completing steps (a)-(d) above we have a heuristic solution for the problem. However it is possible to (potentially) improve this heuristic solution by performing step (e) above. This step makes use of our order and rack allocation formulation to solve the problem to proven optimality, but restricting attention to the subset of racks chosen when the pickers were considered individually. This will mean that, computationally, our formulation need only consider far fewer racks.
Note here that if we have just a single picker (so P = 1) then this heuristic is redundant as it will give exactly the same solution as produced by solving our order and rack allocation formulation to proven optimality (step (b) above with p = 1).
Rack allocation only
In the formulation presented above we simultaneously allocated both orders and racks to multiple pickers. This involves two elements of choice:
• decide the orders to be allocated to each individual picker • decide the racks to be allocated to each individual picker Clearly our formulation deals with both choice elements simultaneously . It is possible that in particular applications orders are preassigned to pickers, so the element of choice simply reduces to deciding the racks to be allocated to each individual picker. Since one element of choice has been removed then we might reasonable expect that this problem would be (computationally) less challenging than the specific problem considered in this paper, where we have both elements of choice.
Note here that our formulation is easily adapted to deal with the situation where we have just the one choice element which only relates to rack allocation. This is because preassignment of orders to pickers simply implies that all of the variables x op (one if order o is allocated to picker p, zero otherwise) have been assigned values. Our formulation (Equations (1)-(4),(6)-(10)) then reduces to one where we are seeking to minimise the total number of racks used.
4 Formulation -picker rack sequencing
Problem outline
Any feasible solution to the formulation presented above (Equations (1)-(4),(6)-(10)) will give an allocation of orders and racks to pickers. For any picker p the constraints of the problem will ensure that there are sufficient items of required products on the racks allocated to the picker to supply the orders allocated to the picker.
Referring to Figure 3 suppose that we have B positions where bins can be placed which the picker can fill with product items for orders. In the B2C context, which we are considering here, where the number of product items per order is typically very small, it is very common to have B ≥ 2, so two or more bin positions. For example CNN Business [2018] , in relation to an Amazon fulfilment centre, has picking stations with B = 5.
Any order for which the picker has picked at least one product item are open in the sense that there must be a dedicated bin available for that order. Orders where all the required products have been picked are closed in the sense that the bin containing all the required products can be moved to the conveyor for later processing, and a new empty bin positioned for a future order to be opened. Now if for picker p the number of orders C p considered in deciding the allocation of orders and racks to pickers is such that C p ≤ B then irrespective as to how the racks are sequenced so as to be presented to the picker it will be possible to deal with all the orders without having to consider which orders are open and which closed. This is because the B bin positions will be sufficient to fill all of the orders allocated to the picker. However if in solving our formulation (Equations (1)-(4),(6)-(10)) we considered many orders, so that we had C p > B, then the situation is more complex. The essential reason why we might have C p > B is that we are adopting a longer time horizon than simply the time horizon associated with the filling of B bins and wish to allocate orders and racks to pickers accordingly.
If C p > B then the decision problem we face is how to sequence the racks to present to the picker, as well as decide the number of units of each required product to take from each rack for orders which are currently open. Implicit in this decision problem is a requirement to decide which orders are open, and which unopened or closed, as each rack is presented to the picker. Note here that given an allocation of orders and racks to pickers (such as decided by the formulation we presented above) then in deciding the rack sequence (as well as associated other decisions) we have P independent problems, one for each of the P pickers.
To illustrate the importance of the rack sequence if C p > B suppose that we have one order that requires two products, such that out of the racks allocated to the picker one of these two products is only stored in one rack, the other only stored in a different rack. If these two racks are next to each other in the rack sequence adopted for presentation to the picker then the order can be opened as the first rack is presented to the picker, closed as the next rack is presented to the picker. So the open order just involves one bin position between the two successive rack presentations. However if these two racks were to be sequenced such that one rack is presented first to the picker, the other last, then the order would be opened with the first rack and remain open until the last rack, thereby effectively occupying a single bin position over the entire rack sequence. Clearly with just B bin positions having one position occupied for the entire rack sequence by just one open order may not be the best use of limited bin position capacity.
In our view the rack sequencing problem at each picker is essentially a feasibility problem. By this we mean that the primary optimisation has already been performed in terms of choosing which orders and racks are allocated to each picker (as in our formulation above). Once orders and racks have been allocated to a picker then the scope for optimisation is much less, for example all allocated racks will be presented to the picker and the picking of the items required for the orders allocated will take the same time irrespective as to the rack sequence. As such finding a feasible rack sequence such that all orders can be picked using B bin positions is, in our view, the principal concern.
To assist in finding a feasible rack sequence we regard one of the B bin positions as dedicated to processing orders which are opened and closed by the same rack. Note that the optimisation adopted in our formulation above was designed to minimise the number of racks needed, and so encouraged the picking of multiple products for the same order from the same rack. This therefore means that we can reasonably expect a number of orders which can be fully satisfied by making use of just a single rack. In addition, and we have in mind here applications such as Amazon fulfilment centres, it may be the case that in picking orders for personal customers the number of distinct items (and hence products) per order may be very low. At Amazon fulfilment centres in Germany for example the average order comprises just 1.6 items (Boysen et al. [2018a,b] ). Weidinger [2018] quotes an Amazon manager as stating that the vast number of orders contain only one or two items. This implies that we will have many orders for just a single unit of some product and all such orders will (by their very nature, only requiring a single item) be opened and closed using just a single rack.
Note here that it is only necessary to dedicate one of the B bin positions to opening and closing orders from the same rack. This is because once a rack has been first presented to the picker then they can open and close one order from the rack using the bin in that dedicated position, then move the bin with the closed order to the conveyor for further processing, and then place a new empty bin in the now vacated dedicated bin position for the next order than can be opened and closed from the rack. This leaves B − 1 bin positions available for opening and closing orders that need more than one rack to be satisfied.
Note also here that we assume that a picker needs to assemble a complete order in a bin. Clearly there may exist systems where picked items are placed in bins and these bins are then passed on for further processing and assembly into a complete order. However, as we primarily considering a B2C context where the number of items per order is typically very low, it makes little economic sense to have "double handling" so the picker picking items at one location and a further (manual or automatic) order assembly operation at another location.
Formulation
We commented above that given an allocation of orders and racks to pickers then in deciding the rack sequence (as well as associated other decisions) we have P independent problems, one for each of the P pickers. In this section we present our rack sequencing formulation.
Let O * be the set of orders allocated to the picker p under consideration (so |O * | = C p ) and let R * be the set of racks allocated to the picker, with K = |R * | being the number of racks allocated to the picker. Let N * be the set of products associated with the orders (O * ) allocated to the picker, so that N * = [i | o∈O * q io ≥ 1 i = 1, . . . , N ]. It is important to note here that we will typically have K R, since we are no longer considering all possible racks in the entire storage area, but only those racks that have been allocated to the picker so as to satisfy the orders assigned to the picker.
Let the set of orders o ∈ O * for which the order just comprises a single unit of one product be denoted by O * 1 . This set can be defined using O
, since if we have some order o ∈ O * for which i∈N * q io = 1 then this can only occur if the order is just for a single unit of one product. Define τ (o) as that unique product associated with order o ∈ O * 1 . Our formulation involves the following decision variables:
• z kr = 1 if rack r ∈ R * is the k'th rack in the rack sequence presented to the picker, zero otherwise
• α ok = 1 if order o ∈ O * is open at some point during the time when the k'th rack in the rack sequence is presented to the picker, zero otherwise
• β ok = 1 if order o ∈ O * is closed at some point during the time when the k'th rack in the rack sequence is presented to the picker, zero otherwise
• γ iok , integer ≥ 0, is the number of units of product i ∈ N * associated with order o ∈ O * that are taken from the k'th rack in the rack sequence presented to the picker (and placed into the bin associated with that order, which must therefore be an open order)
The constraints in our formulation of the problem of picker rack sequencing are as follows:
γ iok ≥ 0, integer ∀i ∈ N * ∀o ∈ O * k = 1, . . . , K
Given that we have K racks then these racks need to be sequenced in some order to be presented to the picker, and this is addressed using Equation (11) and Equation (12). Equation (11) ensures that each rack is only assigned to one position in the sequence. Equation (12) ensures that one rack is assigned to each of the positions k in the sequence for presentation to the picker, k = 1, . . . , K.
Equations (13)-(15) deal with the supply of product (from the racks presented) for the orders considered. Equation (13) ensures that the total number of units of product i allocated to orders from the k'th rack presented does not exceed the supply of product on the rack. Equation (14) ensures that each order receives the required number of units of each product. Equation (15) ensures that no product can be taken from the k'th presented rack for an order that is not open. Note here that we do not impose the condition that if an order is open (so α ok = 1) there must be some product supplied from the rack (so γ iok ≥ 1 for some i ∈ N * ). It is entirely possible, for orders that are open over a number of successive rack presentations, that one particular rack does not supply any product to an open order (that order remaining open as it needs product from a subsequent rack in the sequence).
Equation (16) ensures that the number of open orders associated with the k'th presented rack never exceeds the number of available (non-dedicated) bin positions B − 1. Note here that any order o which is only opened as the k'th rack is presented, but also closed with that rack, will have α ok = β ok = 1, consistent with it being dealt with by the dedicated bin position and hence not contributing to making any use of the other B − 1 bin positions.
Equation (17) deals with orders o ∈ O * 1 where we can guarantee that they are opened and closed with the same rack. In that equation if we have some order o ∈ O * 1 , so i∈N * q io = 1, then the order is just for a single unit of one product. Such an order must be satisfied by just a single presented rack (by definition, since the order is just for a single unit of one product), and so that order can be opened and closed by the same rack using the dedicated bin. This implies that α ok = β ok k = 1, . . . , K for that order. Note here that if i∈N * q io ≥ 2 for some order i ∈ O * then even if there is just one product associated with this order the units required (≥ 2) may come from more than one rack and so we cannot guarantee use of the dedicated bin.
Equation (18) deals with the same situation as Equation (17). In that equation product τ (o) is the unique product associated with an order o ∈ O * 1 for which we only need a single unit of one product. For such orders we will have γ τ (o),o,k = 0 for all racks except for the single rack chosen to pick the single unit of that product, where we will have γ τ (o),o,k = 1. From Equation (17) the single rack from which we supply the product will be the rack k with α ok = β ok = 1. Hence setting γ τ (o),o,k = α ok is valid.
Equation (19) ensures that each order is closed once. Equations (20)-(24) apply for orders o ∈ O * \ O * 1 where we cannot guarantee that the order is opened and closed using the same rack. Equations (20)-(21) deal with order closure for orders o ∈ O * \ O * 1 . Equation (20) ensures that an order is closed when the first rack in the sequence is presented if no product items for that order are picked in any future rack. Equation (21) ensures that an order is closed when the k'th rack in the sequence is presented if no product items for that order are picked in any future rack and the order has not already been closed.
Equations (22) (23), ensures that once an order has been opened (so α ok = 1) then it stays open until it is closed.
To illustrate Equation (24) suppose that we first open some order o when the second rack is presented (so α o2 = 1). If that order is not closed by that rack then Equation (24) will be α o3 ≥ α o2 , which as α o3 is a zero-one variable will mean that α o3 = 1, so the order is open as the third rack is presented. Suppose that the order is closed with this third rack, so β o3 = 1. Then Equation (24) will be α o4 ≥ α o3 −β o3 , i.e. α o4 ≥ 0. But Equation (23) will be α o4 ≤ 1− 3 n=1 β on , and as β o3 = 1 this means that α o4 ≤ 0, so α o4 = 0 as required as the order has been closed, Equations (25)-(27) are the integrality constraints.
Our formulation, Equations (11)-(27), involves K(K+2|O * |) zero-one variables and K|N * ||O * | integer variables. With respect to the constraints involved Equation (15) contributes K|N * ||O * | constraints, whilst Equation (13) contributes K|N * | constraints and Equation (14) |N * ||O * | constraints. The remainder of the formulation contributes approximately 2K(2|O * | − |O * 1 |) constraints.
However it is important to note here that typically we might expect many of the orders o ∈ O * not to involve all products i ∈ N * and any such order will have q io = 0 meaning that from Equation (15) K γ iok variables must automatically be zero and these variables can be removed from consideration, reducing the size of the problem, both in terms of variables and constraints, that we need to solve. Note also here that a reduction in the size of the formulation can be achieved via algebraic substitution by making use of Equations (17) and (18). The solver we used, Cplex [CPLEX Optimizer, 2018] , contains procedures to automatically perform such substitutions, and too to identify any variables or constraints which are redundant.
As commented previously above any (integer) feasible solution to the above formulation (Equations (11)-(27) will constitute a feasible rack sequence (together with picking details γ iok ) such that all orders can be dealt with. Note here however that we cannot guarantee that a feasible solution can be found. This is essentially because the number of bin positions (here B) at a picker was never taken into account in our formulation (Equations (1)-(4),(6)-(10)) which gave an allocation of orders and racks to pickers. In practical situations we would envisage that if it is not possible to find a feasible rack sequence (e.g. within a predefined computational time limit) then we would simply remove some order o from the set of orders O * (e.g. the order which involves the largest number of products) and resolve. The order so removed can simply be added to the pool of orders requiring future allocation.
In order to find a feasible solution to the above formulation (Equations (11)-(27)) we could propose using a metaheuristic algorithm. However modern optimisation packages, such as Cplex [CPLEX Optimizer, 2018] which we used, contain heuristic options to search for a feasible solution, as well as having the ability to conduct a full tree search for such a solution. For this reason we will use Cplex to find a solution.
Order and rack processing
The picker rack sequencing formulation given above, Equations (11)-(27), explicitly sequences the racks in terms of their order of presentation to the picker, but does not explicitly sequence the orders that the picker processes. Rather, as the variables α ok and β ok imply, we decide the racks associated with the opening and closing of each order. However given a solution to our rack sequencing formulation than the process for picking product from the k'th rack as it is presented to the picker is easily stated. Note that we will have from the numeric solution for our rack sequencing problem values for α ok , β ok and γ iok which enable us to identify for the k'th rack in the presented sequence:
• The set ∆ k of orders which are opened and closed using that rack (any order o ∈ O * with α ok = β ok = 1 and γ iok = q io ∀i ∈ N * )
• The set Θ k of orders which were open previously, but are closed as that rack is presented (any order o ∈ O * , o / ∈ ∆ k for which β ok = 1)
• The set Φ k of orders which are first opened as that rack is presented (any order o ∈ O * , o / ∈ ∆ k ∪ Θ k for which either k = 1 and α o1 = 1 or k ≥ 2 and α o,k−1 = 0 and α ok = 1).
• The set Ω k of orders which were opened previously and which will remain open (any order
The procedure for processing of the k'th rack presented to the picker is: In each of the above steps the number of units of product i to add into the bin associated with an order o is given by γ iok and the orders in each of the sets ∆ k , Θ k , Φ k and Ω k can be processed in any sequence.
Dynamic environment
We discussed above how we would use our formulation for order and rack allocation within a dynamic environment as new orders arrive and rack inventory positions change. Obviously any change to order allocation will necessitate changing rack sequencing and this (for each picker) can be done in the same fashion as above for order and rack allocation:
(a) Given the current set of orders and current rack inventory position solve our rack sequencing formulation.
(b) Implement the solution and once a new order and rack allocation is made, which implies that the set of allocated orders and racks as well as rack inventory positions have been updated, go to (a).
Adding constraints to ensure that any previously sequenced orders and/or racks must maintain a given position in any new sequence (e.g. because an order has already been opened and racks to fulfil that order already sequenced) can be easily achieved by adding constraints. For example order o can be fixed in the sequence by setting α ok , β ok and γ iok appropriately. Rack r can be fixed as the k'th rack presented to the picker by setting z kr = 1.
Computational results
In this section we present computational results for the optimal and heuristic solution of our order and rack allocation formulation. In addition we give results for our picker rack sequencing formulation.
We used an Intel Xeon @ 2.40GHz with 32GB of RAM and Linux as the operating system. The code was written in C++ and Cplex 12.8 [CPLEX Optimizer, 2018] was used as the mixedinteger solver. A maximum time limit of 4 CPU hours was imposed for each instance.
Test problems
To generate orders such that the average order comprises just 1.6 items (Boysen et al. [2018a,b] ) and the vast number of orders contain only one or two items (Weidinger [2018] ) we used a truncated geometric distribution, the geometric distribution being the discrete equivalent of the continuous exponential distribution (such as was used in Boysen et al. [2017a] ). In more detail given a parameter µ the probability that an order contains m items is µ(1−µ) (m−1) /( 4 n=1 µ(1− µ) (n−1) ) for m = 1, 2, 3, 4. Obviously orders for just one item involve just one unit of a single (randomly chosen) product. Orders for two items contain either two separate products requiring one unit each, or a single product requiring two units (with equal probability). Orders for three items are for one product requiring one unit and another product requiring two units. Orders for four items contain two separate products each requiring two units. The value used for µ was µ = 1/1.73, chosen such that the average order (in the truncated geometric distribution) comprises approximately 1.6 items. Moreover approximately 85% of orders are for only one or two items. All of the test problems used in this paper we have made publicly available at https://www.dcc.ufmg.br/∼arbex/mobileRacks.html in order that future researchers can compare their results with ours on exactly the same set of problem instances.
With regard to the racks then racks may have up to 50 storage locations (for potentially 50 different products) per face, e.g. see CNN Business [2018] . Although obviously some racks will have fewer storage locations because of the need to store larger products. In our instances we choose to regard racks as having one face and being able to store 25 different products per rack, these products being randomly generated, without replacement, from the entire set of N products. The number of units of each product stored per rack was an integer randomly chosen from [1, 2, 3, 4] .
For a generated test problem with N products, O orders and R racks it could be infeasible because it is not possible to supply all of the orders given the products stored on the racks generated (i.e. O o=1 q io > R r=1 s ir for some product i i = 1, . . . , N ). Any test problem so generated was rejected and a new test problem generated until we had a feasible test problem. Table 1 shows results for the optimal solution of our order and rack allocation formulation when solved using Cplex for instances involving between N = 100 and N = 500 products with O = 50 orders (and a variety of racks R and pickers P ). In that table the value given for C p applies for all pickers p, p = 1, . . . , P .
Order and rack allocation, optimal solutions
In Table 1 T(s) denotes the total computation time in seconds, UB and LB respectively represent the best upper and lower bounds obtained at the end of the search either when the instance was solved to proven optimality or when the time limit was reached. In order to improve readability the LB value is shown as UB if the problem is solved to proven optimality (in which case the UB value shown is the optimal solution value). GAP is defined as 100(UB − LB)/UB. FLB is the lower bound obtained at the end of the root node of the branch-and-bound search tree and FGAP is defined as 100(UB − FLB)/UB. This means that, for instances solved to optimality, FGAP denotes the gap between the optimal solution and the lower bound obtained after solving the root node. Finally, NS stands for the total number of nodes investigated during the search.
So, for example, consider the instance with N = 500 and R = 75 when there were P = 5 pickers, each picker with a C p value of 7, so being allocated 7 orders. This problem was solved in 1.26 seconds with the optimal solution being 10. This means that 10 racks was the minimum number of racks needed to deal with the total of 35 orders allocated to the pickers. The lower bound obtained at the end of the root node of the branch-and-bound search tree was 8.96, so the gap value was 100(10 − 8.96)/10 = 10.40%. The tree search required 162 nodes.
As can be clearly seen from Table 1 our order and rack allocation formulation solves all our instances with O = 50 orders to proven optimality very quickly. Given the results in Table 1 we generated larger instances, with double the number of orders (so O = 100) and also increased the number of racks to R = 100. The results for these instances are given in Table 2 . As can be seen from that table of the 35 instances considered all but 6 were solved to proven optimality within our 4 CPU hour time limit. Instances that went to time limit are indicated by TL in Table 2 .
With regard to Table 2 we would note that our order and rack allocation formulation seems very effective when there is just a single picker, so P = 1, with problems of this type all being solved to proven optimality in significantly less than one second (an average of 0.12 seconds across all problems with just a single picker in Table 1 and Table 2 ). Generalising for P = 5, 10 it appears from Table 2 that, for a fixed P , the problem becomes harder to solve as P p=1 C p becomes larger. This makes intuitive sense as for a fixed P the term P p=1 C p defines, out of the O orders, how many are to be allocated to the pickers. The more orders that have to be allocated the greater the number of racks that will be needed. Table 3 and Table 4 give the results for applying the heuristic outlined previously above to the test problems in Table 1 and Table 2 . Note here that we exclude the case of a single picker (so P = 1) from Table 3 and Table 4 since, as commented above, the heuristic proposed will give exactly the same solution as our optimal approach. In Table 3 and Table 4 we give the optimal (or best-known) solution as taken from Table 1 and Table 2 . We also give the computation time for our heuristic and the solution value obtained as well as the percentage deviation from the optimal value, computed as 100(optimal value -heuristic solution value)/(optimal value). If the optimal value is unknown, as occurs for 6 cases in Table 2 , we use the best-known solution value in computing the percentage deviation. Although our heuristic has five steps ((a)-(e), see the heuristic description given previously above), a solution is available after steps (a)-(d) and so we give the solution value obtained after steps (a)-(d), as well as after steps (a)-(e).
Considering Table 3 , for problems with O = 50 orders, the average computation time is small both for steps (a)-(d) and steps (a)-(e), but it is clear that this latter case gives a much lower average percentage deviation. Considering Table 4 , for problems with O = 100 orders, the average computation time is small for steps (a)-(d), but significantly higher for steps (a)-(e). However it is again clear that this latter case gives a much lower average percentage deviation. However note here that for the larger problems with O = 100 orders the computation time for the heuristic, even for steps (a)-(e), is much lower than the computation time for our optimal approach (119.44 seconds for steps (a)-(e) in Table 4 as compared with 3030.26 seconds in Table 2 ).
Picker rack sequencing
Recall that we treat the picker rack sequencing problem as a feasibility problem, so for a given set of racks we have to find a feasible rack sequence so as to fulfil all of the orders assigned to the single picker whilst having only B bins available. It is clear that (in general, for a fixed number of orders) this problem will be more challenging the larger the number of racks assigned to the picker. Hence in order to investigate our picker rack sequencing formulation we took the instances shown in Table 1 and Table 2 and solved them to proven optimality for P = 1, so a single picker, but for a much larger range of C p values than considered in Table 1 and Table 2 . Given the solution to an instance for P = 1 and a given C p value we applied our picker rack sequencing formulation in order to find (if possible) a feasible rack sequence given B bins.
The results for problems with O = 50 orders are shown in Table 5 and the results for problems with O = 100 orders are shown in Table 6 . In Table 5 and Table 6 the value for K is the number of racks that have to be sequenced for each instance shown. The values shown in the body of these tables is the computation time (in seconds) required to solve the problem. A value in square brackets indicates that the tree search terminated (in the time shown) having proved that there was no feasible rack sequence given the orders and racks allocated to the single picker. If TL is shown then it indicates that the problem terminated at time limit (4 CPU hours). In such cases we have not found a feasible rack sequence, but neither have we proved that the problem is infeasible, so its status remains open (i.e. there may, or may not, be a feasible rack sequence).
To clarify the meaning of these tables consider the problem N = 200, R = 100 and C p = 100 with K = 13 in Table 6 . This problem involves N = 200 products and requires K = 13 racks to be appropriately sequenced so that the C p = 100 orders allocated to the single picker can be fulfilled. This value of K = 13 was derived by solving to proven optimality our order and rack allocation formulation for a single picker required to deal with 100 orders and represents the minimum number of racks that can be used to supply all of the products required for the For this problem N = 200, R = 100 and C p = 100 with K = 13 in Table 6 then for B = 2, so two bins, no feasible rack sequence exists, and this was proved in 523.25 seconds. For B = 3 and B = 4 both problems went to time limit, so we are unsure as to whether, or not, a feasible rack sequence exists. For B = 5 a feasible rack sequence was found in 61.74 seconds, for B = 6 a feasible rack sequence was found in 30.98 seconds, etc. These times exclude the time taken to solve the initial problem with P = 1 to find the orders and racks allocated to the single picker.
Note here that all of the problems shown in Table 5 and Table 6 were solved independently. By logic we know that if there is a feasible rack sequence for B bins then there is also a feasible rack sequence for B + 1 bins (simply leave the extra bin unused). However we made no use of the solution for B bins in solving for B + 1 bins in the results shown. Table 5 and Table 6 indicate that, as we might expect, the picker rack sequencing problem generally becomes easier to solve as the number of bins B increases. Taken together Table 5 and Table 6 contain some 495 problems involving up to N = 500 products, O = 100 orders and K = 26 racks to be sequenced. Examining these tables we believe that, for the problems considered, our picker rack sequencing formulation is very effective. 
Contribution
As commented previously above Boysen et al. [2018a] in their recent survey of work relating to warehousing systems designed to allow online retailers to fulfil orders to personal consumers explicitly stated: to the best of the authors' knowledge, no literature exists regarding the assignment of orders to picking stations. In the light of this we believe that the contribution of this paper is:
• to be one of the first in the literature to present an optimisation based approach for simultaneously allocating both orders and racks to multiple pickers
• to present an innovative formulation for the rack sequencing problem
• to investigate how our approaches for order and rack allocation, and rack sequencing, perform computationally for test problems that are made publicly available for use by future researchers 
Conclusions
In this paper we considered the problem of simultaneously allocating orders and mobile storage racks to pickers. We presented a formulation of the problem as an integer program. We also presented a heuristic for the problem based upon our formulation. We considered the problem of how to sequence the racks for presentation at each individual picker and formulated this problem as an integer program.
Computational results were presented for test problems, that are made publicly available, involving up to 500 products, 100 orders, 100 racks and 10 pickers. 40 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 50 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
