Abstract. The aim of this paper is to give an alternative definition of sets as follows: A domain is a set if and only if it belongs to Set.
A domain is a set if and only if it belongs to Set.
Further we show that Set provides a firm foundation for a system of set theory which include all of Cantor's basic results as well as the constructions needed for contemporary mathematics.
This paper is organized as follows: Section 2 is devoted to give notations, axioms and definitions. In section 3, we give two concepts: one is the concept of domain, and the other is a concept of sieve. We adopt axiom of sieve to guarantee the existence of sieve and then we show that every sieve implies all axioms of Zermelo-Fraenkel set theory except axioms of regularity and replacement. In section 4, we give an alternative definition of ordinals and show that every sieve holds for significant consequences of axioms of replacement. Section 5 is devoted to define a concept of sets.
Preliminaries
Terminology and theorems are adopted from [2, 4, 5, 8] if not explained in this paper. In this section, we give basic and important notations, definitions and two axioms and choose two undefined notions: the word class and membership relation ∈ , which is read 'is an element of' or 'belongs to.' From here on, lower-case letters s, t, x, y, ... will be used only to designate elements and capital-letters X, Y , ... may denote either an element or a class which is not an element. In the rest of this section, we state two axioms which are founded in [4] (see also [7] ) and give a few of their elementary consequences.
Axiom of Extensionality. If x = y and x ∈ Z, then y ∈ Z. x ∈ {y : P (y)} if and only if P (x) and x ∈ z for some class z.
Throughout this paper, we need the following definitions: Definition 2.6. 1) ∅ is a unique class such that for each x, x / ∈ ∅. 2) For any class X, p(X) is a unique class such that z ∈ p(X) if and only if z ⊆ X. 3) For any class X, ∪X is a unique class such that s ∈ ∪X if and only if there exists x ∈ X such that s ∈ x. 4) For any classes s and t, X is a unique class such that x ∈ X if and only if x = s or x = t. 
In this case, we write f : X → Y , and y = f (x) stands for (x, y) ∈ f . In particular, if X = Y , then f is called an unary operation on X, and x f = y stands for (x, y) ∈ f .
Domains and sieves
In this section, we give two concepts: One is a concept of domain, and the other is a concept of sieve. We show that every sieve implies all axioms of Zermelo-Fraenkel set theory except both axiom of regularity and axiom of replacement, and every sieve holds significant consequences of axiom of regularity. For these purpose, we first introduce a concept of domain which implies the most significant consequence of regularity axiom.
Definition 3.1. A class n is called a chain if it satisfies the following: 1) there exists an element x ∈ n such that x ∈ x and x ∈ s for all s ∈ n, 2) if s ∈ n and t ∈ n, then s ∈ t or t ∈ s, and 3) there exists an element e ∈ n such that t ∈ e for all t ∈ n. 4) if s ∈ n then there is t ∈ n such that z = s or z = t whenever s ∈ z ∈ t.
Notation. For a chain n, the class e ∈ n satisfying condition 3) of the above definition denotes e n . That is, e = e n .
Example 3.2. 1) If x ∈ x, then {x} is a chain and e {x} = x. 2) Let n be the class such that t ∈ n if and only if t = x or t = y. If
x ∈ x and x ∈ y, then n is a chain and e n = y. Remark 3.5. If X is a domain, there is no class s such that s ∈ s ∈ X. and so every domain does not belong to itself. This is a significant consequence of axiom of regularity.
Now we characterize properties of domains:
Theorem 3.6.
1) A class X is a domain if and only if every element of X is a domain. 2) A class X is a domain if and only if p(X) is a domain.
Proof. 1) Let us assume that there exists a proper class t of X. Then there is a chain n such that e n ∈ t. Let m = n ∪ {t}. Then m is a chain such that e m = t. However, it is impossible because X is a domain and t = e m ∈ X. The other implication is immediate from the definition of domains.
2) Suppose p(X) is proper, then there is a chain n such that e n ∈ p(X). If n = {e n }, then e n ∈ e n and hence e n ∈ X because e n ⊆ X. Thus X is proper, which is impossible because X is a domain. If {e n } ⊂ n, then since n is a chain, there is an element t ∈ n such that z = t and z = e n whenever t ∈ z ∈ e n . Let Let m = n − {e n }. Then m is a chain such that e m = t. Since e n ⊆ X and e m ∈ e n , e m ∈ X and hence X is proper, which is impossible, because X is a domain. Thus p(X) is a domain. The converse is immediate from part 1) of this theorem.
The following is immediate from the above theorem: 
2) X and Y are domains if and only if X ∪ Y is a domain. 3) X is domain if and only if ∪X is a domain. 4) If Z is a class of domains, then there is a domain
Remark 3.8. 1) By Example 3.4.2, Theorem 3.6 and Corollary 3.7, there exist infinitely many domains. 2) By part 4) of the above corollary, the class of all the domains does not exist.
The following definitions are the most essential concepts in this paper.
Definition 3.9. Let S and X be domains. Then X is said to be: 
Notation. For a S-transitive
Using Definition 3.9 and the above notation, we define the main concept as follows: Definition 3.11. A domain S is called a sieve if it satisfies the following conditions:
2) For any domain x and y, not necessarily distinct, x ∈ S and y ∈ S if and only if (T 1 ) x ∪ y is S-weak transitive or (T 2 ) S-transitive such that l(x) ∈ x and l(y) ∈ y.
In order to guarantee the existence of the sieve, we now adopt the following axiom:
Axiom of Sieve. There exists a sieve.
In the rest of this section, S denotes a sieve and we assume that every class is a domain.
Remark 3.12.
1) Note that if s = t, then s ∪ t = t. Hence, by condition 2) of Definition 3.11, it is clear that t ∈ S if and only if t is S-weak transitive or S-transitive such that l(t) ∈ t. 2) It is clear that every element of S is S-weak transitive.
3) Since S is a domain, S / ∈ S and, by Theorem 3.6, every element of S is also a domain, so if x ∈ S, then x / ∈ x. Now, using the above remark, we characterize the properties of S:
Theorem 3.13. One has the following:
3) x ⊂ S whenever x ∈ S .
4) x ∈ S if and only if p(x) ∈ S .

5) x ∈ S if and only if ∪x ∈ S.
6) x ∈ S and y ∈ S if and only if {x, y} ∈ S.
Proof. 1) Since S = ∅, ∅ is S-weak transitive and hence ∅ ∈ S.
2) If x is S-weak transitive, then there exists z ∈ S such that x ⊆ p(z) and so y ⊆ p(z) because y ⊆ x. Thus y is also S-weak transitive and hence y ∈ S. If x is S-transitive, then s ⊂ x for all s ∈ x. Since y ⊆ x, t ⊂ x for all t ∈ y. Since x ∈ S, y is S-weak transitive and so y ∈ S.
3) If x is S-transitive, then s ⊂ x for all s ∈ x and hence, by part 2) of this theorem, s ∈ S for all s ∈ x. Since S is domain, x ⊂ S. If x is S-weak transitive, there exists z ∈ S such that x ⊆ p(z). Since z ∈ S and S is a domain, x ⊂ S. 4) Since x ∈ S, p(x) is S-weak transitive and so p(x) ∈ S. The converse is immediate from part 3) of this theorem. 5) If x is S-weak transitive, then there exists z ∈ S such that x ⊆ p(z). Since, for each s ∈ ∪x, there exists a ∈ x such that s ∈ a, s ∈ z and hence ∪x ⊆ z. Since z ∈ S, by part 2) of this theorem, ∪x ∈ S. If x is S-transitive, then ∪x ⊆ x. Since x ∈ S, by part 2) of this theorem, ∪x ∈ S. The converse is immediate from the definition of ∪x and part 1) of Remark 3.12.
6) If x ∈ S and y ∈ S, then, by part 1) of Remark 3.12, x ∪ y ∈ S and hence, by part 4) of this theorem, p(x ∪ y) ∈ S. Since {x, y} ⊆ p(x ∪ y), by part 2) of this theorem, {x, y} ∈ S. The converse is immediate from part 3) of this theorem.
Remark 3.14. 1) It is immediate from part 6) of the above theorem that {x} ∈ S whenever x ∈ S. 2) Part 3) of the above theorem means that every element of S is hereditarily in S (cf. [1] ).
S-ordinals
In this section, we give an alternative definition of ordinals and every sieve holds significant consequences of axiom of replacement. We first modify a definition of ordinals as follows (cf. [1] , [2] , [4] and [8] ):
Definition 4.1.
1) A domain X is a S-ordinal if it satisfies the following: O 1 ) it is S-transitive, O 2 ) its elements are S-transitive, and O 3 ) tr(X) ⊆ X, where tr(X) denotes the domain all of whose elements are S-transitive proper subclass of X. 2) An S-ordinal X is called a limit S-ordinal if X = ∪X. Otherwise, it is called a successor S-ordinal.
The proof of the following is exactly the same as the proof of Theorem 110 in [4] .
Theorem 4.2. If x is a S-ordinal, y is a S-ordinal and x = y then x ∈ y or y ∈ x.
By axiom of classification and the above theorem, there exists the class Or S of all S-ordinals. It is clear that Or S = ∪Or S . Also, since ∅ is a S-ordinal, {{∅}} ∈ S and {{∅}} / ∈ Or S , ∅ = Or S ⊂ S. Thus Or S is a S-ordinal and Or S / ∈ Or S . We now show that Or S is the only S-ordinal which does not belong to S.
Proof. Suppose Or S ∈ S, then Or S ∈ Or S . This is impossible. Hence
Remark 4.4. The above theorem means that Or S is not S-weak transitive and l(Or S ) = Or S . Theorems 4.2 and 4.3 mean that Or S is the only S-ordinal which does not belong to S. Now we consider the axiom of replacement. It is well known [3, 6] that A. Fraenkel and T. Skolem had independently proposed adjoining replacement axiom to establish that p(p(ω) ), ...} be a set since, as they pointed out, Zermelo's axioms cannot establish this. However, even E ∅ cannot be proved to be a set from Zermelo's axioms. Also the ordinal number ω2, which is the set of all ω + n for all n ∈ ω, is the first ordinal that cannot be constructed without Replacement. In fact, Replacement has been latterly regarded as somehow less necessary or crucial than the other axioms, the purported effect of the axiom being only on large-cardinality sets [6] .
In the rest of this section, we show that ordinals belong to S, including ω and ω2, and {∅, {∅}, {{∅}}, ...} belongs to S, and if δ is a limit ordinal which belongs to S, then
We begin by giving a basic definition to define inductive domains: where X is a domain, f is an unary operation on X such that x f ∈ X whenever x ∈ X and a ∈ i X f . In the next theorem, we show that there exists a domain which implies the principle of mathematical induction stated as an axiom of the natural numbers.
Proof. Let G be the domain such that y ∈ G if and only if y ∈ Z whenever (Z, f, a) is an inductive domain. Since (X, f, a) is an inductive domain, G ⊆ X and G, f, a) given in the proof of the above theorem is called a Peano domain of (X, f, a) . It is clear that (G, f, a) is a Peano domain then G ⊆ ∪G.
In a sense, the concept of Peano domain is a generalization of Vaugh's Peano structure (cf. [8] ).
Theorem 4.10. Let + be an unary operation on S defined by a + = a ∪ {a} for all a ∈ S. Then one has the following:
Proof. 1) Clearly ∅ ∈ i S + . Suppose a ∈ S, then by part 1) of Remark 3.14 and condition 2) of Definition 3.11, a + = a ∪ {a} ∈ S. Thus (S, +, ∅) is an inductive domain.
2) It is immediate from 1) of this theorem and part 3) of Theorem 3.13.
3) Let T = S − {{{∅}}}. Then (T, +, ∅) is an inductive domain of (S, +, ∅), because a + = {{∅}} for all a ∈ S. Hence by Theorem 4.7, there exists the Peano domain (ω, +, ∅) such that ω ⊂ S. and so a + n + ∈ p(p n (a)). This is impossible, because a + n + / ∈ p(p n (a)). Thus N = ω. Proof. Let Y be the class such that y ∈ Y if and only if y ∈ X and y is S-transitive. It is clear that a ∈ Y . Suppose x ∈ Y and take any t ∈ x f , then t ⊆ x and hence if s ∈ t, then s ∈ x. Since x is S-transitive, s ⊂ x and so s ∈ x f . Thus t ⊂ x f because x f is a domain. Therefore X = Y and hence ∪X is also S-transitive. Since l(∪X) ∈ ∪X and ∪X ⊂ S, ∪X ∈ S. By part 2) of Theorem 3.13 and Remark 4.9, X ∈ S.
Corollary 4.20. Let δ be a limit S-ordinal and
Proof. It is clear that for each x ∈ E δ , t ∈ x p if and only if t ⊆ x and l(∪E δ ) = δ ∈ E δ . Suppose δ2 ∈ ∪E δ , then δ2 ∈ p(p n (δ)) for some n ∈ ω. Then δ + n + ∈ p(p n (δ)) since δ + n + ∈ δ2. This is impossible because of Lemma 4.18. Thus δ2 / ∈ ∪E δ . Thus by the above theorem,
Remark 4.21. It immediately follows from the above corollary that ∪E ∅ ∈ S, E ∅ ∈ S, ∪E ω ∈ S and E ω ∈ S.
Definition of sets
In this section, we show that there exists the smallest sieve with respect to ⊆. Using the smallest sieve, we give a definition of sets. Notation. The sieve given in the above theorem is denoted by Set.
Using Theorem 5.1 and the above notation, we can give the main result of this paper as follows:
It is clear that Set is neither S-weak transitive nor S-transitive and hence Set is a not set.
Finally we adopt axiom of choice:
Axiom of Choice. For any set x, there exists a function f defined on x such that f (t) ∈ t for all t ∈ x such that t = ∅.
Notation. Set C is Set plus axiom of choice.
Conclusion Remark. According to Definition 3.11, every set is completely determined by two properties of transitivity and the concept of domain. But the axiom of choice is not necessary to define set itself. Condition (T 1 ) of Definition 3.11 implies axioms: subset, union and power and condition (T 2 ) of Definition 3.11 implies axiom of infinity and the significant consequences of the axiom of replacement. Moreover, Conditions (T 1 ) and (T 2 ) implies that every S-ordinal except Or S is a set. The concept of domain implies that every set x satisfies the property x / ∈ x which is the important consequence of axiom of regularity. Condition 2) of Definition 3.11 implies axiom of paring. By axiom of classification, {x ∈ S : P (x)} exists. Consequently, we conclude that, using only the laws of logic, Set C provides a firm foundation for a system of set theory which include all of Cantor's basic results as well as the constructions needed for contemporary mathematics.
