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1. Introduction
The spectral radius is one of the most important characteristics of a bounded operator, one that for many classes of
operator may be a question of independent interest. This issue is particularly intriguing in reference to weighted composition
operators and their ﬁnite sums. It turns out that the logarithm of the spectral radius (the spectral exponent) of these
operators convexly depends on the logarithms of their weights. Problems arise naturally relating to the Legendre–Fenchel
transforms of their spectral exponents (see for instance [4]). Our goal is to ﬁnd a variational principle that applies to
polynomials of weighted composition operators.
Firstly we recall some basic notions of the convex analysis. Let f be a functional on a real normed space L with the
values in the extended system of real numbers R¯ = [−∞,+∞]. The set D( f ) = {ϕ ∈ L: f (ϕ) < +∞} is called the effective
domain of the functional f . Let L∗ be the dual space to L. The functional f ∗ : L∗ → R¯ that is deﬁned on the dual space by
the equality
f ∗(μ) = sup
ϕ∈L
{
μ(ϕ) − f (ϕ)}= sup
ϕ∈D( f )
{
μ(ϕ) − f (ϕ)}, μ ∈ L∗,
is called the Legendre–Fenchel transform of the functional f (or the convex conjugate of f ). For a functional f ∗ the Legendre–
Fenchel transform is deﬁned as the functional on the initial space given by the similar formula:
f ∗∗(ϕ) = sup
μ∈L∗
{
μ(ϕ) − f ∗(μ)}, ϕ ∈ L.
Let us emphasize that the dual functional f ∗ is convex and lower semicontinuous with respect to the weak-∗ topology on
the dual space. Moreover, if f : L → (−∞,+∞] is not identically equal to +∞ and is convex and lower semicontinuous
then f ∗∗ = f (the Legendre–Fenchel transform is involutory).
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U. Ostaszewska, K. Zajkowski / J. Math. Anal. Appl. 361 (2010) 246–251 247Now we recall a general result obtained for the spectral radius of weighted composition operators. Let X be a Haus-
dorff compact space, α : X → X a continuous mapping, μ an α-invariant measure on X (i.e. μ ◦ α−1 = μ) and a : X → R
be a continuous function. Antonevich, Bakhtin and Lebedev constructed a functional τα , called T -entropy, on the set
of probability and α-invariant measures M1α such that for the spectral radius of the weighted composition operator
(aTα)u(x) = a(x)u(α(x)) acting in Lp-spaces the following variational principle holds
ln r(aTα) = max
ν∈M1α
{ ∫
X
ln |a|dν − τα(ν)
p
}
. (1)
The above result was announced in [1,2] and its proof is inserted in [3]. Therein one can ﬁnd more detailed history of the
spectral radius of weighted composition operator investigations.
For a positive a ∈ C(X), let ϕ = lna. The functional λ(ϕ) = ln r(eϕTα) possesses several properties, among others conti-
nuity and convexity on C(X) (see [3]). Formula (1) means that λ is the Legendre–Fenchel transform of the function ταp , i.e.
λ∗ = ταp and its effective domain D(λ∗) is contained in M1α .
In this paper we will study the variational principle for operators that can be written as polynomials of the weighted
composition operators
∑N
k=0 ak(eϕTα)k . We derive a relationship between the convex conjugate of ln r(
∑N
k=0 ak(eϕTα)k) and
T -entropy. This result allows us to formulate the variational principle for the spectral exponent of polynomials of weighted
composition operators.
2. Spectral exponent of the polynomials of weighted composition operators
As above let X be a Hausdorff compact space, α : X → X a continuous mapping, μ an α-invariant measure on X
and ϕ ∈ C(X). For a given complex polynomial w(z) = ∑Nk=0 akzk , we consider an operator of the form w(eϕTα) =∑N
k=0 ak(eϕTα)k acting on the space Lp(X,μ).
2.1. Upper estimate for the spectral exponent
For the spectral radius of
∑N
k=0 ak(eϕTα)k , since the operators ak(eϕTα)k (k = 0,1, . . .N) commute, the following in-
equality holds
r
(
N∑
k=0
ak(e
ϕTα)
k
)

N∑
k=0
r
(
ak
(
eϕTα
)k)= N∑
k=0
|ak|
(
r
(
eϕTα
))k
. (2)
This gives an upper estimate for the spectral exponent of the form
ln r
(
N∑
k=0
ak
(
eϕTα
)k) ln N∑
k=0
|ak|
(
r
(
eϕTα
))k
.
Let ck denote ln |ak|. We will consider the right-hand side of the above as a functional λ˜ depending on the function ϕ
and the vector c = (ck)Nk=0 ∈ RN+1, i.e.
λ˜(ϕ, c) = ln
N∑
k=0
eck
(
r
(
eϕTα
))k = ln N∑
k=0
eck+kλ(ϕ),
where λ(ϕ) = ln r(eϕTα).
Because the functional λ is convex and continuous on C(X), the functions gk(x) = ck + kx are linear on R and the
function f ((xk)Nk=0) = ln
∑N
k=0 exk is convex and continuous on RN+1, then λ˜ = f ((gk ◦ λ)Nk=0) is convex and continuous on
C(X) ×RN+1.
Theorem 2.1. For the functional λ˜ the following variational principle holds
λ˜(ϕ, c) = max
(ν¯,t)∈M
{ ∫
X
ϕ dν¯ +
N∑
k=0
cktk − λ˜∗(ν¯, t)
}
,
where
λ˜∗(ν¯, t) = 1
p
ν¯(X)τα
(
ν¯
ν¯(X)
)
+
N∑
k=0
tk ln tk
andM= {(ν¯, t): t = (tk)Nk=0 ∈ RN+1, tk  0,
∑N
k=0 tk = 1 and ν¯ is α-invariant such that ν¯(X) =
∑N
k=0 ktk}. When ν¯(X) = 0 then
λ˜∗ takes value zero.
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Lemma 2.2. (See for instance Example 11.12 in [5].) For a1, . . . ,an  0 and
∑n
i=1 ai > 0 then
ln
n∑
i=1
ai = max
t∈S
{
n∑
i=1
ti lnai −
n∑
i=1
ti ln ti
}
,
where S = {t = (ti)ni=1: ti  0 and
∑n
i=1 ti = 1}.
Applying this lemma to the functional λ˜ we get
λ˜(ϕ, c) = ln
N∑
k=0
eck+kλ(ϕ) = max
t∈S
{
λ(ϕ)
N∑
k=0
ktk +
N∑
k=0
tkck −
N∑
k=0
tk ln tk
}
.
Using (1) we obtain
λ˜(ϕ, c) = max
t∈S
{
max
ν∈M1α
{ ∫
X
ϕ dν − τα(ν)
p
} N∑
k=0
ktk +
N∑
k=0
tkck −
N∑
k=0
tk ln tk
}
= max
t∈S maxν∈M1α
{∫
X
ϕ d
[(
N∑
k=0
ktk
)
ν
]
+
N∑
k=0
cktk −
N∑
k=0
ktk
τα(ν)
p
−
N∑
k=0
tk ln tk
}
.
We denote now (
∑N
k=0 ktk)ν by ν¯ . Observe that ν¯(X) =
∑N
k=0 ktk and ν = ν¯ν¯(X) for ν¯(X) > 0. Hence we have
λ˜(ϕ, c) = max
(ν¯,t)∈M
{∫
X
ϕ d(ν¯) +
N∑
k=0
cktk − 1p ν¯(X)τα
(
ν¯
ν¯(X)
)
−
N∑
k=0
tk ln tk
}
, (3)
whereM= {(ν¯, t): ν¯ ∈ Mα, t ∈ S and ν¯(X) =∑Nk=0 ktk}.
When ν¯(X) =∑Nk=0 ktk = 0 then t0 = 1 and tk = 0 for k > 0. Using the Legendre–Fenchel transform we calculate the
value λ˜∗ at the point (0, (1,0, . . . ,0))
λ˜∗
(
0, (1,0, . . . ,0)
)= sup
(ϕ,c)∈C(X)×RN+1
{
c0 − ln
N∑
k=0
eck+kλ(ϕ)
}
.
Taking ϕ such that eϕ is arbitrarily close to zero in the uniform norm, λ(ϕ) may be an arbitrarily large negative number.
Thus for any c the inﬁmum of ln
∑N
k=0 eck+kλ(ϕ) equals ln ec0 = c0 and consequently
λ˜∗
(
0, (1,0, . . . ,0)
)= 0.
The expression
∑N
k=0 tk ln tk is convex and continuous on S . By convexity of τα for s ∈ [0,1] we get[
sν¯1(X) + (1− s)ν¯2(X)
]
τα
(
sν¯1 + (1− s)ν¯2
sν¯1(X) + (1− s)ν¯2(X)
)
= [sν¯1(X) + (1− s)ν¯2(X)]τα( sν¯1(X)
sν¯1(X) + (1− s)ν¯2(X) ·
ν¯1
ν¯1(X)
+ (1− s)ν¯2(X)
sν¯1(X) + (1− s)ν¯2(X) ·
ν¯2
ν¯2(X)
)
 sν¯1(X)τα
(
ν¯1
ν¯1(X)
)
+ (1− s)ν¯2(X)τα
(
ν¯2
ν¯2(X)
)
.
The functional τα is lower semicontinuous on M1α . By the above the expression
1
p ν¯(X)τα(
ν¯
ν¯(X) )+
∑N
k=0 tk ln tk is convex and
lower semicontinuous onM. By (3) and the involutory of the Legendre–Fenchel transform we get that
λ˜∗(ν¯, t) = 1
p
ν¯(X)τα
(
ν¯
ν¯(X)
)
+
N∑
k=0
tk ln tk. 
Let us emphasize that Theorem 2.1 gives the following spectral exponent upper estimate
ln r
(
w
(
eϕTα
))
 max
(ν¯,t)∈M
{ ∫
X
ϕ d(ν¯) +
N∑
k=0
cktk − 1p ν¯(X)τα
(
ν¯
ν¯(X)
)
−
N∑
k=0
tk ln tk
}
. (4)
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We show that for polynomials with positive coeﬃcients the expression on the right-hand side of (4) is also the lower
estimate for the spectral exponent of the operator w(eϕTα).
Theorem 2.3. For the polynomial w(z) =∑Nk=0 eck zk the following estimation holds
ln r
(
w
(
eϕTα
))
 max
(ν¯,t)∈M
{ ∫
X
ϕ d(ν¯) +
N∑
k=0
cktk − 1p ν¯(X)τα
(
ν¯
ν¯(X)
)
−
N∑
k=0
tk ln tk
}
.
Proof. We introduce notation
Skϕ := ϕ + ϕ ◦ α + · · · + ϕ ◦ αk−1, for k ∈ N and S0ϕ = 0.
Ordering the n-th power of w(eϕTα) with respect to increasing powers of Tα we get
(
w
(
eϕTα
))n = Nn∑
i=1
[ ∑
ik0,∑
ik=n,∑
kik=i
(
n
i0, . . . , iN
) N∏
k=0
aikk e
Siϕ
]
Tαi ,
where
( n
i0,...,iN
)= n!∏N
k=0 ik !
. Because the operator Tα is an example of a positive operator (it preserves the cone of nonnegative
functions) then we can write the following inequalities
(
w
(
eϕTα
))n  max
0iNn
∑
ik0,∑
ik=n,∑
kik=i
(
n
i0, . . . , iN
) N∏
k=0
aikk e
SiϕTαi
 max
0iNn
max
ik0,∑
ik=n,∑
kik=i
(
n
i0, . . . , iN
) N∏
k=0
aikk e
SiϕTαi .
The monotonicity of the norm implies
1
n
ln
∥∥(w(eϕTα))n∥∥ max
0 inN
max
ik0,∑ ik
n =1,∑
k
ik
n = in
(
1
n
ln
(
n
i0, . . . , iN
)
+
N∑
k=0
ik
n
lnak + in
1
i
ln
∥∥eSiϕTαi∥∥
)
.
Now for an arbitrary c ∈ [0,N] we choose the sequence (i(n, c))∞n=0 such that i(n, c) ∈ {0,1, . . . ,Nn} and | i(n,c)n − c| is
minimal. Notice that limn→∞ i(n,c)n = c. Obviously for every n ∈ N the following inequality is true
1
n
ln
∥∥(w(eϕTα))n∥∥ max
ik0,∑ ik
n =1,∑
k
ik
n = i(n,c)n
(
1
n
ln
(
n
i0, . . . , iN
)
+
N∑
k=0
ik
n
lnak + i(n, c)n
1
i(n, c)
ln
∥∥eSi(n,c)ϕTαi(n,c)∥∥
)
.
Moreover for arbitrary t = (tk)Nk=0 ∈ S satisfying condition
∑N
k=0 ktk = c we choose a sequence of vector (( ik(n,c,t)n )Nk=0)∞n=0
such that for every n the distance between ( ik(n,c,t)n )
N
k=0 and t = (tk)Nk=0 is minimal. In this way we obtain some lower
estimate
1
n
ln
∥∥(w(eϕTα))n∥∥

(
1
n
ln
(
n
i0(n, c, t), . . . , iN(n, c, t)
)
+
N∑
k=0
ik(n, c, t)
n
lnak + i(n, c)n
1
i(n, c)
ln
∥∥eSi(n,c)ϕTαi(n,c)∥∥
)
. (5)
Notice that limn→∞ ik(n,c,t) = tk for every k ∈ {0, . . . ,N}.n
250 U. Ostaszewska, K. Zajkowski / J. Math. Anal. Appl. 361 (2010) 246–251Lemma 2.4. If limn→∞( jkn )
N
k=0 = (tk)Nk=0 then
lim
n→∞
1
n
ln
(
n
j0, . . . , jN
)
= −
N∑
k=0
tk ln tk.
Proof. The term of the sequence we can rewrite as follows
1
n
ln
(
n
j0, . . . , jN
)
= 1
n
ln
n!
nn
j0!
n j0
· . . . · jN !
n jN
= 1
n
(
ln
n!
nn
−
N∑
k=0
ln
jk!
n jk
)
= 1
n
n∑
i=1
ln
i
n
−
N∑
k=0
1
n
jk∑
i=0
ln
i
n
.
Observe that if limn→∞ jkn = tk then 1n
∑ jk
i=0 ln
i
n is the Riemann sum of the function ln x on the interval [0, tk]. For this
reason
lim
n→n
1
n
jk∑
i=0
ln
i
n
=
tk∫
0
ln xdx = tk ln tk − tk.
Hence
lim
n→∞
1
n
ln
(
n
j0, . . . , jN
)
= −
N∑
k=0
tk ln tk.
Thus the proof of the lemma is complete. 
The second term
∑N
k=0
ik(n,c,t)
n lnak in (5) tends to
∑N
k=0 tk lnak when n → ∞. Consider now the third term
i(n, c)
n
1
i(n, c)
ln
∥∥eSi(n,c)ϕTαi(n,c)∥∥.
Notice that if i(n,c)n tends to c > 0 with n tending to the inﬁnity then i(n, c) also tends to the inﬁnity. By the variational
principle for weighted composition operators we obtain
lim
n→∞
i(n, c)
n
1
i(n, c)
ln
∥∥eSi(n,c)ϕTαi(n,c)∥∥= c ln r(eϕTα)= max
ν∈M1α
{ ∫
X
ϕ d(cν) − c τα(ν)
p
}
.
As n tends to inﬁnity, the left-hand side of (5) tends to ln r(w(eϕTα)) and by the above the right-hand side tends to the
following expression
−
N∑
k=0
tk ln tk +
N∑
k=0
tk lnak + max
ν∈M1α
{ ∫
X
ϕ d(cν) − c τα(ν)
p
}
.
Let Sc denote the set of elements t ∈ S satisfying ∑Nk=0 ktk = c. The arbitrariness of c ∈ (0,N] and t ∈ Sc implies
ln r
(
w
(
eϕTα
))
 max
c∈(0,N]
max
t∈Sc
{
−
N∑
k=0
tk ln tk +
N∑
k=0
tk lnak + max
ν∈M1α
{ ∫
X
ϕ d(cν) − c τα(ν)
p
}}
and consequently
ln r
(
w
(
eϕTα
))
 max
c∈(0,N]
max
t∈Sc
max
ν∈M1α
{
−
N∑
k=0
tk ln tk +
N∑
k=0
tk lnak +
{ ∫
X
ϕ d(cν) − c τα(ν)
p
}}
.
Taking cν = ν¯ we obtain the lower estimate for the spectral exponent
ln r
(
w
(
eϕTα
))
 max
(ν¯,t)∈M
{ ∫
X
ϕ d(ν¯) +
N∑
k=0
tk lnak −
N∑
k=0
tk ln tk − 1p ν¯(X)τα
(
ν¯
ν¯(X)
)}
.
The case c = 0 corresponding to ν¯(X) = 0 was considered in the proof of Theorem 2.1. 
U. Ostaszewska, K. Zajkowski / J. Math. Anal. Appl. 361 (2010) 246–251 251Because for the polynomials with positive coeﬃcients the upper and lower estimates obtained in Theorems 2.1 and 2.3
coincide then ln r(w(eϕTα)) = λ˜(ϕ, c) and we can formulate the following
Corollary 2.5. Let w(z) =∑Nk=0 eck zk. Thus the variational principle for the spectral exponent of w(eϕTα) has the form
ln r
(
w
(
eϕTα
))= max
(ν¯,t)∈M
{ ∫
X
ϕ d(ν¯) +
N∑
k=0
cktk − 1p ν¯(X)τα
(
ν¯
ν¯(X)
)
−
N∑
k=0
tk ln tk
}
, (6)
whereM= {(ν¯, t): t = (tk)Nk=0 ∈ RN+1, tk  0,
∑N
k=0 tk = 1 and ν¯ is an α-invariant measure such that ν¯(X) =
∑N
k=0 ktk}.
Remark 2.6. For polynomials with nonnegative coeﬃcients the above formula is valid. That is, if ak = 0 for some k, then
tk = 0 and the corresponding k-summands do not appear.
Remark 2.7. In conclusion, let us emphasize that by Theorems 2.1 and 2.3 for the polynomials with nonnegative coeﬃcients
in (2) the equality holds, i.e. r(w(eϕTα)) = w(r(eϕTα)), when the polynomial w possesses nonnegative coeﬃcients.
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