Introduction
Efficient cooling methods are required in modern gas turbine designs due to excessive high turbine inlet temperatures introduced by the demand of high specific power and high cycle efficiency. Although the high temperature capabilities of the applied materials were improved over the last years, the thermal and stress environment are beyond the limit alloys can presently achieve. In order to protect the turbine blades from melting, the blades need extensive cooling. Usually a combination of internal convective cooling and external film cooling is employed. The cooling designs of these parts have to be highly efficient because a larger cooling mass flow rate degrades the thermal efficiency of the thermodynamic cycle of the gas turbine. This is especially true for the application of film cooling where a protective film of cold air is spread around the blade and large cooling mass flows are required. Because of the importance of film cooling for turbine blade design, this subject has been studied extensively over the past 35 yr ͑Goldstein ͓1,2͔, Leontiev ͓3͔͒. Most of the studies concentrate on flat plate configurations with film injection through slots, cylindrical or shaped holes ͑Sinha et al. ͓4͔, Forth et al. ͓5͔͒ . When film cooling is considered on airfoil type flows ͑Ito et al. ͓6͔, Takeishi et al. ͓7͔, Drost ͓8͔͒ , numerical methods and correlations have been developed to predict the adiabatic film-cooling effectiveness and the increase in heat transfer coefficients. A large number of parameters influence the film cooling process such as cooling hole geometry, blowing and momentum flux ratio of the coolant and main stream turbulence effects. Several models can be found in literature ͑Crawford et al. ͓9͔, Weigand et al. ͓10͔, Garg ͓11͔͒ , albeit only for specific applications. In order to further develop the cooling schemes for gas turbine blades, high quality experimental data and the corresponding analytical and numerical methods are required.
Transient and steady-state heat transfer and film cooling effectiveness measurements using thermochromic liquid crystals ͑TLC͒ are very popular to obtain detailed full field surface information ͑Ireland et al. ͓12͔͒. For film cooling measurements several techniques have been applied to determine the film cooling performance ͑adiabatic film-cooling effectiveness and increase in film cooling heat transfer coefficients͒ either by two separate experiments, or by a number of transient experiments. Two separate steady-state experiments were performed by Lutum et al. ͓13͔ . The increase in heat transfer coefficient due to film cooling was measured using a heater foil, the coolant temperature and the free stream temperature being equal. The adiabatic film-cooling effectiveness was additionally measured by using an adiabatic wall and by blowing with a different coolant temperature than the free stream temperature. The heater foil covered the region before and after the injection holes with some unheated region around the holes. Regression analysis on multiple transient liquid crystal measurements using rapidly changing free stream temperature, generally performed by the rapid insertion of a preconditioned model or by using heater grids in the main flow, or various coolant temperatures were reported by Reiss ͓14͔ and Dui et al. ͓15͔ . Transient heater-foil techniques with liquid crystal thermography were applied for heat transfer investigations by von Wolfersdorf et al. ͓16͔ and Turnbull et al. ͓17͔. Since no film-cooling holes were considered, the full surface under investigation was covered with the heated layer. In case of film cooling, transient measurements using heater foils were applied for slots by Farmer et al. ͓18͔ and for a row of holes by Seager et al. ͓19͔, the heater-foil being then applied in the area behind the holes.
The aforementioned different heater-foil arrangements cause different thermal boundary conditions for the film cooling situation. Therefore, a new transient heater foil method was introduced by Vogel et al. ͓20͔, which is able to determine the film-cooling effectiveness and the heat transfer augmentation simultaneously even for nonuniform heat flux situations ͑e.g., film-cooling holes in the heater foil͒ using multiple transient experiments and regression analysis. The applicability of this method was shown for one film cooling experiments on a flat plate with cylindrical holes and two heater-configurations with longitudinal and transverse electrical current supply.
The objective of the present paper is to introduce a new transient heater foil method for liquid crystal experiments on film cooled surfaces. An analytical model and its numerical resolution are first derived. The experimental setup is then described as much as a measurement errors analysis. Furthermore, the present paper studies the influence of four different heater-foil configurations and therefore different thermal boundary conditions on the film cooling performance. This point is of major importance for the transfer of experimental data in literature to actual film cooling configurations in gas turbines.
Theoretical Investigation of the Measurement Technique
2.1 Model. Figure 1 gives an overview of the considered model. A coolant fluid is injected into the main flow of gas over a flat plate. The latter is covered by a thin heater foil. At tϭ0, the plate is suddenly exposed to a heat flux through the foil, causing a temperature change in the wall of the plate. The evolution of the temperature field in the plate is assumed to be one-dimensional and the heat diffusion conduction equation in the plate in the absence of heat sources can be written as
The heater-foil is supposed to be infinitely thin compared to ␦. Its effect is thus taken into account in the boundary conditions and not in the heat conduction equation itself. This same assumption allows the plate to be considered as homogenous. The initial condition (tϭ0) is given by
whereas the boundary condition at the plate surface (xϭ0) is obtained using an energy balance
where T aw (t) stands for the adiabatic wall temperature. This value can be replaced by the adiabatic film-cooling effectiveness, which is defined by
where T tg and T rg are determined using the flow conditions of the main stream of gas. Furthermore, it is assumed that the plate can be treated as half-infinite ͑Vogel et al. ͓21͔͒, i.e., the measurement time is so short that a heat pulse generated at the upper surface (xϭ0) will not reach the lower one (xϭ␦). This can be expressed by the condition
Solving Eq. ͑4͒ for T aw (t) and substituting it into Eq. ͑3͒ yields
Equation ͑1͒ can be solved analytically under the conditions given by Eqs. ͑2͒, ͑5͒, and ͑6͒ using the Laplace transform technique as described by Carslaw et al. ͓22͔. With T*(x, t) ϭT(x,t) ϪT 0 , the following transformed quantities are obtained:
where is an integration constant. In order to determine the latter, the following assumptions are made: at tϭ0 a step in the surface heat flux is generated by the heater-foil and at the same time, a coolant gas is injected at a constant blowing ratio and with a given temperature evolution in time as defined in the following:
The coolant temperature is a function of time since the cooling fluid is transferred from the plenum chamber to the test section, this transfer being accompanied by a heat loss. The temperature rise of the coolant is assumed to follow an expression as:
where a, b, c, and d are constants fitted to the experimental profile of T tc (t). The surface heat flux follows a step function:
where G stands for the known gain with respect to an unknown reference heat flux q. Under the assumptions of Eqs. ͑8͒ and ͑9͒, the system of Eq. ͑7͒ has the following solution:
The inverse Laplace transform of the foregoing expression evaluated at xϭ0 yields for the wall temperature distribution
where Transactions of the ASME
with ␤ 2 ϭ␣(h/k) 2 t bt and:
When considering the case of no film cooling ͑i.e., ϭ0) and a constant heat flux, the foregoing equations reduce to the expression given by von Wolfersdorf et al. ͓16͔.
Regression.
All parameters in Eq. ͑11͒ are assumed to be known a priori or measured except for h, , and q. These unknown quantities are determined below by a nonlinear leastsquare regression using the transient experimental data. The latter includes temperature-time data pairs which are given by the coating of narrow-band liquid crystals applied on the plate and can be written as (
where i indexes the Nу3 independent experiments such that
The foregoing holds locally since the value of q is inhomogeneous across the surface of the plate as it depends upon the influence of the cooling holes and upon the possible variation in thickness of the heater-foil. For Nϭ3, Eq. ͑14͒ yields exactly a solution triplet, if the latter exists. However, for NϾ3, the problem is overdefined and an optimal solution, if it exists, has to be sought. This solution should fit best all the N equations together, without necessarily satisfying each of them exactly. The foregoing problem thus reduces to minimizing the following error function:
where each component of a vector corresponds to a distinct experiment and where ʈx ជ ʈ 2 ϭ͗x ជ͉x ជ ͘, ͗.͉.͘ being the Euclidean scalar product for x ជ R N . The foregoing expression is minimal when:
which is a necessary but nonsufficient condition. In the context of Eq. ͑11͒, the above three-parameter optimization process may be reduced to a one-parameter one. For this, is expressed as a function of the two remaining unknowns as
Subsequently q is determined with respect to h as follows:
Equations ͑17͒ and ͑18͒ are inserted into Eq. ͑15͒, yielding an error function dependent solely upon h. This one-dimensional minimization may be done by classical methods of numerical analysis ͑Isaacson et al. ͓23͔͒ such as the bisection rule. Once the optimal value of h is determined, the remaining unknowns are computed using Eqs. ͑18͒ and ͑17͒, respectively.
Validation Experiments
3.1 Test Facility. Experiments are carried out in an open low speed wind tunnel with a square cross section of 100 mm ϫ100 mm and a total length of 1500 mm. In order to have good optical access and low thermal conductivity, the walls of the channel are made out of 15-mm-thick Perspex. The air flow is generated by two electrical fans mounted in serie followed by a settling chamber and a convergent nozzle as represented in Fig. 2 .
The flat plate test section is mounted into the bottom wall of the channel at 10 hydraulic diameters from the square channel inlet.
The test section, 250 mm in length and a wall thickness of ␦ ϭ25 mm, covers the complete width of the channel ͑100 mm͒. At the start of the test plate a small step is installed in order to guarantee a turbulent boundary layer of the main gas flow on the test section. The latter consists of a flat plate film-cooled by a row of five cylindrical holes of Dϭ5eϪ3 m diameter. This row of holes is located at 20 hole diameters from the end of the plate. The five holes are centered in the transversal ͑span-wise͒ direction of the squared channel with a pitch of P/Dϭ3.5. The axis of the holes is aligned to the channel flow direction with an exit angle of 30°to the surface of the flat plate. The ratio between the length of the hole
The plenum chamber, containing the coolant and allowing its injection into the test section, is fixed to the bottom part of the test section. Coolant is supplied to the plenum chamber by an orifice located on the lateral right-hand side relative to the main flow direction in the channel. The coolant blowing ratio is adjusted and measured by a graduated glass flow meter. The temperature of the coolant is adjusted by an electrical heater tube mounted downstream of the glass flow meter. A by-pass vane mounted at the exit of the heater tube allows the preconditioning of the coolant flow before its injection into the plenum chamber where a thermocouple measures the coolant temperature during the experiments.
A nickel-chrome heater-foil of 20 m thickness is glued onto the upper surface of the test section. The foil is connected to an electrical power supply through copper cables and bus bars. Thermocouples mounted slightly under the upper surface of the plate ͑for the sake of electrical insulation with the heater foil͒ and on its lower surface are used to monitor the homogeneity of the initial surface temperature and to verify the half infinite model assumption.
A black coating layer ͑Hallcrest BB-G1͒ followed by a thermochromic narrow band liquid crystals layer ͑Hallcrest BM/ R36C1W͒ and a varnish protection layer ͑Hallcrest AQB-2͒ are applied on the heater foil. A thermocouple mounted ͑with a 3M Kapton tape͒ on top of these layers is used for the huetemperature calibration of the liquid crystals. Cold light sources directed by optical fibers are used for the illumination of the test section. Hue value variations on the surface are recorded during the transient experiment by a 25 Hz color CCD camera mounted perpendicular to the test section and viewing through the upper channel wall. At any position on the plate, the time t LC needed from the beginning of the transient experiment to reach a specific surface temperature T LC is obtained by performing a data reduction of the hue video sequence ͑Vogel et al. ͓24͔͒. An LED, mounted close to the test section and used to determine the beginning of the transient experiment on the video sequences, is triggered by the activation of the power supply connected to the heater-foil. The same trigger signal is also used to activate the bypass vane, hence synchronizing the coolant flow injection with the surface heat flux generation.
Test Cases for Validation.
Experiments are performed in the above wind tunnel with an exit flow velocity of about U g ϭ22 m/s and a total gas temperature of about T tg ϭ296 K. Air is used as coolant and the film-cooling blowing ratio is set to BR ϭ0.3. The initial temperature of the test section is in the same range as the total gas temperature and a specific hue value of the narrow-band liquid crystals is calibrated for T LC ϭ309.2 K. The coolant is preconditioned with temperatures varying from 298 to 323 K. The variable amount of heat flux applied during the N transient experiments is chosen in order to have a time event detection neither too short (t LC Ͼ2 s) because of the rapid evolution of T w at the beginning of the transient test, nor too long (t LC Ͻ1200 s) in order to respect the half-infinite assumption. Numerical simulations of the temporal evolution of T w were performed in order to assess the range of t LC for the experiments. For every flat plate configuration, a total of nine experiments (N ϭ9) are performed, consisting of three different heat flux ratios combined with three different coolant temperature preconditioning. Four different heater-foil configurations as shown in Fig. 3 are investigated.
Case 1: Longitudinal Electrical Current. One pair of bus bars is connected perpendicular to the flow direction forcing a global Transactions of the ASME longitudinal electrical current in the foil. This configuration generates a nonhomogeneous heat flux distribution with higher values in between the holes as a consequence of the reduced conductible surface ͑conservation of electric charge͒.
Case 2: Transversal Electrical Current. One pair of bus bars is connected parallel to the flow direction forcing a global transversal electrical current in the foil. This configuration also generates a nonhomogeneous heat flux distribution with lower values in between the holes. Since the measurement technique proposed in this paper is developed for heater-foil experiments with an unknown surface heat flux distribution q, the first two cases provide a good illustration of its usefulness and general applicability, while the last two cases allow to determine the influence of the heater foil on the filmcooling measurements.
Measurement Errors
The approach used here for the measurement error analysis is similar to the one described by Kline et al. ͓25͔ . The values h, and q are obtained from a regression analysis as described previously and have accordingly the dependencies ͑Eqs. ͑15͒, ͑17͒, and ͑18͒͒ as
In the following, the absolute error ⌬x j of the foregoing variables is considered identical across the different experiments. The following absolute errors can then be computed:
A centered scheme is used to approximate the foregoing partial derivatives as
where x j , jϭ1 . . . J, are the variables of a function f. The discretization step of the numerical scheme for a given variable is assumed to be identical to the absolute error of this variable and the following is then obtained:
Subsequently, the errors for q and become
A relative error of 1% on the heat flux ratio G is considered. For every temperature measurement, an absolute error of 0.1 K is taken into account. The time detection of the transient liquid crystal signal is based on an absolute error of 0.04 s corresponding to one frame of the video sequence. The error analysis is then based upon a total of nine tests resulting from a combination of three typical coolant gas variations T tc combined with three typical heat flux ratios G.
For the representative result (hϭ100 W/m 2 K Ϫ1 , ϭ0.15, and qϭ1500 W/m 2 ) of the four experimental cases introduced previously, this leads to a maximum relative error of Ͻ15% on h, of Ͻ3% on and of Ͻ5% on q. For these conditions, an error analysis on the number of experiments taken into account for the regression shows that there may be an optimum number of coolant gas variations ͑Fig. 4͒. In all cases the errors decrease with an increasing number of experiments, albeit to different levels depending on the number of coolant gas variations used. The optimum appears to be for nine experiments issued from a combination of three different coolant gas variations with three different heat flux ratios. This combination of experiments is used for the four test cases presented in this paper.
In addition to the measurement errors, the initial temperature, the liquid crystal temperature, the coolant gas preconditioning levels, and the applied heat fluxes have to be chosen in accordance with the expected values of h, , and q. This may be assessed using numerical simulations of the temporal evolution of T w in order to have acceptable t LC values during the experiments. Indeed, a too-fast transient liquid crystal signal leads to higher errors due to a limited time resolution for t LC , and a too-slow transient signals leads also to higher errors as the half-infinite model assumption is no longer satisfied.
Results and Discussion
The results shown in the present chapter focus on the effect of different wall boundary conditions ͑see Fig. 3͒ on the film cooling performance on a flat plate. It can be seen that for cases 1 and 2, the heat flux distribution at the wall and therefore the wall boundary condition for the film cooling process is different. This is caused by the different connection of the power supply to the heater foil.
The reference heat flux q obtained by the regression is presented in its non-dimensional form q/q in Fig. 5 . The effective surface heat flux generation applied during each experiment i is then the product of q by its gain factor G i . For case 1, the local surface heat flux tends to increase in between the holes and decreases in the longitudinal prolongation of the holes. The opposite is true for case 2 where the local surface heat flux is low or close to zero in between the holes and increases in their longitudinal prolongation. This corresponds to the expected result when considering the local surface resistance of the foil and the path of the electrical current. The surface heat flux distributions in these two cases have been compared to numerical simulations done using a method described by Wiedner et al. ͓26͔ . It is only based on the heater-foil geometry with constant boundary conditions applied on Transactions of the ASME the bus bars location in order to simulate the electrical current. The resulting simulated heat flux distribution values are also shown in Fig. 5 and present excellent agreement with the experimental values. Hence, they validate the regression approach of multiple transient heater-foil experiments and the development of the new measurement technique described in the foregoing regarding the heat flux determination. Notice that with this measurement technique, the heat flux losses ͑electrical wiring, lateral conduction͒ are automatically accounted for without an explicit knowledge of them. These losses have been determined by assessing the difference between the power given by the power supply and the surface heat yielding a difference of ϳ25%. About 15% are due to the electrical wiring and 10% to lateral conduction effects. Figure 6 shows the spatial distribution of the heat transfer coefficient and the film-cooling effectiveness for the four heater foil configurations. Additionally the figure shows the heat transfer coefficient ratio h/h 0 , where the reference heat transfer coefficient h 0 is based on the value without blowing. If one focuses on the distribution of the heat transfer coefficients, one might see changes in the heat transfer distribution because of the changed thermal boundary conditions between the individual cases. If the near hole region is not taken into account ͑as there might be some heat conduction effects for Ϫ2Ͻz/DϽ1), the difference between the heat transfer coefficients of case 1 and case 2 is quite small and can be generally neglected. This can be explained by the fact that the only difference for these two configurations is the different application of the power supply in order to produce the surface heat flux distribution, yielding a slight change in the thermal boundary layer. However, both configurations lead to the same starting point of the thermal boundary layer. Therefore, the total difference in heat transfer coefficient for a turbulent flowing fluid with a Prandtl number of around one ͑air͒ should not be too large. In contrast to these two cases, bigger differences in the heat transfer coefficients can be seen by comparing case 1 with case 3 or case 4. In case 4, the start of the thermal boundary layer is delayed to after the film cooling holes. This results in much higher heat transfer coefficients after the row of holes than in case 1. In case 3, the area between the film-cooling holes is not heated. Also this configuration shows differences in the heat transfer coefficient compared to case 1, the differences being mainly restricted to a near-hole area of about two to four hole diameters. This can be explained by the fact that the disruption in heat flux from the surface to the flow changes only locally the thermal boundary layer thickness for case 3. By relating the heat transfer coefficient to its value without blowing, it seems that smaller differences are present between the individual cases, the biggest differences appearing again between case 4 and the other cases. Focusing finally on the distribution of the adiabatic film-cooling effectiveness, one sees that only very small differences between the individual cases can be observed.
For nearly all design work for film-cooled gas turbine blades, laterally averaged values of the heat transfer coefficients and the film cooling effectiveness play a very important role. Therefore, the results have been laterally averaged for the rectangular area shown in the individual plots of Fig. 6 , the results being displayed in Fig. 7 . If one focuses on the distribution of the heat transfer coefficients, it is obvious that the heat transfer coefficients from case 4 show the largest deviation to all other cases. For the latter, the change in thermal boundary conditions on the heat transfer coefficients might be neglected. This is an important outcome of the present study, because there are several film-cooling studies known in literature which have used wall boundary conditions similar to case 3. However, the results for the heat transfer coefficients for case 4 show that care has to be taken in selecting appropriate thermal wall boundary conditions for film-cooling experiments. On the other hand, the lateral film-cooling effectiveness values show quite a good agreement for all different wall boundary conditions. Additionally, Fig. 7 shows for the film cooling effectiveness also values from a correlation given by Baldauf et al. ͓27͔ based on a large set of experimental data. As can be 
Conclusions
The present paper introduces a novel method for determining the heat transfer coefficient and film-cooling effectiveness. This method is based on the liquid crystal technique applied on a heater-foil with film-cooling holes. The method does not need to take into account the surface heat flux distribution and is therefore independent from the power supply configuration and other factors like the variations in thickness and resistance of the heater foil.
In the present paper four different heater-foil configurations have been considered in order to study the influence of the thermal wall boundary conditions on the heat transfer performance of a film-cooled plate. It has been shown that care has to be taken when doing film-cooling experiments since there is a noticeable influence of the thermal wall boundary conditions on the heat transfer coefficients. The present method has been validated against data taken from literature and good agreement has been found. c ϭ for coolant gas g ϭ for main gas LC ϭ liquid crystals rg ϭ main gas recovery condition tc ϭ coolant gas total conditions tg ϭ main gas total conditions w ϭ wall (xϭ0) Abbreviations CCD ϭ charge-coupled device LED ϭ light emitting diode 
