ABSTRACT Recently, avionics systems have evolved into a time and space partitioning (TSP)-based integrated modular avionics (IMA) structure for integration into a single system from a variety of existing independently configured federated systems. The TSP-based IMA architecture is suitable for solving size, weight, and power problems in avionics systems. Partitioning real-time operating systems (RTOSs) to support TSP-based IMA have been researched, and the international aviation industry has established the ARINC 653 standard for a partitioning RTOS. The ARINC 653 standard has defined the health monitoring (HM) function for debugging. However, the HM of the ARINC 653 standard does not support monitoring and debugging functions, such as snapshot, cycle, and, redundancy monitor, which makes the system development hard. To this end, the purpose of this paper is to introduce a monitoring framework that supports high reliability and stability for RTOS and application software based on TSP structure used in avionics systems. The proposed monitoring framework is designed for Qplus-AIR, an RTOS based on the TSP structure that conforms to the ARINC 653 for aircraft systems. It is also applicable to other RTOSs based on TSP structure that does not conform to ARINC 653. It supports monitoring functions, such as snapshot, trigger, and cycle as well as various debugging functions. It also supports debugging and monitoring operations under the redundancy of avionics systems, and minimizes the intrusive effect, which is a disadvantage of the software-based debugging approach. These functionalities enable avionics system developers to monitor and measure the performance of TSP structure-based RTOS and application software in flight control system for unmanned aerial vehicles. Our evaluation results show that the proposed monitoring framework is suitable for monitoring and debugging of RTOS and application software based on TSP structure.
I. INTRODUCTION
An aircraft avionics is composed of various electronic control devices such as Flight Control, Mission Control, and Cockpit Display. The fly-by-wire technology, which transfers control signal to electrical signal rather than mechanical connection, has become commonplace, and more aircraft functions are being implemented as electronic avionics systems.
Traditionally, an avionics system is a federated system of electronic devices each of which runs independently with each processor. However, as the information processing tasks of the avionics systems have increased and become more complicated, the power and weight of the avionics systems have increased and they have faced the space limitations [1] - [3] .
Fortunately, performance enhancement of the processor enables multiple functions to be performed simultaneously in one computing system. With the ability to integrate multiple functions into a single computing environment, Integrated Modular Avionics (IMA) systems have been created to address the Size, Weight, and Power issues while maintaining the safety of avionics systems. A variety of aircrafts, including the Airbus A380, Boeing 787, F-22, and F-35, have been developed based on the IMA structure. IMA system is a real-time computer network system consisting of subsystems that perform distinct functions of the aircraft [4] . As shown in Fig. 1 , the IMA system can integrate multiple subsystems of a traditional federated system into a single computing system, improving the Size, Weight, and Power consumption (SWaP) of the system. However, if a problem arises in one application subsystem, the entire system may be in failure, which may cause a problem with the safety of the system. To solve this drawback, there is a need for a real-time operating system capable of ensuring independence between several applications. Therefore, realtime operating systems (RTOSs) based on the Time and Space Partitioning (TSP) structure have been developed for avionics systems [5] - [16] . Also, TSP-based RTOSs have been proposed in aerospace systems which need to shrink SWaP issues and emphasize the system stability [17] - [23] .
RTOSs based on the TSP structure partition space and time where each application is executed, thereby preventing errors of one application from affecting other applications. The partitioning RTOS applied to IMA systems has been researched extensively not only for partitioning time and space resources, but also for partitioning resources such as networking, I/O, multi-core CPU, cache and so on.
The academy and industry related to the avionics system defined ARINC standards related to IMA systems. ARINC 651 provides the design guidance for IMA. ARINC 629, ARINC 664, and ARINC 659 are the network or data bus standards. ARINC 650 specifies the packaging details for IMA. And ARINC 653 specifies the standard interface between an RTOS and applications based on the TSP structure for the avionics system [24] . There are several works on the partitioning RTOS for IMA as well as ARINC 653. But this paper focuses on ARINC 653 which is standardized and used in industry. The partitioning RTOSs for avionics systems conforming to the ARINC 653 are VxWorks-653 [25] from Wind River Systems, INTEGRITY-178B [26] from Green Hills Software, Inc., and Qplus-AIR [27] 
from Electronics and Telecommunications Research Institute of Korea (ETRI).
A variety of debugging methods have been proposed and standardized to ensure the safety of the system. The In-Circuit Emulator (ICE), a hardware-based debugging approach using Joint Test Action Group (JTAG) technology known as IEEE 1149.1, provides various debugging functions, but the reusability of ICE equipment is low if the target system for debugging is changed. The IEEE-ISTO 5001 (NEXUS 5001) is an industry standard established to provide an on-chip debug interface having the data transmission functionalities [28] - [30] . However, there are many processors which do not support the NEXUS 5001 standard. In [31] , an additional debugging hardware have been designed and implemented to perform the debugging functionality. However, there are disadvantages for the external hardware-based approach. The debugging hardware has high dependency on the target system so that its reusability is limited, and if the target system operates in higher clock cycles, the (relatively slower) external hardware may not catch high-speed signals used for the debugging.
On the other hand, the software-based debugging approach can have better reusability and the debugging software module operates in the same clock cycles. Nevertheless, a debugging software module has a disadvantage in that it causes an intrusive effect, which means that the execution of the debugging module affects the normal operation of the target system. In the remote debugging environment of GDB (GNU Debugger), the gdbserver which performs debugging on target system, cannot be applied to a TSP-based RTOS. ARINC 653 defines the HM (Health Monitoring) function for debugging. The HM monitors and reports the faults of RTOS and applications to prevent a total system failure by blocking faults. However, the HM does not support monitoring and debugging functions for the safety of avionics systems such as snapshot, cycle, trigger, and redundancy monitor. Therefore, there is a need for a monitoring framework that can be applied to TSP-based RTOS, minimize an intrusive effect, and provide monitoring and debugging functions for the safety of avionics systems.
In this paper, we propose a software-based monitoring framework to ensure the high reliability and stability of the system software and the applications for the avionics system. The monitoring framework includes the monitoring functionalities not specified in HM of the ARINC 653 standard and aims to monitor and debug the system software and the application software based on the TSP structure. It supports an RTOS (Qplus-AIR) conforming to ARINC 653, and is also applicable to other RTOSs based on TSP structure that does not conform to ARINC 653. In the monitoring framework, the TSP structure-based RTOS has a monitoring partition, which prevents monitoring operations from affecting the operations of avionics system such as flight control, mission control, and communication. Therefore, the monitoring framework can minimize the intrusive effect, which is a disadvantage of the software-based debugging approach.
In addition, since the monitoring framework is a software rather than a hardware, it simplifies the entire monitoring environment and makes it easy to apply the monitoring framework to a new target system.
On the other hand, many avionics systems including our target system are designed as redundant systems to ensure the availability of operation. Therefore, the monitoring framework should work properly under the complex operations of the redundant system. Our novel monitoring framework supports debugging and monitoring functionalities under the redundancy of avionics systems.
A brief description of the contents in the next sections of this paper is as follows. Section II shows the relationship between the Qplus-AIR and the monitoring framework. The Qplus-AIR is an RTOS supported by the framework proposed in this paper. Section III explains the structure and detailed modules of the framework and describes the functions provided by the framework. Section IV describes the specific operation flow of the framework. In Section V, using the monitoring functions of the framework, we evaluate the performance of Qplus-AIR based on the TSP structure ported to the flight control system. Section VI concludes this paper.
II. QPLUS-AIR BASED ON TSP STRUCTURE
Qplus-AIR is an RTOS of the flight control system for UAVs used to evaluate the proposed monitoring framework [32] . Qplus-AIR is based on TSP architecture for safetycritical embedded systems such as avionics systems. It is a DO-178B Level A certifiable operating system and provides APEX interface and POSIX interface that complies with ARINC 653 specification. Qplus-AIR is composed of Qplus-653 which is its operating system kernel, and Qplus-EXT which consists of BSP, device driver, network stack, and debug server. The relationship between Qplus-AIR's detailed modules and the proposed monitoring framework's modules is shown in Fig. 2 .
Qplus-AIR provides ARINC 653 basic functions such as partition management to create and manage partitions, communication between partitions, scheduling of processes in partition, inter-process communication and health monitoring for handling system errors. In addition, Shared IO Region (SIOR) for data communication between applications and Channel Synchronization function for time synchronization between multiple channels are supported.
ARINC 653 defines APEX (APplication/EXecutive), which is the interface between operating system and application software of avionics system, and has a TSP structure based on partitions to prevent error transition between application software. Partitions are separated in time/space and do not affect each other. The partitions are scheduled by RTOS configuration and are repeatedly executed at a predetermined time interval to ensure time independence. In addition, the partition is made to have a space independence by preventing a predetermined memory area from being deviated from each partition.
Inter-partition communication consists of one-to-many (1:N) exchange of fixed-length messages to exchange data between the partitions without compromising the temporal/spatial independence of the partitions. For partition-topartition communication, the Qplus-AIR kernel supports a queuing port in which messages are stored in a buffer and treated as a FIFO, and a sampling port for storing only recent messages. A more detailed description of Qplus-AIR is in [27] .
III. MONITORING FRAMEWORK A. MONITORING FRAMEWORK STRUCTURE
The overall operation flow of the functions provided by the monitoring framework is as follows. In the target system, specific software is being executed on an RTOS kernel (Qplus-AIR) based on a TSP structure, and a monitoring request command for the specific software is received from a monitoring system such as an external ITS (Integrated Test System). The monitoring framework suspends software execution of the target system, executes a monitoring request command such as a function of reading the contents of the memory according to a request command or writing a specific value to a memory location, and then continues to operate the system. External requests are delivered as TCP segments, and the contents of the TCP segments are checked to identify the monitoring request contents and monitoring functions are performed. Thus, the monitoring framework takes the form of a server/client structure. The definition of the command is predefined between the server and the client so that the monitoring framework of the server system can interpret the monitoring information contained in the payload of the TCP segment. Fig. 3 depicts the elements that make up the monitoring framework and their relationships. In the monitoring framework with a server/client structure, a monitoring request software is required to request monitoring from the client system and to view monitoring result information received from the server. The server system, which is the monitoring target system, consists of three components for performing the monitoring functions as below and two components for communicating with the monitoring request software in the client system. • Monitoring Event Handler (ME): An event handling module when an event such as breakpoint occurs
• Network Driver (ND): A driver module for supporting the ethernet or the serial connection between the monitoring server system and the monitoring client system
• Network Agent (NA): A module that transmits/receives monitoring communication information between ND and MA The monitoring agent interprets the monitoring request information received from the external monitoring client system, finds monitoring functions such as snapshots or triggers required by the monitoring client system, and calls the monitoring related system calls implemented in the monitoring management module. Then, it receives the monitoring response information from the monitoring management module existing in the kernel and transmits it to the external monitoring client system through the network modules (NA, ND).
The monitoring event handler and the monitoring management module exist as part of the kernel in the RTOS (Qplus-AIR) based on the ARINC 653 standard, as shown in Fig. 3 . The monitoring event handler processes monitoring related events, and the monitoring management module performs the monitoring functions requested by the monitoring client system according to the system call of the monitoring agent and sends the resultant value to the monitoring agent.
Since Qplus-AIR is implemented as a partition-oriented operating system, the application software running on any partition cannot access memory on other partitions. Therefore, if a monitoring function such as a snapshot or a trigger is executed in the partition area, the monitoring function cannot be performed properly because the memory area of the application software existing in another partition cannot be accessed by the monitoring function. Therefore, some functions of monitoring framework as a module called monitoring management module are included in kernel part of Qplus-AIR to access memory of all partitions to perform monitoring properly.
B. FUNCTIONAL REQUIREMENTS FOR MONITORING FRAMEWORK
The monitoring framework is composed of a server/client structure. The monitoring client system means a system that requests monitoring functions, and the monitoring server system is a system that performs actual monitoring functions. The connection between the monitoring client system and the monitoring server system uses the TCP/IP protocol. That is, the monitoring client system transmits the monitoring request to the monitoring server system using the TCP/IP protocol. The monitoring server system performs and responds to monitoring requests received from the monitoring client system. The monitoring framework provides the basic functions for a debugging such as memory read/write function, register read/write function, breakpoint function, and execution flow control function. Also it provides snapshot function, trigger function, cycle function, and redundancy monitor function which are monitoring functions for ensuring the high safety of avionics system.
The breakpoint function is used to configure the breakpoint at the memory location requested from the external client system to read the memory value of the target board and to write the value to the memory, and release it when not needed. The trigger function is a function to perform a predefined action according to the conditional expression requested by the external client system after the breakpoint is configured and executed. The breakpoint and trigger functions are implemented using the Instruction Address Breakpoint Register (IABR) and Data Address Breakpoint Register (DABR) for the Freescale MPC8349E microcontroller unit (MCU).
The execution flow control function means a step-bystep execution for source code at the configured position of the breakpoint to monitor the step-by-step execution state of the software executed on the target board. The memory read/write function and the register read/write function are functions to read and write the values by accessing the memory and registers of the target board.
The snapshot function is a function that dumps the values of certain variables in the memory contents of the system software and the application software on the target board. The cycle function is a function that repeatedly writes a specified value to a predefined memory address as an event such as a timer event occurs repeatedly. For example, whenever a timer event occurs for a variable in the application software, it performs a function of periodically increasing the value of the variable by one.
The redundancy of monitoring framework means supporting the redundant operation of monitoring and debugging functions in software for avionics system to ensure high safety of the redundant system. The redundancy monitor function provides a method for synchronizing the monitoring and debugging in the respective systems constituting the redundant system. Through the synchronization method of the redundant system, it is possible to determine whether each system constituting the redundant system is synchronized or has an error.
In the design of the monitoring framework proposed in this paper, we assume that the following functional requirements should be met to ensure high safety in system software and application software in aircraft systems.
• Breakpoint function -Ability to set a breakpoint at arbitrary position of execution program -Ability to configure two or more multi-breakpoint -Ability to execute/release (cancel) a breakpoint
• Trigger function -Ability to configure/execute/release predefined action according to predefined conditional expression after the breakpoint is configured and executed
• Execution flow control function -Ability to configure/run/release to control process execution flow of a specific application partition (Single Step)
• Snapshot configuration and release function -Ability to configure snapshots to the software variables on the target board to take the snapshot -Ability to stop or release snapshot -Ability to check the current snapshot status
• Snapshot read and write function -Ability to read memory values for variables configured as snapshot -Ability to write the content of a variable to a given value for a variable configured as a snapshot -Ability to check the time at which the snapshot was taken
• Snapshot repeat function -Ability to read or write repeatedly by setting the number of snapshot for the variables configured as snapshot when the snapshot is read from or written to the memory of the target variables of the snapshot
• Cycle function -Ability to configure/cancel event handling function for cycle processing -Ability to write data defined in specific memory according to event
• Memory read and write function -Ability to read a memory value of a certain size from a specific address position after the system is paused by setting a breakpoint on the target board -Ability to write specified data value to memory at a certain address position after the system is paused by setting breakpoint on target board
• Register read and write function -Ability to read the value of a specific register after the system is paused by the breakpoint setting on the target board -Ability to write the specified value to a specific register after the system is paused by the breakpoint setting on the target board
• Redundancy monitor function -Ability for redundant system (Multi-target system) support of monitoring client software -Ability for monitoring synchronization between master target system and slave target system
C. DEBUGGING DIFFERENTIATION OF MONITORING FRAMEWORK
In the embedded system, the debugging is divided into the software-based debugging approach and hardware-based debugging approach. The software-based debugging, such as GDB, is mainly used for remote debugging using a serial port or Ethernet. The hardware-based debugging is performed through ICE equipment using JTAG port. The debugging using GDB, a software-based debugging approach, is performed by using GDB remote debugging protocol to connect GDB of the host computer and gdbserver which performs the debugging in the target system. The remote debugging of GDB is the same server/client structure as the monitoring framework in this paper. However, it is difficult to apply gdbserver to TSP-based RTOS and it does not provide snapshot, cycle, trigger and redundancy monitor functions supported by the monitoring framework.
As shown in Fig. 2 , Qplus-AIR has the Health Monitor component that complies with HM requirements of ARINC 653. As a software-based debugging approach, HM monitors, reports, and processes errors in hardware, operating system and application software. HM divides errors into module level, partition level, and process level, isolates errors, and prevents the spread of errors. HM and monitoring framework differ in their debugging functionality and debugging methodology. HM monitors and processes errors such as deadline miss, application errors, stack overflow, memory violation, and configuration errors that are preconfigured. The monitoring framework monitors the occurrence of errors through snapshot, cycle, trigger and redundancy monitor functions in the HILS (Hardware In-The-Loop Simulation) environment of the server/client structure Industry developers debug embedded systems using ICE, such as trace32 from Lauterbach GmbH, a hardware-based debugging approach. ICE uses JTAG debugging technology, also known as IEEE 1149.1, and provides debugging functions such as memory read/write, register read/write, breakpoints, and source level debugging. However, the hardware-based debugging approach such as ICE has the disadvantage that it depends on the target system. On the other hand, the software-based debugging method is easy to reuse even if the target system is changed. ICE also does not provide debugging functions provided by monitoring framework such as snapshot, cycles and redundancy monitor.
The monitoring framework proposed in this paper is a software-based debugging approach with high reusability and is designed to be suitable for RTOS based on TSP structure. It has monitoring partition for monitoring and debugging, which can minimize the intrusive effect, which is a disadvantage of software-based debugging approach. The monitoring framework provides snapshot, cycle, trigger, and redundancy monitor functions, which are debugging features that can further improve the safety of the avionics system, as well as breakpoint, memory read/write, register read/write.
IV. MONITORING FRAMEWORK OPERATION PROCESS
This section describes the main functions of the monitoring framework: breakpoint, trigger, snapshot, and cycle.
The monitoring framework operates on the system based on the server/client structure. Here, the server is a target system composed of a real-time operating system based on the TSP structure and modules performing monitoring functions and the client is a system having software for instructing monitoring commands and viewing the results.
The operation flow between the monitoring modules in the monitoring framework is as follows.
The external client monitoring software sends an instruction to the target system to request monitoring function in the form of TCP segment through Ethernet or serial. ND and NA of the target system receive the segment from the external client software, and the monitoring command information contained in the segment is transmitted to the MA. The MA interprets the command information, finds out which of the detailed functions of monitoring is requested by the external client software, and transmits the detailed function to the MM using the system call so that the MM performs the function. The MM performs the monitoring detailed function command received from the MA and transfers the result to the MA. The MA that receives the result value sends the result to NA, and the NA and ND form a packet composed of the result value and transmit it to the external client software.
The Freescale's MPC8349E, Freescale's MCU of the target system applied in this paper, is equipped with the e300 core. The e300 core provides hardware breakpoints by providing two Instruction Address Breakpoint Registers (IABRs) and two Data Address Breakpoint Registers (DABRs).
Breakpoint types consist of Instruction Breakpoint and Data Breakpoint. In the following, the processing of Instruction Breakpoint function using IABR will be explained, and the process of Trigger function will be explained, which is Data Breakpoint function using DABR. Then we describe the process for snapshot, cycle, and redundancy. 
A. BREAKPOINT FUNCTION OPERATION PROCESS
The operation process of the breakpoint function among the functions provided by the monitoring framework is shown in Fig. 4 . The operation of the breakpoint function can be simplified as follows. When the monitoring client software designates a breakpoint, the monitoring server mounted on the monitoring target system receives it and designates the breakpoint. Then, when the program counter (PC) reaches the breakpoint address later, the monitoring target system stops the entire execution and executes the action to be performed at the breakpoint address.
The operation process of the breakpoint function consists of the steps of 1) initialization, 2) configuration, and 3) execution of the breakpoint function, as shown in Fig. 4 . As the first step, the initialization step is performed, which is either included in the initialization routine of the kernel or added to the initialization routine of the monitoring target system. The next step is to configure a breakpoint, which is initiated at the request of the monitoring client system. When the monitoring client software passes the breakpoint address value and which IABR to be used to the monitoring server system, the MA receives this information and transfers it to the MM using the system call. Next, the MM sets the breakpoint address value given to IABR1 [CEA] 
B. TRIGGER FUNCTION OPERATION PROCESS
The operation of the trigger function is almost the same as that of the breakpoint function except that it uses DABR and DBCR[DABRSTAT] instead of IABR and IBCR [IABRSTAT] . The operation procedure of the trigger function provided by the monitoring framework is as follows. The monitoring client software sends the trigger configuration values to the monitoring server along with a target data address, a value that the data value should have, or a conditional expression indicating a range of values. Next, the monitoring framework installed on the target receives it and sets the trigger. When the corresponding data address is read or written by the CPU, the value of the data at the data address at this time is discriminated by the conditional expression, and if the conditional expression is satisfied, the action configured with the trigger is performed. . 5 shows the initialization, configuration, and execution flow of the Trigger. The initialization step of the trigger is performed in the initialization part of the kernel or in the entire initialization part of the monitoring system. The triggering operation applied in this paper does not use the range condition using DABR1 and DABR2, so DBCR is set to all 0.
The next step is to configure the Trigger, which starts as the Trigger is configured by the monitoring client software. The monitoring client software receives from the monitoring user 1) the target data address and 2) a conditional expression indicating the condition that the data of the target data address should have. It also specifies whether the trigger will be taken on read, on write, or both. The specified trigger is sent to the Monitoring Agent, which receives it and sends it to the Monitoring Management through the system call to the kernel. Monitoring Management sets the target data address in DABR1[CEA] and DABR2 [CEA] . At this time, since DABR1[CEA] and DABR2 [CEA] do not have the lower 3 bits, they are set by masking with 0xfffffff8. Next, it enables either the WBE bit or the RBE bit, depending on whether DABR1 and DABR2 are enabled at read or enabled at write.
The last step is the execution phase of the Trigger. This step occurs when the target data address specified by the CPU is loaded or stored. If a load occurs and an address of the loaded data is set in DABR1 or DABR2 and DABR1 [RBE] or DABR2[RBE] is set to 1, an interrupt 0x0300 is generated. Also if a store occurs and an address of the stored data is set in DABR1 or DABR2 and DABR1 [WBE] or DABR2[WBE] is set to 1, an interrupt 0x0300 is generated.
When a 0x0300 interrupt occurs, the monitoring event handler will be executed. Though it is not shown in Fig. 5 , it checks if 0x0300 interrupt has occurred by data address breakpoint by examining the 9th bit of the DSISR register. Next, it confirms whether the interrupt is generated according to the condition of DABR1 or whether the interrupt is generated according to the condition of DABR2 by checking the DABRSTAT and DABR2STAT bits of the DBCR. If it matches DABR1, it performs a comparison again with the target data address value specified in DABR1. This is because the lower 3 bits are not assigned to DABR1 [CEA] . If DABR2 matches, the same process is performed. If all conditions are satisfied, it evaluates whether the value of the data at the target data address satisfies the given condition. If the condition is satisfied, it executes the interrupt service routine in the trigger setting step.
C. SNAPSHOT FUNCTION OPERATION PROCESS
The operation process of the snapshot function among the monitoring framework functions is shown in Fig. 6 . The monitoring module in Fig. 6 and Fig. 7 is a module consisting of ND, NA, MA, and MM in Fig. 3 . The roles of the ND, NA, MA, and MM that make up the Monitoring Module are described in Section III.
The monitoring client software defines the user event in the Monitoring Module, and defines the breakpoint. Then it defines the snapshot and send the signal of the predefined user event to the target system so that the snapshot is executed. After the snapshot is executed, whenever a predefined breakpoint event occurs, the client software dumps the values of the requested variables and reads and stores them. Later, when the client software requests the stored values, the target system sends the values to the client software.
D. CYCLE FUNCTION OPERATION PROCESS
The operation process of the cycle function among the monitoring framework functions is shown in Fig. 7 . The monitoring client software defines a timer after having user events defined in the Monitoring Module. Then it defines the cycle and send the signal of the predefined user event to the target system so that the cycle runs. After the cycle is executed, the predefined value is written to the memory address requested by the client software whenever a predefined timer event occurs. Fig. 8 depicts the structure for synchronization processing of the monitoring framework in the redundant system. In order to synchronize the redundant system, it consists of a monitoring client system that makes a monitoring request and a redundant system that consists of several target boards that execute a monitoring request. Fig. 8 is an example of a redundant system. It consists of one master system, two slave systems for backup, and a motherboard combining the three systems.
E. REDUNDANCY MONITOR FUNCTION OPERATION PROCESS
The operation procedure of the monitoring framework in the redundant system is as follows. One of the monitoring functions that the monitoring client software wants to perform is defined as a packet, and the packet is transmitted to the redundant system. When the monitoring client software defines a packet, it has to define a packet separately for each constituent system of the redundant system, and each packet includes an identifier which distinguishes each other. Each of the constituent systems of the redundant system performs the requested monitoring function in the received packet, and then sends the response information to the client software including the identifier.
The monitoring client software can identify which constituent system of the redundant system transmitted by using the identifier of the received response information. The response information received from each of the constituent systems is compared with each other. If they have the same value, synchronization is performed. If they are different from each other, it is determined that synchronization has not occurred or a problem has occurred in the system. The transmission method between the client system and the redundant system uses a generalized communication method such as Ethernet and serial.
The detailed operation process of the monitoring framework of the redundant system is shown in Fig. 9 . The master system receiving the packet from the client system performs the monitoring function defined in the packet. The monitoring function of the monitoring framework is performed when an event such as a breakpoint or a timer is triggered. When the event is triggered, the monitoring function is performed as shown in Fig. 9 , and the monitoring module makes the synchronization flag TRUE. The synchronization flag is in shared memory that resides on the motherboard. The monitoring module of the slave system receiving the packet from the client system periodically checks the value of the corresponding synchronization flag in the shared memory existing on the motherboard. If the value of the confirmed synchronization flag is confirmed as TRUE, the monitoring function defined in the packet is performed and the value of the corresponding synchronization flag is changed to FALSE. After the event is triggered and the monitoring function is performed, the master system and the slave system generate and transmit a response packet to the client.
V. EVALUATION OF THE MONITORING FRAMEWORK
To provide the safety to the flight control system, the monitoring framework has structural features that are suitable for TSP-based RTOS and have functional features such as snapshot, cycle, trigger, and redundancy monitor. However, the well-known debugging methods such as ICE and GDB do not provide these functions and do not have the proper structural features for TSP-based RTOS. Therefore, it is difficult to compare and evaluate the monitoring framework with other debugging methods by experiment. Thus, the evaluation of the monitoring framework is done by demonstrating the ability to optimize the software of the flight control system by debugging and monitoring the performance of the TSP-based RTOS applied to the flight control system.
The monitoring framework proposed in this paper is evaluated in a UAV flight control system [32] , [33] using the RTOS (Qplus-AIR). The flight control system applied to evaluate this monitoring framework is designed as a redundancy The flight control partition, the mission control partition, the communication partition, and the monitoring partition are designed as application partitions of Qplus-AIR, which is a real-time operating system based on TSP structure of the target flight control system. Separate configuration of the monitoring partition is to ensure that the monitoring function does not affect the operation of flight control, mission control and communication as much as possible. Fig. 10 shows the partition scheduling of flight control system used to evaluate the monitoring framework. Four partitions are periodically scheduled by Qplus-AIR at intervals of 15.625ms, which is a Major Time Frame. Each of the four partitions is also periodically executed according to a predetermined order during a predetermined Minor Time Frame. That is, they are repeatedly executed in the order of flight control, mission control, data link, and monitoring partition.
The essential requirement for aircraft safety is that the given task must be predictable to run at a configured time and must be deterministic according to the designed execution time. These safety requirements are satisfied by the deterministic features accurately executed according to the time designed by the partition scheduling of Qplus-AIR, which is a real-time operating system based on the TSP structure, and the predictability features through real-time support of Qplus-AIR. The deterministic feature and predictability of Qplus-AIR, the RTOS for UAV, can be verified by measuring various performance of Qplus-AIR related to partition scheduling using the monitoring functions of trigger and snapshot proposed in this paper. In addition, the scheduling performance of the applications applied to the flight control system measured by the monitoring framework may be used for the scheduling design of the partition applications to optimize the scheduling.
The monitoring framework based on the server and client structure communicates the monitoring related data using the TCP/IP protocol. If the client gives one command, the server is supposed to give one response. The programming language used to implement the monitoring client software in the monitoring framework is Python, and the monitoring components that perform the monitoring functionalities in the flight control system, are programmed in C language. During the HILS test using the monitoring framework, various functions of the monitoring framework were used to detect faults or verify the performance of the flight control system. The snapshot function can dump up to 50 variable values per Major Time Frame. It is possible to find the error of the system by checking whether the dumped variable values are the same as the predicted value. When an event occurs using the cycle function, an error value is injected into a specific memory to confirm that the HM of the Qplus-AIR operates properly. In in-air flight environment other than the HILS environment, the monitoring function is not used in order to prevent the operation of the monitoring framework from affecting the flight control system. Performance measurements using the monitoring framework are shown in Table 1, Table 2, and Table 3 . Through the performance measurement, the software of the flight control system was modified to achieve the optimized performance. As shown in Table I , it can be seen that the average time and the maximum time taken for context switching are the same. The interrupt handler time was measured by measuring the time from when the timer interrupt occurs to when the interrupt is completed. The system call time was measured by calling the gettick function directly in the partition application software, and the time before and after the call was measured to measure the average time and maximum time. The partition switching time according to the number of partitions is shown in Table 2 and almost the same scheduling time is shown regardless of the number of partitions. When the number of partitions is 2 to 8, the average value and the maximum value of the partition scheduling are the same, and from the 12 partitions, the maximum value of the partition scheduling is larger than the average value. Fig. 11 also shows that the partition scheduling time in Qplus-AIR decreases slightly as the number of partitions grows. Table 3 shows the process scheduling time according to the number of processes. This test was performed by configuring one partition in Qplus-AIR and changing the number of processes in that partition. It can be seen that the process scheduling time is almost the same as the average time and the maximum time, even though the number of processes is different. Process scheduling is implemented as an O (1) scheduler, and Fig. 12 shows that when the number of processes increases from 1 to 16, the process scheduling time increases by about 1.8 times.
The monitoring framework can be used to optimize scheduling through debugging and performance analysis of the various software such as flight control software and kernel VOLUME 5, 2017 of real-time operating system based on TSP structure used in avionics system.
VI. CONCLUSION
In the field of avionics system, the IMA method, which can solve the SWaP problems, is preferred. Especially, a high performance processor is used to operate a large number of applications in a single integrated computing environment. And the use of RTOS supporting TSP structure is spreading for integration of avionics system. As a result, the IMA system based on the TSP structure is operated by integrating various applications in one system, so that the monitoring and debugging methods suitable for an RTOS based on TSP architecture become more necessary and more important.
In this paper, we propose a monitoring framework suitable for monitoring and debugging an RTOS and an application software for IMA system supporting TSP architecture. The proposed monitoring framework supports Qplus-AIR based on TSP structure conforming to ARINC 653 standard, and can be monitored and debugged in a redundant system of avionics equipment.
We have verified in the flight control system that the proposed monitoring framework works well in the RTOS supporting TSP structure suitable for avionics systems. The Qplus-AIR is installed in the flight control system using the MPC8349E MCU with e300 core, and Qplus-AIR's kernel performance and application software were verified by testing memory read/write function, register read/write function, breakpoint function, snapshot function, trigger function, program step execution function and the cycle function, which are the functions of the monitoring framework of this paper. Through the monitoring and debugging of the proposed monitoring framework, it is possible to secure the safety of the flight control system using the RTOS supporting TSP structure.
