Inequalities which bound the closed-loop eigenvalues in an LQ-optimalsystem are presented. It is shown that the eigenvalues are bounded by two half circles with radii r 1 and r 2 and center at ? 0, where = 0 is the imaginary axis, and that the imaginary parts of these eigenvalues are bounded from up and below by two lines parallel to the real axis.
Introduction
Application of the LQ approach to regulator design involves choosing the state and control input weighting matrices, Q and P, that provide satisfactory closed-loop performance. The closed-loop performance is related to the locations of the closed-loop eigenvalues. Therefore, the relation between the quadratic weights and the poles of the closed-loop system is of interest. This problem has been solved for a second order system, (Di Ruscio and Balchen, 2]). In the general case, very little is known about these relations.
However, instead of having exact knowledge of their positions, it may be su cient to know that the poles are located in a bounded region of the lefthalf s-plane. This paper is concerned whit the problem of determining the region where the closed-loop eigenvalues are located.
The paper will show that for a suitable choice of performance weighting matrices, the eigenvalues are bounded by two half circles with radii r 1 and r 2 and center at ? 0, where = 0 is the imaginary axis, and that the imaginary parts of these eigenvalues are bounded from up and below by two lines parallel to the real axis. This region is illustrated in Figure ( 1) .
The paper is organized as follows: Section 2 presents the problem definitions. The problem solution is stated in Section 3 and some concluding remarks follow in Section 4. x T Qx + u T Pu dt (2) where 0 is a real number, x is an n-dimensional state vector, u is an r-dimensional control input vector, A and B are constant matrices of appropriate dimensions and Q and P are n x n symmetrical and r x r positive de nite matrices respectively. It is assumed that (Q 1 2 ; A) is a detectable pair. The optimal control that minimizes criterion ( 2) and the corresponding closed-loop system is given by u = Gx = ?P ?1 B T Rx The problem investigated in this paper is to determine the region which the LQ-optimal closed-loop poles are located.
Main results
The main results in this section are stated in Subsections 3.1, 3.2 and 3.3. Subsection 3.1 deals with the imaginary part, Subsection 3.2 considers the magnitude and Subsection 3.3 is concerned with the real part of the closed loop eigenvalues.
Imaginary parts of the closed loop eigenvalues
The main result in this section is presented in the following theorem.
Theorem 1
The imaginary parts of the LQ-optimal closed-loop eigenvalues, (s i = x i + jy i ; i = 1; :::; n), are bounded, from up and below, by Here we will prove that a corresponding result exists for the case where H 0 and Q > 0. When Q > 0 then the imaginary parts of the closed-loop eigenvalues are bounded, from up and below, irrespective of how the control input weight matrix P > 0 is chosen. This result may be derived from the adjoint system. 
Note that the matrix in the nominator of Equation (17) is Hermitian, and that the eigenvalues of a Hermitian matrix are real. We use the inequality connecting ratios of quadratic forms, Lemma A1 Appendix, and get 
Note that the eigenvalues of Z 0 are purely imaginary, and that the eigenvalues consists of complex conjugate pairs, because the matrix Z 0 is real. Then we must have that max (jZ 0 ) = ? min (jZ 0 ) = (20) The consequence is that y, given by (17), is bounded by ? y (21) where is given by (19).
Inequality (21) must hold for all n eigenvalues, and Inequality (7) is proved for the case when Q > 0.
Case ii) Q = Q T and H > 0
The fact that the imaginary part of the closed-loop eigenvalues is bounded when H > 0, irrespective of how the state weight matrix Q = Q T is chosen, provided there is a real symmetric solution of the ARE, was proved in Di Ruscio 3 ]. An alternative, and more direct proof, is given below. 
with equality, if and only if, Q is chosen according to Lemma 3 in Di Ruscio 3] . Inequality (26) must hold for all n eigenvalues, and Inequality (7) is proved for the case when H > 0.
Magnitude of the closed loop eigenvalues
Theorem 2
The LQ-optimal closed-loop eigenvalues, (s i = x i + jy i ; i = 1; :::; n), are bounded by r Case ii) Q = Q T and H > 0
The ARE, Equation (5) Take the determinant on both sides of Equations (32) and (38) with = 0. QED.
Note that the geometric mean of the closed-loop eigenvalues may be computed from the relations in Lemmas 1 and 2. (50) (50) must hold for all n eigenvalues, and Inequality (46) is proved.
If the inequality connecting the ratio of two quadratic forms, see Appendix Lemma A2, is used on Equation (49) with R > 0, then we have that the real parts of the closed-loop eigenvalues are bounded, from up and below, by the result in the following theorem. Equations (7) and (9) show that Q can be used to design acceptable bounds on the imaginary parts of the closed-loop eigenvalues. From Equation (9) 
Proof
Let F be the Hamiltonian matrix of the state and adjoint system, then we have If the Conditions (54) and (55) are not satis ed, then Equation (53) may give a good approximation of the closed-loop spectrum. However, in this case, the error in using (53) should be investigated, for example by (27).
Once Q has been chosen, P can be used to design the required stability margin, ie. the distance of the real parts of the closed-loop eigenvalues to the imaginary axis. The closed-loop poles are located to the left of the line ? 0. How far they are from this line can be predicted from (7) and (27).
We have that the real parts of the eigenvalues are bounded by r (58) r 1 , r 2 and Z 0 are explicitly given by the matrices A, B, P and Q, see Theorem 2.
Concluding remarks
It has been shown that the closed-loop eigenvalues of an LQ-optimal system are located inside the region bounded by two half circles with radii r 1 and r 2 and center at ? , and two lines parallel to the negative real axis. This region is illustrated in Figure ( 1) .
