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post-clustering stage. The pixel mapping stage reproduces the original
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ABSTRACT
Xue, Haitao Ph.D., Purdue University, December 2017. Clustering and Segmentation with Application in Document Image Processing. Major Professors: Charles A.
Bouman and Jan P. Allebach.
In this dissertation, we introduce a set of algorithms for document image processing, which are in the research area of color clustering and binarization.
Color quantization algorithms are used to select a small number of colors that can
accurately represent the content of a particular image. In this research, we introduce
a novel color quantization algorithm which is based on the minimization of a modifed
Lp norm rather than the more traditional L2 norm associated with mean square error
(MSE) [1]. We demonstrate that the Lp optimization approach has two advantages.
First, it produces more accurate perceived quality results, especially for important
colors in small regions; and second, the norm’s value can be used as an e ective
criterion for selecting the minimum number of colors necessary to achieve accurate
representation of the image.
Binarization algorithms are used to create a binary representation of a raster
document image, typically with the intent of identifying text and separating it from
background content. In this work, we propose a binarization algorithm via one-pass
local classifcation [2]. The algorithm frst generates the initial binarization results
by local thresholding, then corrects the results using a one-pass local classifcation
strategy, followed by the process of component inversion. The experimental results
demonstrate that our algorithm achieves a much lower binarization error rate than
other popular binarization/thresholding algorithms. It is also demonstrated that the
proposed algorithm achieves a somewhat lower binarization error rate than the stateof-the-art algorithm COS [3], while requiring signifcantly less computation.

1

1. INTRODUCTION
In recent decades, document image processing systems and methods have become
more important as both the capabilities and requirements for digitizing, transmitting, storing, and analyzing documents have increased. Document image processing
procedures include many popular and important techniques such as image compression, document image layout analysis, noise removal, image classifcation, and image
retrieval. Researchers and engineers have developed many e ective document image
processing approaches. However, the dramatic growth in both the quantity and variety of document images has also driven the need for more eÿcient document image
processing tools. First, the increased variety of document images demands higher accuracy and performance of the document image processing techniques, such as higher
compression ratio and higher visual quality of the resulting images. Second, the dramatically increasing quantity and resolution of document images are also driving the
need for faster document image processing approaches. In this dissertation, we will
introduce eÿcient document image processing techniques. Some of the techniques are
also applicable to other types of images, rather than document images. Our work includes the study of color clustering algorithms, which can be used in the compression
and representation of document images. It can also provide color associated features
to document image classifcation and retrieval systems. Color clustering algorithms
are also useful to remove noise in uniform color regions, which is usually the case in
document images. The second algorithm we introduce is about binarization. The
representation of document images is usually achieved by using binary images, which
are generated by binarization algorithms. Binarization is a critical step for most document image processing systems. Although some text extraction and image retrieval
algorithms have been proposed that work without binarization [4]-[6], there is still a
strong need for robust binarization algorithms in document image processing. First,
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the binarization algorithm is typically used to generate the input to a JBIG2 compression technique, which is widely used in document image processing. Second, the
text extraction without binarization usually ignores the details along the boundaries
of text. Some such text extraction algorithms only produce rough locations of the
text regions. If pixel-wise accuracy is required for the identifed text, a binarization
algorithm is necessary. Finally, the binarized document image can provide the concise
information for many document image processing techniques, such as the document
image classifcation and retrieval systems.
In chapter 2, we present a novel color quantization algorithm that is based on
the minimization of a modifed Lp norm rather than the more traditional L2 norm
associated with mean square error (MSE). We frst investigate the potential drawbacks in existing color distortion metric and associated color clustering algorithms.
Then we propose a novel color distortion metric based on the modifed Lp norm. In
order to overcome the potential expensive computation of minimizing the modifed
Lp norm criterion, we introduce a two-stage clustering procedure in which the frst
stage (pre-clustering) agglomerates the full set of pixels into a relatively large number of discrete colors; and the second stage (post-clustering) performs modifed Lp
norm minimization using the reduced number of discrete colors resulting from the
pre-clustering stage.
Finally, we demonstrate the advantages of this color quantization algorithm by
conducting psychophysical experiments: (1) It can produce resulting images that
conform to human perception more closely; (2) The modifed Lp norms value can
be used as an e ective criterion for automatically selecting the minimum number of
colors necessary to achieve accurate representation of the image.
In chapter 3, we propose a binarization algorithm via one-pass local classifcation.
The algorithm frst divides an image into overlapping blocks under 2 scales. Second, it generates the initial binarization results by locally thresholding each block.
While local thresholding has some advantages, it also results in blocks that must
be integrated to form a single consistent binarization of the document image. To

3
solve this issue, we develop a two-scale classifcation procedure which corrects the
local thresholding results by using a one-pass local classifcation strategy, followed by
the process of component inversion. The experimental results demonstrate that our
algorithm can achieve much lower binarization error rate than other popular binarization/thresholding algorithms. It is also demonstrated that the proposed algorithm
achieves a somewhat lower binarization error rate than the state-of-the-art algorithm
COS [3], while requiring signifcantly less computation.

4

2. COLOR QUANTIZATION BY MINIMIZING
MODIFIED LP NORM ERROR
2.1

Introduction
Color quantization algorithms are used to select a small number of colors to ac-

curately represent the content of an image. Color quantization can be critical for
display devices, because some devices can only display a limited number of colors.
It is also an important technique in image compression. To perform compression,
several image fle formats, such as TIFF, PNG, and GIF, allow one to represent an
image with a color palette (colormap) [7]-[9]. In this way, the value stored at each
pixel is the index into the color palette, both of which are generated by the color
quantization technique. The compression is achieved by using many fewer bits per
pixel to represent the index into the color palette, than the 24 bits per pixel for a
color value. In addition, color quantization is particularly important for the compression, representation, and processing of document images containing text and graphics.
This is because text and graphics often contain regions of single uniform colors, which
can be more eÿciently coded and represented after color quantization. In particular,
color quantization is often used as part of layered document coding algorithms, such
as Mixed Raster Content (MRC) [10]-[12]; and it can also be used to remove noise
in regions that have uniform colors. Another application of color quantization is for
color image segmentation [13]-[17]. Finally, color quantization can be used to produce
color associated features for image retrieval applications [18]-[22].
The MRC approach separates a compound document image into three layers:
the foreground layer, the background layer, and the binary mask layer. The binary
mask layer indicates the classifcation of each pixel into the foreground layer or the
background layer, by using the value “1” or “0”, respectively. Usually, the text
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region is segmented into the foreground layer while the background layer contains the
continuous-tone picture content. The foreground layer yields a higher compression
ratio using lower color resolution [3].
An important factor a ecting color quantization performance is the color space
that is used. In color science, di erent color spaces have been developed to represent
colors. One commonly used model is the sRGB color space. Alternative standard
color spaces include the 3-dimensional CIEXYZ, HSL, HSV, CIELUV, and CIELab
color spaces [23], [24], and the 4-dimensional CMYK [25] color space. Unlike the
sRGB and CMYK color spaces, the CIELUV and CIELab color spaces are designed
to approximate the human perception of colors. The CIELUV and CIELab color
spaces are expected to be more perceptually uniform and device-independent than the
sRGB color space [24]. In recent years, CIELab has proven to be much more popular
than CIELUV. Therefore, in this paper, we primarily discuss color quantization in
the CIELab color space.
Color quantization algorithms can be classifed into two categories [26]: imageindepen- dent methods that usually use a preselected set of representative colors [27],
[28], and image-dependent methods that customize the color palette according to
the content of a particular image. A conventional image-independent color quantization method uniformly partitions the color space according to the color palette
size, and then chooses the representative colors as the partition centroids. A generalization of uniform quantization was developed to divide the color space so that the
distance between any two adjacent representative colors is perceptually equal [29].
These image-independent methods usually require less computation than the imagedependent methods, since they do not have to compute the color characteristics from
the content of a particular image.
However, image-dependent methods usually produce higher visual quality quantized images. There are two primary types of algorithms in this category: top-down
methods and bottom-up methods. Generally, top-down methods start with one cluster that contains all image pixel colors and divide it based on the analysis of the
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image. Then, top-down methods recursively sub-divide until K colors are achieved,
where K is the predetermined value of the number of discrete colors that can accurately represent an image. One of the top-down approaches is the binary splitting
color quantization algorithm [30], which works by fnding the direction of one cluster’s greatest variation, and then splitting that cluster with a plane perpendicular to
that direction through the cluster mean. The median cut algorithm [31] splits a cluster into two sub-clusters with equal cardinality. Another top-down approach is the
variance-based method [32], which repeats dividing the clusters in order to minimize
the mean squared error. Color quantization using octrees to partition the color space
was proposed in [33].
Alternatively, bottom-up methods start from each single pixel and group pixels
into larger clusters. Perhaps the most well-known and commonly-used bottom-up
clustering method is K-means [34]. This approach iteratively assigns each input color
to one of the K clusters and then computes the representative colors of the clusters,
according to a certain distortion metric. Another bottom-up method performs the
color quantization by merging pairwise nearest neighbor clusters [35]. A third method
uses hierarchical, agglomerative clustering to repeatly merge small clusters, which
introduce the least quantization error as defned in [36].
Other color quantization methods include the sequential scalar quantization algorithm [37] and methods based on self-organizing neural networks [38]-[42]. In addition
to hard clustering algorithms, researchers have also used soft clustering approaches to
solve the color quantization problem, such as the fuzzy-C means methods [43], [44].
However, these existing algorithms have potential drawbacks. First, for document
images that consist primarily of text and some graphics, it may be readily apparent to
a human viewer how many dominant colors there are in the image. But most existing
algorithms require a predetermined value for the number of discrete colors as input.
Second, some algorithms tend to lose important color information, when a very small
number of colors are used to represent the image. Moreover, severe color distortion
may result due to the following two reasons: (1) Top-down methods can inaccurately
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split a cluster because of greedy local optimality. (2) The performance of bottomup methods such as K-means may depend on the initial conditions. Conventionally,
minimization of the L2 norm error has been widely used as the basis of many color
clustering algorithms [30], [32], [34], [45]-[47]. However, approaches based on L2 norm
optimization may eliminate colors that are important, yet only occur within a very
limited region or regions of the image, and thus do not contribute signifcantly to the
color histogram of the image.
In this portion of the thesis, we present two major contributions. First, we propose
a novel color quantization algorithm that is based on the minimization of a modifed
Lp norm rather than the more traditional L2 norm associated with MSE. This approach has the advantage of being adapted to penalize large color errors that occur
in only limited areas of the image, thus assigning output colors in a manner that is
more consistent with how the color image is perceived by a human viewer. Second,
we present an algorithm for automatic selection of the number of colors by using the
modifed Lp norm’s value as the criterion. Our proposed algorithm consistently estimates the minimum number of colors necessary to achieve accurate representation of
the image. Note that there is very little existing work on the automatic selection of
the number of colors. In the previous works of color quantization [30], [31], [33], [38],
[39], [47]-[49], the number of colors are pre-determined empirically.
Our novel color quantization algorithm consists of three stages: pre-clustering,
post-clustering, and pixel mapping. In our implementation, the pre-clustering stage
is performed by using the top-down method known as binary splitting [30]. The preclustering stage is used to generate a relatively large number of discrete colors, and
it is fast. Once the pre-clustering is complete, the more computationally intensive
post-clustering is performed by grouping discrete colors in order to minimize both
the proposed distortion metric and the number of colors, until a stopping criterion is
reached. The pixel mapping stage replaces the original color of a pixel with a suitable
discrete color generated by the post-clustering stage.
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Our experimental results primarily emphasize the application of color quantization to document coding. More specifcally, we use our algorithm to quantize the
foreground layers of MRC document images that are comprised of text and graphics
along with some continuous-tone picture content. Our experimental results indicate
that our new color quantization method produces superior results as compared to
the traditional mean squared error minimization approach like K-means [34], and the
PCA-INIT SOFM algorithm based on Kohonens self-organizing feature maps [39].
This chapter is organized as follows. In Sec. 2.2, we formulate the color quantization problem and introduce our distortion metric based on the modifed Lp norm.
In Sec. 2.3, we propose a novel color quantization algorithm based on the modifed
Lp norm error minimization. Section 2.4 contains the experiment settings and results
while the conclusions are presented in Sec. 2.5.

2.2

Problem Formulation
We will treat the problem of color quantization as an unsupervised clustering

problem in which pixels of similar color must be grouped into clusters, and each
cluster is then represented by a single fxed color. Methods such as error-di usion
can improve on direct color quantization methods by exploiting the spatial ordering
of quantized pixels [50], but in this work we will only consider quantization without
regard to spatial ordering.
Furthermore, we will consider the case of color quantization in which the number
of quantized colors can vary from image to image. For example, in applications such
as document image coding, color quantization is used to reduce the number of encoded
bits per pixel. However, more colors can be used for more complex images, and fewer
colors may be required for simpler images. In other applications, it is sometimes the
case that the maximum number of colors is constrained for each image. This occurs if
the intent is to display multiple images using a frame bu er with a fxed total number
of possible colors [31], [51].
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Given this framework, our problem breaks down into two sub-problems. The frst
sub-problem is to determine the number of clusters K, and the second sub-problem
then requires that the image pixels be grouped into these K clusters in a way that
results in the best overall image quality. Of course, these two sub-problems are
interrelated, so that in general, algorithms for color quantization will solve these two
problems together, as is done for example by the k-means algorithm [34].
Let xs denote a single color pixel in an image where s ∈ S is a pixel location
in a full set of lattice points S, containing N pixels. Each pixel is assumed to be a
three dimensional vector xs = [xs1 , xs2 , xs3 ]t , where the components xs1 , xs2 , and xs3
correspond to the L∗ , a∗ , and b∗ values in the CIELab color space, respectively. Let
K denote the number of clusters, then the pixel lattice is partitioned into K subsets
S
given by K−1
6 j. Each cluster Sk is also
k=0 Sk = S, such that Si ∩ Sj = ∅ for all i =

associated with a color denoted by µk = [µk1 , µk2, µk3 ]t where again the components

µk1 , µk2 , and µk3 correspond to the L∗ , a∗ , and b∗ values in the CIELab color space,
respectively.
Our approach to color quantization will be based on approximate minimization of a
distortion metric. In this framework, the image quality is primarily dependent on the
choice of the distortion metric. However, in practice image quality will also depend
on the selection of the optimization algorithm since we will be required to accept
approximate minimization in order to have computationally tractable algorithms.
If we let e(c1 , c2 ) denote the distortion of representing the color c1 by the color c2 ,
then the average distortion measure has the following form.
K−1
1 XX
E(M, P, K) =
e(xs , µk ).
N k=0 s∈S

(2.1)

k

K−1
where M = {µk }K−1
k=0 represents the set of quantized colors, and P = {Sk }k=0 repre-

sents the partitioning of the pixels into K groups. Using this formulation, the best
color quantization of the pixels into K clusters is given by
ˆ P̂ ) = argmin E(M, P, K) ,
(M,
M,P

(2.2)
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and we denote the distortion measure associated with this best clustering as
ˆ , Pˆ , K) .
Ê(K) = E(M

(2.3)

ˆ
Note that E(K)
must be a monotone decreasing function of K since having more
available colors can only reduce the distortion due to color quantization. As with any
order identifcation problem [46], [52]-[57], we can therefore not estimate K by minimizing the distortion. Our approach will be to instead upper bound the distortion for
each image, and fnd the constrained minimum of K. Mathematically, this estimate
of K can be expressed as
K̂ = min K ,

(2.4)

Ê(K)≤T

where T is the maximum acceptable distortion that is typically specifed by the user.
The distortion function e(c1 , c2 ) needs to be carefully selected so that it meets two
needs. First, the average distortion measure E(M, P, K) should accurately predict
the human perception of color distortion. Second, the calculation of E(M, P, K) and
its minimization should be computationally eÿcient. In this paper, we will consider
distortion measures of the form
ep (c1 , c2 ) =

3
X

m=1

(c1m − c2m )2

! p2

= kc1 − c2 kp2 ,

(2.5)

where p is a parameter we can choose. Note that with this defnition, the distortion
measure is given by ep (c1 , c2 ) = (E)p , where E is the well known measure of color
di erence in Lab space [25], [58]. Substituting Eq. (2.5) into Eq. (2.1) results in a
general expression for the color distortion given by
K−1
1 XX
Ep (M, P, K) =
kxs − µk kp2 .
N k=0 s∈S

(2.6)

k

We can also defne the color distortion metric as
Lp = (Ep (M, P, K))(1/p) ,

(2.7)

where Lp is now scaled so that it scales linearly with the average error magnitude.
Note that our defnition of Lp is not quite the same as the conventional Lp norm in
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a Euclidean space due to the squared terms in the defnition of Eq. (2.5). Therefore,
we will refer to Lp of Eq. (2.7) as the modifed Lp norm.
Perhaps the most conventional distortion metric used in clustering is the root mean
squared error (RMSE) that results when p = 2. While squared error minimization
has been shown to be e ective in color quantization [30], [32], [34], [39], [59], it has
limitations. In particular, it tends to underestimate the importance of large color
errors in small regions of an image. In order to illustrate this e ect, consider the
images shown in Fig. 2.1. Figures 2.1(b) and 2.1(c) show two di erent color quantized
images, each with di erent values of the distortion metrics L2 and L16 . While the
value of L2 is lower for Fig. 2.1(c), the color fdelity is, on average, perceived to be
worse than that of Fig. 2.1(b), due to a small region with large color error. However,
the L16 color distortion metric more accurately refects the perceived quality in this
case, because it more severely penalizes these large color errors in small regions of the
image.
Intuitively, when p becomes larger, the maximum Euclidean distance kxs − µk k12
dominates the distortion metric. If p is suÿciently large, minimization of the distortion metric in Eq. (2.7) approximates minimization of the maximum Euclidean
distance between xs and µk . By minimizing this approximate maximum Euclidean
distance, we can avoid severe color distortion. Moreover, since p < ∞, the function
ep (c1 , c2 ) remains a continuous function of c1 and c2 , and derivative-based optimization approaches can still be used to minimize the L16 distortion metric.
In the remainder of this chapter, we introduce eÿcient algorithms for minimization
of the Lp color distortion metric along with methods for automatic estimation of the
number of clusters K. We then compare the resulting color quantization methods
using psychophysical experiments with human subjects to determine which algorithms
produce the best quality images.
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(a) Original

(b) L2 = 9.17 and L16 = 15.77

(c) L2 = 8.47 and L16 = 24.25

Fig. 2.1.: This fgure illustrates a potential disadvantage of mean
squared error as a color distortion metric in the CIELab color space.
Each case is illustrated with the full image on the left and an enlarged
portion on the right. (a) Original reference image. (b) Color quantized
image with L2 = 9.17 and L16 = 15.77. (c) Color quantized image with
L2 = 9.17 and L16 = 24.25. Note that the color fdelity of (c) is dominated by the large error in the rendering of the letters “VRS”, which
has a reddish appearance in (c), but should be neutral as indicated in
(a) and as is more faithfully rendered in (b).
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Modifed Lp Norm Minimization Based Color Image Quantization

2.3

Algorithm
As stated earlier, the framework of our algorithm consists of three main stages,
which are referred to as pre-clustering, post-clustering, and pixel mapping, respectively. Figure 2.2 shows its block diagram. The pre-clustering stage uses the binary
splitting color quantization algorithm [30]. This top-down method usually requires
much less computation than a bottom-up method. It reduces the number of colors
from an extremely large number to a much smaller value, which helps save a great
deal of computation in the post-clustering stage. As noted in this fgure, the preclustering stage reads a 24-bit color image and outputs L discrete colors. The L is
usually assigned a value that is considerably larger than the expected number of colors
K. In the post-clustering stage, we develop an iterative procedure that merges the
reduced set of L discrete colors, and refnes the representative colors to approximately
minimize the distortion metric and the fnal number of colors K. We also propose
a stopping criterion to select the minimum number of colors necessary to accurately
represent the original image. The pixel mapping stage replaces the color of each pixel
by the closest color out of the K colors. This hybrid framework takes advantage of
both the low computational cost of top-down methods and the good visual quality of
bottom-up methods.

2.3.1

Pre-clustering - Binary Splitting Color Quantization

The pre-clustering stage mainly consists of the binary splitting color quantization
algorithm [30]. This stage generates L discrete colors which are the input to the postclustering stage. Binary splitting color quantization was proposed by Orchard and
Bouman in 1991 [30]. It consists of selection of the color palette and mapping each
pixel in the original image into a color selected from the palette. This technique fnds
the direction of a cluster’s greatest variation, and then splits the cluster with a plane
perpendicular to that direction through the cluster mean. It repeatedly sub-divides
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Input (24-bitcolor image)

L colors
PostPreobtained
Clustering
Clustering

K colors
obtained

Output
Pixel
Mapping

Fig. 2.2.: Block diagram of the proposed color quantization algorithm
based on minimization of modifed Lp norm associated error. The algorithm comprises three stages: pre-clustering, post-clustering, and
pixel mapping. The continuous-tone input image is quantized to L
discrete colors in the pre-clustering stage, and consequently reduced
to K (K < L) colors in the post-clustering stage. The pixel mapping
stage reproduces the original color image as accurately as possible by
using the K colors.

the clusters by choosing the cluster with largest variance, and fnally constructs a
binary tree. The leaves of the binary tree form the initial color palette (L discrete
colors) of the post-clustering stage in our algorithm. The pixels quantized to the
same discrete color form a sub-cluster. The trick here is that the set S should be
over-segmented in the pre-clustering stage. In order to achieve this, the L is set to a
relatively large value, so that the L discrete colors include all the necessary colors to
represent the original image without loss of visual quality.

2.3.2

Post-clustering - Iterative Procedure

In this subsection, we frst defne our notation, and then propose a modifcation
to the color distortion metric given by Eq. (2.7). The new color distortion metric
is given by Eq. (2.8) that is appropriate for the post-clustering stage. We use the
minimization of this new distortion metric to approximate the minimization of the
distortion metric in Eq. (2.7), in order to save computation. Finally, we introduce
an iterative procedure using a two-step minimization strategy to minimize both the
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modifed new distortion metric given by Eq. (2.8) and the value of K. During this
procedure, the number of colors K is determined to be the smallest number of colors
so that the distortion metric is not larger than a selected threshold value.
We use the superscripts (1) and (2) to illustrate the notation for the pre-clustering
stage and the post-clustering stage, respectively. A sub-cluster generated by the pre(1)

clustering stage is denoted by Si , where i ∈ {0, 1, ..., L − 1} is the index and L is the
(1)

number of sub-clusters. Si

is a set of pixels that are grouped into the sub-cluster i in
(1)

the pre-clustering stage. We use xi to denote the representative color for sub-cluster
(1)

(1)

Si . A positive integer ni
sub-cluster

(1)
Si .

describes the number of pixels that are grouped into the
(2)

A color cluster Sk

is a set of the indexes of sub-clusters that are

grouped into color cluster k (0 ≤ k ≤ K − 1) in the post-clustering stage, which
(2)

can be expressed as Sk

(1)

= {i|Si
(2)

color associated with cluster Sk

is grouped into cluster k}. The representative
(2)

is denoted by µk . To simplify the notation, we

(2)

(2)

K−1
K−1
denote M (2) = {µk }k=0
, and P (2) = {Sk }k=0
. Figure 2.3 illustrates the associated

notation in the 3-layer clustering model of our algorithm.
The new color distortion metric of the post-clustering stage is defned as below
 p1



K−1
 1 X X (1) (1)
(2) 
(2)
(2)
(M
,
P
,
K)
=
n kxi − µk kp2  ,
L(2)

p
N k=0 (2) i

(2.8)

i∈Sk

(1)

(2)

(1)

(2)

where kxi − µk kp2 = ep (xi , µk ) is defned as in Eq. (2.5). Notice that the value
(1)

ni

(1)

(2)

in the distortion metric is used to weight the distance kxi − µk k2p in order to
(1)

account for the number of pixels in the sub-cluster Si . The distortion metric is then
calculated as the pth root of the average of the weighted color distances.
Since L is carefully selected so that the pre-clustering stage generates little visual
color loss, we can use the L discrete colors to represent the original image quite
accurately. Suppose we generate an intermediate image that is visually the same as
the input image by using these L discrete colors, we can approximately interpret the
color quantization of the original image as the color quantization of the intermediate
image, which is performed at the post-clustering stage. Thus, the minimization of
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Cluster representative
color µ k( 2)
Cluster S k(2)
Layer 2
Layer 1
Sub-cluster
(1)
(1)
representative color xi = µi

Post-clustering

Pre-clustering
Layer 0
Pixel s

Sub-cluster Si(1)

Fig. 2.3.: Multi-layer illustration of the two-stage clustering and associated notation. In the pre-clustering stage, the pixels s are grouped into
(1)

sub-clusters Si . The sub-clusters are also called super-pixels with rep(1)

resentative colors xi . Subsequently, the sub-clusters are grouped into
larger clusters in the post-clustering stage. These clusters are denoted
(2)

(2)

by Sk with representative colors µk .
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the overall color distortion metric as shown in Eq. (2.7) can be approximated by the
minimization of the post-clustering stage’s color distortion metric as shown in Eq.
(2.8).
Using the approach of Eqs. (2.2), (2.3), and (2.4), the best color quantization is
given by the solution to
(2)
ˆ (2) (K), Pˆ (2) (K)) = argmin L(2)
(M
, P (2) , K),
p (M

(2.9)

M (2) ,P (2)

where M̂ (2) (K) and P̂ (2) (K) is the best color quantization resulting from the use of K
colors. The distortion measure associated with this best clustering is then a function
of K.
ˆ (2) (K) = L(2) (M
ˆ (2) (K), P̂ (2) (K), K)
L
p
p

(2.10)

From this, the number of clusters can then be determined by minimizing K under
(2)

the constraint L̂p ≤ T1
K̂(T1 ) =

min

(2)
Lˆp (K)≤T1

K,

(2.11)

where T1 is the maximum distortion threshold. Note that the constraint in Eq. (2.11)
defnes a stopping criterion. When we reduce the value of K, we need to maintain a
(2)

good visual quality of the resulting image. Since we use the metric Lp (M (2) , P (2) , K)
to measure the color distortion caused by color quantization, we can assume the visual
error of the resulting image to be satisfactory, as long as the evaluated metric is not
(2)

larger than the selected threshold T1 . However, the color distortion Lp (M (2) , P (2) , K)
increases as the number of colors K is reduced. Moreover, M (2) and P (2) are functions
of K, and the functional relationship cannot be expressed in analytic form. Therefore,
(2)

it is diÿcult to jointly optimize Lp (M (2) , P (2) , K) and K.
To solve this problem, we introduce an iterative procedure, where in each iteration
a two-step minimization strategy is used. In each iteration, we frst reduce K by one
(2)

and then minimize the distortion metric Lp (M (2) , P (2) , K) with respect to M (2) and
(2)

P (2) . We repeat this two-step strategy until the evaluated distortion metric L̂p (K)
increases beyond the threshold T1 .
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The algorithm for the post-clustering stage is developed based upon this iterative
two-step minimization strategy. The pseudocode of Fig. 2.4 summarizes the steps
for the post-clustering algorithm. This algorithm consists of the iterative merging
step and clustering step. The merging step uses the hypothesis-validation strategy to
(2)

exhaustively search and then merge the two colors, which increases the distortion L̂p

by the least amount. The details of the merging step are specifed in the pseudocode
of Fig. 2.5. The clustering step is derived from the Lloyd’s algorithm [34], with
the purpose of minimizing the distortion metric in Eq. (2.8). We call it modifed
Lloyd’s clustering. The details of the modifed Lloyd’s clustering are specifed in the
pseudocode of Fig. 2.6. In the proposed algorithm, the minimum number of colors
(2)

is determined by using Eq. (2.11). Note that the distortion metric L̂p (K) from Eq.
ˆ from Eq. (2.11) are actually dependent on the
(2.10) and the number of colors K
content of the particular input image, the model parameter p, and the threshold T1 .

2.3.3

Pixel Mapping

The last stage of our algorithm illustrated in Fig. 2.2 is pixel mapping. In this
stage, the algorithm assigns the proper color out of the K discrete colors to each
pixel of the original image. Binary splitting color quantization has already grouped
together pixels that have similar colors into the same sub-cluster. So our algorithm
does the nearest color mapping between the L sub-clusters’ associated discrete colors
(1)

and the K resulting colors. For each color xi
(2)

from the L colors, the algorithm fnds
(2)

the closest color µk out of the K colors, and then assigns color µk to all the pixels
(1)

within the corresponding sub-cluster Si . In this way, the pixel mapping from xs to
(2)

µk is accomplished.
Our overall color quantization algorithm based on the modifed Lp norm error
minimization is shown in Fig. 2.7. In summary, binary splitting color quantization
(pre-clustering) can provide an accurate initial color palette at low computational
cost, and the following iterative procedure (post-clustering) reduces the number of
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ˆ (2) , P̂ (2) , K]
ˆ ← Post-Clustering(M (1) , P (1) , p, T1)
function [M
% Assign L discrete colors as the initial colors
M (2) ← M (1)
P (2) ← P (1)

K←L

(2)

while L̂p (K) ≤ T1 do

% Stopping criterion

% Merging step
K ← K−1

% Reduce the number of colors by 1

(M (2) , P (2) ) ← MergeColors(M (2) , P (2) , p, K)
% Clustering step
(M (2) , P (2) ) ← ModifedLloydClustering(M (1) , P (1) , M (2) , P (2) , p, K)
(2)

if L̂p (K) ≤ T1 then
K̂ ← K

ˆ (2) , P̂ (2) ) ← (M (2) , P (2) )
(M

end if
end while
end function
Fig. 2.4.: Pseudocode for the routine that performs post-clustering.
Initially, the L discrete colors generated by the pre-clustering stage are
set as the initial colors of the post-clustering. Each iteration of the
“while” loop consists of a merging step and a modifed Lloyd’s clustering step. The pseudocode for these two steps can be found in Figs.
2.5 and 2.6, respectively. First, the number of discrete colors is reduced by the merging step. Then the new color clusters and associated
representative colors are computed by the modifed Lloyd’s clustering
step. The output colors of post-clustering M̂ (2) satisfy the constraint
ˆ (2) , P̂ (2) , K)
ˆ ≤ T1 , which is guaranteed by the “if” statement.
ˆ (2)
L
p (M
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function [M (2) , P (2) ] ← MergeColors(M (2) , P (2) , p, K)
(2)

% k1 , k2 : color cluster index; Lp,k1,k2 : distortion metric evaluated using
% Eq. (2.8) if merging k1 -th and k2 -th color clusters
for k1 = 0 to K − 2 do
for k2 = k1 + 1 to K − 1 do
(2)
(2) S (2)
Ŝk1 ,k2 ← Sk1 Sk2

% Update the new cluster’s center
X (1) (1)
(2)
(2)
µ̂k1 ,k2 ← argmin
ni kxi − µk1 ,k2 kp2
(2)
1 ,k2

µk

(2)
1 ,k2

i∈Ŝk

(2)

Evaluate Lp,k1,k2
end for
end for
% Find the two colors where the merging increases least distortion
(2)

(k̂1 , k̂2 ) ← argmin Lp,k1,k2
k1 ,k2

% Merge these two colors
(2)

(2)

Remove Skˆ , Skˆ from P (2)
1
2
S (2)
P (2) ← P (2) {Ŝkˆ ,kˆ }
1

Remove

(2)
µkˆ ,
1

M (2) ← M (2)
end function

2

(2)
µkˆ
2

from M (2)

S

(2)
ˆ }
1 ,k2

{µ̂kˆ

Fig. 2.5.: Pseudocode for the routine that performs color merging step.
Each iteration inside the two outer “for” loops evaluates the distortion
metric using Eq. (2.8), in the case of merging two colors. The two
“for” loops iterate this procedure for all combinations of two colors.
Consequently, the algorithm merges the two colors, which increases the
distortion by the least amount.
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function [M (2) , P (2) ] ← MLC(M (1) , P (1) , M (2) , P (2) , p, K)
% MLC is short for Modifed Lloyd Clustering.
% n: number of iterations;
(2)

% Lp,n : distortion metric evaluated at iteration n using Eq. (2.8)
n=0
(2)

(2)

Lp,0 = Inf; Lp,−1 = -Inf
(2)

while

(2)

Lp,n−1 −Lp,n
(2)

Lp,n−1

≥ ǫ do

n←n+1

(2)

for k = 0 to K−1 do

% Set Sk to empty

(2)

Sk ← ∅
end for
(1)

for xi ∈ M (1) do

% Partition step

(1)
(2)
kˆ ← argmin kxi − µk k22
k
(2)
(2) S
Skˆ ← Skˆ
{i}

end for

for k = 0 to K−1 do
% Update the clusters’ centers
X
(2)
(1)
(1)
(2)
µk ← argmin
ni kxi − µk kp2
(2)

µk

(2)

i∈Sk

end for
(2)

Evaluate Lp,n
end while
end function
Fig. 2.6.: Pseudocode for the routine that performs modifed Lloyd’s
clustering. Each iteration of the “while” loop comprises the partition
step and the cluster center update step. The second “for” loop assigns
(1)

the cluster membership of the super-pixels Si

∈ P (1) , by minimizing
(1)

the Euclidean distance between the super-pixel associated color xi
(2)

and the cluster’s representative color µk . The clusters’ representative
colors are then updated one by one in the third “for” loop, with the
objective of minimizing the distortion metric in Eq. (2.8).
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Begin
Initialization
Binary splitting color quantization
to L sub-clusters (discrete colors)

Output the K+1 colors generated
one iteration before Lp(2)(M,P,K)>T1

K=L
Pixel mapping

K = K-1
Merge the two colors that
increase the distortion by
the least amount

Generate color quantized image

Run modified Lloyd’s clustering
to group L to K colors

End

NO

YES
Lp(2)(M,P,K)>T1

Fig. 2.7.: Flowchart of the proposed color quantization algorithm.

discrete colors, while maintaining the good visual quality of the resulting images
until the stopping criterion is reached. This two-stage clustering process dramatically
reduces computation by merging together colors before the computationally expensive
modifed Lp distortion metric minimization is applied.

2.4

Psychophysical Experiment
In order to provide insight into the model parameter p, and to illustrate the

advantages of our algorithm, we conducted psychophysical experiments to compare
our algorithm with other color quantization algorithms. Our comparison metric which
will be introduced in Sec. 2.4.2, is based on human subjects’ perception of the color
accuracy of resulting images.
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A color quantized image is determined by both the color quantization algorithm
and the number of quantized colors. We use the notation (color quantization algorithm, method to determine number of colors) to describe the method we use to
generate the color quantized image. Table 2.1 lists the algorithms that we compare.
For each algorithm, we list the name we use, the notation for denoting the method,
Table 2.1.: Color quantization methods to be compared
Name

Notation use

Algorithm

Method to deter-

of

for method

use for clus-

mine number of col-

tering

ors

p16

K16 (with p=16,

method
p16K16

(p16, K16)

T1 =14.5)
p2K2

(p2, K2)

p2

K2

(with

p=2,

T1 =4.8)
p16K2

(p16, K2)

p16

K2

(with

p=2,

T1 =4.8)
p2K16

(p2, K16)

p2

K16 (with p

=

16, T1 = 14.5)
SOFM

KM

(PCA-INIT

PCA-INIT

K2

SOFM, K2)

SOFM

T1 =4.8)

(K-means,

K-means

K2

K2)

(with

(with

p=2,

p=2,

T1 =4.8)

and the associated algorithms for both clustering and determining the number of colors. Note that our proposed p16K16 method uses the “p16” algorithm to cluster the
pixels, and the “K16” algorithm to determine the number of colors. Both algorithms
depend on the minimization of the p = 16 norm in our proposed color quantization algorithm. We compare this to the p2K2 algorithm, which uses the traditional
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quadratic norm for both pixel clustering and selection of the number of colors. We
also compare p16K16 to the p16K2 and p2K16.
In addition, we compare p16K16 to two other methods for color clustering denoted by SOFM and KM. The existing methods in the color quantization literature
do not suggest a good algorithm for automatic selection of the number of colors. So
for each of the two alternative cases, we use the K2 approach to select the number of
colors. The SOFM method uses the PCA-INIT SOFM algorithm based on Kohonen’s
self-organizing feature maps with PCA initialization [39]. This approach, while computationally expensive, is reported to have high quality results that are superior to a
wide variety of alternative methods [39], [60]-[63], and [64] in the experiment of [39].
The K-means algorithm is perhaps the best-known bottom-up clustering method [34].
The methods for color selection denoted by K16 and K2 both use the algorithm
of Eq. (2.11) to determine the number of colors; however, the K16 algorithm uses the
parameter values p = 16, T1 = 14.5, while the K2 algorithm uses p = 2, T1 = 4.8. For
each algorithm, the value of T1 was carefully selected so that the average number of
colors is exactly the same for both K16 and K2 for our test data set. More specifcally,
the values of T1 were selected so that
NI
NI
1 X
1 X
K̂p=2,j (T1 = 4.8),
K̄ =
K̂p=16,j (T1 = 14.5) =
NI j=1
NI j=1

(2.12)

where K̄ is equal to 6.87, NI denotes the number of test images, and K̂p=16,j (·) denotes
the number of colors used to quantize the j-th test image. This approach ensures that
the comparison between K16 and K2 is fair, and any advantage is obtained by more
e ective allocation of colors, rather than simply using more colors on average.
In our experiment, there are two sets of comparisons. First, the modifed Lp
norm optimization approach (p16, K16) is compared with the (p2, K2) method. The
goal of this comparison is to determine which proposed algorithm can produce higher
visual quality results. We also compare (p16, K16) to (p16, K2) and to (p2, K16)
to determine the relative contribution of p16 and K16 to the improvements. Second,
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we compare our new color quantization algorithm with the PCA-INIT SOFM and
K-means algorithms to illustrate the advantages over existing methods.

2.4.1

Psychophysical Experiment Setting

In our research, we recruited NS = 10 individuals and asked them to compare
the color quantized images, given the reference images.1 A reference image is a test
image displayed with the original continuous-tone colors. Each subject was tested
using the standard Snellen Eye Chart and Ishihara’s test [65] to ensure that they
have normal visual acuity and normal color vision. An LCD monitor (HP L2208w
22-inch widescreen LCD monitor) was used to display the stimuli in a dark room. A
graphical user interface was developed to simultaneously display three images: the
reference image, and two color quantized images to be compared. The reference
image was placed on the left, and the two color quantized images to be compared
were placed to the right of the reference image, but in random order in order to
ensure that any spatial variation in the monitor or spatial bias of the subjects did
not have a systematic e ect on the outcome of our experiments.
Our test data consisted of NI = 30 pairs of foreground layers and associated
binary mask layers, which were generated by segmenting 30 compound document images. Typically, the foreground layers use lower color and spatial resolutions to achieve
higher compression ratio. Therefore, each original foreground layer was downsampled
by 8 in both the horizontal and vertical directions to form the low-resolution foreground layer image, which was the input to the color quantization algorithms. Color
quantization algorithms were applied to achieve lower color resolution. However, the
resulting image to be compared is reconstructed by replicating each pixel by a factor
of 8 × 8 in the low-resolution color quantized foreground layer image, and replacing a
pixel with the white color if it is white at the corresponding pixel of the high-resolution
binary mask layer.
1

All psychophysical experiments were conducted under the supervision of Purdue University’s human
research protection program.
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2.4.2

Comparison Metric

In a single comparison, each subject was asked to select the better result from two
color quantized images, which is more similar in color to the reference image, with
ties permitted. Table 2.2 summarizes the notations that will be used to illustrate the
experiment results of comparing method1 to method2. In a particular comparison,
the corresponding notation can be obtained by replacing “method1” and “method2”
with the method names in Table 2.1.
Table 2.2.:

Notations for comparison between color quantization

method1 and method2
Notation

Defnition

Ntmethod1>method2

number of times that subject t selected method1 as best

Ntmethod1=method2

number of times that subject t decided equivalent results

N̄ method1>method2

estimated mean of Ntmethod1>method2 over the subjects

σ method1>method2

sample standard deviation of Ntmethod1>method2

σµmethod1>method2

standard deviation of the estimated mean N̄ method1>method2

Rtmethod1−method2

related improvement: Ntmethod1>method2 − Ntmethod2>method1

Let us consider the comparison between the p16K16 method and the p2K2 method,
p16K16>p2K2
to denote the subject t’s opinion about the j th
as an example. We use Zt,j

test image as below
p16K16>p2K2
=
Zt,j



1 if result of p16K16 is better than p2K2

(2.13)


0 otherwise.

Let’s use Ntp16K16>p2K2 to denote the rating score of the p16K16 method from subject
t. It is defned as the number of times that the subject t selected the p16K16 method
as best.
Ntp16K16>p2K2

=

NI
X
j=1

p16K16>p2K2
Zt,j

(2.14)
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The mean of Ntp16K16>p2K2 over the subjects can be computed as below
N̄

p16K16>p2K2

NS
1 X
=
Ntp16K16>p2K2 ,
NS t=1

while the sample standard deviation of the rating score Ntp16K16>p2K2 is
v
u
NS
u 1 X
p16K16>p2K2
t
(Ntp16K16>p2K2 − N̄ p16K16>p2K2 )2 .
=
σ
NS t=1

(2.15)

(2.16)

Under the assumption that the subjects are independent to each other; and di erent
subjects have di erent mean values but the same standard deviation of the estimated
mean N̄ p16K16>p2K2 , the standard deviation of the estimated mean can be computed
as below
σµp16K16>p2K2 =

σ

p16K16>p2K2

√

NS

v
u NS
1 uX
t
(Ntp16K16>p2K2 − N̄ p16K16>p2K2)2 .
=
NS t=1

(2.17)

Let Ntp2K2>p16K16 denote the number of times the subject t selected the p2K2 method
as best, while Ntp16K16=p2K2 denotes the number of times where the resulting images of
both algorithms have equivalent color accuracy. We use the notation Rtp16K16−p2K2 to
represent the related improvement of the p16K16 method from subject t as compared
to the p2K2 method, in the opinion of subject t. It can be computed as below
Rtp16K16−p2K2 = Ntp16K16>p2K2 − Ntp2K2>p16K16.

(2.18)

The estimated mean, sample standard deviation, and standard deviation of the estimated mean for Ntp2K2>p16K16 , Ntp16K16=p2K2 , and Rtp16K16−p2K2 can be computed
in the same way as in Eqs. (2.15), (2.16), and (2.17). In other comparisons, the
notations are denoted and computed in the same way by replacing the method name
in the superscripts of Eqs. (2.13), (2.14), (2.15), (2.16), (2.17), and (2.18).

2.4.3

Comparison Results

The comparison results between (p16, K16) and (p2, K2) are plotted in Fig. 2.8.
In this fgure, the estimated mean of all quantities and associated standard deviation
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Mean of subject rating scores(%)

Result of the comparison
between (p16, K16) and (p2, K2)
60
50

p16K16>p2K2
t
p16K16=p2K2
Nt
p2K2>p16K16
N
t

N

40
30
20
10
0

Fig. 2.8.: Illustration of the comparison results between the (p16, K16)
method and the (p2, K2) method. The left bar indicates the average
fraction of times that subjects considered the (p16, K16) results to have
better color accuracy. The right bar is for the case where the (p2, K2)
results have better color accuracy, while the middle bar is for the case
where the results of the two algorithms have equivalent color accuracy.
The symbol “I” at the top of each bar shows two-side standard error
away from the estimated mean. One side of the error is one standard
deviation of the estimated mean as computed using Eq. (2.17). All
quantities are represented in percentage.

are divided by NS = 30 for normalization, and represented in percentage. The results
show that the (p16, K16) method has at least 30% more better outcomes as compared
to the (p2, K2) method. Note that in the cases of Ntp16K16>p2K2 and Ntp2K2>p16K16 ,
the standard deviation of the estimated mean is relatively small, as compared to their
mean values.
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The specifc values of the estimated mean and sample standard deviation for the
comparison between (p16, K16) and (p2, K2) are summarized in Table 2.3. RegardTable 2.3.: Estimated mean and sample standard deviation for comparison between (p16, K16) and (p2, K2)
Parameter

Result (out of 30 images)

N̄ p16K16>p2K2

17.7

σ p16K16>p2K2

2.05

N̄ p2K2>p16K16

7.5

σ p2K2>p16K16

0.67

N̄ p16K16=p2K2

4.8

σ p16K16=p2K2

2.4

ing to the qualitative results, Figure 2.9 shows the color quantization results of the
(p16, K16) method and the (p2, K2) method for one of the test images. It can be observed that the (p2, K2) method generates a color quantized image with severe color
distortion, especially in the enlarged part of the test image as shown in Fig. 2.9(f).
However, the colors of the resulting image generated by our (p16, K16) method are
very close to the original colors in the reference image. To summarize, the results
demonstrate that the (p16, K16) method is signifcantly better than the (p2, K2)
method, in terms of color accuracy.
The comparison results between (p16, K16) and (p16, K2) are plotted in Fig.
2.10. From this fgure, we can observe that the (p16, K16) method has about 20%
more better outcomes as compared to the (p16, K2) method. More specifcally, the
values of estimated mean and sample standard deviation for the comparison between
(p16, K16) and (p16, K2) are summarized in Table 2.4. Figure 2.11 summarizes the
comparison results between (p16, K16) and (p2, K16). The (p16, K16) has at least
20% more better outcomes as compared to the (p2, K16) method. The specifc values
of the estimated mean and sample standard deviation for the comparison between
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(a)

(b)

(c)

(d)

(e)

(f)

Fig. 2.9.: Color quantized foreground layers (2560 × 3304 pixels) generated by the (p16, K16) method and (p2, K2) method using 8 and 3
colors, respectively. (a) Reference image, (b) Quantized image from the
(p16, K16) method, (c) Quantized image from the (p2, K2) method,
(d) Magnifed upper right part of the reference image, (e) Magnifed
upper right part of the quantized image from the (p16, K16) method,
(f) Magnifed upper right part of the quantized image from the (p2,
K2) method.
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Table 2.4.: Estimated mean and sample standard deviation for comparison between (p16, K16) and (p16, K2)
Parameter

Result (out of 30 images)

N̄ p16K16>p16K2

13.4

σ p16K16>p16K2

0.92

N̄ p16K2>p16K16

7.4

σ p16K2>p16K16

1.2

N̄ p16K16=p16K2

9.2

σ p16K16=p16K2

1.4
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(p16, K16) and (p2, K16) are summarized in Table 2.5. However, the (p16, K16)
Table 2.5.: Estimated mean and sample standard deviation for comparison between (p16, K16) and (p2, K16)
Parameter

Result (out of 30 images)

N̄ p16K16>p2K16

14.6

σ p16K16>p2K16

2.41

N̄ p2K16>p16K16

6.4

σ p2K16>p16K16

1.52

N̄ p16K16=p2K16

9

σ p16K16=p2K16

1.87

method has at least 30% more better results than the (p2, K2) method. Based on
the subject experiment results, we can conclude that the advantages of (p16, K16)
over (p2, K2) are from both the “p16” algorithm for clustering pixels and the “K16”
method to determine the number of colors.
Figure 2.12 summarizes the comparison results between (p16, K16) and (PCAINIT SOFM, K2). In this fgure, it is shown that the (p16, K16) method produces
better results in about 80% of the test images, while the (PCA-INIT SOFM, K2) is
better in only 10% of the test images. Specifcally, the numerical results are shown
in Table 2.6.
Figure 2.13 summarizes the comparison results between (p16, K16) and (K-means,
K2). The fgure shows that for most of the test images, the (p16, K16) results have
higher color accuracy than the (K-means, K2) results. According to our collected test
results, the specifc values of the estimated mean and sample standard deviation for
the comparison between (p16, K16) and (K-means, K2) are summarized in Table 2.7.

Figure 2.14 shows the color quantization results of the (p16, K16), (PCA-INIT
SOFM, K2) and (K-means, K2) for one of the test images. It can be observed that the
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Result of the comparison
between (p16, K16) and (p16, K2)
Mean of subject rating scores(%)

50
p16K16>p16K2

Nt
40

p16K16=p16K2
t
p16K2>p16K16
Nt

N

30
20
10
0

Fig. 2.10.: Illustration of the comparison results between the (p16, K16)
method and the (p16, K2) method. The left bar indicates the average
fraction of times that subjects considered the (p16, K16) results to
have better color accuracy. The right bar is for the case where the
(p16, K2) results have better color accuracy, while the middle bar is for
the case where the results of the two algorithms have equivalent color
accuracy. The symbol “I” at the top of each bar shows the two-sided
standard error away from the estimated mean. One side of the error
is one standard deviation of the estimated mean computed using Eq.
(2.17). All quantities are represented in percentage.
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Mean of subject rating scores(%)

Result of the comparison
between (p16, K16) and (p2, K16)
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Fig. 2.11.: Illustration of the comparison results between the (p16, K16)
method and the (p2, K16) method. The left bar indicates the average
fraction of times that subjects considered the (p16, K16) results to
have better color accuracy. The right bar is for the case where the
(p2, K16) results have better color accuracy, while the middle bar is for
the case where the results of the two algorithms have equivalent color
accuracy. The symbol “I” at the top of each bar shows the two-sided
standard error away from the estimated mean. One side of the error
is one standard deviation of the estimated mean computed using Eq.
(2.17). All quantities are represented in percentage.
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Table 2.6.: Estimated mean and sample standard deviation for comparison between (p16, K16) and (SOFM, K2)
Parameter

Result (out of 30 images)

N̄ p16K16>SOF M

24.6

σ p16K16>SOF M

2.11

N̄ SOF M >p16K16

3.3

σ SOF M >p16K16

1.1

N̄ p16K16=SOF M

2.1

σ p16K16=SOF M

1.81

Table 2.7.: Estimated mean and sample standard deviation for comparison between (p16, K16) and (K-means, K2)
Parameter

Result (out of 30 images)

N̄ p16K16>KM

24.8

σ p16K16>KM

1.6

N̄ KM >p16K16

2.8

σ KM >p16K16

0.87

N̄ p16K16=KM

2.4

σ p16K16=KM

1.62
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results of both the (PCA-INIT SOFM, K2) method and the (K-means, K2) method
are visually almost achromatic. However, the result of the (p16, K16) method is
visually the same as the reference image. Note that the result of (p2, K2) for this
particular test image is better than the results of both the (PCA-INIT SOFM, K2)
method and the (K-means, K2) method, by comparing Fig. 2.9(f) to Fig. 2.14(g) and
Fig. 2.14(h). The psychophysical experiment results demonstrate that the proposed
(p16, K16) method performs almost always better than the (PCA-INIT SOFM, K2)
method and the (K-means, K2) method in our application.
Figure 2.15 summarizes the related improvements of the proposed (p16, K16)
method as compared to the other methods. It shows that the (p16, K16) method has
the best results in our psychophysical experiment. More specifcally, the (p16, K16)
method is better than the (p16, K2) method and the (p2, K16) method, while the
(p16, K2) method and the (p2, K16) method are in turn better than the (p2, K2)
method when compared to the (p16, K16) method. We can conclude that both the
“p16” algorithm and the “K16” method contribute to the improvements of the (p16,
K16) method. The results also illustrate that the (p2, K2) method is better than the
(PCA-INIT SOFM, K2) and (K-means, K2).

2.5

Conclusions
In this chapter, we proposed a novel color quantization algorithm based on the

minimization of the modifed Lp norm associated distortion metric. The modifed
Lp norm optimization approach is demonstrated to produce more accurate perceived
quality results, especially in the small aggregate areas of the images with distinct colors, than the traditional mean squared error minimization approach. Our algorithm
is shown to perform much better from the perspective of color accuracy than the
PCA-INIT SOFM and K-means algorithms, in the application of color quantization.
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Mean of subject rating scores(%)

Result of the comparison
between (p16, K16) and (PCA−INIT SOFM, K2)
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Fig. 2.12.: Illustration of the comparison results between the (p16, K16)
method and the (PCA-INIT SOFM, K2) method. The left bar indicates the average fraction of times that subjects considered the (p16,
K16) results to have better color accuracy. The right bar is for the case
where the (PCA-INIT SOFM, K2) results have better color accuracy,
while the middle bar is for the case where the results of the two algorithms have equivalent color accuracy. The symbol “I” at the top of
each bar shows the two-sided standard error away from the estimated
mean. One side of the error is one standard deviation of the estimated
mean computed using Eq. (2.17). All quantities are represented in
percentage.
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Mean of subject rating scores(%)

Result of the comparison
between (p16, K16) and (K−means, K2)
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Fig. 2.13.: Illustration of the comparison results between the (p16,
K16) method and the (K-means, K2) method. The left bar indicates
the average fraction of times that subjects considered the (p16, K16)
results to have better color accuracy. The right bar is for the case
where the (K-means, K2) results have better color accuracy, while the
middle bar is for the case where the results of the two algorithms have
equivalent color accuracy. The symbol “I” at the top of each bar shows
the two-sided standard error away from the estimated mean. One side
of the error is one standard deviation of the estimated mean computed
using Eq. (2.17). All quantities are represented in percentage.
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(a)

(b)

(c)

(d)

Fig. 2.14.: Color quantized foreground layers (2560×3304 pixels) generated by the (p16, K16) method using 8 colors, generated by (PCA-INIT
SOFM, K2) and (K-means, K2) using 3 colors. (a) Reference image,
(b) Quantized image from the (p16, K16) method, (c) Quantized image from the (PCA-INIT SOFM, K2), (d) Quantized image from the
(K-means, K2).
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(e)

(f)

(g)

(h)

Fig. 2.14.: Color quantized foreground layers (2560×3304 pixels) generated by the (p16, K16) method using 8 colors, generated by (PCA-INIT
SOFM, K2) and (K-means, K2) using 3 colors.(continued). (e) Magnifed upper right part of the reference image, (f) Magnifed upper right
part of the quantized image from the (p16, K16) method, (g) Magnifed
upper right part of the quantized image from the (PCA-INIT SOFM,
K2), (h) Magnifed upper right part of the quantized image from the
(K-means, K2).

Estimated mean of related improvement(%)

41

Related improvements of (p16, K16)
as compared to other methods
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Fig. 2.15.: Illustration of the related improvements of the (p16, K16)
method as compared to the other methods. From the left, the frst bar
indicates that the (p16, K16) method has 20% more better outcomes
as compared to the (p16, K2) method. The second bar demonstrates
that the (p16, K16) method has about 25% more better outcomes as
compared to the (p2, K16) method. The third bar shows that the (p16,
K16) method has at least 30% more better outcomes as compared to
the (p2, K2) method. The fourth bar and the last bar show that the
(p16, K16) method generates about 70% more better outcomes as compared to the (PCA-INIT SOFM, K2) and (K-means, K2), respectively.
The symbol “I” at the top of each bar shows the two-sided standard
error away from the estimated mean. One side of the error is one standard deviation of the estimated mean computed using Eq. (2.17). All
quantities are represented in percentage.
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3. DOCUMENT IMAGE BINARIZATION VIA ONE-PASS
LOCAL CLASSIFICATION
3.1

Introduction
While binarization has been studied for decades, it continues to be an area of

focus due to its increasing importance in the document image processing pipeline.
For a compound document image, the function of binarization is typically to separate
text or other objects of interest from background content. The binarization process
is not perfect and will generally result in the erroneous creation of non-text binary
components. However, these error components can typically be reduced by the use of
pattern recognition techniques that detect and remove non-text components. Consequently, it is most important that an e ective binarization algorithm maximize the
detection of text, even at the expense of some increase in the number of erroneous
non-text binary components.
Most binarization algorithms can be categorized into either global or local thresholding. Perhaps the most widely used global thresholding method is that of Otsu [66].
This algorithm selects an optimal threshold in order to maximize the separability of
the resultant classes in gray levels [66]. A fast multilevel thresholding algorithm derived from Otsu’s method can be found in [67]. Compared to global thresholding
algorithms, the local thresholding algorithms usually generate better results. A well
known local thresholding algorithm is the method by Niblack [68], which computes
the pixel-wise threshold by using a sliding window over the image. The method by
Sauvola and Pietaksinen [69] and the method by Wolf et al. [70] made improvements
to the original Niblack’s method.
In addition, several algorithms were developed to binarize the document images
by optimizing the rate-distortion curve [71], [72], while some other algorithms were
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developed by analyzing the histogram shapes [73]-[76]. Entropy is another important measure for the binarization algorithms [77]-[84]. The survey of thresholding
techniques can be found in the literature [85]-[90].
The binarization techniques su er from di erent types of document image degradation. The document degradation includes uneven illumination, smearing and smudging of text, ink bleeding-through, and so on. In order to improve the binarization
results, several algorithms were developed to estimate the document background and
compensate the degradation prior to binarization [91]-[96].
Another robust binarization algorithm, cost optimized segmentation (COS), was
proposed by Haneda and Bouman [3]. This algorithm adopts a divide and conquer
strategy by applying local thresholding to each block. It then utilizes an iterative
procedure with dynamic programming to minimize a global cost function. However,
this procedure can be computationally or memory expensive.
In this dissertation, we propose a binarization algorithm via one-pass local classifcation. The local thresholding is frst applied to two di erent scales to generate
the initial binarization results. While local thresholding has some advantages, it also
results in blocks that must be integrated to form a single consistent binarization of
the document. To solve this issue, we develop a two-scale classifcation procedure
based on local minimization of a cost function at each block. Instead of using iterative minimization of a global cost function as is the case with COS, our algorithm
locally classifes each block into one of four classes in a single pass by referencing
both the coarse scale and neighboring blocks. The four classes correspond to foreground, background, normal, and reversed. Once all blocks are classifed, they may
then be easily seamed together to form a consistent binarization. Moreover, because
the classifcation operation uses only local information, the algorithm is not iterative.
This chapter is organized as follows. Section 3.2 introduces the proposed algorithm.
Section 3.3 shows the experimental results. Conclusions are made in Section 3.4.

44
3.2

Binarization via One-Pass Classifcation
The framework of our algorithm is summarized in Fig. 3.1. There are two scales.

For the coarse scale, the algorithm divides the input image into non-overlapping
128 × 128 blocks, and then applies blockwise binarization. The component inversion
algorithm of Sec. 3.2.2 is then applied to the binarized image to create the fnal
coarse-scale result. This coarse-scale result is then used to guide the classifcation
of blocks in the fne-scale binarization. For the fne scale, the algorithm frst divides
the input image into overlapping blocks with block size 32 × 32, and then applies
blockwise binarization to each block. Adjacent blocks in the fne scale overlap by 16
pixels in either the horizontal or vertical direction, or both directions. Subsequently,
the algorithm locally classifes each block to correct the binarization results in a raster
order. Finally, the component inversion process is applied. The blockwise binarization, component inversion and local classifcation will be described in the remainder
of this section.

Fig. 3.1.: Block diagram of our binarization algorithm. We will show
the intermediate results for one of the test images at positions I, II, III
and IV in Fig. 3.7.
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In this chapter, we use i and j in the subscript of notations to denote the indices
of a block. We use (0) and (1) in the superscript of notations to denote the fne scale
and the coarse scale, respectively.

3.2.1

Blockwise Binarization

The method assumes that every pixel in a block is classifed to either the foreground or background. In this procedure, a block of 24-bit colors is processed to
generate initial blockwise binary result, in which white indicates a pixel is classifed
to background and black represents foreground pixels. We propose a blockwise binarization algorithm based upon the method of Otsu. Figure 3.2 plots the block diagram
of this method, which consists of two stages. For a block Bi,j , the frst stage determines the color channel (among R,G,B) with the largest variance, and then use the
corresponding digital values of that color channel as the gray levels Oi,j . The second
stage assigns each pixel in Bi,j to either foreground or background by thresholding.
The pseudocode of Fig. 3.3 summarizes the steps for the thresholding algorithm.

Fig. 3.2.: Block diagram of the blockwise binarization algorithm. The
frst stage converts a block from 24-bit colors to gray levels. The second stage classifes each pixel to either foreground or background by
thresholding.
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function [Ri,j ] ← Thresholding(Oi,j , Ts , mi,j , mi−1,j,0 , mi−1,j,1 , mi,j−1,0,
mi,j−1,1)
% mi,j is the average color value of all pixels in Bi,j
% mi,j,0 is the average color value of the foreground pixels in Bi,j
% mi,j,1 is the average color value of the background pixels in Bi,j
if σi,j < Ts then

% σi,j is the standard deviation of gray levels in Oi,j

Ri,j ← BFBD(mi,j , mi−1,j,0 , mi−1,j,1 , mi,j−1,0 , mi,j−1,1)
else
Obtain Ri,j by applying Otsu’s method to gray levels in Oi,j
end if
end function
Fig. 3.3.: Pseudocode for the routine that performs thresholding. The
blockwise foreground/background decision (BFBD) function described
in Fig. 3.4 is proposed to decide the foreground/background class for
the whole block.
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function [Ri,j ] ← BFBD(mi,j , mi−1,j,0, mi−1,j,1, mi,j−1,0 , mi,j−1,1 )
% mi,j is the average color value of all pixels in Bi,j
% mi′ ,j ′,0 is the average color value of the foreground pixels in Bi′ ,j ′
% mi′ ,j ′,1 is the average color value of the background pixels in Bi′ ,j ′
% The defne domain of (i′ , j ′ , k ′ )
% is {(i − 1, j, 0), (i − 1, j, 1), (i, j − 1, 0), (i, j − 1, 1)}
k̂ ′ ← argmin{kmi,j − mi′ ,j ′,k′ k}
i′ ,j ′ ,k ′

if kˆ′ =0 then
assign all pixels in Bi,j to foreground
else
assign all pixels in Bi,j to background
end if
end function
Fig. 3.4.: Pseudocode for the routine that performs blockwise foreground/background decision (BFBD).
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The method of Otsu assumes that a block contains two classes of pixels, which
belong to either the foreground or background. For a block Bi,j , this step selects the
threshold t so that the within-class variance γ 2 of Oi,j is minimized [66]
2
(t)
Nf g (t)σf2g (t) + Nbg (t)σbg
γ = min
,
0≤t≤255
Nf g (t) + Nbg (t)
2

(3.1)

where Nf g and Nbg are the number of foreground pixels and background pixels, re2
are the variance of foreground pixels and background
spectively; and σf2g and σbg

pixels, respectively. In Eq.(3.1), we have ignored the superscript (0) and (1), and
the subscript i, j for the simplicity of notation. The class of a pixel is determined by
comparing its digital value with this threshold.

3.2.2

Component Inversion

Component inversion in [3] is used to correct the binarization error that may
occur when the text is binarized as background in a surrounding foreground. Figure
3.5(b) shows an example of this kind of error. In our algorithm, it is applied as
the last process at each of the coarse scale and the fne scale, as shown in Fig. 3.1.
The process frst detects foreground components that contain more than T1 interior
background connected components. For each detected foreground component, if the
total number of interior background pixels is less than T2 percent of the number of
surrounding foreground pixels, the labels of the foreground and background pixels are
switched. More details can be found in [3]. In our implementation, we set T1 = 8,
T2 = 80% for the coarse scale, and T1 = 10, T2 = 50% for the fne scale. The result
of applying this process to Fig. 3.5(a) is shown in Fig. 3.5(c).

3.2.3

One-Pass Local Classifcation

A 4-class classifcation algorithm is developed to classify each block in the fne
scale, in order to form a single consistent binarization of the document. Figure 3.6
illustrates the 4 classes of a block by using an example. The class label of a fne-scale
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(a)

(b)

(c)

Fig. 3.5.: Illustration of component inversion. (a) The original document. (b) The result of blockwise binarization. (c) The result of
component inversion.
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block Bi,j is denoted by si,j , where si,j = 0 for “normal”, si,j = 1 for “reversed”,
si,j = 2 for “background”, and si,j = 3 for “foreground”. The class of a block Bi,j

(a)

(b)

(c)

(d)

Fig. 3.6.: Illustration of the 4 classes of a block. The results are enclosed
by black bounding boxes for a clearer view. (a) The result of blockwise
binarization (si,j = 0). (b) The result if si,j = 1. (c) The result if
si,j = 2. (d) The result if si,j = 3.

in the fne scale can be determined by selecting the value of si,j so that the potential
function V (si,j , d) is minimized. The potential function of a block Bi,j is defned as
V (si,j , d) = λ1 V1 (si,j ) + λ2 V2 (si,j )+

(3.2)

λ3 V3 (si,j ) + λ4 V4 (si,j , d) + λ5 V5 (si,j ).
Here, λ1 , λ2 , λ3 , λ4 , and λ5 are unknown parameters which need to be decided, and
V1 , V2 , V3 , V4 , and V5 are the potential terms used to enforce a consistent binarization.
We use d in (3.2) to distinguish between the decision modes of classifcation, where
d = 0 indicates the “tentative” decision mode and d = 1 indicates the “fnal” decision
mode. To enforce more consistency between binarization of neighboring blocks, the
algorithm frst tentatively decides the class of the next block Bi,j+1 in the horizontal
direction. Then, we use the tentative binarization result of Bi,j+1 to fnally decide
the class of Bi,j .
The term V1 is the fraction of the foreground pixels in a block. It is defned as
the number of black pixels in a block, divided by the block size. The term V2 is
designed to fnd high contrast objects. If si,j = 0 or 1, V2 is equal to γi,j , which is the
square-root of the within-class variance of the pixel digital values in Oi,j . If si,j = 2 or
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3, V2 is the standard deviation of all pixel digital values in Oi,j [3]. The term V3 is the
fraction of binarization mismatches of pixels in the overlapping region between block
Bi,j at the fne scale and its corresponding binarized result from the coarse scale.
The terms V4 and V5 are used to quantify the likelihood of “binarization inconsistency” in neighboring blocks. Here, we use the term “binarization inconsistency”
to refer to the inconsistent classifcation of di erent portions of a text string into
foreground and background.
The term V4 measures “binarization inconsistency” between overlapping blocks in
the fne scale. We use Bi1 ,j1 to denote the blocks that overlap with Bi,j at the fne
scale, where i − i1 , j − j1 ∈ {−1, 1}. The fraction of binarization mismatches of pixels
in the overlapping region between block Bi,j and Bi1 ,j1 is denoted by hi,j (i1 , j1 , si,j ).
The term V4 is calculated based on two di erent modes, which are the tentative
classifcation (d = 0) and the fnal classifcation (d = 1). For the case of d = 1, we use
the tentative binarization result of the next block Bi,j+1 . The calculation of V4 (si,j , 1)
is defned in (3.3), where h(i1 , j1 ) is short-hand for hi,j (i1 , j1 , si,j ).

V4 (si,j , 1) = h(i − 1, j − 1) + h(i − 1, j)

+ h(i − 1, j + 1) + αh(i, j − 1) + αh(i, j + 1) /5

(3.3)

Here, α is a parameter to tune the relative importance of di erent overlapping blocks.
For the case of d = 0, the αh(i, j +1) term is dropped from (3.3), and the denominator
is changed to 4.
The term V5 measures “binarization inconsistency” between a block in the fne
(0)

scale and the neighboring blocks from the coarse scale. Given a block Bi,j at the fne
(1)

scale, we denote the overlapping block in the coarse scale by Bi′ ,j ′ . The term V5 is
defned as1

(0)

(0)

(1)

(0)

(1)

d(Bi,j , Bi′ −1,j ′ , si,j ) + d(Bi,j , Bi′ ,j ′−1 , si,j )
V5 (si,j ) =
,
255 × 2

(3.4)

(1)

where d(Bi,j , Bm,n , si,j ) is the distance function between two blocks. To save the
computation, we use the average of digital values as mentioned in Sec. 3.2.1, instead
1

If min V5 (si,j ) > 0.2, we set V5 (si,j ) = 0 for all values of si,j .
si,j
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of the average color of a block to defne the distance function. Assuming si,j = 0, the
average digital values of the foreground pixels and the background pixels are denoted
(0)

(0)

(0)

(1)

(1)

(1)

by µi,j,0 and µi,j,1 for the block Bi,j , while we use µm,n,0 and µm,n,1 for the block Bm,n .
(0)

(0)

We use µi,j to denote the average digital value of all pixels in Bi,j . The distance
function is defned as
(0)

(1)
, si,j ) =
d(Bi,j , Bm,n

(0)
(1)
(0)
(1)


min (|µi,j,0 − µm,n,0 |, |µi,j,1 − µm,n,1|) if si,j = 0






(0)
(1)
(0)
(1)

min (|µi,j,0 − µm,n,1 |, |µi,j,1 − µm,n,0|) if si,j = 1

 (0)
(1)

|µ
i,j − µm,n,1 |





|µ(0) − µ(1) |
m,n,0
i,j

3.2.4

(3.5)

if si,j = 2

if si,j = 3.

Training of the Model

First, let us defne the binarization error metric. Text components in the input
images were manually binarized into the foreground to create ground truth images,
including Ngt ground truth connected components. For every ground truth connected
component, if there exists one connected component at the corresponding location
of the binarized result, and if these two connected components overlap with each
other by more than 70% of the pixels in each connected component, this connected
component in the ground truth is considered as detected [3]. The number of detected
connected components is denoted by Nd . The number of missed connected components is denoted by Nm = Ngt − Nd . We use Ngt,p and Nm,p to denote the number
of pixels in the Ngt connected components and the number of pixels in the Nm connected components, respectively. Let ~λ = [λ1 , ..., λ5 , α]. The binarization error can
be measured by the fraction emp (~λ) of missed detection pixels as below
Nm,p (~λ)
.
emp (~λ) =
Ngt,p

(3.6)

This penalizes the missed detection rather than the false detection of text components. We can post-process the binarization result with a text/non-text classifca-
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tion algorithm that can remove the false detections, but cannot restore the missed
text components. Second, we optimized ~λ by using the derivative-free optimization
method [97] to minimize the binarization error metric.

3.3

Experimental Results
To demonstrate the advantages of the proposed algorithm, we compared it with

other popular thresholding algorithms [68]-[70], and the state-of-the-art document
page binarization algorithm COS [3]. Our test dataset consists of 85 color images
scanned at the resolution of 300 dots per inch (dpi). They are from di erent categories,
including magazines, check, forms, maps, newspapers, posters, and images of mixed
content. Before the binarization, descreening is applied to all images to suppress the
artifacts and noise due to halftoning [98]. For a fair comparison, all algorithms were
tested on the descreened images. Also, component inversion is applied to the results
of all algorithms.

3.3.1

Experiment Settings

We used a window size of 128 ×128 for the algorithms [68]-[70], in order to process
characters of both large and small font sizes. Another parameter k is the weight
coeÿcient in the threshold determination equations. By the default settings, we used
k = −0.2 in the method of Niblack [68], while k = 0.5 in Sauvola’s method [69], and
Wolf’s method [70]. We set Ts = 6 in the proposed algorithm. Our training data
contains 10 color documents scanned at 300 dpi. We trained our algorithm and COS
to obtain the parameters in Tables 3.1 and 3.2, respectively.

3.3.2

Binarization Results Analysis

We use emp defned in (3.6) to measure the binarization error. Table 3.3 summarizes the average error over the full set of 85 test images. Note that the proposed
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Table 3.1.: Parameter settings for our proposed binarization algorithm

λ1

λ2

λ3

λ4

λ5

α

48.88

1.25

50.19

32.03

9.84

1.29

Table 3.2.: Parameter settings for COS

λ1

λ2

λ3

λ4

2nd layer

21.86

8.66

17.97

1.00

1st layer

53.11

28.72

39.36

17.20

0th layer

30.68

21.94

36.66

56.00
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Table 3.3.: Binarization error for di erent binarization methods

Method

Percentage of missed detection pixels

Niblack

23.06%

Sauvola

18.30%

Wolf

19.06%

COS

5.64%

Proposed

4.81%

algorithm results in the lowest overall error rate. Figure 3.7 shows the results of intermediate steps in the proposed binarization process; and Fig. 3.8 shows the results
for the 5 di erent algorithms on a typical test page selected from the full set. Another example in Fig. 3.9 illustrates a typical case in which the proposed algorithm
detects more text than COS, but at the cost of more false detection. Note that the
false detection can be removed by post-processing with a text/non-text classifcation
algorithm. Figure 3.10 shows the results of another test image. Although both the
COS and our algorithm detect text correctly, our algorithm segments the rectangular
graphic components in a manner that is more consistent with how they are perceived
by a human viewer. Moreover, these rectangles of our result can be eÿciently encoded by using symbol-matching based compression such as JBIG2 [99]. For each test
image, the average computation time is 13.64s for COS, but 3.51s for our algorithm.2

3.4

Conclusions
In this chapter, we proposed a binarization algorithm via one-pass local classif-

cation. The binarization error metric of our algorithm is shown to be much smaller
2
The testing environment is a computer using an Intel(R) Core(TM) i5 CPU (2.67 GHz) and 6GB
RAM. The numbers are averages over 85 images.
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(a)

(b)

Fig. 3.7.: The intermediate results of test example 1, which are generated by our algorithm. (a) The input image. (b), (c), (d) and (e)
are the intermediate results at Positions I, II, III and IV in Fig. 3.1,
respectively. (f) The fnal result of our algorithm.
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(c)

(d)

Fig. 3.7.: The intermediate results of test example 1, which are generated by our algorithm. (continued). (a) The input image. (b), (c), (d)
and (e) are the intermediate results at Positions I, II, III and IV in
Fig. 3.1, respectively. (f) The fnal result of our algorithm.
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(e)

(f)

Fig. 3.7.: The intermediate results of test example 1, which are generated by our algorithm. (continued). (a) The input image. (b), (c), (d)
and (e) are the intermediate results at Positions I, II, III and IV in
Fig. 3.1, respectively. (f) The fnal result of our algorithm.
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(a)

(b)

Fig. 3.8.: The results of test example 1. (a) The input image. (b) The
result of Niblack’s algorithm.
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(c)

(d)

Fig. 3.8.: The results of test example 1. (continued). (c) The result of
Sauvola’s algorithm. (d) The result of Wolf’s algorithm.
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(e)

(f)

Fig. 3.8.: The results of test example 1. (continued). (e) The result of
COS. (f) The result of our algorithm.

(a)

(b)

(c)

Fig. 3.9.: The results of test example 2. (a) The input image. (b) The
result of COS. (c) The result of our algorithm.
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(a)

(b)

(c)

Fig. 3.10.: The results of test example 3. (a) The input image. (b) The
result of COS. (c) The result of our algorithm.
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than the popular thresholding algorithms [68]-[70]. The results also demonstrate that
our algorithm can detect a little more text components than the state-of-the-art COS
algorithm [3]. Moreover, our algorithm requires signifcantly less computation than
COS.

REFERENCES

64

REFERENCES

[1] H. Xue, P. Bauer, D. Depalov, B. Bradburn, J. P. Allebach, and C. A. Bouman,
“A color quantization algorithm based on minimization of modifed lp norm error
in a cielab space,” in IS&T/SPIE Electronic Imaging. International Society for
Optics and Photonics, 2012, pp. 82 920O–82 920O.
[2] H. Xue, C. A. Bouman, P. Bauer, D. Depalov, B. M. Bradburn, and J. P. Allebach, “Document image binarization via one-pass local classifcation,” in IEEE
International Conference on Image Processing, Melbourne, Australia, September
2013.
[3] E. Haneda and C. A. Bouman, “Text segmentation for mrc document compression.” IEEE Transactions on Image Processing, vol. 20, no. 6, pp. 1611–1626,
2011.
[4] S. M. Hanif and L. Prevost, “Text detection and localization in complex scene
images using constrained adaboost algorithm,” in Proceedings of the 10th International Conference on Document Analysis and Recognition, 2009. ICDAR
2009, 2009, pp. 1–5.
[5] K. I. Kim, K. Jung, and J. H. Kim, “Texture-based approach for text detection
in images using support vector machines and continuously adaptive mean shift
algorithm,” IEEE Transactions on Pattern Analysis and Machine Intelligence,
vol. 25, no. 12, pp. 1631–1639, Dec 2003.
[6] J. Gllavata, R. Ewerth, and B. Freisleben, “Text detection in images based on
unsupervised classifcation of high-frequency wavelet coeÿcients,” in Proceedings
of the 17th International Conference on Pattern Recognition, 2004. ICPR 2004,
vol. 1, 2004, pp. 425–428.
[7] TIFF
(TM)
revision
6.0
–
fnal .
[Online].
http://partners.adobe.com/public/developer/en/ti /TIFF6.pdf

Available:

[8] Information Technology – Computer Graphics and Image Processing – Portable
Network Graphics (PNG): Functional Specifcation, ISO/IEC 15948, 2004.
[9] (1990, July) Graphics interchange format, version 89a. [Online]. Available:
http://www.w3.org/Graphics/GIF/spec-gif89a.txt
[10] R. D. Queiroz, R. Buckley, and M. Xu, “Mixed raster content (MRC) model
for compound image compression,” in Proceedings of IS&T/SPIE Symposium on
Electronic Imaging, Visual Communications and Image Processing, vol. 3653,
San Jose, CA, February 1999, pp. 1106–1117.
[11] ITU-T Recommendation T.44 Mixed Raster Content (MRC), T.44, International
Telecommunication Union, 1999.

65
[12] Information technology – Mixed Raster Content (MRC), ISO/IEC 16485, 2000.
[13] Y. Deng and B. Manjunath, “Unsupervised segmentation of color-texture regions
in images and video,” IEEE Transactions on Pattern Analysis and Machine
Intelligence, vol. 23, no. 8, pp. 800–810, August 2001.
[14] Y. Deng, B. Manjunath, and H. Shin, “Color image segmentation,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, vol. 2,
Fort Collins, CO, June 1999, pp. 446–451.
[15] G. Dong and M. Xie, “Color clustering and learning for image segmentation
based on neural networks,” IEEE Transactions on Neural Networks, vol. 16,
no. 4, pp. 925–936, July 2005.
[16] S. Phung, A. Bouzerdoum, and S. Chai, D., “Skin segmentation using color pixel
classifcation: analysis and comparison,” IEEE Transactions on Pattern Analysis
and Machine Intelligence, vol. 27, no. 1, pp. 148–154, Janunary 2005.
[17] Z. Fan and T. W. Jacobs, “Method for image segmentation to identify regions
with constant foreground color,” May 20 2008, US Patent 7,376,272.
[18] I. K. Sethi, I. L. Coman, B. Day, F. Jiang, D. Li, J. Segovia-Juarez, G. Wei,
and B. You, “Color-WISE: a system for image similarity retrieval using color,”
in Proceedings of SPIE on Storage and Retrieval for Image and Video Database
VI, vol. 3312, San Jose, CA, January 1998, pp. 140–149.
[19] Y. Gong, G. Proietti, and C. Faloutsos, “Image indexing and retrieval based on
human perceptual color clustering,” in Proceedings of the IEEE Conference on
Computer Vision and Pattern Recognition, Santa Barbara, CA, June 1998, pp.
578–583.
[20] J. Han and K. Ma, “Fuzzy color histogram and its use in color image retrieval,”
IEEE Transactions on Image Processing, vol. 11, no. 8, pp. 944–952, August
2002.
[21] R. Chakravarti and X. Meng, “A study of color histogram based image retrieval,”
in Sixth International Conference on Information Technology: New Generations,
Las Vegas, NV, April 2009, pp. 1323–1328.
[22] L. Carnevale, A. Choksi, B. Li, X. Liu, A. Savona, F. Tanganelli, T. Yang et al.,
“Similarity detection and clustering of images,” September 21 2010, US Patent
7,801,893.
[23] Commission Internationale de l’Eclairage Proceedings. Cambridge: Cambridge
University Press, 1931.
[24] K. Plataniotis and A. Venetsanopoulos, Color Image Processing and Applications. New York: Springer-Verlag, 2000.
[25] G. Sharma and R. Bala, Digital Color Imaging Handbook. CRC Press, 2010.
[26] Q. Wen and M. E. Celebi, “Hard versus fuzzy c-means clustering for color quantization,” EURASIP Journal on Advances in Signal Processing, vol. 2011, no. 1,
p. 118, Nov 2011.

66
[27] R. Gentile, J. Allebach, and E. Walowit, “Quantization of color images based on
uniform color spaces,” Journal of Imaging Technology, vol. 16, no. 1, pp. 11–21,
January 1990.
[28] A. W. Paeth, “Graphics gems,” A. S. Glassner, Ed. San Diego, CA, USA:
Academic Press Professional, Inc., 1990, ch. Mapping RGB triples onto four
bits, pp. 233–245.
[29] B. J. Kurz, “Optimal color quantization for color displays,” in Proceedings of the
IEEE Conference on Computer Vision and Pattern Recognition, Washington,
DC, January 1983, pp. 217–224.
[30] M. Orchard and C. Bouman, “Color quantization of images,” IEEE Transactions
on Signal Processing, vol. 39, no. 12, pp. 2677–2690, December 1991.
[31] P. Heckbert, “Color image quantization for frame bu er display,” SIGGRAPH
Computer Graphics, vol. 16, no. 3, pp. 297–307, July 1982.
[32] S. J. Wan, P. Prusinkiewicz, and S. K. M. Wong, “Variance-based color image
quantization for frame bu er display,” Color Research and Application, vol. 15,
no. 1, pp. 52–58, February 1990.
[33] D. Clark, “Color quantization using octrees,” Dr. Dobb’s Journal, pp. 54–57 and
102–104, January 1996.
[34] S. P. Lloyd, “Least squares quantization in PCM,” IEEE Transactions on Information Theory, vol. 28, no. 2, pp. 129–137, March 1982.
[35] R. Balasubramanian and J. Allebach, “New approach to palette selection for
color images,” Journal of Imaging Technology, vol. 17, no. 6, pp. 284–290, December 1991.
[36] Z. Xiang and G. Joy, “Color image quantization by agglomerative clustering,”
IEEE Computer Graphics and Applications, vol. 14, no. 3, pp. 44–48, May 1994.
[37] R. Balasubramanian, C. Bouman, and J. Allebach, “Sequential scalar quantization of vectors: an analysis,” IEEE Transactions on Image Processing, vol. 4,
no. 9, pp. 1282–1295, September 1995.
[38] A. H. Dekker, “Kohonen neural networks for optimal colour quantization,” Network: Computation in Neural Systems, vol. 5, no. 3, pp. 351–367, January 1994.
[39] D. Mavridis and N. Papamarkos, “Color quantization based on PCA and Kohonen SOFM,” in Proceedings of the 13th International Conference on Computer
Analysis of Images and Patterns, Munster, Germany, September 2009, pp. 484–
491.
[40] C.-H. Chang, P. Xu, R. Xiao, and T. Srikanthan, “New adaptive color quantization method based on self-organizing maps,” IEEE Transactions on Neural
Networks, vol. 16, no. 1, pp. 237–249, January 2005.
[41] C.-H. Wang, C.-N. Lee, and C.-H. Hsieh, “Sample-size adaptive self-organization
map for color images quantization,” Pattern Recognition Letters, vol. 28, no. 13,
pp. 1616–1629, October 2007.

67
[42] E. J. Palomo and E. Domı́nguez, “Hierarchical color quantization based on selforganization,” Journal of Mathematical Imaging and Vision, vol. 49, no. 1, pp.
1–19, May 2014.
[43] D. Ozdemir and L. Akarun, “A fuzzy algorithm for color quantization of images,”
Pattern Recognition, vol. 35, no. 8, pp. 1785–1791, August 2002.
[44] G. Schaefer and H. Zhou, “Fuzzy clustering for colour reduction in images,”
Telecommunication Systems, vol. 40, no. 1-2, pp. 17–25, February 2009.
[45] A. K. Jain, M. N. Murty, and P. J. Flynn, “Data clustering: a review,” ACM
Computing Surveys, vol. 31, no. 3, pp. 264–323, September 1999.
[46] A. K. Jain, “Data clustering: 50 years beyond k-means,” Pattern Recognition
Letters, vol. 31, no. 8, pp. 651–666, June 2010.
[47] X. Wu, “Color quantization by dynamic programming and principal analysis,”
ACM Transactions on Graphics, vol. 11, no. 4, pp. 348–372, October 1992.
[48] A. Mojsilovic and E. Soljanin, “Color quantization and processing by fbonacci
lattices,” IEEE Transactions on Image Processing, vol. 10, no. 11, pp. 1712–1725,
November 2001.
[49] J. Zhang, Y. Song, Y. Zhang, and X. Wang, “A new approach of color image
quantization based on normalized cut algorithm,” in Proceedings of Asian Conference on Pattern Recognition, Beijing, China, November 2011, pp. 451–455.
[50] B. W. Kolpatzik and C. A. Bouman, “Optimized error di usion for image display,” Journal of Electronic Imaging, vol. 1, no. 3, pp. 277–292, July 1992.
[51] D. Lo, “Color quantization apparatus and method for frame bu er display,”
November 15 1994, US Patent 5,365,252.
[52] J. G. Dy and C. E. Brodley, “Feature subset selection and order identifcation
for unsupervised learning,” in Proceedings of 17th International Conference on
Machine Learning, Stanford, CA, June 2000, pp. 247–254.
[53] K. V. Mardia, J. T. Kent, and J. M. Bibby, “Multivariate analysis,” 1980.
[54] M. H. Hansen and B. Yu, “Model selection and the principle of minimum description length,” Journal of the American Statistical Association, vol. 96, no.
454, pp. 746–774, June 2001.
[55] M. A. Figueiredo and A. K. Jain, “Unsupervised learning of fnite mixture models,” IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 24,
no. 3, pp. 381–396, March 2002.
[56] H. Akaike, “A new look at the statistical model identifcation,” IEEE Transactions on Automatic Control, vol. 19, no. 6, pp. 716–723, December 1974.
[57] G. Schwarz, “Estimating the dimension of a model,” The Annals of Statistics,
vol. 6, no. 2, pp. 461–464, March 1978.
[58] A. K. Jain, Fundamentals of Digital Image Processing. New jersey, USA: Prentice Hall, 1989.

68
[59] M. G. Omran, A. P. Engelbrecht, and A. Salman, “A color image quantization
algorithm based on particle swarm optimization.” Informatica, vol. 29, no. 3,
October 2005.
[60] A. Atsalakis and N. Papamarkos, “Color reduction and estimation of the number of dominant colors by using a self-growing and self-organized neural gas,”
Engineering Applications of Artifcial Intelligence, vol. 19, no. 7, pp. 769–786,
October 2006.
[61] J. C. Bezdek, Pattern Recognition with Fuzzy Objective Function Algorithms.
Norwell: Kluwer Academic Publishers, 1981.
[62] B. Fritzke, “Growing cell structures—a self-organizing network for unsupervised
and supervised learning,” Neural Networks, vol. 7, no. 9, pp. 1441–1460, 1994.
[63] T. Kohonen, “The self-organizing map,” Proceedings of the IEEE, vol. 78, no. 9,
pp. 1464–1480, September 1990.
[64] N. Papamarkos, A. E. Atsalakis, and C. P. Strouthopoulos, “Adaptive color
reduction,” IEEE Transactions on Systems, Man, and Cybernetics, Part B: Cybernetics, vol. 32, no. 1, pp. 44–56, February 2002.
[65] S. Ishihara, Ishihara’s Tests for Colour Defciency: Complete 38 Plate Edition.
Taylor & Francis Group, 2004.
[66] N. Otsu, “A threshold selection method for gray-level histograms,” IEEE Transactions on Systems, Man and Cybernetics, vol. SMC-9, no. 1, pp. 62–66, 1979.
[67] P. Liao, T. Chen, and P. Chung, “A fast algorithm for multilevel thresholding,”
Journal of Information Science and Engineering, vol. 17, pp. 713–727, 2001.
[68] W. Niblack, An Introduction to Digital Image Processing.
national, 1986.

Prentice-Hall Inter-

[69] J. Sauvola and M. Pietaksinen, “Adaptive document image binarization,” Pattern Recognition, vol. 33, pp. 225–236, 2000.
[70] C. Wolf, J.-M. Jolion, and F. Chassaing, “Text localization, enhancement and
binarization in multimedia documents,” in Proceedings of the International Conference on Pattern Recognition, vol. 2, 2002, pp. 1037–1040.
[71] R. L. De Queiroz, Z. Fan, and T. D. Tran, “Optimizing block-thresholding segmentation for multilayer compression of compound images,” IEEE Transactions
on Image Processing, vol. 9, no. 9, pp. 1461–1471, 2000.
[72] H. Cheng and C. A. Bouman, “Document compression using rate-distortion optimized segmentation,” Journal of Electronic Imaging, vol. 10, no. 2, pp. 460–474,
2001.
[73] A. Rosenfeld and P. de la Torre, “Histogram concavity analysis as an aid in
threshold selection,” IEEE Transactions on Systems, Man and Cybernetics, vol.
SMC-13, no. 2, pp. 231–235, 1983.
[74] R. Guo and S. Pandit, “Automatic threshold selection based on histogram modes
and a discriminant criterion,” Machine vision and applications, vol. 10, no. 5-6,
pp. 331–338, 1998.

69
[75] N. Ramesh, J.-H. Yoo, and I. Sethi, “Thresholding based on histogram approximation,” IEE Proceedings-Vision, Image and Signal Processing, vol. 142, no. 5,
pp. 271–279, 1995.
[76] M. I. Sezan, “A peak detection algorithm and its application to histogram-based
image data reduction,” Computer vision, graphics, and image processing, vol. 49,
no. 1, pp. 36–51, 1990.
[77] J. Kapur, P. K. Sahoo, and A. Wong, “A new method for gray-level picture
thresholding using the entropy of the histogram,” Computer vision, graphics,
and image processing, vol. 29, no. 3, pp. 273–285, 1985.
[78] T. Pun, “A new method for grey-level picture thresholding using the entropy of
the histogram,” Signal processing, vol. 2, no. 3, pp. 223–237, 1980.
[79] J.-C. Yen, F.-J. Chang, and S. Chang, “A new criterion for automatic multilevel
thresholding,” IEEE Transactions on Image Processing, vol. 4, no. 3, pp. 370–
378, 1995.
[80] P. Sahoo, C. Wilkins, and J. Yeager, “Threshold selection using Renyi’s entropy,”
Pattern recognition, vol. 30, no. 1, pp. 71–84, 1997.
[81] C. H. Li and C. Lee, “Minimum cross entropy thresholding,” Pattern Recognition,
vol. 26, no. 4, pp. 617–625, 1993.
[82] C. Li and P. K.-S. Tam, “An iterative algorithm for minimum cross entropy
thresholding,” Pattern Recognition Letters, vol. 19, no. 8, pp. 771–776, 1998.
[83] A. Brink and N. Pendock, “Minimum cross-entropy threshold selection,” Pattern
Recognition, vol. 29, no. 1, pp. 179–188, 1996.
[84] N. R. Pal, “On minimum cross-entropy thresholding,” Pattern Recognition,
vol. 29, no. 4, pp. 575–580, 1996.
[85] M. Sezgin and B. Sankur, “Survey over image thresholding techniques and quantitative performance evaluation,” Journal of Electronic imaging, vol. 13, no. 1,
pp. 146–168, 2004.
[86] O. D. Trier and A. K. Jain, “Goal-directed evaluation of binarization methods,”
IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 17, no. 12,
pp. 1191–1201, 1995.
[87] S. U. Lee, S. Yoon Chung, and R. H. Park, “A comparative performance study
of several global thresholding techniques for segmentation,” Computer Vision,
Graphics, and Image Processing, vol. 52, no. 2, pp. 171–190, 1990.
[88] J. S. Weszka and A. Rosenfeld, “Threshold evaluation techniques,” IEEE Transactions on Systems, Man and Cybernetics, vol. 8, no. 8, pp. 622–629, 1978.
[89] P. K. Sahoo, S. Soltani, and A. Wong, “A survey of thresholding techniques,”
Computer vision, graphics, and image processing, vol. 41, no. 2, pp. 233–260,
1988.
[90] C. A. Glasbey, “An analysis of histogram-based thresholding algorithms,” Graphical models and image processing, vol. 55, no. 6, pp. 532–537, 1993.

70
[91] S. Lu, B. Su, and C. L. Tan, “Document image binarization using background
estimation and stroke edges,” International Journal on Document Analysis and
Recognition, vol. 13, no. 4, pp. 303–314, 2010.
[92] J. M. M. da Silva, R. D. Lins, F. M. J. Martins, and R. Wachenchauzer, “A
new and eÿcient algorithm to binarize document images removing back-to-front
interference,” Journal of Universal Computer Science, vol. 14, no. 2, pp. 299–313,
2008.
[93] M. Makridis and N. Papamarkos, “An adaptive layer-based local binarization
technique for degraded documents,” International Journal of Pattern Recognition
and Artifcial Intelligence, vol. 24, no. 02, pp. 245–279, 2010.
[94] K. Khurshid, I. Siddiqi, C. Faure, and N. Vincent, “Comparison of Niblack
inspired binarization methods for ancient documents,” in Proceedings of 16th
International Conference on Document Recognition and Retrieval, 2009.
[95] Z. Shi and V. Govindaraju, “Historical document image segmentation using background light intensity normalization,” in Document Recognition and Retrieval
XII, SPIE Vol. 5676, San Jose, California, USA, 2005.
[96] M. Block and R. Rojas, “Local contrast segmentation to binarize images,” in
Proceedings of the 3rd International Conference on Digital Society, vol. 1, Cancun, Mexico, 2009, pp. 294–299.
[97] J. C. Lagarias, J. A. Reeds, M. H. Wright, and P. E. Wright, “Convergence
properties of the Nelder-Mead simplex method in low dimensions,” SIAM Journal
of Optimization, vol. 9, pp. 112–147, 1998.
[98] H. Siddiqui and C. A. Bouman, “Training-based descreening,” IEEE Transactions on Image Processing, vol. 16, no. 3, pp. 789–802, 2007.
[99] JBIG2 Final Draft International Standard, ISO/IEC JTC1/SC29/WG1N1545,
1999.

