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Abstract—Conditional Maximum Mean Discrepancy (CMMD)
can capture the discrepancy between conditional distributions
by drawing support from nonlinear kernel functions, thus it has
been successfully used for pattern classification. However, CMMD
does not work well on complex distributions, especially when
the kernel function fails to correctly characterize the difference
between intra-class similarity and inter-class similarity. In this
paper, a new kernel learning method is proposed to improve
the discrimination performance of CMMD. It can be operated
with deep network features iteratively and thus denoted as
KLN for abbreviation. The CMMD loss and an auto-encoder
(AE) are used to learn an injective function. By considering the
compound kernel, i.e., the injective function with a characteristic
kernel, the effectiveness of CMMD for data category description
is enhanced. KLN can simultaneously learn a more expressive
kernel and label prediction distribution, thus, it can be used
to improve the classification performance in both supervised
and semi-supervised learning scenarios. In particular, the kernel-
based similarities are iteratively learned on the deep network
features, and the algorithm can be implemented in an end-
to-end manner. Extensive experiments are conducted on four
benchmark datasets, including MNIST, SVHN, CIFAR-10 and
CIFAR-100. The results indicate that KLN achieves state-of-the-
art classification performance.
Index Terms—Conditional distribution discrepancy, Moment
matching network, Supervised learning, Semi-supervised learn-
ing, Auto-Encoder, Kernel mappings
I. INTRODUCTION
DATA classification provides us fundamental knowledgefor structured information and latent connection in given
data. In machine learning, data classification refers to the
problem of identifying to which category a new observation
belongs, under the assumption that the training set containing
observations whose category membership is known or partially
known. Accordingly, classification methods are usually catego-
rized into supervised methods and semi-supervised methods. It
is worth noting that practical data are usually high dimensional
with large variations, which bring additional difficulty in
classification. Taking the street view image as an example,
data can be captured in crowds, and they have very complex
backgrounds [1], [2]. Thus, how to learn discriminative and
compact feature, which also has good generalization perfor-
mance, is a challenging and important problem.
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In the past two decades, classification models are usually
accompanied by exploration of nonlinear kernel functions,
which enable classification models to be operated in a Re-
producing Kernel Hilbert Space (RKHS) [3]. Generally, RKHS
corresponds to a high-dimensional, implicit but more separable
feature space without explicitly computing data coordinates
in that space, but rather by simply computing the inner
products between all sample pairs in the feature space. It
has been validated that increasing the data dimension to
very high even infinite by using kernel mappings and then
implementing dimension reduction operations can effectively
improve the classification accuracy. It also becomes potential
mechanism and important experience for data analysis and
feature representation [4]–[6]. Classification algorithms capa-
ble of operating with kernels include Perceptron [7], Support
Vector Machine [8], Fisher’s linear discriminant analysis [9],
[10], and several others [11], [12].
A probability distribution can also be embedded into RKHS
by kernel mappings, and then some linear methods can be
used to deal with higher-order statistics [3], [13]. The widely
used methods are usually based on MMD and CMMD. MMD
captures the discrepancy between marginal distributions, while
CMMD captures the discrepancy between conditional distri-
butions [14]. These measures are widely used in independent
test [14], non-parametric test [15], image generation [16], [17],
and transfer learning tasks [18]–[20].
MMD has been successfully applied to measure the differ-
ence between two probability distributions via kernel mean
embedding. For supervised classification tasks, MMD can be
used to estimate the similarity between distributions of positive
and negative samples, and maximizing MMD leads to the
two classes as apart as possible [21]. It has been proved that
MMD of binary-class samples in a certain condition is inverse
proportional to the optimal risk of the linear loss function
of Parzen window classifier [21]. However, it is difficult to
deal with multi-class classification tasks using MMD. In [22],
the authors propose conditional generative moment-matching
network (CGMMN), which exploits CMMD to build condi-
tional moment matching networks for image classification and
generation tasks. Let X be an observation and Y be the re-
sponse. CMMD measures the discrepancy between conditional
distributions P (Y |X) and P (Ŷ |X), in which Ŷ denotes the
predicted value of Y . By minimizing the CMMD measure-
ment, the multi-class classification objectives can be achieved.
However, it still has the following limitations. First, CGMMN
uses a fixed Gaussian kernel, which limits the expressiveness
of CMMD. Second, CGMMN requires the ground-truth label
for each input sample, which makes it impossible to deal with
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2semi-supervised classification tasks.
Moreover, both MMD and CMMD cannot work well on
complex distributions since it is difficult to find a suitable
kernel function. Long et al. [23] propose a kernel selection
strategy by maximizing MMD to find a weighted coefficient
of the multi-kernel function. Li et al. [17] propose to learn the
kernel function by compounding of a characteristic kernel and
an injective function. The same problems appear in CMMD.
When dealing with the image dataset with complex back-
ground, the kernel may not effectively characterize similarity
between samples, and then the classification performance
based on CMMD degrades significantly. Meanwhile, since
CMMD is calculated based on the embedding of conditional
distributions, the kernel learning method used in MMD cannot
be directly applied in CMMD. Therefore, how to design an
effective and distinguishable kernel is the most important task
in the CMMD-based data classification algorithms.
In this paper, we propose a kernel learning method, i.e.,
KLN, to tackle these problems. KLN can simultaneously learn
a more representative kernel function and label prediction
distribution through CMMD. The CMMD between two similar
conditional distributions is minimized to find the representative
kernel function, which is compounded by a pre-specified ker-
nel function and a deep network. In order to make the learned
kernel function characteristic, an additional AE structure is
used to ensure that the transformation function represented
by the deep network is approximately injective. KLN is
mostly proposed to deal with supervised classification tasks
by minimizing the CMMD between P (Y |X) and P (Ŷ |X),
however, it can be extended to deal with semi-supervised
classification tasks by using dynamically predicted labels. We
evaluate KLN in a wide range of tasks, including supervised
classification, visualization of the learned kernel (similarity)
and semi-supervised classification. Extensive experiments are
conducted on various datasets, and the results show that KLN
can obtain very competitive performance.
Our contributions are summarized as follows.
1) It is observed that the kernel functions used in CMMD
cannot effectively represent similarities between sample
pairs. An inappropriate kernel function will lead to
degradation of the classification performance. A kernel
learning method, KLN, is proposed to tackle this prob-
lem. KLN approximates the kernel matrix in a feature
space mapped by a deep network, rather than the high
dimensional input features.
2) By simultaneously learning the kernel function and
the label prediction distribution, an end-to-end training
algorithm is proposed to improve the final classification
performance. In addition, the algorithm is extended to
deal with semi-supervised classification tasks.
3) KLN is evaluated on several benchmark image datasets.
It achieves competitive prediction accuracies in both
supervised and semi-supervised classification tasks. The
supervised prediction accuracies on the MNIST, SVHN,
CIFAR-10 and CIFAR-100 datasets achieve to 99.61%,
98.44%, 94.85% and 77.37%, respectively. This is also
the first CMMD-based work to achieve competitive
results in semi-supervised classification scenarios.
The rest of this paper is organized as follows. Section II
briefly reviews closely related work. In Section III, we first
demonstrate the importance of kernel function in CMMD, and
then we propose the KLN algorithm to deal with supervised
and semi-supervised classification tasks. Experiment results
and analysis are presented in Section IV, where KLN is
compared with several state-of-the-art methods. Section V
concludes the paper and discusses future work.
II. RELATED WORK
Generative models belong to statistical methodology of the
joint probability distribution on both observation variable and
response variable. Deep generative models characterize the
distribution of observations with a hierarchical architecture
and many latent variables. They can be the natural choice
for many tasks that require statistical inference and deep
convolutional operations, such as image generation [24], [25],
style transfer [17], and data classification [26]–[28].
Recently, Goodfellow et al. [29] present generative adversar-
ial network (GAN) to deal with the distribution learning prob-
lem. GAN adopts a game-theory-based strategy to discrimi-
natively learn the data generator, and formulates the objective
function as a min-max optimization problem [27], [30]. How-
ever, the adversarial formalism of GAN is hard to convergent
to the desired solution, as the gradients can be easily saturated
and even disappear. In particular, Li et al. [16] present genera-
tive moment matching network (GMMN), which is essentially
a generative version of MMD, to simplify the model by
sampling from some simple distribution. To learn the network
weights, kernel-based MMD is exploited to avoid unneces-
sary assumptions of the distributions. However, GMMN has
some drawbacks in real applications. Besides the quadratic
computational complexity, which is principally deduced by
MMD, the gradient vanishing phenomenon frequently appears
for low-bandwidth kernels. It is probably that some kernels
used in practice are unsuitable for capturing very complex
distances in high dimensional sample spaces such as natural
images [17]. A GMMN network estimates the joint distribution
of a set of variables. It seems that conditional distribution
matching is more interesting in many other cases such as
data classification and generation [31], [32]. Ren et al. [22]
present CGMMN to learn a flexible conditional distribution
when some input variables are given. CGMMN extends the
capability of GMMN to address a wide range of application
problems as mentioned above, while keeping the training
process simple. The successful applications of CGMMN can
be primarily attributed to the flexible kernel embedding of
conditional probability distributions, which rely on a general-
ization of covariance matrix, known as the cross-covariance
operator [33]. Song et al. [34] have proved that under some
assumptions, the conditional embedding exists, and it can be
expressed in terms of cross-covariance operator. Specifically,
CGMMN attempts to learn the true category distribution by
minimizing the CMMD between two conditional distributions.
The KLN method is inspired by CGMMN, but there are
two key differences in the training process:
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Fig. 1. Heat map of matrix H on MNIST dataset. (a) The samples were drawn from different classes. (b) The samples were drawn from the same class. We
can see that the off-diagonal elements of H are almost identical to each other, and there is almost no difference between the two matrices. It indicates that
the kernel functions used in CMMD criterion fails to distinguish between-class sample similarities and within-class sample similarities.
1) CGMMN uses a pre-specified kernel on the raw input
features directly, while KLN introduces the kernel learn-
ing process to improve the expressiveness of CMMD.
2) CGMMN estimates CMMD on each mini-batch, which
makes it necessary to have a real label for each sample.
However, by simultaneously learning the kernel function
and predicting the distribution by CMMD, KLN can use
the unlabeled data to learn a more discriminant kernel
function and estimate the CMMD between the true con-
ditional distribution and the predicted distribution. This
enables it to deal with semi-supervised classification
tasks effectively.
III. THE KLN ALGORITHM
In this section, the KLN method is introduced in details
to learn more expressive kernel functions and improve the
classification performance. Roughly speaking, KLN learns
discriminative features in an end-to-end manner by integrating
CMMD and an AE framework. In particular, the kernel-based
similarities are obtained by using the embedding features,
rather than the input raw features. Thus, the kernel matrices are
not unity in the training process and they make final features
more adaptive and discriminative.
A. Kernel degradation in CMMD
The principal problem that pattern classification concerns is
whether conditional distribution equation P (Y |X) = P (Ŷ |X)
holds or not. Intuitively, CMMD is suitable for solving the
pattern classification task since it can capture the discrepancy
between two conditional distributions. Suppose that φ and
ψ denote the nonlinear mapping functions for X and Y ,
respectively. Then cross-covariance CXY : G → F is defined
as [33]:
CXY = EXY [φ(X)⊗ ψ(Y )]− µX ⊗ µY ,
where ⊗ is the tensor product operator. The embedding of
conditional distributions CY |X can be defined as [34]:
CY |X = CY XC
−1
XX . (1)
Given a dataset DXY drawn i.i.d from P (X,Y ), CY |X can
be estimated by:
ĈY |X = Ψ(Φ>Φ + λI)−1Φ>
, Ψ(K + λI)−1Φ>, (2)
where Φ denotes the embedding of X , Ψ denotes the embed-
ding of Y , K = Φ>Φ is the Gram matrix, and λ is a positive
regularization parameter.
We randomly sample two batches, e.g., DsXY =
{(xsi , ysi )}ni=1 and DtXYˆ = {(xti, ŷti)}ni=1, from P (Y |X) and
P (Ŷ |X), respectively. Let Xs = [xs1, · · · , xsn] and Xt =
[xt1, · · · , xtn], and the superscripts or subscripts s and t rep-
resent the two sample sets, respectively. yˆti is the predicted
label of xti, and it is derived by some specified prediction
method such as softmax. It is worth noting that Xs and Xt
may be non-overlapping, because in some applications, e.g.,
semi-supervised classification tasks, there are some unlabeled
input data. The empirical estimation of CMMD is
LCMMD =‖ĈsY |X − ĈtŶ |X‖2F⊗G
=‖Ψs(Ks + λI)−1Φ>s −Ψt(Kt + λI)−1Φ>t ‖2F⊗G
=Tr(KsK˜−1s LsK˜−1s ) + Tr(KtK˜−1t LtK˜−1t )
− 2 · Tr(KtsK˜−1s LstK˜−1t ),
(3)
where Ψs = [ψ(ys1), · · · , ψ(ysn)], Φs = [φ(xs1), · · · , φ(xsn)],
Ks = Φ
>
s Φs, K˜s = Ks + λI, Ls = Ψ>s Ψs. Other variables
relating to subscribe t are defined in a similar way on dataset
Dt
XYˆ
. By minimizing this CMMD-based loss function, the
difference between P (Y |X) and P (Ŷ |X) is reduced to a
reasonable range. In particular, according to Theorem 3 shown
in [22], when CMMD approaches its minimum value of 0,
the predicted distribution converges to the true distribution.
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Fig. 2. Flowchart of KLN method, in which the kernel matrices are computed by using the AE latent features Zs, Zt and their (predicted) labels. The
Auto-Encoder module is used to ensure that the mapping from X to Z is approximately injective. Detailed setups and parameters are placed in Appendix B.
It means that the CMMD criterion can be used to learn the
category distribution.
However, CMMD fails to measure the similarity between
two conditional distributions if the kernel function is selected
improperly. It is well known that the performance of MMD
is limited by the quality of the kernel function [35], [36].
When dealing with complex distributions, it is difficult to
effectively represent similarity between samples using the RBF
kernel and the Laplacian kernel, which lead to the degradation
of MMD-based algorithms. The same problem exists in the
CMMD criterion. We present a demonstrative instance here.
We randomly select a sample batch and plot the heat map
of the matrix K˜−1KK˜−1, which is the weight matrix of
L in Equation (3) and is called H here for convenience.
Figure 1(a) shows the H matrix by using the samples with
random sampling. The off-diagonal elements of H are almost
the same. Besides, we randomly select a sample batch from
one single class, and then plot the heat map of matrix H in
Figure 1(b). There is almost no difference between the two
matrices. It indicates that the kernel function used in CMMD
criterion fails to distinguish the between-class similarities
and the within-class similarities when dealing with complex
distributions. The heat maps of H matrix on the SVHN and
CIFAR-10 datasets show very similar comparison results, and
they are presented in Appendix A.
In summary, kernel function learning module plays an
important role in characterizing the loss function LCMMD. If
the kernel functions are not learned well, then CMMD loses
its intrinsic discriminative representation ability. In contrary,
well-learned kernel functions are useful to extract robust and
discriminative features for classification. Therefore, a better
kernel function is expected to improve the classification per-
formance of the CMMD criterion.
B. Kernel learning on network embedding features
In classification tasks, it is desirable that distances between
samples with the same label are small in the learned metric
space, while distances between those with different labels are
large. However, as shown in Figure 1, when the nonlinear
kernel functions are directly applied to input features Xs and
Xt, the RBF kernel function tends to derive a similar Gram
matrix for the high-dimensional and normalized data. In this
case, CMMD cannot characterize the weights of errors well,
thus the classification performance degenerates rapidly.
By Equation (3), the distance LCMMD of the two conditional
distributions P (Y |X) and P (Y˜ |X) can be estimated by sam-
pling finite samples. Due to sampling bias, LCMMD may not
be zero (but should be close to 0) when P (Y |X) = P (Y˜ |X).
When LCMMD is a large value, the pre-specified kernel
function may be inappropriate. Intuitively, if a kernel K gets
a small LCMMD when P (Y |X) = P (Y˜ |X), it is likely to
describe the similarity better between samples. So, instead of
directly using a pre-specified kernel K for the input features
X, we expect to obtain a more suitable kernel function via
min
K
‖ĈsY |X − ĈtY |X‖2F⊗G . (4)
In Equation (4), all characteristic kernels should be consid-
ered. However, it is difficult to choose the optimal solution
from all the characterized kernels. According to the theory
proposed by [35], if function h is injective and the kernel
function K is characteristic, then the compound kernel func-
tion K = K ◦h, which satisfies to K(x, x′) = K(h(x), h(x′)),
is still characteristic. In this paper, the optimal solution of
Equation (4) is determined via selecting from a series of kernel
functions K. In other words, the kernel function is not applied
directly to the raw data X , but instead applied to the embedded
feature Z with an h transformation, which is represented by
a deep network. Here an injective function hw with parameter
w is considered. Let Z = hw(X). We use subscript z to
denote the features referring to Z and to distinguish them from
raw features X. Then the kernel learning loss by the CMMD
criterion in the new model can be defined as:
LCMMD Z(w)
=‖ĈYs|hw(Xs) − ĈYt|hw(Xt)‖2F⊗G
=‖ĈYs|Zs − ĈYt|Zt‖2F⊗G
=‖Ψs(Ks z + λI)−1Φ>s z −Ψt(Kt z + λI)−1Φ>t z‖2F⊗G
=Tr(Ks zK˜−1s zLsK˜−1s z) + Tr(Kt zK˜−1t zLtK˜−1t z)
−2 · Tr(Kts zK˜−1s zLtsK˜−1t z),
(5)
5in which Ψs = [ψ(ys1), · · · , ψ(ysn)], Ls = Ψ>s Ψs, Φs z =
[φ(zs1), · · · , φ(zsn)] = [φ(hw(xs1)), · · · , φ(hw(xsn))], Ks z =
Φ>s zΦs z , and K˜s z =Ks z +λI. Other variables relating to
subscribe t are defined in a similar way on DtXY . Kts z =
Φ>t zΦs z , Lst = Ψ>s Ψt. By minimizing LCMMD Z(w), the
similarity value of positive pair (i.e., in the same class)
becomes larger, while the similarity value of negative pair (i.e.,
in different classes) becomes smaller.
In addition, to ensure that hw is injective or approxi-
mately injective, an auto-encoder (AE) module is designed
in KLN. For an injective function h, there exists an inverse
function h−1 such that h−1(h(x)) = x, ∀x ∈ X , which
can be approximated by an AE. In the following, we use
w = {we,wd} to denote the network parameters of AE, in
which we denotes the encoder parameters and wd the decoder
parameters. Correspondingly, hwe is the encoder and hwd is
the decoder. The reconstruction loss of AE can be defined as:
Lae(w) = Ex∈X ‖x− hwd(hwe(x))‖2. (6)
In this AE architecture, decoder satisfies to hwd ≈ h−1we when
the reconstruction loss is minimized, which ensures that hwe
is approximately injective.
Taking the AE regularization module into account, the
objective function of KLN is formulated as
min
w
LCMMD Z(we) + βLae(w). (7)
The first term is the CMMD criterion based on the new kernel
K = K ◦hwe , and the second term is the expected error from
the AE, which can be viewed as a regularization term to ensure
that the learned kernel function is characteristic. The trade-off
positive parameter β is predefined by users.
C. Kernel learning for supervised classification tasks
Algorithm 1 KLN for Supervised Classification Tasks
Input: Dataset D = {(xi, yi)}ni=1
Output: Learned parameters w = {we,wd},wfc
1: Copy D into subsets Ds and Dt.
2: while Stopping criterion not met do
3: Draw a mini-batch from Ds and Dt, and denote them
as Bs and Bt, respectively;
4: For each x ∈ Bt, generate yˆ; and set B′t to contain all
the generated (x, yˆ);
5: Solve the gradient of CMMD loss w.r.t. we,wfc on Bs
and B′t;
6: Solve the gradient of AE loss w.r.t. w on Bs and B′t;
7: Update w,wfc using the gradient of Eq. (9);
8: end while
In the previous section, KLN is proposed based on the
CMMD criterion and the AE framework. In order to deal with
supervised classification tasks, a classification layer can be
attached onto top of the hidden layer. As shown in Figure 2,
a fully connected layer with softmax activation is connected
to the hidden layer. The label prediction distribution and the
kernel function are learned simultaneously. In particular, the
CMMD criterion is adopted to measure prediction errors. The
CMMD between the prediction distribution P (Ŷ |X) and the
true distribution P (Y |X) can be estimated as:
LCMMD Z(Ŷ ) = ‖ĈYs|hwe (Xs) − ĈŶt|hwe (Xt)‖
2
F⊗G . (8)
Comparing Equations (5) and (8), LCMMD Z(Ŷ ) is an ef-
fective approximation of LCMMD Z(we) when P (Ŷ |X) ≈
P (Y |X). In order to reduce the computational complexity,
LCMMD Z(Ŷ ), instead of LCMMD Z(we), is used to learn the
kernel function. In this case, the CMMD distance is calculated
only once. Let wfc represent the network parameters of the
fully connected layer, the objective of KLN for supervised
classification tasks is modified as follows,
min
w,wfc
LCMMD Z(Ŷ ) + βLae(w). (9)
We call the first term as CMMD loss, and the next term as
AE regularization term. In Equation (9), the CMMD loss is
used to learn the label prediction distribution and the kernel
function simultaneously, and the AE regularization term is
used to ensure that the learned kernel function is characteristic.
Figure 2 shows the flowchart of our KLN method. KLN
uses the encoder to map the high-dimensional raw data X to
the latent feature Z, which can be passed through the decoder
to reconstruct X. To predict label Y , the latent variable Z is
propagated to the loss layer via a non-linear transformation
with FC-layers. Main steps of KLN for supervised classifica-
tion tasks are summarized and then shown in Algorithm 1.
When the training process shown in Algorithm 1 is com-
pleted, we can obtain the prediction distribution P (Yˆ |X),
which is represented by the encoder of AE and the fully
connected layer. When testing a new sample xtest, it is first
input to the encoder to get the latent feature ztest, which is
then input to the fully connected layer to get the predicted
label yˆtest.
D. Kernel learning for semi-supervised classification tasks
We now consider adapting the formulation from Section
III-C to the semi-supervised setting. Let X = [x1, · · · , xN ] be
a set of all N examples and Xl = [xl1, · · · , xlL] be a set of L
labeled examples. In particular, Xl ⊂ X. For every xi ∈ Xl,
the ground-truth label yi ∈ 1, · · · , C is known, where C is
the number of classes.
In Equation (8), Xs needs its true label and Xt can use the
predicted label, so Xs can be sampled from Xl and Xt from X
to estimate the CMMD loss. It means that in semi-supervised
classification tasks, the CMMD loss can simultaneously use a
small amount of labeled data and a large amount of unlabeled
data to learn a more suitable kernel function. In addition, to
make better use of the unlabeled data, we also introduce the
confidence loss [27] for these data, which is commonly used in
the semi-supervised learning models. The confidence loss Lcon
minimizes the conditional entropy of P (Ŷ |X) and the cross
entropy between P (Y ) and P (Ŷ ). Accordingly, the objective
of KLN for semi-supervised classification tasks is presented
as follows,
min
w,wfc
LCMMD Z(Ŷ ) + β1Lae(w) + β2Lcon(we,wfc), (10)
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Fig. 3. Picture exemplars used in the experiments.
where β1 and β2 are trade-off parameters. Comparing with the
training process for supervised tasks, the optimization process
and the sampling process are different. Main steps of KLN for
semi-supervised classification tasks are summarized and then
shown in Algorithm 2.
Algorithm 2 KLN for Semi-Supervised Classification Tasks
Input: Datasets D = {(xi)}Ni=1, Dl = {(xli, yli)}Li=1
Output: Learned parameters w = {we,wd},wfc
1: while Stopping criterion not met do
2: Draw a mini-batch from Dl and D, and denote them as
Bs and Bt, respectively;
3: For each x ∈ Bt, generate yˆ; and set B′t to contain all
the generated (x, yˆ);
4: Solve the gradients of CMMD loss and AE regulariza-
tion term w.r.t. w,wfc on Bs and B′t;
5: Solve the gradient of Confidence loss w.r.t. we,wfc on
B′t;
6: Update w,wfc using the gradient of Eq. (10);
7: end while
KLN learns discriminative features in an end-to-end man-
ner. The loss functions (9) and (10) can be optimized by
the Back-Propagation algorithm, which can be implemented
automatically and efficiently by several deep learning frame-
works including TensorFlow and PyTorch. Thus, the derivative
details are omitted here. More implementation details will be
discussed in the next section.
IV. EXPERIMENT RESULTS AND ANALYSIS
In this section, classification performance of KLN was
evaluated from several views. The accuracy was firstly tested
and compared with other methods in supervised classification
tasks. Then several ablation experiments were conducted to
show the importance of kernel learning. The histograms of
kernel values learned by KLN are also shown. Finally, the
classification results of KLN in semi-supervised classification
tasks were tested and compared with other methods.
A. Datasets and experimental setup
Four benchmark datasets, i.e., MNIST [37], SVHN [38],
CIFAR-10 and CIFAR-100 [39], were used for evaluating
the image classification performance in this section. Some
exemplar instances are shown in Figure 3.
MNIST handwritten digits set is one of the most popular
datasets used in the deep learning literature. It has 70,000
images of ten classes (from 0 to 9). Each sample is a 28×28
gray image. The whole dataset was divided into three non-
overlapping parts: one training set of 50,000 samples, one
validation set of 10,000 samples, and one test set of 10,000
samples.
SVHN is a more complex dataset than MNIST as it has
more samples and is closer to real scenes. Each sample is
a 3 × 32 × 32 color image. All the images were captured
from house numbers in Google street views. The whole set is
also composed of three different subsets, namely, one training
set consisting of 73,257 samples, one testing set consisting
of 26,032 samples, and one extra training set consisting of
531,131 samples.
CIFAR-10 is another image dataset. It consists of ten-class
images including airplanes, cars, cats, and so on. Each class
has 6,000 color images of size 3×32×32. The whole set was
divided into two separate parts, i.e., one training set of 50,000
images, and one test set of 10,000 images.
CIFAR-100 contains 60,000 color images of size 3×32×32
drawn from 100 classes. The dataset was split into 50,000
training images and 10,000 test images.
All experiments were implemented by PyTorch Toolbox,
and ran on a PC equipped with a NVIDIA TiTan X GPU and
32G RAM.
Data processing: For MNIST, no preprocessing was applied
to the data except for scaling to the numerical range [0, 1].
SVHN and CIFAR datasets require more techniques for image
preprocessing. In addition to the global normalization, a series
of data augmentation methods including random cropping and
horizontal flipping were applied.
Network architecture: On the MNIST dataset, we fol-
lowed the architecture of DCGAN [25] to design the network
architecture of KLN. We replaced the pooling layers with
strided convolutions, and used batch-wise normalization and
LeakyReLU activation in the auto-encoder. On the SVHN,
CIFAR-10 and CIFAR-100 datasets, we followed the archi-
tecture in [40]. More specific parameter settings are placed in
Appendix B.
Hyper-parameters: For model optimization, the batch size
was set to 100 for all methods. For supervised classification
tasks, SGD algorithm with initial learning rate 0.02, mo-
mentum 0.9 and weight decay 0.0005 was used. On CIFAR
7and MNIST, the learning rate reduces by 0.2 at 50, 100,
130 epochs, and all the networks were trained by a total
of 150 epochs. On SVHN, the learning rate reduced by 0.2
at 10, 20, 30 epochs, and the training procedure finished in
40 epoches. For semi-supervised classification tasks, ADAM
algorithm [41] with learning rate 1e-3 and the two moment
terms γ1 = 0.9, γ2 = 0.99 was used. The dimensionality d
of the latent variable Z is d = 128. The CMMD loss was
calculated by using multiple Gaussian kernel functions with
bandwidth parameters [1, 3, 5, 7, 9]. For the weight hyper-
parameters, we simply set β = 0.1 in supervised classification
tasks and β1 = 0.1, β2 = 1 in semi-supervised classification
tasks.
B. Experiment results of supervised classification
This section compares KLN with some state-of-the-
art supervised classification methods, which include
VA+Pegasos [42], MMVA [42], Stochastic Pooling [43],
Network in Network (NIN) [6], Maxout Network [44],
DSN [45], ResNet [46] and so on. For a fair comparison,
the same network architecture was used to evaluate the
performance of the most recent method CGMMN-CNN. For
the rest methods, the best results are from the original work.
Table I shows the classification results of MNIST. KLN
was trained with a total of 150 epochs. The encoder and
decoder of AE used a 4-layer fully convolutional network
and a 4-layer de-convolutional network, respectively. The
results show that KLN is competitive with various state-of-
the-art competitors, e.g., CMMVA and DSN. DSN obtains the
minimum error rate as it benefits from using more supervised
information in every hidden layer, and KLN gets the same
classification performance as DSN. In particular, we pay our
main attention on comparing the results of CGMMN and KLN.
Two types of architectures of CGMMN, as stated in [22], i.e.,
CGMMN-MLP and CGMMN-CNN, are evaluated and then
analyzed here. The results of CGMMN-MLP and CGMMN-
CNN are 0.97% and 0.45%, respectively, while the accuracy
of KLN is 0.39%. Thus, KLN outperforms CGMMN-MLP
and CGMMN-CNN.
TABLE I
COMPARISON WITH STATE-OF-THE-ART METHODS ON MNIST.
Method Error rate (%)
VA+Pegasos [42] 1.04
MMVA [42] 0.90
CVA + Pegasos [42] 1.35
Stochastic Pooling [43] 0.47
NIN [6] 0.47
Maxout Network [44] 0.45
CMMVA [42] 0.45
DSN [45] 0.39
CGMMN-MLP [22] 0.97
CGMMN-CNN [22] 0.45
KLN 0.39
Table II shows the classification results of SVHN. KLN was
trained with a total of 40 epochs. The encoder and decoder
of AE used a 9-layer convolutional network and a 4-layer
de-convolutional network, respectively. The results of CNN
and CMMVA are 4.9% and 3.09%, respectively. DSN still
obtains a lower error rate as it benefits from using more
supervised information in every hidden layer. The results of
DSN, CGMMN-CNN and KLN are 1.92%, 2.01% and 1.56%,
respectively. Thus, KLN outperforms both DSN and CGMMN,
and the effectiveness of algorithmic improvement is validated
again.
TABLE II
COMPARISON WITH STATE-OF-THE-ART METHODS ON SVHN.
Method Error rate (%)
CVA+Pegasos [42] 25.3
CNN [47] 4.90
CMMVA [42] 3.09
Stochastic Pooling [43] 2.80
NIN [6] 2.47
Maxout Network [44] 2.35
DSN [45] 1.92
CGMMN-CNN [22] 2.01
KLN 1.56
Table III shows the classification results of CIFAR-10. KLN
was trained with a total of 150 epochs. The encoder and
decoder of AE used a 9-layer convolutional network and a
4-layer de-convolutional network, respectively. All the error
rates of CNN, NIN, Maxout Network, and DSN are larger
than 7.0%. The results of FitNet4-LSUV, ResNet-110 and
CGMMN-CNN are 6.06%, 6.43% and 6.61%, respectively,
while that of KLN is 5.15%. Therefore, KLN outperforms both
DSN and CGMMN-CNN on the CIFAR-10 dataset, and the
effectiveness of algorithmic improvement is validated again.
TABLE III
COMPARISON WITH STATE-OF-THE-ART METHODS ON CIFAR10.
Method Error rate (%)
ALL-CNN [48] 7.25
NIN [6] 8.81
Maxout Network [44] 9.38
DSN [45] 7.97
FitNet4-LSUV [49] 6.06
ResNet-110 [46] 6.43
CGMMN-CNN [22] 6.61
KLN 5.15
Table IV shows the results of CIFAR-100. KLN was trained
with the same parameter settings as those of CIFAR-10. All
the error rates of CNN, NIN, Maxout Network, and DSN
are larger than 30.0%. The results of FitNet4-LSUV, ResNet-
110 and CGMMN-CNN are 27.66%, 25.16% and 24.84%,
respectively, while that of KLN is 22.63%. Compared with the
results of CGMMN method, KLN has more than two percent
increments.
In Equation (9), the weight hyper-parameter β is introduced
to control the weight of the AE regularization term. We further
evaluated the susceptibility of β. Several optional β values
were pre-specified in the set {10, 1, 0.1, 0.01, 0.001}. Ablation
experiments were conducted to understand real impact of the
AE regularization term, which corresponds to β = 0. Figure 4
8TABLE IV
COMPARISON WITH STATE-OF-THE-ART METHODS ON CIFAR100.
Method Error rate (%)
ALL-CNN [48] 33.71
NIN [6] 35.68
Maxout Network [44] 34.54
DSN [45] 34.57
FitNet4-LSUV [49] 27.66
ResNet-110 [46] 25.16
CGMMN-CNN [22] 24.84
KLN 22.63
shows the classification results on SVHN and CIFAR-10 for
demonstration. The results of KLN are insensitive to the value
of β, and the model achieves slightly better performance when
β is set to 0.1. It is inferred that KLN usually learns the
injective mapping with high probability when learning a more
discriminative kernel function and parameterizing with deep
neural networks.
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Fig. 4. Demo of β sensitivity in the classification results. Six groups of
controlled trials with set {0, 0.001, 0.01, 0.1, 1, 10} are displayed.
TABLE V
TRAINING TIME (S) OF CGMMN AND KLN.
Method MNIST SVHN CIFAR-10 CIFAR-100
CGMMN 26.22 453.90 37.28 43.87
KLN 62.68 907.32 75.20 81.33
The training time of KLN and CGMMN in one epoch is
shown in Table V. In principle, the optimization procedure of
CMMD contains two separate but related modules, one from
the output layer to the latent layer, and the other from the latent
layer to the input layer. Both of them can be learned efficiently
by the standard Back-Propagation process. Compared with
CGMMN, KLN has an additional AE module. Fortunately,
the decoder of the AE is mainly composed of de-convolutional
operations, which correspond to the convolutional layers used
by the encoder. In other words, the AE does not take much
time in optimization. It is worth noting that two different
subsets were used in each epoch in KLN, while just one subset
was used by CGMMN. Thus, KLN costs twice time as much
as CGMMN. All the results of the above experiments validate
this.
C. Importance of kernels learning
In order to evaluate the importance of kernel learning
module in KLN, we set up three groups of controlled experi-
ments, which corresponded to three commonly used mapping
functions, i.e., identity mapping, PCA and AE respectively, to
construct new kernel functions.
TABLE VI
PREDICTION ACCURACY (%) OF CMMD WITH DIFFERENT FUNCTIONS h
ON THREE BENCHMARK DATASETS.
Dataset Identity Mapping PCA+CMMD AE+CMMD KLN
MNIST 81.62 88.64 89.32 99.61
SVHN 19.59 30.23 35.23 98.44
CIFAR-10 14.25 27.75 33.12 94.85
A new kernel K = k ◦ h, which composes of a mixture
of Gaussian kernels and different embedding functions h, is
considered in this section. When a kernel function is composed
with the identity mapping, it means that the kernel matrix is
calculated directly from the input data. For the PCA+CMMD
and AE+CMMD methods, PCA and AE should be trained
additionally, and then the PCA subspace and the encoder of
AE are used as the embedding function separately. The critical
difference between these methods and KLN is the network
learning manner. KLN needs to learn an appropriate kernel
function by simultaneously learning a classification model in
an end-to-end manner. For a fair comparison, the same network
architecture was used to implement these experiments on three
datasets. Classification results evaluated on the test sets are
shown in Table VI.
The classification accuracies of KLN on the three datasets
are 99.61%, 98.44%, and 94.85%, respectively. As is shown
above, these results are comparable to and even better than
those of the state-of-the-art methods. In contrary, correspond-
ing accuracies of using identity mapping are just 81.62%,
19.59% and 14.25%. Obviously, results of KLN are far better
than those obtained from identity mapping. It indicates that
KLN characterizes the similarity well. The classification ac-
curacies of PCA+CMMD and AE+CMMD on the MNIST are
88.64% and 89.32%, respectively, while there are only about
30% classification accuracies on more complex datasets. It
indicates the importance of learning a more effective kernel
under complex data distributions.
D. Separating ability of kernels
In Section III-A, we have shown that distributions of
〈φ(xi), φ(xj)〉 on samples with the same label or with different
labels have no significant difference, thus, the kernel functions
used in the CMMD criterion cannot effectively represent
similarity. In this paper, a new approach is proposed to extract
features via a different kernel utilization manner. Specifically,
the new kernel K = k ◦ h, in which k is a pre-specified
characteristic kernel function and h is the encoder of an auto-
encoder network, is exploited in our method. It is expected that
the distributions of 〈φ(zi), φ(zj)〉 can be well distinguished.
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Fig. 5. Distribution of 〈φ(zi), φ(zj)〉 using samples with same or different labels. It indicates that the kernel values learned by KLN are discriminative and
separable.
TABLE VII
PREDICTIVE ERROR RATES (%) ON MNIST, SVHN AND CIFAR-10 DATASETS WITH n LABELED EXAMPLES, AVERAGES OF 10 RUNS.
Algorithm MNIST(n = 100) SVHN(n = 1000) CIFAR-10(n = 4000)
DGN [50] 3.33±0.14 36.02±0.10 -
CatGAN [27] 1.39±0.28 - 19.58±0.58
Ladder network [51] 1.06±0.37 - 20.40±0.47
ADGM [52] 0.96±0.02 22.86 -
SDGM [52] 1.32±0.07 16.61±0.24 -
Improved-GAN [53] 0.93±0.07 8.11±1.3 18.63±2.32
Triple-GAN [54] 0.91±0.58 5.77±0.17 16.99±0.36
KLN 0.89±0.05 5.51±0.25 16.79±0.17
We conducted experiments on three datasets, and then pre-
sented histograms of kernel values with the same or different
labels in Figure 5. Taking the MNIST dataset for example,
Figure 5(a) shows histogram for the samples with different
labels while Figure 5(d) shows histogram for the samples
with the same label. It can be seen that the kernel values,
i.e., 〈φ(zi), φ(zj)〉 of samples with different labels, are mainly
concentrated in the range of 0.1-0.3, while those with the same
label are concentrated between 0.7 and 1.0. There is a clear
distinction between these two distributions. It indicates that the
kernel values learned by KLN have better separating ability.
Thus, the effectiveness of KLN in learning more expressive
kernel functions is validated.
Results on SVHN and CIFAR-10 present a similar perfor-
mance. In particular, for SVHN, the kernel values of samples
with different labels are mainly concentrated on a sharp
neighborhood of 0.0, while those with the same label are
concentrated on the range of 0.6-0.9. For CIFAR-10, the kernel
values of samples with different labels are mainly concentrated
on a sharp neighborhood of 0.1, while those with the same
label are concentrated on the range of 0.6-0.9.
We also conducted a group of contrastive experiments to
display the histograms of kernel values computed by using the
raw input features. The histograms are shown in Appendix C.
Specifically, Figures 9, 10 and 11 display the histograms of
kernel values on the MNIST, SVHN and CIFAR-10, respec-
tively. All these results indicate that the kernel values, which
are directly computed by using the raw features, have little
discriminative power in practice.
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Fig. 6. Demos of β1 and β2 sensitivity. Five groups of controlled trials with set {0, 0.01, 0.1, 1, 10} are displayed, respectively. Better viewed in color.
E. Experiment results of semi-supervised classification
This section evaluates KLN on semi-supervised classifica-
tion tasks on MNIST, SVHN and CIFAR-10, and compares
the performance with some state-of-the-art semi-supervised
methods, including DGN [50], CatGAN [27], Ladder net-
work [51], ADGM [52], SDGM [52], Improved-GAN [53],
Triple-GAN [54].
Following the widely used settings, we used 100, 1000 and
4000 labeled samples on these datasets, respectively. The data
preprocessing approaches and network architectures are the
same with those used in the supervised learning scenario.
We repeated KLN over 10 runs with different random
initializations and random subsets of labeled data, and cal-
culated the mean error rates with the standard deviations
following [53]. For a fair comparison, all the results of the
baselines are cited from original papers. Table VII summarizes
the quantitative results. KLN achieves the state-of-the-art
predictive accuracies on all these datasets. Note that for a
fair comparison with other algorithms, unlike the supervised
learning scenario, the extra unlabeled data on SVHN were not
used in training.
KLN has two important hyper-parameters, i.e., β1 and
β2, in the semi-supervised learning algorithm. We further
evaluated the susceptibility of KLN to these hyper-parameters.
These two trade-off parameters were selected from sets
{10, 1, 0.1, 0.01}. Specifically, ablation experiments were con-
ducted to understand the impact of different components in
Equation (10), which corresponds to β1 = 0 and β2 =
0, respectively. Figure 6 shows the experiment results on
SVHN and CIFAR-10. Parameter β1 is the weight of AE
regularization term, and the results shown in Figure 6(a)
indicate that KLN is insensitive to the value of β1. The same
phenomenon exists in supervised classification tasks. It can
be inferred that KLN usually learns the injective mapping
with high probability while learning a more discriminative
kernel function and parameterizing with deep neural networks.
Parameter β2 is the weight of the confidence loss and it
could impact the performance of semi-supervised classification
significantly. The comparison results are shown in Figure 6(b).
The best choice of β2 is 1. When the confidence loss was
removed, i.e., β2 = 0, the classification performance dropped
but still had competitive results with [53]. It indicates the
advantages of KLN and importance of the confidence loss.
V. CONCLUSION
In this paper, image classification methods with the CMMD
criterion, which measures difference between two conditional
distributions, are studied in depth. It is observed that the clas-
sification performance based on CMMD tends to degenerate
when the kernel function lacks expressiveness. It means that
the kernel functions play an important role in deciding whether
classification performance degeneration emerges or not.
The KLN method is proposed to tackle these problems.
On one hand, KLN can learn more discriminative kernel
functions by minimizing the CMMD criterion and the AE
regularization term. On the other hand, KLN can learn kernel
functions and label prediction function simultaneously, thus it
can be used to deal with classification tasks effectively. KLN
is evaluated on four benchmark databases. The results show
that it can improve the separating ability of kernel similarities
and achieve state-of-the-art performance in both supervised
and semi-supervised classification tasks. How to extend KLN
to deal with domain adaptation problems is our future work.
APPENDIX A
HEAT MAPS OF MATRIX H
Figures 7 and 8 are the heat maps of matrix H on the SVHN
and CIFAR-10 dataset, respectively. The conclusions obtained
by these four figures are consistent with the MNIST datasets.
Moreover, there is no significant difference between matrices
H for samples of different labels and for samples with the
same label. APPENDIX B
PARAMETER SETTINGS OF MODELS
The following Table relates to the network structure of KLN
in our experiment. The network structure of CGMMN is the
same as that of the encoder part of KLN for a fair comparison.
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Fig. 7. Heat map of matrix H on SVHN dataset. (a) The samples were drawn
from different classes. (b) The samples were drawn from the same class.
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Fig. 8. Heat map of matrix H on CIFAR-10 dataset. (a) The samples were
drawn from different classes. (b) The samples were drawn from the same
class.
The network architecture of encoder was set according to
the complexity of the dataset. For the MNIST dataset, the fully
convolutional network architecture was used in both encoder
and decoder; while for the SVHN and CIFAR-10 datasets,
dropout layers and pooling layers were used on the encoder
to improve the generalization of the network.
TABLE VIII
THE NETWORK ARCHITECTURE USED ON MNIST.
Image size 1×28×28
Encoder
4× 4 conv, chanel 64, stride 2, padding 1
leakyReLU
4× 4 conv, chanel 128, stride 2, padding 1
batch norm, leakyReLU
7× 7 conv, chanel 1024, stride 1
batch norm, leakyReLU
1× 1 conv, chanel 128, stride 1
batch norm, leakyReLU
Dimension of Z 128
Decoder
1× 1 deconv, chanel 1024, stride 1
batch norm, ReLU
7× 7 deconv, chanel 128, stride 1
batch norm, ReLU
4× 4 deconv, chanel 64, stride 2, padding 1
batch norm, ReLU
4× 4 deconv, chanel 1, stride 2, padding 1
sigmoid
σ2 {1,3,5,7,9}
APPENDIX C
HISTOGRAM OF THE KERNEL SIMILARITIES
Figures 9, 10 and 11 display the histograms of kernel values
computed by using the raw input features, on the MNIST,
SVHN and CIFAR-10, respectively. We can see that the
histogram distributions of between-classes (the left diagram)
and within-classes (the right diagram) have no significant
difference.
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Fig. 9. Distribution of 〈φ(xi), φ(xj)〉 on MNIST. (a) The samples were
drawn from different classes. (b) The samples were drawn from the same
class.
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Fig. 10. Distribution of 〈φ(xi), φ(xj)〉 on SVHN. (a) The samples were
drawn from different classes. (b) The samples were drawn from the same
class.
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Fig. 11. Distribution of 〈φ(xi), φ(xj)〉 on CIFAR-10. (a) The samples were
drawn from different classes. (b) The samples were drawn from the same
class.
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