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GENERAL EXISTENCE OF SOLUTIONS TO DYNAMIC
PROGRAMMING PRINCIPLE
QING LIU AND ARMIN SCHIKORRA
Abstract. We provide an alternative approach to the existence of so-
lutions to dynamic programming equations arising in the discrete game-
theoretic interpretations for various nonlinear partial differential equations
including the infinity Laplacian, mean curvature flow and Hamilton-Jacobi
type. Our general result is similar to Perron’s method but adapted to the
discrete situation.
1. Introduction
Recently, the deterministic or stochastic game-theoretic approach to various
nonlinear partial differential equations has attracted a lot of attention; see, for
example, a variety of games in [12, 13, 22, 23, 9, 4, 21, 1, 7] and related topics
in [15, 20, 19, 24]. The results in the literature so far can be summarized in the
following way. Consider a partial differential equation in a bounded domain
Ω ⊂ Rn: {
F (x,∇u,∇2u) = 0 in Ω,
u = g on ∂Ω,
(1.1)
where F is a function defined on Ω×Rn×Sn and g is a continuous function on
∂Ω. Here Sn denotes the set of all n × n symmetric matrices. Suppose there
exists a unique (viscosity) solution u of the equation. Then (under certain
additional conditions) one may construct a deterministic or stochastic discrete
game, with step size ε > 0, whose value function uε converges to u (locally)
uniformly as ε→ 0.
The most important step in the proof of these game-theoretic approxima-
tions is to establish the so-called dynamic programming principle (2.1) for each
particular F . More precisely, one proves that uε satisfies a relation between
its value at the current position and that of the next possible positions, which
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is reminiscent of nonlinear semigroup-properties. A formal derivation for (1.1)
from the games often follows by adopting the Taylor expansion on its dynamic
programming principle.
In this work, we are not interested in sending ε → 0 and applications to
the continuum equation, but instead in obtaining solutions to general discrete
dynamic programming equations with an alternative PDE approach.
One example we have in mind is related to the Dirichlet boundary problem
for the infinity Laplacian with continuous boundary data g : ∂Ω→ R:
−∆∞u := − tr
(∇u⊗∇u
|∇u|2 ∇
2u
)
= 0 in Ω,
u = g on ∂Ω,
whose unique viscosity solution u can be approximated locally uniformly by
solutions uε to the DPP associated with a “tug-of-war” game, first proposed
in [22], 
u
ε(x) =
1
2
sup
Bε(x)
uε +
1
2
inf
Bε(x)
uε for x ∈ Ω
uε = g on ∂Ω.
(1.2)
Let us define sub- and supersolutions for this particular problem.
Definition 1.1. A function u : Ω→ R with supΩ u <∞ is called a subsolution
of (1.2), if it satisfies

u(x) ≤ 1
2
sup
Bε(x)
u+
1
2
inf
Bε(x)
u for x ∈ Ω,
u ≤ g on ∂Ω.
The set of all subsolutions is denoted by S.
Conversely, a function u : Ω→ R with infΩ u > −∞ is called a supersolution
of (1.2), if 

u(x) ≥ 1
2
sup
Bε(x)
u+
1
2
inf
Bε(x)
u for x ∈ Ω,
u ≥ g on ∂Ω.
The set of all supersolutions is denoted by S.
A function u : Ω → R is a solution, if it is simultaneously a subsolution
and a supersolution. In the literature this is also called an infinity harmonious
function, cf. [15]. The set of all solutions is denoted by S.
A first easy observation is that S and S are non-empty.
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Example 1.2. The function u : Ω→ R given by
u(x) :=
{
inf∂Ω g x ∈ Ω
g x ∈ ∂Ω.
is a subsolution, the function v : Ω→ R given by
v(x) :=
{
sup∂Ω g x ∈ Ω
g x ∈ ∂Ω.
is a supersolution.
The next observation is that any subsolution is uniformly bounded from
above, and any supersolution is uniformly bounded from below. This follows
from the following maximum principle:
Proposition 1.3 (Maximum principle). Any subsolution u ∈ S satisfies
sup
Ω
u ≤ sup
∂Ω
g,
and any supersolution u ∈ S satisfies
inf
Ω
u ≥ inf
∂Ω
g.
Proof. We are only going to show the subsolution case. It suffices to prove
that for any ν > 0,
sup
Ω
u ≤ sup
∂Ω
g + ν. (1.3)
So fix ν > 0, and set K := ⌈diamΩ
ε
⌉+ 1. For δ := (K + 1)−1ε, let x0 ∈ Ω
sup
Ω
u ≤ u(x0) + δ.
If x0 ∈ ∂Ω, then (1.3) is proven. If x0 ∈ Ω, we pick a sequence (xi)Ki=0 such
that xi ∈ Bε(xi−1) and xK ∈ ∂Ω. Since u is a subsolution,
u(x0) ≤ 1
2
sup
Bε(x0)
u+
1
2
inf
Bε(x0)
u ≤ 1
2
u(x0) +
1
2
u(x1) +
1
2
δ.
Consequently,
sup
Ω
u ≤ u(x0) + δ ≤ u(x1) + 2δ.
By induction,
sup
Ω
u ≤ u(xi) + (i+ 1)δ,
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and in particular, since xK ∈ ∂Ω, by the choice of δ,
sup
Ω
u ≤ u(xK) + (K + 1)δ ≤ sup
∂Ω
g + ν.

Having this boundedness, we can define the largest subsolution
u(x) := sup
u∈S
u(x), x ∈ Ω,
and the smallest supersolution
u(x) := inf
u∈S
u(x), x ∈ Ω.
Then we have the following result, which extends the classical Perron’s
method used in viscosity solution theory [10, 8].
Theorem 1.4 (Perron’s Method). Both u and u are solutions to (1.2).
Proof. We only give a proof for u. It is easy to check that u ∈ S. Indeed, for
any subsolution u, we have u ≤ g on ∂Ω and
u(x) ≤ 1
2
sup
Bε(x)
u+
1
2
inf
Bε(x)
u for any x ∈ Ω.
A pointwise supremum yields u ≤ g on ∂Ω and
u(x) ≤ 1
2
sup
Bε(x)
u+
1
2
inf
Bε(x)
u for any x ∈ Ω.
It suffices to prove that u ∈ S. Since u is a subsolution, so is v : Ω → R
given by
v(x) :=


1
2
sup
Bε(x)
u+ 1
2
inf
Bε(x)
u for x ∈ Ω
g on ∂Ω.
Since u is the pointwise supremum of all subsolutions, in particular
1
2
sup
Bε(x)
u+
1
2
inf
Bε(x)
u = v(x) ≤ u(x),
for x ∈ Ω and g ≤ u on ∂Ω, we deduce that u is a supersolution. Consequently,
u is a solution.

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To our best knowledge, Perron’s method (with envelope techniques) was first
introduced for the existence of solutions to discrete equations by Armstrong
and Smart [3], where they treated a slight variant of dynamic programming
equation for the infinity Laplacian so that the solution enjoys better regularity.
Our idea is similar to theirs but we study the DPP associated with the
original tug-of-war posed by [22], whose solutions are not expected to be even
semicontinuous; see [3, Example 2.4] and also [18, Example 1.2]. The loss
of regularity here is due to the jump of values on the boundary caused by
the finite step size ε. In this case, classical Perron’s argument, often used in
partial differential equation theory [10, 8] or for modified dynamic program-
ming equations [3], should be slightly adapted, as easily seen from the example
above. One needs to, for example, only take the supremum of all subsolutions
without further applying the semicontinuous envelopes.
Our arguments leading to Theorem 1.4 are very general. Indeed, they allow
us to give an elementary approach for finding solutions to DPPs for a very
general class of equations in a general metric spaceX (equipped with a measure
when necessary); more precisely, for U ⊂ {u : X → R} and a given operator
T : U → U we find solutions u to
u(x) = Tu(x) for x ∈ X. (1.4)
In our case above, T is given by

Tu(x) = 1
2
sup
Bε(x)
u+ 1
2
inf
Bε(x)
u for x ∈ Ω,
Tu(x) = g(x) for x ∈ ∂Ω.
(1.5)
The main properties for T and U are as follows:
(H1) The operator T is monotone.
(H2) There exists at least one subsolution (or supersolution).
(H3) There is a uniform upper bound for all subsolutions (or a uniform
lower bound for all supersolutions).
(H4) The function space U is closed under the pointwise supremum opera-
tions (or infimum operations).
We specify the precise meaning of these conditions in Section 2, and discuss
examples of known DPPs and there respective operator T in Section 5.
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Our main result, Theorem 2.2, is that if T satisfies (H1)–(H4), then there
exists a solution to (1.4).
Usually, the game-theoretic approach and Perron’s method are seen as sep-
arate ways to obtain existence of solutions to fully nonlinear PDEs. Our result
indicates that they are connected on the discrete level.
It is not unusual to assume the monotonicity (H1). Similar conditions are
used in schemes for fully nonlinear second order PDE, see, e.g. [6], which are
elliptic, i.e.,
F (x, p, A) ≤ F (x, p, B) for all x ∈ Ω = Ω ∪ ∂Ω, p ∈ Rn and
n× n symmetric matrices A,B with A ≥ B. (E)
The upper bound for subsolutions (H3) is necessary as to justify the pointwise
supremum of subsolutions. It is, however, non-trivial to obtain the bounded-
ness. In this work, we construct a bounded strict supersolutions and prove
a comparison principle for any subsolution and strict supersolution, Theo-
rem 3.2. We show the construction of strict supersolutions for each example
in Section 5.
Concerning (H4), we must choose a suitable function space U to guaran-
tee the closedness. The classical choice for elliptic and parabolic PDEs is the
space of all upper/lower semicontinuous solutions and an application of semi-
continuous envelope is also necessary; see for example [10, 8]. As is already
mentioned above, in our case, we generally cannot expect even semicontinuity.
In the case of integral DPPs, U has to be a subset of all measurable functions,
which makes it more difficult to ensure (H4).
The remaining issue is the uniqueness of solutions to DPP, which is equiv-
alent to the usual comparison principle (as shown in Lemma 2.5), since we
have Perron’s method in hand for existence of solutions. Once the unique-
ness is established, we may conclude that the solutions we found via Perron’s
method coincide with the value function obtained in games. In [18] we ob-
tained uniqueness for a particular problem related to the biased tug-of-war
game with nonzero running payoff. In Section 4, we generalize this to dy-
namic programming equations in the presence of positive or negative running
payoffs.
The uniqueness problem in general, especially without running payoffs, is
still not known. If the semicontinuity of subsolutions is known, then a compar-
ison principle of sub- and supersolutions can be proved; see [2, 3]. We however
do not have even semicontinuity. Another earlier related result for existence
and uniqueness is due to [15] but for a quite different DPP; the radius ε of
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the ball Bε(x) where the extrema are taken depends on x and diminishes as
x approaches the boundary of the domain. In our general setting of (1.2),
one might hope that a finer analysis of game-trees as in [18] leads to answers
related to this question.
Acknowledgments. The authors thank Juan J. Manfredi and Marta Lewicka
for their interests and valuable suggestions. The authors also thank Scott
Armstrong for his helpful remarks on the first draft of this paper.
2. General Existence
We consider a function space U ⊂ {u : X → R}, and an operator T : U → U .
Then, we look for solutions u ∈ U to
Tu = u in X. (2.1)
Let us start defining sub- and supersolutions to (2.1). The following defini-
tion is consistent with the usual classical definition of sub- and supersolutions
of PDEs with Dirichlet boundary conditions.
Definition 2.1. Given T : U → U , a function u ∈ U is called a subsolution of
(2.1) if supX u <∞ and
u ≤ Tu in X.
Similarly, a function u ∈ U is called a supersolution of (2.1) if infX u > −∞
and
u ≥ Tu in X.
A function u ∈ U is called a solution if it is both a subsolution and a superso-
lution, i.e., if Tu = u pointwise in X .
In the case of tug-of-war (1.2), this definition is consistent with Defini-
tion 1.1, with T defined as in (1.5).
Similar to classical Perron’s method for the existence of solutions, our strat-
egy is to take either the pointwise supremum of all subsolutions or the point-
wise infimum of all supersolutions. To accomplish the former, we assume the
following conditions on T and U .
(A1) (Monotonicity) If u ≤ v in X then Tu ≤ Tv in X .
(A2) (Non-emptyness for subsolutions) There exists at least one subsolution
of (2.1).
(A3) (Boundedness of subsolutions) For a uniform constant C = C(T ) > 0
any subsolution u of (2.1) satisfies that supX u ≤ C.
8 Q. LIU AND A. SCHIKORRA
(A4) (Closedness under supremum) If U˜ ⊂ U , and
sup
X
sup
u∈U˜
u <∞,
then
u˜1(x) := sup
u∈U˜
u(x) ∈ U .
If one chooses to consider the infimum of all supersolutions, then we should
replace (A2)–(A4) above with (B2)–(B4) below.
(B2) (Non-emptiness for supersolutions) There exists at least one superso-
lution of (2.1).
(B3) (Boundedness of supersolutions) For a uniform constant C = C(T ) > 0
any supersolution u of (2.1) satisfies that infX u ≤ −C.
(B4) (Closedness under infimum) If U˜ ⊂ U , and
inf
X
inf
u∈U˜
u > −∞,
then
u˜2(x) := inf
u∈U˜
u(x) ∈ U .
Theorem 2.2 (Existence, I). Let X be a set of points and U ⊂ {u : X → R},
and let T : U → U . Assume T and U satisfy (A1), (A2), (A3) and (A4). Let
U be the set of subsolutions and
u(x) := sup
u∈U
u(x).
Then u ∈ U is a solution to (2.1).
Theorem 2.3 (Existence, II). Let X be a set of points and U ⊂ {u : X → R},
and let T : U → U . Assume T and U satisfy (A1), (B2), (B3) and (B4). Let
U be the set of supersolutions and
u(x) := inf
u∈U
u(x).
Then u ∈ U is a solution to (2.1).
We only prove Theorem 2.2, since the argument for Theorem 2.3 is analo-
gous.
Proof of Theorem 2.2. For any subsolution u ∈ U , by the monotonicity (A1),
we get Tu ∈ U .
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By (A3), all elements u of U are bounded by a uniform constant, thus u <∞
is well defined. By the monotonicity (A1), we have that
u ≤ Tu ≤ Tu in X , for any u ∈ U .
Taking pointwise the supremum, this implies
u ≤ Tu in X,
and thus u ∈ U . As observed above, this implies in particular that Tu ∈ U ,
and since u is the pointwise supremum, we have
Tu ≤ u in X.
Thus, u is a solution. 
Remark 2.4. It is straight-forward to extend the proof of Theorem 2.2 to a
more general function space U ⊂ {u : X → Y }, where Y is a conditionally
complete lattice Y .
Theorem 2.2 can be viewed as a general version of Perron’s method. The
regularity assumptions on u are minimal. It is also clear that if all subsolutions
are bounded from above and all supersolutions are bounded from below, then
u is the maximal solution of (2.1) and u is the minimal solution of (2.1).
It thus suffices to show that u ≤ u to conclude the uniqueness of the solutions
but in this generalality this remains an open problem. It is unlikely that the
usual comparison principle holds in such a general setting, but it would be
interesting to find conditions on T when such a principle holds.
The comparison principle is however equivalent to uniqueness:
Proposition 2.5. Assume that T : U → U satisfies (A1)–(A4) and (B2)–
(B4). Then the following are equivalent
(i) For any u1, u2 ∈ U˜ with Tui = ui in X, i = 1, 2, then u1 = u2 in X.
(ii) For any u1, u2 : X → R such that u1 ≤ Tu1 and u2 ≥ Tu2 we have
u1 ≤ u2 in X.
Proof. (i)⇒ (ii): Let u, u : X → R be the solutions obtained respectively from
Theorem 2.2 and Theorem 2.3. Note that any subsolutions u satisfies u ≤ u
and any supersolution v satisfies v ≥ u. The assumption (i) implies that
u1 ≤ u = u ≤ u2.
(ii)⇒ (i): Since both solutions u1, u2 are both, sub- and supersolutions, we
have immediately u1 ≤ u2 ≤ u1, and thus u1 = u2. 
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Another important issue is to ensure the uniform boundedness (A3) of sub-
solutions (or supersolution, respectively). In the Section 3 we discuss this in
more detail.
3. The Boundedness
We discuss for subsolutions u of (2.1) the boundedness from above. In [18]
we obtained boundedness for a quite general type of DPP using an iteration
method. Here, we give a different type of proof for our situation: The idea
is to construct a strict supersolution of (2.1) and to use a weaker type of
comparison principle.
Let us first give a definition for strict sub- and supersolutions.
Definition 3.1. For any given operator T : U → U , a function u ∈ U with
supX u < ∞ is called a strict subsolution of (2.1) if there exists a constant
σ > 0 such that
u ≤ Tu− σ in X .
Similarly, a function u ∈ U with infX u > −∞ is called a strict supersolution
of (2.1) if there exists a σ > 0 such that
u ≥ Tu+ σ in X .
It is clear that a strict subsolution (resp., strict supersolution) is a subsolu-
tion (resp., supersolution).
Again, the above definition in practice contains the boundary condition
u = g on X \ Ω.
Theorem 3.2 (Strict comparison theorem). Let U be a linear space. Let
T : U → U be any given operator that satisfies monotonicity (A1) of Theorem
2.2. Assume that for any x ∈ X, any c ∈ R and any u ∈ U , the following two
relations holds:
T (u+ c)(x) ≤ (Tu)(x) + c, (3.1)
Then any subsolution u ∈ U of (2.1) and any strict supersolution v ∈ U of
(2.1) satisfies
u ≤ v in X.
The same relation holds if u is a strict subsolution and v is a supersolution.
Proof of Theorem 3.2. By definition, we have
u ≤ Tu in X (3.2)
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and there exists σ > 0 such that
v ≥ Tv + σ in X . (3.3)
Suppose by contradiction that for some m ∈ (0,∞)
sup
X
(u− v) = m.
Then we take vˆ := v +m. By (3.1),vˆ is also a strict supersolution. Indeed,
v(x) +m ≥ (Tv)(x) +m+ σ ≥ T (v +m)(x) + σ.
Also, by (3.3),
T vˆ(x) ≤ Tv(x) +m for any x ∈ X . (3.4)
Moreover,
sup
X
(u− vˆ) = 0.
Then for any δ > 0 there exists xδ ∈ Ω such that
u(xδ)− vˆ(xδ) ≥ −δ. (3.5)
On the other hand, u(x) ≤ vˆ(x) for all x ∈ X . The monotonicity condition
(A1) implies that
Tu(xδ) ≤ T vˆ(xδ). (3.6)
Combining the inequalities (3.2), (3.4), (3.5) and (3.6), we get
v(xδ) +m = vˆ(xδ) ≤ u(xδ) + δ ≤ Tu(xδ) + δ ≤ T vˆ(xδ) + δ ≤ Tv(xδ) +m+ δ,
and consequently
v(xδ) ≤ Tv(xδ) + δ.
which contradicts (3.3) if we choose δ < σ. 
In order to obtain the boundedness of all subsolutions in terms of the given
operator T , it is therefore important to build a strict supersolution that is
bounded from above.
Corollary 3.3 (Boundedness). Suppose that T : U → U is an operator that
satisfies the conditions of Theorem 2.2. Assume that there exists C ∈ R de-
pending on T and a strict supersolution v ∈ U of (2.1) satisfying v ≤ C.
Then u ≤ C for all subsolutions u of (2.1). Similarly, if there exists C ∈ R
depending on T and a strict subsolution v ∈ U of (2.1) satisfying v ≥ −C,
then u ≥ −C for all supersolutions u of (2.1).
This result follows immediately from Theorem 3.2. However, there seems to
be no universal method to get the existence of a bounded strict supersolution
for a general T . One needs to discuss it case by case.
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4. Comparison Principle: A Special Case
For general discrete dynamic programming equations, the uniqueness prob-
lem is challenging. In [18], we showed that in the case of the infinity laplacian
as in (1.2), uniqueness follows if one assumes running costs. Technically, there
it was shown that a certain discretized flow converges uniformly to the solution,
which implies as an immediate corollary the uniqueness.
Here we show, that running costs imply uniqueness in our more general
context. Uniqueness follows from the comparison result, Theorem 3.2, by
approximating a supersolution (or subsolution) with a strict supersolution (or
strict subsolution). This method works well especially when the corresponding
games bear positive or negative running payoffs. The idea in what follows is
inspired by [11].
Theorem 4.1. Let U be a linear space. Let T : U → U be any given operator
that satisfies monotonicity (A1) of Theorem 2.2. Assume that for any x ∈ X,
any c ∈ R and any u ∈ U , (3.1) holds. In addition let T satisfy
(A5) for any u ∈ U and any λ > 1, there exists σ > 0 such that
T (λu) ≤ λTu− σ.
Then any subsolution u ∈ U of (2.1) and any supersolution v ∈ U of (2.1)
satisfies
u ≤ v in X.
Proof. Suppose u and v are respectively a subsolution and a supersolution
of (2.1). It is easily seen that under the assumption (A5), λv is a strict
supersolution for any λ > 1. Indeed, there exists σ > 0 depending on λ and v
such that
λv ≥ λTv ≥ T (λv) + σ.
Thus, using Theorem 3.2, we have u ≤ λv for any λ > 1. We conclude the
proof by sending λ→ 1. 
In order to use Theorem 4.1, an extra step may be needed in practical use:
(A5) is not necessarily satisfied if T assigns nonpositive values on the boundary.
In this case, one only needs to shift the boundary value up to make it positive
in the definition of T . The uniqueness of solutions then follows immediately.
See the examples below for more details.
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5. Examples of Dynamic Programming Principle
We give several typical examples in Rn. Hereafter Bε(x) denotes the ball
centered at x with radius ε > 0 while Bε simply means Bε(0). We first consider
(degenerate) elliptic equations in a bounded domain Ω ⊂ Rn with Dirichlet
boundary condition g ∈ C(∂Ω). In our exposition below, it is enough to
assume that g is bounded. To connect the results in the previous sections, we
let X = Ω = Ω ∪ ∂Ω.
Example 5.1. A more general variant of the example discussed in Introduc-
tion is related to the so called biased tug-of-war games. More precisely, one
considers the problem{ −∆∞u+ c|∇u| = f(x) in Ω, (5.1)
u = g on ∂Ω, (5.2)
where c ≥ 0 is a fixed constant and f is assumed to be a bounded function on
Ω. This PDE is also investigated in [4] with mixed boundary conditions. The
associated DPP is discussed in [21] for the case f ≡ 0 using games and in [18]
for the case minΩ f > 0 with a tree approach. The DPP for the value function
is given by
u
ε(x) = µ sup
y∈Bε(x)
uε(y) + (1− µ) inf
y∈Bε(x)
uε(y) +
f(x)
2
ε2 in Ω, (5.3)
uε(x) = g(x) on ∂Ω,(5.4)
where µ = 1/2− cε/4 with ε > 0 small such that µ ∈ (0, 1).
We take U to be the set of all functions Ω → R, which is clearly closed
under the operators of supremum and infimum. Let
Tu(x) :=


µ sup
y∈Bε(x)
u(y) + (1− µ) inf
y∈Bε(x)
u(y) +
f(x)
2
ε2 for x ∈ Ω
g(x) for x ∈ ∂Ω,
with µ = 1/2 − cε/4 with ε > 0 small such that µ ∈ (0, 1), It is not difficult
to see that T satisfies (A1) in Theorem 2.2 and (3.1) as well. The existence of
a subsolution is also easily obtained by taking u ≡ inf∂Ω g.
In order to show the boundedness property (A3), we construct the following
strict supersolution v. Suppose the diameter of domain Ω is D. Let σ > 0. We
divide the domain Ω into subregions according to the distance to the boundary
∂Ω. Set
Ω0 := R
n \ Ω,
Ωk := {x ∈ Ω : (k − 1)ε < dist (x, ∂Ω) ≤ kε} for all k = 1, 2, . . . , N, (5.5)
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where N < ∞ is the total number for the partition, as Ω is bounded. It is
clear that Ω =
⋃N
k=1Ωk. We then define a bounded function v ∈ U as follows:
v(x) := −a(e−kε − 1) + sup
∂Ω
g + 1 when x ∈ Ωk for any k = 0, 1, 2, . . . , N
where a > 0 is determined later. Note that v(x) ≥ g(x) + 1 = T (x) + 1 for
any x ∈ ∂Ω and
v(x)− Tv(x) = v(x)− µ sup
Bε(x)
v − (1− µ) inf
Bε(x)
v − f(x)
2
ε2
= ae−(k−1)ε
(−e−ε + µe−2ε + (1− µ))− f(x)
2
ε2
≥ ae−D
(
c + 1
2
)
ε2 − ε2 sup
Ω
f + o(ε2)
for all x ∈ Ω when ε > 0 is small. Since c ≥ 0, it follows that v is a strict
supersolution if a is large enough and therefore all of the subsolutions are
bounded from above by Proposition 3.3. We thus conclude that there exists a
solution to (5.3).
The solutions are unique if σ1 := infΩ f > 0, as follows from the arguments
in [18]. For an alternative argument, we first notice that a constant −C in
X is a strict subsolution for a sufficiently large C > 0 and therefore u ≥ −C
in X for any solution u. It suffices to show that uˆ = u + C uniquely solves
uˆ = Tˆ uˆ with
Tˆ u(x) :=


µ sup
y∈Bε(x)
u(y) + (1− µ) inf
y∈Bε(x)
u(y) +
f(x)
2
ε2 for x ∈ Ω
g(x) + C for x ∈ ∂Ω,
where C is a positive constant satisfying G := infx∈∂Ω g(x)+C > 0. Note that
Tˆ satisfies (A5) in Theorem 4.1:
Tˆ (λu)(x) ≤ λTˆu(x) + 1− λ
2
f(x) ≤ λTˆu(x)− (1− λ)σ1 for x ∈ Ω;
Tˆ (λu)(x) = Tˆ u(x) ≤ λTˆu(x)− (1− λ)G for x ∈ ∂Ω.
We may use Theorem 4.1 to reach the conclusion.
Example 5.2 (Stationary mean curvature operator). A typical elliptic PDE
involving level set mean curvature operator is as follows:
(MCF)

−|∇u| div
( ∇u
|∇u|
)
− 1 = 0 in Ω, (5.6)
u = 0 on ∂Ω, (5.7)
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where Ω is a bounded domain in Rn. A deterministic game-theoretic interpre-
tation is also available, given in [12]. For simplicity, we only study the case
when n = 2. The DPP is then written as

uε(x) = inf
w∈∂Bε
sup
b=±1
uε(x+
√
2bw) + ε2 for x ∈ Ω,
uε(x) = 0 for x ∈ ∂Ω.
(5.8)
See more details about the related games in [12, 16, 17]. We here apply
Theorem 2.2 to seek a solution to (5.8). Let U be the set of all functions:
Ω→ R. The DPP in this case is again written as u = Tu for any u ∈ U with
Tu(x) :=


inf
w∈∂Bε
sup
b=±1
u(x+
√
2bw) + ε2 for x ∈ Ω,
0 for x ∈ ∂Ω.
It is clear that u ≡ 0 in Ω is a subsolution of u = Tu. It is then easily seen
that T and U satisfy the conditions (A1), (A2) and (A4) in Theorem 2.2. It
remains to verify (A2). We may take R > 0 such that Ω ⊂ BR. We then take
a partition for the disk BR:
O1 = B√2ε,Ok = B√2kε \ Ok−1, for k = 2, 3, ...
Without loss, we assume R2 = 2K for some K ∈ N, which implies that⋃K
k=1Ok = BR. We denote OK+1 = R2 \BR Now we define v ∈ U to be
v(x) := 2(K + 1− k)ε2 if x ∈ Ok for 1 ≤ k ≤ K + 1
and claim that v is a bounded strict supersolution in Ω. The boundedness is
clear. To show that v is a strict supersolution, we first notice that v(x) ≥ 2ε2
when x ∈ ∂Ω. Moreover, for any x ∈ Ω, there exists 1 ≤ k ≤ K such that
x ∈ Ok and therefore v(x) = 2(K + 1− k)ε2. It is clear that x±
√
2w ∈ Ok+1
for w ∈ ∂Bε(x) and orthogonal to x (w can be arbitrary in ∂Bε(x) if x = 0).
This yields
Tv(x) = 2(K − k)ε2 + ε2 = v(x)− ε2
and therefore v(x) ≥ Tv(x) + ε2.
The uniqueness of solutions holds as well in this case. The proof, omitted
here, is based on Theorem 4.1 and similar to that in Example 5.1. We remark
that despite our solution is the same as the value function uε in games, it
still remains as an open question whether the solution converges to a unique
solution of (MCF) as ε→ 0, when Ω is a general non-convex domain [12].
Example 5.3 (Discrete games for the Eikonal equations). Our general DPP
even applies to the first order Hamilton-Jacobi equations, but it is a discretized
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version of those well studied, for instance, in [5, 14]. We take an easy example
of the Eikonal equation. { |∇u| = f(x) in Ω, (5.9)
u = 0 on ∂Ω, (5.10)
where f ≥ 0 is a given bounded function in Ω. The DPP for the associated
optimal control problem is{
uε(x) = inf
y∈Bε(x)
uε(y) + εf(x) for x ∈ Ω,
uε = 0 on ∂Ω.
We let U be the set of all functions Ω→ R again and
Tu(x) :=
{
inf
y∈Bε(x)
u(y) + εf(x) for x ∈ Ω,
0 for x ∈ ∂Ω.
(5.11)
We only show that (A3) in Theorem 2.2 is satisfied since (A1), (A2) and (A4)
are straightforward. We adopt the same partition of Ω as in (5.5) and take
v(x) := 2k(sup
Ω
f + 1) when x ∈ Ωk for any k = 1, 2, . . . , N
We then have v(x) ≥ 1 = Tv(x) + 1 if x ∈ ∂Ω and
v(x)− Tv(x) = 2 sup
Ω
f + 2− sup
Ω
f ≥ 2
for every x ∈ Ω, which implies that v is a strict supersolution. By Theorem
3.2, we get u ≤ v in Ω for any subsolution u and therefore (A3) is verified.
It follows from Theorem 2.2 that there exists a solution u = Tu in Ω for the
Eikonal operator (5.11). The solutions are unique since T satisfies (A5) in
Theorem 4.1 after a translation of values on the boundary, i.e., we set
Tˆ u(x) :=
{
inf
y∈Bε(x)
u(y) + εf(x) for x ∈ Ω
C for x ∈ ∂Ω,
and discuss uniqueness of the solution uˆ = u+ C to uˆ = Tˆ uˆ by following the
argument in Example 5.1.
It is possible to study the games for time-dependent problems as well. Con-
sult [19] and [12] respectively for the games related to parabolic p-Laplace
equations and mean curvature flow equations. Our last example is from [13]
about the deterministic games for a general parabolic equation.
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Example 5.4 (General fully nonlinear parabolic equations). Consider the
parabolic equation{
ut + F (x,∇u,∇2u) = 0 in Rn × (0,∞), (5.12)
u = g on Rn × {0}, (5.13)
where F is assumed to fulfill the following:
(F1) F satisfies the ellipticity condition.
(F2) There exists C1 > 0 such that
|F (x, p,Γ)− F (x, p′,Γ′)| ≤ C1(|p− p′|+ ‖Γ− Γ′‖)
for all x, p, p′ ∈ Rn and symmetric matrices Γ,Γ′.
(F3) There exists C2 > 0 and q, r ≥ 1 such that
|F (x, p,Γ)| ≤ C2(1 + |p|q + ‖Γ‖r)
for all x, p and Γ.
The dynamic programming for the value function uε in the associated games
in this case is
uε(x, t) = g(x) for 0 ≤ t < ε2
and
uε(x, t) = sup
p, Γ
inf
w
[
uε(x+ εw, t− ε2)− εp · w − 1
2
ε2Γw · w − ε2F (x, p,Γ)
]
for any t ≥ ε2, x ∈ Rn × (0,∞), where w, p ∈ Rn with
|w| ≤ ε−α, |p| ≤ ε−β (5.14)
and Γ is an n× n symmetric matrix satisfying
‖Γ‖ ≤ ε−γ. (5.15)
Here the parameters α, β and γ are all positive constants and satisfy proper
relations below:
α + β < 1, 2α+ γ < 2, max(βq, γr) < 2;
γ < 1− α, β(q − 1) < α + 1, γ(r − 1) < 2α, γr < 1 + α. (5.16)
We let U be the set of all functions Rn × (0,∞)→ R as before and define
Tu(x, t) :=
supp, Γ infw
[
u(x+ εw, t− ε2)− εp · w − 1
2
ε2Γw · w − ε2F (x, p,Γ)
]
if t ≥ ε2,
g(x) if t < ε2.
(5.17)
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Let us use Theorem 2.2 to get a solution of u = Tu in X = Rn × [0, τ) for a
fixed τ > 0 and a small ε > 0. Denote Ω = Rn × [ε2, τ). The condition (A1)
and (A4) are clearly fulfilled. It is also not difficult to see (A2) holds, since
u1(x, t) = −CF t + infX\Ω g is a subsolution: for every x ∈ Rn
Tu1(x, t) ≥ inf
w
(
u1(x+ εw, t− ε2)− ε2F (x, 0, O)
)
≥ −CF (t− ε2) + inf
X\Ω
g − CFε2 = u1(x, t)
when ε2 ≤ t < τ and u1(x, t) ≤ g(x) when 0 ≤ t < ε2.
Concerning (A3), we construct a strict supersolution v in Rn × [0, τ). We
first define an operator S for any x ∈ Rn and any bounded function φ on Rn:
S[x, φ] := sup
p, Γ
inf
w
[
φ(x+ εw)− εp · w − 1
2
ε2Γw · w − ε2F (x, p,Γ)
]
with w, p,Γ satisfying (5.14)–(5.15) and (5.16). Then we aim to find v(x, t)
such that
v(x, t) ≥ S[x, v(·, t− ε2)] + σ for t ≥ ε2.
with some σ > 0. We adapt [13, Lemma 4.1] to our setting, presented below
for the reader’s convenience.
Lemma 5.5 (Lemma 4.1 in [13]). Assume that F satisfy (F1)–(F3). Let S
be defined as above with (5.14)–(5.15) and (5.16). Then for any x ∈ Rn and
smooth bounded function φ,
S[x, φ]− φ = ε2F (x,∇φ,∇2φ) + o(ε2). (5.18)
The constant implied in the error term is uniform with respect to x.
Now fix σ > 0. We show that v(x, t) := (σ+C2)t+supX\Ω g+σε
2 is a strict
supersolution when ε > 0 is small. By Lemma 5.5, for sufficiently small ε > 0,
we then get
S[x, v(·, t− ε2)] = v(x, t− ε2) + ε2F (x, 0, O) + o(ε2)
≤ v(x, t− ε2) + C2ε2 + o(ε2) ≤ v(x, t)− 1
2
σε2
when ε2 ≤ t < τ and clearly v(x, t) ≥ g(x) + σε2 when 0 ≤ t < ε2.
In conclusion, by Theorem 2.2, there exists a function u in Rn × [0, τ) sat-
isfying u = Tu, where T is as in (5.17). This solution coincides with the
game value uε in [13], since the uniqueness of solutions holds, as shown in the
comparison principle below.
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Proposition 5.6 (Comparison principle for parabolic equations). If u1 and
u2 are respectively a subsolution and a supersolution of u = Tu in R
n × [0, τ),
where T is defined in (5.17), then u1 ≤ u2 in Rn × [0, τ).
Proof. We take h > 0 arbitrarily and define
uh2(x, t) := u2(x, t) + ht + h for (x, t) ∈ Rn × [0, τ).
It is clear that uh2 → u uniformly as h → 0. By direct calculation, we get
uh2(x, t) ≥ Tuh2(x, t)+hε2 for ε2 ≤ t < τ and uh2(x, t) ≥ g(x)+ δ for 0 ≤ t < ε2.
We are led to u1 ≤ uh2 in virtue of Theorem 3.2 and conclude by letting
h→ 0. 
The last two examples of DPP below are related to p-Laplacian, for which
the associated dynamic programming principle involves integrals. It is natural
to include measurability into consideration when choosing the function space
U , but it is not known whether one may still obtain the closedness under
supremum or infimum, as in (A4) of Theorem 2.2. Extra work on a modifica-
tion of the notion of extrema, compatible with the measurability, seems to be
necessary. We leave it as a future topic.
Example 5.7 (p-Laplacian, I). We consider the normalized p-Laplace equa-
tion: { −|∇u|2−p div(|∇u|p−2∇u) = 0 in Ω, (5.19)
u = g on ∂Ω. (5.20)
There are two dynamic programming principles known to generate the p-
Laplace operator. One is based on the so-called asymptotic mean value prop-
erty [20]:

uε(x) = α
(
1
2
sup
y∈Bε(x)
uε(y) +
1
2
inf
y∈Bε(x)
uε(y)
)
+ β
 
Bε(x)
uε(y) dy in Ω,
uε(x) = g(x) on ∂Ω,
(5.21)
where α = p−2
p+n
and β = 2+n
p+n
. Here one would tend to take U to be the space
of all measurable functions, and T be given by
Tu(x) =


α
(
1
2
sup
y∈Bε(x)
u(y) +
1
2
inf
y∈Bε(x)
u(y)
)
+ β
 
Bε(x)
u(y) dy for x ∈ Ω,
g(x) for x ∈ ∂Ω.
Nevertheless, it is not obvious how to show the closedness of T . For α > 0,
the boundedness follows from the arguments in [18].
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Example 5.8 (p-Laplacian, II). The work by Peres and Sheffield [23] gave an-
other game-theoretic approach to describe p-harmonic functions. The authors
did not provide the DPP but a suggested version is u = Tu with T defined
below:
Tu(x) =

1
2
sup
v∈Bε
ˆ
u(x+ v + z) dµv(z) +
1
2
inf
v∈Bε
ˆ
u(x+ v + z)dµv(z) for x ∈ Ω,
g(x) for x ∈ ∂Ω,
where µv is the uniform distribution on the sphere Sv orthogonal to v with
radius
r =
√
n− 1
p− 1 .
Here the verification of boundedness and closedness is a challenge.
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