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Abstract. Given a real Banach space X and probability space (Ω,Σ, µ) we characterize
the countable additivity of Henstock-Dunford integral for Henstock integrable function
taking values in X as those weakly measurable function g : Ω → X for which {y∗g :
y∗ ∈ B∗
X
} is relatively weakly compact in some separable Orlicz space Hφ(µ). We find
relatively weakly compact in some Orlicz space with Henstock-Gel’fand integral.
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1. Introduction and Preliminaries
During 1957-1958, R. Henstock and J. Kurzweil independently gave a Riemann type
integral called Henstock-Kurzweil integral (or Henstock integral. Let I0 be a compact
interval in Rm (or R1) and E ⊂ Rm (or R) a measurable subset of I0. µ(E) stands for the
Lebesgue measure. The Lebesgue integral of a function g over set E will denoted by L
∫
E
g.
X is a real Banach space with norm ||.|| and X ∗ is its dual. B∗X = {y
∗ ∈ X : ||y∗|| ≤ 1} is
the closed unit ball in X ∗. Henstock integral (see [10]) is a kind of non absolute integral
and contain Lebesgue integral.Recalling Measurable integral are Henstrock integrable,
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are lebesgue integrable. In [20] we found Orlicz space with measurable Henstock integral
Hφ(µ) is equivalent to the classical Orlicz space. It has been proved that this integral
is equivalent to the special Denjoy integral, also in [21] we found Henstock integral is
equivalent to Denjoy integral. In [11] Gordon gave two Denjoy-type extensions of the
Dunford and Pettis integrals, the Denjoy-Dunford and Denjoy-Pettis integrals, and discuss
their properties. In [10] authors discussed the relationship between Henstock-Dunford
and Henstock-Pettis integral. The de la Vallee-Poussin theorem (VPT) is use in [4] to
localization of uniformly integrable subset of scalar integrable function( Dunford integral)
with respect to a vector measure ‘m’ in a suitable Orlicz space. Also one can see [1] for
de la Vallee-Poussin theorem and Orlicz spaces. In [2] author characterized the countable
additivity of the Dunford integral of vector functions and also they characterize those
strongly measurable vector function that are Pettis integrable through the compactness of
certain set of scalar function in a certain Orlicz space. The Dunford , Pettis and Gel’fand
integrals are generalizations of the Lebesgue integral to Banach-valued functions. On the
other hand, the Henstock integral of a scalar function is a kind of nonabsolute integral
which generalizes the Lebesgue integral. Therefore, replacing the role of the Lebesgue
integral by the Henstock integral in those integrals, we obtain the Henstock-Dunford ,
Henstock-Pettis and Henstock-Gel’fand integrals (which are extensions of the Dunford,
Pettis and Gel’fand integrals, respectively).
This paper is an attempt to characterize the countable additivity of the Henstock-Dunford
integral with the help of VPT ([15], Theorem 2. p3) and Dunford Pettis theorem, we find
countable additivity of Henstock-Dunford integral of Henstock integrable function taking
values in X as those weakly measurable function g : [a, b]→ X for which {y∗g : y∗ ∈ B∗X} is
relatively weakly compact in some separable Orlicz space Hφ(µ) Also we execute necessary
condition of Henstock-Gel’fand in terms of relatively weakly in Hφ(µ) Lastly we find
{y∗g : y∗ ∈ B∗X} relatively weakly compact in some separable Orlicz space H
φ(µ) of
weakly Henstock integrable function. In [20] mention H(I) is equivalent L1(.) with this
consideration where H(I) is Henstock integrable function space and L1(.) is classical
lebesgue space.
The intervals I and J are non overlapping if int(I)∩int(J) = φ, where int(I), int(J) is
interior of I and J, respectively.
3Now we recall some definitions and notions used in [12].
Let P be a partition of the interval [a, b] with P = a = y0 < y1 < y2... < yn = b. A
tagged partition (P, (vk)
n
k=1 is a partition which has selected points ak in each subinterval
[yk−1, yk]. The Riemann sum using the tagged partition can be written
R(g, P ) =
n∑
k=1
g(vk)[yk, yk−1].
Let δ > 0. A partition P is δ-fine if every sub interval [yk−1, yk] satisfies yk − yk−1 < δ.
A function δ : [a, b]→ R is called a gauge on [a, b] if δ(y) > 0 for all y ∈ [a, b].
For example of δ(y)-fine tagged P partition. Consider the interval [0, 1] and δ1(y) =
1
8
,
we will find a δ1(y) fine tagged partition on [0, 1].
For the choice of tag, δ1(vk) =
1
8
any tagged partition (P, (vk)
n
k=1) in which yk − yk−1 <
1
8
is a δ1(y) fine tagged partition.
Consider the following partition, choosing each tag from every interval to be any number
in that interval:
m([0, 1
9
]) < 1
8
, m([1
9
, 2
9
]) < 1
8
, m([2
9
, 3
9
]) < 1
8
, m([3
9
, 4
9
]) < 1
8
, m([4
9
, 5
9
]) < 1
8
, m([5
9
, 6
9
]) <
1
8
, m([6
9
, 7
9
]) < 1
8
, m([7
9
, 8
9
]) < 1
8
, m([8
9
, 9
9
]) < 1
8
is an example of a δ1(y) fine tagged.
Definition 1.1. [12] A function g : [a, b] → R is Henstock integral if there exists A ∈ R
such that for ǫ > 0 there exist a gauge δ : [a, b] → R such that for each tagged partition
(P, (vk)
n
k=1) that is δ(y) fine,
|R(g, P )−A| < ǫ
Or A function g : [a, b]→ R is Henstock integrable if there exists a function G : [a, b]→ R
such that for every ǫ > 0 there is a function δ(t) > 0 such that for any δ−fine partition
D = {[u, z], t} of [a, b], we have
||
∑
[g(t)(z − u)−G(u, z)]|| < ǫ
where the sum
∑
is understood to be over D = {([u, z], t)} and G(u, z) = G(z)− G(u).
We write H
∫
I0
g = G(I0).
Definition 1.2. (a) [5] A function g : [a, b]→ X is said to be Dunford integrable on
[a, b] if for each y∗ ∈ X ∗, the function y∗g is Lebesgue integrable. In this case, as a
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consequence of the closed graph theorem, for every measurable subset A of [a, b],
there exists a vector y∗∗A in X
∗∗ such that
< y∗, y∗∗A >=
∫
A
y∗g for all y∗ ∈ X ∗.
A vector yA
∗∗ is called the Dunford integral of g on A and is denoted by D
∫
A
g.
(b) [5] A function g : [a, b]→ X is said to be Pettis integrable on [a, b] if it is Dunford
integrable on [a, b] and y∗∗A ∈ X for every measurable subset A of [a, b]
The Henstock integral to Banach valued functions, is exactly in the same way
as the Dunford and Pettis are extensions of the Lebesgue integral. we define
Henstock-Gel’fand integral as the style of R.A. Gordon [7] of his Denjoy-Dunford
and Denjoy-Pettis integral. Also we refer [6, 9, 13, 18] for the reader related to
this areas.
Definition 1.3. (a) [10] A function g : [a, b] → X is said to be Henstock-Dunford
integrable on [a, b] if for each y∗ in X ∗, the function y∗g is Henstock integrable on
[a, b] and if for every interval I in [a, b], there exists a vector y∗∗I in X
∗∗ such that
y∗∗I (y
∗) =
∫
I
y∗g for all y∗ ∈ X ∗.
We write y∗∗I0 = HD
∫
I0
g = G(I0).
(b) [10] A function g : [a, b] → X is said to be Henstock-Pettis integrable on [a, b] if
g is Henstock-Dunford integrable on [a, b] and if y∗∗I in X for every interval I in
[a, b]. We write
y∗∗I0 = HP
∫
I0
g = G(I0).
Definition 1.4. (a) [5] A function g : [a, b] → X ∗ is said to be Gel’fand integrable
on [a, b] if for each y ∈ X , yg is Lebesgue integrable. In this as consequence of the
closed graph theorem, for every measurable subset A of [a, b] there exist y∗A in X
∗
such that
< y∗A, y >=
∫
A
yg for all y∗ ∈ X ∗.
The vector y∗A is called the Gel’fand integral of g on A and is denoted by G
∫
A
g
5(b) [3] A function g : [a, b]→ X ∗ is said to be Henstock-Gel’fand integrable on [a, b] if
for each y ∈ X , yg is Henstock integrable on [a, b] and for every interval I in [a, b]
there exist a vector y∗I ∈ X
∗ such that y∗(y) =
∫
I
yg.
Definition 1.5. [16] A function g : [a, b] → X is said to be weakly Henstock integrable
(wH) on [a, b] with weak integral w, if there is a sequence of gauges (δn) on [a, b] such
that
lim
n→∞
< y∗, σ(g, pn) >=< y
∗, w > for all y∗ ∈ X ∗.
For every sequence (pn) of Henstock integrable partition of [a, b] adapted to (δn) and
w =
(
(wH)−
b∫
a
g
)
.
But for our work we prefer the definition of Weakly Henstock-integrable like Y. Guoju,S.
Schwabik define weakly Mcshane integral in [17], so we state our definition
Definition 1.6. A function g : [a, b]→ X is said to be weakly Henstock integrable (wH)
on [a, b] if for every x∗ ∈ X∗ the real function x∗(f) is Henstock integrable on [a, b] and
for every interval I ⊂ [a, b], there is a xI ∈ X such that
∫
I
x∗(f) = x∗(xI),
We write (wH)
∫
I
f = XI
Definition 1.7. A function g : [a, b] → X is said to be weakly Henstock -Dunford
integrable (wHD) on [a, b] if for every x∗ ∈ X∗ the real function x∗(f) is Weak Henstock
integrable on [a, b] and for every interval I ⊂ [a, b], there is a x∗I ∈ X
∗∗ such that
∫
I
x∗(f) =
x∗∗I (x
∗), ∀x∗ ∈ X ∗
Definition 1.8. A weakly measurable function g : [a, b] → X is said to be determined
by a weakly compact generated (WCG) subspace of X , such that x∗g = 0 a.e. for all
x∗ ∈ X ∗ with x∗|D = 0 if there is a weakly compact generated subspace D of X
Definition 1.9. [15] Let m : R+ → R+ be non decreasing right continuous and non
negative function satisfying
m(0) = 0, and lim
t→∞
m(t) =∞.
A function M : R → R is called an N -function if there is a function ′m′ satisfying the
above sense that
M(u) =
∫ |u|
0
m(t)dt.
6 Kalita and Hazarika
Evidently, M is an N -function if it is continuous, convex, even satisfies
lim
u→∞
M(u)
u
=∞ and lim
u→0
M(u)
u
= 0.
For example φp(x) = x
p; p > 1.
Let us fix a positive finite measure µ and let φ be an N -function. The Orlicz space Hφ(µ)
consists those (µ-a.e. equivalence classes) of functions g ∈ H0(µ) for which
Hφ = inf{a > 0 :
∫
⊗
φ(
f
a
) ∈ H(I)}
Definition 1.10. [15]
(a) An N -function φ is said to satisfy ∆
′
condition if there is a k > 0 so that
φ(xy) ≤ kφ(x)φ(y) for large values of x and y.
(b) An N -function φ is said to satisfy ∆2 condition if there is a k > 0 so that
φ(2x) ≤ kφ(x) for large values of x.
We recall the following results:
Theorem 1.1. A subset A of H1(µ) is uniformly integrable if and only if there is an
N-function φ with ∆
′
condition such that A is relatively weakly compact in Hφ(µ)
Proof. Proof is similar as mention in [14] for A subset A of L1(µ) is uniformly integrable
if and only if there is an N -function φ with ∆
′
condition such that A is relatively weakly
compact in Lφ(µ). 
Theorem 1.2. [10] A function g : [a, b] → X is Henstock-Dunford integrable on [a, b] if
and only if y∗g is Henstock integrable on [a, b] for all y∗ ∈ X ∗.
Lemma 1.3. [21] A function g : [a, b] → R is Henstock integrable on [a, b] equivalent to
Denjoy integrable on [a, b].
Lemma 1.4. [16] Suppose X contain no copy of c0 and let g : [a, b]→ X be wH-integrable
function on [a, b], then it is Pettis integrable.
Lemma 1.5. Suppose X contain no copy of c0 and let g : [a, b] → X be wHD-integrable
function on [a, b], then it is Pettis integrable.
7Proof. If X contain no copy of C0 and g : [a, b]→ X is wHD-integrable. Then lemma1.4
shows x∗g is wH on [a, b] also x∗g is measurable for all x∗ ∈ X ∗
That is g Henstock-integrable function. so g is Mc shane integrable and hence pettis
integrable. 
Definition 1.11. (a) A function F is ACG on E if F is continuous on E and if E can
be expressed as a countable union of sets on each of which F is AC.
(b) A function g : [a, b]→ X is Denjoy integral on [a, b] if there exist a ACG function
F : [a, b]→ X such that F
′
ap = g
′
a.e. on [a, b], where F
′
ap denotes the approximate
derivatives of F. In this case
b∫
a
g = F (b)− F (a).
We say g is Denjoy integrable on a subset A of [a, b] if gχA is Denjoy integrable
on [a, b] and write ∫
A
g =
b∫
a
gχA
(c) A function g : [a, b] → X∗ is said to be Denjoy-Gel’fand integrable on [a, b] if for
each y ∈ X , yg is Denjoy integrable on [a, b] and for every interval I in [a, b] there
exists a vector y∗I is called Denjoy-Gel’fand integral of g on [a, b] and we denote
DG
b∫
a
g.
Remark 1.1. (Theorem 15.9 [11]) A real Denjoy integrable function on [a, b] is not nec-
essarily integrable on all measurable subset of [a, b]. In fact if the function is absolutely
integrable or equivalent to Lebesgue integral.
2. Main Results
Proposition 2.1. Assume g : [a, b]→ X is Denjoy-Gel’fand on [a, t] for all t ∈ [a, b) and
for each y ∈ X . The limit lim
t→b
b∫
a
yg exists, then g is Denjoy-Gel’fand on [a, b] and
< y,DG
b∫
a
g >= lim
t→b
< y,DG
t∫
a
g >
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for each y ∈ X .
For the proof we follow the same technique of Prop 1 of [2] with minor add
Proposition 2.2. Let g : [a, b] → X , if yg is Denjoy integrable on [a, b] for each y ∈ X ,
then each perfect set in [a, b] contains a portion on which g is Gel’fand integrable.
For the proof of this proposition we use Theorem 33 of [8], with little add
Proposition 2.3. Let g : [a, b]→ X ∗ be such that yg is Denjoy integrable on [a, b] for all
y ∈ X . Let P be a closed subset of [a, b] and assume that g is Denjoy-Gel’fand integrable
on each open interval J disjoint from P, then there exists a portion P0 such that if (In)
is an enumeration of the interval neighboring to P0 then the series
∑
n
∫
In
yg is absolutely
convergent for every y ∈ X .
Using lemma 1 of [8] for the proof
Proposition 2.4. The function g : [a, b]→ X ∗ is Denjoy-Gel’fand on [a, b] if and only if
yg is Denjoy integrable on [a, b] for all y∗ ∈ X ∗.
For the proof we use Theorem 3 of [8]
Theorem 2.5. A function g : [a, b]→ X ∗ is Henstock-Gel’fand on [a, b] if and only if yg
is Henstock integrable on [a, b]
Proof. If g is Henstock-Gel’fand integrable on [a, b]. Then by definition of Henstock-
Gel’fand yg is Henstock integrable on [a, b].
Conversely, let yg be Henstock integrable on [a, b]. then by Lemma 1.4, yg is Denjoy in-
tegrable on [a, b] and D
b∫
a
yg = H
b∫
a
yg
Then Proposition 2.4 implies that g is Denjoy-Gel’fand integrable on [a, b] and for every
interval I on [a, b] there exists a vector y∗I = D
∫
I
yg for all y ∈ X .
That give us y∗I = H
∫
I
yg for all y ∈ X so, g is Henstock-Gel’fand integrable on [a, b]. 
Theorem 2.6. Let X contain no copy of c0 and let g : [a, b] → X is wHD-integrable on
[a, b] then {y∗g : y∗ ∈ B∗X} is uniformly integrable.
9Proof. Let g : [a, b]→ X is wHD-integrable on [a, b]. Then g is Pettis integrable.
For each equi-continuous K ⊂ X ∗, the set {y∗g : y∗ ∈ K} is relatively weakly compact in
L1(µ).
Hence {y∗g : y∗ ∈ B∗X} is relatively weakly compact in L1(µ).
Also [4] gives {y∗g : y∗ ∈ B∗X} is uniformly integrable in L1(µ). 
3. Henstock-Dunford Integral and Orlicz Space
Theorem 3.1. Let (Ω,Σ, µ) be a finite measure space and g : I ⊆ Ω → X be Henstock-
Dunford function. Then following are equivalent:
(i) The Henstock-Dunford integral of g is countable additive; that is the set function
HD
∫
gdµ : Σ→ X ∗∗ defined
(
HD
∫
gdµ
)
(E) = HD
∫
E
gdµ
(ii) There is an N-function φ¯ with ∆
′
property such that {y∗g : y∗ ∈ B∗X} is relatively
weakly compact in the Orlicz space Hφ(µ)
Proof. Let g : [a, b] → X be Henstock-Dunford integrable function. Put γ(E) = HD
∫
E
g,
where E ∈ Σ.
Therefore by Theorem 1.2, we have γ(E) = H
∫
E
y∗g
Let E1, E2 be non overlapping subset of E . Then
γ(E1 ∪ E2) = HD
∫
E1∪E2
g
= H
∫
E1∪E2
y∗g
= H
∫
E1
y∗g +H
∫
E2
y∗g
= γ(E1) + γ(E2)
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And
γ
(
∞⋃
n=1
En
)
= HD
∫
∪∞
n=1
En
g
= H
∫
∪∞
n=1
En
y∗g
=
∞∑
n=1
γ(En)
in norm topology of X , for all sequence (En) of non overlapping members of field F ⊆ [a, b]
such that
∞⋃
n=1
En ∈ F
Now according as [19] γ is countable additive if and only if T : X ∗ → L1(µ) defined by
T (y∗) = y∗g is weakly compact. So, {y∗g : y∗ ∈ B∗X} is uniformly integrable in L
1(µ).
This will not full fill our requirement as we are considering Henstock-Dunford integral.
Easily we can find γ is countable additive if and only if T : X ∗ → H1(µ) defined by
T (y∗) = y∗g is weakly compact. So, {y∗g : y∗ ∈ B∗X} is uniformly integrable in H
φ(µ).
[20] where H1(µ) is the space of Henstock-integrable function space
Now by Theorem 1.1 and [20] it is equivalent to the existence of a N -function φ¯ with ∆
′
property such that {y∗g : y∗ ∈ B∗X} is relatively compact in H
φ(µ). This completes the
proof. 
Corollary 3.2. Let g : [a, b] → X be Henstock-Dunford integrable function, then follow-
ings are equivalent:
(i) g is Henstock-Pettis integrable
(ii) g is weakly compact generated determined and there is an N-function φ¯ with ∆
′
such that {y∗g : y∗ ∈ B∗X} is relatively compact in H
φ(µ).
Theorem 3.3. A strongly measurable function g : I → X , and X contain no copy of c0
then is Henstock-Pettis integrable if and only if there is an N-function φ¯ with ∆
′
property
such that {y∗g : y∗ ∈ B∗X} is relatively weakly compact in the Orlicz space H
φ(µ)
Proof. If g : [a, b]→ X is strongly measurable, then its range is essentially separable and
weakly compact determined (Theorem 2 of [5] p.42).
If g is Henstock-Pettis integrable, then each perfect set in [a, b] contain a portion P which
11
is Pettis integrable (Theorem 2.6 of [10]). Therefore this portion is Dunford with countable
additive vector measure.
Hence {y∗g : y∗ ∈ B∗X} is uniformly integrable on that portion and consequently, there
is an N -function φ¯ with ∆
′
such that {y∗g : y∗ ∈ B∗X} is relatively compact in L
φ¯(P ).
So,{y∗g : y∗ ∈ B∗X} is relatively compact in H
φ(P )
Conversely, Suppose g is strong measurable and there is an N -function φ¯ with ∆
′
such
that {y∗g : y∗ ∈ B∗X} is relatively compact in H
φ(µ)Since g is strongly measurable, it
has range weakly compactly generated determined. As Hφ(µ) ⊂ H1(µ) (see [4]). So
{y∗g : y∗ ∈ B∗X} is a bounded subset ofH
φ(µ) As D0 = {y
∗g : y∗ ∈ B∗X} is weakly
compactly generated and g is strongly measurable, So, for each y∗ ∈ X ∗, there exists a
sequence (γ)∞n=1 of D0-valued simple function such that y
∗g = lim y∗γnµ-a.e.
So, g is Pettis integrable with X contains no copy of c0
Thus g is Henstrock-Pettis integrable with X contains no copy of c0 
Corollary 3.4. Let g : [a, b] → X be Henstock-Dunford. If p > 1 such that {y∗g : y∗ ∈
B∗X} is bounded in H
φ(µ) then g is countably additive.
Theorem 3.5. For a class of strongly measurable function in X , contains no isomorphic
copy of c0. A function g : [a, b] → X
∗ is Henstock-Gel’fand, then there is an N-function
φ¯ with ∆
′
such that {y∗g : y∗ ∈ B∗X} is relatively compact in H
φ(µ).
Proof. Let T : X → H1(µ) by T (y) = yg. Then T is bounded linear operator.
Claim: T is weakly compact.
If v(E)(y) = HG
∫
E
g, Then v(E)(y) = H
∫
E
yg (by Theorem 2.5)
Then v(E) is vector measure with countably additivity.
By Pettis theorem (p10 of [2]) we have lim
µ(E)→0
v(E)(y) = 0 for all y ∈ X .
That is for ǫ > 0 there exists a δ > 0 such that
µ(E) < δ ⇒ ||v(E)|| < ǫ.
So, µ(E) < δ implies sup
y∈BX
∫
E
|yg|dµ < ǫ.
By Dunford-Bartle-Hanse (Corollary 6, page 14 of [2]), v(Σ) is relatively weakly compact.
Therefore
{∫
E
yg : E ∈ Σ, y ∈ BX
}
is bounded in some field F.
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So, sup
y∈BX
∫
Ω
|yg|dµ <∞.
Thus {yg : y ∈ BX} is uniformly integrable.
By de la Vallee Poussin theorem {yg : y ∈ BX} is relatively weakly compact in H
φ(µ)
with ∆
′
condition. 
Theorem 3.6. For a real Banach space X contains no copy of c0, if g : [a, b] → X is
wH-integrable function on [a, b] then {y∗g : y∗ ∈ B∗X} is relatively weakly compact in
certain separable Orlicz space Hφ(µ).
Proof. For a real Banach space X contains no copy of c0, if g : [a, b]→ X is wH-integrable
function on [a, b] then {y∗g : y∗ ∈ B∗X} is uniformly integrable in H
1(µ).
Theorem 1.1 gives {y∗g : y∗ ∈ B∗X} is relatively weakly compact in certain separable
Orlicz space Hφ(µ).
As X is reflective, it is true for {y∗g : y∗ ∈ B∗X}. 
Remark 3.1. From Lemma 1.4 countable additivity of wH-integrable function can deter-
mine easily.
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