This paper will present new formulae for the harmonic numbers of order k, H k (n), and for the partial sums of two Fourier series associated with them, denoted by C m k (n) and S m k (n). I believe the H k (n) formula is an improvement over existing ones because it's simpler and it stems from the formula for the sum of powers of the first n positive integers (due to Faulhaber and Bernoulli), which employs the omnipresent Bernoulli numbers. We show how to create an exact power series for the harmonic numbers, a new integral representation for ζ(2k + 1) and a new generating function for ζ(2k + 1), among many other results. Though most of the results presented here are not new, the approaches and formulae are entirely different, which may lead to interesting insights at the very least.
Introduction
Although formulae for the harmonic numbers have been known for some time, they're not very simple or malleable. For example, though a formula due to Euler exists for H(n), it expresses H(n) as 1 0 (1 + x + · · · + x n−1 ) dx for integer n, which doesn't even reduce the number of terms in the sum that it's supposed to simplify. In this article we will demonstrate how to obtain a more natural formula for the generalized harmonic numbers:
This new formula has perhaps the advantage of being easier to work with. For example, it can be used to obtain the sum of H(n)/n 2 over the positive integers relatively easy.
We will also learn how to obtain the partial sums of two Fourier series, denoted here by S m k (n) and C m k (n). They cover some particular cases of harmonic numbers, such as the alternating harmonic numbers, C 2 k (n), and the odd alternating harmonic numbers, S 4 k (n) [S 4 2 (n) is Catalan's constant]. These functions have period 2π and are given below: First off, we'll go over detailed step-by-step demonstrations on how to obtain formulae for the first few generalized harmonic numbers, and for C 2 k (n) and S 4 k (n). You can skip most of these detailed demos and go straight to the final result in each section, but it may be beneficial to follow the first one in its entirety. At the end, we will come up with a general closed-form for C m k (n) and S m k (n).
Besides, we'll find out the limits of C m k (n) and S m k (n) as n approaches infinity as a function of ζ(2j) (0 ≤ j ≤ k), for m ≥ 1. Some special cases will be shown for illustration. [After looking up previous results in the literature, I found that the limits of C m 2k (n) and S m 2k+1 (n) are not new, they stem from the so-called Bernoulli polynomials, 3 but I'm not sure about C m 2k+1 (n) and S m 2k (n).] So, to begin, let's recall the formula for the sum of the i-th powers of the first n positive integers, due to Faulhaber/Bernoulli:
where B j are the Bernoulli numbers. 2 Because odd Bernoulli numbers are always 0, except for B 1 , we can simplify the above formula for even and odd powers as follows: 2 Indicator Function k divides n (1 k|n ) Now, let's see how we can derive a power series for the indicator function k divides n (1 k|n ), which we define as 1 if k divides n, and 0 otherwise. This function (and its analogous, that will appear in the next section) plays a key role in the reasoning employed to unlock the harmonic numbers.
The above sum can be rewritten as a closed-form using Lagrange's trigonometric identities, as follows: Now, let's obtain a power series for 1 k|n with the employment of (1), as below:
Now, replacing the sum of j 2i over j with Faulhaber's formula, we get:
Now, by making (4) equal to (5) and re-scaling n to n/2, we conclude that:
A Function Analogous to 1 k|n
Now, just as we created a power series for 1 k|n , we have to create one for the below sum (this is the other function whose role is key in the reasoning):
Again, using Lagrange's trigonometric identities, we can find a closed-form for (7), which yields:
, which can be rewritten as:
Now, as previously, we can obtain a power series for the above by expanding the sine with Taylor series and making use of (2):
By making (8) equal to (9), and re-scaling n to n/2, it follows that:
3 Harmonic Numbers of Order k: sin πk
The idea to build a formula for H k (n) is to use the Taylor series expansion of sin πk, and take advantage of the fact that it's 0 for all integer k. We shall refer to the below as initial equation [notice the k in the sum is not the same k used as subscript on H k (n)]:
When we divide both sides of (11) by say, πk 2 , we end up with a power series for 1/k about 0 that only holds for integer k (after all 1/k is not analytic at 0). Besides, on the right-hand side of the resulting equation the powers of k are all positive, allowing us to apply the Faulhaber's formula mentioned in the introduction. By doing that we end up with a convoluted power series that fortunately can be turned into an integral by means of the function 1 k|n . That is the method in a nutshell.
We will try out different initial equations to see how the outcomes change.
In the demos, we will make use of the below identities, at times implicitly:
and transform the integrals with the change of variables u = 1 − x/n.
Lastly, due to line space, we will break down long formulae into parts with the use of auxiliary functions, with their scope usually restricted to a section or subsection, that is, function names may be recycled.
Harmonic Number
We start out by dividing both sides of (11) by πk 2 :
Below we take the sum of (12) over k and use equation (2), thus extending the domain of H 1 (n) [H(n) for short] to the real numbers, in an analytic continuation:
The 1st summation is straightforward:
The 2nd summation is an exact power series for H(n) − 1/(2n) and can be rewritten as:
The summations in (13) are tricky, but they can be obtained from (10), one of the formulae derived previously. In order to do that, let's replace (n, k) by (x, n) and define a function f (x, n) such that:
The idea to build each piece of (13) is to start from the above f (x, n).
For the 1st summation, we need to multiply f (x, n) by −π · x/n and integrate with respect to x as below:
For the 2nd summation, we need to multiply f (x, n) by π and integrate with respect to x as below:
Now, by summing up the two resulting integrals, we get the below equivalence (which holds for all real n, not just integers):
or the below, with the change of variables mentioned at the introduction of this section:
Now, by summing up the rest (disregarding sin πn, and applying the transformations mentioned at the beginning), we finally get a formula for H(n):
Notice the likeness of this formula to Faulhaber's, especially the term 1/(2n) outside of the integral. Besides, when we compare the above formula with the below, due to Euler, 4 based on the digamma function, it seems that the former is more natural and tractable than the latter. The two functions approach one another very quickly though, as n gets large.
Harmonic Number of Order 2
We start out by dividing both sides of (12) by k:
We sum (16) over k, using equation (1) this time, noting that because equation (1) doesn't work exactly for i = 0, we need to make a little correction by adding up −1/2:
The 1st summation, again, is straightforward:
The 2nd summation can be rewritten as:
The summations in (17) are tricky, but they can be obtained from (6), another one of the formulae derived previously. In order to do that, let's replace (n, k) by (x, n) and define a function g(x, n) such that:
The idea to build each piece of (17) is to start from g(x, n).
For the 1st summation, we need to multiply both sides of g(x, n) by π 2 /2 · x 2 /n 2 and integrate with respect to x as below:
For the 2nd summation, we need to multiply both sides of g(x, n) by −π 2 · x/n and integrate with respect to x as below:
For the 3rd summation, we need to multiply both sides of g(x, n) by π 2 /2 and integrate with respect to x as below:
Let's summarize the convoluted part by summing up the three resulting integrals:
which we can further simplify with a change of variables:
Now, by summing up all the results, we get a formula for H 2 (n):
In section (3.6) we will find out the general polynomial, p 2k (u), that goes under the integral sign, and it requires moving the independent term, −π 2 /12, inside the integral [this will also make the formula for H 2 (n) look more similar to H(n)]. We will conclude that this polynomial can be expressed with Bernoulli polynomials, but that is just a detail.
First, we note that for all positive integer n: 1 0 tan πu 2 sin πn(1 − u) du = 1, which stems from the below equation:
From the above we conclude that H 0 (n) = 0 for all integer n [this is not a usual definition, but it will make sense when we reach section (3.6)]. Therefore our modified formula is:
It can be proved that for all integer k ≥ 0:
We will see two different proofs for the above limit in section (11), one of them under the assumption that the closed-form of ζ(2k) is known, as the limits of the above integrals stem from the limits of H 2k (n) and vice-versa.
Harmonic Number of Order 3
We start out by dividing both sides of (16) by k:
The 1st summation is straightforward: 3 3! − sin πn
The above summations can be derived from (14), the same function defined for H(n).
For the 1st summation, we need to multiply f (x, n) by π 3 /6 · x 3 /n 3 and integrate with respect to x as below:
For the 2nd summation, we need to multiply f (x, n) by −π 3 /2 · x 2 /n 2 and integrate with respect to x as below:
For the 3rd summation, we need to multiply f (x, n) by π 3 /2 · x/n and integrate with respect to x as below:
For the 4th summation, we need to multiply f (x, n) by −π 3 /6 and integrate with respect to x as below:
Now, by summing up the four resulting integrals, we obtain a formula for the convoluted summation:
which we can modify with a change of variables:
Now, by recalling the recurrence (note that sin πn was omitted by assuming integer n):
and carrying out the calculations, we get:
Besides, due to the below identity, whose proof will be given in section (11.4.1):
, the previous equation can be rewritten as:
And since the limit of H 3 (n) when n tends to infinity is ζ(3), it means that:
Harmonic Number of Order 4
This is the last detailed demonstration before we generalize the results. We start out by dividing both sides of (21) by k:
Again, the above summations can be obtained from (18), the same function defined for H 2 (n).
For the 1st summation, we need to multiply both sides of g(x, n) by −π 4 /24 · x 4 /n 4 and integrate with respect to x as below:
For the 2nd summation, we need to multiply both sides of g(x, n) by π 4 /6 · x 3 /n 3 and integrate with respect to x as below:
For the 3rd summation, we need to multiply both sides of g(x, n) by −π 2 /4 · x 2 /n 2 and integrate with respect to x as below:
For the 4th summation, we need to multiply both sides of g(x, n) by π 2 /6 · x/n and integrate with respect to x as below:
For the 5th summation, we need to multiply both sides of g(x, n) by −π 2 /24 and integrate with respect to x as below:
Let's summarize the convoluted part by summing up the five resulting integrals:
which with a change of variables becomes the below:
Now, by recalling the recurrence:
and carrying out the calculations, we get the formula for H 4 (n):
Let's move the independent term under the integral sign, as we did for H 2 (n):
Since each limit is 1, as mentioned in section (3.2), we conclude that the limit of H 4 (n) is:
General Formula
As we've seen, there are a lot of patterns that emerge when we create the formulae for H 1 (n), H 2 (n), and so on. We will now assume that these patterns always repeat and see if we can figure out what the general rule is for each k.
Because in each case the term that goes outside of the integral sign is easy to deduce [1/(2n 2k ) or 1/(2n 2k+1 )], let's focus on the polynomials in u that go under the integral sign, p 2k = p 2k (u) and p 2k+1 = p 2k+1 (u), and see if we can find out their generating function, g(x).
Notice that since for each recursive equation the coefficients π 2k (or π 2k+1 ) cancel out, we can ignore them for simplification purposes.
Also notice that the final formula for H 2k (n) applies to H 0 (n) as well, but we must remember that per this definition H 0 (n) is such that H 0 (n) = 0 for all positive integer n.
Harmonic Numbers of Order 2k
Let f (u, n) be the below function (not to be confused with the same function from previous sections):
We've seen in previous sections that calculating the 2k-th harmonic number involves a recurrence with prior ones:
That is, the harmonic numbers of even orders obey the below recursive equations:
Let's try to solve that recurrence, we have:
But the product on the left-hand side gives us:
where the coefficient of each x 2k is the recurrence that produces the polynomials p 2k that we're interested in. The generating function for p 2k (u) is therefore given by:
To obtain the power series of the function g(x), we need to obtain the power series of each of its components individually: 1
Therefore, the 2k-th term of g(x) is given by the below expression [notice p 2k (u) is the coefficient of x 2k , the sum of the products of term 2k − 2j of the first series and term 2j of the second one]:
Now, putting it all together, we get that for all integer k ≥ 1:
We can rewrite H 2k (n) by means of Bernoulli polynomials. A Bernoulli polynomial is given by:
In doing so we get an expression that resembles, but is not exactly, an Euler polynomial: 1
Just out of curiosity, if we set j = 0 in the final formula, we get the independent term that we had introduced under the integral sign, since 1 0 f (u, n) du = 1 for all integer n, as mentioned in section (3.2):
A generating function for H 2k (n) can be obtained by means of the generating function g(x), that we previously found for p 2k (u), as follows:
Note the convergence radius of the power series on the left-hand side is the open interval (−1, 1), but the domain of the function on the right-hand side is R\Z. For x not in this open interval, we need to take a series expansion about another point, but since we can always do that, it means the generating function is analytic.
For example, if n = 2 the above function is
Notice it doesn't have the independent term, which is a result of H 0 (n) = 0 for all positive integer n.
Limit of the H 2k (n) Generating Function
The limit of the generating function we just found as n goes to infinity is:
Note h(x) also doesn't have the independent term, due to H 0 (n) = 0.
The proof of the above is simple:
as the limits of the above integrals are always 1, per the two different proofs that are provided in sections (11.1), Theorem 1, and (11.3), Theorem 3.
Harmonic Numbers of Order 2k + 1
Let f (u, n) be the below function:
Calculating the odd harmonic numbers involves a recurrence with prior ones:
In other words, the harmonic numbers of odd orders obey the following recursive equations:
Let's try and solve the recurrence, we have:
where the coefficient of each x 2k+1 is the recurrence that produces the polynomials p 2k+1 that we're interested in. The generating function of p 2k+1 (u) is therefore given by:
To obtain the power series of the above function, we need to obtain the power series of each one individually. We already know the power series of x/ sin x, and sin xu is below:
Therefore, the (2k + 1)-th term of g(x) is given by the below expression:
Now, putting it all together, we get that for all integer k ≥ 0:
The aforementioned Bernoulli polynomials allow us to rewrite H 2k+1 (n) as:
Finally, because of Theorem 8, section (11.4.1), we can also rewrite H 2k+1 (n) as below:
H 2k+1 (n) Generating Function
A generating function that has H 2k+1 (n) as its coefficients can be obtained from the function g(x) that we previously found for p 2k+1 (u), as follows:
Note the convergence radius of the power series on the left-hand side is the open interval (−1, 1), but the domain of the function on the right-hand side is R\Z.
For example, if n = 2, the above function becomes 3x
3.7.2 Limit of the H 2k+1 (n) Generating Function Before we're able to take the limit of this generating function as n approaches infinity, we need to subtract H(n) from it, since H(n) is unbounded. Hence, using formula H(n) from section (3.1), the limit of the generating function with increasing n is:
To prove that the generating function converges to the above limit, we need to show that the below integral goes to 0 as n approaches infinity:
as the limits of the integrals are 0, per Corollary 1 of section (11.2).
The above representation of the ζ(2k + 1) generating function is different from the one found in the literature, which employs the digamma function, though they must be equivalent:
4 Harmonic Numbers of Order k: sin 2πk
We will now set the initial equation to sin 2πk:
We expect the impact to be minimum, due to how little the initial equation has changed. So, to avoid redundancy, we will go over only two cases in detail before generalizing, and we may omit details provided before.
The below identities will be used to simplify formulae, at times implicitly:
Finally, the summations that require integrals can be obtained from (14) and (18), the two functions defined in sections (3.1) and (3.2), respectively, plus a re-scaling of the variable x:
Harmonic Number
We start out by dividing both sides of (24) by 2πk 2 :
The 2nd summation can be rewritten as (changing the initial equation doesn't affect the linear combinations):
For the 1st summation, we need to multiply f (2x, n) by −2π · x/n and integrate with respect to x as below:
For the 2nd summation, we need to multiply f (2x, n) by 2π and integrate with respect to x as below:
Now, by summing up the two resulting integrals, we get the below equivalence:
or the below, with a change of variables:
Now, by summing up the rest (disregarding sin 2πn), we get a new formula for H(n):
Harmonic Number of Order 2
We start out by dividing both sides of (25) by k:
For the 1st summation, we need to multiply both sides of g(2x, n) by (2π) 2 /2 · x 2 /n 2 and integrate with respect to x as below:
For the 2nd summation, we need to multiply both sides of g(2x, n) by −(2π) 2 ·x/n and integrate with respect to x as below:
For the 3rd summation, we need to multiply both sides of g(2x, n) by (2π) 2 /2 and integrate with respect to x as below:
which we can simplify with a change of variables:
Now, by summing up all the results, we get the formula for H 2 (n):
General Formula
The conclusion is that in both cases (odd and even orders), nothing really changes in the system of recurrence equations, except for the introduction of a coefficient 2 on π. The (2π) 2k and (2π) 2k+1 still cancel out in each recursive equation, as did π before, so they can be ignored.
Therefore, the polynomial solution is the same as before, only the multiplier of the integral and the integrand changes.
Harmonic Numbers of Order 2k
As we had seen before, computing the 2k-th harmonic number involves a recurrence with prior ones, and in this case it's:
From the exposed in section (4.3), for all integer k ≥ 0:
where the independent term that we'd introduced within the integrand is −(2 2k − 2)ζ(2k).
Harmonic Numbers of Order 2k + 1
Like before, the harmonic numbers of order 2k + 1 are given by the recurrence:
That is, the harmonic numbers of odd orders obey the below recursive equations:
u 5 5! f (u, n) du . . . From the exposed in section (4.3), for all integer k ≥ 0:
Here the integral sign has changed due to the transformation cot π(1 − u) = − cot πu.
Harmonic Numbers of Order k: cos 2πk
Now, we're switching to cosine-based harmonic numbers. Let's set our initial equation to:
To simplify formulae, we'll make use of the same transformations as before.
The summations that require integrals can be derived using the very same functions, f (2x, n) and g(2x, n), from section (4).
Harmonic Number
We start out by dividing both sides of (27) by 2π 2 k 3 :
For the 1st summation, we need to multiply f (2x, n) by (2π) 3 /2 · x 2 /n 2 and integrate with respect to x as below:
For the 2nd summation, we need to multiply f (2x, n) by −(2π) 3 ·x/n and integrate with respect to x as below:
For the 3nd summation, we need to multiply f (2x, n) by (2π) 3 /2 and integrate with respect to x as below:
Now, by summing up the three resulting integrals, we get the below equivalence:
Now, by summing up the rest (disregarding −1 + cos 2πn), we get a new formula for H(n):
Harmonic Number of Order 2
We start out by dividing both sides of (28) by k:
For the 1st summation, we need to multiply both sides of g(2x, n) by −(2π) 4 /6 · x 3 /n 3 and integrate with respect to x as below:
For the 2nd summation, we need to multiply both sides of g(2x, n) by (2π) 4 /2 · x 2 /n 2 and integrate with respect to x as below:
For the 3rd summation, we need to multiply both sides of g(2x, n) by −(2π) 4 /2 · x/n and integrate with respect to x as below:
For the 4th summation, we need to multiply both sides of g(2x, n) by (2π) 4 /6 and integrate with respect to x as below:
Let's summarize the convoluted part, by summing up the four resulting integrals:
which becomes the below with a change of variables:
General Formula
Here we'll only see a detailed demonstration for the odd case (even is just stated).
Like before, the term that goes outside of the integral sign is easy to deduce, 1/(2n 2k+1 ), so we focus on the polynomial in u that goes inside the integral instead, that is, p 2k+1 = p 2k+1 (u).
Harmonic Numbers of Order 2k
H 2k (n) is given by the below recurrence equation:
The polynomial p 2k (u) can be obtained using a similar approach to p 2k+1 (u) [see section (5.5) for the detailed demonstration], which would result in the final formula below:
Harmonic Numbers of Order 2k + 1
H 2k+1 (n) is given by the below recurrence equation:
That is, the harmonic numbers of odd orders obey the below recursive equations (notice we're ignoring cos 2πn − 1):
Now, let p(x) be the generating function that we're interested in. We have:
which implies:
where the coefficient of each x 2k+1 is the recurrence that produces the polynomials p 2k+1 that we're interested in (notice that in each recursive equation the coefficients π 2k+1 cancel out, so we can ignore them for simplification purposes).
The generating function for p 2k+1 (u) is therefore given by:
where we've used the transformation:
So, now we can rewrite:
To obtain the power series of g(x), we need to obtain the power series of each function individually:
6 Alternating Harmonic Numbers of Order k: C 2 k (n)
Let's set the initial equation to:
This new initial equation changes the results drastically, as it no longer enables us to calculate H k (n), but the alternating harmonic numbers instead, C 2 k (n).
The summations that require integrals can again be obtained from functions (14) and (18), with no changes whatsoever.
Alternating Harmonic Number: C 2 1 (n)
We start out by dividing both sides of (30) by k:
For the 2nd summation, we need to multiply both sides of f (x, n) by −π and integrate with respect to x as below:
which through a change of variables becomes the below:
Now, by summing up the rest we get the final formula for the alternating harmonic number:
6.2 Alternating Harmonic Number of Order 2: C 2 2 (n)
We start out by dividing both sides of (31) by k:
For the 1st summation, we need to multiply both sides of g(x, n) by π 2 · x/n and integrate with respect to x as below:
For the 2nd summation, we need to multiply both sides of g(x, n) by −π 2 and integrate with respect to x as below:
Let's summarize the convoluted part by summing up the two resulting integrals:
Now, by summing up the rest we get the final formula for the alternating harmonic number of order 2: Now, let's see the general formula for C 2 k (n).
Alternating Harmonic Numbers of Order 2k: C 2 2k (n)
Again, the formula is given by a recursion on the harmonic numbers:
6.5 Alternating Harmonic Numbers of Order 2k + 1: C 2 2k+1 (n)
The formula for odd powers is the below:
7 Odd Alternating Harmonic Numbers of Order k: S 4 k (n)
This initial equation allows us to obtain the odd alternating harmonic numbers, S 4 k (n).
For simplification purposes the below identity will be used:
The summations that require integrals can still be obtained from (14) and (18), but now they are re-scaled as below:
7.1 Odd Alternating Harmonic Number: S 4 1 (n)
We start out by dividing both sides of (32) by k:
The 2nd summation can be calculated simply as:
We can modify the above with a change of variables:
Now, by summing up the rest we get the final formula for the odd alternating harmonic number: We start out by dividing both sides of (33) by k:
For the 1st summation, we need to multiply both sides of f (x/2, n) by (π/2) 2 ·x/n and integrate with respect to x as below:
For the 2nd summation, we need to multiply both sides of f (x/2, n) by −(π/2) 2 and integrate with respect to x as below:
Now, by summing up all the results, we get the below formula:
It's worth noting how strikingly similar the results are when we use sin πk/2 as initial equation as compared to cos πk. That is the basis for a broader generalization that will reveal some interesting results.
7.4 Odd Alternating Harmonic Numbers of Order 2k: S 4 2k (n)
Again, the formula is given by a recursion on the harmonic numbers: n j=1 sin πj
Odd Alternating Harmonic Numbers of Order 2k + 1: S 4 2k+1 (n)
The formula for odd powers is below:
We finally reached the part where we summarize all the previous results. These two are grouped under the same section because they share an integral and they both have H 2j (n) in their recursions.
Let f (k, m, n) be the below function:
Then C m 2k (n) and S m 2k+1 (n) are given by:
Notice that in order for these equations to hold, we need to have H 0 (n) = 0 for all positive integer n, as discussed before.
Also, since S 2 2k+1 (n) = 0, S 1 2k+1 (n) = 0 and C 1 2k (n) = H 2k (n), the above equations imply the recursions we got for H 2k (n) in sections (3.6), (4.4) and (5.4), respectively. 8.1 Limits of C m 2k (n) and S m 2k+1 (n)
At infinity, C m 2k (n) and S m 2k+1 (n) become Fourier series, denoted here by C m 2k and S m 2k+1 .
With the exception of S 1 1 , which is 0, the limits of C m 2k (n) and S m 2k+1 (n), for real m ≥ 1, are given by:
These two Fourier series can also be expressed as Bernoulli polynomials. The detailed proofs of these results are given in section (11.1). Again, these two are grouped under the same section because they share an integral and they both have H 2j+1 (n) in their recursions. Now, let g(k, m, n) be the below function:
Some special case examples:
Then C m 2k+1 (n) and S m 2k (n) are given by:
Notice that since S 2 2k (n) = 0, S 1 2k (n) = 0 and C 1 2k+1 (n) = H 2k+1 (n), the above equations imply the recursions we got for H 2k+1 (n) in sections (3.7), (4.5) and (5.5), respectively. 9.1 Limits of C m 2k+1 (n) and S m 2k (n)
Before taking the limit of C m 2k+1 (n) and S m 2k (n) as n tends to infinity, we need to remove H(n) from the second sum, and recombine it with the integral, to avoid adding up an infinity, ζ(1).
To do that, first we replace H(n) with one of its three formulae from sections (3.1), (4.1) or (5.1). Since the last two are almost identical, let's consider only the first two:
By using either one of these formulae, we can recombine H(n) and g(k, m, n) into two integrals, one that doesn't depend on n, f (k, m), and one that does, h(k, m, n). So, for integer k ≥ 0 and real m ≥ 1, we could have:
For instance, with these two new functions we can rewrite C m 2k+1 (n) as:
Now, the limit of h(k, m, n) as n approaches infinity is m log(m)/π, whose proof is given in section (11.2). Therefore, with the exception of C 1 1 , which is infinity, the limits of C m 2k+1 (n) and S m 2k (n) are given by: 10 Example: Obtaining the Sum of H(n)/n 2
In this section, we'll derive expressions for sums of the type H k (n)/n r , over the positive integers n, with k odd and r even, and vice-versa. We won't get the result for k and r both even or odd, because these cases lead to integrals that are very hard to evaluate.
Hence, let's start with an example. We want to obtain the sum of H(n)/n 2 over the positive integers using the formula H(n) from section (4.1):
where the Fourier series can be simplified using the results from section (8):
du, and therefore: Here we use the formula for H 2k+1 (n) from section (4.5), though we could've used the two others as well (notice we made a transformation only valid for integer n):
Now, the closed-form of the Fourier series featured in the above equation is given in section (8.1), though it can also be expressed as Bernoulli polynomials, as we'll explain section (11.1). That is, after a change of variables, u = 1/m, we would get:
In a way, the closed-form from section (8.1) is more general than the Bernoulli polynomial. For instance, when the denominator here is n 2r+1 instead of n 2r , we can use its analogous form from section (9.1), which is no longer a Bernoulli polynomial.
That said, for integer k ≥ 0 and r ≥ 1, we can write:
Or, if we tolerate losing the validity of the formula for k = 0, we can rewrite the sum as:
Here we use the formula for H 2k (n) from section (4.4), with a slight transformation only valid for integer n:
Now, the closed-form of the Fourier series above, after a change of variables, u = 1/m, is given by:
Therefore, we can express the sum as function of Bernoulli polynomials, and it's finite for all integer r ≥ 1:
If k = 0 the sum is always zero [since H 0 (n) = 0], which enables us to deduce another integral representation for ζ(2r + 1), which happens to coincide with the one in Abramowitz and Stegun:
Demonstration of the Limits
In this section we'll sketch a proof for the limits of the integrals that appear on the expressions C m k (n) and S m k (n) as n approaches infinity. These limits don't depend on k (provided that m ≥ 1), with the exception of k = 0 and m = 1, that is, the integral on S 1 1 (n). Though there must be a way to show this for all k, we'll leave the rigor aside and only demonstrate it for a few special cases (k = 0 and/or k = 1). 11.1 Limits of C m 2k (n) and S m 2k+1 (n)
At infinity, C m 2k (n) and S m 2k+1 (n) become Fourier series whose closed-forms are given by Bernoulli polynomials, per Abramowitz and Stegun: 1
which are just rewrites of the expressions C m 2k and S m 2k+1 from section (8.1), with x = 1/m.
The above implies the following theorem, which holds for all integer k ≥ 0 and real m ≥ 1:
We will now see an alternative proof for just two special cases, as this new approach will be useful for us to figure out the limit of the integral in the case of C m 2k+1 (n) and S m 2k (n), which apparently might not exist in the literature.
Proof for Case k = 0
Let's prove Theorem 1, starting with case k = 0. Since n becomes arbitrarily large, it's like a degree of freedom, we can select it conveniently so as to make m disappear. Therefore we can simplify the integral as below:
Now, cot (πu/m) is given by the below power series expansion:
which converges for 0 < |u/m| < 1. That means that:
Now, the second integral above can be integrated by parts (for i ≥ 1), resulting in the below simplified expression:
Plugging the above into the power series:
Now, if we assume integer n and ignore the sine, we get a slightly simpler sum:
It turns out that the above sum converges to 0 as n approaches infinity, if m > 1 (here we're assuming that having n in the denominator is a good enough evidence for the convergence to 0, and also that the limit of the sum when n is integer is the same as the limit when n is not integer.) This means expression (34) converges to:
Though m = 1 falls outside of the convergence radius of the power series cot (πu/m), the sum seems to converge to 1/2 as m approaches 1, which added up to the above part makes 1 (which is in fact the limit for m = 1). A more rigorous proof for this case (k = 0 and m = 1) is given in section (11.3), Theorem 4.
Proof for Case k = 1
As before, we have:
Now, since:
we have a new integral that can be integrated by parts (for i ≥ 1), resulting in the below simplified expression:
Therefore, the power series can be simplified as below:
Now, if we assume integer n, we get the below simplification for (35): 11.2 Limits of C m 2k+1 (n) and S m 2k (n)
Here we provide the proof for the limit of function h(k, m, n) from section (9.1) as n approaches infinity. For all integer k ≥ 0 and real m ≥ 1 (except k = 0 and m = 1), the following theorem holds (notice we made a simple change of variables): To prove Theorem 2, we will demonstrate only one special case, and loosely assume that all cases would lead to the same result (which is not a definitive proof, but it's highly unlikely to be mistaken). Case k = 0 resolves to the below: Proof By referring back to section (9.1), f (k, m) − h(k, m, n) doesn't change regardless of the H(n) formula we pick, therefore we can deduce the following equivalence: 
Limits of the Integrals on the H 2k (n) Recursions
After seeing the demonstration of the limits of the integrals that appear on C m k (n) and S m k (n) in sections (11.1) and (11.2), in this section we present different proofs for three special cases, namely, the integrals that appear on the recursions of H 2k (n) from sections (3.6), (4.4) and (5.4).
This new approach requires prior knowledge of the closed forms of ζ(2k), as mentioned in sections (3.2) and (3.4) .
Looking back at the set of recurrence equations from the aforementioned sections, it's evident that we can express each integral as a function of H 2j (n): We will now produce different proofs for the limits of these integrals, which will allow us to obtain ζ(2k) as a function of Bernoulli numbers in the subsequent sections. Proof 3 This integral occurs with initial equation sin πk and per Theorem 1, section (11.1), its limit is m/2 = 1, but we shall confirm that now. By taking the limit of the integral as n approaches infinity, we have: [Notice that H 0 (n) = 0, but ζ(0) = −1/2.] Now, to complete the proof, let's show that the above sum equals 1 for all integer k ≥ 0. For that, let g(x) be the product of the two below functions:
x coth x = x e x + e −x e x − e −x = Using the result from Theorem 2, section (11.2), we know that for large n we can write: 
Limit of H 2k+1 (n): sin 2πk
Just like the previous result, the values of ζ(2k + 1) are given by the first part of the integral:
