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Adiabatic transport provides a powerful way to manipulate quantum states. By preparing a sys-
tem in a readily initialised state and then slowly changing its Hamiltonian, one may achieve quantum
states that would otherwise be inaccessible. Moreover, a judicious choice of final Hamiltonian whose
groundstate encodes the solution to a problem allows adiabatic transport to be used for universal
quantum computation. However, the dephasing effects of the environment limit the quantum corre-
lations that an open system can support and degrade the power of such adiabatic computation. We
quantify this effect by allowing the system to evolve over a restricted set of quantum states, pro-
viding a link between physically inspired classical optimisation algorithms and quantum adiabatic
optimisation. This new perspective allows us to develop benchmarks to bound the quantum corre-
lations harnessed by an adiabatic computation. We apply these to the D-Wave Vesuvius machine
with revealing - though inconclusive - results.
PACS numbers:
Nature does remarkably well at performing complex
optimisations. These occur on all scales and in all sci-
ences; from evolutionary processes optimising a species
for a particular ecological niche, to atoms combining to
find low energy crystalline structures. On the other hand,
many of the most challenging problems of computation
involve performing complex optimisation and algorithms
inspired by natural processes have been very successful
in solving them1–3. Amongst algorithms inspired by pro-
cesses occurring in the physical sciences, many can be
summarised in the Langevin equation for the Brownian
motion of a particle:
x¨+ γx˙+ ∂xV (x) = η,
〈ηi(t)ηj(t′)〉 = 2γTδijδ(t− t′). (1)
This equation describes the motion of a particle at posi-
tion x in some potential V (x) under the dissipative (de-
scribed by γx˙) and fluctuation (described by the random
force, η(t)) effects of a thermal environment. A com-
plex optimisation of many degrees of freedom may be
represented by many dimensions of the vector x. Per-
haps foremost amongst these physics-inspired algorithms
is simulated annealing3. This mimics the remarkable fi-
delity with which a collection of atoms may form com-
plicated crystals by simply heating them up and then
cooling down slowly. The simulated annealing algorithm
essentially involves integrating equation (1) forwards in
time whilst slowly reducing the amplitude of the random
forcing. Setting the fluctuating force to zero reduces the
Langevin dynamics to a gradient descent.
However, it is the possibility of adiabatic computation
in which we are interested here4–9. Put simply, this al-
gorithm involves slowly changing the potential that the
system experiences, from a starting potential in which
it readily settles to the minimum energy state, to a tar-
get whose optimum configuration we require. Classical
examples of adiabatic computation are of limited useful-
ness. As an illustrative example, one might think of a toy
in which a ball bearing must be guided around a maze by
gentle tilting. This is an example of a supervised adia-
batic algorithm. An unsupervised version would amount
to using a predetermined sequence of tilts and would not
be a very successful way of solving the maze. However,
it is a remarkable feature of quantum mechanics that if a
system is isolated from its environment, the quantum adi-
abatic theorem implies that such a protocol will always
work - though it must be carried out very slowly for the
hardest problems6. Here, we investigate how the power
of adiabatic optimisation is enhanced by using limited
quantum resources. We do so by including entanglement
into an analogue of equation (1). The resulting picture
of open-system quantum dynamics enables an appealing
geometrical interpretation of the limitations of adiabatic
computation; the existence or otherwise of a connected
adiabatic computational path. It also suggests a use-
ful alternative perspective upon computational classes.
Moreover, we use it to develop benchmarks that can
quantify the degree of quantum mechanics employed by
a putative adiabatic quantum computation.
Using a given system to perform adiabatic optimi-
sation may involve negotiating the combined effects of
dissipation, noise and intrinsic dynamics. Indeed, de-
pending upon the balance between them, the same com-
putational path may be followed in different ways. A
purely adiabatic calculation balances the intrinsic dy-
namics against a slowly varying potential. Dissipation
renders this slow dynamics over-damped, balancing the
varying potential against viscous timescales. Turning on
fluctuations causes diffusion along the vicinity of the adi-
abatic path. This can make the task of determining the
degree of quantum mechanics embodied in a system diffi-
cult. In the final section, we apply our ideas to computa-
tion using the D-Wave Vesuvius machine. Although spec-
troscopic probes have shown evidence of entanglement10,
our tests proved inconclusive, because of the relatively
high temperature of operation.
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2I. RESULTS
In order to provide a concrete focus to our discussion,
we work with the D-Wave protocol optimising an Ising
Hamiltonian, HTarget by slowly tuning to it from an
initial transverse field Hamiltonian, HStart:
HTarget =
∑
〈ij〉
Jijσ
z
i σ
z
j +
∑
i
hiσ
z
i
HStart =
∑
i
∆σxi . (2)
Our aim is to develop a Langevin description of the dy-
namics of this system, into which we can systematically
introduce the effects of quantum mechanical entangle-
ment. For analytical and numerical convenience, we fo-
cus upon one-dimensional problems. In this case, matrix
product states provide both a way to faithfully model the
quantum dynamics of a system with finite entanglement
resource and a way to quantify that resource through the
Schmidt rank. First, we must develop a description valid
in the absence of entanglement.
A. Langevin Dynamics of Qubits
Assuming that coupling to the environment is suffi-
ciently weak that local superposition of up and down
states may be supported, we may characterise the
state of the system by an O(3) unit vector n =
(cosφ sin θ, sinφ sin θ, cos θ) for each spin. This unit vec-
tor parameterises a coherent superposition of the up and
down states by |n〉 = cos θ/2| ↑〉 + eiφ sin θ/2| ↓〉. A
Langevin equation describing the evolution of such spin
coherent states in the presence of a local coupling to the
environment is the well-known Landau-Lifshitz-Gilbert
equation11,12:
ni × [n˙i + γBi] = Bi + η(t)
Bi = ∂H({ni})/∂ni, (3)
where the intrinsic, precessional dynamics are described
by the first terms on the left and right. The second term
on the left describes the dissipative effect of the bath and
relaxation of ni towards the direction parallel to the effec-
tive field. The final term on the right describes a random
field due to fluctuations in the environment. These fluc-
tuations are independent on each site and are related to
the dissipation by 〈ηα(t)ηβ(t′)〉 = 2γTδαβδ(t− t′).
Rather than simply a product state over spin coherent
states, equation(3) represents a mixed state with resid-
ual quantum correlations characterised by the product
state. This is evident in its derivation, for example from
a Keldysh path integral over spin coherent states13. This
interpretation will be informative when we introduce en-
tanglement, in the next section.
The strong dissipation limit of equation(3) recovers the
model of Ref.14 for the D-Wave machine. In this limit,
dissipation rapidly causes a gradient descent to the local
minimum of the Hamiltonians. The same adiabatic path
is followed through the computation although the strong
dissipation suppresses the possibility of non-adiabatic ef-
fects. Moreover, introducing thermal fluctuations ren-
ders the dynamics diffusive over the computational path.
When coarse-grained in time, this recovers the Metropo-
lis dynamics of Ref.15, although over O(3) rather than
O(2) vectors.
B. Introducing Entanglement
In order to faithfully and systematically describe the
dynamics of an open system that retains a finite degree
of entanglement, we require a suitable class of variational
wavefunctions. Matrix product states and their higher
dimensional analogues provide such a class16. They can
be understood explicitly as a construction based upon
Schmidt decomposition at each bond17. We will use the
maximum Schmidt rank as a convenient quantification of
the degree of quantumness in a putative adiabatic quan-
tum computer. Whilst there are other ways to quantify
the quantumness and potentially other variational wave
functions that embody them, matrix product states have
some advantage due to the efficient, established ways of
simulating their dynamics.
A matrix product state extends the notion of a product
state,
|ψA〉 =
∑
{σ}
Aσ11 A
σ2
2 A
σ3
3 ...|σ1, σ2, σ3...〉, (4)
by allowing the coefficients {A} to carry auxiliary tensor
indices that are contracted between sites. The rank of
these tensors corresponds to the Schmidt rank on each
bond in the chain17. equation(4) describes states formed
by a sum over a discrete set of product states correspond-
ing to the different values of the contracted indices. Since
any state in Hilbert space can be represented as a sum
over product states, in the limit of the Schmidt rank be-
coming sufficiently large32, an arbitrary state in Hilbert
space may be represented. In general, however, the ma-
trix product states of a particular Schmidt rank form a re-
stricted sub-manifold of states in the full Hilbert space33.
This notion is sketched in Fig.1.
We can now describe the dynamics of a one-
dimensional open system that retains a degree of entan-
glement. The rationale is that coupling to an external
bath leads to decoherence that tends to reduce the bond
order required to model the quantum correlations of the
system. This effect is balanced by the natural tendency
of evolution under a Hamiltonian to cause the entangle-
ment to grow. A suitable Langevin equation over matrix
product states takes the form34
i〈∂A′ψ|∂Aψ〉A˙− γA′AA˙ = 〈∂A′ψ|Hˆ|ψ〉+ ηA (5)
The first terms on the left- and right-hand sides of this
equation constitute the time dependent variational prin-
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FIG. 1: Variational Sub-Manifold: In Eqs.(3) and (5), we
consider dynamics that are continuously projected onto a vari-
ational sub-manifold of a certain degree of entanglement, cap-
tured by matrix product states of a particular Schmidt rank.
Hamiltonian evolution will generally increase the degree of
entanglement and coupling to a bath will counter this. The
result is that the systems dynamics may be described semi-
classically on an appropriate variational sub-manifold. When
the degree of quantum entanglement captured by the vari-
ational manifold is insufficient, the projected evolution may
deviate from the actual adiabatic evolution in the full Hilbert
space.
ciple over fixed bond order matrix product states18,19.
For product states, these terms correspond to the free
precession described by equation(3) in the absence of
coupling to a bath. The additional terms on the left-
and right-hand side describe dissipation and noise, re-
spectively.
As in the case of the Landau-Lifshitz-Gilbert equation,
equation(5) should be interpreted as an evolution over
a mixed state whose micro-states posses residual quan-
tum correlations that can be faithfully represented by a
matrix product state35. Going to higher bond order in-
creases the amount of entanglement that can be described
and the fraction of Hilbert space that is covered by the
variational sub-manifold.
C. The Geometry of Adiabatic Computation
Adiabatic Connectivity of Variational Manifold: With
certain caveats, the quantum adiabatic theorem guar-
antees that there exists an adiabatic path between two
points in Hilbert space. In principle then, one may ini-
tiate a system in the readily-achievable groundstate of a
simple Hamiltonian and change the Hamiltonian contin-
uously to a target whose groundstate encodes a problem
of interest. In order to maintain adiabaticity, this change
must be carried out at a rate slower than the inverse gap,
the scaling of which determines whether a particular com-
putation can be performed efficiently7. These notions
lead to important constraints upon adiabatic computa-
tion. However, there is another important way in which
such computation might fail in an open system.
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FIG. 2: Conditions for Successful Adiabatic Computation:
The boundary between successful and unsuccessful adiabatic
computation forms a convex hull in a plot of accessible frac-
tion of Hilbert space versus sweep time. The minimum com-
putation time, T ∗, occurs when all of the Hilbert space is
accessible. The minimum fraction of Hilbert space for adia-
batic computation is given by the horizontal asymptote at f∗.
Schmidt rank is used as a discontinuous measure of the size of
this accessible region in the present work. Contact with mea-
sures of computational complexity is made by dividing both
axes into regions polynomial and exponential in the system
size, N . A quantum and classically easy calculation (I) can
be performed in polynomial time with only a small fraction of
the Hilbert space. A quantumly easy, classically hard compu-
tation (II) can only be performed in a polynomial time using
a large fraction of the Hilbert space.
In an open system, dephasing renders only a subset of
states in the Hilbert space accessible. Because of this only
for certain target Hamiltonians is it possible to achieve
the states at every point along the adiabatic path. Alter-
natively, one might say that depending upon the target
Hamiltonian, the manifold of accessible states may or
may not contain the adiabatic path. Both adiabaticity
and connectivity of the adiabatic path must be satisfied
in order for an adiabatic computation to proceed success-
fully. It is in pursuing the latter that one might hope to
address the thorny and contentious issue of how quantum
mechanical is a given adiabatic computation.
The combination of these effects can usefully be sum-
marised in a graph of sweep time versus accessible frac-
tion of Hilbert space as illustrated in Fig.2. For a closed
system, when the whole of the Hilbert space is accessi-
ble, the adiabatic computation may be performed36 in
a minimum time T ∗. As the sweep time increases and
the fraction of accessible Hilbert space goes down, we
expect the line delimiting success from failure to form a
convex hull as depicted in Fig.2. Eventually, a threshold
is reached with a minimum fraction, f∗, of the Hilbert
space accessible so that the problem is just adiabatically
soluble. Here, we use Schmidt rank as a discontinuous
measure of the size of the accessible region of Hilbert
space.
Quantum and Classical in Adiabatic Computation: The
model of adiabatic computation in open systems pre-
sented in equation(5) reduces it to a classical analogue
4algorithm. Of course, the classical data (the tensors of
the matrix product states) contain important informa-
tion about key quantum correlations, but nevertheless
the evolution is classical17. However, adiabatic and gate
based quantum computation are known to be computa-
tionally equivalent20–23. How do we reconcile these two
positions? The answer is contained in the division of
the graph of Hilbert space fraction versus sweep time
into regions polynomial and exponential in system size
as in Fig. 2. This division corresponds to easy and hard
in sweep time, and to classical and quantum in Hilbert
space fraction. Problems can be classified according to
the quadrants of this graph that the success hull passes
through. For example, a quantum and classically easy
calculation can be performed in polynomial time with
only a small fraction of the Hilbert space. Its success hull
passes through the quadrants (a), (c) and (d). A quan-
tum easy, classically hard computation will pass through
quadrants (a) and (d). Moreover, a commutation that
can only be performed quantum mechanically might have
a success hull that passes through quadrants (a) and (b).
Thus, we see that even though an adiabatic computer
may harness significant quantum resources, unless the ac-
cessible region of Hilbert space grows sufficiently rapidly
with the size of system, the class of soluble problems will
be classical. A saturation in the length scale of entangle-
ment in an open system will inevitably result in classical
scaling. This appears to be the source of much of the
polarisation of the debate about the degree of quantum-
ness in a putative adiabatic computer. Such a computer
may harness a significant degree of quantum mechanics in
its operation, but nevertheless be strictly a classical com-
puter. Nevertheless, taking a pragmatic view, the scaling
though linear (or polynomial) may have a very large pre-
factor that is exponential in the length scale over which
the system maintains quantum mechanical coherence.
Quantifying Quantumness and the Breakdown of Adia-
batic Computability: The threshold of adiabatic com-
putability is particularly revealing. This corresponds to
the point where, upon reducing the size of the acces-
sible region of Hilbert space, regions of the variational
manifold become adiabatically disconnected. In the case
where this happens continuously, it corresponds to the
point where the excitation gaps close for evolution pro-
jected onto the variational manifold. Viewed as classical
dynamics, this may coincide with the adiabatic evolution
becoming Lyapunov unstable suggesting an interesting
link between the limits of classical and adiabatic com-
putability. The relationship to threshold theorems for
gate base quantum computation is an interesting avenue
of further study.
This simple, geometrical idea also contains the seed of
how to quantify the degree of entanglement in a notional
adiabatic computer. In order to be specific, let us fo-
cus upon one-dimensional problems. We classify sets of
target Hamiltonians according to the minimum Schmidt
rank or bond order of matrix product states37 whose zero-
temperature, projected adiabatic evolution gives the cor-
rect solution - we could even refer to this as the rank of
that particular problem. Testing our adiabatic computer
with problems of different rank we expect to find a step
change in computability corresponding to the degree of
entanglement that is supported by the notional adiabatic
computer. In the following sections, we identify a set of
such one-dimensional test problems, characterise them in
this way and report upon their use as benchmarks for the
D-Wave Vesuvius computer.
D. Developing a Set of Test Problems
We now use these ideas to develop a set of test prob-
lems. These will comprise of a set of one-dimensional
Ising Hamiltonians of the type given in equation(2),
grouped according to the minimum Schmidt rank, χ∗, re-
quired to solve them adiabatically starting from a trans-
verse field Hamiltonian. For each target Hamiltonian, we
i. determine its minimum energy state by an exhaustive
search, ii. follow its projected evolution in a variational
manifold parametrized by matrix product states of fixed
Schmidt rank using equation(5). Since our aim is to char-
acterise the zero-temperature adiabatic computability of
the target Hamiltonian, this is carried out in the absence
of noise. We use a time-evolved block decimation algo-
rithm for our explicit computation - such evolution agrees
with that obtained from the time-dependent variational
principle in the limit of short time steps19. iii. identify
the minimum bond order, χ∗, at which the projected evo-
lution takes the system to the exact minimum. We em-
phasise that time-evolving in this way is not an attempt
to simulate any particular system. Rather, it provides a
bound upon the quantum resources required to minimise
a given target Hamiltonian adiabatically.
Our choice of target Hamiltonian is restricted in sev-
eral ways. We must be able to find its ground state
exactly in reasonable time by exhaustive search. It
must also be embeddable on the chimera graph used
by D-Wave machines. We have considered 500 ran-
domly chosen Hamiltonians on spin chains of length
100; the couplings are chosen randomly from the set
J ∈ ±{0.2, 0.4, 0.6, 0.8, 1} and the local fields from the
set h ∈ ±{0, 0.2, 0.4, 0.6, 0.8, 1}. Although the ground
states of these target Hamiltonians are relatively easy to
find, they provide a surprisingly tough test for adiabatic
computation. In the supplemental materials, we outline
a similar analysis of the two-leg ladder, which proved
considerably less discriminating.
Surprisingly, although groundstates of the transverse
field Ising model may require high bond orders for a
faithful representation using matrix product states, we
find that the threshold for adiabatic computability is at
Schmidt rank 1 or 2 in all cases38. In order to place
each problem instance on a graph following Fig.2, we ran
our simulations at Schmidt ranks 1, 2, 3 and 4 and on
a coarse grid of times T0, 2T0, 4T0, 8T0 (where T0 was
5an arbitrary large multiple of the fundamental intrinsic
timescale of the Josephson junction).
E. Entanglement in the D-wave Vesuvius Machine
The D-wave Vesuvius system is a large-scale Joseph-
son junction array with tuneable and controllable cou-
plings. It realises 512 quantum bits on a chimera graph
and by controlling their interactions can follow the adi-
abatic protocol described above24. Spectroscopic probes
have demonstrated that it supports entanglement10,25
within its fundamental 8-bit cluster. However, evidence
of this entanglement in its performance as a computer has
proven elusive14,15,24,26–28. Such efforts have typically fo-
cussed upon comparing entirely classical or entirely quan-
tum models (i.e. with every point in the Hilbert space
accessible) with the performance of Vesuvius. Perhaps
unsurprisingly the resulting debate has been rather po-
larised. Our approach potentially provides a route to
black-box benchmarking that lies between the quantum
and classical extremes.
We have tried our test problems on the D-Wave Vesu-
vius machine at USC, running multiple attempts and em-
beddings of each problem instance in order to determine
the probability of its successful computation. Our results
are summarised in Figs. 3 and 4. Fig. 3 plots a histogram
of number of problem instances versus success probabil-
ity separating the problem instances according to their
threshold Schmidt rank, χ∗, for adiabatic computability.
Fig. 4 also plots a histogram of number of problem in-
stances versus success probability, this time separating
problem instances according to their minimum adiabatic
sweep time ( T0, 2T0, 4T0, 8T0) at bond order 2. The
probability of successful computation on Vesuvius shows
only a weak correlation with the entanglement required
for adiabatic computability and a similarly weak corre-
lation with the difficulty of the problem determined by
the minimum theoretical sweep rate. The cause of this
appears to thermal fluctuations39. It is very difficult to
disentangle thermal and quantum effects and this ulti-
mately renders our results inconclusive.
At the lowest temperatures, we expect a bimodal divi-
sion of success or failure depending upon whether the
degree of entanglement has passed threshold. In this
limit, increasing the temperature will be detrimental as
thermal fluctuations cause deviations from the adiabatic
path. However, at higher temperatures, even if it does
not support sufficient entanglement, an adiabatic com-
puter can solve a problem by thermal diffusion between
disconnected regions of the accessible manifold29. This is
consistent with the weak correlation of D-Wave success
probability with minimum sweep time shown in Fig.4.
Ideally, we would like to reduce thermal fluctuations
by lowering temperature. However, the D-Wave Vesuvius
operates at the limits of refrigeration technology and this
was not possible. Runs using the trick of lowering the en-
ergy scales to mimic higher temperature30 did not yield
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FIG. 3: Success probability correlated with minimum Schmidt
rank required for successful adiabatic computation: His-
tograms of number of problem instances versus D-Wave suc-
cess probability. The data are divided into cohorts requiring
different Schmidt rank for successful adiabatic computation.
We show data for 500 instances of the one-dimensional chain.
Problem instances with higher threshold Schmidt rank - and
so more quantum according to Fig.2 - are more difficult to
solve on the D-wave Vesuvius machine.
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FIG. 4: Success probability compared with minimum sweep
time required for successful adiabatic computation: His-
tograms of number of problem instances versus D-Wave Vesu-
vius success probability. The data are divided into cohorts
requiring different sweep rates for successful adiabatic com-
putation at Schmidt rank 2. We show data for 500 instances
of the one-dimensional chain. Problem instances requiring
longer sweeps - and so harder according to Fig.2 - are more
difficult to solve on the D-wave Vesuvius machine.
clear results. Changing the D-Wave sweep time permits
an alternative by changing the time for which the sys-
tem is exposed to thermal fluctuations. Increasing sweep
times resulted in all success probabilities going down or
remaining unchanged. This provides circumstantial ev-
idence that the computation does indeed proceed using
entanglement resources and that thermal fluctuations are
detrimental to this. Unfortunately, we were not able to
shorten the sweep time in order to confirm this.
6II. DISCUSSION
We have developed a new perspective upon adiabatic
computation in open systems. In the absence of some
scheme of quantum error correction, the decohering ef-
fects of the environment determine a maximum degree
of entanglement that a system can support. Motivated
by this, we have focussed upon zero-temperature simu-
lation over variational states with a a quantified degree
of entanglement. This leads to a new way of quantifying
constraints upon adiabatic computability.
The adiabatic success hull delimits the region in a plot
of accessible fraction of Hilbert space versus sweep time
where a given problem is adiabatically soluble. We have
suggested how it can be related to computational com-
plexity classes. Viewed in this way, the threshold of
adiabatic computability may bear relation to both er-
ror thresholds for the performance of gate based quan-
tum computation and to Lyapunov instability of semi-
classical dynamics. We have identified sets of one-
dimensional problems with different threshold Schmidt
rank (used here as a proxy for the accessible fraction of
Hilbert space) that provide benchmarks for the degree of
quantum mechanics in a putative quantum computer.
The D-Wave Vesuvius is the first large-scale control-
lable Josephson array with the potential to implement
an adiabatic optimisation scheme. Although spectro-
scopic experiments have demonstrated the existence of
entanglement10,25 in this system, its signatures have been
harder to see in the results of computation14,15,24,26–28.
Applying our benchmarks to Vesuvius machine is incon-
clusive because of the finite temperature at which it op-
erates. The interplay of thermal and quantum effects
can in principle be captured by the quantum Langevin
equation over matrix product states that we propose in
equation(5). Deriving measures that allow one to differ-
entiate their effects as well as study their interplay is an
important future goal.
There are several natural directions for future devel-
opment of this work. We have used the Schmidt rank
as a measure of the size of the variational manifold. A
continuous measure would be preferable and it may be
possible to use the Schmidt spectrum to develop such a
measure - fixing the Schmidt rank to a particular value
is, after all, a discrete constraint upon the Schmidt spec-
trum. Alternative variational wave functions may also be
explored. Further development of the relationship of the
adiabatic success hull to conventional measures of compu-
tational complexity, and particularly the relationship of
the adiabatic threshold to similar bounds for gate-based
quantum computation would be very revealing. As we
noted in Section IV, this threshold may also be related
to classical computability and the Lyapunov stability of
the dynamics on the restricted manifold15 described by
the Langevin equation. Extending our analysis to higher
dimensions requires the development of time-dependent
codes for suitable tensor networks. This, of course,
presents interesting challenges beyond the study of adia-
batic computation. From the experimental point of view,
it is hoped that future generations of the D-Wave device
will permit more general choice of control parameters
(e.g. target hamiltonian, annealing time and tempera-
ture). Using the approach advocated here should allow
the machine to be tuned to make most efficient use of its
quantum resources.
As a final comment, we reiterate that without quantum
error correction, adiabatic computation using an open
system will strictly be classical since it may be described
by a Langevin equation. This is the case even if a sig-
nificant degree of entanglement is harnessed. However,
utilising entanglement up to a given length scale will gen-
erate a Schmidt rank exponentially large in that scale and
will very rapidly become practically beneficial.
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Appendix A: Experimental Methods
The D-Wave Vesuvius implements the following sched-
ule of quantum annealing:
HTot = A(t)HStart +B(t)HTarget , (A1)
where the driving functions A(t) and B(t) are changed
in time according to the annealing procedure shown in
Fig.5. The target and starting Hamiltonians, HTarget
and HStart, are defined in equation (2) of the main text.
The most general Ising Hamiltonian, HTarget, that can
be implemented in the device is a sub-graph of the de-
vice hardware connectivity - the so-called Chimera graph
shown pictorially in Fig.6. Within the limits of the hard-
ware connectivity, each coupling and longitudinal field
can be set to an arbitrary value chosen within the ranges
|Jij | < 1 and |hi| < 2 respectively. This allows for the
presence of ∼ 1400 independent tuneable parameters in
the target Hamiltonian.
Statistical and Systematic Errors: An important point
to consider when carrying out experiments with the D-
Wave device is the presence of statistical and systematic
errors. Because of these errors, the difference between
the actual and intended value of the couplings Jij and
hi can be as large as ∼ 0.05. To average over statistical
errors, we have initialised the device 20 times for each in-
stance. To average over systematic errors, we have imple-
mented the same instance using different physical spins
of the device (different embeddings). For each program-
ming cycle we have taken 1000 readouts from which we
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FIG. 5: Annealing schedule of the D-Wave Vesuvius device in
energy units where h = 1: The black dashed line is the oper-
ating temperature (18mK) of the device. The large A(0)/T
value ensures that the initial state is the ground state of the
transverse field Hamiltonian. The large B(tf )/T value en-
sures that thermal excitations are suppressed and that the
final state reached is stable.
have extracted the success probability for all instances.
As an example, Fig.6 shows how the same chain of 100
spins can be embedded in 3 different ways (in parallel
and using the available connectivity) on the D-Wave de-
vice. We have implemented 6 different embeddings for
the one-dimensional chain and 25 embeddings for the
two-leg ladder. In order to check that the statistics of
our collected data are sufficiently constrained, we com-
pare the success probabilities for the chain dividing the
data in two cohorts. The results show in Fig.7 confirm
that experimental errors are under control for the pur-
pose of the present work. All experiments have been
performed using the shortest annealing time that can be
set on the D-Wave device: tf = 20µs.
Appendix B: Annealing time
As discussed in the main body of the text, it is appar-
ent that computation on the D-Wave device is strongly
affected by thermal fluctuations. Although adiabatic
computation in a closed system is best carried out over
long sweep times in order to avoid non-adiabaticity, in
an open system it may be preferable to limit the time
of exposure to thermal fluctuations, balancing the er-
rors incurred from non-adiabaticity against a reduction
in thermally induced errors. In order to to investigate
this balance, it would be desirable to study how the ex-
perimental success probabilities vary when the annealing
time is changed from a sub-optimal to a super-optimal
regime. Unfortunately, as first noted in Ref.[26] of the
main text, the minimum adiabatic time accessible to the
D-Wave device appears to be super-optimal and cannot
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FIG. 6: Connectivity of the D-Wave Vesuvius device: 503 flux
qubits (in red and blue) are usable. 9 qubits (in white) cannot
be reliably calibrated and are not usable. The qubits and the
couplers highlighted in red represent 3 different implementa-
tions of a 100 spin chain. The embeddings are randomly gen-
erated in order to average over the physical inhomogeneities
of the chip.
be reduced to the sub-optimal regime. We confirmed this
observation here by repeating our experiments on the
one-dimensional chains at a larger value of the annealing
time: Tf = 200µs. Fig. 8 shows that the performance
of the device reduced slightly with respect to runs with
shorter annealing time.
Appendix C: Ladder Graphs:
In addition to the one-dimensional chains considered
in the main text, we have also studied the adiabatic
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FIG. 7: Autocorrelation of Data: Success probabilities for two
halves of the collected data. The agreement between these is
sufficient for the studies that we carry out.
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FIG. 8: Varying Sweep Time: Comparison between the suc-
cess probabilities measured at two different values of the total
annealing time Tf . There is a small reduction in success prob-
ability using the longer sweep time.
Measures of Adiabatic Computation 
FIG. 9: Embeddable 2-leg Ladders: A general two-leg ladder
is expected to provide a severe test of adiabatic computabil-
ity. However, the constraint of embeddibility on the Chimera
graphs forbids connections on the links shown in light grey.
The remaining links - shown in black - lead to problems that
are easily solved by the D-Wave Vesuvius device. The red el-
lipse indicates the combination of two spins into a 4-level hy-
per spin over which matrix product states can be constructed
solubility of target Ising Hamiltonians on two-leg lad-
ders as shown in Fig.9. Ladder graphs are expected to
provide a more severe test, since the loops that they
contain can lead to frustration. Unfortunately, the re-
strictions of the chimera graph are such that an arbi-
trary ladder cannot be embedded. Neither can we em-
bed graphs with loops containing odd numbers of spins
(those that we expect to be frustrated) nor an arbitrary
number of even-spin loops. We therefore consider the
simplified graph of 16 spins illustrated in Fig.9. We
chose 1000 instances of random couplings and fields on
this graph from the sets J ∈ ±{0.2, 0.4, 0.6, 0.8, 1} and
h ∈ ±{0, 0.2, 0.4, 0.6, 0.8, 1}.
One subtlety in simulating the time-dependence of
spins on this graph is that one cannot use a simple matrix
product state over spins. Instead, we combine spins on
one rung of the ladder to form a single, 4-level hyper spin
over which we construct matrix product states. Fig.10
shows the result of attempting to solve these problems
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0.88 0.9 0.92 0.94 0.96 0.98 1
0
10
20
30
40
50
60
70
80
90
100
Schmidt Rank Thresold
Experimental Success Probability
In
st
a
n
ce
s
 
 
χ
∗ = 1
χ
∗ = 2
b)
0.88 0.9 0.92 0.94 0.96 0.98 1
0
20
40
60
80
100
120
140
Experimental Success Probability
In
st
a
n
ce
s
Minimum Adiabatic Sweep Time
 
 
T
∗ = T0
T
∗ = 2T0
T
∗ = 4T0
T
∗ = 8T0
FIG. 10: Success probabilities for the Two-leg Ladder: His-
tograms of number of problem instances versus D-Wave suc-
cess probability for instances of the two-leg ladder. In a),
the data are divided into cohorts requiring different Schmidt
rank for successful adiabatic computation. In b), the data
are divided into cohorts requiring different sweep rates for
successful computation at Schmidt rank 2. The two-leg lad-
der is considerably easier for the D-Wave Vesuvius machine to
solve than the one-dimensional chain. There is no discernible
correlation between success probability and either Schmidt
rank or sweep time.
on Vesuvius, divided into cohorts according to a) thresh-
old Schmidt rank and b) minimum sweep time. These
problems are much more easily solved by Vesuvius than
the one-dimensional cases. Moreover, performance shows
no correlation with Schmidt rank or sweep time.
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