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ABSTRACT
In the first part of this work, we will show weak convergence of probability measures. The
measure corresponding to the solution of the following one-dimensional nonlinear stochastic





ut(x) + σ(ut(x))ηα with colored noise ηα will converge to the
measure corresponding to the solution of the same equation but with white noise η, as α ↑ 1.
Function σ is taken to be Lipschitz and the Gaussian noise ηα is assumed to be colored in
space and its covariance is given by E [ηα(t, x)ηα(s, y)] = δ(t− s)fα(x− y) where fα is the
Riesz kernel fα(x) ∝ 1/ |x|α. We will work with the classical notion of weak convergence
of measures, that is convergence of probability measures on a space of continuous functions
with compact domain and sup-norm topology. We will also state a result about continuity
of measures in α, for α ∈ (0, 1).
In the second part of this work, we will show existence and blow-up of the solution to
∂
∂tut(x) = Lut(x) + σ(ut(x))η on a circle with white noise η. The operator L is taken to
be the generator of a Le´vy process and σ is a nonlinear function of form σ(x) ∝ |x|γ , for
γ > 1. We will develop precise condition for existence or blow-up of the solution in terms
of γ and the Le´vy process corresponding to L.
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CHAPTER 1
INTRODUCTION
Partial differential equations describe many important physical phenomena, such as
dissipation of heat, diffusion, propagation of waves or behavior of fluids. The Schro¨dinger
equation in quantum physics describes time evolution of wave functions which give us
probability distributions for particles at given time. This work will focus on a single class
of equations. We will consider heat equations with noise, also known as the Stochastic Heat
Equations. In the simplest case, the noise entering the heat equation is additive
∂tu = ∆u+ “noise”,
and sometimes we consider heat equations with multiplicative noise of the form
∂tu = ∆u+ σ(u) · “noise”.
The Stochastic Heat Equation is simply a heat equation with random forcing. The
above equations not only describe real-world phenomena, but they are also worth studying
for their mathematical beauty. An equation of type
∂tu = ∆u+ u · “noise”.
is a continuous limit of the so-called parabolic Anderson1 model. Anderson was studying in
[1] propagation of wave functions in random environment.
The Stochastic Heat Equation has deep connections to other partial differential equations






The solution h of the above equation can be obtained from the parabolic Anderson model
through the Hopf-Cole transformation
h = log(u).
1Philip W. Anderson received the Nobel prize in Physics in 1977
2There are numerous articles studying the KPZ equation. We will only mention Hairer’s2
seminal work [31].
Another equation that has connections to the Stochastic Heat Equation is the Stochastic




xv − 2v∂xv + “noise”.
The above equation can be obtained from the Stochastic Heat Equation by the Hopf-Cole
transformation v = ∂x log(u) [7] of the solution to the parabolic Anderson model. It can
also be thought of as the derivative of the solution to the KPZ equation. Overall, the above
introduced equations “formally” satisfy the following:
Parablic Anderson
log−−→ KPZ −∂x−−→ Burgers’ equation .
1.1 Meaning of the main theorems
We will present three main theorems throughout this work, one in each chapter. In
this section, we present the three main theorems of this thesis. We also describe how the
theorems relate to one another, as well as to the theory of Stochastic Partial Differential
Equations. Each theorem is proved subsequently in a separate chapter.
1.1.1 Weak convergence







u(t, x) + σ(u(t, x))η(t, x)
u(0, x) = w(x),
with white noise η can be approximated by the solution to the same equation, but with
a noise that has spatial correlations. This type of noise is often called colored in space.
The idea of approximation equation with white noise by equation with colored noise is not
new. The authors in [6] showed that this kind of approximation can be done if we smooth
the noise in the spatial variable by infinitely differential function with compact support.
Our approximation will be a lot more singular; we will show that this approximation is
2Martin Hairer received the Fields medal in 2014 for his contributions to the theory of stochastic partial
differential equations
3possible if the Fourier transform of spatial correlations converge to Fourier transform of
spatial correlation of white noise. Also, the spatial correlations of the colored noise will
decay very slowly. The correlation between two points x and y will be proportional to
|x− y|−α , α ∈ (0, 1).
The authors in [3] independently showed that this type of approximation converges in
the space of square integrable random variables by using the Malliavin Calculus techniques
[45]. In Chapter 2, we will show that the convergence holds in a much stronger sense.
Sometimes it is better to consider the Stochastic Heat Equation with colored noise and
think of it as an approximation to the Stochastic Heat Equation with white noise. For
example, in [spatial] dimension 2 and higher [20, Ex. 3.1], it is not known how to define a
solution! There has been some attempts to overcome this issue. Authors in [33] allowed for
time correlations of the noise. Another attempt in [44] considered the same type of spatial
covariance structure but their result holds for spatial dimensions higher or equal to 3.
1.1.2 Existence
In the Existence chapter, we consider a more general equation on a circle
∂
∂t
u(t, x) = Lu(t, x) + σ(u(t, x))η(t, x)
u(0, x) = w(x), x ∈ [0, 2pi], (1.1)
with a linear operator L. We take L to be the generator of Le´vy process on a circle. For the
moment, we may think of L as a fractional derivative or a fractional Laplacian. There are
numerous articles studying equations of type (1.1); see for example [13]. We ask ourselves
how fast can σ grow if we do not want the solution u to ‘blow-up’ in finite time. First, let
us look at results for Ordinary and Partial Differential Equations.
For Ordinary Differential Equations of type
y′ = f(y) (1.2)
y(0) = c,










u(t, x) + uγ(t, x) (1.3)
u(0, x) = w(x) (1.4)
blows-up [26] in the supremum norm in finite time if 1 < γ < 3 for every positive initial
condition w(x). If γ > 3, then there exist initial conditions that give nonexplosive solutions.
Similar results hold if we consider (1.3) defined on a bounded domain [5, Thm. 3.2]. Blow-up
problems for partial differential equations are nicely summarized in [27].
It appears that the forcing term cannot be of power greater than 1. For f(x) = |x|1+,
we get blow-up in (1.2). Similarly, we get blow-up in (1.3) if we force the equation with
γ > 1. This is no longer true if we add randomness to our equations. For the stochastic
ordinary differential equations, we have Feller’s criterion for explosion [23],[34, Thm. 5.5.29].
Stochastic ordinary differential equation
dXt = b(Xt)dt+ σ(Xt)dWt,




















As we can see, the condition on blow-up is a lot more interesting. For example,
dXt = |Xt|γ dBt
never blows-up for any γ > 1!
Explosion criterion is no less interesting if we talk about the Stochastic Heat Equation
on a circle, that is equation (1.1) with L = ∂2/∂x2. The author in [15] gave a criterion for
explosion of Lp(Ω × R) norm of a solution. More interestingly, the author in [40] showed
that for L = ∂2/∂x2 and σ(x) = |x|γ , 1 ≤ γ < 3/2, the solution exists for all times on a
bounded domain! Moreover, we have the converse result [42] which tells us that the solution
blows-up in finite time with positive probability if γ > 3/2.
We asked ourselves, why is the critical exponent 3/2? Does it change if L is a generator
of a Le´vy process or fractional derivative? We answer this question for a large class of
Le´vy processes and fractional derivatives. A precise answer can be found in Chapter 3,
Theorem 3.1.1. We found that the critical exponent for which solution exists is largest
when L = ∂2/∂x2.
51.1.3 Blow-up
A question that comes naturally is: “When does the solution blow-up?” The authors of
reference [43] considered (1.1) in the case that L = ∂2/∂x2 and σ(x) = |x|γ , and showed
that the solution has positive probability of finite-time blow-up when γ is sufficiently large.
Mueller in [42] shows that the solution explodes for γ larger than 3/2. Nothing is known
about the case when γ = 3/2.
In Chapter 4, we show blow-up. We considered a smaller class of operators L, since the
proof relies heavily on scaling. For some operators, we were able to get one exponent γ1,
such that we have explosion if γ > γ1 and existence of a solution for all times if γ < γ1.
There are some operators L for which we were not able to find one such γ1. We rather found
γ1 and γ2 such that for γ > γ2, we have explosion and existence for γ < γ1. To our surprise,
the point where we start to have two coefficients γ1, γ2 is characterized by the golden ratio.
1.2 Probability preliminaries
This section will cover basic definitions that will be used throughout this work. We will
work on an abstract probability space which is a triplet (Ω,F ,P). The first element Ω is
a set, F denotes a sigma algebra of subsets of Ω and P is a probability measure. Let us
briefly mention that for F to be a sigma algebra, it must have the following properties:
1. ∅ ∈ F ;
2. If A ∈ F , then Ω \A ∈ F ;
3. If Ai ∈ F for i ∈ N, then ∪i∈NAi ∈ F .
A probability measure P is a measure (that is, a set function from F to [0,+∞]) such that
P(Ω) = 1. A random variable is a measurable map from Ω to a metric space E [51, p.
10]. Or course, we need to specify what kind of sigma algebra on E we have in mind. We
are going to take B(E), the Borel sigma algebra on E. Similarly, stochastic process is a
collection {Xi}i∈I of random variables. Typically, the index set I is [0,∞) or [0,∞) × R.
Unless specified otherwise, we will consider I = [0,∞) in the rest of this section.
Before we introduce Martingales, we should say something about filtration. A filtration
[51, Def. 1.4.1] is an increasing collection of sigma algebrasFt, t ∈ [0,∞) such thatFt ⊂ F .
By increasing, we precisely mean that Fs ⊂ Ft for s < t. Let us define F∞ to be the









In general, there is no guarantee that union of two sigma algebras is a sigma algebra, as the
following example demonstrates.
Example 1.2.1. Suppose that Ω = {1, 2, 3, 4, 5, 6} and we have two sigma algebras F =
{{}, {1, 2, 3, 4, 5, 6}, {1, 2, 3}, {4, 5, 6}} and G = {{}, {1, 2, 3, 4, 5, 6}, {3, 4}, {1, 2, 5, 6}}. Union
of F and G is not a sigma algebra.
Proof. We have
F ∪ G = F = {{}, {1, 2, 3, 4, 5, 6}, {1, 2, 3}, {4, 5, 6}, {3, 4}, {1, 2, 5, 6}}.
The above set is definitely not a sigma algebra, since it does not contain {3} which can be
formed as {1, 2, 3} ∩ {3, 4}.
We will sometimes need the intersection of sigma algebras. It is true that intersection
of sigma algebras is a sigma algebra. We will write
∧
t∈I Ft for the intersection of sigma
algebras in some index set I. This notation is adopted from [51].





assuming that the above quantity makes sense. The expectation, denoted by E, is defined by
the above relation. In other words, it is simply an integral with respect to the probability
measure P. We will also need to define [abstract] conditional expectation. We will not
discuss very deeply the meaning of conditional expectation. We can refer the reader for
example to [46, Appendix B] and [16, Ch. 9.1]. Suppose that G ⊂ F , then the conditional
expectation of (integrable) random variable X, given sigma algebra G , denoted by
E [X|G ]
is a G -measure random variable E [X|G ] such that for every A ∈ G , we have∫
Ω




Conditional expectations are almost surely unique. That is, if there exists another G -
measurable random variable Y that satisfies∫
Ω




for every A ∈ G , then Y = E [X|G ] almost surely.
7Definition 1.2.2 (Martingale). [51, II.1.1] A real-valued process Xt, t ≥ 0 is a Ft martin-
gale if
1. E [|Xt|] <∞ for every t ≥ 0;
2. E [Xt|Fs] = Xs almost surely for every s, t such that s < t;
3. Xt is adapted to filtration Ft, that is Xt is Ft measurable for every t ≥ 0.
Even though martingales form a large class of stochastic processes, we will need to
generalize them a little bit. Whenever the filtration of interest is determined by the context,
we will simply write ‘martingale’ instead of ‘Ft martingale’. The definition of a stopping
time and local Martingale follows.
Definition 1.2.3 (Stopping time). [51, I.4.4] A stopping time τ relative to the filtration
Ft is a map on Ω with values in [0,∞], such that for every t,
{τ ≤ t} ∈ Ft.
Definition 1.2.4 (Continuous Local Martingale). [51, IV.1.5] An adapted, continuous
process X is an Ft local martingale if there exist stopping times τn, n ∈ N, such that
1. the sequence τn is increasing and limn→∞ τn = +∞ almost surely;
2. for every n, the process Xτn∧t is Ft martingale.
We will also need to work with semimartingales. The definition follows.
Definition 1.2.5 (Continuous Semimartingale). [51, Ch IV.1.17] A continuous Ft semi-
martingale is a continuous process X which can be written as X = M + A, where M is
a continuous Ft local martingale and A is a continuous adapted process of finite variation
(a.s. finite variation).
The following line illustrates the relationship between martingales, local martingales and
semimartingales:
Continous martingale ⊂ Continous local martingale ⊂ Continous semimartingale.
The inclusion in the above line is strict. That is, there are continuous local martingales
which are not martingales. Under some circumstances, continous local martingales are
martingales. If a local martingale is of class DL, then it is a martingale [51, IV.1.7]. The
definition of class DL follows.
8Definition 1.2.6 (Class DL). [51, Ch. IV.1.6] A real valued adapted process X is said
to be of class DL if for every a > 0, the family of random variables XT , where T ranges
through all stopping times less than a, is uniformly integrable.
Definition 1.2.7 (Uniformly integrable). [16, p. 100] A family of random variable Xt, t ∈ I





1|Xt|>A · |Xt| dP = 0,
uniformly in t ∈ I.
Definition 1.2.8 (Quadratic Variation). [51, IV.1.8] If M is a continous local martingale,
there exists a unique increasing continuous process 〈M,M〉 vanishing at zero, such that
M2 − 〈M,M〉 is a continuous local martingale. Process 〈M,M〉 is called the quadratic










converges to zero in probability as supi∈N |ti − ti−1| → 0, where {t0 = 0, t1, . . . } is a partition
of an interval [0,∞).
For the most part, we will work only with continuous processes. There is going to be
one important exception to that rule: Le´vy processes.
1.3 Le´vy processes
We will define Le´vy processes on the real line as well as some preliminaries that will
be used in Chapters 3 and 4. A real valued stochastic process Xt is a Le´vy process if the
following conditions are satisfied [59, Def. 1.6]:
1. For any choice of n ≥ 1 and 0 ≤ t0 < t1 < · · · < tn, random variables Xt0 , Xt1 −
Xt0 , Xt2 −Xt1 , . . . , Xtn −Xtn−1 are independent.
2. X0 = 0 almost surely.
3. The distribution of Xs+t −Xs does not depend on s.
4. Xt is continuous in probability, that is
lim
s→tP (|Xt −Xs| > ) = 0,
for every  > 0 and every t ≥ 0.
95. Xt has almost surely right continuous paths with left limits. (We will sometimes say
that Xt has ca`dla`g or RCLL paths.)
Le´vy processes on the real line have a beautiful characterization, known as Le´vy-
Khintchine formula, which describes the Fourier transform of a measure (sometimes density)
of Xt at any time t ≥ 0.
Theorem 1.3.1 (Le´vy-Khintchine formula). [59, Thm. 8.1 & Thm. 7.10] Let {Xt : t ≥ 0}
























where γ ∈ Rd, A ∈ Rd×d is nonnegative definite matrix and m is a measure on Rd that
satisfies
m({0}) = 0 and
∫
Rd
(|x|2 ∧ 1)m(dx) <∞.
Lastly, we will need to define the generator of a Le´vy process. The generator L of a






Naturally, one might ask for which function does the limit on the right-hand side exist?
That is, what is the domain of the generator. The limit on the right-hand side exists
for any f ∈ C20(R) by [59, Thm. 31.5] or twice continuously differentiable functions with
bounded derivatives. Space Ck0 (R) consists of k times continuously differentiable function
which vanish, together with their derivatives at infinity.
Example 1.3.2 (Generator of Brownian Motion). Suppose that f ∈ C2(R) and Bt is the









Proof. The form of generator follows almost directly from application of the Itoˆ’s Lemma.
Write,



























1.4 Stochastic integration and SPDEs








u(t, x) + σ(u(t, x))η(t, x) (1.6)
u(0, x) = w(x),
where σ is Lipshitz continuous, the initial condition g is positive and bounded function and
η denotes the white noise. First of all, let us define the mild solution for the above equation.








u(t, x) + σ(u(t, x)) (1.7)
u(0, x) = w(x).
Definition 1.4.1 (Schwartz function). [28, p. 16] The space of Schwartz functions is a
space of infinitely differentiable functions that decay rapidly together with their derivatives
at infinity, that is
S =
{
f ∈ C∞(R) : sup
x∈R
∣∣∣xkf (q)(x)∣∣∣ <∞ for every k, q ∈ N ∪ {0}} .
We say that ϕn converges to ϕ in S if in every bounded region, the derivatives of all orders
of ϕn converge uniformly to the corresponding derivatives of ϕ.
Definition 1.4.2 (Generalized function). The space of continuous linear functional from
S to R, denoted by
S ′,
is often called a space of generalized functions.
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Let us assume for the moment that there exists a function that satisfies (1.3). Multiply
equation (1.3) by a Schwartz function ϕ ∈ S (R2) and integrate with respect to time and











































The space C2b (R) denotes the space of twice continuously differentiable function with bounded
derivatives. Proceed with integration by parts in the time variable and write∫
R













































pt−s(x− y)σ(u(s, x))dxds. (1.8)
Similarly to (1.8) we will define a mild solution to (1.6) as





pt−s(x− y)σ(u(s, y))η(ds, dy). (1.9)
At this point, it is not even clear what we mean by the stochastic integral in the equation
(1.9). Loosely speaking, the integral on the right-hand side of (1.9) is an extension of
the classical stochastic integral known from the theory of stochastic differential equation
[51, 46, 34].
3Provided that u does not grow too fast close to ∞, there exists a unique bounded solution [48, Ch. 6.1]
given that the initial condition is in C2b
4One can notice that pt is a Schwartz function, except [and only except] t = 0 where pt is not defined. We
can overcome this difficulty by defining pt(x) = 0 for t ≤ 0 and smoothing it by convolution with some C∞




In this section, we will construct a two-dimensional stochastic integral that appeared in
(1.9). We will repeat many arguments and constructions that can be found in the classical
literature. See for example [37, 20, 19, 61, 18].
White noise is a L2(P )-valued set function from Bb([0,∞) × R) such that for every
[0, t]×A ∈ Bb([0,∞)× R), the random variable
η([0, t]×A)
is centered and Gaussian. The covariance of η([0, t]×A) and η([0, s]×B) is










The generalized Gaussian process η exits. This follows from an application of Kol-
mogorov’s consistency theorem in Appendix B, with m ≡ 0 and C given by the right-hand
side of (1.11). Moreover, we have that if A and B are disjoint, then η([0, t] × A) and
η([0, s] × B) are independent. We can get similar results if the time intervals entering the
noise are disjoint. It will become obvious that we can think of η as “L2(P ) valued measure”.
We need a few measure theoretic properties of η:
1. White noise is additive. For disjoint sets Ai ∈ Bb([0,∞) × R), where i is in some










Proof. [37, Lem. 2.3] Due to the recursive nature of this statement, we just need to
show this result for I = {1, 2}. Compute
E
[
(η(A1 ∪A2)− η(A1)− η(A2))2
]
and get that the variance of a random variable η(A1 ∪ A2) − η(A1) − η(A2) is zero.
This shows finite additivity.
2. White noise is continuous from above. Suppose that we have sets Bi ∈ Bb([0,∞) ×









where the limit on the right-hand side is taken in L2(P ).
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Proof. [37, Lem. 2.3] Let B :=
⋂










= Leb(B)− 2Leb(B) + Leb(Bi),
where Leb stands for the two-dimensional Lebesgue measure. Lebesgue measure is
continuous from above and thus we can conclude the continuity from above of η.
We often call η a martingale measure. This is because the stochastic process
Mt := η([0, t]×A)
is a martingale for fixed A ∈ Bb(R) with respect to the filtration Ft generated by the
white noise eta. Filtration Ft is generated by random variables of form η([0, s]×A) where
0 ≤ s ≤ t and A ∈ Bb(R). Or more precisely
Ft := σ
({
η([0, s]×A)−1(B) : 0 ≤ s ≤ t, A ∈ Bb(R), B ∈ B(R)
})
,
where the exponent −1 stands for preimage.
To define a stochastic integral with respect to η, we will need to introduce an elementary
function [37, Ch. 4.2]. Let X ∈ L2(P ) be a Fa measurable random variable, A ∈ Bb(R)
and 0 ≤ a ≤ b <∞, then we will call
Φ(t, x) = X1(a,b](t)1A(x) (1.12)




Φ(s, x)η(dx, ds) := X (η([0, b ∧ t]×A)− η([0, a ∧ t]×A)) (1.13)
= X(Mt∧b(A)−Mt∧a(A)).
We will call a finite linear combination of elementary function a simple function. Intu-
itively, for simple function Ψ(t, x) =
∑n













In order to extend the stochastic integral to more general class of functions, white noise
η needs to be a worthy martingale measure [19, p. 6], [61, pp. 298-290], [37, pp. 18-23]
which it is5.
5Details might be found in any of the three provided references
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From now on, we can focus on finite time interval [0, T ]. Define norm [20, p. 20] on the









and let PM be the completion of the space of simple functions (up to time T ) with respect
to the norm ‖·‖M . The space PM will be the space of function for which we can define the
stochastic integral. The following identifies some of the elements of PM :
1. Every f ∈ L2([0,∞)× R) belongs to PM .
2. If f(ω, t, x) is a predictable process that satisfies ‖f‖M < ∞, then f belongs to
PM . Predictable processes f(·, t, x) are measurable with respect to the sigma algebra
Ft− :=
∨
s<tFs. Continuous adapted processes are predictable processes.
For each f ∈PM , we can find a sequence {fi}i∈N of simple functions such that it is Cauchy
and ‖f − fi‖M converges to zero as i → ∞. This immediately gives us that stochastic












fj(ω, s, x)η(ds, dx)
)2]
= ‖fi − fj‖2M .










fi(·, s, x)η(ds, dx)
)
,
for any f ∈PM .






f(ω, s, x)η(ds, dx)
)2]
= ‖f‖2M .






f(ω, s, x)η(ds, dx)
)2]
= ‖f‖2M = ‖f‖2L2([0,T ]×R) .
1.4.2 Existence and uniqueness
Now we have all the tools necessary to proceed with an interpretation of the solution to
(1.6). The upcoming theorem and proof is a variation on proofs found in [61, 37, 20].
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Theorem 1.4.4 (Existence and Uniqueness). There exists a stochastic process u ∈ PM










Moreover, this process in unique up to indistinguishability.
Two stochastic processes might be ‘similar’ in at least two ways. We often talk about
modification and indistinguishability.
Definition 1.4.5 (Modification). [51, I.1.7] Two processes X and Y defined on the same
probability space are said to be modifications (versions6) of each other if
Xt = Yt a.s.
for each t ∈ I. Or in other words
P (Xt = Yt) = 1, ∀t ∈ I.
Definition 1.4.6 (Indistinguishable). [51, I.1.7] Two processes X and Y defined on the
same probability space are said to indistinguishable if
Xt = Yt for every t ∈ I,
with probability one. Or in other words
P (∀t ∈ I,Xt = Yt) = 1.
Proof of Theorem 1.4.4, due to [24]. (Uniqueness)
Suppose that there are u, v ∈PM solutions to (1.9), both subject to (1.14). That is





pt−s(x− y)σ(u(s, y))η(ds, dy)





pt−s(x− y)σ(v(s, y))η(ds, dy),
for 0 ≤ t ≤ T . Use Corollary 1.4.3 to get
E
[
























(u(s, x)− v(s, x))2]) eγs ∫
R
pt−s(x)2dxds,
6We deviate from the definition of version in [51]. In the present work, we will take version to be defined
by Def. 1.4.5
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where Lipσ is the Lipschitz constant for σ. We also take γ > 0 to be some constant which










Use the previous line to further write
E
[



















Multiply the quantity on the left-hand side by e−γs to get
e−γt E
[












































By Dominated Converge Theorem, we can choose γ large enough, such that C2 < 1. This
gives us
u(t, x) = v(t, y) a.s.
We will repeat a similar type of argument and technique numerous times throughout this
work.
(Existence)
We will show existence using Picard iterates. Define





pt−s(x− y)σ (un−1(s, y)) η(ds, dy)
u0(t, x) = w(x).
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We will show that un(t, x) converges in L
2(P ) for every t ∈ [0, T ] and x ∈ R. Use Corollary
1.4.3 and follow similar steps as in the proof of uniqueness to get
E
[





















where C1 is defined in (1.15). Multiply by e



























(u1(t, x)− u0(t, x))2
])
,
where C2 is also defined by the relation (1.17). For γ large enough, the constant C2 is
smaller than one and we get that un(t, x) converges in L
2(P ). Define the limit to be u(t, x).
We can take a subsequence of un such that it converges almost surely to u(t, x). So far, we
have






pt−s(x− y)σ(unk(s, y))η(s, y) a.s.
Interchanging the stochastic integral with the limit on the right-hand side of the previous











pt−s(x− y)σ(u(s, y))η(ds, dy)
)2]












uα,t(x) + σ(uα,t(x))ηα(t, x) , x ∈ R , t ≥ 0, (2.1)
uα,0 = w(x),
with κ > 0 and Gaussian space time colored noise ηα [19]. The initial condition w(x)
is taken to be bounded and %-Ho¨lder continuous. We will also assume σ to be Lipschitz
continuous; there exists K ≥ 0 such that |σ(x)− σ(y)| ≤ K |x− y| and |σ(x)| ≤ K(1 + |x|).
The noise ηα is assumed to have a particular covariance structure
E [ηα(t, x)ηα(s, y)] = δ(t− s)fα(x− y). (2.2)
Noise ηα takes as argument sets of form [0, t]×A, where A ∈ B(R) and has finite Lebesgue
measure. Equation (2.2) is interpreted in the following sense:
E [ηα([0, t]×A)ηα([0, s]×B)] =
∫
R4





One can notice that fα cannot be any function. For example, the choice of fα(x) = −1






for any set A with positive Lebesgue measure. We will constrain ourselves to a class of
positive definite functions.
2.1 Choice of fα and positive definite functions






Definition 2.1.1 (Positive definite function). We say that a generalized function f ∈ S ∗








f(t)(ϕ ∗ ϕ˘)(t)dt ≥ 0,
where ϕ˘(x) = ϕ(−x).




ϕ(x)f(x− y)ϕ(y)dxdy ≥ 0,
if the generalized function f is a bounded continuous function. According to the Definition
2.1.1, Dirac’s delta function is positive definite. This ‘function’ is just unit point mass at












Positive definite functions are deeply connected with the Fourier transform of generalized
functions. The Fourier transform of generalized function f is a generalized function g which






We define fˆ = g through (2.4). At this point it is not clear that fˆ in (2.4) is truly
a generalized function. It is obviously linear, which means that all we need to show is
continuity, which is shown in [28, p. 169]. One can notice that we defined Fourier transform
using Parseval’s identity. For F ∈ L1(R), we will take Fˆ (ξ) = ∫R e−2piξxF (x)dx.
Definition 2.1.2 (Tempered measure). [29, p. 140] We call a positive measure µ tempered
if the integral ∫
R
(1 + |x|2)−pdµ(x)
converges for some p ≥ 0.
Theorem 2.1.3 (Bochner-Schwartz). [29, Thm. 3,p. 157] Every positive definite gener-
alized function f ∈ S ∗ is the Fourier transform of a positive tempered measure µ, that is,






Conversely, the Fourier transform of any positive tempered measure defines a positive-
definite generalized function f ∈ S ∗.
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Thanks to the Bochner-Schwartz theorem, we can write for positive definite f ∈ S ∗
and ϕ ∈ S
(f, ϕ ∗ ϕ˘) =
∫
R
f(x)(ϕ ∗ ϕ˘)(x)dx =
∫
R











If f is a true generalized function, we interpret the above integral in the generalized
sense. Equation (2.5) implies that a generalized function f is positive definite iff it is the
Fourier transform of a positive tempered measure. We are primarily interested in the case
that the generalized function fα in (2.2) is proportional to a Riesz Kernel; that is,
fα(x) ∝ |x|−α for some α ∈ (0, 1). (2.6)
First of all, we need to show that fα in (2.6) is positive definite.







|x|1−α , cα = 2
sin (αpi/2) Γ(1− α)
(2pi)1−α
.
From now on, we choose fα as follows: ∀α ∈ (0, 1),
fα(x) = c1−αgα(x) = gˆ1−α(x) so that gα(x) =
1
|x|α for all x ∈ R \ {0}. (2.7)
It is obvious that fα is positive definite, since it is a Fourier transform of the positive
tempered measure |x|−α dx.
The function fα can be thought of as an ‘approximation’ to the delta function in the
following special sense: We know that the one-dimensional Fourier transform of g1−α ,
denoted by gˆ1−α, is equal to fα. We also know that the Fourier transform of a constant
is δ distribution. Observe that g1−α converges pointwise to 1 as α ↑ 1. We will study the
solution of (2.1) as a function of α. This arises noticeably in [3, Sec. 7] where the authors
have shown that L2(P ) norm of uα,t(x) converges to L
2(P ) norm of the solution to (2.8) as
α ↑ 1 for every t > 0, x ∈ R and σ(x) = x.
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The main question, which has motivated this work, is whether the solution of (2.1)
converges [in the appropriate sense] to the solution of the same equation, but with white






∆ut(x) + σ(ut(x))η(t, x) , x ∈ R , t ≥ 0, (2.8)
u0(x) = w(x), (2.9)
where η denotes white noise. That is, a centered generalized Gaussian Process with
covariance
E [η(t, x)η(s, y)] = δ(t− s)δ(x− y).
We hinted by the name of this chapter that the ‘appropriate sense’ is going to be weak
convergence, which we will describe in the next section.
2.2 Weak convergence
We can start with a description of weak convergence for ordinary random variables.
Suppose that Xn is a real valued random variable, that is Xn : Ω → R. We say that Xn
converges weakly to X, or Xn ⇒ X if
lim
n→∞E [h(Xn)] = E [h(X)] ,





=: Fn(x)→ F (x) := P
(
X−1((−∞, x]) ,
at each x where F is continuous. The notion of weak convergence is more interesting when
the random variables in question are taking values in a space such as C([0, 1]). A typical
example is Brownian motion; that is stochastic process X : Ω→ C([0, 1]) such that (see, for
example [51, p. 19] or [34, Def. 1.1, p. 47])
1. P (X(ω)(0) = 0) = 1,
2. X(·)(t) is Normally distributed with mean zero and variance t,
3. X(·)(t) has independent increments. In other words, for t > s, random variable
X(·)(t)−X(·)(s) is independent of Fs = σ ({ω : X(ω)(l) ∈ A, l ≤ s,A ∈ B(R)}).
We often write Bt(ω) instead of X(ω)(t) and Bt instead of X(·)(t).
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Definition 2.2.1 (Weak convergence of measures). [10, p. 7] Let S be a metric space
equipped with Borel sigma algebra. We say that probability measures Pn on S converge









for every bounded and continuous function f . We often write Pn ⇒ P to denote the weak
convergence of Pn to P.
Definition 2.2.2 (Weak convergence of random variables). [10, p. 25] Let Xn be random
variables taking values in a metric space S equipped with Borel sigma algebra. We say that
Xn converges weakly to X, write Xn ⇒ X if the measures induced by Xn on S converge
weakly to a measure induced by X.
If X is a random variable with values in R, then we can use Definition 2.2.1 directly.
But, if X : Ω → C([0, 1]), then we need a little bit more machinery to verify (2.10). We
will need notions of tightness and convergence of finite-dimensional distributions. Both
definitions follow.
Definition 2.2.3 (Tightness). [10, p. 59] A family of probability measures {Pn}n∈I on S
is tight if for every  > 0, there exists a compact set K such that Pn(K) > 1 −  for every
n ∈ I .
Definition 2.2.4 (Convergence of finite-dimensional distributions). [10, p. 57] Let P and
Pn be probability measures on S =
(C([0, 1]k),B (C([0, 1]k))). We say that Pn converges in
finite dimensional distributions to P if
Pn pi
−1
x1,··· ,xl ⇒ Ppi−1x1,··· ,xl
for every l ∈ N and every xi ∈ [0, 1]k. Every pi• is a canonical projection. That is, for every
l and xi ∈ [0, 1]k:
pix1,··· ,xl : S → Rk,
f 7→ (f(x1), . . . , f(xl)).
We would like to emphasize that Pn pi
−1
x1,··· ,xl is a probability measure on R
l. If the
underlying metric space is a space of continuous functions on a compact set, then verifying
(2.10) might be quite complicated. The next theorem gives us the necessary condition for
the weak convergence of measures on C([0, 1]k).
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Theorem 2.2.5. The sequence of probability measures {Pn}n∈N on S =
(C([0, 1]k),B (C([0, 1]k)))
is tight if and only if these two conditions hold:
1. For each positive η, there exist constants α and n0 such that
Pn ({x : |x(0)| ≥ α}) ≤ η, ∀n > n0.
2. For each positive  and η, there exist δ ∈ (0, 1) and n0 ≥ 1 such that
Pn ({x : wx(δ) ≥ }) ≤ η ∀n ≥ n0,
where wx(δ) = sup|s−t|≤δ |x(s)− x(t)|.
We feel like the upcoming theorem deserves a proof, since even though it follows from
the proofs [10, Thm. 7.3, p. 82] and [63], we could not find a version that suits us.
Proof. (⇒) If {Pn}n∈N is tight, then there exists a compact set K ⊂ C([0, 1]k), such that
Pn(K) > 1 − η. Property 1 follows almost immediately. Indeed let us cover K by open
sets Bi,j = {x : supt |x(t)− i| < j} (i ∈ Z and j ∈ N). Since K is compact, there is a finite
subcover I such that
Pn
({








 ≥ 1− η.
Property 2 requires just slightly more work. Observe that for every fixed δ > 0, the function
wx(δ) is continuous in x. This is because
|wx(δ)− wy(δ)| ≤ 2 sup
t∈[0,1]k
|x(t)− y(t)| .
We also have that for fixed x ∈ C ([0, 1]k), the function wx(δ) is nondecreasing. Moreover,




. Every continuous function on a
compact set is equicontinuous. Dini’s theorem [55, Thm. 7.13, p. 150] tells us that wx(δ)
converges to 0, uniformly for x ∈ K as δ ↓ 0. This in turn implies that for every  > 0,
there exist δ > 0 such that
wx(δ) <  ∀x ∈ K, and Pn ({x : wx(δ) < }) ≥ Pn (K) > 1− η.
(⇐) For the other direction, we will follow the steps outlined in [9, Thm. 5.2, p. 13]. We
can assume that properties 1 and 2 hold for n0 = 1. This is because every single measure
is tight and properties 1 and 2 hold. This immediately gives us property 1 and 2, valid for
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a finite family Pn, n = 1, . . . , n0, and thus for all n ∈ N. Given η > 0, choose α > 0 and
δk > 0 such that if
B = {x : |x(0)| ≥ α} and Bk = {x : wx(δk) ≥ 1/k} ,







equicontinuous. The Arzela`-Ascoli theorem tells us that every sequence in A has a conver-
gent subsebsequence, where the limit point is in K := A¯. This is one of the characterization






)) ≤ 2η, we get Pn (K) ≥ 1− 2η.
Theorem 2.2.6 (Weak convergence). [10, pp. 58-59] Suppose that the probability measures
{Pn}n∈N on S = C([0, 1]k) are tight and finite dimensional distributions of Pn converge to
finite dimensional distributions of P, then Pn ⇒ P.
2.3 Statement of the main theorem
Let us return to our original question of this chapter. We will state the main theorem
in terms of measures corresponding to solutions. Let C = C([0, T ] × [−N,N ]) denote the
space of continuous functions on [0, T ]× [−N,N ] ⊂ R+ × R, endowed with the supremum




P {uα ∈ A◦} for α ∈ (0, 1),
P {u ∈ A◦} for α = 1,
for any Borel set A of space C. By A◦, we denote the lifting of the set A ⊂ C to the larger
space C(R+ × R); that is,
A◦ = {f ∈ C(R+ × R) : f restricted to [0, T ]× [−N,N ] is in A}.
The initial condition uα,0(x) is taken to be bounded and measurable. We will also
assume σ to be Lipschitz continuous with Lipschitz constant K. Stochastic PDEs such as
(2.1) have been studied in [19, 52, 4, 44, 17] and others. Here is the main theorem:
Theorem 2.3.1 (Main theorem - weak convergence). [8] The mapping α 7→ Pα is contin-
uous in α, for α ∈ (0, 1]. We precisely mean that Pα converges weakly to P1 as α ↑ 1 and
Pα converges weakly to Pα0 as α→ α0 for every α0 ∈ (0, 1).
The notion of weak convergence (in Theorem 2.3.1) is the classical one that can be found
in section 2.2 or [9, 10]. Theorem 2.3.1 gives us a new way of thinking about the Stochastic
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Heat Equation with white noise. Instead of studying the solution to (2.8), we can study the
solution to (2.1) for α ≈ 1. Also note, that the noise with Riesz kernel spatial covariance
produces noise which is less regular than white noise. In particular, noise ηα(t, x) has long
correlations in the spatial variable. We like to think that this ‘roughness’ better captures
properties of the Stochastic Heat Equation with white noise.
Before we begin the proof of Theorem 2.3.1, let us recall that [mild ] solutions to (2.1)
and (2.8) are interpreted as solutions of the following integral equations [20]:





pt−s(x− y)σ(uα,s(x))ηα(ds, dx), (2.11)





pt−s(x− y)σ(us(x))η(ds, dx), (2.12)











and ∗ denotes the convolution of two functions. That is,




2.4 Proof of Theorem 2.3.1
We will only show the first part of the theorem in full detail. Namely, Pα converges
weakly to P1 as α ↑ 1. This is the worst-case scenario. The continuity in α for α ∈ (0, 1) in
Theorem 2.3.1 follows almost directly from the proof in this section. We will only comment
on how the proof in the current section would change to accommodate for α ∈ (0, 1).
The proof of the upcoming Theorem 2.4.2 uses coupling, which allows us to put both
noises ηα and η on the same probability space. This idea was introduced in [17] and lets us
write our noise ηα, for every α ∈ (0, 1) in terms of one white noise η with covariance
E [η(t, x)η(s, y)] = δ(t− s)δ(x− y).
The idea of coupling, or smoothing the noise in the spatial variable, is not new. The authors
in [6] smoothed the noise in the spatial variable by an infinitely-differentiable function with
compact support. They have showed that the solution to a smoothed equation converges
to the solution of the heat equation with white noise as our smoothing function converges
to δ distribution.
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(1A ∗ hα)(x)η(ds, dx), (2.13)
where




(x) = gˆ 1−α
2
(x).
This choice of hα produces the correct fα in (2.2); that is,
fα(x) = (hα ∗ hα)(x). (2.14)
This is because
g1−α(ξ) = g 1−α
2
(ξ) · g 1−α
2
(ξ).
The typical stochastic Fubini theorem (see [17, p. 492] or [37, p. 14, p. 53]), which
would allow us to write (2.13), requires that hα ∈ L2(R). One might notice that hα /∈ L2(R),
although ηα is a well-defined martingale measure. We refer the reader to [17] for more
details.
Before we state the Main Theorem of this section, let us state a technical Lemma and








, γ > 1 , k ≥ 2.
The norm ‖·‖Lk(P ) in the definition of Nγ,k stands for Lk norm on a probability space. For a
random variable X, it is defined as ‖X‖Lk(P ) = E[|X|k]1/k. We will often write ‖·‖k instead
of ‖·‖Lk(P ).








Γ(−β/2 + 1/2). (2.15)
In the rest of this section, we will prove the following main theorem.
Theorem 2.4.2. For every k ≥ 2, we can find γ ∈ (0,∞) such that
lim
α↑1
Nγ,k(uα − u) = 0.
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Take the constant T that appears in Theorem 2.3.1 and the definition of the norm Nγ,k
to be fixed throughout the proof. We will start our proof with Picard iterations for both
noises ηα and η. That is, let us define for all n ≥ 0
u
(0)
t (y) = (u0 ∗ pt)(y)
u
(0)
α,t(y) = (u0 ∗ pt)(y)
u
(n+1)





pt−s(x− y)σ(u(n)s (x))η(ds, dx)
u
(n+1)






Thanks to [17, Sec. 3.2], this is equivalent to the following:
u
(n+1)





(pt−s(· − y)σ(u(n)s (·)) ∗ δ)(x)η(ds, dx)
u
(n+1)





(pt−s(· − y)σ(u(n)α,s(·)) ∗ hα)(x)η(ds, dx).
First, let us estimate the Lk(P )-norm of the difference u
(n+1)
α,t (y)− u(n+1)t (y), of the Picard
iterates. Namely, let us consider
E













By adding and subtracting (pt−s(· − y)σ(u(n)s ) ∗ hα)(x) inside the integral and using the
inequality |a− b|k ≤ 2k|a|k + 2k|b|k, we obtain
E


















The next series of steps will be used multiple times throughout this work. First we will
use the Burkholder-Davis-Gundy inequality and the Minkowski integral inequality. The
Burkholder-Davis-Gundy (BDG) inequality (see for example [37, Thm. B.1]) states that
for any continuous L2 martingale Mt and k ≥ 2, we have ‖Mt‖2k ≤ 4k ‖〈M〉t‖k/2, where
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〈M〉t denotes the quadratic variation of M . Applying this inequality and evaluating the
quadratic variation term [20, Thm. 5.26] on both terms gives us
E
[∣∣∣u(n+1)α,t (y)− u(n+1)t (y)∣∣∣k]
≤ const · E
(∫
[0,t]×R2
pt−s(x− y)v(n)s (x, z)fα(x− z)pt−s(z − y)dsdxdz
)k/2
+ const · E
[(∫
[0,t]×R2
pt−s(x− y)(z)σ(u(n)s (x)) (fα − 2hα + δ) (x− z)




v(n)s (x, z) = (σ(u
(n)
α,s)− σ(u(n)s ))(x)(σ(u(n)α,s)− σ(u(n)s ))(z).










for any σ-finite measures µ, ν and jointly measurable (µ × ν) positive function f . We use
this inequality on the first term of (2.17) in to order to obtain the inequality,
E











pt−s(x− y)(z)σ(u(n)s (x)) (fα − 2hα + δ) (x− z)




v(n)s (x, z) = E
[∣∣∣(σ(u(n)α,s)− σ(u(n)s ))(x)∣∣∣k/2 ∣∣∣(σ(u(n)α,s)− σ(u(n)s ))(z)∣∣∣k/2]2/k .
Ultimately, we would like to show that uα is close to u as α ↑ 1.
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We use the Cauchy-Schwarz inequality and then take a supremum over the term involv-







[∣∣∣(σ(u(n)α,s)− σ(u(n)s ))(x)∣∣∣k]2/k ·
∫
R2
pt−s(x− y)fα(x− z)pt−s(z − y)dxdzds
)k/2
.












for any ϕ from Schwartz space S(R) of rapidly-decreasing test functions, where ϕ˜(x) =
ϕ(−x). This is a consequence of elementary properties of Fourier transform [19, p. 6],[29,
pp. 151-152]. We can further rewrite An,α, using identity (2.18) and the assumption that
σ is Lipschitz continuous (there exists K ≥ 0, such that |σ(x)− σ(y)| ≤ K |x− y| and




















































Later on, we will see that we can make the integral on the right-hand side of (2.19) arbitrarily
small by choosing large γ.
The estimate for Bn,α uses a similar technique as the estimate for An,α, but some extra
work is required because of the term (fα − 2hα + δ), inside the integral, is not a positive
function. Thanks to [19],[25, Cor. 3.4] identity (2.18) extends to a much broader class of
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functions. We will use this identity to bound term Bn,α. Quantity σ(u
(n)
s (·))pt−s(· − y) ∈
L2(R) ∩ L1(R) almost surely, because
E
[∥∥∥σ(u(n)s (·))pt−s(· − y)∥∥∥2
L2(R)
]
≤ 2K2(1 +Nγ,2(u(n))2) ‖pt−s(·)‖2L2(R) ,
and Nγ,2(u(n)) is bounded uniformly (in n, γ) for every n ∈ N and all γ > γ1 [37, proof
of Thm. 5.5]. The constant γ1 depends on K,κ and supxw(x) [37, Thm. 5.5]. A similar









(g1−α − 2g 1−α
2
+ 1)(ξ)
∣∣∣F (pt−s(· − y)σ(u(n)s (·))) (ξ)∣∣∣2 dξds
)k/2 .





(g1−α − 2g(1−α)/2 + 1)(ξ)
∣∣∣F (pt−s(· − y)σ(u(n)s (·))) (ξ)∣∣∣2 dξds
)k/2







(g1−α − 2g 1−α
2
+ 1)(ξ)







(g1−α − 2g 1−α
2
+ 1)(ξ)
∣∣∣F (pt−s(· − y)σ(u(n)s (·))) (ξ)∣∣∣2 dξds
)k/2 .
Properties of Fourier transform and Lipschitz continuity of σ(x) give us∣∣∣F (pt−s(· − y)σ(u(n)s (·))) (ξ)∣∣∣2 ≤ ∥∥∥pt−s(· − y)σ(u(n)s (·))∥∥∥2
L1(R)
≤ K2
∥∥∥pt−s(· − y)(1 + |u(n)s (·)|)∥∥∥2
L1(R)
≤ K2(2 + 2
∥∥∥pt−s(· − y)u(n)s (·)∥∥∥2
L1(R)
). (2.20)






(g1−α − 2g 1−α
2
+ 1)(ξ)K2(2 + 2









(g1−α − 2g 1−α
2
+ 1)(ξ)

















Term Cα converges to zero as α ↑ 1, due to the Dominated Convergence Theorem. We use
Minkowski’s integral inequality to get






[∣∣∣u(n)s (x)∣∣∣k]2/k ∫ 1
−1










[∣∣∣u(n)s (x)∣∣∣k]2/k ekγs ∫ 1
−1















From the general theory of stochastic partial differential equations [37, proof of Thm. 5.5]
we know that the term Nγ,k(u(n)) is bounded uniformly in n and γ for every n ∈ N and
γ > γ2. Where γ2 again depends on K,κ and supx∈Rw(x). The integral term bounding Cn,α
can be made arbitrarily small, again from the Dominated Convergence Theorem. Overall,
we get that Cn,α converges uniformly in n to zero as α ↑ 1.
All we have left to do is find the estimate for Dn,α. Add and subtract the term σ(us(x))
inside the Fourier transform, split into two integrals and obtain







(g1−α − 2g 1−α
2
+ 1)(ξ)·








(g1−α − 2g 1−α
2




n,α converges to zero as n ↑ ∞, uniformly in α ∈ (0, 1). Use Plancherel’s theorem
and the fact that (g1−α − 2g 1−α
2
+ 1) is bounded by a constant on R \ [−1, 1], uniformly for














From the convergence of Pickard’s iterations and theory of SPDEs [37, proof of Thm. 5.5],
we get convergence of D
(1)
n,α to zero as n → ∞, uniformly in α ∈ (0, 1). For  > 0, we
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can find n0() such that for every n > n0, we have D
(1)
n,α < /2. If n ≤ n0, we can find
αn such that D
(1)
n,α < /2 for α ∈ (αn, 1), by the Dominated Convergence Theorem. It
might help to recall that (g1−α − 2g 1−α
2
+ 1)(ξ) converges pointwise to zero. If we apply
the Dominated Convergence Theorem to D
(2)
n,α, then we get that D
(2)
n,α < /2 for every
α ∈ (α0, 1). Altogether we see that for every  > 0, there exists α := max0≤n≤n0 αn such
that Dn,α <  for every α ∈ (α, 1) and every n ∈ N. Therefore Dn,α converges, uniformly
in n, to zero as α ↑ 1.
We have shown that
E
[∣∣∣u(n+1)α,t (y)− u(n+1)t (y)∣∣∣k] ≤ const · An,α + const · Cn,α + const ·Dn,α,
where Cn,α + Dn,α converges to zero as α ↑ 1, uniformly in n. For every  > 0, we can
choose α such that
E
[∣∣∣u(n+1)α,t (y)− u(n+1)t (y)∣∣∣k] ≤ An,α + ,
for every α ∈ (α, 1). Multiply the previous line by e−kγt and use (2.19) to arrive at the
inequality,
e−kγt E
[∣∣∣u(n+1)α,t (y)− u(n+1)t (y)∣∣∣k]











where γ ≥ 1. We use Lemma 2.4.1 to evaluate the term inside the integral. A straightfor-
ward calculation yields, for all 1 > α > α > 0,
e−kγt E
[∣∣∣u(n+1)α,t (y)− u(n+1)t (y)∣∣∣k]

















We can take supremum over y ∈ R and t ∈ [0, T ] to get
Nγ,k(u(n+1)α − u(n+1))k ≤ a · Nγ,k(u(n)α − u(n))k +  , (2.21)
where a = const (1/γ)k/4. The constant in a depends only on K, k and our choice of α. It
can be made explicit by tracking the constants in front of An,α together with a constant
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dependent on α, which comes from Lemma 2.4.1. The dependency on α comes only from
the constant that appears in Lemma 2.4.1 and can be bounded from above as long as α is
bounded away from zero. We can always pick α > 1/2 and get rid of the dependency in
α.
Equation (2.21) defines a convergent geometric series assuming that a < 1 and γ >
max(γ1, γ2). With those choices in place, we have





Nγ,k(u(n+1)α − u(n+1))k ≤

1− a .
Let n go to infinity to conclude the proof.
2.4.1 Continuity in Nγ,k norm
Our proof of Theorem 2.4.2 also implies continuity in Nγ,k-norm for α ∈ (0, 1). We will
only comment on how the proof would change in section 2.4.
Theorem 2.4.3. For every k ≥ 2 and α0 ∈ (0, 1), we can find γ such that
lim
α→α0
Nγ,k(uα − uα0) = 0.
The proof of Theorem 3 follows the same general direction of the proof of Theorem
2.4.2 with the following changes. We need to replace ut(x) with uα0,t(x) and change


















We will also need an existence of γ0 such that for every γ > γ0, the norms Nγ,k(uα0),
Nγ,k(u(n)α0 ), Nγ,2(uα0) and Nγ,2(u(n)α0 ) are finite, uniformly in n ∈ N and γ. This fact can be
deduced from [17, Prep. 9.1].
One can notice, in both Theorems 2.4.2 and 2.4.3, that the coefficient e−γt of the Nγ,k-
norm served only as a helping hand to make part of the term An,α in (2.19) small. Let us
summarize our efforts thus far as













2.4.2 Convergence of finite-dimensional distributions
Among other things, Theorem 2.4.2 states that the solution uα converges to u in L
2(P )
for every t ∈ [0, T ] and x ∈ R. This implies the weak convergence of the finite-dimensional
distributions of uα to those of u.
The easiest way to see that is to show convergence in probability for a finite number of
pairs (ti, xi) ∈ [0, T ]×R. That would imply the weak convergence of the finite-dimensional
distributions.















This implies convergence in probability. From (2.22), we can conclude the weak convergence
of the finite-dimensional distributions [10, p. 27]. Another way to see that is to use
property [10, (ii), p. 26] which states that we have weak convergence of a finite-dimensional
distribution if for all bounded, uniformly continuous functions f : Rl → R,
lim
α↑1
E [f(uα,t1(x1), . . . , uα,tl(xl))] = E [f(ut1(x1), . . . , utl(xl))] . (2.23)
Equation (2.23) holds since we have L2(P) convergence and f is continuous and bounded.
2.4.3 Estimates for Kolmogorov’s continuity theorem and tightness
We will prove tightness (and thus weak convergence) from Kolmogorov’s continuity
theorem [37, p. 107]. Before we begin the proof of tightness, we will need the following
three Lemmas.
Lemma 2.4.5. [17, Lemma 6.4] For all t > 0 and x ∈ R,
∫ ∞
−∞






where the implied constant does not depend on (t, x).
The next Lemma give us an estimate on the difference of densities pt(x) in the spatial
variable.
Lemma 2.4.6. For all t,  > 0,∫ ∞
−∞
|pt+(y)− pt(y)| dy ≤ const · ((log(t+ )− log(t)) ∧ 1) .
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Proof. Direct computation gives us∫
R




































ds = (log(t+ )− log(t)) .
In addition, we have that
∫
R |pt+(y)− pt(y)| dy ≤ 2.
Lastly, we will need an estimate that takes into account the initial condition w(x).
Lemma 2.4.7. [57, p. 314] Let w be a bounded %-Ho¨lder continuous function with 1 ≥ % >
0. Then, there exists C > 0 such that for every t > 0, δ > 0, x ∈ R, z ∈ R,∣∣∣∣∫
R
(pt(x− y)− pt(z − y))w(y)dy
∣∣∣∣ ≤ C · |x− z|% ,∣∣∣∣∫
R
(pt+δ(x− y)− pt(x− y))w(y)dy
∣∣∣∣ ≤ C · δ%.







(pt−s(x− z)− pt−s(y − z))σ(uα,s(z))ηα(ds, dz). (2.24)
This is the stochastic integral for the mild solution (2.11). We will estimate the spatial
and the temporal increments of the stochastic integral I in this and the next section. The
estimates of the differences of the solution uα will be obtained by combining Lemma 2.4.7
and the mentioned estimates on I.















Bs(z) = (pt−s(x− z)− pt−s(y − z)) ,
As(x, y) = σ(uα,s(x))σ(uα,s(y)).
We will proceed just as we did in section 2.4. We use the Burkholder-Davis-Gundy in-
equality, Minkowski’s integral inequality, and the Cauchy-Schwarz inequality, and take the

































‖σ(uα,s(x))‖2k (fα ∗ pt−s)(0)
∫
R





















where the last inequality is due to Lemma 2.4.5. We also used the fact that∫
R
fα(z − w) |pt−s(x− w)− pt−s(y − w)| dw ≤ 2 (fα ∗ pt−s) (0). (2.25)
The previous line (2.25) can be easily checked by the use of the triangle inequality and





≤ const(1 +Nγ,k(uα)k) |x− y|ak
∣∣∣∣∫ t
0
(fα ∗ pt−s)(0) · (t− s)−ads
∣∣∣∣k/2 . (2.26)
It remains to show that the integral on the right-hand side is bounded for all α ∈ (α0, 1),
α0 > 0. To show this, we will need the explicit form of fα. The requisite result is stated in
the next Lemma.
Lemma 2.4.8. For every 1 > α > α0 > 0,
fα ∗ ps(0) ≤ const · s−α/2,
where the constant depends only on our choice of α0.
Proof. By direct computation and (2.15), we get

































can be concluded from Euler’s reflection formula (Γ(1 − z)Γ(z) = pi/ sin(piz)) for z =
(1− α)/2.
37
Because of Lemma 2.4.8, the integral on the right-hand side of (2.26) is finite as long as
α/2 + a < 1. Since α ∈ (0, 1), we can always take a ∈ (0, 1/2).
In [17, proof of Prep. 6.5], the authors also get (2.26), but some extra effort is required
to show that (2.26) holds with one constant on the right-hand side for α ∈ (α0, 1), α0 > 0.
That is, we can find a constant independent of α.
2.4.3.2 Difference in the time variable










(pt+δ−s(x− z)− pt−s(x− z))σ(uα,s(z))ηα(ds, dz)
∣∣∣∣k
]









In order to estimate the second integral, we can use the same technique as in the case of


























(t+ δ − s)−α/2ds
)k/2
≤ const(1 +Nγ,k(uα)k) |δ|k(2−α)/4 ≤ const(1 +Nγ,k(uα)k) |δ|k/4 .



















































by using a similar technique as in the case for the spatial variable and Lemma 2.4.6. The
first step in (2.27) uses that
(fα ∗ |pt+δ−s − pt−s|)(z) ≤ fα ∗ pt+δ−s(0) + fα ∗ pt−s(0) ≤ 2fα ∗ pt−s(0).







t log(1 + δ/t). The inequality log(1 + ζ) <
√
























Estimates similar to 2.4.3.2 and 2.4.3.1 can be found in numerous places in the literature,
for example [58]. The authors in [58] use a different technique and investigate noise with
more general covariance structure. We do not know of continuity estimates which take into
account α as a variable, thus our estimates in sections 2.4.3.2 and 2.4.3.1 are novel in that
sense.
2.4.4 Kolmogorov’s continuity theorem and tightness
Let us mention that Nk,γ(uα) is bounded uniformly in γ, γ > 0, and α ∈ (α0, 1) where
α0 > 0. This follows from Corollary 2.4.4 and it is important for bounds on differences in
sections 2.4.3.2 and 2.4.3.1. We have that for every 1 > α > α0 > 0 and (s, x), (t, y) from





≤ const |x− y|ka + const |t− s|kb ,
where a ∈ (0, 12 ∧ %) and b ∈ (0, 14 ∧ %), thanks to our estimates (2.29) and (2.26) from
sections 2.4.3.1,2.4.3.2 and Lemma 2.4.7. Let ρ(t, x) = |x|a + |t|b. Kolmogorov’s continuity





∣∣∣∣uα,s(x)− uα,t(y)ρ(s− t, x− y)q
∣∣∣∣k
]
< Λ < +∞ (2.30)
for every α ∈ (α0, 1) and q ∈ (0, 1 − H/k) where H = 1/a + 1/b, see for example [37, p.




|uα,s(x)− uα,t(y)| > 










|uα,s(x)− uα,t(y)| > 
 = 0 , (2.31)
for every  > 0. We established both convergence of the finite-dimensional [63, Thm. 2
(i)] distributions and tightness (2.31) for the measures {Pα} on C [63, Thm. 2 (ii)]. The
tightness of Pα can be seen by adapting [10, Thm. 7.3] to a setting of two-dimensional
continuous functions with compact domain and supremum norm. We can conclude [63,
Thm. 2] that the measure Pα corresponding to uα restricted to D converges weakly as
α ↑ 1 to a measure P1 corresponding to u restricted to D. We can also conclude the weak
convergence of Pα to P1 as α ↑ 1 by adapting [10, Chapter 2] to the two-dimensional setting,
which is done in Theorem 2.2.5
CHAPTER 3
EXISTENCE
Let us consider the following stochastic differential equation on a circle,
∂tu = Lu+ σ(u)dη, , (SHE)
u0(x) = g(x).
The operator L in (SHE) is the generator of a Le´vy process on a circle of size 2pi, and g is
taken to be a nonnegative continuous function. The question we will answer in this chapter
is how fast can σ grow in order for (SHE) to have a solution. We will assume that σ is
locally Lipschitz, σ(0) = 0, and that we have the following condition on σ:
|σ(x)| ≤ a |x|γ + b for all x ∈ R. (EX)
We will use condition (EX) to show the existence of a solution to (SHE). The constants
a, b are positive and without loss of generality, we can assume that a = 1 and b = 0 and
formulate our results in terms of the exponent γ.
3.1 Introduction and statement of main theorems
Let Θ := [0, 2pi] with identified endpoints. We can think of a Le´vy process on Θ as a
Le´vy process on R which is ‘wrapped’ around Θ. In other words, we map a position on
the real line to a position on a circle of length 2pi. Recall the Le´vy-Khintchine formula [59,


















1− eiξz + iξz1(−1,1)(z)
)
m(dz),
where m(dz) is the Le´vy measure of Xt and ψ is the Le´vy exponent. In this work, we will
consider the following assumptions on ψ:
(A1) limξ→±∞ ψ(ξ)/|ξ|β = +∞ for some fixed β > 1,
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(A2) ψ is infinitely differentiable everywhere except at distinct points ξ1, . . . , ξM . Moreover,
in the neighborhood of each ξj , we can write
ψ(ξ) = cj |ξ − ξj |αj + hj(ξ),
where αj ∈ (1, 2) and hj is infinitely differentiable
The size of the constants cj in (A2) is not crucial to our analysis. We will take [without
loss of generality ] cj ≡ 1. Many of our examples arose from Le´vy measures for symmetric
α-stable processes. Table 3.1 shows some Le´vy exponents that satisfy conditions (A1), (A2)
and (A3).
To show existence, we will ‘cut’ the function σ at some level N , and we will follow
similar steps to those in [40]. The new system will be
∂tuN (t, x) = LuN (t, x) + σ(uN ∧N)η(t, x), (CAPN)
uN (0, x) = g(x).
Note that the solution to (CAPN) and (SHE) are identical until the stopping time
tN := inf{t > 0 : sup
x
|u(t, x)| ≥ N}, (3.1)
that is the time when u reaches level N for the first time. Moreover, the solution u is unique
up to t(u) and we have that
u(t, x) = lim
N→∞
uN (t, x), a.s. for 0 ≤ t ≤ t(u) and x ∈ [0, 2pi].
The uniqueness follows from the strong (path-wise) uniqueness of the solution to (CAPN)
which we will state in Theorem 3.5.7. Since u(t∧ tN (u), x) solves (CAPN), up to time tN (u)
we know that the solution to (CAPN) is unique.
We would like to ultimately show that tN →∞ almost surely if σ satisfies bound (EX)
for some suitable exponent γ. The mild form of the solution to (CAPN) is given by








pt−s(x− y)σ(uN (s, y) ∧N)η(s, y). (3.2)
The main theorem of this chapter follows.
Theorem 3.1.1 (Existence). The solution to (SHE) on a circle exists almost surely for all
time, that is tN →∞ almost surely if σ is bounded by (EX) with 1 ≤ γ < 1 + (β− 1)/2 and
L is a generator of a Le´vy process that satisfies (A1)-(A3).
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Long-time existence is known when L = ∆ = ∂2/∂x2 [the generator of Brownian motion]
and γ < 3/2. This result is due to Carl Mueller [40], [20, p. 131].









pt−s(x− y)u(s, y)η(ds, dy),
where η denotes the space time white noise. In other words, a noise with covariance
E [η(t, x)η(s, y)] = δ(t− s)δ(x− y),
with δ being Dirac’s delta mass. The function pt(x) is the transition density of the Le´vy
process [starting at 0] wrapped around a circle. At this point, it is not even clear that such
a density exists; we will see that this is indeed the case.
First, will establish some key density estimates for pt. We use many techniques from
[40]; most notably we will establish [40, Lemma 2.1] for (SHE).
3.2 Density estimates and large-x asymptotics
We will need a few estimates and some asympotics on the density pt and the density p˜t.








We will always denote the density of ‘unwrapped’ process Xt with tilde. Both conditions
(A1) and (A2) on Le´vy exponent guarantees that e−tψ(ξ) ∈ L1(R) ∩ L2(R) and there exists
transition density for process Xt on R [59, Prep. 2.5(xii)].
The density of the Le´vy process wrapped around the circle of size 2pi is
pt(x; 2pi) = pt(x) =
∑
k∈Z
p˜t(x+ 2pik) , x ∈ [0, 2pi]. (3.4)
For a circle of size Λ, the density pt(x; Λ) is going to be
pt(x; 2pi) = pt(x) =
∑
k∈Z
p˜t(x+ Λk) , x ∈ [0,Λ].
The density pt takes one extra parameter, separated with a semicolon, which is the size of
the domain. The domain size will play a crucial role in Chapter 4, but it will be fixed in this
section. We will simply write pt(x) instead of pt(x; Λ) if the domain size is either Λ = 2pi
or if the domain size is clearly determined by the context.
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At this point, it is not even clear whether pt is finite for each x ∈ [0, 2pi]. We will show
that this is indeed the case, we also establish some continuity results for pt in both x and
t, T > t > 0, where T ∈ (0, 1]. The finiteness of pt(x) will follow from the decay of p˜t(x) as
x → ±∞. This decay property is a direct consequence of properties of the Le´vy exponent
ψ.




|ξ − ξj |αj




( |ξ − ξj |αj













where 0 < β¯ < β and h ∈ C4(R). By the elementary properties of Fourier transforms, this














−t |ξ − ξj |
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−th(ξ) + t M∑
j=1













−t |ξ − ξj |
αj






for j ∈ {1, . . . ,M}. Our choice of adding and subtracting the tanh term is due to nice
contour integrability. Now we will present our last assumption followed by several lemmas
and a statement about asymptotics of p˜.







−th(ξ) + t M∑
j=1






Equivalently, we require the L1-norm of the third derivative is uniformly bounded in
t for 0 < t ≤ T .
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Lemma 3.2.1. Let f(x), g(x) be a bounded functions such that
f(x) = O (|x|−µ) , g(x) = O (|x|−ν) as x→ ±∞,
for some µ, ν > 1. Then
f ∗ g(x) = O (|x|−γ) as x→ ±∞,
where γ = min(µ, ν).
Proof. We can write








|f(x− y)g(y)| dy ≤ C1 |x|−µ + C2 |x|−ν .
Lemma 3.2.2. Let q
(j)
t (x) be defined as in (3.6). Then for every fixed T ,
sup
0<t≤T
∣∣∣q(j)t (x)∣∣∣ = O(|x|−(1+αj)) as x→ ±∞.
Proof. We will only show the case when x → ∞, since the case x → −∞ is identical.










−t |ξ − ξj |
αj











e−iξx exp(−(ξ − ξj)2)dξ = e−iξjxf(x),
where f is the density function of a centered normal distribution with variance 2. This











− exp (−ξ2)) dξ∣∣∣∣ .
(3.7)
We can use contour integration, with the contour depicted in Figure 3.1 (r → 0, R→∞)
and angle ϕ = −pi/12. The choice of ϕ is arbitrary as long as it is small and negative.





















− exp (−ξ2e2iϕ) .
Use the leading-order term in the expansion of Υ to bound the first term in (3.8) by∫ 
0
∣∣∣e−iξxeiϕΥ∣∣∣ dξ ≤ const · t ∫ 
0
eξx sin(ϕ)ξαjdξ ≤ const · t
∫ ∞
0




The purpose of adding and subtracting the normal density is to remove the constant term
in the expansion of Υ. The bound on the second integral in (3.8) is∫ ∞

∣∣∣e−iξxeiϕΥ∣∣∣ dξ ≤ ∫ ∞





We can combine the above results to obtain
∣∣∣q(j)t (x)− eiξjxf(x)∣∣∣ = O(|x|−1−αj ) as x→ ±∞.
Since f decays exponentially as x gets large, the preceding concludes our proof.
Proposition 3.2.3 (Asymptotics of p˜). Let p˜ be the density of a Le´vy process on R satisfying
(A1)-(A3) and α = minj(αj). Then,
sup
0<t≤T
p˜t(x) = O(|x|−(1+α)) as x→ ±∞,






−th(ξ) + t M∑
j=1
|ξ − ξj |β¯ tanh((ξ − ξj)4)
 ∈ L1(R).
Since h ∈ L1(R), the properties of the Fourier transform and (A3) together tell us that
q
(0)






∣∣∣∣ ≤ const 1x3
∫
R
|ζ(ξ)| dξ ≤ const 1
x3
. (3.9)
The result of the proposition can be concluded from Lemmas 3.2.1 and 3.2.2.
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3.2.1 Density estimates
We will need a few density estimates. Write down the form of p˜ in (3.3) and take the





















≤ const · t−1/β,
for every t ∈ (0, T ] where T is fixed. The difference in the spatial variable can be bounded
by






e−ix − 1) dξ∣∣∣∣ ≤ 12pi
∫ ∞
−∞


















and the bound on difference in time is, for  > 0
|p˜t+(x)− p˜t(x)| = 1
2pi


















≤ const · 
t(1+1/β)
. (3.11)
3.3 Existence and uniqueness of the solution to (CAPN)
Existence and uniqueness for equation of type (CAPN) is known in the case when L is
a generator of α-stable process. For example, each of references [12, 21, 24] can be applied
for special cases of L. It is worth mentioning that each of the above references deal with
the case where spatial domain is R. In this section, we will show existence and uniqueness
of solution to (CAPN), given that L satisfies (A1)-(A3).
Theorem 3.3.1. There exist a mild solution (3.2) to (CAPN).
Proof. The proof follows the same steps as the proof of Theorem 1.4.4. Define,












pt−s(x− y)σ(uk−1n (t, y) ∧N)η(ds, dy).
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We will show existence of solution by showing convergence of Pirard iterates. The
difference of ukN (t, x)− uk−1N (t, x) is going to be
E



















uk−1N (t, y)− uk−2N (t, y)
)2]
dsdy









Multiply previous inequality by e−2γt and obtain
e−2γt E
[∣∣∣ukN (t, x)− uk−1N (t, x)∣∣∣2]

























Take the supremum over the x and t variables to obtain a convergent geometric series
Nγ,2(ukN − uk−1N ) ≤ CkNγ,2(u1N − u0N ),







Theorem 3.3.2. The mild solution to (CAPN) is pathwise unique.
Proof. We will provide just an outline of the proof since it follows the same steps as the





























































Multiply previous inequality by e−γt, take supremum over the x and y variable to obtain








If we choose γ large enough, we get that C < 1, which in turn implies that Nγ,2(uN −
u˜N ) = 0. Continuity of solution (which will be proved later) gives us that uN and u˜N are
indistinguishable.
3.4 Proof of the main Lemma
The key Lemma of this section gives us a bound on the probability that the stochastic
integral term in (3.2) is large. For convenience, define





pt−s(x− y)σ(uN (s, y) ∧N)η(s, y). (3.12)
We would like to emphasize that T appearing throughout the rest of this section lies in the
interval (0,1].















for any ∆ > 0 and 0 ≤ T ≤ 1, where J is a collection of all positive continuous function
on a circle.
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The proof of Lemma 3.4.1 uses Kolmogorov’s continuity theorem. As a byproduct, we
will establish continuity [existence of a continuous modification] of a solution to (CAPN).
We will start our proof by finding estimates for spatial difference in section 3.4.1 and time
difference in section 3.4.2.
3.4.1 Space difference
We can use the Burkholder-Davis-Gundy (BDG) inequality and get
E
[

































|pt−s(x− y)− pt−s(z − y)|dyds
)k/2
.

























≤ const · s−1/β. (3.13)
And the bound on the integral of spatial difference of densities is
∫ 2pi
0

































We would like the term on the right-hand side of (3.14) to be of order |x− z|, which




|ps(x− y)− ps(z − y)|dy ≤ 2 ∧
(
const · |x− z|
2−1/α
s3/β













and holds for s ∈ [0, 1]. The almost final estimate for the spatial difference is
E
[














Use identity r ∧ 1 ≤ rθ for θ ∈ [0, 1] and conclude
E
[








The first step is to write N (t + , x) and N (t, x) from (3.12), use identity |a+ b|k ≤
2k |a|k + 2k |b|k and BDG inequality to get
E
[






















The bound on B can be obtained by direct computations and with the help of the estimate
on supx pt(x) in (3.13), we have










































We will use a similar technique for A and write





(pt+−s(x− y)− pt−s(x− y))2 dyds
)k/2












The estimate of the spatial difference of density p is also needed. Thanks to (3.10) and
Preposition 3.2.3, we can write
∫ 2pi
0




























for a choice of L = −1/α. The upper bound for A is now












Lastly, we use the identity 1 ∧ r ≤ rθ, θ ∈ (0, 1] and get










which yields the final estimate for the temporal difference
E
[















3.4.3 Use of Kolmogorov’s continuity theorem
For every (s, x), (t, y) from D := [0, 1]× [0, 2pi], the following holds for k ≥ 2
E
[








T 1−1/β−3θ |t− s|θ−θ/α
)k/2)
, (3.18)
thanks to estimates (3.15) and (3.17) in sections 3.4.1 and 3.4.2, where θ is arbitrary and
θ ∈ (0, 1). From the subadditivity of z 7→ z1/k, we have
‖N (s, x)−N (t, y)‖Lk(P) ≤ const ·NγT (1−1/β−3θ)/2
(
|x− y|θ/2 + |t− s|θ(1−1/α)/2
)
.
Let ρ(t, x) = T (1−1/β−3θ)/2
(
|x− y|θ/2 + |t− s|θ(1−1/α)/2
)
. Then, Kolmogorov’s conti-





∣∣∣∣N (s, x)−N (t, y)ρ(s− t, x− y)q
∣∣∣∣k
]
< const ·Nkγ , (3.19)
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for every q ∈ (0, 1 − H/k), where H = 2/θ + 2/(θ(1 − 1/α)). By Chebyshev’s inequality





|N (s, x)−N (t, y)| > ∆
}











Note that the exponent of T can be made arbitrarily close to (1−1/β)/2. Inequality (3.20)
concludes the proof of Lemma 3.4.1.
3.5 Positivity and a comparison principle
We will need a result about the positivity of solutions to (SHE). This is because the
classical result [41] for Stochastic Heat Equation is not enough. In [14], Kunwoo Kim and
Le Chen established a comparison principle when L is the generator of an α-stable Le´vy
process. That too is not enough, but the proofs in [14] apply with minor changes to L that
satisfies (A1)-(A3). We will follow proof of [14, Thm 1.1] very closely.
Theorem 3.5.1 (Weak Comparison principle). [14] Suppose that conditions (A1)-(A3) are
satisfied, then the solution to (CAPN) is nonnegative.
Let us define
L = p − I

,





It is not hard to see that for






−t/I + Rt, (3.21)




v(0, x) = g(x).













t(x − y)f(y)dy. The convolution kernel
for Pt is given by
pt(x) = e
−t/δ(x) +Rt(x). (3.22)
Before we start the proof of Theorem 3.5.1, we will need a few Lemmas which all
essentially state that Rt “close” to pt.
3.5.1 Supporting Lemmas for Theorem 3.5.1
Lemma 3.5.2. Fix T > 1 and let T > t > 0, we have that∫ 2pi
0






for some constant C > 0.
Proof. Let us look back at the equation (3.16). We can use it again together with Preposition
3.2.3 for 2T instead of T and write∫ 2pi
0



























which is valid for  ∈ (−t, 2T − t). For  > 2T − t, simply bound the whole interval by 2.
We can find a constant const such that∫ 2pi
0










for t ∈ (0, T ] and any  ∈ (−t,∞). Use the definition of Rt , inequality (3.23) and Ho¨lder’s
inequality to write∫ 2pi
0





































For simplicity, we can define
z = t/ and Pnk := k(k − 1) · · · (k − n+ 1).
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zzn. Since k2 = P 2k + P
1
k , we can rewrite the






































This concludes the proof of the Lemma.
















pδ(x− y)dy = sup
x
ps(x).
Taking supremum over x concludes the Lemma.


























































, which is a consequence of Lemma
3.5.3 and identity (3.13). So far, we have∫ 2pi
0
Rt(x)










































2− 2e−t/ − 2(t/)e−t/
)1/β ≤ 2 · t−1/β, (3.26)
where the last step is due to maximization over z = t/ ≥ 0. This completes the proof.
Lemma 3.5.5. Fix T > 0, there exist δ and constant C such that for T ≥ t > 0 and




(Rs(z)− ps(z))2 dzds ≤ Cδ.
Proof. Use the definition of Rs together with Jensen’s inequality with respect to the prob-
ability measure e−s/ (s/)
n
n! on N ∪ {0}. Note that the first term corresponding to n = 0 is


























































|pn(z)− ps(z)| dzds ≤ const(I1 + I2).




. This is a consequence
























































and the last step is due to (3.23).
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Another use of Jensen’s inequality with respect to probability measure e−s/ (s/)
n
n! on N∪{0}


































Therefore, we can find δ1 > 0 (and corresponding θ) such that I3 ≤ const ·δ1 . The estimate
























































(s)θ(α−1)/2α ds ≤ const · δ2




























We can take identical steps as in the estimate for I4 to get that there exists δ3 such that
I2 ≤ const · δ3 . Overall, we have that I ≤ const(I3 + I4 + I2). Take δ = min{δ1, δ2, δ3} to
finish the proof.













φ(y)dy =  · sup
x
φ(x).
For  ∈ (0, 1), we can write
 · sup
x
φ(x) ≤ const 
1/2
≤ const · 1/2,
by a similar argument as in (3.13).
3.5.2 Proof of Theorem 3.5.1
Take an = −2(n2 + n + 2)−1 for n ∈ N, then
∫ an
an−1 x
−2dx = n. Also let ψn, n ∈ N be a
function such that it is supported on (an−1, an) and





ψn(x)dx = 1. (3.28)







The following is true:
• Ψn ∈ C2(R), Ψ′′n(x) = ψ(x)
• −1 ≤ Ψ′n(x) ≤ 0
• For every x ∈ R, we have Ψn(x) ↑ −(x ∧ 0) =: Ψ(x), Ψ′n(x) ↓ −1(−∞,0)(x) and
Ψ′n(x)x ↑ Ψ(x).
58
Functions Ψn will play a role in Itoˆ’s formula, where the argument of Ψn will be perturbed





















The perturbed solution uN , called u

N , will be a solution to
∂
∂t
uN = LuN + σ(uN ∧N)ηx(dt)
uN (0, x) = g(x). (3.30)
In the first part of the proof, we will show that uN is positive. In the second part, we will
show that uN is close to uN in L
2(P ) norm. Noise ηx can be viewed as a Brownian motion
for every x. The quadratic variation of Xt := η

x([0, t]) for some fixed x will be, thanks to
Isometry 1.4.3,




The perturbed solution uN (t, x) can be written as a strong solution
uN (t, x) = u







σ(uN (s, x) ∧N)ηx(ds), (3.32)
due to Theorem 3.5.7. The Itoˆ’s formula gives us
Ψn(u


























N (s, x))LuN (s, x)ds. (3.33)

















N (s, x)) (σ(u







If we take the expectation of (3.33), we arrive at
E [Ψn(u



















Naturally, we would like to take a limit as n ↑ ∞. Monotone convergence theorem gives us





E [1 (uN (s, y) < 0)u








p(x− y) E [1 (uN (s, x) < 0)uN (s, y)] dyds.



































p(x− y) E [Ψ(uN (s, y))] dyds.
Note that
∫ t
0 E [1 (u

N (s, y) < 0)u

N (s, y)] ds ≤ 0, which finally gives us


















E [Ψ(uN (s, x))] ds.
Gronwall’s Lemma on page 89 tells us that E [Ψ(uN (s, x))] = 0 for every t > 0 and x ∈
[0, 2pi]. From the definition of Ψ, we get that uN (t, x) ≥ 0 almost surely for every t > 0 and
x ∈ [0, 2pi].
Positivity of uN was established; now we will show that for every t > 0 and x ∈ [0, 2pi]
lim
↓0
‖uN (t, x)− uN (t, x)‖22 = 0,
which would immediately give us positivity of uN . The existence of strong solution u

N of
course implies the existence of the mild solution; see Theorem 3.5.8 for details. The mild
solution for uN can be written as
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uN (t, x) = (u0 ∗Pt)(x) +
∫ t
0






Rt−s(x− y)σ(uN (s, x) ∧N)ηy(ds)dy
= (u0 ∗Pt)(x) +
∫ t
0








φ(y − z)Rt−s(x− z)σ(uN (s, z) ∧N)dz
)
η(ds, dy). (3.34)
The transition from the first equality to the second one, more precisely the change of integral
with respect to ηy(ds)dy to integral with respect to η(ds, dy), can be easily justified by
computing the L2(P ) norm of the difference of both integrals. This is yet another example
of the Stochastic Fubini theorem. This theorem [version not suitable for this setting] can
be found in [61, Thm. 2.6, p. 296] or in Appendix B. Write down the mild solution for uN
and (3.34) to get
E
[
(uN (t, x)− u(t, x))2
]
≤ 6 ((u0 ∗Pt)(x)− (u0 ∗ pt)(x))2 + 6
∫ t
0

































Rt−s(x− z)− pt−s(x− z)
)


















by multiple use of triangle inequality.
We will show that each Ii goes to zero as  ↓ 0, with help of Lemmas in section 3.5.1.
The first term can be bounded by








































which converges to zero as → 0 due to Lemma 3.5.6. To estimate I3, we can use Jensen’s

























Rt−s(x− z)2 ‖uN (s, z)− uN (s, z)‖2L2(P ) dzds,































Rt−s(x− z)2 |z − y|θ φ(z − y)dydzds










We used Lemma 3.5.4 for θ ∈ (0, 1) in the last step. One can see that lim→0 fθ() = 0 and











Rt−s(x− z)− pt−s(x− z)
)













which converges to zero as → 0 due to Lemma 3.5.5. Since estimate of the last term uses























































φ(y − z) |z − y|
θ
s3θ






Term I6 also converges to zero with . Put all estimates for Ii together and get
E
[









(uN (s, z)− uN (s, z))2
]
dzds+ F () (3.35)
where F is some function bounding I1 + I2 + I4 + I5 + I6, that depends on  and our choice
of T . Of course, we have lim→0 F () = 0. Take supremum over the spatial variable on the
left-hand side of the previous inequality, which yields






Rt−s(x− z)2dzds+ F (),
where




(uN (t, x)− u(t, x))2
]
.
By Lemma 3.5.4, we get, for t ∈ (0, T ):
M(t, ) ≤ const
∫ t
0
M(s, )(t− s)−1/βds+ F (). (3.36)
Apply Gronwall’s Lemma on (3.36) and get that for every t > 0 and x ∈ R, we have
lim
→0
‖uN (t, x)− uN (t, x)‖22 = 0.
Solution uN (t, x) is almost surely positive for every t > 0 and x ∈ R. From continuity of
uN , we have that uN (t, x) is positive for every t > 0 and x ∈ R almost surely. This proves
Theorem 3.5.1.
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3.5.3 Strong and mild solution uN
Theorem 3.5.7 (Strong solution). There exists a stochastic process uN which satisfies
(3.32) for t ≥ 0 and x ∈ [0, 2pi]. This process is often called a strong solution to (3.30).













N (t, x) = u
,(n)








N (s, x) ∧N)ηx(ds).
Establish L2(P ) convergence by letting n ↑ ∞.
Theorem 3.5.8 (Mild Solution). Let uN be a strong solution to (3.30), then it is also a
mild solution.
Sketch of the proof. If we adapt [18, Lem. 5.5] to our setting, we get that for any 2pi-periodic
continuously differentiable function ζ on [0, T ]× R:∫ 2pi
0























N (s, x) ∧N)ζ(s, x)ηx(ds)dx.
Operator L∗ stands for L2([0, 2pi]) adjoint of L. Apply the above line with ζ(s, x) =
Pt−s(x− z) and get the form of the mild solution:





Pt−s(x− z)σ(uN (s, x) ∧N)ηx(ds)dy.
3.6 Additional supporting Lemmas














uN (t, x)dx. (3.39)
Both solutions u and uN agree up to the time tN , the time when the solution uN reaches level
N for the first time. This also implies that both U and V agree up to the stopping time tN .
Our definition of t makes sense pointwise, since tn is almost surely increasing. We will show
that VN (t) is a supermartingale and conclude that U(t) must be a local supermartingale.
The formulation (3.2) is equivalent to
uN (t+ t0, x) =
∫ 2pi
0






pt−s(x− y)σ(uN (t0 + s, y) ∧N)η(dy, ds) , (3.40)
thanks to the Markov property of solutions. Let us denote the second term by





pt−s(x− y)σ(uN (t0 + s, y) ∧N)η(dy, ds+ t0).
To show that V is a supermartinagale, we will need to estimate integrals of both terms
in (3.40), but let us state some supporting claims first. We know that





0 1A(x)η(dx, ds) : A ∈ Bb(R) , 0 ≤ t ≤ t0
}
. Observe that L1(R) norm
of
∫ 2pi




pt(x− y)uN (t0, y)dydx ≤ sup
z∈[0,2pi]
‖pt(z − ·)‖L1(R) ‖vt0‖L1(R) , (3.42)




N (t0, t, x)dx
∣∣∣∣Ft0] = 0,
which is true if we can integrate (3.41) and put the integral inside the conditional expecta-




N (t0, t, x)dx
∣∣∣∣Ft0] = ∫ 2pi
0
E [N (t0, t, x)|Ft0 ] dx = 0. (3.43)
Since N can to be taken (modification of N ) continuous in the x variable by the proof of
Lemma 3.4.1, we can approximate the integral of N in spatial variable by Riemann sums.
The Riemann sums converge since N is continuous in x. We can bound all Riemann sums
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by supremum of N times size of the domain. Also observe that supx∈[0,2pi]N (t0, t, x) has
finite expectation; this follows again from use of Kolmogorov’s continuity theorem (3.19).
We can use conditional dominated convergence theorem [36, p. 121] to conclude that (3.43)
hold. From (3.40),(3.42) and (3.43), we get
E [V (t+ t0)|Ft0 ] ≤ V (t0) ,
which implies that U(t) is a local supermartingale up to time t.
A version of Doob-Meyer decomposition theorem in Appendix A tells us that VN can
be decomposed into nonincreasing continuous part AN,t and a continuous local martingale








for every a > 0. From application of Kolmogorov’s continuity theorem in section 3.4.3, we
also get that E
[
supt≤a,x∈[0,2pi] uN (t, x)
]






















therefore VN is of class DL. From uniqueness in Doob-Meyer decomposition, we have that
if N˜ > N , then MN˜,t = MN,t almost surely for t ≤ tN . We can define a local martingale M
up to time t.
We know [51, V Prep. 1.8] that lim inft→tMt = −∞ almost surely on a set {〈M,M〉t =
∞}. But U is positive; this implies that {〈M,M〉t =∞} has measure zero. On {〈M,M〉t <
∞}, the local martingale Mt converges almost surely [51, IV Prep. 1.26] as t → t. Since
M is continuous, we can conclude that supt<t U(t) is bounded by some almost surely finite
random variable K.
3.6.1 Strong Markov Property
It is well known that the solution to the Stochastic Heat Equation has the Markov
property. This is because





ps−l(x− y)σ(uN (t+ l, y) ∧N)η(dy, dl + t),
(3.45)
which means that we can start the solution anew at any time t. We will show that the
process uN (t, ·) which takes values in a space J of positive continuous functions on a circle
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has the strong Markov property. This would be equivalent to replacing t in (3.45) with
some stopping time τ .
The strong Markov property follows from the proof of [51, III Thm. 3.1], which we will
detail in the next couple of lines. Suppose that some finite stopping time τ that takes only
discrete values is some set D, then























pt−s(x− y)σ(uN (td + s, y) ∧N)η(dy, ds+ td)
)





pt−s(x− y)σ(uN (τ + s, y) ∧N)η(dy, ds+ τ) (3.46)
almost surely by the use of identity (3.45). As with the similar types of arguments, we will
assume that τ is almost surely finite stopping and construct the following approximation
which takes only discrete values: τk =
b2kτc+1
2k
. Now, we can take a limit as k ↑ ∞ in (3.46).
We immediately get that
uN (τk, x)→ uN (τ, x)
(pt ∗ u(τk, ·))(x)→ (pt ∗ u(τ, ·))(x),
almost surely as k ↑ ∞. The stochastic integral takes a little bit more work; a similar




pt−sσ(uN (τ + s, y) ∧N)η(dy, ds+ τ),
in L2(P ) norm. Now take sub-sequence of k, denoted by kj such that the stochastic integral
converges almost surely [54, Riesz-Fisher, p. 148]. Get strong Markov property





ps−l(x− y)σ(uN (τ + l, y) ∧N)η(dy, dl + τ),
(3.47)
which holds almost surely for almost surely finite stopping time τ .
3.7 Proof of Theorem 3.1.1
We would like to show that, if the solution u is large, then the convolution with p will






τ1 = inf{t > 0 : M(t) > 2n} where 2n > sup
x
g(x),
τn = inf{t > τn−1 : M(t) > 2M(τn−1) or M(t) < M(τn−1)}.
We picked the first stopping time to be the first hitting time of a level above the supremum
of the initial condition. Since pt(x) ≤ const · t−1/β, because of (3.13), we have that∫ 2pi
0
pt(x− y)u(t, y)dy ≤ const · t−1/βU(t) ≤ const · t−1/βK, (3.48)
where the right-hand side of (3.48) is less than M(τn)/4 if t > const ·KβM(τn)−β. Choose
and fix K0 > 0 and define an event
F (n) =
{





T (n) = const ·Kβ0M(τn)−β .
If M(τn) = 2
















for M(τn) = 2
l sufficiently large by Lemma 3.4.1. Which also means that, if M(τn) is high,
then the probability that M(τn+1) = M(τn)/2 is also high. It is, from some point, greater
than 1/2 provided that
γ < 1 + q(β − 1− 3θβ)/2 , (3.50)
in the exponent of (3.49). Since θ can be taken arbitrarily close to zero and q can be taken
arbitrarily close to one, then the maximal γ will be
γ < 1 + (β − 1)/2.
So far we have shown that the solution will not blow up a.s. on ω ∈ {ω : K(ω) < K0},
since the probabilities of growing larger are strictly smaller than 1/2. Now think of behavior
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{ω : K(ω) < K0}
 = 1.
In other words, we can write out the probability space as a countable union of events
{ω : K(ω) < K0}. Note that the set on which the solution does not blow up and a set
{ω : K(ω) < K0} only differ by a null set; we have a countable number of null sets which
is still a null set.
We have justified that if the solution is high, then there is only a small chance for it
to grow even higher. This does not [yet ] imply that t = ∞. It might be possible for the
solution to blow up in finite time if τn+1 − τn gets small with n. We will show that this
cannot happen.
Suppose that M(τn) = 2
l for some l ∈ Z, and let ςn be the first time after τn when M
reaches level 2l+1. We have that∫ 2pi
0
pt(x− y)uN (τn, y)dy ≤M(τn),




























and thus ςn − τn is positive with probability one. The meaning of (3.51) is this: with each
visit of level 2l, it takes positive time to reach level 2l+1. Also note that this positivity
has structure (3.51) for each visit of level 2l. The sum of infinitely many positive random
variables with property (3.51) diverges with probability one. This also concludes the proof
or Theorem 3.1.1. It must be that t =∞ a.s., and the solution exists for all times.
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Table 3.1. Table of some Le´vy measures and corresponding Le´vy exponents
Le´vy measure Le´vy exponent (proportional) Constraint
|z|−1−α dz ξα
α ∈ (1, 2)
e−|z| |z|−1−α dz −(1 + ξ2)α/2 cos(α arctan(ξ))
cos(z) |z|−1−α dz (− |−1 + ξ|α − |1 + ξ|α) cos (piα/2)










This chapter immediately follows Chapter 3, we will show blow-up in the case that L
is the generator of a symmetric α-stable Le´vy process with α ∈ (1, 2). The condition on
nonlinearity σ is taken to be
σ(x) = a |x|γ . (BL)
Here is the main theorem:
Theorem 4.0.1 (Blow-up). Suppose that L is a generator of a symmetric α stable Le´vy
process with α ∈ (1, 2). Moreover, assume that σ has a form given by (BL) with γ > γ1∨γ2
where










then the solution to (SHE) blows-up in finite time with positive probability.
Results of the above Theorem 4.0.1 and Theorem 3.1.1 are summarized in Figure 4.1.
Quite interestingly, the coefficient α where curves γ1(α) and γ2(α) intersect is equal to the
golden ratio.
The proof of blow-up, which uses the techniques of Mueller and Sowers [43, 42] highly
depends on the scaling properties of pt. That is why we assumed L to be the generator
of a symmetric α-stable process. First, we will outline the proof, then present necessary
theorems and Lemmas in the section 4.1. Finally, in section 4.2, we will prove Theorem
4.0.1.
The proof goes as follows: we will show that the solution to (SHE) gets large with
positive probability q. When that happens, we ‘chop-up’ and rescale the solution into N
pieces which evolve almost independently. In the next step, each of N subsolutions has a
probability q to get large in some bounded time. This can be compared to a Galton-Watson
(GW) branching process, since each subsolution has probability q to give a birth to another
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N subsolutions. It is known [62] that probability of survival of such a branching process is
positive if
Nq > 1. (4.1)
The rescaling that we will introduce in the next few lines ensures that with each successive
generation, the peaks grow larger. We will see that time also scales and an infinite number
of generations of the GW process fits into bounded time interval.
4.1 Supporting Lemmas and theorems
The splitting part of our argument will require a slight modification of our equation to
∂tu = Lu+ b(u, ξ)η
u(0, x) = g(0) (4.2)
where b(x, y) =
√
(x+ y)2γ − y2γ and ξ is a stochastic process, independent of sigma algebra
generated by η and taking values in positive continuous functions on a circle. The technique
of the proof follows general directions outlined in [43, 42]. Throughout this whole chapter,
we will assume that
t(u) = lim
N→∞
tN (u) =∞ a.s., (4.3)
where
tN (u) = inf{t > 0 : sup
x
u(t, x) ≥ N}, (4.4)
and arrive at a contradiction. Let us think about the interpretation of (4.2) for a second.
Similarly to the approach in Chapter 3, we can stop u whenever it reaches level N and ξ
whenever it reaches level N˜ . Solution to such an equation is surely positive by modification
of the argument in section 3.5. Now send N˜ to infinity and get solution until the stopping
time tN (u) ∧ t(ξ). Therefore, there exists a positive solution to (4.2) up to the stopping
time t(u)∧ t(ξ). The solution is measurable with respect to the sigma algebra that contains
sigma algebra generated by white noise η and stochastic process ξ.
Throughout this section, we will take T = 1 unless specified otherwise. Let us introduce
the scaling Lemma.
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Lemma 4.1.1 (Scaling). Let u be a solution to (4.2) on a circle of size Λ then
v(t, x) := L−1u(L−αλt,L−λx),
solves
∂tv = Lv + b(v, ξ˜)η˜
v(0, x) = L−1u(0, xL−λ) = L−1g(xL−λ)









Proof. The scaling follows from writing down the mild solution and performing change of







































Write down the mild solution, using that t˜ = Lαλt, s˜ = Lαλs, x˜ = Lλx, y˜ = Lλy and for
simplicity, assume that ξ ≡ 0 to get









pt−s(x− y)uγ(s, y)η(ds, dy).
All we have left is to use the change of variables formula. The first integral will be∫ Λ
0








pt˜(x˜− y˜)L−1u(0,L−λy˜)dy˜ = (pt˜ ∗ v)(x˜).
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pt˜−s˜(x˜− y˜)v(s˜, y˜)γ η˜(ds˜, dy˜).
The condition on λ finishes the proof and we have





pt˜−s˜(x˜− y˜)v(s˜, y˜)γ η˜(ds˜, dy˜).




p2T−s(x; Λ)u(t, x)dx, (4.5)
for t ∈ [0, 1]. One can easily check, by writing down the mild solution, that M(t) is indeed
a local martingale up to t(u). We will investigate formation of large peaks of u by looking
at the martingale M . Large M implies large u. The probability that M gets large will play
the role of q in (4.1).
4.1.1 Estimates and constants
We will require one more estimate for the integral of the density function pt and a
definition for a few constants. There exists a constant C(a, T ), for a > 1/(1 + α), fixed







pa2T−t(x; Λ)dx ≤ C(a, T ). (4.6)
The requirement on a follows from integrability of p˜. Do not forget that p˜2T−t(x) =
O(|x|−(1+α)); that is why we need to consider a > 1/(1 + α). This integrability issue
for small a turns out to be the source for condition on γ2 in Theorem 4.0.1. Constants that







pt(x; Λ) = p1(0; 2pi), (4.7)







G = 3/E, (4.9)
K := G(D + 1), (4.10)
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and finally
qˆi = (qi+1 − qi)/2.
Their meaning will be clear throughout the proof in section 4.1.2.
4.1.2 Probability of forming a peak
We will estimate the probability of M being large before time T by comparing it to a
time-changed Brownian motion. Let us assume that M(0) = 2A, where A is some constant
that we will specify at the end of this section. Define τ to be a stopping time such that
τ = inf{t : 0 ≤ t ≤ T ∧ t and M(t) is either A or LAK}, (4.11)
where we take inf{∅} = +∞. Stopping time τ will be the first time M(t) reaches levels A
or LAK. We would like to show that M(t) gets large with some positive probability before
the time T .
Lemma 4.1.2. If γ > γ2(α), then








Proof. Throughout the proof, we will use a comparison to the Brownian motion and the
































(2− a+ 2aγ)/(2γ) = 1, or equivalently a = 2γ − 2
2γ − 1 .
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The L1(Λ) norm of density pt to power a is finite if a > 1/α, which in turn gives us the
following condition on γ:




We finally get an estimate on 〈M〉t as




Up to time τ ∧ 1, we have M(t) > A. This yields
〈M〉t ≥ C2A2γt,
and if τ > 1, then we get
〈M〉1 ≥ C2A2γ .
The continuity of M follows from the proof of Lemma 3.4.1. Every continuous local
martingale M(t) can be thought of as a time-changed Brownian motion [51, V Thm. 1.3];
that is M(t) = B〈M〉t for some Brownian motion Bt. Another direct computation gives us
P(1 < τ) = P(1 < τ,A < M(t) < LAK for t ∈ [0, 1])
= P(1 < τ,A < 2A+B〈M〉t < LAK for t ∈ [0, 1])
= P(1 < τ,A < 2A+Bt < LAK for t ∈ [0, 〈M〉1])





B(t) < (LK− 2)A
)
We can use reflection principle [51, Ch. III,Prep. 3.7] to further write




B(t) > (LK− 2)A
)
≤ 1− 2 · P (B(C2A2γ) > (LK− 2)A)













≤ 2(LK− 2)A (2piC2A2γ)−1/2 ≤ 2(2piC2)−1/2LKA1−γ .







concludes the proof of the Lemma.
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Lemma 4.1.3. For γ > γ2(α) and A defined in (4.13), we have
P (M(τ ∧ 1) ≥ AKL) ≥ 1
2KL
,
where γ2(α) is defined in (4.12).
Proof. Let us start the proof with the following observation. Since M(0) = 2A, the optional
stopping theorem [51, II Thm. 3.2] implies that
2A = E[M(0)] = E[M(1 ∧ τ ∧ tN )].
Since M(1∧τ ∧ tN ) is bounded, the bounded convergence convergence theorem implies that
2A = E[M(0)] = E[M(1 ∧ τ)],
because we have assumed that t =∞ almost surely. Another direct computation gives us
2A = E[M(1 ∧ τ)1τ≤1] + E[M(1 ∧ τ)1τ>1]
≤ LAK · P(M(1 ∧ τ) = LAK, τ ≤ 1) +A · P(M(1 ∧ τ) = A, τ ≤ 1) + LAK · P(τ > 1)
≤ LAK · P(M(1 ∧ τ) = LA, τ ≤ 1) +A+ LAK · P(τ > 1). (4.14)
Lemma 4.1.2 gives us P(τ > 1) ≤ 12LK and that concludes the proof of Lemma 4.1.3.
4.1.3 Splitting Lemma
Once M reaches level LλKA, we would like to have a way to rescale and split the solution
into N almost independent subsolutions, such that the martingales (4.5) for each subsolution
start at level 2A. Suppose that indeed, M(t) ≥ LKA. At time t < 1, we can start solution
anew with an initial condition g(x) = u(t, x). We have that∫ Λ
0











We can continue the solution by Lemma 4.1.1, where g(xL−λ)/L will be the new initial
condition. Instead, we will split the initial condition into N pieces and look at how to form
subsolutions. We can split g˜(x) = g(xLλ)/L into g˜(x) =
∑N
i=1 g˜i(x) such that∫ Λ˜
0
p2T (x; Λ˜)g˜i(x) ≥ 2A,
for every i ∈ {1, . . . ,N}. Functions g˜i will play the role of a new set of initial functions.
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Lemma 4.1.4 (Splitting Lemma). Let f0 be a positive continuous function on a circle of
size Λ˜ = ΛLλ such that ∫ Λ˜
0
p2T−t(yL−λ; Λ)f0(y)dy ≥ AKLλ, (4.15)
(4.16)







p2T (x− xi; Λ˜)fi(x) ≥ 2A for i ∈ {1, . . . ,N}.
Moreover, we have that N = bLλc − 1 where b·c denotes the floor function.




inf{z > qi :
∫ z
qi
















For every i ∈ I, we have






p2T (x− qˆi)f0(x)dx. (4.17)




























Using the definition of K, we get














and in a case that
∫ 1
−1 f0(x)dx = βGA, the previous term will be
Lλ ≤ |I|+ bβc+ 1,
Lλ − 1 ≤ |I|+ bβc.







Now it is clear how we are going to create functions fi. From properties of I, we have that
for i ∈ I ∫ Λ˜
0
p2T (x− qˆi)1(qi,qi+1)(x)f0(x)dx > 3A.
Define function fi(x) := gi(x)f0(x), where gi is a nonnegative continuous function bounded
by 1(qi,qi+1)(x) such that:∫ Λ˜
0
p2T (x− qˆi)gi(x)f0(x)dx =
∫ Λ˜
0
p2T (x− pˆi)fi(x)dx > 2A.
Thus, the first |I| functions fi will be of form gi(x)f0(x). The next bβc of them can be
created in a similar way. We have that∫ Λ˜
0
p2T (x)f0(x)dx = 3βA ≥ 3bβcA,
and surely we can find continuous nonnegative functions gj , supp(gj) ⊂ [−1, 1] bounded by





p2T (x)fj(x)dx > 2A.








which can be added to any of the existing fi(x). We found N (= |I|+ bβc) functions, where
N > Lλ − 1, and locations xi with property∫ Λ˜
0
p2T (x− xi)fi(x)dx > 2A,
where xi = qˆi for first |I| of them. For the next bβc of them, we will define xi = 0.
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We have seen how to split the initial condition; now we will show how to produce N
almost independent solutions. Recall [43, Lem. 2.5].
Lemma 4.1.5 (C. Mueller and R. Sowers [43]). Consider N recursively defined equations





ui(0, x) = fi(x) (4.18)
where u0 ≡ 0 on a circle of size Λ. Here the ηi are independent white noises and the ui(0, x)
are nonnegative initial conditions. Let us define
u˜(t, x) :=
{∑N
i=1 ui(t, x) for 0 ≤ t < min{t(ui) : i = 1, . . . ,N}
∞ otherwise
for all t ≥ 0. The u˜ is a solution of





on a circle of size Λ for some white noise η˜.
Proof. Even though Lemma 4.1.4 is not identical to [43, Lem. 2.5], the proof works the
same way. From the recursive nature of the theorem, it is enough to prove it for N = 2.




1 (0 < u1(s, y) + u2(s, y), s < t(u1) ∧ t(u2)) ·
·
√
(u1(s, y) + u2(s, y))2γ − u2(s, y)2γ





1 (0 < u1(s, y) + u2(s, y), s < t(u1) ∧ t(u2))
(
u1(s, y)






1 (u1(s, y) + u2(s, y) = 0 or t > t(u1) ∧ t(u2)) η1(ds, dy).
All we need to show is that if u1 and u2 solve (4.18), then u˜ solves (4.19). Write the


















pt−s(x− y) (u2(s, y))γ η2(ds, dy)
= u2(t, x) + u1(t, x)− (pt ∗ (u1(0, ·) + u2(0, ·))(x) = u˜(t, x)− (pt ∗ u˜(0, ·))(x)
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which concludes the theorem.
The previous theorem tells us that u˜, as defined in (4.19), solves the same equation as
the equation of interest, but with different noise. We will need to establish that u˜ ‘behaves’
the same way as u.
Theorem 4.1.6 (Weak Uniqueness). Let u be a solution to (SHE) with L being the gen-
erator of an α-stable Le´vy process with α ∈ (0, 1) and σ(x) = a |x|γ. Similarly, let u˜ be
the solution to (4.19), that is with the same generator but different noise η˜. Both u and u˜
share the same deterministic initial condition ϕ. Also, let uN be defined as in (CAPN) and
similarly for u˜N . Then uN has the same law as u˜N for all N ∈ N.
Proof. Take arbitrary N ∈ N. All we need is that uN and u˜N have the same finite
dimensional distributions, that is
P (uN (t1, x1) ∈ A1, . . . , uN (tk, xk) ∈ Ak) = P (u˜N (t1, x1) ∈ A1, . . . , u˜N (tk, xk) ∈ Ak)
for every tj ∈ [0,∞), xj ∈ [0, 2pi], k ∈ N and Aj ∈ B(R). One can easily see this from
the construction of uN and u˜N via Picard iterates. Kolmogorov’s extension theorem in
Appendix B tells us that both un and u˜N have the same law. We think of application of
the theorem, as stated in Appendix B, with E = [0,∞) endowed with standard topology
and T = [0,∞)× [0, 2pi].
The previous theorem has additional implications. We have, for example
P (τN (u) < x) = P (τN (u˜) < x) , ∀x ≥ 0.
Or in other words, stopping times we are interested in have the same law even though both
u and u˜ do not need to be defined on the same probability space.
At the moment, we have all the key estimates for the proof. The idea behind the
proof is the following: Wait until the solution gets large, which happens with some positive
probability according to Lemma 4.1.3. Once that happens, split and rescale the solution
according to Lemmas 4.1.1 and 4.1.4. Those rescaled pieces will play the role of initial
conditions in Lemma 4.1.5. Each subsolution ui from Lemma 4.1.5 will evolve almost
independently. We can again use Lemma 4.1.3 to get a positive probability of subsolution
ui forming a peak and continue the similar argument by again invoking Lemmas 4.1.1,4.1.4
and 4.1.5 again. This argument, of course, needs a rigorous treatment. The next section
gives rigorous treatment to our argument.
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4.2 Description of the branching process
First of all, we will need a way to encode generations of all subsolutions, births and
deaths of branching process. As we stated earlier, solution of the original equation will
give a rise to N subsolutions. And each of those will possibly create N new subsolutions in
the subsequent generation. We will denote a particular solution in a particular generation
by multi-index i ∈ Zn, where Zn := {1, . . . ,N}n is n-fold Cartesian product. The set
of all possible indices will be Z := ∪∞n=1Zn. Naturally, we have partial order on Z. Let
i = (i1, . . . , in) ∈ Zn and j ∈ Zm; we will say that j is a children of i, or i is a parent of j
and denote
i  j, (4.20)
if m ≥ n and j = (i1, . . . , in, . . . ).
We will also record whether subsolution i got large by setting Xi to one. If the subsolution
indexed by i did not get large, then we will set Xi to zero. We will also set the subsequent
generation to zero, that is we will take Xj = 0 for j  i.
4.2.1 First generation
Recall the definition of the stopping time τ from (4.11). Let
τ˜ :=
{
τ if M(τ) = LAK
∞ otherwise (4.21)
be the first time martingale M reaches level LAK. If τ˜ > 1, then we can set Xi to zero for
every i ∈ Z. Now, suppose that τ˜ ≤ 1, which happens with positive probability because of
Lemma 4.1.3, then we can use f0(x) = u(τ˜ , x) as a new initial condition and restart the
solution at that point. Use Lemma 4.1.4 to find a new set of initial conditions fi(x), i ∈
{1, . . . ,N} on a circle of length 2piLλ. Let us emphasize that those new initial conditions
will depend on u(τ˜ , ·). Finally, let ui, i ∈ Z1 be subsolutions on a circle of length 2piLλ as
defined in Lemma 4.1.5. Then u˜ =
∑
i∈Z1 ui is a solution to (4.19) on circle of length 2piL
λ
with respect to some white noise η˜. Solution u˜ is only a rescaled version of a solution to our
original problem on a circle of length 2pi by Lemma 4.1.1. Solution u˜ scaled back to circle
of length 2pi is not quite the same as u, but both have the same law by Theorem 4.1.6. For
each ui, we can define τi, τ˜i and Mi similarly to (4.11), (4.21) and (4.5). If Mi reaches level
LAK before time one, then we set Xi to one and continue the process which will be described
in the next section. If Mi, for i = (i1), fails to reach LAK, then we will set X(i1) to zero.
We will also set Xj to zero for j  i. Let us emphasize that if for any i ∈ Z, the martingale
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Mi fails to reach LAK before time one, we will not investigate subsequent generations and




u(t, x) if τ˜ ≥ 1
u(t, x) if τ˜ < 1 and t < τ˜∑
i∈Z1 Lui(L
αλ(t− τ˜),Lλx) if τ˜ < 1 and t ≥ τ˜ ,
where ui are obtained as described above. We have
∑
i∈Z1 Lui(0,L
λx) = Lu˜(0,Lλx) =
u(τ, x). One might be worried what is going to happen if u(1) in u1 get very large. The
problem is that subsequent u(2), u(3), . . . , u(N) are defined using u(1). Explosion of u(1)
cannot happen, since u1 is the scaled sum of u(i), i ∈ {1, . . . ,N}. This would imply that
P(t(u1) < ∞) > 0 and give us a contradiction with the assumption P (t =∞) = 1. By a
similar argument, we can also assume that t(ui) =∞ almost surely for i ∈ Z.
We will further assume that the probability space Ω supports countable number of
independent white noises ηi, i ∈ Z. Those noises come up naturally when we use Lemma
4.1.5.
4.2.2 Subsequent generations
At this point, we will need to introduce additional notation. Let li be the size of the
circle for a particular generation i. We have that li = L
λk for i ∈ Zk. We will need scaling
for the time variable as well; let si = L
αλk for i ∈ Zk. Moreover, scaling for the height of
the subsolution is also necessary. We will also define ai = L
k for i ∈ Zk. If τ˜ < 1, then
we get N subsolutions ui, i ∈ Z1 and corresponding stopping times τ˜i, i ∈ Z1. Martingales
M(j), j ∈ {1, . . . ,N} are not independent, but the corresponding Brownian motions (time
changed M) are independent by Knight’s theorem in Appendix B. Knight’s theorem requires
that 〈M(i),M(j)〉t = 0 for i 6= j, which is satisfied trivially since solutions u(i) and u(j) are
driven by independent white noises. Suppose that subsolution indexed by 2 develops peak
first, that is τ˜(2) < 1 and τ˜(2) < τ˜i for i 6= (2). This is a source of little problems since other
ui, i = (3), (4), . . . , (N) are defined using u(2). Also, u(1) enters definition of u(2). We do not
have a uniqueness result for the system of type (4.2). At point τ˜(2), we should start solutions
anew with now splitted u(2). We will need to keep track at which point that happened on
the original timescale; thus define υi = τ˜ +
∑
j≤i,i 6=j τ˜j/sj. With solution u2 (the solution for
second generation), we would like to fully describe the second generation of the branching
process. That is, we would like to talk about probabilities of u(i,j), (i, j) ∈ Z2 getting large.
Now suppose that all τ˜i < 1 for i ∈ Z1. There is N! possible ways to order them. In addition,





























possible combinations of survival and arrival times. This added combinatorial difficulty
causes that we will not be able to explicitly write the solution for the whole ‘second
generation’ u2. We can write the first couple of cases of u2 as
u2(t, x) =

u(t, x) if t < τ˜∑
i∈Z1 aiui(si(t− υi), lix) if τ˜ < 1 and τ˜ ≤ t ≤ min(υ(1), . . . , υ(N))∑
i∈Z1,i 6=(1) aiui(si(t− υi), lix) +
∑
i=(1,·) aiui(si(t− υi), lix)
if τ˜ < 1, τ˜(1) < 1, υ(1) = min(υ(1), . . . , υ(N)),
and υ(1) ≤ t ≤ min υ(2), . . . , υ(n)
...
If τ˜(1) = min(τ˜(1), . . . , τ˜(N)) < 1, then solutions u(1,j) will be defined on a circle of size
2piL2λ and u(1)(τ˜(1), x) =
∑N
j=1 Lu(1,j)(0,L
λx) and also set X(1) = 1.
The solution describing the third generation, called u3, will need to consider all possible
cases of births and deaths up to the second generation. It will also take into account the
order of υi, i ∈
⋃
j=1,2 Zj . To demonstrate this, assume that υ(1) < min(υ(1), . . . , υ(N))
and τ˜(1) < 1. In that case, at time υ(1), we would split u(1) into subsolutions. From this
point on, we will need to track solutions which are still ‘alive’, that is u(2), . . . , u(N) and
u(1,1), . . . , u(1,N). The next splitting is going to occur at random time min(υ(2), . . . , υ(N),
υ(1,1), . . . , υ(1,N)) assuming that min(τ˜(2), . . . , τ˜(N), τ˜(1,1), . . . , τ˜(1,N)) < 1. Let us write down
the solution in the sub-branch, where u(2) gets large before time one in its own timescale
first, that is υ(2) = min(υ(2), . . . , υ(N), υ(1,1), . . . , υ(1,N)). We can write just the first few




u(t, x) if t < τ˜
∑
i∈Z1 aiui(si(t− υi), lix) if τ˜ < 1 and τ˜ ≤ t ≤ min(υ(1), . . . , υ(N))∑
i∈Z1,i 6=(1) aiui(si(t− υi), lix) +
∑
i=(1,·) aiui(si(t− υi), lix)
if τ˜ < 1, τ˜(1) < 1, υ(1) = min(υ(1), . . . , υ(N)),
υ(1) ≤ t,
t < min(υ(2), . . . , υ(N), υ(1,1), . . . , υ(1,N))
∑
i∈Z1,i6=(1) aiui(si(t− υi), lix) +
∑
i=(1,·) aiui(si(t− υi), lix)
+
∑
i=(2,·) aiui(si(t− υi), lix)
if τ˜ < 1, τ˜(1) < 1, υ(1) = min(υ(1), . . . , υ(N)),
τ˜(2) < 1,
υ2 = min(υ(2), . . . , υ(N), υ(1,1), . . . , υ(1,N))
t ≥ υ(2)
...
In the above-described scenario, we will record X(2) = 1 if τ˜(2) < 1 and υ(2) = min(υ(2), . . . ,
υ(N), υ(1,1), . . . , υ(1,N)). We can continue with the construction of u4, u5 and so on.
One can notice slight abuse of notation for stopping times τ˜i. We should also indicate
which ‘generation’ we have in mind. More precisely, we should write for example τ˜1,(1) if we
consider solution u1; similarly, we should talk about τ˜2,(1) if we consider u2 and so on. We
will omit the notation which would add corresponding ‘splitting number’ to the definition
of stopping time τ˜ . It is important to notice that splitting times τ˜ will have the same
distributions regardless of which generation we are talking about. That is all due to the
Knight’s theorem.
We can consider another construction of solutions u, u1, etc. We can instead split
subsolutions in every sub-branch it gets large. However, there is no guarantee that we will
have a finite number of those splits in the original time scale; this is discussed in details in
[43, p. 25]. We need to use the same approach as in [43], that is, we need to consider only
a finite number of generations of the branching process.
Up to generation i, the probability of Xi, i ∈
⋃i−1
j=1 Zj giving birth to N new peaks is p.











Survival up to generation i ∈ Zk translates to very large peaks. We have that the overall
solution reaches at least a = Lk. We performed scaling such that an infinite number of
generations fit in a bounded time interval. Generation i ∈ Zk lives only for L−λk amount of
time on the original timescale, which corresponds to length one on the corresponding time
scale for ui. We have that





1− L−λ =: Ξ <∞, (4.22)
for L large enough.
The previous fact of course gives us a contradiction with the assumption that t(u) =
∞ almost surely. What we proved so far is that large peaks will survive with positive
probability. We have that limN→∞ P(tN (u) ≤ Ξ) > 0, which proves Theorem 4.0.1. We
also have that P(t(u) <∞) > 0.
4.3 General comments
This chapter and Theorem 4.0.1 is far less general than Theorem 3.1.1 in the previous
chapter. We only considered a very narrow class of Le´vy processes [α stable and symmetric]
and a specific nonlinearity σ [σ = |x|γ ]. In every step of the proof in the present section,
we relied heavily on the use of scaling. The reason is that under those specific conditions,













γ1 = 1 +
α−1
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Figure 4.1. Phase diagram for a generator of a symmetric α stable Le´vy process
APPENDIX A
INEQUALITIES
Theorem A.1 (Minkowski’s integral inequality). [60, A.1, p. 271] Let F be a measurable














|F (x, y)|p dν
)1/p
dµ(x)
for any 1 ≤ p <∞.
Theorem A.2 (Jensen’s inequality). [16, p. 50] If ϕ is a convex function and X,ϕ(X) are
integrable random variables (E [X] ,E [ϕ(X)] <∞), then
ϕ (E [X]) ≤ E [ϕ (X)] .
Theorem A.3 (Chebyshev’s inequality). [16, p. 50] If ϕ is a scrictly postive and increasing
function on (0,∞), ϕ(u) = ϕ(−u), and X is a random variable such that E [ϕ(X)] < ∞,
then for each u > 0:
P (|X| ≥ u) ≤ E [ϕ(u)]
ϕ(u)
.
Theorem A.4 (Burkholder-Davis-Gundy Inequality). [11] Let {Mt}t≥0 be a continuous L2




<∞). Then, for every k ∈ [2,∞),
‖Mt‖2Lk(P) ≤ 4k ‖〈M〉t‖Lk/2(P) .
Theorem A.5 (Ho¨lder’s inequality). [56, Thm. 3.5, p. 63] Let p > 1 and 1/p+ 1/q = 1.














Theorem B.1 (Kolmogorov’s continuity theorem). [37, Thm. C.6, p. 107] Let {Xt}t∈T
be a stochastic process, where T ⊂ Rm is measurable and bounded, and suppose that there




]1/k ≤ C%(t− s) for all s, t ∈ T.
Then X has a modification X¯ that is Ho¨lder continuous a.s. Moreover, X¯ satisfies the
following: For all q ∈ (0, 1− (H/k)) and δ ∈ (q, 1− (H/k), there exists a finite constant D,





∣∣∣∣ X¯t − X¯s%(t− s)q
∣∣∣∣k
]













ds · %(t− s)−a.
Theorem B.2 (Kolmogorov’s extension theorem). [51, I. Thm. 3.2, p. 32] Let E be a
Polish space and G the σ-algebra of its Borel subsets, for any set T of indices and any
projective family of probability measures on finite products, there exist a unique probability
measure on (ET ,G T ) whose projections on finite products are the given family.
Theorem B.3 (Kolmogorov’s consistency/existence theorem). [22, Thm. 12.1.3] Let T by
any set, m any function from T into R and C any function from T × T into R such that
C(s, t) = C(t, s) for all s, t ∈ T and for any finite F ⊂ T , {C(s, t)}s,t∈F is a nonnegative
definite matrix. Then there exists a Gaussian process xtt∈T with mean function m and
covariance function C.
Theorem B.4 (Doob-Meyer Decomposition). Let Xt, t ≥ 0 be a continuous positive super-
martingale of class DL. Then X can be decomposed as
Xt = At +Mt
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where A is a continuous nonincreasing process and M is a continuous martingale. Further-
more this decomposition is unique up to indistinguishability.
Proof. The proof of Doob-Meyer decomposition [38, 39] for a continuous case might be
found in many different forms in literature [50, Chapter III], [53, VI.29] but not quite in
the form we require. We will give a sketch of a proof based on [34, Chapter 1.4]. Theorem
[34, Thm. 1.4.10] applied to submartingale −Xt tells us that
Xt = At +Mt
where At is nonincreasing process and Mt is right-continuous martingale. This decomposi-
tion is also unique up to indistinguishability. Continuity of Xt gives us regularity [34, Def.
1.4.12] which in turn implies that At and Mt in the decomposition of Xt are both continuous
by [34, Thm. 1.4.14].
Theorem B.5 (Unimodality for transition densities of α-stable process). [64, Thm. 2.7.4,
p. 128] Transition densities pt(x), t > 0 for α-stable symmetric Le´vy process are unimodal
with mode at 0. That is, for every t > 0, pt(x) as a function of x is nondecreasing on
(−∞, 0) and nonincreasing on (0,∞).
Theorem B.6 (Gronwall type inequality - Chindarov,1970). [2, Thm. 1.4, p. 5] Let
a(t),b(t), c(t), and u(t) be continuous functions in J = [α, β], let b(t) be nonnegative in J
and suppose
u(t) ≤ a(t) +
∫ t
α
(b(s)u(s) + c(s))ds, t ∈ J.
Then
u(t) ≤ a(t) +
∫ t
α






Theorem B.7 (Tonelli’s theorem). [56, Thm. 8.8(a), p. 164] Let (X,F , µ) and (Y,G , ν)


















Theorem B.8 (Itoˆ’s formula). [51, IV. Thm. 3.3, p. 138] Let X = (X1, . . . , Xd) be a
continuous vector semimartingale and F ∈ C2(Rd,R); then, F (X) is a continuous semi-
martingale and






















Theorem B.9 (Reflection principle for Brownian motion). [51, Prep. 3.7, p. 100] Let Bt




Ta := inf{t ≥ 0 : St ≥ a},
then for every a > 0 and t ≥ 0,
P (St ≥ a) = P (Ta ≤ t) = 2 P (Bt ≥ a) = P (|Bt| ≥ a) .
Theorem B.10 (Knight’s Theorem). [34, Thm. 3.4.13, p. 179] Let Mt = (M
(1)
t , . . . ,M
(d
t )
be a continuous Ft adapted local martingale, such that limt→∞M (i) > K > 0 almost surely,
and
〈M (i),M (j)〉t = 0; 1 ≤ i 6= j ≤ d, 0 ≤ t <∞.
Define
Ti(s) = inf{t ≥ 0; 〈M (i)〉t ≥ s}; 0 ≤ s < K, 1 ≤ i ≤ d,





; 0 ≤ s < K, 1 ≤ i ≤ d,
are independent, standard one-dimensional Brownian motions.
Theorem B.11 (Stochastic Fubini). [37, Thm. 5.10] Suppose that Φ ∈ PM [see def. of
PM on p. 14], pt(x) = 1/
√
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