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GEODESIC ORBIT AND NATURALLY REDUCTIVE NILMANIFOLDS
ASSOCIATED WITH GRAPHS
Y. NIKOLAYEVSKY
Abstract. We study Riemannian nilmanifolds associated with graphs. We prove that
such a nilmanifold is geodesic orbit if and only if it is naturally reductive if and only if
its defining graph is the disjoint union of complete graphs and the left-invariant metric
is generated by a certain naturally defined inner product.
1. Introduction
A Riemannian manifold (M, g) is called a geodesic orbit manifold (or a manifold with
homogeneous geodesics, or a GO-manifold) if any geodesic of M is an orbit of a one-
parameter subgroup of the full isometry group of (M, g) [5] (one loses no generality by
replacing the full isometry group by its connected identity component I0(M)). Any con-
nected geodesic orbit manifold is homogeneous. Examples of geodesic orbit manifolds
include symmetric spaces, weekly symmetric spaces, normal and generalised normal ho-
mogeneous spaces and naturally reductive spaces. For an up-to-date account of the state
of knowledge on geodesic orbit manifolds we refer the reader to [1, 7] and the bibliogra-
phies therein.
Let (M = G/H, g), where G = I0(M) and H is a compact subgroup of G, be a homo-
geneous Riemannian manifold and let g = h⊕ p be an Ad(H)-invariant decomposition,
where g = Lie(G), h = Lie(H) and p is identified with the tangent space to M at eH .
The Riemannian metric g is G-invariant and is determined by an Ad(H)-invariant in-
ner product (·, ·) on p. The manifold (M, g) is called naturally reductive manifold if an
Ad(H)-invariant complement p can be chosen in such a way that ([X, Y ]p, X) = 0 for
all X, Y ∈ p, where the subscript p denotes the p-component. For comparison, on the
Lie algebra level, g is geodesic orbit if and only if for any X ∈ p (with any choice of p),
there exists Z ∈ h such that ([X + Z, Y ]p, X) = 0 for all Y ∈ p [5, Proposition 2.1]. It
follows that any naturally reductive manifold is a geodesic orbit manifold; the converse
is false when dimM ≥ 5.
Note that by replacing in the above definitions the group I0(M) by its subgroup G
which acts transitively on (M, g) one gets geodesic orbit spaces and naturally reductive
spaces. The property of (M, g) to be one of these depends on the choice of G.
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By the structural theory developed in [3, Theorem 1.14], [4, Section 3], the study of
general geodesic orbit manifolds can be reduced to the study of such in the following three
cases: M is a nilmanifold, M is compact, or M admits a transitive group of isometries
which is semisimple of noncompact type. In particular, any geodesic orbit nilmanifold
is necessarily two-step (or abelian) [3, Theorem 2.2]. Motivated by this fact we study in
this paper an important class of two-step nilpotent Lie groups, the nilpotent Lie groups
associated with graphs.
Let G = (V, E) be a finite, simple, undirected graph, with the set of vertices V =
{V1, . . . , Vn}, n ≥ 1, and the set of edges E = {E1, . . . , Em}, m ≥ 0.
We write Eα = ViVj if the edge Eα joins the vertices Vi and Vj , where α = 1, . . . , m, 1 ≤
i 6= j ≤ n. A Lie algebra n is said to be associated with the graph G, if n has a
basis {e1, . . . , en, z1, . . . , zm} such that all the vectors zα are in the centre of n, and for
1 ≤ i < j ≤ n, we have
[ei, ej ] =
{
zα, if Eα = ViVj ;
0, otherwise.
Any such basis for n is called a standard basis. There are many standard bases – any
one of them can be obtained from a particular one by an automorphism of n (for the
description of the derivation algebra see Section 2). However, by the result of [6] the
algebra n determines the graph G uniquely, up to isomorphism. A Lie algebra associated
with a graph is two-step nilpotent (and is abelian if and only if E = ∅). We say that a
simply connected Lie group G is associated with a graph G, if its Lie algebra is.
An inner product on the Lie algebra n associated with a graph G is called standard if
n admits an orthonormal standard basis; we also call standard the corresponding left-
invariant metric on the Lie group G associated with G.
We introduce a more general class of inner products which are obtained from a standard
inner product by taking a certain orthogonal splitting of the derived algebra and rescaling
the standard inner product on every subspace of that splitting. Let (n, (·, ·)) be a metric
two-step nilpotent Lie algebra. Denote z = [n, n] and a = z⊥. Note that z lies in the
centre of n. We define an (injective) linear map J : z→ so(a), Z 7→ JZ , by
(1) (JZX, Y ) = (Z, [X, Y ]),
for X, Y ∈ a, Z ∈ z. Denote J = Span(JZ |Z ∈ z).
Now let a graph G be a disjoint union of complete graphs and let 〈·, ·〉 be the standard
inner product defined by a standard basis {e1, . . . , en, z1, . . . , zm} for the Lie algebra n
associated to G. Then z = Span(z1, . . . , zm) and a = Span(e1, . . . , en). Computing the
operators JZ as in (1) for the inner product 〈·, ·〉 we obtain J = ⊕
p
µ=1so(aµ, 〈·, ·〉), where
aµ ⊂ a are mutually orthogonal subspaces. The bilinear form B(K1, K2) = −
1
2
Tr(K1K2)
on J is proportional to the restriction to J of the Killing form of so(a, 〈·, ·〉) and satisfies
〈Z,W 〉 = B(JZ , JW ) for Z,W ∈ z. Consider an arbitrary decomposition of the (reduc-
tive) Lie algebra J into the B-orthogonal sum of ideals and let an operator Φ ∈ End(J )
be the linear combination of the projections from J to those ideals, with positive coeffi-
cients. Define a new inner product (·, ·) on n by (X+Z, Y +W ) = 〈X, Y 〉+B(ΦJZ , JW )
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for X, Y ∈ a, Z,W ∈ z (note that if we choose Φ = id, then (·, ·) = 〈·, ·〉). Any inner
product (·, ·) constructed in this way is called semi-standard ; we also call semi-standard
the corresponding left-invariant metric on the Lie group G associated with G. Note that
the restriction of a semi-standard inner product to z is an invariant inner product in
the sense of [3, Definition 2.6]. We give an example of a semi-standard inner product in
Section 2.
We prove the following theorem.
Theorem. Suppose G is a Lie group associated with a graph G and equipped with a
left-invariant metric g. The following three statements are equivalent.
(i) The metric Lie group (G, g) is a geodesic orbit manifold.
(ii) The metric Lie group (G, g) is a naturally reductive manifold.
(iii) The graph G is the disjoint union of complete graphs (and so G is the direct
product of two-step free groups and an abelian group) and g is a semi-standard
metric.
Note that we consider isolated vertices as complete graphs on a single vertex. We
also note that if the graph G is connected and n = |E| 6= 4, then the metric g in (iii) of
the Theorem is in fact proportional to a standard metric. Indeed, in that case we have
J = so(a) which is simple for n > 4 and n = 3 and is one-dimensional for n = 2.
2. Preliminaries and example
Let (G, g) be a simply connected two-step nilmanifold equipped with a left-invariant
metric g. Let n = Lie(G) and let (·, ·) be the corresponding inner product on n. As
in Section 1, denote z = [n, n], a = z⊥, introduce the operators JZ , Z ∈ z, by (1) and
denote J ⊂ so(a) their span. For D ∈ End(n) define Da ∈ End(a) by DaX = piaDX ,
where X ∈ a and pia is the orthogonal projection to a.
The following description of the algebra Der(n) of derivations of n is well known (note
that any derivation maps z to z and that any endomorphism D mapping n to z and z to
zero is a derivation).
Lemma 1. Let D ∈ End(n). Then
(a) D ∈ Der(n) if and only if for all Z ∈ z we have JZDa +D
∗
aJZ = JD∗Z , where the
asterisk denotes the metric conjugation.
(b) D ∈ Der(n) ∩ so(n) if and only if both a and z are D-invariant and for all Z ∈ z
we have JDZ = [Da, JZ ].
Note that every derivation D of n which keeps a and z invariant is uniquely determined
by Da: the restriction of D to z can be found from Lemma 1(a) as J is injective, and so
to find all such derivations it suffices to find all T ∈ End(a) such that JZT + T
∗JZ ∈ J .
Geodesic orbit and naturally reductive nilmanifolds are characterised as follows (recall
that any naturally reductive homogeneous Riemannian manifold is geodesic orbit).
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Proposition 1. Let (G, g) be a nilmanifold with a left-invariant metric.
(a) If (G, g) is geodesic orbit manifold, then G is two-step [3, Theorem 2.2].
(b) (G, g) is a geodesic orbit manifold if and only if, for every X ∈ a and Z ∈ z there
exists D ∈ Der(n) ∩ so(n) such that DZ = 0 and DX = JZX [3, Theorem 2.10].
(c) (G, g) is a naturally reductive manifold if and only if J is a subalgebra of so(a)
and J−1 ◦ adJZ ◦J ∈ so(z), for every Z ∈ z [3, Theorem 2.5].
Note that by Lemma 1(b) and since J is injective, the condition DZ = 0 from (b) is
equivalent to the fact that [Da, JZ ] = 0. For further results on the metric Lie algebra of
a geodesic orbit nilmanifold we refer the reader to [3, Section 2] and [4, Proposition 3.2].
Let n be a two-step nilpotent algebra associated with a graph G. Choose a standard
basis {e1, . . . , en, z1, . . . , zm} for n and equip n with the standard inner product corre-
sponding to that basis. Let Mij ∈ End(a) be defined by Mijei = ej and Mijek = 0 for
k 6= i. We have z = Span(z1, . . . , zm), a = Span(e1, . . . , en) and Jzα = Mij −Mji, where
Eα = ViVj and i < j.
Following [2], for i = 1, . . . , n we denote Ω′i = {j | ViVj ∈ E} and Ωi = Ω
′
i ∪ {i}. The
relation  on the set {1, 2, . . . , n} defined by i  j ⇔ Ω′i ⊂ Ωj is transitive: if i  j and
j  k, then i  k. Then the relation i ∼ j ⇔ (i  j & j  i) is an equivalence relation;
moreover, the relation  descends to the set of equivalence classes where it becomes a
partial order.
The algebra Der(n) is characterised by Lemma 1(a) and the following Proposition.
Proposition 2 ([2, Theorem 4.2]). {Da |D ∈ Der(n)} = Span(Mij | i  j).
We finish this section with an example of a semi-standard but not standard inner
product on a nilpotent algebra associated with a graph.
Example. Consider the graph G with 12 vertices and 11 edges shown in Figure 1.
e1 e3
e2
e4
e5 e7
e6
e8
e9
e10
e11
e12
Figure 1. The graph G = K4 ⊔K3 ⊔K2 ⊔K2 ⊔K1.
With the labelling of the vertices as in Figure 1 we get a standard basis {ei, zα} for
the Lie algebra n associated with G and the following bracket relations:
[e1, e2] = z1, [e1, e4] = z4, [e5, e6] = z7, [e8, e9] = z10,
[e2, e3] = z2, [e2, e4] = z5, [e6, e7] = z8, [e10, e11] = z11,
[e1, e3] = z3, [e3, e4] = z6, [e5, e7] = z9.
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Let 〈·, ·〉 be the standard inner product on n which corresponds to that standard basis.
Then J = so(4) ⊕ so(3) ⊕ so(2) ⊕ so(2) and we have a B-orthogonal decomposition
J = i1 ⊕ i2 ⊕ i3 ⊕ i4 ⊕ i5 into the sum of irreducible ideals given by
i1= Span(J1 + J6, J2 + J4, J5 − J3) ≃ so(3), i2= Span(J1 − J6, J2 − J4, J5 + J3) ≃ so(3),
i3 = Span(J7, J8, J9) ≃ so(3), i4 = R(cos θJ10 + sin θJ11), i5 = R(− sin θJ10 + cos θJ11),
for an arbitrary θ ∈ R (where we abbreviated Jzi to Ji). The subspaces zk = J
−1ik are
given by
z1 = Span(z1 + z6, z2 + z4, z5 − z3), z2 = Span(z1 − z6, z2 − z4, z5 + z3),
z3 = Span(z7, z8, z9), z4 = R(cos θz10 + sin θz11), z5 = R(− sin θz10 + cos θz11).
We can define a family of semi-standard inner products (·, ·) on n such that the decom-
position n = a⊕z1⊕z2⊕z3⊕z4⊕z5 is orthogonal, (·, ·)|a = 〈·, ·〉|a, and (·, ·)|zk = λk〈·, ·〉|zk,
where λk > 0 for k = 1, . . . , 5.
3. Proof of the Theorem
We start with proving the implication (i) ⇒ (iii).
Suppose n is a Lie algebra associated with a graph G and equipped with an inner
product (·, ·) such that (n, (·, ·)) generates a geodesic orbit metric g on G. Define z
and a as in Section 1. For any choice of a standard basis {e1, . . . , en, z1, . . . , zm}, we
have z = Span(z1, . . . , zm), and then adding any linear combinations of the zα’s to the
ei’s we get another standard basis, so we can choose a standard basis such that a =
Span(e1, . . . , en) (later in the proof, we will specify the standard basis further). Let
〈·, ·〉 be the standard inner product corresponding to the chosen standard basis and let
A ∈ End(a) and C ∈ End(z) be defined by (AX, Y ) = 〈AX, Y 〉 and (CZ,W ) = 〈CZ,W 〉,
for all X, Y ∈ a, Z,W ∈ z. The endomorphisms A and C are symmetric relative to the
restrictions of 〈·, ·〉 to a and to z respectively and are positive definite.
For Z ∈ z we have
(2) JZ = A
−1J0CZ ,
where J and J0 are computed relative to the inner products (·, ·) and 〈·, ·〉 respectively.
Now suppose the graph G contains an edge Eα = ViVj such that i 6∼ j. We have
J0zα = ±(Mij − Mji). Without loss of generality we can assume that i 6 j. Then
by Proposition 2, for any derivation D of n we have 〈Dei, ej〉 = 0. Now let Z =
C−1zα, and X = ei. We have JZX = A
−1J0CZX = A
−1J0
CC−1zα
ei = ±A
−1ej and so
by Proposition 1(b), there exists D ∈ Der(n) such that Dei = ±A
−1ej . But then
0 = 〈Dei, ej〉 = ±〈A
−1ej , ej〉, in contradiction with the fact that A is positive definite.
It follows that ViVj is an edge of G only when i ∼ j. But by [2, Remark 4.6], in every
∼-equivalence class, either all the vertices are pairwise adjacent, or no two vertices are
adjacent, so that for every equivalence class, the induced subgraph is either complete or
empty (edgeless). Therefore G is the disjoint union of complete graphs (some of which
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can be isolated vertices). All the isolated vertices form a single equivalence class C0.
Denote Cµ, µ = 1, . . . , p, the other equivalence classes; all of them have at least two
elements, and G is the disjoint union of the complete graphs on the sets Cµ, µ = 1, . . . , p,
and the isolated vertices from C0.
We can now specify the standard basis further. The subspace a0 = Span(ei | i ∈ C0) ⊂ a
is central in n. It follows that adding arbitrary vectors from a0 to the elements ei of a
standard basis produces another standard basis. We can therefore assume that our
standard basis is chosen in such a way that the restrictions of the inner products (·, ·)
and 〈·, ·〉 to a0 coincide and that the orthogonal complements to a0 in a relative to both
(·, ·) and 〈·, ·〉 are the same.
For µ = 1, . . . , p define the subspaces aµ = Span(ei | i ∈ Cµ) ⊂ a. Denote J
0 :=
Span(J0Z |Z ∈ z). We summarise the above in the following lemma.
Lemma 2. The direct decomposition a = a0⊕a1⊕· · ·⊕ap is orthogonal relative to 〈·, ·〉.
We have J 0 = ⊕pµ=1so(aµ, 〈·, ·〉) and {Da |D ∈ Der(n)} = ⊕
p
µ=0 End(aµ).
Proof. The first two assertions follow from the construction of the standard basis. The
third one, from Proposition 2. 
We will need the following linear algebraic fact. Let r = max(rk JZ |Z ∈ z). Then
there is an open, dense subset U ∈ z such that rk JZ = r for all Z ∈ U (as the condition
rk JZ < r is equivalent to a system of polynomial equations for Z). We say that Z ∈ z is
generic if rk JZ = r and all the nonzero (complex) eigenvalues of JZ are pairwise distinct.
Lemma 3. There exist an open, dense subset U ′ ⊂ U ⊂ z consisting of generic vectors.
Proof. First note that it is sufficient to find at least one generic Z ∈ z. Indeed, the
characteristic polynomial χZ(λ) of JZ has the form χZ(λ) = fZ(λ)λ
n−r, where fZ is a
polynomial of degree r whose coefficients depend polynomially on Z and whose constant
term is nonzero for Z ∈ U . The fact that JZ has a nonzero multiple eigenvalue is
equivalent to the fact that the discriminant of fZ is zero which is equivalent to vanishing
of a certain polynomial in Z. If the complement to the zero set of that polynomial is a
non-empty subset of z, then it is open and dense.
To construct a generic Z we note that by (2) the operator JZ is conjugate to the
operator SJ0CZS, where S is a positive definite, 〈·, ·〉-symmetric square root of A
−1.
Note that SJ0CZS is skew-symmetric relative to 〈·, ·〉. Furthermore, the maximal rank
r of JZ , Z ∈ z, equals the maximal rank of J
0
Z , Z ∈ z, which by Lemma 2 equals∑p
µ=1 rµ, where rµ = 2⌊
1
2
dim aµ⌋. Now for every µ = 1, . . . , p, choose operators Kµ,j ∈
so(aµ, 〈·, ·〉), j = 1, . . . ,
1
2
rµ as follows. Take an 〈·, ·〉-orthonormal basis b1, . . . , bdim aµ for
aµ and define Kµ,j so that the (2j − 1, 2j)-th entry of its matrix relative to that basis
is 1, the (2j, 2j − 1)-th entry is −1 and all the other entries are zeros. Then any linear
combination of the operators Kµ,j which has 0 ≤ s ≤
1
2
rµ nonzero coefficients has rank
2s. Now extend every operator Kµ,j to an operator in so(a, 〈·, ·〉) by defining it to be
zero on the orthogonal complement to aµ relative to 〈·, ·〉, and then label the resulting
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operators consecutively, K1, . . . , Kr. Note that Ki ∈ J
0 and that the rank of any linear
combination of the operators Ki which has 0 ≤ s ≤
1
2
r nonzero coefficients is 2s.
Now the operator S(x1K1)S, x1 6= 0, has rank two, with two nonzero eigenvalues
±λ1i. The operator S(x1K1 + x2K2)S, x1, x2 6= 0, has rank four. As the eigenvalues
depend continuously on the coefficients, for small enough x2 it has four distinct nonzero
eigenvalues ±λ′1i,±λ2i, where λ
′
1 is close to λ1 and λ2 is close to zero. Repeating the
argument we get a sequence of nonzero numbers x1, . . . , xr ∈ R such that the operator
S(x1K1 + · · · + xrKr)S has rank r, with r pairwise distinct eigenvalues. But x1K1 +
· · · + xrKr ∈ J
0, so that x1K1 + · · · + xrKr = J
0
W for some W ∈ z. By (2) we have
JC−1W = A
−1J0W = S(SJ
0
WS)S
−1, and so the vector C−1W is generic. 
By Proposition 1(b), for any Z ∈ z and any X ∈ a, there exists D = D(Z,X) ∈ Der(n)
which keeps z and a invariant, which is skew-symmetric relative to (·, ·) and such that
JZX = D(Z,X)X and D(Z,X)Z = 0. The latter condition is equivalent to the fact
that [JZ , Da(Z,X)] = 0. Now assume that Z ∈ U
′. As Z is generic, the centraliser of
JZ in so(a, (·, ·)) is Span(JZ , J
3
Z , . . . , J
r−1
Z ) ⊕ k, where k = {Q ∈ so(a, (·, ·)) | JZQ = 0}.
It follows that Da(Z,X) = α1(Z,X)JZ + α3(Z,X)J
3
Z · · · + αr−1(Z,X)J
r−1
Z + Q(Z,X)
for some α1(Z,X), α3(Z,X), . . . , αr−1(Z,X) ∈ R and some Q(Z,X) ∈ k. Now let
a0 = KerJz, a
1 = Im JZ and let X = X
0 + X1, where X0 ∈ a0 and X1 ∈ a1.
From JZX = Da(Z,X)X we obtain JZX
1 = α1(Z,X)JZX
1 + α3(Z,X)J
3
ZX
1 + · · · +
αr−1(Z,X)J
r−1
Z X
1 + Q(Z,X)X0. Projecting to a0 we find that Q(Z,X)X0 = 0. Let
U ′′(Z) ⊂ a be the set of those X ∈ a for which the set of vectors {J iZX | i = 1, . . . , r−1}
(= {J iZX
1 | i = 1, . . . , r−1}) is linear independent. As Z is generic, U ′′(Z) is an open and
dense subset in a and is the complement to the union of the zero sets of a finite number
of polynomials of X whose coefficients are polynomials in Z (representing the fact that
JZX ∧ J
3
ZX ∧ · · · ∧ J
r−1
Z X = 0). It follows that the subset U
⋆ = ∪Z∈U ′U
′′(Z) ⊂ z× a is
open and dense in z× a and moreover, for all pairs (Z,X) ∈ U⋆ ⊂ z× a we have
(3)
Da(Z,X) = JZ +Q(Z,X), where
Q(Z,X) ∈ so(a, (·, ·)), JZQ(Z,X) = 0, Q(Z,X)X = 0.
Then for all such pairs, JZDa(Z,X) = J
2
Z , and so by (2) we obtain J
0
CZDa(Z,X) =
J0CZA
−1J0CZ . Now suppose that p > 1. By Lemma 2, both J
0
Z and Da keep the 〈·, ·〉-
orthogonal decomposition a = ⊕pµ=0aµ invariant. Then for any Y1 ∈ aµ, Y2 ∈ aν ,
µ 6= ν, 1 ≤ µ, ν ≤ p, we have 0 = 〈J0CZD(Z,X)Y1, Y2〉 = 〈J
0
CZA
−1J0CZY1, Y2〉 =
〈A−1J0CZY1, J
0
CZY2〉. This is satisfied for an open, dense set of Z ∈ z, hence for all
Z ∈ z. As Y1 ∈ aµ and Y2 ∈ aν are arbitrary and we obtain 〈A
−1aµ, aν〉 = 0. Since we
have already specified our standard basis in such a way that Aa0 ⊂ a0, we obtain that
all the subspaces aµ, µ = 0, 1, . . . , p, are A-invariant.
We can now specify the standard basis {e1, . . . , en, z1, . . . , zm} further by noting that
we can take for {e1, . . . , en} the union of any bases for aµ, µ = 0, 1, . . . , p, and then
modify the vectors z1, . . . , zm accordingly. It follows that we can choose a standard basis
in such a way that A = id, that is, such that the restrictions of (·, ·) and of 〈·, ·〉 to a
8 Y. NIKOLAYEVSKY
coincide. Then from (3) and (2) we obtain that for all (Z,X) ∈ U⋆ we have Da(Z,X) =
J0CZ + Q(Z,X), with Da(Z,X), J
0
CZ , Q(Z,X) ∈ so(a, 〈·, ·〉) and JCZQ(Z,X) = 0. By
Lemma 2 and from the fact that JZ = J
0
CZ has the maximal rank (as Z ∈ U
′) we obtain
that Q(Z,X) ∈ so(a0, 〈·, ·〉)⊕ 0|⊕pµ=1aµ , so in particular, JWQ(Z,X) = 0 for all W ∈ z.
We now consider Dz(Z,X), the restriction of D(Z,X) to z. It is skew-symmetric
relative to the restriction of (·, ·) to z and satisfies the equation in Lemma 1(a). As
A = id, we obtain from (2):
Dz(Z,X)
tC ∈ so(z, 〈·, ·〉),(4)
J0Dz(Z,X)tW = [J
0
W , Da(Z,X)], for all W ∈ z,(5)
and so for (Z,X) ∈ U⋆ equation (5) gives J0Dz(Z,X)tW = [J
0
W , J
0
CZ ]. From Lemma 2,
J 0 is a subalgebra; as the map J0 : z → J 0 is injective, the above equation determines
Dz(Z,X) uniquely. Moreover, by continuity the same equation holds for all (Z,X) ∈ z×a.
Furthermore, Dz(Z,X) does not depend on X (so that Dz(Z,X) = Dz(Z)) and the map
Z 7→ Dz(Z) is linear.
The bilinear form B(K1, K2) = −
1
2
Tr(K1K2) introduced in Section 1 is an invariant
form on the algebra J 0 and 〈Z,W 〉 = B(J0Z , J
0
W ), so (4) gives B(J
0
Dz(Z)tCW
, J0W ) = 0,
for all Z,W ∈ z, and so 0 = B([J0CW , J
0
CZ ], J
0
W ) = B([J
0
W , J
0
CW ], J
0
CZ). As C is non-
singular we get [J0W , J
0
CW ] = 0. Define the endomorphism Φ of the algebra J
0 by
ΦJ0W = J
0
CW . Note that Φ is symmetric relative to B, as C is symmetric relative to 〈·, ·〉.
Then we get [K,ΦK] = 0 for all K ∈ J 0. It follows that [K1,ΦK2] = [ΦK1, K2],
and so B([K1,ΦK2], K3) = B([ΦK1, K2], K3), for all K1, K2, K3 ∈ J
0. This gives
B([ΦK2, K3], K1) = B([K2, K3],ΦK1) = B(Φ[K2, K3], K1), and so [Φ, adK ] = 0 for all
K ∈ J 0. It follows that the eigenspaces of Φ are ideals of J 0 which are orthogonal rela-
tive to B. Then (Z,W ) = 〈CZ,W 〉 = B(J0CZ , J
0
W ) = B(ΦJ
0
Z , J
0
W ), so the inner product
(·, ·) is semi-standard, as required.
As (ii)⇒ (i) is always true, to complete the proof we have to establish the implication
(iii) ⇒ (ii). Let G be the union of complete graphs and let (·, ·) be a semi-standard
inner product on the algebra n associated with G. We denote Cµ, µ = 0, 1, . . . , p,
the equivalence classes of the vertices of G, where the class C0 contains all the iso-
lated vertices (and can be empty) and the induced subgraph on each of the classes
Cµ, µ = 1, . . . , p, is a complete graph on at least two vertices. We take the stan-
dard basis {e1, . . . , en, z1, . . . , zm}, the corresponding standard inner product 〈·, ·〉 and
the operator Φ as in the definition of the semi-standard inner product in Section 1.
Note that the restrictions of 〈·, ·〉 and (·, ·) to a = Span(e1, . . . , en) coincide and that
the derived algebra z = Span(z1, . . . , zm) is the orthogonal complement to a relative
to both (·, ·) and 〈·, ·〉. We have an orthogonal decomposition a = ⊕pµ=0aµ relative
to the both inner products, where as above, aµ = Span(ei | i ∈ Cµ). By (1) we have
J = ⊕pµ=1so(aµ) (for both inner products), and so J ⊂ so(a) is a subalgebra, hence
satisfying the first condition of Proposition 1(c). Furthermore, for any Z,W ∈ z we
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have ((J−1 ◦adJZ ◦J)W,W ) = (J
−1[JZ , JW ],W ) = B(Φ[JZ , JW ], JW ) by definition of the
semi-standard inner product. As B is invariant and Φ is symmetric relative to B we get
B(Φ[JZ , JW ], JW ) = B([JW ,ΦJW ], JZ). But [JW ,ΦJW ] = 0 as the eigenspaces of Φ are
B-orthogonal ideals of J . So the second condition of Proposition 1(c) is satisfied, and
hence the nilmanifold (G, g) with n = Lie(G) and the left-invariant metric g generated
by (·, ·) is naturally reductive. This completes the proof of the Theorem.
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