Malyshev's theory 3], 10]{ 13] of asymptotics of stationary probabilities for a random walk in a quarter-plane is extended to cover the case of joint-the-shorter-queues. 
Z 2 + = f(m; n) : m; n = 1; 2; : : : g of Z 2 + and the`positive' parts of its`boundary', Z (1) + = f(m; 0) : m = 1; 2; : : : g and Z (2) + = f(0; n) : n = 1; 2; : : : g.
We call this a universal homogeneity condition (UHC). Unfortunately, the UHC is restrictive from the point of view of the queueing theory. For example, the simplest model of the so-called joint-the-shorter-queue (brie y, JS-queue) does not satisfy the UHC.
A JS-queue, with two exponential servers, is as follows. Tasks (or customers) arrive within three independent Poisson processes 1 , 2 and 0 . Processes 1 and 2 are of rate and 0 of rate 0 . Tasks from 1 go to server 1, tasks from 2 to server 2 and tasks from 0 choose the shortest queue, breaking ties at random. In other words, 1 and 2 generate dedicated and 0 opportunistic tra c. The service rate at each server equals one, and tasks are served according to a conservative discipline (say, FCFS), without interruption. Such a system is described by a continuous-time Markov process on Z 2 + : in a state (m; n) there are m tasks in the queue at server 1 and n at server 2. It is easy to check that the corresponding continuous-time An interesting problem is to obtain asymptotics of the stationary probabilities for a JS-queue. When 0 = 0, we have a pair of isolated exponential servers: this is the only case where the stationary probabilities can be precisely calculated. The opposite case where = 0 was studied in 5], by using a special modi cation of methods from 11]{ 13]. In this paper we consider the case where ; 0 > 0. In fact, we introduce a class of nearest-neighbour RWs on Z 2 + whose jump probabilities satisfy Eqn (1.2.1) called a symmetric homogeneity condition (SHC); this class includes the above JS-queue models.
Essentially the SHC means that we consider a RW in an`eight-plane'. It is convenient to organise the jump probabilities specifying the RW in three (Similar asymptotics hold for n;m+n .) Throughout the paper symbol means that the ratio of two expressions tends to 1. As 11]{ 13], the asymptotical analysis m+n;m is based on complex integration on a Riemannian surface (which in our case is a two-dimensional torus). We consider a 'generic' situation where the components of vectors p, b and d (obeying bounds (1.2.2)) do not satisfy certain (non-linear) equations. These equations (there are three of them, see (4. 3){(4.5)) describe various 'degeneracies' that may occur in the asymptotical behaviour of complex integrals under consideration. The degenerate cases are not discussed in this paper, although it is clear that they may be formally analysed by using similar methods. From the practical point of view, these cases are rather exotic: we prove that two of them, related to Eqns (4.4) and (4.5), do not occur for a large class of SHC random walks including the JS-queues. We also believe that the rst of these cases related to Eqn(4.3) does not occur either; an argument supporting this conjecture, although falling short of a complete proof is given in Section 4 (in fact, if completed, this argument would exclude all three cases).
Assuming (1.2.2) and the above non-degeneracy condition we are able to identify a 'principal' geometric term q m r n de ning the log-asymptotics constant C. In the case of JS-queues, the above description can be made more precise; see Corollary 5.1.
In Sections 2{3 we discuss, respectively, geometric and analytic aspects of the theory of SHC random walks. Our results for a general SHC random walk can be found in Section 4 (see Theorems 4.1 { 4.4, Corollary 4.1.). Our nal formulas are rather involved, but still manageable. The reader interested in the application to the JS-queues can concentrate on Section 5 (Theorems 5.1 { 5.2 and Corollary 5.1) where all related results are stated in a self-contained manner. The proof of Theorem 1.1 is given in Section 6.
In terms of JS-queues, there is a question how our results are related to particular cases where 0 = 0 or = 0 (the case of = 0 was studied in detail in 4] ). This is discussed in Section 5.
Throughout the paper we repeatedly use ideas and technical tools from papers 11] { 13] and book 3].
Symbol is used to mark the end of a proof or an argument or a remark.
Random walk L: an eighth-plane symmetry
We study a discrete-time nearest-neighbour RW L in Z 2 + , whose jump prob- In other words, under condition (1.2.1), the jump probabilities are described by a 6-dimensional array formed by four stochastic vectors, The proof of this theorem is given in Section 6. In the above example of the JS-queue we have p 10 Under the condition that p > 0, if E 2 6 = 0 then 0 < x 1 < x 2 < 1 < x 3 < x 4 , and if E 2 = 0 and E 1 < 0 then 0 < x 1 < x 2 = 1 < x 3 < x 4 . If E 1 6 = E 2 , then t 1 < t 2 < 1 < t 3 < t 4 and if E 1 = E 2 and E 2 < 0 then t 1 < 1 = t 2 < t 3 < t 4 or x x 4 ; t(x) is complex when x 1 < x < x 2 and x 3 < x < x 4 . Thus X(t) and T(x) are complex precisely on the segments of the real line where the cuts were made to construct the Riemannian surface. Therefore (see Figure 2 ), set consists of two non-intersecting closed analytic curves 0 and 1 homotopically equivalent (brie y, homotopic) to a basic cycle on T (a)
Here, Figure 4 . Figure   4 .
Meromorphic continuation of and
In subsection 2. Step One. Set G (0) := G x n G t . This domain is bordered by e ? 0 and ? 1 .
Apply the automorphism to G (0) . Then G (0) S 2 t and G (0) is bordered Step Two. The domain G (2) 
? 1 (G t n G x ) and in a neighbourhood of its border ? 1 = ? 0 and (c) Eqn (2.1.11) is valid in G x G t . Also note that (2.2.1) and (2. Step Three. Consider the domain G (3) = G (2) bordered by ? 2 = ? 1 (this border is common with G (1) ) and a cycle ? 4 := ? 3 homotopic to ? 2 . We have G (3) \ G (1) = ;, because (G (3) \ G (1) ) = G (2) \ G (0) = ;. As the procedure has not been stopped after Step Two, the domain D 1 has not been covered by G (1) 
After 2n steps we successively construct 2n domains G (1) , ..., G (2n) , where G (2n) = G (2n?1) = ( G (2n?2) ) = : : : = ( ) n?1 G (1) 2 are not yet completely covered.
Step 2n + 1. De ne the domain G (2n+1) = G (2n) = ( ) n G (1) Step 2n + 2. At this step we construct the domain G (2n) = G (2n+1) and extend and to G (2n+2) \ D 2 by using (2.2.5).
The procedure stops whenever n k=1 G (k) covers D 1 D 2 . It stops after nitely many steps, because for some > 0 the distance between the points s and s is 8 s 2 T. In fact, assume the opposite. Then there would be a sequence of points s n 2 T such that x(s n ) ? x( s n ) ! 0 and t(s n ) ? t( s n ) ! 0. Then, by the de nition of , x(s n ) ? x( s n ) ! 0. But x(s n ) and x( s n ) are values of X at t = t(s n ). Then t(s n ) must tend to one of branching points t 1 ; t 2 ; t 3 ; t 4 . Then t( s n ) tends to the value of T at x = X(t i ), i = 1; 2; 3; 4, which is di erent from t i . But X(t i ) are not branching points for T(x). Thus t(s n ) ? t( s n ) 6 ! 0. Corollary 2.3. resp. ] can be meromorphically continued to sphere S cut along x 3 ; x 4 ] resp. t 3 
; t 4 ]].
For the proof, de ne (x) := (s) for s with x(s) = x, and (t) := (s) for s with t(s) = t. Owing to (2.2.1), these formulas provide the meromorphic continuation.
3 Analytic aspects of the theory 3.1 Contour integrals on T From now on we will concentrate on the case E 2 < 0, E 1 ? E 2 < 0 (see Proposition 2.1 (a)). The analysis of other cases is carried out in a similar fashion.
We represent the stationary probabilities m+n;m as sums of contour integrals along cycles ? 1 Proof. The proof of Lemma 3.1 is a straightforward exercise based on Cauchy's formula. We only observe that the residues of the integrand: the zeros T 1 (x) and T 2 (x) of function t ! Q(x; t) and the zeros of X 1 (t), X 2 (t) of function x ! Q(x; t) can be separated by the circles jtj = 1+ and jxj = 1+ respectively which is true owing to Proposition 2.1(a).
Asymptotics of stationary probabilities
Our objective is now to evaluate the asymptotics of m+n;m as m; n ! 1 with (m + n)=m ctg , 0 =4. The denominator of integrands in (3.1.1) behaves as (x ctg ?1 (s)t(s)) m for 0 < =4 and (x(s)) n for = 0. Set:
The asymptotics of m+n;m for 0 < < =4 is established by using the saddle-point approximation. It is convenient to introduce a new covering map y : T ! S with y(s) = t(s)=x(s ; T(x 2 )), passing through (X(t 2 ); t 2 ) for = ?3 =4, (x 3 ; T(x 3 )) for = 0, (t 3 ; X(t 3 )) for = =4 and coming back to (x 2 ; T(x 2 )) for = .
In what follows, we call a point s 0 2 T inferior to s 00 2 T (and s 00 superior to s 0 ) for a given if (s 0 ) and (s 00 ) are real and (s 00 ) < (s 00 ); we use the same terminology when comparing a point and a line. The most inferior of a ( nite) collection of points of T is called lowest, as opposite to highest.
The locus fs : Im ln x ctg ?1 (s)t(s) = Im ln x ctg ?1 (S( ))t(S( )) = 0g represents two curves of steepest descent of through S( ). These curves are orthogonal at S( ), and in a neighbourhood U of S( ) one of them is a part of 0 . Technically it is convenient to x two closed contours and e so that in U they both coincide with the curve of steepest descent orthogonal to 0 and outside U are superior to S( ). See Figure 5 .
Denote by E resp. e E ] the domain in U bordered by ? 1 resp. e
? 1 ] and resp. e ] and disjoint from G x G t , see Figure 5 . We are now prepared to specify the asymptotics of m+n;m as m; n ! 1, with (m + n)=m ctg , where 0 < < =4. Dealing with the level curves of , we will use the property of structural stability. See Lemma 3.3 from 10] and Lemma 4 from 13]. As in these papers, the structural stability in the context of this work means that the topological picture of the level curves of for 0 < < =4, is the same as that for T transforming the foliation by the level curves for 2 (0; =4) to that for = 0 and preserving the order of the level curves (so that for any pair of level curves, if one of them is inferior to another then their images are ordered in the same way). Observe that the structural stability is not extended to = =4: see Figure 7 (c).
Note that, the level curves of through S( ) are orthogonal to each other and partition the neighbourhood of S( ) into four connected domains. Each of these curves is homotopic to ? 1 and the two intersect only at S( ). The same is true of the level curves of through point s( ; 2). (The above facts are straightforward for = 0 and hold for 0 < < =4, owing to the structural stability.)
On the other hand, for any point s 2 0 di erent from s( ; 2) and S( ), the level set fs : (s) = (s )g has two disjoint connected components
(c) Figure 7 (one passing through s and the other not). Both these components are homotopic to ? 1 . (Again, these facts are straightforward for = 0 and hold for 0 < < =4, owing to the structural stability.)
In Lemmas 3.3 { 3.4 we assume that 0 < < =4.
Lemma 3.3. Assume that function resp. ] has poles in E resp. We will prove that the image h t (s ) of (s ) on S lies inside the circle (s ) = fz : jzj = t(s )g, apart from the point z = t(s ) where h t (s ) and Figure 9 . Clearly, the real point t(s ) is a common point for (s ) and h t (s ). We want to show that (a) t(s ) is a unique common point, and (b) all other points of h t (s ) lie strictly inside circle (s ).
To prove (a), we simply check that 8 s from 3 ; S( )], curve h t (s ) and circle (s ) intersect only at t(s ). Assume the opposite. Then there would exist a non-real pair (x; t) with jx ctg ?1 tj = x ctg ?1 (s )t(s ) and jtj = t(s ). Then jxj = x(s ). But (x; t) and (x(s ); t(s )) must both satisfy equation Q(x; t) = 0. Then the point of the unit circle, (e x; e t) = 
Results for random walk L 4.1 Analysis for a xed
We are now in position to o er our results for RW L. We consider four cases, depending on what singularity is`dominant' in terms of the contribution into the right-hand side of (3.2.5). In Case 1 we have a saddle point domination, in Case 2 the domination of a pole of , in Case 3 of a pole of , and in Case 4 a competition between two poles. B(x; t) = 0; Q(x; t) = 0 (4:1) has a unique solution (x 0 ; t 0 ) satisfying the inequalities 1 < x 0 < x( ) and t 0 = T 1 (x 0 ) < T 2 (x 0 ) (recall Q(x; T 1 (x)) Q(x; T 2 (x)) 0). (Under E 2 < 0, E 1 ? E 2 < 0 this means that s 0 = (x 0 ; t 0 ) is a unique zero of B(s) on ( 1 ; s( )) according to Lemma 3.5, see Figure 6 .) Furthermore, owing to Lemma 3.4, has a pole of the rst order at x 0 . D(x; t) = 0; Q(x; t) = 0 (4:2) has a unique solution (e x 0 ; e t 0 ) satisfying the inequalities 1 < e t 0 < t( ) and e x 0 = X 1 ( e t 0 ) < X 2 ( e t 0 ) (Q(X 1 (t); t) Q(X 2 (t); t) 0). (Under E 2 < 0, (ii) Suppose that = 0 or = =4 respectively. that at least one of (4.4) or (4.5) hold. By Lemma 3.4 (a), the lowest pole is either s or s, and it is of the rst order. Thus by Lemma 3.2, we have the asymptotics (4.12). Now assume that D(s 0 ) and A(s 0 ) have the same sign or B(e s 0 ) and A(e s 0 ) have the same sign but none of (4.4) or (4.5) holds true. Then by the same reasoning as in Case 1 there exists the lowest pole s 00 and by Lemma 3.4(a) either s 00 = s 0 is a pole of (s) or s 00 = e s 0 is a pole of (s). Neither case is possible, as these are zeros of B(s) and D(s) of the rst order. Thus one of (4.4) or (4.5) is satis ed. For = 0 or = =4 the proof is di erent. We have to nd the asymptotics of Taylor's coe cients of functions and at zero. Our proof relies on Theorem 7.1 from Appendix. We will give a detailed argument for = 0 only, as the changes for = =4 are purely technical. B(x; T(x)) :
Then the main term in the expansion of (x) at x 3 is of order (x ? x 3 ) 1=2 . By Theorem 6.1 we get (4.7), provided that c 1 (0) 6 = 0.
Case 2. In this case there is a unique zero s 0 = (x 0 ; t 0 ) of B on ( 1 ; 4 ), which is of the rst order, and there are no zeros of D on ( 4 ; 1 ). Then the lowest pole of is s 0 . To show this, note rst that it is indeed a pole because (s) = and by Eqn (2.2.2) at s 0 , provided that (4.4) holds true. Assume that a point s is the lowest pole. Then as in Case 1, by (2.2.2), either B( s) = 0 or has a pole at s. The last fact is again impossible: otherwise either D( s) = 0, contradicting Lemma 3.5, or s is a pole of inferior to s. Thus s = s 0 , and by (2.2.2) and Lemma 3.5, s 0 is a pole of the rst order. By Theorem 6.1, the asymptotics of the coe cients of (x) is determined by x(s 0 ).
Case 3. In Case 3 Lemma 3.5 implies that there are no zeros of B in ( 4 ; 1 ), and there is a unique zero of the rst order, e s 0 = (e x 0 ; e t 0 ) of D, on ( 4 ; 1 ). Then e s 0 is the pole of on ( 1 ; 4 ), provided (4.5) holds true. In fact, has a pole at e s 0 by (2.2.2). Then it has a pole at e s 0 2 ( 1 ; 4 ).
Then by (2.2.2), e s 0 is a pole of , and so is e s 0 . Moreover, by the same arguments as in Case 2 , e s 0 is the lowest pole and is of the rst order. By Theorem 6.1, the asymptotics of the coe cients of function is determined by x( e s 0 ) = x( e s 0 ). Case 4. In this case the lowest pole of is one of s 0 and e s 0 , provided that at least one of (4.3) or (4.4) hold. Therefore, the asymptotics of (x) is determined by one of these poles. Remark 4.1. We managed to eliminate the assumptions (4.4) and (4.5) for a certain subclass of RWs. It includes JS-queues considered above. Note also that even if (4.3) is not true, we know the next term of the asymptotics from the saddle point approximation as in (3.2.5).
However, we believe that (4.3), (4.4) and (4.5) always hold. The reason is the beautiful argument suggested in 13], which however we can't complete in our situation. Suppose that one of these assumptions fails. Then the correspondng asymptotics of stationarry probailities is of smaller order. More precisely, if (4.3) fails, then the factor 1=(n p n) is added according to (3.2.5) and if (4.4) or (4.5) fails, then the asymptotics is determined by the saddle point, which is lower. Consider a slightly more general RW e L, where jumps from the origin can be performed to a nite number of points (k; l) 2 Z 2 + , k l, with probabilities p 0 k;l and to symmetric points (l; k) with equal probabilities p 0 l;k = p 0 k;l . Then only the function A(x; t) = ( P k;l p 0 k;l x k?l t l ?1)=2 is modi ed while the rest of the analysis remains the same. Suppose that one could nd the collection of p 0 k;l such that that the corresponding inequality among But the stationary probability of state (m + n; m) for a Markov chain is equal to the stationarry probability of (0; 0) times the mean number of visits to (m + n; m), starting from (0; 0) and prior coming back to (0; 0). As the Then we set 0 = 0. Now assume that B(x 3 ; T(x 3 )) > 0 (or B(x 3 ; T(x 3 )) = 0, B 0
x (x; T 1 (x))j x=x 3 ? < 0). Then take the unique solution (x 0 ; t 0 ) of the system of equations Q(x; t) = B(x; t) = 0 satisfying the inequalities 1 < x 0 < x 3 and t 0 = T 1 (x 0 ) < T 2 (x 0 ). In other words, s 0 = (x 0 ; t 0 ) is the unique zero of B (s) ; (5:5) X(t 3 ) = (2 + 0 + 2)t 3 2(1 + t 3 ) : (5:6) Recall that X(t 3 ); T(x 3 ) > 1 and X(t 3 ) < x 3 , T(x 3 ) < t 3 . For 0 < < =4 the saddle-point S( ) = (x( ); t( )) is the unique solution to X(t 3 ) < x( ) < x 3 ; T(x 3 ) < t( ) < t 3 :
(5:7)
Recall that x( ) strictly decreases and t( ) strictly increases with , with x(0+) = x 3 , t(0+) = T(x 3 ), x( =4?) = X(t 3 ), t( =4?) = t 3 . Unfortunately, we know no explicit formulas available for x( ), t( (ii) For jf(e x; e y) ? (e x; e y)j < : (6:6) Here the in mum is taken over all linear functions on R 2 . (Obviously, the optimal has at (x; y) the level curves tangent to those of f and (x; y) = f(x; y).) Then by (6.5) and Lemmas 3. 0 and E 1 < 0, we set f(x; y) = ?E 2 x+E 1 y for x y and f(x; y) = ?E 2 y + E 1 x for x y. See Figure 12A(a) . In other cases we use construction (6.4) and the curve L in f(x; y) 2 R + 2 : x yg is drawn as follows. In the case E 2 < 0, E 1 E b 2 ? E 2 E b 1 0 and E 1 0, we continue the line x 1 from some point (say y = 1=2) down until the x-axis smoothly by a concave curve which will have the tangent vector between (E 1 ; E 2 ) and (E b 1 ; E b 2 ) at the end. See Figure 12A (b). In the case E 2 0, d 01 E 2 +d 0?1 E 1 0 and E 1 < 0 we continue smoothly the line E 2 x?E 1 y 1 from some point down until the x-axis by a concave curve tangent to the x-axis at the end. See Figure 12B (a). Finally, if E 2 0, d 01 E 2 + d 0?1 E 1 0 and E 1 0, we smoothen line x = 1 from some point down, until the x-axis, by a concave curve that is tangent to the x-axis at the meeting point. See Figure 12B(b) . In all these cases we have the inverse inequality to (6.5) and the principle of local linearity (6.6) for jx ? yj > 1 is valid, which implies (6.7). For jx ? yj 1, (6.7) is veri ed explicitly. This completes the proof of Theorem 1.1. 
