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Abstract
We analyze the entanglement entropy, in real space, for the higher dimensional integer
quantum Hall effect on CPk (any even dimension) for abelian and nonabelian magnetic
background fields. In the case of ν = 1 we perform a semiclassical calculation which gives
the entropy as proportional to the phase-space area. This exhibits a certain universality
in the sense that the proportionality constant is the same for any dimension and for any
background, abelian or nonabelian. We also point out some distinct features in the profiles
of the eigenfunctions of the two-point correlator that underline the difference in the value
of entropies between ν = 1 and higher Landau levels.
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1 Introduction
Entanglement has been used to explore properties of quantum states in a variety of con-
densed matter systems. Typically a system is divided into two subsystems and the entangle-
ment is calculated in terms of the von Neumann entropy of the reduced density matrix of
one of the subsystems. For gapped two-dimensional systems, the leading order contribution
to the entanglement entropy is proportional to the perimeter of the boundary separating
the two subsystems, in particular S = cL + γ + O(1/L), where L is the length of the
boundary, c is a non-universal coefficient and γ is a universal quantity called topological
entanglement entropy [1].
Of particular interest among two-dimensional gapped systems are the quantum Hall
systems whose entanglement entropy has been widely studied under different partitions.
For a real-space partition γ = 0 for fully filled integer Quantum Hall states and nonzero
for fractional quantum Hall states [2]-[8]. The entanglement entropy in the case of integer
quantum Hall states is amenable to analytical calculations due to the fact that the many-
body ground state is in terms of free fermions. The area-law entropy behavior for the
two-dimensional integer QHE was studied in different geometries analytically for ν = 1
and numerically up to ν = 5 in [2] and the coefficient c was identified in these cases.
In this paper we extend the calculation of the entanglement entropy in the case of higher
dimensional integer quantum Hall effect (any even dimension), in particular quantum Hall
effect on CPk [9]-[11]. For k = 1 this reduces to the well known case of QHE on S2 where
the magnetic field is created by a monopole at the center [12]. The formulation of QHE on
CPk for k > 1 displays two interesting features: higher dimensionality and the possibility of
introducing both abelian and nonabelian magnetic fields. In the latter case one deals with
a many-body system of free fermions with internal degrees of freedom which is amenable
to analytical calculations.
The paper is organized as follows. In section 2 we give a brief description of the integer
quantum Hall effect on CPk, the corresponding spectrum and the Landau level wavefunc-
tions. In section 3 we focus on the lowest Landau level and derive analytical expressions for
the entropy for a) arbitrary k and abelian U(1) magnetic field and b) k = 2 for U(1)×SU(2)
nonabelian magnetic field with fermions in the triplet representation. The entropy is ex-
pressed in terms of the eigenvalues of the two-point correlation function. We perform a
semiclassical calculation for the entropy and find that the area law as expressed in terms of
a “phase-space” area has the same coefficient c for ν = 1 for any dimension and any abelian
or nonabelian background. In section 4 we derive analytical expressions for the eigenvalues
of the two-point correlator for the first Landau level and the ν = 2 quantum Hall system on
S2 and comment on how the different profiles account for the different values of c in each
case. We end with a short discussion.
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2 Quantum Hall effect on CPk
In this section we will give a brief description of the Landau level states and wavefunctions
for the quantum Hall effect on CPk, following a group theoretic analysis developed in [9]-
[11]. CPk is a 2k-dimensional manifold which can be thought of as a coset space,
CPk =
SU(k + 1)
U(k)
(1)
The Landau wavefunctions can be obtained as functions of SU(k + 1) with specific trans-
formation properties under the U(k) subgroup. A basis for such functions is given by the
so-called Wigner D-functions, which are the matrices corresponding to the group elements
in the unitary irreducible representations, namely
DJL,R(g) = 〈J, lA| g |J, rA〉 (2)
where J denotes the representation and lA, rA stand for two sets of quantum numbers
specifying the states within the representation. On an element g ∈ SU(k + 1), we can
define left and right SU(k + 1) actions by
LˆA g = TA g, RˆA g = g TA (3)
where TA are the SU(k + 1) generators in the representation to which g belongs. The
left transformations correspond to magnetic translations. There are 2k right generators of
SU(k + 1) which are not in U(k); these can be separated into T+i, i = 1, 2 · · · , k, which
are of the raising type and T−i which are of the lowering type. These generate translations
while U(k) generates rotations at a point. The covariant derivatives on CPk are given by
D±i = i Rˆ±i
r
(4)
where r can be thought of as the radius of CPk. This is consistent with the fact that the
commutator of covariant derivatives is the magnetic field. The commutators of Rˆ+i and Rˆ−i
are in the Lie algebra of U(k); in the case of CPk these correspond to constant magnetic
fields. In particular we can specify the background field by specifying the right action of
U(k) on the wavefunctions.
Rˆa Ψ
J
m;α(g) = (T
J˜
a )αβΨ
J
m;β(g) (5)
Rˆk2+2k Ψ
J
m;α(g) = −
nk√
2k(k + 1)
ΨJm;α(g) (6)
where the index m = 1, · · · ,dimJ represents the state within the SU(k+ 1) representation
J and therefore counts the degeneracy of the Landau level. The first of these equations
shows that the wavefunctions ΨJm;α transform, under right rotations, as a representation
J˜ of SU(k). (T J˜a )αβ are the representation matrices for the generators of SU(k) in the
representation J˜ and n is an integer characterizing the abelian part of the background
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field. α, β label states within the SU(k) representation J˜ (which is itself contained in the
representation J of SU(k + 1)). The index α in the wavefunctions ΨJm;α(g) characterizes
the nonabelian charge of the underlying fermion fields.
In terms of D-functions, the correctly normalized wavefunctions are given by
ΨJm;α(g) =
√
N 〈J,m| g |J, α, n〉 =
√
N DJm;α(g) (7)
where N = dimJ and the following orthogonality theorem has been used∫
dµ(g) D∗Jm;α(g) DJm′;α′(g) =
δmm′δαα′
N
(8)
dµ(g) is the Haar measure on SU(k + 1) normalized to unity.
In the absence of a confining potential, the Hamiltonian H for the Landau problem is
proportional to the covariant Laplacian on CPk, namely
H Ψ = − 1
4m
(D+iD−i +D−iD+i) Ψ (9)
which apart from additive constants can be reduced to the form
∑
i Rˆ+iRˆ−i. Thus the
lowest Landau level wavefunctions satisfy the holomorphicity condition
Rˆ−i Ψ = 0 (10)
The conditions (5), (6) and (10) completely fix the representation J and therefore the
degeneracy of the lowest Landau level.
First we consider the lowest Landau wavefunctions for the case of an abelian back-
ground magnetic field. In that case the state |J, n〉 corresponds to the singlet representa-
tion of SU(k) ∈ SU(k+ 1) with a U(1) charge proportional to n as specified in (6), namely
R3 = −n/2. These can be thought of as the coherent states for CPk, written explicitly in
terms of complex coordinates,
Ψi1i2···ik =
√
N
[
n!
i1!i2!...ik!(n− s)!
]1
2 zi11 z
i2
2 · · · zikk
(1 + z¯ · z)n2 ,
s = i1 + i2 + · · ·+ ik , 0 ≤ ii ≤ n , 0 ≤ s ≤ n (11)
These wavefunctions form a symmetric, rank n representation J of SU(k + 1). The dimen-
sion of this representation, which is also the LLL degeneracy, is
N = dimJ =
(n+ k)!
n!k!
(12)
The volume element for CPk is
dµ =
k!
pik
d2z1 · · · d2zk
(1 + z¯ · z)k+1 (13)
We have chosen the normalization such that the total volume,
∫
dµ, is 1.
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In the case of a U(1) × SU(k) nonabelian background, it is convenient to label the
irreducible representation of SU(k + 1)R by (p+ l, q + l′) corresponding to the tensor [10]
T a1...aqγ1...γl′b1...bpδ1...δl ≡ T
q,l′
p,l (14)
where p, q indicate U(1) indices and l, l′ indicate SU(k) indices, namely a’s and b’s take the
value (k + 1) and γ’s and δ’s take values 1, · · · , k.
The right hypercharge corresponding to (6) is√
2k(k + 1)Rk2+2k = −k(p− q) + l − l′ = −nk (15)
The fact that n has to be integer implies that (l − l′)/k is an integer, thus constraining the
possible SU(k)R representations J˜ .
Further, as explained in detail in [10], the lowest Landau level states correspond to
q = 0, l = 0. So the LLL states we consider correspond to the tensor T l′p , where p = n− l
′
k
and l′ = jk, j = 1, 2, · · · .
3 Entanglement Entropy for ν = 1
The entanglement entropy S for the ν = 1 lowest Landau level quantum Hall states is given
by
S = −
N∑
m=1
[λm log λm + (1− λm) log(1− λm)] (16)
where the index m counts the degeneracy and λ’s are the eigenvalues of the two-point
correlator C(z, z′) [2],
C(z, z′) =
N∑
m=1
Ψ∗m(z) Ψm(z
′) (17)
where z, z′ are restricted to be inside the domain D. We choose D to be the spherically
symmetric region of CPk satisfying z′ · z¯ ≤ R2. For CP1 ∼ S2, this region is a polar cap
bounded by a latitude at θ, with R = tan θ/2 via stereographic projection.
The diagonalization of C(z, z′) gives the result∫
C(z, z′)Ψ∗l (z
′)dµ(z′) =
N∑
m=0
Ψ∗m(z)
∫
Ψm(z
′)Ψ∗l (z
′)dµ(z′)
= λlΨ
∗
l (z) (18)
where
λl =
∫
D
|Ψl|2dµ (19)
The second line in (18) is due to the fact that the angular integration over the spherically
symmetric region D will give
∫
D Ψm(z
′) Ψ∗l (z
′)dµ(z′) = δlm λl.
We now proceed to calculate the eigenvalues λ and subsequently the entanglement
entropy for the case of an abelian and nonabelian magnetic field backgrounds.
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3.1 CPk and abelian magnetic field background
The lowest Landau level wavefunctions for CPk in the case of an abelian background mag-
netic field are given in (11). The corresponding eigenvalues of the two-point correlator
are
λi1i2···ik =
∫
D
dµΨ∗i1i2···ik(r)Ψi1i2···ik(r)
=
(n+ k)!
i1!i2! · · · ik!(n− s)!
∫
D
(z¯1z1)
i1(z¯2z2)
i2 · · · (z¯kzk)ik
(1 + z¯ · z)n+k+1
d2z1 · · · d2zk
pik
(20)
where s = i1 + i2 + · · ·+ ik. We perform the angular integration using the parametrization
zi = x2i−1 + ix2i, where
x1 = ρ cos(φ1)
x2 = ρ sin(φ1) cos(φ2)
· · ·
x2k−1 = ρ sin(φ1) sin(φ2) · · · sin(φ2k−2) cos(φ2k−1)
x2k = ρ sin(φ1) sin(φ2) · · · sin(φ2k−1) (21)
and 0 ≤ φ1, φ2, · · · , φ2k−2 ≤ pi , 0 ≤ φ2k−1 ≤ 2pi. Using the fact that in terms of this
parametrization
d2z1 · · · d2zk = ρ2k−1dρ sin(φ1)2k−2 dφ1 sin(φ2)2k−3 dφ2 · · · sin(φ2k−2)dφ2k−2dφ2k−1 (22)
and ∫ pi
0
(sinφ)2i dφ =
√
pi
Γ(i+ 12)
Γ(i+ 1)
(23)
we find, after doing the angular integrations, that
λi1i2···ik ≡ λs =
(n+ k)!
(n− s)!(s+ k − 1)!
∫ R2
0
xs+k−1
(1 + x)n+k+1
dx (24)
For each value of s = i1+i2+· · ·+ik, the eigenvalue λs has a degeneracy ds = (s+ k − 1)!/s!(k − 1)!.
The expression for the entanglement entropy is
S =
n∑
s=0
(s+ k − 1)!
s!(k − 1)! [−λs log λs − (1− λs) log(1− λs)] (25)
We will now evaluate the entanglement entropy using a semiclassical approximation
and relate this to the area of the region D. This is possible when the U(1) charge n, which
controls the dimensionality of the lowest Landau Hilbert space, becomes very large.
Making a change of variables to t = x/(1 + x), the expression for the eigenvalues λ’s in
(24) can be written as,
λs =
(n+ k)!
(s+ k − 1)!(n− s)!
∫ t0
0
dt ts+k−1(1− t)n−s
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=
(n+ k)!
(s+ k − 1)!(n− s)!B(t0; s+ k, n− s+ 1) (26)
where t0 = R2/(1 + R2) and B(z;m1,m2) is the incomplete beta function. For large n this
is amenable to a semiclassical calculation as shown in [14]. We will follow that derivation
here. Eq. (26) can be written as
λs =
(n+ k)!
(s+ k − 1)!(n− s)!
∫ t0
0
dt eF (t)
F (t) = (s+ k − 1) log t+ (n− s) log(1− t) (27)
The maximum of F (t) occurs at t∗ = s + k − 1/(n + k − 1). Expanding F (t) around t∗ we
find that eF becomes a Gaussian function centered around t∗. In fact,
d2F
dt2
∣∣
t∗
= − (n+ k − 1)
3
(n− s)(s+ k − 1) (28)
which implies that the width of the Gaussian is very narrow for all s. For small s the center
of the Gaussian, t∗ ∼ 0, falls within the range of integration and we find that λs ∼ 1. For
large s ∼ n the center of the Gaussian, t∗ ∼ 1 > t0, falls outside the range of integration
and therefore λs ∼ 0. The middle of the transition occurs at s∗ such that t∗ = t0, namely
t∗ =
s∗ + k − 1
n+ k − 1 = t0 ⇒ s
∗ = t0(n+ k − 1)− (k − 1) (29)
n− s∗ = (n+ k − 1)(1− t0)
Expanding F (t) around t0 in (30) we find
F (t) = (n+ k − 1) [t0 log t0 + (1− t0) log(1− t0)]− (n+ k − 1)
2t0(1− t0) (t− t0)
2 + · · · (30)
Using this expression we find that for large n∫ t0
0
eF (t) ∼ eF (t0)
∫ t0
0
exp
[
−(n+ k − 1)
2t0(1− t0) (t− t0)
2
]
= eF (t0)
√
pit0(1− t0)
2(n+ k − 1) (31)
Substituting this in (27) and using Stirling’s formula n! =
√
2pin (n/e)n, we find that
λs∗ ≈
n+ k
2(n+ k − 1) →
1
2
(32)
for any t0. The value of t0 is controlled by R, which characterizes the size of the spherical
domain D and the above calculation shows that λs is significantly different from 0 or 1 only
for s such that the corresponding wavefunctions are localized very near the boundary of
the entangling surface.
For large n we can define a variable y = s/(n + k − 1), 0 ≤ y ≤ 1, and consider λ as
a continuous function of y. From what we have seen before λ → 1 as y → 0, λ → 0 as
y → 1 and λ → 1/2 as y → s∗/(n + k − 1) = t0. In deriving a semiclassical expression
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for the entanglement entropy we will also need to calculate the derivative of λ at the
transition region, namely dλdy |y=t0 . For that we have to calculate the difference λs∗+i − λs∗ .
For s = s∗ + i, the maximum of F (t) occurs at
t1 =
s∗ + k − 1
n+ k − 1 +
i
n+ k − 1 = t0 + , (33)
where  = i/(n + k − 1)  1 for small i and large n. We now expand F in (27) around t1,
but because the peak has been shifted beyond the upper limit of integration, (31) will give
an extra contribution proportional to  for small ,∫ t0
0
exp
[
−(n+ k − 1)
2t1(1− t1) (t− t1)
2
]
∼
√
pit0(1− t0)
2(n+ k − 1) −  (34)
Using Stirling’s formula and taking → 0 we find
dλ
dy
∣∣
y=t0
= lim→0
λs∗+i − λs∗

∼ −
√
n+ k − 1
2pit0(1− t0) +O(
1√
n
) (35)
Figures 1 and 2 show plots of λs for different values of k and t0 = R2/(1 +R2).
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Figure 1: Plots of λs as a func-
tion of s for k = 1 (red), k = 5
(blue dashed) and n = 1000
and R = 1
R=0.75
t_0=0.36
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Figure 2: Plots of λs as a func-
tio of s for k = 1 (red), k = 5
(blue dashed) and n = 1000
and R = 0.75
We found in (25) that the expression for the entanglement entropy is
S =
n∑
s=0
(s+ k − 1)!
s!(k − 1)! Hs
Hs = −λs log λs − (1− λs) log(1− λs) (36)
It is clear from the Figures 1 and 2 that Hs is nonzero only for values of s very near the
transition region where λs∗ = 1/2. We can then expand H(λ(y)) around the value λ = 1/2,
H(λ(y)) = H(t0) +
1
2
d2H
dy2
(y − t0)2 + · · · (37)
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where
dH
dy
|y=t0 =
dH
dλ
dλ
dy
|λ=1/2 = 0
d2H
d2y
|y=t0 =
dH
dλ
d2λ
dy2
+
d2H
dλ2
(
dλ
dy
)2|λ=1/2 = −
4(n+ k − 1)
2pit0(1− t0) (38)
Since H has a narrow support around λ = 1/2 it can be approximated by the Gaussian
H(y) = H0 exp
[1
2
d2H
dλ2
(
dλ
dy
)2(y − t0)2
]
= ln 2 e
− (n+k−1)
pi ln 2t0(1−t0)
(y−t0)2 (39)
We can rescale to s = y(n+k−1) and s∗ = t0(n+k−1)− (k−1) to obtain the semiclassical
Gaussian approximation to Hs as
Hs,k = ln 2 exp
[− 1
pi ln(2)t0(1− t0)
(s+ k − 1− t0(n+ k − 1))2
n+ k − 1
]
(40)
Figures 3 and 4 show the validity of the Gaussian approximation by comparing (40) to the
exact expression (36), (26).
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Figure 3: Plots of Hs exact
(red) and Gaussian approx-
imation (blue dashed) as a
function of s for k = 1 and
n = 1000 and R = 1
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Figure 4: Plots of Hs exact
(red) and Gaussian approx-
imation (blue dashed) as a
function of s for k = 5 and
n = 1000 and R = 1
We can now use (40) to analytically calculate the entropy in (36) for large n by convert-
ing the sum into an integral over the variable y
S ∼ n s
∗k−1
(k − 1)! ln 2
∫ 1
0
exp
[− (n+ k − 1)
pi ln 2 t0(1− t0)(y − t0)
2
]
dy
∼ nk− 12 t
k−1
0
(k − 1)! pi (ln 2)
3/2
√
t0(1− t0)
∼ nk− 12 pi (ln 2)
3/2
(k − 1)!
R2k−1
(1 +R2)k
(41)
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The fact that the entropy is proportional to the entangling area R
2k−1
(1+R2)k has to do with
the fact that only wavefunctions localized around the entanglement boundary with corre-
sponding eigenvalues λ ∼ 1/2 contribute to the entropy.
For k = 1 this agrees with the result found in [2]. In the case of the QHE on the
sphere the entangling surface is a circle of perimeter L = 2pi sin θ, where, based on the
stereographic projection 2R/(1 + R2) = sin θ. Scaling the radius of the entangling surface
by
√
n/2 (for QHE on S2 the monopole charge, magnetic field and radius of the sphere are
related by n = 2Br2) we find the area law quoted in [2]
S(k = 1) =
√
(2)(ln 2)3/2
4
L = 0.204 L (42)
The normalized volume element (13), upon angular integration can be written in terms
of the radial variable ρ defined in (21)
dµ =
k!
pik
d2z1 · · · d2zk
(1 + z¯ · z)k+1 = 2k
ρ2k−1
(1 + ρ2)k
dρ
1 + ρ2
(43)
where eρ = dρ/(1 +ρ2) is the vierbein along the radial direction ρ. This defines the geomet-
ric area of the entangling surface (with volume normalized to 1) to be Ageom = 2k R
2k−1
(1+R2)k .
On the other hand the phase-space volume which is proportional to the degrees of freedom
is Vphase space = n
k
k!
∫
dµ. This then defines a phase-space surface area
Aphase space =
nk−
1
2
k!
Ageom = 2
nk−
1
2
(k − 1)!
R2k−1
(1 +R2)k
(44)
Scaling the entanglement entropy in (41) in terms of this phase-space area we derive a
universal expression valid in all dimensions, with a proportionality constant independent
of k, namely
S ∼ pi
2
(ln 2)3/2 Aphase space (45)
3.2 CP2 and nonabelian magnetic field background
The derivation of the entanglement entropy in the case of a nonabelian background mag-
netic field is more involved. As mentioned in section 2 the LLL states form irreducible
representations of SU(k+1) of the form T l′p , where p = n− l
′
k and l
′ = jk, j = 1, 2, · · · . We
will elucidate the calculation of the entanglement entropy for the special case of CP2 with
a nonabelian magnetic field U(1)×SU(2) for the lowest value of l′ , namely l′ = k = 2 and
p = n− 1. The derivation for other values of k and l′ follows similar ideas. The dimension
of this representation and therefore the degeneracy of the corresponding LLL is [10]
N =
3n(n+ 3)
2
(46)
In identifying the corresponding wavefunctions we consider the states 〈m| gˆ |w〉, where
the states on the right are of the form T 2p with two up indices and transforming as the
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J˜ = 1 triplet representation of SU(2) ∈ SU(3). (Since the lowest allowed value for l′ is 2,
based on (15) and following comments, the doublet representation is not allowed for CP2.)
The corresponding group elements in the appropriate representation can be constructed in
terms of products of elements of the 3× 3 matrix g which forms the fundamental represen-
tation of SU(3) and its conjugate g∗. We need p copies of g and two copies of g∗ to match
the structure of the T 2p representation. In terms of these matrices, choosing the state |w〉 as
explained above, we get
〈i1i2; j1 · · · jp| gˆ |3 · · · 3;αβ〉 ∼ g∗i1αg∗i2βgj13 · · · gjp3 (47)
where i, j = 1, 2, 3 and α, β = 1, 2. Within (47) there are three distinct series, each one
forming an SU(2) multiplet under the left transformations, and all of them together com-
prising the full ν = 1 lowest Landau level SU(3) representation. The three such series are
of the form:
Series 1
Ψ
(1)
(αβ) ∼ g∗3α g∗3β (g13)l (g23)m−l (g33)n−1−m (48)
where l = 0, · · · ,m and m = 0, · · · , n− 1. For each m, (48) form an SU(2) left representa-
tion with j = m/2. There are
∑n−1
0 (m+ 1) = n(n+ 1)/2 such states.
Series 2
Ψ
(2)
(αβ) ∼ (g∗γα g∗3β + g∗3α g∗γβ) (g13)l (g23)m−l (g33)n−1−m (49)
For each m, (49) form an SU(2) left representation with j = (m + 1)/2. There are∑n−1
0 (m+ 2) = n(n+ 3)/2 such states.
Series 3
These are of the form
Ψ
(3)
(αβ) ∼ (g∗γα g∗δβ + g∗γβ g∗δα) (g13)l (g23)m−l (g33)n−1−m (50)
For each m, (50) form an SU(2) left representation with j = (m/2) + 1. There are∑n−1
0 (m+ 3) = n(n+ 5)/2 such states.
Considering all three series together, the total number of states are N = 3n(n + 3)/2
confirming the result in (46). We now proceed to normalize the above wavefunctions. In
doing so we will use the fact that the elements gi3 can be written in terms of the complex
coordinates parametrizing CP2, namely
gα3 =
zα√
1 + z¯ · z , α = 1, 2
g33 =
1√
1 + z¯ · z (51)
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where z¯ · z = z¯1z1 + z¯1z1.
States, with the correct normalization within each series, can be explicitly constructed
by starting with the highest weight state and applying the lowering operator J− as follows
J− g13 = g23 , J− g23 = 0
J− g∗2i = −g∗1i , J− g∗1i = 0 (52)
Series 1 normalization
The highest weight state within this SU(2) multiplet is the state of the form
|J, J〉 = C1 g∗3α g∗3β (g13)m (g33)n−1−m (53)
where C1 is the normalization factor to be determined. The rest of the states are obtained
by applying the lowering operator J− whose action is indicated in (52), namely
|J, J − l〉 = C1 g∗3α g∗3β (g13)m−l (g23)l (g33)n−1−m (54)
where l = 0, 1, · · · ,m. Using (53) and the fact that g†g = 1 we find that
∑
αβ
Ψ
∗(1)
αβ Ψ
(1)
αβ = |C1|2
[
1− 1
1 + z¯ · z
]2 (z¯1z1)m−l(z¯2z2)l
(1 + z¯ · z)n−1 (55)
The CP2 volume element is dµ = 2pi2
d2z1d2z2
(1+z¯·z)3 . Using the relation∫
(z¯1z1)
l(z¯2z2)
m
(1 + z¯ · z)n+1 dµ = 2
l!m!(n+ 1− l −m)!
(n+ 3)!
(56)
we find that the correctly normalized wavefunction is of the form
Ψ
(1)
(l,m;αβ) =
√
(n+ 3)!
2 l!(m− l)!(m+ 2)(m+ 3)(n− 1−m)! g
∗3α g∗3β (g13)m−l (g23)l (g33)n−1−m
(57)
where l = 0, 1, · · · ,m.
Series 2 normalization
The highest weight state within this SU(2) multiplet is given by
|J, J〉 = C2(g∗2α g∗3β + g∗3α g∗2β) (g13)m (g33)n−1−m (58)
Acting with the lowering operator J− as before we obtain the rest of the states which are
of the form
|J, J − l〉 = C2
[
− l m!
(m− l + 1)!(g
∗1α g∗3β + g∗3α g∗1β) (g13)m−l+1 (g23)l−1
+
m!
(m− l)! (g
∗2α g∗3β + g∗3α g∗2β) (g13)m−l (g23)l
]
(g33)
n−1−m (59)
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where l = 0, 1, · · · ,m+ 1. Using again the relation (56) we find the normalized wavefunc-
tions to be of the form
Ψ
(2)
(l,m;αβ) =
√
(n+ 3)!
4 l!(m− l + 1)!(m+ 1)(m+ 3)(n+ 1)(n− 1−m)!
×
[
− l(g∗1α g∗3β + g∗3α g∗1β) (g13)m−l+1 (g23)l−1
+ (m− l + 1)(g∗2α g∗3β + g∗3α g∗2β) (g13)m−l (g23)l
]
(g33)
n−1−m (60)
l = 0, 1, · · · ,m+ 1.
Series 3 normalization
The highest weight state in series 3 is given by
|J, J〉 = C3 g∗2α g∗2β (g13)m (g33)n−1−m (61)
Every other state in this multiplet is constructed as before by applying l times the lower
operator J−, producing
|J, J − l〉 = C3
[ m!
(m− l)!g
∗2α g∗2β (g23)l (g13)m−l
− l m!
(m− l + 1)!(g
∗1α g∗2β + g∗2α g∗1β) (g13)m−l+1 (g23)l−1
+ l(l − 1) m!
(m− l + 2)!g
∗1α (g13)m−l+2 (g23)l−2
]
(g33)
n−1−m (62)
where l = 0, 1, · · · ,m + 2. Using (56) we find the normalized wavefunctions to be of the
form
Ψ
(3)
(l,m;αβ) =
√
(n+ 3)!
2 l!(m− l + 2)!(m+ 1)(m+ 2)(n+ 1)(n+ 2)(n− 1−m)!
×
[
l(l − 1)g∗1α g∗1β (g13)m−l+2 (g23)l−2
− l(m− l + 2)(g∗1α g∗2β + g∗2α g∗1β) (g13)m−l+1 (g23)l−1
+ (m− l + 1)(m− l + 2)g∗2α g∗2β (g13)m−l (g23)l
]
(g33)
n−1−m (63)
l = 0, 1, · · · ,m+ 2.
The two-point correlator carries nonabelian indices and is defined as
Cab(r, r
′) =
∑
A
Ψ∗A;a(r) ΨA;b(r
′) (64)
where we have denoted collectively the left indices by A = (l,m) and the right (nonabelian)
indices by a = (αβ). The diagonalization of Cab(r, r′) gives∑
b
∫
Cab(r, r
′) Ψ∗A;b(r
′) dµ′ = λ Ψ∗A;a(r) (65)
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where the eigenvalues λ are defined
λ =
∑
a
∫
D
Ψ∗A;a(r)ΨA,a(r)dµ(r) (66)
In deriving this we used the fact the the wavefunctions (57), (60), (63) are orthogonal to
each other.
We find that there are three distinct expressions for λ’s; one for each of the SU(2)
multiplets described above. After performing the angular integration in (66) using (22)-
(23) we find
λ(1)s =
(n+ 3)!
(s+ 3)!(n− 1− s)!
∫ R2 dx
(1 + x)n+4
xs+3
λ(2)s =
(n+ 3)!
(s+ 2)!(n− 1− s)!(n+ 1)
∫ R2 dx
(1 + x)n+4
[
xs+2 +
s+ 1
s+ 3
xs+3
]
(67)
λ(3)s =
(n+ 3)!
(s+ 1)!(n− 1− s)!(n+ 1)(n+ 2)
∫ R2 dx
(1 + x)n+4
[
xs+1 +
2(s+ 1)
s+ 2
xs+2 +
s+ 1
s+ 3
xs+3
]
with the corresponding degeneracy s+ 1, s+ 2 and s+ 3. As R2 →∞, λ(I)s → 1 confirming
the correct normalization for the wavefunctions.
The expression for the entanglement entropy for the nonabelian lowest Landau level
states for CP2 can now be written as
S =
n−1∑
s=0
[
(s+ 1)H(1)s + (s+ 2)H
(2)
s + (s+ 3)H
(3)
s
]
H(I)s = −λ(I)s log λ(I)s − (1− λ(I)s ) log(1− λ(I)s ) (68)
with the λ(I)’s given in (67).
We will now show that λ(I)’s in (67) can be related to the abelian ones in (26) making
a semiclassical calculation of (68) similar to the abelian case. Making a change of variables
to t = x/(1 + x) as before we find that (67) can be written as
λ(1)s =
(n+ 3)!
(s+ 3)!(n− s− 1)!
∫ t0
0
dt ts+3(1− t)n−s−1 (69)
λ(2)s =
(n+ 3)!
(s+ 2)!(n− s− 1)!(n+ 1)
∫ t0
0
dt
[
ts+2(1− t)n−m−1 − 2 t
s+3(1− t)n−s−1
s+ 3
]
λ(3)s =
(n+ 3)!
(s+ 1)!(n− s− 1)!(n+ 1)(n+ 2)
∫ t0
0
dt
[
ts+1(1− t)n−s−1 − 2 t
s+2(1− t)n−s−1
s+ 2
+
2 ts+3(1− t)n−s−1
(s+ 2)(s+ 3)
]
Comparing these to the abelian CPk values (26) which we denote by λ(Ab) we find the
following relations,
λ
(1)
s,k=2 = λ
(Ab)
s+1,k=3
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λ
(2)
s,k=2 =
n+ 3
n+ 1
λ
(Ab)
s+1,k=2 −
2
n+ 1
λ
(Ab)
s+1,k=3 (70)
λ
(3)
s,k=2 =
n+ 3
n+ 1
λ
(Ab)
s+1,k=1 −
2(n+ 3)
(n+ 1)(n+ 2)
λ
(Ab)
s+1,k=2 +
2
(n+ 1)(n+ 2)
λ
(Ab)
s+1,k=3
At the large n limit the nonabelian eigenvalues λ(I) for k = 2 coincide with the abelian ones
for k = 1, 2, 3 correspondingly,
λ
(1)
s,k=2 = λ
(Ab)
s+1,k=3
λ
(2)
s,k=2 → λ(Ab)s+1,k=2 (71)
λ
(3)
s,k=2 → λ(Ab)s+1,k=1
Similarly, at the large n limit, the nonabelian entropy (68) becomes a multiple of the abelian
one in (41)
S =
p∑
s=0
[
(s+ 1)H
(1)
s,k=2 + (s+ 2)H
(2)
s,k=2 + (s+ 3)H
(3)
s,k=2
]
→
p∑
s=0
[
(s+ 1)H
(Ab)
s+1,k=3 + (s+ 2)H
(Ab)
s+1,k=2 + (s+ 3)H
(Ab)
s+1,k=1
]
→ 3 n3/2 pi (ln 2)3/2 R
3
(1 +R2)2
= 3 S(Ab) (72)
The overall factor of 3 relating the nonabelian entanglement entropy to the abelian one
above has to do with the fact that each lowest Landau state is an SU(2) triplet, dimJ˜ =
3. Although the calculation of the entropy in the case of a nonabelian background was
explicitly done for CP2 and the triplet representation, one expects a more general statement
to hold. In the large n limit the degeneracy of the LLL in a case of a nonabelian background
is [9, 10]
N ∼ dimJ˜ n
k
k!
(73)
The corresponding phase-space volume in this case is Vphase space = dimJ˜ n
k
k!
∫
dµ and the
corresponding phase-space surface area is
Aphase space = n
2k−1
2
dimJ˜
k!
Ageom = n
k− 12 2 dimJ˜
(k − 1)!
R2k−1
(1 +R2)k
(74)
Expressed in terms of the phase-space surface area the overall coefficient in the expression
for the entanglement entropy is the same for any abelian or nonabelian background at large
n
S ∼ pi
2
(ln 2)3/2 Aphase space (75)
4 Higher Landau levels
In this section we will consider the entropy for higher Landau levels focusing in particular
on some of the differences in the behavior of the eigenvalues λ between the lowest Landau
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level q = 0, the first excited Landau level q = 1 and the case of ν = 2 where both levels are
filled. We will only consider the k = 1 case, QHE on the sphere. Similar features apply for
higher k.
The wavefunctions for the q-th Landau level are of the form
ΨJm(g) =
√
N 〈J,m| g |J, n〉 (76)
where J = n/2 + q and dimJ = n+ 2q+ 1. The state |J, n〉 is not the lowest weight state of
the J representation. The lowest weight state is the LLL state with n → n + 2q. The q = 1
states can therefore be generated by the action of Rˆ+ on the LLL states with n→ n+ 2. In
the case of the sphere the representation of the Rˆi operators is of the form
Rˆ+ = −αβu∗α
∂
∂uβ
, Rˆ− = αβuα
∂
∂u∗β
(77)
Rˆ3 =
∑
α
1
2
[−uα ∂
∂uα
+ u∗α
∂
∂u∗α
]
where
uα =
1√
1 + z¯z
(
z
1
)
(78)
The Rˆ-operators satisfy the SU(2) algebra
[Rˆ+ , Rˆ−] = 2Rˆ3 (79)
Based on the argument above the correctly normalized wavefunctions of the q = 1 Landau
level are
Ψq=1s =
√
n+ 3
√
(n+ 1)!
s!(n+ 2− s)! Rˆ+
(
us1u
n+2−s
2
)
=
√
n+ 3
√
(n+ 1)!
s!(n+ 2− s)!
[ −(n+ 2)z¯zs√
(1 + zz¯)n+2
+
szs−1√
(1 + zz¯)n
]
(80)
The corresponding eigenvalues of the two-point correlator are now of the form
λ(q=1)s =
(n+ 3)!
(n+ 2)s!(n+ 2− s)!
∫ R2
dx
xs−1
(1 + x)n+4
[(n+ 2− s)x− s]2 (81)
Changing variables to x = t(1−t) as before we can rewrite the eigenvalues as
λ(q=1)s =
(n+ 3)!(n+ 2)
s!(n+ 2− s)!
∫ t0
0
dt ts−1(1− t)n−s+1 [t− s
n+ 2
]2 (82)
The eigenvalue λ(q=1)s as a function of s is similar to λ
(q=0)
s away from the transition region,
but it displays a distinct step-like pattern around the transition s = t0 (n + 2), as shown
in Figures 5 and 6. The reason for this has to do with the fact that the wavefunctions
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(80) have a node. Since they are generated by the action of R+ on the LLL wavefunctions
of monopole charge n + 2 they are necessarily orthogonal to them. Since the LLL wave-
functions are nonzero and have no node, othogonality requires that the first level Landau
wavefunctions must have a node. Higher Landau level wavefunctions acquire more nodes
and one expects more steps around the transition region for the corresponding eigenvalues
λ. In fact based on the observation that the q-th level states can be written, up to normaliza-
tion, as Rˆq+|LLL, n→ n+2q > one can argue that the wavefunctions will have q nodes and
the profile of the corresponding λ will display q distinct steps. A similar step-like pattern
was observed in [13] for the higher Landau edge density functions for circular samples.
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Figure 5: Plot of λ
(q=1)
s as a
function of s for k = 1, n =
1000 and R = 1
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Figure 6: Plot of λ
(q=1)
s as a
function of s for k = 1, n =
1000 and R = 0.75
One can try to repeat the semiclassical analysis we did before for the first Landau level.
Eq. (82) can be written as
λs =
(n+ 3)!(n+ 2)
s!(n+ 2− s)!
∫ t0
0
dt eF (t) [t− s
n+ 2
]2 (83)
F (t) = (s− 1) log t+ (n− s+ 1) log(1− t)
The maximum of F (t) occurs at t∗ = s − 1/n. Expanding F (t) around t∗ we find that eF
becomes a Gaussian function of narrow width centered around t∗. In fact,
d2F
dt2
∣∣
t∗
= − n
3
(n− s+ 1)(s− 1) (84)
Around the transition region the main contribution of the integral comes from the range of
s around s∗ such that t∗ = t0, namely
t∗ =
s∗ − 1
n
= t0 ⇒ s∗ = t0 n+ 1 , n− s∗ + 1 = n(1− t0) (85)
We now evaluate the integral in (83) by expanding the integrand around t0. In expanding
(t − s/(n + 2))2 around t0 we find that the large-n contribution comes from the (t − t0)2
term. The constant and linear term in t are suppressed by powers of n.∫ t0
0
eF (t)(t− s
n+ 2
)2 ∼ eF (t0)
∫ t0
0
exp
[
− n
2t0(1− t0)(t− t0)
2
]
(t− t0)2
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Figure 7: Plot of H
(q=1)
s as a
function of s for n = 1000 and
R = 1
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Figure 8: Plot of H
(q=1)
s as a
function of s for n = 1000 and
R = 0.75
= eF (t0)
√
pi
4n
√
n
(2t0(1− t0))3/2 (86)
Substituting this in (83) and using Stirling’s formula n! =
√
2pin (n/e)n, we find that
λ(q=1)s∗ =
1
2
(87)
independent of t0 which is of course what is expected.
Although the semiclassical treatment above is sufficient to capture the value of λ(q=1)
at the transition point, the evaluation of H(q=1)s is more involved since it cannot be approx-
imated by a simple Gaussian due to the step like pattern for λ(q=1). H(q=1)s will remain
approximately flat in the step-like region, so higher derivatives around s∗ will be important
to capture the correct behavior around the transition region. Figures 7 and 8 display the
plots of H(q=1)s around λ = 1/2 based on the numerical evaluation of the exact expressions
in (36) and (82). This clearly shows a deviation from the Gaussian distribution (see also
Figure 13). As a result the entropy for the first Landau level is larger than the entropy of
the LLL even though the number of states are approximately the same at large n (n + 1
states for q = 0 and n + 3 states for q = 1). A numerical evaluation of the entropy shows
that it obeys an area law and it gives
S(q=1) = 1.65 S(q=0) (88)
When both q = 0 and q = 1 levels are filled, namely ν = 2, the situation is more
involved as there are overlaps between the wavefunctions of different Landau levels. In
particular,
δλs,s′ =
∫ R2
0
Ψ∗(q=0)s (r) Ψ
(q=1)
s′ (r)dµ
= δs+1,s′
(n+ 1)!
s!(n− s)!
√
n+ 3
(s+ 1)(n+ 1− s)
∫ R2
0
[
−(n+ 2)x
s+1
xn+3
+
(s+ 1)xs
xn+2
]
(89)
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Figure 9: Plots of λ˜+ (red
to the right), λ˜− (blue to the
left) as functions of s for n =
1000 and R = 1, compared to
λ0 (dashed, center)
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Figure 10: Plots of λ˜+ (red
to the right), λ˜− (blue to the
left) as functions of s for n =
1000 and R = 0.75, compared
to λ0 (dashed, center)
The two-point correlator now is
C(r, r′) =
n∑
s=0
Ψ∗0s (r)Ψ
0
s(r
′) +
n+2∑
s=0
Ψ∗1s (r)Ψ
1
s(r
′) (90)
and ∫
C(r, r′)
(
Ψ∗0s (r′)
Ψ∗1s+1(r′)
)
dµ′ =
(
λ0s δλs,s+1
δλs,s+1 λ
1
s+1
)(
Ψ∗0s (r)
Ψ∗1s+1(r)
)
(91)
where λ0 , λ1 are the eigenvalues we derived earlier for the lowest and first Landau level
and δλ is the overlap in (89). There are 2n + 4 eigenvalues for the two-point correlator
given by: λ10 , λ˜
±
s , λ
1
n+2, where s = 0, · · · , n and
λ˜±s =
λ0s + λ
1
s+1 ±
√
(λ0s − λ1s+1)2 + 4(δλ)2s,s+1
2
(92)
The interesting feature here is that once both Landau levels are included the step like
pattern in the profile of λ1 disappears. The profile of the new λ˜± resembles that of λ0 but
shifted with respect to λ0, see Figures 9 and 10. As a result the corresponding entropy per
mode H˜±s , where
H˜±s = −λ˜±s log λ˜±s − (1− λ˜±s ) log(1− λ˜±s ) (93)
are Gaussian distributions each centered around the value of s for which λ˜± = 1/2 as
shown in Figure 11 and 12. Figure 13 shows a comparison between H(q=0) , H(q=1) and
H(ν=2) which explains the differences in the values of the corresponding entropies, namely
S(ν=2) > S(q=1) > S(ν=1) (94)
A numerical evaluation of the entropy for the ν = 2 case gives
S(ν=2) = 1.76 S(ν=1) (95)
This agrees with the result in [2].
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Figure 11: Plots of H˜+ (red
to the right) and H˜− (blue to
the left) as functions of s for
n = 1000 and R = 1
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Figure 12: Plot of H˜+ + H˜−
as function of s for n = 1000
and R = 1
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Figure 13: Plots of H(ν=1) (black, dashed), H(q=1) (red, dotted) and H(ν=2) (blue, solid)
as functions of s for n = 1000 and R = 1
5 Discussion
In this paper we have analyzed the entanglement entropy for fully filled ν = 1 higher
dimensional quantum Hall effect on CPk for abelian and nonabelian magnetic fields. The
analytical calculation is based on a semiclassical analysis and we showed that the entropy
satisfies the area law. In fact the entropy as expressed in terms of a phase-space entangling
surface area has the same proportionality constant for all higher dimensions irrespective of
the abelian or nonabelian nature of the background magnetic field. It will be interesting to
see if a similar universal formula can be obtained for higher Landau levels.
In the presence of edge degrees of freedom the entanglement entropy for the two-
dimensional integer quantum Hall effect develops subleading logarithmic contributions [6].
It has been shown in the two-dimensional ν = 1 quantum Hall effect that when the edge
boundary intersects the boundary of the entangling surface there is an additional logarith-
mic contribution whose coefficient is determined by the central charge of the gapless edge
modes [7]- [8]. In the context of higher dimensional quantum Hall effect we have previ-
ously analyzed the analogs of higher dimensional chiral abelian and nonabelian droplets,
20
the edge spectrum and corresponding effective actions [10]. It would be interesting there-
fore to extend the analysis of the entanglement entropy to these cases where the entangling
surface and edge boundary overlap in higher dimensions and calculate the corresponding
subleading corrections to the area law for the entanglement entropy.
Similar considerations for higher Landau levels in both two and higher dimensions are
also worth pursuing.
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