Splitting methods are a frequently used approach for the solution of large stiff initial value problems of ordinary differential equations with an additively split right-hand side function. Such systems arise, for instance, as method of lines discretizations of evolutionary partial differential equations in many applications. We consider the choice of explicit Runge-Kutta (RK) schemes in implicit-explicit splitting methods. Our main objective is the preservation of positivity in the numerical solution of linear and nonlinear positive problems while maintaining a sufficient degree of accuracy and computational efficiency. A ¿-stage second order explicit RK method is proposed which has optimized positivity properties. This method compares well with standard ×-stage explicit RK schemes of order ×, × ¾ ¿. It has advantages in the low accuracy range and this range is interesting for an application in splitting methods. Numerical results are presented.
Introduction
Splitting methods are a frequently used approach for the solution of large stiff initial value problems (IVPs) of ordinary differential equations (ODEs) with an additively split right-hand side function, Splitting methods are based on splitting the right-hand side of a given ODE into a sum of two parts which are each at least easier to handle in time integration schemes. In [4] an implicit-explicit splitting scheme is considered of the form
Here, an approximation Ý Ò of Ý´Ø Ò µ is advanced by a time step to yield Ý Ò·½ as an approximation of Ý´Ø Ò · µ.¨½ and¨¾ are approximate evolution operators of ½ and ¾ , respectively, such that (for ½ ¾) Ú ¨ ´ ØµÙ approximates the solution Ý´ Ø · µ of Ý ¼´Ø µ ´Ø Ý´Øµµ Ø Ø with initial condition Ý´ Øµ Ù. If the operators¨ are at least second order accurate approximations of the exact evolution operators associated with the then the order of consistency of the approximation (2) is two. The above scheme is applied to an ODE system with a right-hand side function which splits into a part ½ corresponding to advection and a part ¾ representing diffusion and reaction in [4] . Therefore, in order to avoid a time step restriction by stability, the operator¨¾ is chosen as an implicit method, the linearly implicit trapezoidal splitting method [3, 8] . Further, the ODE system is often of a type such that a non-negative initial condition evolves in time without becoming negative (e.g. [4, 9] ). This is the case, for example, if a PDE models concentrations or densities and the semi-discretization is done positivity preserving. This qualitative property of the exact solution should carry over to the approximate numerical solution and because of the sequential character of (2) we have to ensure it simply for both approximate evolution operators. Here we assume that this property holds for¨¾. An explicit method is chosen for¨½ because ½ stems from the discretization of an advection operator in the application [4] and explicit methods are in general more efficient for such problems. In this paper we are concerned with the selection of an efficient explicit method (¨½) which is sufficiently accurate for an application in (2) and preserves non-negative initial conditions of an IVP for reasonably large time step sizes. In the remainder of this paper we consider the solution of the IVP Ý ¼´Ø µ ´Ø Ý´Øµµ Ø Ø ¼ Ý´Ø ¼ µ Ý ¼ 
The relations , etc. are meant for each component of matrices or vectors throughout this paper.
Definition 1 (positive ODE system, IVP)
The ODE system in (3) 
as well as the IVP (3) are called positive if has the property (4) and
Ý´Øµ ¼ holds for all Ø Ø ¼ whenever Ý ¼ ¼.
Lemma 1 ([6])
Let satisfy condition (4) . The IVP (3) Positive ODE systems arise in a great variety of applications, e.g. when modelling chemical reactions, in the semi-discretization of air pollution [9] and biomathematical models [4] . The quantity
Ý´Øµ usually describes the concentration or density of some species. In such a situation we are naturally interested in obtaining non-negative numerical approximations Ý Ñ of the solution Ý´Ø Ñ µ at discrete time points Ø Ñ by an appropriate numerical method. This requirement is not met in general. We consider explicit Runge-Kutta (ERK) methods for the solution of (3) in this paper; for multi-step methods see for instance [7, 1] .
An ×-stage Runge-Kutta (RK) method for the solution of (3) In this paper we say that a method taken from a class of methods has optimal positivity on a certain problem class if it is a positive method on this problem class with a step size restriction À and all other methods from the given class have, for positivity on the problem class, a step size restriction À À.
Results on positivity of numerical methods applied to linear problem sets Ä · can be found in [1] , regarding nonlinear problems we refer to [9, 6] . We present some of these results in Section 2. The motivation for this work stems from the application of time-split methods (2) to IVPs (1) arising as MOL discretization of coupled hyperbolic-parabolic PDE systems. The MOL approach already introduces a spatial error in the solution process. Therefore and because (2) The first condition is always satisfied for ERK schemes. This radius is used by Kraaijevanger [11] in the study of contractivity of RK methods and also used in the nonlinear positivity theory for RK methods by Horvath [6] . It holds that the threshold factor of the stability function Ê´Þµ of an RK method is greater than or equal to the radius of absolute monotonicity of this method, Ì´Êµ Ì´ µ. Further, Ì´ µ ¼ is necessary for contractivity resp. positivity of the RK method when applied to certain subclasses of dissipative problem sets. We give the following lemma with statements from [11] ; for concepts of reducibility of RK methods we refer to [2] .
Lemma 2 ([11])
For irreducible RK methods´
2. Let Ö ¼. Then Ì´ µ Ö¸´ µ is absolutely monotonic in Ö and ¼.
In [9] the positivity of ERK methods is studied using the reformulation of the method as convex combination of forward Euler steps, see (5) .
Lemma 3 (see also [9] ) Let´ µ be a given ERK scheme and assume that the coefficients ¬ in (5) 
¾
We will refer to Ñ Ò ½ ×·½ « ¬ as the positivity factor of a given ERK method´ µ in this paper.
Positivity of ¿-stage ERK methods
The absolute monotonicity of the stability polynomial of an ERK method is crucial with respect to the allowable time step size in order to guarantee positivity of the method when applied to the problem class Ä · ¼´« µ. This can be seen from Theorem 1. The absolute monotonicity of polynomials is studied in [10] and it is stated that ×-stage ERK methods of order × have a threshold factor Ì´Êµ ½, whereas ×-stage ERK methods of order × ½ have a threshold factor of at most ¾. This means that, at the cost of just one matrix-vector product, the allowable time step size with respect to positivity of the method is doubled. Further, [10] gives the optimal stability polynomials in these two cases.
We are interested in second or third order methods here. Numerical experiments in [10] demonstrate that (on a linear test problem) the ¿-stage method of order two performs more efficient with respect to positivity compared to the ×-stage methods of order × for × ¾ ¿ (optimal stability polynomial for positivity on Ä · ¼´« µ in each case). Therefore we consider ¿-stage explicit Runge-Kutta methods of order two with optimal stability polynomial for positivity on Ä · ¼´« µ in this section. We will use the free parameters in this class of methods to satisfy nonlinear positivity conditions and further order conditions. Solving for these three conditions results in the methods given by the Butcher array in Figure 1 (left); denote We will further restrict the range of values for the parameters in Figure 1 (left) in Subsection 3.1.
The aim is to satisfy the conditions of Lemma 2 for Ì´ µ ¼. Following this we construct the method with Ì´ µ ¾, and find the optimal method with respect to Lemma 3. It will turn out that both methods are identically. Finally, we consider positivity of the methods on the class Ä · ´«µ.
It is also possible to use the free parameters ¾ ¿ and in the methods of 
We already know that Ì´ µ ¾ for the methods under consideration because that is the threshold factor Ì´Êµ of the stability function Ê´Þµ. 
Nonlinear positivity of the methods from Figure 1 (right)
The class of methods in Figure 1 (right) compared to the class in Figure 1 (left) satisfies additionally one of the order three conditions. We were able to identify the admissible range of the parameterś ¾ µ such that Ì´ µ ¼ holds for this class. Within this parameter range we determined numerically the method which maximizes Ì´ µ. This is the method with ¾ ¼ ¿ ¾ ¼ ¿¼¿ leading to Ì´ µ ½ ½ . ). Therefore we will omit the results of this method in our numerical tests.
Linear stability
Compared with ×-stage ERK methods of order ×, the stability functions of the 3-stage methods in Figure 1 have a twice as large absolute monotonicity interval allowing for twice as large time steps with regard to positivity of the method when applied to the problem class Ä · ¼´« µ.
We now turn our attention to the linear stability of the 3-stage ERK methods of order 2 with optimal positivity on the problem class Ä · ¼´« µ. The linear stability region is given in Figure 3 . For comparison, we also print the linear stability regions of the ×-stage ERK methods of order × for × ¾ ¿. 
Numerical experiments
In the previous section we have constructed ¿-stage ERK methods of order ¾ with optimal positivity on Ä · ¼´« µ. Using additional conditions which are sufficient for positivity of the methods on other problem sets (non-autonomous, non-linear) we have identified a method with favourable properties. This is the method from Figure 1 (left) with ¾ ¿ ¾ ½ ¿ , which we will refer to as RK32, see Figure 4 . We compare this method with the following schemes: modified Euler (ME, two stages, second order) and Runge-Kutta-Fehlberg method 2(3) (RKF2(3), three stages, third order, see [9, 5] ).
Both methods have Ì´Êµ Ì´ µ ½, and positivity factor ½.
We have selected two test examples. Firstly, the performance of the ERK methods is evaluated with respect to accuracy, positivity and efficiency on a MOL approximation of the scalar, linear advection equation in Section 4.1. Here the ERK methods are applied with constant time step sizes. Secondly, in Section 4.2 we consider the solution of a coupled hyperbolic-parabolic PDE system from [4] with an implicit-explicit splitting scheme of the form (2). The ERK methods are used for the explicit part of this scheme. A time step size control is used in the splitting scheme. Figure 4 : Butcher arrays for ME, RKF2(3), and RK32 (from left to right). The last row of each array defines an embedded method.
Scalar, linear advection equation
We consider the scalar, linear advection equation in one space dimension
We use two different initial conditions, a block and a smooth profile:
Our final time is Ø ½ and we discretize the spatial derivative on an equidistant spatial grid with mesh width ¡Ü ½ ½¼¼ employing the positive, ¿rd order upwind discretization with van Leer flux limiter as described in [9, 4] . The result of this discretization is a nonlinear, positive, autonomous ODE system. We test the methods with fixed time step sizes and perform Table 1 we give the scaled Ð ¾ -norm ( Ú ¾ ´½ Ò È Ò ½ Ú ¾ µ ½ ¾ for Ú ¾ Ê Ò ) and the ½-norm ( Ú ½ Ñ Ü ½´½µÒ Ú for Ú ¾ Ê Ò ) of the errors of the numerical approximations with respect to a high accuracy solution of the ODE (obtained with the code DOPRI5 (see [5] ), time discretization error) and with respect to the exact solution of the PDE (full time-space error). Further, in order to characterize positivity, the value of the smallest component of the solution is given. The spatial error of the semi-discretization (estimated by the difference between exact solution of the PDE and high accuracy solution of the ODE) is approximately ½¼ ½ in the scaled Ð ¾ -norm and ½¼ ¼ ¿ in the ½-norm for the block profile and ½¼ ¿ ½ and ½¼ ¾ , respectively, for the smooth profile. We call an approximate solution positive if the smallest component is greater than ½¼ . In the tables this is marked by a horizontal line.
The CFL threshold for positivity is ½ for ME and ¼ for the three stage, third order method RKF2(3). RK32 has a CFL limit of ½ ¾ for the block profile and of ½ for the smooth profile), and hence larger steps are possible. The space-time error of the solution should balance with the spatial error introduced by approximating the spatial derivatives. Hence we require that the approximations have space-time errors which are smaller than ½¼ ¼ and ½¼ ¼ ¿ for the block solution and ½¼ ¿ and ½¼ ¾ for the smooth solution (scaled Ð ¾ -and Ð ½ -error, respectively). In order to obtain this, we have to limit the CFL number to ¼ for ME and to ½ for RK32. No further reduction of the CFL number is necessary for
RKF2(3).
With the obtained CFL limits for positivity and sufficient accuracy we require at least ¼ righthand side evaluations with ME, ½¼ with RKF2(3) and with RK32. Therefore, the methods ME and RK32 are equally efficient for this example. However, considering the larger CFL limit of RK32, this method allows for larger time steps. This may pay off if it is employed in time splitting methods, especially in the low accuracy range (because larger time steps are possible for the expensive implicit part of the splitting). This will be discussed in the following section.
Application in the context of implicit-explicit splitting
Here we apply the ERK methods ME, RKF2(3) and the optimized method RK32 as part of an implicit-explicit time stepping scheme for the solution of the ODE system arising after semidiscretization of a hyperbolic-parabolic system of PDEs describing the process of tumor angiogenesis. We refer to [4] for details of the PDE, the spatial discretization and the employed time splitting method. We present numerical results obtained on a ½ ¼¢½ ¼ and on a ¾¼¼¢¾¼¼ spatial grid resulting in ODE systems of dimension approximately ¼¼¼¼ and ¼¼¼¼, respectively.
We expect an improved performance of the splitting scheme if the explicit method RK32 instead of ME or RKF2 (3) is used within the splitting, at least for low accuracy requirements. The reason is that -although RK32 and ME perform comparable for the linear advection equation considered in the previous section -the larger time steps allowed by RK32 should pay off because we have to solve less linear systems in the implicit part of the splitting scheme in order to reach a given final time.
We use a time step size selection strategy based on estimating the local error of the approximate solution. The local error after each part of a time split step is estimated (and we reject the step if the required local accuracy is not reached for one part). We can use embedding for error estimation in the explicit schemes (explicit Euler for ME, the last stage of RK32 provides a first order embedding, and modified Euler for RKF2(3), see Figure 4 ). We use, as stated in the introduction, the linearly implicit trapezoidal splitting method as implicit solver in the splitting scheme. There is no obvious and cheap embedded solution provided by this scheme and therefore we use Richardson extrapolation to estimate the local error in this part of the splitting. We see that there are no significant differences in the efficiency of the considered methods for high accuracy demands. However, for low demands, the optimized method RK32 demonstrates a better performance. The third order scheme fails to produce an acceptable solution in the low accuracy range. The positivity results of RK32 and ME are very similar, with a slight advantage for RK32 (compare the positivity of solutions which are computed with about the same amount of CPU time).
There should be an even greater advantage of employing the optimized method compared to the standard methods if the computations in the implicit part of the splitting get more involved because of the potentially larger time steps which can be taken.
Conclusions
We have discussed the choice of ¿-stage ERK methods in Strang-type implicit-explicit splitting methods for the solution of MOL discretizations of evolutionary PDEs. Our main objectives were the positivity of the methods for as large as possible time steps and computational efficiency while maintaining a sufficient degree of accuracy in the solution. As a result we propose the method RK32. This method compares well with standard second or third order ERK methods.
The method RK32 allows for larger time steps in the solution of the scalar, linear advection equation compared to the other methods in order to obtain comparable accuracy and positivity in the solution.
If RK32 is applied in the more complex situation of implicit-explicit splitting methods then there is an efficiency gain compared to the standard methods in the low accuracy range. This efficiency gain is expected to be even larger if the implicit part of the splitting becomes computationally more expensive. We note especially that an acceptable solution can be obtained in less computation time by employing the devised optimized method in the splitting approach than by using the standard methods. This is important in large scale simulations or for parameter estimation. Altogether, RK32 appears to be a very reliable choice as explicit method in implicit-explicit splitting schemes.
