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EXPONENTIAL TURNPIKE PROPERTY FOR FRACTIONAL PARABOLIC
EQUATIONS WITH NON-ZERO EXTERIOR DATA
MAHAMADI WARMA AND SEBASTIA´N ZAMORANO
Abstract. We consider averages convergence as the time-horizon goes to infinity of optimal solutions of
time-dependent optimal control problems to optimal solutions of the corresponding stationary optimal
control problems. Control problems play a key role in engineering, economics and sciences. To be
more precise, in climate sciences, often times, relevant problems are formulated in long time scales,
so that, the problem of possible asymptotic behaviors when the time-horizon goes to infinity becomes
natural. Assuming that the controlled dynamics under consideration are stabilizable towards a stationary
solution, the following natural question arises: Do time averages of optimal controls and trajectories
converge to the stationary optimal controls and states as the time-horizon goes to infinity? This question
is very closely related to the so-called turnpike property that shows that, often times, the optimal
trajectory joining two points that are far apart, consists in, departing from the point of origin, rapidly
getting close to the steady-state (the turnpike) to stay there most of the time, to quit it only very
close to the final destination and time. In the present paper we deal with heat equations with non-zero
exterior conditions (Dirichlet and nonlocal Robin) associated with the fractional Laplace operator (−∆)s
(0 < s < 1). We prove the turnpike property for the nonlocal Robin optimal control problem and the
exponential turnpike property for both Dirichlet and nonlocal Robin optimal control problems.
Dedicated to Professor Enrique Zuazua on the occasion of his 60th birthday.
Besides the controllablity properties of evolution equations, the turnpike property of optimal control
problems and its applications to life science and industry are also an important part of the exceptional
contributions of Enrique Zuazua in Partial Differential Equations (PDE) and applied mathematics. He
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1. Introduction
In the present paper, we address the question of the limiting behavior of optimal control problems as
the time-horizon goes to infinity (turnpike property) for fractional heat equations with inhomogeneous
Dirichlet and nonlocal Robin exterior data.
The motivation to consider this kind of problem is clear in many contexts but in particular in climate
sciences where problems are naturally formulated in long time intervals. This is for instance the case of
paleoclimatology (study of past climates) where the problem of the inversion of past climates is addressed.
The concept of turnpike property of an optimal control problem for large enough time-horizon, roughly
speaking, describes that the optimal nonstationary solution is made of three arcs: The first and the last
being transient short time arcs, and the middle piece being a long–time arc staying exponentially close to
the optimal steady-state of the associated static optimal control problem. This property was introduced
a long time ago in the field of econometry for discrete time optimal control problems in finite dimension
(see e.g. [11, 30]). Again in econometry, the turnpike phenomena also appears in model predictive
control problems ([14, 18]). We refer to the monographs [47, 48] and the references therein for a complete
overview of turnpike properties for a variety of systems.
One kind of turnpike phenomena is the so–called exponential turnpike property. In this case, not only
the optimal state and control, but also the corresponding adjoint vectors remain exponentially close to
the stationary optimal control, state and adjoint vectors for a large enough time-horizon. In the case
of finite–dimensional systems we refer to [32], where the exponential turnpike property has been proven
under the Kalman rank condition. For the nonlinear finite dimensional setting we refer to [38]. In [32],
a rigorous analysis of the extremal equations has been done for linear infinite dimensional systems under
suitable assumptions of observability, and these results have been extended to the case of semilinear heat
equations in [33]. Both works [32, 33] have shown the exponential turnpike property by using the fact that
the extremal equations can be decoupled (see [28, Chapter III]), and by employing the algebraic Riccati
equation associated to this decoupling. In [19] the authors proved the exponential turnpike property
without using the Riccati theory, but under assumptions on stabilizability and detectability. All the
above mentioned works have considered optimal control problems without terminal constrains with the
exception of [6], where terminal constraints habe been studied. In [37], the authors have investigated
the turnpike property in Hilbert spaces by using general semigroups method with bounded controls and
observation operators, and for boundary control parabolic equations. Besides, other contributions taking
into account the turnpike analysis are contained in [22, 36, 46]. Finally, we refer to [20] for a turnpike
analysis of general evolution equations.
Enrique Zuazua has made an exceptional contribution in the topic of turnpike properties of evolution
equations and its applications to life science and industry. He has thoroughly studied the turnpike
property for finite-dimensional linear and nonlinear optimal control problems, linear and semilinear heat
equations, wave equations, optimal shape design, steady-state and periodic exponential turnpike property
of optimal control problems in Hilbert spaces. We refer for instance to his works [13, 21, 22, 25, 24, 32,
33, 35, 38, 37, 50] for more details.
Let us notice that all the mentioned works deal with the traditional approaches where the control is
localized in the interior of the domain or on a part of the boundary, as long as, the control operator
is bounded ([19, 32, 37]), or it is unbounded but with an admissible control ([20]). However, in many
real life applications the control can be located outside the domain where the PDE is satisfied, which
is not surprising, since in many cases we do not have a direct access to the boundary of the domain.
This can occur in the following situations (but not limited to): Acoustic testing, when the loudspeakers
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are placed far from the aerospace structures [26]; Magnetotellurics (MT), which is a technique to infer
earth’s subsurface electrical conductivity from surface measurements [41, 44]; Magnetic Drug Targeting
(MDT), where drugs with ferromagnetic particles in suspension are injected into the body and the external
magnetic field is then used to steer the drug to relevant areas, for example, solid tumors [2, 3, 29]; and
Electroencephalography (EEG) is used to record electrical activities in brain [31, 45], in case one accounts
for the neurons disjoint from the brain, one will obtain an external control problem. We also refer to
[1, 4] for other relevant applications.
Recently, in [1, 4] the authors introduced the notion of external optimal control problems with elliptic
and parabolic space–fractional PDE as constraints. They considered a nonlocal diffusion operator such as
the fractional Laplacian (−∆)s, with 0 < s < 1, which allows to replace the classical boundary condition
by an exterior datum.
In this work we are interested to the turnpike property for fractional parabolic equations with Dirichlet
and nonlocal Robin type external controls. We will give a complete analysis of the relationship between
the optimal solution of the following time–dependent exterior optimal control problem:
min
g∈U
JT (g) :=
1
2
∫ T
0
‖u− ud‖2L2(Ω)dt+
1
2
∫ T
0
‖g(·, t)‖2L2(RN\Ω,µ)dt, (1.1)
subject to the constraints that u solves the fractional heat equation
ut + (−∆)su = 0 in Ω× (0, T ),
Bu = βg in (RN \ Ω)× (0, T ),
u(·, 0) = 0 in Ω,
(1.2)
and the corresponding stationary problem, that is,
min
g∈U
J(g) :=
1
2
‖u− ud‖2L2(Ω) +
1
2
‖g‖2L2(RN\Ω,µ), (1.3)
subject to the constraints that u solves the fractional elliptic equation{
(−∆)su = 0 in Ω,
Bu = βg in RN \ Ω. (1.4)
Here, Ω ⊂ RN is a bounded open set with a Lipschitz continuous boundary ∂Ω, T > 0 is a real number,
and ud ∈ L2(Ω) is a fixed target. In addition, 0 < s < 1 and (−∆)s denotes the fractional Laplace
operator given formally for a smooth function u by the following singular integral:
(−∆)su(x) := CN,sP.V.
∫
RN
u(x)− u(y)
|x− y|N+2s dy, x ∈ R
N ,
where CN,s is a normalization constant. We refer to Section 2 for the precise definition.
• In the case of the Dirichlet problem, the operator B is given by Bu = u, β = 1 and the
function g ∈ L2((0, T );L2(RN \ Ω)). For the time-dependent problem (1.1) the Banach space
U := L2((0, T );L2(RN \ Ω)) and U := L2(RN \ Ω) in (1.3).
• For the nonlocal Robin problem, Bu = Nsu + βu , where Ns is the nonlocal normal derivative
of u (see Section 2) and β ∈ L1(RN \ Ω) is a given non–negative function. In that case, U :=
L2((0, T );L2(RN \ Ω, µ)) and U := L2(RN \ Ω, µ), where the measure µ on RN \ Ω is defined by
dµ := βdx with dx being the usual N -dimensional Lebesgue measure.
It has been recently shown in [4] that the problem (1.1)-(1.2) is well-posed in the sense that, there exist
one optimal pair (gT , uT ) ∈ L2((0, T );L2(RN \ Ω, µ))×
(
L2((0, T );HsΩ,β(Ω)) ∩H1((0, T ); (HsΩ,β)∗)
)
, for
the Robin conditon, and (gT , uT ) ∈ L2((0, T );L2(RN \Ω))×L2((0, T );L2(Ω)) for the Dirichlet condition,
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which are the optimal solutions of the minimization problems. Similarly, by [1] the minimization problems
(1.3)-(1.4) have one solution (g, u) ∈ L2(RN \ Ω, µ) ×HsΩ,β(Ω) for the Robin problem and one solution
(g, u) ∈ L2(RN \ Ω) × L2(Ω) for the Dirichlet problem. We refer to Section 2 for the definition of the
involved spaces and to Sections 3.1 and 4.1 for more details.
The main concern of the present article is to investigate if there exists any connection between the
optimal pairs (gT , uT ) and (g, u), when the time-horizon T is sufficiently large.
To the best of our knowledge, it is the first time that the turnpike property is studied for the fractional
Laplace operator with non-zero Dirichlet and/or nonlocal Robin exterior data.
The key difficulties and novelties of the present paper can be summarized as follows:
1. From the definition of the fractional Laplacian (−∆)s, we easily see that it is a nonlocal operator.
That is, in order to evaluation (−∆)su(x) at a point x, it is necessary to have information on u
over the whole space RN . Besides, contrary to the local case of the Laplace operator, (−∆)su
may be nonsmooth even if the function u is smooth (see e.g. [34]).
2. Since we are considering exterior data g ∈ L2, the associated Dirichlet problems (stationary and
time-dependent) only admit solutions by transposition (very weak solutions) which are not smooth
enough. In addition, for both parabolic problems (Dirichlet and Robin exterior data), one cannot
use directly semigroups method to show the existence of solutions (since the involved operator is
in general not a generator of a semigroup).
3. To obtain the turnpike property for the Dirichlet problem, it is necessary to use the notion of
admissible control and observation operators (see e.g. [39, 40] for the local case). For the state
problem with Dirichlet exterior conditions, since we are considered exterior data only in L2, with
this concept, we will exploit semigroups theory to prove the existence and uniqueness of solutions
to the state equation. In addition, it will help to obtain an extra regularity in time for the
optimal state but losing the space–regularity, that is, uT ∈ C([0, T ];H−s(Ω)) ∩ L2(Ω × (0, T )).
This continuity property of solutions is necessary to obtain the exponential turnpike property.
As far as we know, this is the first article dealing with these concepts in the case of fractional
evolution equations.
4. For the Robin problem, we have shown the convergence of solutions of the finite horizon control
problems in (0, T ) to their corresponding steady state versions as the time-horizon T tends to
infinity (turnpike property). We have also obtained the exponential turnpike property.
5. In the case of the Dirichlet exterior control problem, using the concept of admissible control and
observation operators we have established the exponential turnpike property for the corresponding
systems (state, control and adjoint vectors).
The rest of the paper is organized as follows. In Section 2 we introduce the function spaces needed
to study our problems and give some intermediate known results that are needed in the proof of our
main results. Section 3.1 contains some recent known results on the Robin optimal control problems.
Section 3.2 is devoted to the proof of the main results for the Robin problem, that is, the turnpike
and exponential turnpike properties. These results are contained in Theorems 3.7 and 3.9, respectively.
Section 4.1 contains some known results for the Dirichlet control problem. In Section 4.2 we rewrite this
problem as an abstract Cauchy problem by using the notion of admissible control operators. Finally, in
Section 4.3 we prove the exponential turnpike property of the Dirichlet optimal control problem, namely,
Theorem 4.10.
2. Preliminary results
In this section we give some notations and recall some known results as they are needed throughout
the paper. We start with fractional order Sobolev spaces.
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For 0 < s < 1 a real number and Ω ⊂ R an arbitrary open set, we let
Hs(Ω) :=
{
u ∈ L2(Ω) :
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s dxdy <∞
}
,
and we endow it with the norm defined by
‖u‖Hs(Ω) :=
(∫
Ω
|u(x)|2 dx+
∫
Ω
∫
Ω
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
.
We set
Hs0(Ω) :=
{
u ∈ Hs(RN ) : u = 0 a.e. in RN \ Ω
}
.
We notice that if Ω is bounded and 0 < s 6= 1/2 < 1, then Hs0(Ω) = D(Ω)
H1(Ω)
, where D(Ω) denotes the
space of all continuously infinitely differentiable functions with compact support in Ω.
We shall denote by H−s(Ω) := (Hs0 (Ω))
⋆ the dual space of Hs0(Ω) with respect to the pivot space
L2(Ω), so that we have the following continuous embeddings:
Hs0(Ω) →֒ L2(Ω) →֒ H−s(Ω).
For more information on fractional order Sobolev spaces, we refer to [9, 17, 42] and their references.
Next, we give a rigorous definition of the fractional Laplace operator. To do this, we need the following
function space:
L1s(RN ) :=
{
u : RN → R measurable and
∫
RN
|u(x)|
(1 + |x|)N+2s dx <∞
}
.
For u ∈ L1s(RN ) and ε > 0 we set
(−∆)sεu(x) := CN,s
∫
{y∈RN : |x−y|>ε}
u(x)− u(y)
|x− y|N+2s dy, x ∈ R
N .
Here, CN,s is a normalization constant given by
CN,s :=
s22sΓ
(
2s+N
2
)
π
N
2 Γ(1− s) , (2.1)
where Γ is the usual Gamma function.
The fractional Laplacian (−∆)su is defined for u ∈ L1s(RN ) by the following singular integral:
(−∆)su(x) := Cs P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s dy = limε↓0(−∆)
s
εu(x), x ∈ RN , (2.2)
provided that the limit exists for a.e. x ∈ RN . For more details on the fractional Laplace operator we
refer to [7, 9, 15, 42] and their references.
Assume that Ω ⊂ RN is a bounded open set with a Lipschitz continuous boundary ∂Ω.
We consider the realization of (−∆)s in L2(Ω) with a Dirichlet exterior condition u = 0 in RN \ Ω.
More precisely, we consider the selfadjoint operator (−∆)sD on L2(Ω) given by
D((−∆)sD) :=
{
u ∈ Hs0(Ω) : (−∆)su ∈ L2(Ω)
}
, (−∆)sDu := ((−∆)su)|Ω. (2.3)
It is well-know (see e.g. [8]) that the operator −(−∆)sD generates a strongly continuous submarkovian
semigroup (positivity-preserving and L∞-contractive) (e−t(−∆)
s
D)t≥0 on L
2(Ω).
For β ∈ L1(RN \ Ω) a given non-negative function, we denote by HsΩ,β the following space:
HsΩ,β :=
{
u : RN → R measurable and ‖u‖Hs
Ω,β
<∞
}
,
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where
‖u‖Hs
Ω,β
:=
(
‖u‖2L2(Ω) + ‖β1/2u‖2L2(RN\Ω) +
∫ ∫
R2N\(RN\Ω)2
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
, (2.4)
and
R
2N \ (R2N \ Ω)2 = (Ω× Ω) ∪ ((RN \ Ω)× Ω) ∪ (Ω× (RN \Ω)).
Let µ be the measure on RN \ Ω given by dµ = βdx. Then, the norm (2.4) can be rewritten as
‖u‖Hs
Ω,β
=
(
‖u‖2L2(Ω) + ‖u‖2L2(RN\Ω,µ) +
∫ ∫
R2N\(RN\Ω)2
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
. (2.5)
When β = 0, we shall let HsΩ := H
s
Ω,0.
It has been shown in [10, Proposition 3.1] that for every β ∈ L1(RN \Ω), HsΩ,β is a Hilbert space. We
shall denote by (HsΩ,β)
∗ the dual space of HsΩ,β .
Next, for u ∈ HsΩ we introduce the nonlocal normal derivative Nsu of u defined by
Nsu(x) := CN,s
∫
Ω
u(x)− u(y)
|x− y|N+2s dy, x ∈ R
N \ Ω, (2.6)
where CN,s is the constant given in (2.1). We notice that since equality is to be understood a.e., we
have that (2.6) is the same as a.e. in RN \ Ω. By [16, Lemma 3.2], for every u ∈ HsΩ, we have that
Nsu ∈ Hsloc(RN \ Ω). In addition, if (−∆)su ∈ L2(Ω), then Nsu ∈ L2(RN \ Ω). The operator Ns has
been called ”interaction operator” in [1, 12]. Several properties of Ns have been studied in [8, 10].
We have the following integration by parts formula.
Lemma 2.1. Let u ∈ HsΩ be such that (−∆)su ∈ L2(Ω) and Nsu ∈ L2(RN \ Ω). Then for every
v ∈ Hs(RN ), the identity
CN,s
2
∫ ∫
R2N\(RN\Ω)2
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy
=
∫
Ω
v(x)(−∆)su(x) dx+
∫
RN\Ω
v(x)Nsu(x) dx, (2.7)
holds.
We refer to [10, Lemma 3.3] (see also [43, Proposition 3.7]) for the proof and more details.
We mention that if u ∈ Hs0(Ω) or v ∈ Hs0(Ω), then∫ ∫
R2N\(RN\Ω)2
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy =
∫
RN
∫
RN
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy.
Throughout the remainder of the article, for u, v ∈ HsΩ,β , we shall denote
E(u, v) := CN,s
2
∫ ∫
R2N\(R2N\Ω)2
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy +
∫
RN\Ω
βuvdx, (2.8)
where β ∈ L1(RN \ Ω) is a given non-negative function.
We observe that the form E is bilinear and continuous.
Next, we consider the following fractional elliptic problem:{
(−∆)su = f in Ω,
Nsu+ βu = βg in RN \ Ω,
(2.9)
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where Ns is the nonlocal normal derivative introduced in (2.6).
Let g ∈ L2(RN \ Ω, µ) and f ∈ (HsΩ,β)∗. We say that a function u ∈ HsΩ,β is a weak solution of (2.9)
if the identity
E(u, v) = 〈f, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+
∫
RN\Ω
gvdµ, (2.10)
holds, for every v ∈ HsΩ,β , where we recall that E is given in (2.8).
Using the classical Lax-Milgram lemma, it is easy to show that, for every g ∈ L2(RN \ Ω, µ) and
f ∈ (HsΩ,β)∗, there exists a unique weak solution u ∈ HsΩ,β of (2.9).
We conclude this section by introducing the realization in L2(Ω) of (−∆)s with the nonlocal Robin
exterior condition.
For a function u ∈ L2(Ω) we define its extension uR as follows:
uR(x) :=
u(x) if x ∈ Ω,Cn,s
CN,sρ(x) + β(x)
∫
Ω
u(y)
|x− y|N+2s dy if x ∈ R
N \ Ω,
where the function ρ is given by
ρ(x) :=
∫
Ω
1
|x− y|N+2s dy, x ∈ R
N \Ω.
Then, uR is well defined for every u ∈ L2(Ω).
Let u ∈ HsΩ. It has been shown in [8] that uR satisfies the following nonlcoal Robin exterior condition:
NsuR + βuR = 0 in RN \ Ω. (2.11)
Let
D(ER) :=
{
u ∈ L2(Ω) : uR ∈ HsΩ,β
}
,
and ER : D(ER)×D(ER)→ R be given by
ER(u, v) := CN,s
2
∫ ∫
R2N\(RN\Ω)2
(uR(x)− uR(y))(vR(x)− vR(y))
|x− y|N+2s dxdy +
∫
RN\Ω
βuRvR dx.
Then, ER is a closed, symmetric and densely defined bilinear form on L2(Ω). The selfadjoint operator
(−∆)sR on L2(Ω) associated with ER is given by
D((−∆)sR) :=
{
u ∈ L2(Ω) : uR ∈ Hsβ,Ω ∃ f ∈ L2(Ω) such that uR is a weak solution of (2.9)
with right hand side f and g = 0
}
,
(−∆)sRu := f.
(2.12)
Here also, we have that the operator −(−∆)sR generates a strongly continuous submarkovian semigroup
(e−t(−∆)
s
R)t≥0 on L
2(Ω). We refer to [8] and their references for more information, details and qualitative
properties of the operator (−∆)sR.
3. Robin exterior control problems: The turnpike property
In this section we state and prove our main results concerning the turnpike property of the optimal
control problems for nonlocal Robin exterior data. In order to do this we need some preparations.
Throughout the following, without any mention, Ω ⊂ RN is a bounded open set with a Lipschitz
continuous boundary ∂Ω, β ∈ L1(RN \Ω) is a given non-negative function and the measure µ on RN \Ω
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is given by dµ = βdx. Given T > 0, we denote Q := Ω × (0, T ) and Σ := (RN \ Ω) × (0, T ). Given a
Banach space X and its dual X⋆, we denote their duality pairing by 〈·, ·〉X⋆,X. If H is a Hilbert space,
we denote by (·, ·)H the scalar product in H. If X and Y are two Banach spaces and T : X → Y is a
bounded operator, we let ‖ · ‖L(X,Y ) (‖ · ‖L(X) if X = Y ) be the operator norm of T . Recall that the
bilinear form E is given by
E(u, v) :=CN,s
2
∫ ∫
R2N\(RN\Ω)2
(u(x) − u(y))(v(x) − v(y))
|x− y|N+2s dxdy +
∫
RN\Ω
βuv dx,
for u, v ∈ HsΩ,β . Also, (−∆)sR denotes the operator defined in (2.12).
3.1. Nonlocal Robin optimal control problems. We consider the following nonlocal heat equation
with nonlocal Robin exterior conditions:
ut + (−∆)su = 0 in Q,
Nsu+ βu = βg in Σ,
u(·, 0) = 0 in Ω,
(3.1)
where Nsu is the nonlocal normal derivative introduced in (2.6).
Our notion of solutions to (3.1) is the following.
Definition 3.1. Let g ∈ L2((0, T );L2(RN \ Ω, µ)). We say that a function u ∈ L2((0, T );HsΩ,β) ∩
H1((0, T ); (HsΩ,β)
∗) is a weak solution of (3.1) if the identity,
〈ut, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(u, v) =
∫
RN\Ω
gvdµ, (3.2)
holds, for every v ∈ HsΩ,β and almost every t ∈ (0, T ).
We have the following existence result taken from [4, Theorem 3.10].
Theorem 3.2. For every g ∈ L2((0, T );L2(RN \ Ω, µ)), there exists a unique weak solution u of (3.1)
in the sense of Definition 3.1.
Next, let us consider the time-dependent optimal control problem and the corresponding stationary
one. Namely, we consider the minimization problems:
min
g∈L2((0,T );L2(RN\Ω,µ))
JT (g) :=
1
2
∫ T
0
‖u(·, t)− ud‖2L2(Ω)dt+
1
2
∫ T
0
‖g(·, t)‖2L2(RN\Ω,µ)dt, (3.3)
subject to u ∈ L2((0, T );HsΩ,β) ∩H1((0, T ); (HsΩ,β)∗) solves the fractional heat equation (3.1), and
min
g∈L2(RN\Ω,µ)
J(g) :=
1
2
‖u− ud‖2L2(Ω) +
1
2
‖g‖2L2(RN\Ω,µ), (3.4)
subject to u ∈ HsΩ,β solves the elliptic problem{
(−∆)su = 0 in Ω,
Nsu+ βu = βg in RN \ Ω,
(3.5)
where ud ∈ L2(Ω) is a fixed target.
We have the following well–posedness results concerning problems (3.1)-(3.3) and (3.4)-(3.5).
Theorem 3.3. [4, Theorem 4.1] There exist a unique optimal control gT ∈ L2((0, T );L2(RN \Ω, µ)) and
a state uT ∈ L2((0, T );HsΩ,β) ∩H1((0, T ); (HsΩ,β)∗) such that the functional JT attains its minimum at
gT , and uT is the corresponding unique solution of (3.1) with exterior datum gT .
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Theorem 3.4. [1, Theorem 5.1] There exist a unique optimal control g ∈ L2(RN \ Ω, µ) and u ∈ HsΩ,β
a solution of (3.5) associated to g, such that the functional J attains its minimum at g.
Additionally, we have the following first order optimality conditions for both optimal control problems.
Theorem 3.5. [4, Theorem 4.3] If gT is a minimizer of (3.3), then the first order necessary optimality
conditions are given by(
ψT + gT , g − gT
)
L2((0,T );L2(RN\Ω,µ))
≥ 0, ∀g ∈ L2((0, T );L2(RN \ Ω, µ)), (3.6)
where ψT ∈ L2((0, T );D(−∆)sR) ∩H1((0, T );L2(Ω)) solves the following adjoint problem:
−ψTt + (−∆)sψT = uT − ud in Q,
NsψT + βψT = 0 in Σ,
ψ(·, T ) = 0 in Ω.
(3.7)
Moreover, (3.6) is equivalent to
gT = −ψT
∣∣∣
Σ
.
Let us notice that the regularity ψT ∈ L2((0, T );D(−∆)sR) ∩ H1((0, T );L2(Ω)) of solutions to (3.7)
has been proved in [5].
Theorem 3.6. [1, Theorem 5.3] If g is a minimizer of (3.4), then the first order necessary optimality
conditions are given by (
ψ + g, g − g
)
L2(RN\Ω,µ)
≥ 0, ∀g ∈ L2(RN \ Ω, µ), (3.8)
where ψ ∈ HsΩ,β solves the following adjoint problem:{
(−∆)sψ = u− ud in Ω,
Nsψ + βψ = 0 in RN \ Ω.
(3.9)
Moreover, (3.8) is equivalent to
g = −ψ
∣∣∣
RN\Ω
.
To conclude this section, we mention that the solution ψ of (3.9) also belongs to D((−∆)sR).
3.2. The turnpike property. In this section we state and prove our main results concerning the non-
local Robin exterior data.
For this purpose, let (gT , uT ) ∈ L2((0, T );L2(RN \ Ω, µ)) ×
(
L2((0, T );HsΩ,β) ∩ H1((0, T ); (HsΩ,β)∗)
)
and (g, u) ∈ L2(RN \Ω, µ)×HsΩ,β be the optimal pairs for the evolutionary and stationary optimal control
problems (3.1)-(3.3) and (3.4)-(3.5), respectively (see Theorems 3.3 and 3.4). It follows from Theorems
3.5 and 3.6 that there exists a pair
(ψT , ψ) ∈
(
L2((0, T );D((−∆)sR)) ∩H1((0, T );L2(Ω))
)
×HsΩ,β
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such that gT = −ψT
∣∣∣
Σ
, g = −ψ
∣∣∣
RN\Ω
, and we have the following optimality systems:
uTt + (−∆)suT = 0 in Q,
NsuT + βuT = βgT in Σ,
uT (·, 0) = 0 in Ω,
−ψTt + (−∆)sψT = uT − ud in Q,
NsψT + βψT = 0 in Σ,
ψ(·, T ) = 0 in Ω,
(3.10)
and 
(−∆)su = 0 in Ω,
Nsu+ βu = βg in RN \ Ω,
(−∆)sψ = u− ud in Ω,
Nsψ + βψ = 0 in RN \ Ω.
(3.11)
The following theorem is the first main result of the paper.
Theorem 3.7. Let (uT , gT , ψT ) be the solution of (3.10) and (u, g, ψ) be the solution of the corresponding
stationary problem (3.11). Then,
1
T
∫ T
0
gT dt −→ g, strongly in L2(RN \ Ω, µ) as T → +∞,
and
1
T
∫ T
0
uT dt −→ u, strongly in L2(Ω) as T → +∞.
Proof. We divide the proof in several steps.
Step 1: We claim that there is a constant C > 0 (independent of T ) such that
‖uT (·, T )‖2Hs
Ω,β
≤ C
[∫ T
0
‖gT (·, t)‖2L2(RN\Ω,µ) dt+
∫ T
0
‖uT (·, t)− ud‖2L2(Ω) dt
]
. (3.12)
Indeed, from Definition 3.1 of weak solutions, we have that
〈uTt , v〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(uT , v) =
∫
RN\Ω
gT vdµ, ∀v ∈ HsΩ,β . (3.13)
Taking v := uT as a test function in (3.13), we obtain
1
2
d
dt
‖uT (·, t)‖2Hs
Ω,β
+ E(uT , uT ) =
∫
RN\Ω
gTuTdµ. (3.14)
Applying Cauchy–Schwarz’s inequality, and then Young’s inequality, to the right hand side in (3.14), we
get that for every ε > 0,
1
2
d
dt
‖uT (·, t)‖2Hs
Ω,β
+ E(uT , uT ) ≤ 1
2ε
∫
RN\Ω
|gT |2dµ+ ε
2
∫
RN\Ω
|uT |2dµ. (3.15)
It follows from the definition of E that
‖u‖2L2(RN\Ω,µ) ≤ E(u, u), ∀ u ∈ HsΩ,β .
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Thus, we get from (3.15) that
1
2
d
dt
‖uT (·, t)‖2Hs
Ω,β
+ E(uT , uT ) ≤ 1
2ε
‖gT (·, t)‖2L2(RN\Ω,µ) +
ε
2
E(uT , uT ). (3.16)
Integrating (3.16) over (0, T ), we can deduce that (recall that uT (·, 0) = 0)
‖uT (·, T )‖2Hs
Ω,β
+
(
1− ε
2
) ∫ T
0
E(uT , uT ) dt ≤ 1
2ε
∫ T
0
∫
RN\Ω
|gT |2 dµdt. (3.17)
Choosing ε so that 1− ε2 > 0, we get from (3.12) that there is a constant C > 0 (independent of T ) such
that
‖uT (·, T )‖2Hs
Ω,β
≤C
∫ T
0
∫
RN\Ω
|gT |2 dµdt
≤C
[∫ T
0
‖gT (·, t)‖2L2(RN\Ω,µ) dt+
∫ T
0
‖uT (·, t)− ud‖2L2(Ω) dt
]
.
We have shown the claim (3.12).
Similarly, using the fact that gT = −ψT in Σ, we can prove that there is a constant C > 0 (independent
of T ) such that
‖ψT (·, 0)‖2Hs
Ω,β
+
∫ T
0
E(ψT , ψT ) dt ≤ C
∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt. (3.18)
Hence, (3.18) implies that
‖ψT (·, 0)‖2Hs
Ω,β
≤C
∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt
≤C
[∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt+
∫ T
0
‖gT (·, t)‖2L2(RN\Ω,µ)dt
]
. (3.19)
Step 2: Since uT and ψT are the weak solutions of (3.1) and (3.7), respectively, it follows from
Definition 3.1 that
〈uTt , w〉(HsΩ,β)∗,HsΩ,β + E(uT , w) =
∫
RN\Ω
gTwdµ, (3.20)
for every w ∈ HsΩ,β, and
−(ψTt , v)L2(Ω) + E(ψT , v) =
(
uT − ud, v)
L2(Ω)
, (3.21)
for every v ∈ HsΩ,β . Taking v := uT as a test function in (3.21), w := ψT as a test function in (3.20) we
get that ∫
RN\Ω
gTψT dµ = 〈uTt , ψT 〉(HsΩ,β)∗,HsΩ,β + (ψTt , uT )L2(Ω) + (uT − ud, uT )L2(Ω). (3.22)
Integrating (3.22) over (0, T ), using (3.10) and noticing that∫ T
0
(
〈uTt , ψT 〉(Hs
Ω,β
)∗,Hs
Ω,β
+ (ψTt , u
T )L2(Ω)
)
dt = 0,
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we obtain ∫ T
0
∫
RN\Ω
gTψTdµdt =
∫ T
0
(
uT (·, t)− ud, uT (·, t)
)
L2(Ω)
dt
=
∫ T
0
‖uT (·, t)‖2L2(Ω)dt−
∫ T
0
(
ud, uT (·, t)
)
L2(Ω)
dt. (3.23)
Using the fact that gT = −ψT in Σ and completing the square in the right hand side of (3.23), we get∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt+
∫ T
0
‖gT (·, t)‖2L2(RN\Ω,µ)dt = −
∫ T
0
(
ud, uT (·, t)− ud
)
L2(Ω)
dt. (3.24)
Using the Young inequality in the right hand side of (3.24), we obtain that for every ε > 0,
−
∫ T
0
(
ud, uT (·, t)− ud
)
L2(Ω)
dt ≤ 1
2ε
T ‖ud‖2L2(Ω) +
ε
2
∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt. (3.25)
Choosing ε in (3.25) such that 1− ε2 > 0, we can deduce from (3.24) that∫ T
0
‖gT (·, t)‖2L2(RN\Ω,µ)dt+
∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt ≤ CT, (3.26)
where C > 0 is a constant depending on ‖ud‖L2(Ω), but is independent of T . Combining (3.12), (3.19),
(3.26) and using the fact that
‖u‖L2(Ω) ≤ ‖u‖Hs
Ω,β
, ∀ u ∈ HsΩ,β ,
we get the following estimate for uT (·, T ) and ψT (·, 0):
‖ψT (·, 0)‖L2(Ω) + ‖uT (·, T )‖L2(Ω) ≤ C
√
T , (3.27)
where the constant C > 0 is independent of T .
Step 3: We claim that
1
T
∫ T
0
gTdt and
1
T
∫ T
0
uTdt
are bounded in L2(RN \ Ω, µ) and L2(Ω), respectively.
Indeed, it follows from (3.26) and Cauchy–Schwarz’s inequality that∫
RN\Ω
∣∣∣∣∣ 1T
∫ T
0
gTdt
∣∣∣∣∣
2
dµ ≤
∫
RN\Ω
1
T 2
(∫ T
0
dt
)(∫ T
0
|gT |2 dt
)
dµ
≤ 1
T
∫
RN\Ω
∫ T
0
|gT |2 dtdµ = 1
T
∫ T
0
∫
RN\Ω
|gT |2 dµdt ≤ C.
For uT , we have that∫
Ω
∣∣∣∣∣ 1T
∫ T
0
uTdt
∣∣∣∣∣
2
dx ≤ 1
T
∫ T
0
∫
Ω
|uT |2 dxdt ≤ 1
T
∫ T
0
∫
Ω
|uT − ud|2 dxdt+ 1
T
∫ T
0
∫
Ω
|ud|2 dxdt
≤C + ‖ud‖2L2(Ω),
and we have shown the claim.
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Step 4: Let w := uT − u, ϕ := ψT − ψ and h := gT − g. Using Definitions 3.1 we can deduce from
(3.10) and (3.11) that
〈wt, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(w, v) = −
∫
RN\Ω
hv dµ, ∀v ∈ HsΩ,β ,
−〈ϕt, φ〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(ϕ, φ) =
∫
Ω
wφ dx, ∀φ ∈ HsΩ,β .
(3.28)
Moreover, w(·, 0) = −u and ϕ(·, T ) = −ψ.
Now, taking v := ϕ as a test function in the first equation of (3.28) and φ := w as a test function in
the second equation of (3.28) and using the fact that ϕ := ψT − ψ = h in Σ we get
‖w(·, t)‖2L2(Ω) + ‖h(·, t)‖2L2(RN\Ω,µ) = −〈ϕt, w〉(HsΩ,β )∗,HsΩ,β − 〈wt, ϕ〉(HsΩ,β)∗,HsΩ,β . (3.29)
Integrating (3.29) over (0, T ) we obtain∫ T
0
‖w(·, t)‖2L2(Ω)dt+
∫ T
0
‖h‖2L2(RN\Ω,µ) dt = −
∫
Ω
ϕ(x, T )w(x, T )dx +
∫
Ω
ϕ(x, 0)w(x, 0)dx. (3.30)
To get an estimate for the right hand side of (3.30), we observe the following:∫
Ω
|w(x, T )|2dx =
∫
Ω
|uT (x, T )− u(x)|2dx
≤ 2
∫
Ω
|uT (x, T )|2dx+ 2
∫
Ω
|u(x)|2dx ≤ CT + 2
∫
Ω
|u(x)|2dx,
where we have used (3.27) in the last estimate.
In a similar way, we have that∫
Ω
|ϕ(x, 0)|2dx ≤ CT + 2
∫
Ω
|ψ(x)|2dx.
Thus, the first term in the right hand side of (3.30) can be estimated as follows:
−
∫
Ω
ϕ(x, T )w(x, T )dx ≤
(∫
Ω
|ϕ(x, T )|2dx
) 1
2
(∫
Ω
|w(x, T )|2dx
) 1
2
≤
(∫
Ω
|ψ(x)|2dx
) 1
2
(
CT + 2
∫
Ω
|u(x)|2
) 1
2
dx.
Analogously, for the second term in the right hand side of (3.30) we have that∫
Ω
ϕ(x, 0)w(x, 0)dx ≤
(
CT + 2
∫
Ω
|ψ(x)|2dx
) 1
2
(∫
Ω
|u(x)|2dx
) 1
2
.
We have shown that
1
T
∫ T
0
‖w(·, t)‖2L2(Ω)dt+
1
T
∫ T
0
‖h(·, t)‖2L2(RN\Ω,µ)dt ≤
(∫
Ω
|ψ|2 dx
) 1
2
(
C
T
+
2
T 2
∫
Ω
|u|2
) 1
2
+
(∫
Ω
|u|2 dx
) 1
2
(
C
T
+
2
T 2
∫
Ω
|ψ|2
) 1
2
.
This implies that
lim
T→∞
(
1
T
∫ T
0
∫
Ω
|w|2dt+ 1
T
∫ T
0
∫
RN\Ω
|h|2dµdt
)
= 0. (3.31)
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Step 5: Finally, we show that
1
T
∫ T
0
gTdt and
1
T
∫ T
0
uTdt,
converge to g and u strongly in L2(RN \ Ω, µ) and L2(Ω), respectively.
Indeed, we have that∫
RN\Ω
∣∣∣∣∣ 1T
∫ T
0
gTdt− g
∣∣∣∣∣
2
dµ =
∫
RN\Ω
∣∣∣∣∣ 1T
∫ T
0
(
gT − g) dt∣∣∣∣∣
2
dµ
≤ 1
T
∫
RN\Ω
∫ T
0
∣∣gT − g∣∣2 dtdµ
=
1
T
∫ T
0
∫
RN\Ω
|h|2dµdt,
which converges to 0 by (3.31).
Similarly, we have that ∫
Ω
∣∣∣∣∣ 1T
∫ T
0
uTdt− u
∣∣∣∣∣
2
dx ≤ 1
T
∫ T
0
∫
Ω
|w|2 dxdt,
which converges to 0 by (3.31). The proof is finished. 
Remark 3.8. We observe that the computations leading to the proof of the estimate (3.26) are used in
the proof of our next theorem, otherwise (3.26) can be easily proved as follows. By definition of minimizer,
we have that JT (g
T ) ≤ JT (0). Hence,∫ T
0
‖gT (·, t)‖2L2(RN\Ω,µ)dt+
∫ T
0
‖uT (·, t)− ud‖2L2(Ω)dt
= 2JT (g
T ) ≤ 2JT (0) =
∫ T
0
‖0− ud‖2L2(Ω)dt = T ‖ud‖2L2(Ω),
which is exactly (3.26) with constant C = 1.
The following exponential turnpike property is our second main result concerning the Robin problem.
Theorem 3.9. Let γ ≥ 0 be a real number. There is a constant C = C(γ) > 0 (independent of T ) such
that for every t ∈ [0, T ] we have the following estimate:
‖uT (·, t)− u‖L2(Ω) + ‖ψT (·, t)− ψ‖L2(Ω) ≤ C
(
e−γt + e−γ(T−t)
)(
‖u‖L2(Ω) + ‖ψ‖L2(Ω)
)
. (3.32)
Proof. We divide the proof in several steps.
Step 1: Let w := uT − u and ϕ := ψT − ψ satisfy (3.28). It follows from Step 4 in the proof of
Theorem 3.7 that 〈wt, v〉(HsΩ,β)∗,HsΩ,β + E(w, v) = −(ϕ, v)L2(RN\Ω,µ), ∀v ∈ H
s
Ω,β ,
−〈ϕt, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(ϕ, v) = (w, v)L2(Ω), ∀v ∈ HsΩ,β .
(3.33)
Besides, the following identity holds:∫ T
0
‖w(·, t)‖2Hs
Ω,β
dxdt+
∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ)dt =
∫
Ω
ϕ(x, T )w(x, T )dx −
∫
Ω
ϕ(x, 0)w(x, 0)dx. (3.34)
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Next, we use the following notations:
(Dtφ, v) := 〈φt, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+
∫
Ω
φ(x, 0)vdx, ∀v ∈ HsΩ,β , (3.35)
and
(D∗t φ, v) := −〈φt, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+
∫
Ω
φ(x, T )vdx, ∀v ∈ HsΩ,β . (3.36)
Using the notations (3.35)-(3.36), we can rewrite the system (3.33) as follows:
(Dtw, v) + E(w, v) = −
∫
RN\Ω
ϕvdµ+
∫
Ω
w(x, 0)vdx, ∀v ∈ HsΩ,β ,
(D∗tϕ, v) + E(ϕ, v) =
∫
Ω
wv dx+
∫
Ω
ϕ(x, T )vdx, ∀v ∈ HsΩ,β .
(3.37)
We observe that we can rewrite (3.37) as follows:( −(·, v)L2(Ω) (D∗t ·, v) + E(·, v)
(Dt·, v) + E(·, v) (·, v)L2(RN\Ω,µ)
)(
w
ϕ
)
=
(
(ϕ(·, T ), v)L2(Ω)
(w(·, 0), v)L2(Ω).
)
. (3.38)
Let us denote by Λ the matrix operator
Λ :=
( −(·, v)L2(Ω) (D∗t ·, v) + E(·, v)
(Dt·, v) + E(·, v) (·, v)L2(RN\Ω,µ)
)
.
The operator Λ corresponds to the equations for the state and adjoint vectors. The solution operator
of this system, denoted Λ−1, maps initial data for the state and adjoint equations to the corresponding
solutions. It follows from Theorem 3.5 that the operator Λ−1 is well defined as a mapping from (L2(Ω))2
into (L2((0, T );HsΩ,β)∩H1((0, T ); (HsΩ,β)∗))2. In other words, the state and adjoint equations have unique
solutions in (L2((0, T );HsΩ,β) ∩H1((0, T ); (HsΩ,β)∗))2. Thus, the operator
Λ : (L2((0, T );HsΩ,β) ∩H1((0, T ); (HsΩ,β)∗))2 → (L2(Ω))2
is invertible.
Step 2: We claim that there is a constant C > 0 (independent of T ) such that
‖Λ−1‖L((L2(Ω))2,(L2((0,T );Hs
Ω,β
)∩H1((0,T );(Hs
Ω,β
)∗))2) ≤ C. (3.39)
Indeed, in order to show the claim we will prove that for every functions (w,ϕ) solving the system (3.37),
there is a constant C > 0 (independent of T ) such that
‖w‖2L2((0,T );Hs
Ω,β
)∩H1((0,T );(Hs
Ω,β
)∗)+‖ϕ‖2L2((0,T );Hs
Ω,β
)∩H1((0,T );(Hs
Ω,β
)∗)
≤ C(‖w(·, 0)‖2L2(Ω) + ‖ϕ(·, T ‖2L2(Ω)). (3.40)
In fact, proceeding as the proof of (3.12), we obtain that there is a constant C > 0 (independent of
T ) such that 
‖w(·, T )‖2L2(Ω) ≤ C
[∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ) dt+ ‖w(·, 0)‖2L2(Ω)
]
,
‖ϕ(·, 0)‖2L2(Ω) ≤ C
[∫ T
0
‖w(·, t)‖2L2(Ω)dt+ ‖ϕ(·, T )‖2L2(Ω)
]
.
(3.41)
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Using the estimates (3.17) and (3.18), we get that
‖w‖2L2((0,T );Hs
Ω,β
) ≤ C
[∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ) dt+
∫ T
0
‖w(·, t)‖2L2(Ω)dt+ ‖w(·, 0)‖2L2(Ω)
]
,
‖ϕ‖2L2((0,T );Hs
Ω,β
) ≤ C
[∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ) dt+
∫ T
0
‖w(·, t)‖2L2(Ω)dt+ ‖ϕ(·, T )‖2L2(Ω)
]
.
(3.42)
Using the identity (3.34), Young’s inequality, the fact that ‖u‖Hs
Ω,β
≥ ‖u‖L2(Ω), u ∈ HsΩ,β , and (3.41)
we get that for every ε1, ε2 > 0,∫ T
0
‖w(·, t)‖2Hs
Ω,β
dt+
∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ) dt
≤C
[
‖ϕ(·, T )‖2L2(Ω)
(
1
2ε1
+
1
2ε2
)
+ ‖w(·, 0)‖2L2(Ω)
(ε1 + ε2)
2
+
ε1
2
∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ) dt+
1
2ε2
∫ T
0
‖w(·, t)‖2L2(Ω)dt
]
. (3.43)
Noticing that ‖w(·, t)‖L2(Ω) ≤ ‖w(·, t)‖Hs
Ω,β
and choosing ε1, ε2 > 0 such that the last two terms in the
right hand side of (3.43) can be absorbed by the left hand side, we obtain that there is a constant C > 0
(independent of T ) such that∫ T
0
‖w(·, t)‖2Hs
Ω,β
dt+
∫ T
0
‖ϕ(·, t)‖2L2(RN\Ω,µ) dt ≤ C
(
‖w(·, 0)‖2L2(Ω) + ‖ϕ(·, T )‖2L2(Ω)
)
. (3.44)
Combining (3.42)-(3.44), we can deduce that there is a constant C > 0 (independent of T ) such that
‖w‖2L2((0,T );Hs
Ω,β
) + ‖ϕ‖2L2((0,T );Hs
Ω,β
) ≤ C
(
‖w(·, 0)‖2L2(Ω) + ‖ϕ(·, T )‖2L2(Ω)
)
. (3.45)
Since w satisfies the first equation in (3.33), using the continuity of E , we have that
‖wt‖L2((0,T );(Hs
Ω,β
)∗) ≤ C(‖w‖L2((0,T );Hs
Ω,β
) + ‖ϕ‖L2((0,T );L2(RN\Ω,µ))).
In a similar way, we can obtain an estimate for ϕt and the claim follows.
Step 3: Define 
w˜ :=
1
e−γt + e−γ(T−t)
w,
ϕ˜ :=
1
e−γt + e−γ(T−t)
ϕ,
where we recall that w := uT − u and ϕ := ψT − ψ. Calculating we get that w˜ and ϕ˜ solve the following
problems: 
w˜t + (−∆)sw˜ = γf(t)w˜ in Q,
Nsw˜ + βw˜ = −βϕ˜ in Σ,
w˜(·, 0) = −1
1 + e−γT
u in Ω,
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and 
−ϕ˜t + (−∆)sϕ˜ = w˜ − γf(t)ϕ˜ in Q,
Nsϕ˜+ βϕ˜ = 0 in Σ,
ϕ˜(·, T ) = −1
1 + e−γT
ψ in Ω.
Here, f denotes the time-dependent function given by
f(t) :=
e−γ(T−t) − e−γt
e−γt + e−γ(T−t)
. (3.46)
Using Definition 3.1, we obtain
〈w˜t, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(w˜, v) = −
∫
RN\Ω
ϕ˜v dµ+ γf(t)
∫
Ω
w˜v dx, (3.47)
and
−〈ϕ˜t, v〉(Hs
Ω,β
)∗,Hs
Ω,β
+ E(ϕ˜, v) =
∫
Ω
w˜v dx− γf(t)
∫
Ω
ϕ˜v dx, (3.48)
for every v ∈ HsΩ,β .
Using (3.35) and (3.36), we can rewrite (3.47) and (3.48) as follows:
(Dtw˜, v) + E(w˜, v) = −
∫
RN\Ω
ϕ˜vdµ+ γf(t)
∫
Ω
w˜vdx+
∫
Ω
w˜(·, 0)vdx, (3.49)
and
(D∗t ϕ˜, v) + E(ϕ˜, v) =
∫
Ω
w˜v dx− γf(t)
∫
Ω
ϕ˜v dx +
∫
Ω
ϕ˜(·, T )v dx. (3.50)
Following Step 1, we can rewrite (3.49) and (3.50) as follows:[( −(·, v)L2(Ω) (D∗t ·, v) + E(·, v)
(Dt·, v) + E(·, v) (·, v)L2(RN\Ω,µ)
)
− γ
(
0 −f(t)(·, v)L2(Ω)
f(t)(·, v)L2(Ω) 0
)](
w˜
ϕ˜
)
=
(
(ϕ˜(·, T ), v)L2(Ω)
(w˜(·, 0), v)L2(Ω).
)
. (3.51)
Let us denote by F the operator matrix
F :=
(
0 −f(t)(·, v)L2(Ω)
f(t)(·, v)L2(Ω) 0
)
.
We claim that ‖F‖L((L2(Ω×(0,T ))2) ≤ 1. Indeed, for every ξ ∈ L2(Ω × (0, T )) and v ∈ L2(Ω) we have
that ∣∣∣∣∣
∫ T
0
f(t)(ξ(·, t), v)L2(Ω)dt
∣∣∣∣∣ ≤
∫ T
0
e−γ(T−t) − e−γt
e−γt + e−γ(T−t)
∣∣∣(ξ(·, t), v)L2(Ω)∣∣∣dt
≤
∫ T
0
∣∣∣(ξ(·, t), v)L2(Ω)∣∣∣dt ≤ ‖ξ‖L2(Ω×(0,T ))‖v‖L2(Ω),
and the claim is proved.
Let us choose γ > 0 such that
α := γ‖Λ−1‖L((L2(Ω))2,(L2((0,T );Hs
Ω,β
)∩H1((0,T );(Hs
Ω,β
)∗))2) < 1. (3.52)
Since the norm of Λ−1 is independent of T (see (3.39)), it follows that γ is also independent of T .
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Step 4: Let Φ˜ := (w˜, ϕ˜)T . Then, the system (3.51) is equivalent to
(Λ − γF)Φ˜ = I, (3.53)
where we have set
I :=
(
(ϕ˜(·, T ), v)L2(Ω)
(w˜(·, 0), v)L2(Ω)
)
.
Since Λ is invertible, it follows that (3.53) is equivalent to
(I − γΛ−1F)Φ˜ = Λ−1I. (3.54)
Using [23, Theorem 2.14], the existence and uniqueness of solutions for operator equations as (3.53) can
be established in terms of Neumann series, provided that γΛ−1F is a contraction. Since we have chosen
γ such that
γ‖Λ−1‖L((L2(Ω))2,(L2((0,T );Hs
Ω,β
)∩H1((0,T );(Hs
Ω,β
)∗))2) < 1 and ‖F‖L2((0,T );L2(Ω)) ≤ 1,
it follows that I − γΛ−1F has a bounded inverse which is given by the following Neumann series:
(I − γΛ−1F)−1 =
∞∑
k=0
(
γΛ−1F
)k
.
In addition, we have that
‖I − γΛ−1F‖L((L2((0,T );HΩ,β)∩H1((0,T );(HsΩ,β)∗))2) ≤
1
1− α, (3.55)
where we recall that 0 < α < 1 is given in (3.52).
Therefore, we can deduce that∥∥∥∥ 1e−γt + e−γ(T−t)w
∥∥∥∥
L2((0,T );Hs
Ω,β
)∩H1(0,T ;(Hs
Ω,β
)∗)
+
∥∥∥∥ 1e−γt + e−γ(T−t)ϕ
∥∥∥∥
L2((0,T );Hs
Ω,β
)∩H1((0,T );(Hs
Ω,β
)∗)
≤‖Λ
−1‖(L2(Ω))2
1− α
1
1 + e−γT
(
‖w(·, 0)‖L2(Ω) + ‖ϕ(·, T )‖L2(Ω)
)
. (3.56)
Since HsΩ,β is a Hilbert space, using [49, Proposition 23.23], we have that the continuous embedding
L2((0, T );HsΩ,β) ∩H1((0, T ); (HsΩ,β)∗) →֒ C([0, T ];L2(Ω)),
holds. In addition, the embedding constant is independent of T .
Thus, we can deduce from (3.56) that for every t ∈ [0, T ], the following estimate holds:
‖uT (·, t)− u‖L2(Ω) + ‖ψT (·, t)− ψ‖L2(Ω) ≤ C
(
e−γt + e−γ(T−t)
)(
‖u‖L2(Ω) + ‖ψ‖L2(Ω)
)
,
with a constant C > 0 which is independent of T . We have shown (3.32) and the proof is finished. 
We conclude this section with the following observation.
Remark 3.10. We observe the following facts.
(a) From our previous results, we can also obtain an estimate for the control. Indeed, let
h˜ :=
1
e−γt + e−γ(T−t)
(gT − g).
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Since ‖u‖L2(RN\Ω,µ) ≤ ‖u‖Hs
Ω,β
for u ∈ HsΩ,β , we have that (notice that ϕ := ψT − ψ = gT − g in
Σ)
‖h˜‖2L2((0,T );L2(RN\Ω,µ)) =
∫ T
0
(
1
e−γt + e−γ(T−t)
)2
‖ϕ(·, t)‖2L2(RN\Ω,µ)dt ≤ ‖ϕ˜‖2L2((0,T );Hs
Ω,β
),
where
ϕ˜ :=
1
e−γt + e−γ(T−t)
ϕ.
Thus, from (3.56), we can deduce that there is a constant C > 0 (independent on T ) such that∥∥∥∥ 1e−γt + e−γ(T−t) (gT − g)
∥∥∥∥
L2((0,T );L2(RN\Ω,µ))
≤ C
(
‖u‖L2(Ω) + ‖ψ‖L2(Ω)
)
.
We have shown the exponential turnpike property (state, control and adjoint vectors) for the
Robin control problems.
(b) We do not know if the estimate (3.32) can be improved as follows:
‖uT (·, t)− u‖L2(Ω) + ‖ψT (·, t)− ψ‖L2(Ω) ≤ C
(
e−γt‖u‖L2(Ω) + e−γ(T−t)‖ψ‖L2(Ω)
)
. (3.57)
Such an improved estimate has been obtained in [33] for the local case s = 1, with the control
function localized in Ω and zero boundary conditions, by using Riccati’s theory for infinite di-
mensional systems. It seems that our method cannot be used to obtain (3.57). To obtain such
an estimate, most likely, one has to generalize the Riccati theory to the fractional setting and
also exploit some abstract results contained in [28, Chapter III] about decoupling the optimality
systems.
4. Dirichlet exterior control problems: The turnpike property
In this section we prove the exponential turnpike property for the Dirichlet exterior control problem.
In order to do this, we need some preparations. Recall that (−∆)sD denotes the operator defined in (2.3).
4.1. The Dirichlet exterior control problem. In this section we give some known results needed to
formulate our problem. These results will also be used in the proofs of the turnpike property.
Let us consider first the optimal control for the stationary problem. That is,
min
g∈L2(RN\Ω)
J(g) :=
1
2
‖u− ud‖2L2(Ω) +
1
2
‖g‖2L2(RN\Ω), (4.1)
subject to u solves the following elliptic problem:{
(−∆)su = 0 in Ω,
u = g in RN \ Ω, (4.2)
where ud ∈ L2(Ω) is a fixed target.
Our notion of solution to (4.2) is the following.
Definition 4.1. Let g ∈ L2(RN \Ω). We say that u ∈ L2(Ω) is a solution by transposition (or very weak
solution) of (4.2) if the identity ∫
Ω
u(−∆)v dx = −
∫
RN\Ω
gNsv dx, (4.3)
holds for every v ∈ D((−∆)sD) =
{
v ∈ Hs0(Ω) : (−∆)sv ∈ L2(Ω)
}
.
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The following existence and uniqueness result of solutions by transposition has been recently obtained
in [1, Theorem 3.5].
Theorem 4.2. Let g ∈ L2(RN \ Ω). There exists a unique solution by transposition u to (4.2) in the
sense of Definition 4.1. In addition, there is a constant C > 0 such that
‖u‖L2(Ω) ≤ C‖g‖L2(RN\Ω). (4.4)
With respect to the Dirichlet optimal control problem, we also have the following result taken from
[1, Theorems 4.1 and 4.3].
Theorem 4.3. There exists a solution (g, u) ∈ L2(RN \ Ω)× L2(Ω) to the minimization problem (4.1)-
(4.2). In addition, the first order necessary optimality conditions are given by
g = Nsλ, (4.5)
where λ ∈ D((−∆)sD) →֒ Hs0(Ω) solves the following adjoint equation:{
(−∆)sλ = u− ud in Ω,
λ = 0 in RN \ Ω. (4.6)
Now, we consider the evolutionary optimal control problem. That is,
min
g∈L2((0,T )×((RN\Ω))
JT (g) :=
1
2
∫ T
0
‖u(·, t)− ud‖2L2(Ω) dt+
1
2
∫ T
0
‖g(·, t)‖2L2(RN\Ω) dt, (4.7)
subject to u solves the following fractional heat equation with a Dirichlet exterior datum:
ut + (−∆)su = 0 in Q
u = g in Σ
u(·, 0) = 0 in Ω.
(4.8)
Once again, ud ∈ L2(Ω) is a fixed target.
We introduce our notion of solutions.
Definition 4.4. Let g ∈ L2((0, T );L2(RN \ Ω)). A function u ∈ L2(Ω × (0, T )) is said to be a solution
by transposition (or very weak solutions) of (4.8), if the identity∫ T
0
∫
Ω
u
(
− vt + (−∆)sv
)
dxdt = −
∫ T
0
∫
RN\Ω
gNsvdxdt, (4.9)
holds, for every v ∈ L2((0, T );D((−∆)sD)) ∩H1((0, T );L2(Ω)) with v(·, T ) = 0.
For the optimal control problem (4.7)-(4.8), the following existence result has been obtained in [4,
Theorems 4.1 and 4.3].
Theorem 4.5. There exists an optimal pair (gT , uT ) to the minimization problem (4.7)-(4.8). Moreover,
the first order optimality conditions are given by
gT = NsλT , (4.10)
where λT ∈ L2((0, T );D((−∆)sD) ∩H1((0, T );L2(Ω)) solves the following adjoint problem:
−λTt + (−∆)sλT = uT − ud in Q
λT = 0 in Σ,
λT (·, T ) = 0 in Ω.
(4.11)
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Let (e−t(−∆)
s
D)t≥0 be the submarkovian semigroup on L
2(Ω) generated by the operator −(−∆)sD.
Then, the solution λT of (4.11) is given by
λT (·, t) =
∫ T
t
e−(τ−t)(−∆)
s
D
(
uT (·, τ) − ud
)
dτ.
4.2. Admissible control and observation operators. To prove the turnpike property in the case of
the Dirichlet exterior control, we will use the approach of admissible control and observation operators
that we explain next. As we have mentioned in the introduction, these concepts shall allow us to use
semigroups theory to prove existence of solutions to (4.8) and to obtain some regularity results. More
precisely, we will obtain a continuous in time optimal state, which is crucial to get the exponential
turnpike property.
Let us denote by A := (−∆)sD, with D(A) := D((−∆)sD). That is, A is the realization in L2(Ω) of
the fractional Laplace operator with zero Dirichlet exterior condition defined in (2.3). The operator A
can be extended to a bounded operator from Hs0 (Ω) into H
−s(Ω). If there is no confusion we use the
same notation A. Then, the operator −A : D(A) ⊂ Hs0(Ω) → H−s(Ω) generates a strongly continuous
submarkovian semigroup (T(t))t≥0 on H
−s(Ω) which coincides with the semigroup (e−t(−∆)
s
D)t≥0 on
L2(Ω).
Let (D(A))⋆ denote the dual space of D(A) so that we have the following continuous and dense
embeddings:
D(A) →֒ H−s(Ω) →֒ (D(A))⋆.
The semigroup T can be also extended to (D(A))⋆ and its generator is an extension of A. We notice that
the semigroup T is exponentially stable. We refer to the book of Tucsnak and Weiss [39, Chapter 2] for
an abstract version and further properties.
Throughout the following, if there is no confusion, we shall only denote by T any of the above mentioned
three semigroups.
The following definitions are inspired from [39, Section 4.2 and 4.3].
Definition 4.6. (a) An operator B ∈ L(L2(RN \ Ω); (D(A))⋆) is called an admissible control op-
erator for the semigroup (T(t))t≥0, if for some τ > 0, Rang(Φτ ) ⊂ H−s(Ω), where for g ∈
L2((0, T );L2(RN \ Ω)) we have set
Φτg(t) :=
∫ t
0
T(t− τ)Bg(τ) dτ.
(b) An operator E ∈ L(D(A), L2(Ω)) is called an admissible observation operator for the semigroup
(T(t))t≥0, if for some τ > 0, Ψτ has a continuous extension to H
−s(Ω), where for u0 ∈ D(A),
(Ψτu0)(t) :=
{
ET(t)u0 if t ∈ [0, τ ],
0 if t > τ.
Remark 4.7. We observe the following.
(a) An admissible control operator B is called bounded if B ∈ L(L2(RN \Ω);H−s(Ω)), and unbounded
otherwise. Obviously, every bounded operator B ∈ L(L2(RN \Ω);H−s(Ω)) is an admissible control
operator for T.
(b) An admissible observation operator E is called bounded if it can be extended such that E ∈
L(H−s(Ω);L2(Ω)), and unbounded otherwise. Once again, every bounded linear operator E ∈
L(H−s(Ω);L2(Ω)) is an admissible observation operator for the semigroup T.
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With the previous notations, we consider the control operator B ∈ L(L2(RN \Ω); (D(A))⋆) defined by
B := AD, where D : L2(RN \ Ω)→ L2(Ω) is the nonlocal Dirichlet map given by
Dg = u⇐⇒ (−∆)su = 0 in Ω and u = g in RN \ Ω. (4.12)
It follows from Theorem 4.2 that, for every g ∈ L2(RN \ Ω), there exists a unique function u ∈ L2(Ω)
satisfying (4.12). Therefore, the nonlocal Dirichlet exterior control problem (4.8) can be rewritten as
follows: {
ut + Au = Bg, t > 0,
u(0) = 0,
(4.13)
and B is an admissible control operator for the semigroup T generates by −A, in the sense of Definition
4.6. Notice that (4.13) has a unique solution u ∈ L2(Ω× (0, T )) ∩ C([0, T ];H−s(Ω)) given by
u(·, t) =
∫ t
0
T(t− τ)Bg(·, τ) dτ. (4.14)
Moreover, the operator B∗ : L(D(A);L2(RN \ Ω)) is given by
B
∗ϕ = −Ns(A−1ϕ), ∀ϕ ∈ L2(Ω). (4.15)
Finally, it follows from [39, Theorem 4.4.3] that B∗ is an admissible observation operator for the semigroup
(T(t))t≥0 and, since (T(t))t≥0 is exponentially stable, we have that∫ t
0
‖B∗T(t− τ)u(τ)‖2L2(RN\Ω)dτ ≤ K‖u(·, t)‖2H−s(Ω), (4.16)
where the constant K > 0 can be chosen independent of t (see e.g. [39, Proposition 4.4.3 and Remark
4.3.5]).
To conclude this section, we observe that, since the operator −A generates a strongly continuous
semigroup (T(t))t≥0 on H
−s(Ω) (or on (D(A))⋆), and B ∈ L(L2(RN \ Ω); (D(A))⋆) is an admissible
control operator, considering the observation operator E := I, it follows from [40, Proposition 4.9] that
the triple (A,B,E) forms a well–posed system in the sense of [40, Definition 3.1]. Therefore, the extremal
system associated to the optimal control problem (4.7), which can be rewritten as follows:
−I − ddt + A
0 ET
d
dt + A BB
∗
E0 0

(
uT
λT
)
=

−ud
0
0
0
 , (4.17)
where E0u
T := u(·, 0) and ETλT := λT (·, T ), admits a unique solution (uT , λT ) ∈ C([0, T ];H−s(Ω)) ×
C([0, T ];D((−∆)sD).
Finally, we observe that we can rewrite the extremal equation for the stationary optimal control
problem (4.6) as follows: ( −I A
A BB
∗
)(
u
λ
)
=
(
−ud
0
)
, (4.18)
where B⋆λ = −g in RN \ Ω.
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4.3. The turnpike property. Before we state and prove our last main result, we need the following
technical results.
The first one is an integration by parts formula for mild solutions of abstract Cauchy problems.
Proposition 4.8. [27, Chapter 2, Proposition 5.7] Let H be a Hilbert space and A : D(A) → H the
generator of a strongly continuous semigroup (T (t))t≥0 on H. Let X0, Y0 ∈ H, F,G ∈ L2((0, T );H) and
consider the following nonhomogeneous linear Cauchy problems:
dX
dt
−AX = F, X(0) = X0,
−dY
dt
−A∗Y = G, Y (0) = Y0.
Then, for every 0 ≤ τ ≤ t, the following integration by parts formula holds:
(X(t), Y (t))H − (X(τ), Y (τ))H =
∫ t
τ
(
(Y (σ), F (σ))H − (X(σ), G(σ))H
)
dσ. (4.19)
Proposition 4.9. [20, Lemma 7] For η ∈ L1((0, T )), we define the function
h(t) :=
∫ t
0
η(τ)e−k(t−τ) dτ,
where k > 0. Then, there is a constant C > 0 (independent of T ) such that
‖h‖Lp(0,T ) ≤ C‖η‖L1(0,T ), for 1 ≤ p ≤ ∞. (4.20)
Our third main result, which is the following theorem, shows the exponential turnpike property of the
Dirichlet control problems.
Theorem 4.10. Let γ ≥ 0 be a real number. Let (uT , gT , λT ) be the solution of (4.17) and (u, g, λ) the
corresponding stationary solution of (4.18). Then, there is a constant C = C(γ) > 0 (independent on T )
such that for every t ∈ [0, T ] we have the following estimate:
‖uT (·, t)− u‖H−s(Ω) + ‖λT (·, t)− λ‖H−s(Ω) ≤ C
(
e−γt + e−γ(T−t)
)(
‖u‖H−s(Ω) + ‖λ‖H−s(Ω)
)
. (4.21)
Moreover, the following estimate holds:∥∥∥∥ 1e−γt + e−γ(T−t) (uT − u)
∥∥∥∥
L2((0,T );H−s(Ω))
+
∥∥∥∥ 1e−γt + e−γ(T−t) (gT − g)
∥∥∥∥
L2((0,T );L2(RN\Ω))
+
∥∥∥∥ 1e−γt + e−γ(T−t) (λT − λ)
∥∥∥∥
L2((0,T );H−s(Ω))
≤ C
(
‖u‖H−s(Ω) + ‖λ‖H−s(Ω)
)
. (4.22)
Proof. We use the previous notations and take advantage of the proofs given in the previous sections.
We proceed in several steps.
Step 1: Let us consider the functions w := uT − u and ϕ := λT − λ. Since the time derivatives of u
and λ are zero, we can rewrite the system (4.18) as follows:
−I − ddt + A
0 ET
d
dt + A BB
∗
E0 0

(
u
λ
)
=

−ud
λ
0
u
 . (4.23)
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Then, subtracting (4.23) from (4.17), we obtain that w and ϕ satisfy
wt(t) + Aw(t) = −BB∗ϕ(t), t > 0
w(0) = w0,
−ϕt(t) + Aϕ(t) = w(t), t > 0
ϕ(T ) = ϕT ,
(4.24)
where w0 := −u and ϕT := −λ.
We consider the following auxiliary problems:{
−ψt + Aψ = 0, in [0, t]
ψ(t) = w(t),
(4.25)
and {
ξt + Aξ = 0, in [t, T ]
ξ(t) = ϕ(t).
(4.26)
We observe that using the exponential stability of the semigroup, we can deduce that there exist two
constants M,k > 0 such that
‖ψ(·, τ)‖H−s(Ω) ≤Me−k(t−τ)‖w(·, t)‖H−s(Ω), 0 ≤ τ ≤ t. (4.27)
Using the integration by parts formula (4.19), multiplying the state equation for w by ψ (solution of
(4.25)), integrating over (0, t), and the state equation for ϕ by ξ (solution of (4.26)) and integrating over
(t, T ), we obtain the following identities:
‖w(·, t)‖2H−s(Ω) = −
∫ t
0
(B∗ϕ(·, τ),B∗ψ(·, τ))L2(RN\Ω) dτ + (w0, ψ(·, 0))H−s(Ω), (4.28)
and
‖ϕ(·, t)‖2H−s(Ω) =
∫ T
t
(ξ(·, τ), w(·, τ))H−s (Ω) dτ + (ξ(·, T ), ϕT )H−s(Ω), (4.29)
respectively.
Step 2: Since B∗ is an admissible observation operator for the semigroup T, using (4.16), we can
estimate the right hand side of (4.28) with a constant independent of t. Indeed,∫ t
0
∣∣∣(B∗ϕ(·, τ),B∗ψ(·, τ))L2(RN\Ω)∣∣∣ dτ
≤
∫ t
0
e−
k
2
(t−τ)‖B∗ϕ(·, τ)‖L2(RN\Ω)‖B∗e
k
2
(t−τ)ψ(·, τ)‖L2(RN\Ω) dτ
≤
(∫ t
0
e−k(t−τ)‖B∗ϕ(·, τ)‖2L2(RN\Ω) dτ
) 1
2
(∫ t
0
‖B∗e k2 (t−τ)ψ(·, τ)‖2L2(RN\Ω) dτ
) 1
2
.
It follows from (4.25) that ψ(τ) = T(t − τ)w(τ), for every 0 ≤ τ ≤ t. Notice that the constant k > 0
can be chosen such that the semigroup (e
k
2
(t−τ)
T(t))t≥0 is still exponential stable. Thus, from (4.16) we
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can deduce that(∫ t
0
‖B∗e k2 (t−τ)ψ(·, τ)‖2L2(RN\Ω) dτ
) 1
2
=
(∫ t
0
‖B∗e k2 (t−τ)T(t− τ)w(·, τ)‖2L2(RN\Ω) dτ
) 1
2
≤ K‖w(·, t)‖H−s(Ω),
where K > 0 is independent of t.
Using that
(w0, ψ(·, 0))H−s(Ω) ≤ ‖w0‖H−s(Ω)‖w(·, t)‖H−s(Ω)M
√
e−kt
and Young’s inequality, we can estimate (4.28) as follows:
‖w(·, t)‖2H−s(Ω) ≤ C
(∫ t
0
e−k(t−τ)‖B∗ϕ(·, τ)‖2L2(RN\Ω) dτ + ‖w0‖2H−s(Ω)M2e−kt
)
, ∀t ∈ [0, T ], (4.30)
with a constant C > 0 independent of T .
Using the fact that all the involved exponential functions are bounded by 1, we obtain the following
estimate for w with respect to the norm of C([0, T ];H−s(Ω)):
‖w‖2C([0,T ];H−s(Ω)) ≤ C
(
‖B∗ϕ‖2L2((0,T );L2(RN\Ω)) + ‖w0‖2H−s(Ω)
)
. (4.31)
Similarly, we have the following estimate for ϕ:
‖ϕ‖2C([0,T ];H−s(Ω)) ≤ C
(
‖w‖2L2((0,T );H−s(Ω)) + ‖ϕT ‖2H−s(Ω)
)
. (4.32)
Now, using (4.19) again, we have that∫ T
0
(
‖B∗ϕ(·, τ)‖2L2(RN\Ω) + ‖w(·, τ)‖2H−s(Ω)
)
dτ
= (w0, ϕ(·, 0))H−s(Ω) − (w(·, T ), ϕT )H−s(Ω)
≤ ‖w0‖H−s(Ω)‖ϕ(·, 0)‖H−s(Ω) + ‖w(·, T )‖H−s(Ω)‖ϕT ‖H−s(Ω). (4.33)
Applying Young’s inequality to the right hand side in (4.33), we get that for every ε1, ε2 > 0,
‖w0‖H−s(Ω)‖ϕ(·, 0)‖H−s(Ω) + ‖w(·, T )‖H−s(Ω)‖ϕT ‖H−s(Ω) ≤ 12ε1 ‖w0‖
2
H−s(Ω) +
ε1
2
‖ϕ(·, 0)‖2H−s(Ω)
+
1
2ε2
‖ϕT ‖2H−s(Ω) +
ε2
2
‖w(·, T )‖2H−s(Ω).
Using (4.31) and (4.32), we can estimate the previous inequality as follows:
‖w0‖H−s(Ω)‖ϕ(·, 0)‖H−s(Ω) + ‖w(·, T )‖H−s(Ω)‖ϕT ‖H−s(Ω) ≤ 1
2ε1
‖w0‖2H−s(Ω) +
1
2ε2
‖ϕT ‖2H−s(Ω)
+
Cε1
2
(
‖w‖2L2((0,T );H−s(Ω)) + ‖ϕT ‖2H−s(Ω)
)
+
Cε2
2
(
‖B∗ϕ‖2L2((0,T );L2(RN\Ω)) + ‖w0‖2H−s(Ω)
)
.
Thus, (4.33) can be estimated as follows:∫ T
0
(
‖B∗ϕ(·, τ)‖2L2(RN\Ω) + ‖w(·, τ)‖2H−s(Ω)
)
dτ
≤ 1
2ε1
‖w0‖2H−s(Ω) +
1
2ε2
‖ϕT ‖2H−s(Ω) +
Cε1
2
(
‖w‖2L2((0,T );H−s(Ω)) + ‖ϕT ‖2H−s(Ω)
)
+
Cε2
2
(
‖B∗ϕ‖2L2((0,T );L2(RN\Ω)) + ‖w0‖2H−s(Ω)
)
. (4.34)
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Taking ε1, ε2 > 0 such that 1− Cε12 > 0 and 1− Cε22 > 0, we obtain from (4.34) that there is a constant
C > 0 (independent of T ) such that∫ T
0
(
‖B∗ϕ(·, τ)‖2L2(RN\Ω) + ‖w(·, τ)‖2H−s(Ω)
)
dτ ≤ C
(
‖w0‖2H−s(Ω) + ‖ϕT ‖2H−s(Ω)
)
. (4.35)
Combining (4.31)-(4.32) and (4.35) we can deduce that there is a constant C > 0 (independent of T )
such that
‖w‖2C([0,T ];H−s(Ω)) + ‖ϕ‖2C([0,T ];H−s(Ω)) ≤ C
(
‖w0‖2H−s(Ω) + ‖ϕT ‖2H−s(Ω)
)
. (4.36)
We have shown that the norm of the solution map
Λ−1 : (H−s(Ω))2 → (C([0, T ];H−s(Ω)))2
is bounded by a constant which is independent of T , where we recall that
−I − ddt + A
0 ET
d
dt + A BB
∗
E0 0

︸ ︷︷ ︸
=:Λ
(
w
ϕ
)
=

0
ϕT
0
w0
 . (4.37)
That is, there is a constant C > 0 (independent of T such that
‖Λ−1‖L(H−s(Ω))2,(C([0,T ];H−s(Ω)))2) ≤ C. (4.38)
Step 3: We observe that the estimate (4.38) for the map Λ−1 is for solutions in C([0, T ];H−s(Ω)).
Using Proposition 4.9, we can also derive an estimate on L2((0, T );H−s(Ω)). Indeed, applying Proposition
4.9 to the first term in the right hand side of (4.30) we obtain that there is a constant C > 0 (independent
of T ) such that∫ T
0
∫ t
0
e−k(t−τ)‖B∗ϕ(·, τ)‖L2(RN\Ω)dτdt =
∥∥∥∥(∫ t
0
e−k(t−τ)‖B∗ϕ(·, τ)‖L2(RN\Ω)dτ
)∥∥∥∥
L1(0,T )
≤C‖B∗ϕ‖2L2((0,T );L2(RN\Ω)). (4.39)
Combing (4.30)-(4.39), we can deduce that there is a constant C > 0 (independent of T ) such that
‖w‖2L2((0,T );H−s(Ω)) ≤ C
(
‖B∗ϕ‖2L2((0,T );L2(RN\Ω)) + ‖w0‖2H−s(Ω)
)
. (4.40)
In a similar way, we have that there is a constant C > 0 (independent of T ) such that
‖ϕ‖2L2((0,T );H−s(Ω)) ≤ C
(
‖w‖2L2((0,T );H−s(Ω)) + ‖ϕT ‖2H−s(Ω)
)
. (4.41)
Combining (4.35)-(4.40) and (4.41) we get the desired L2–estimate for the solution map. That is, the
norm of the operator
Λ−1 : (H−s(Ω))2 → (L2(0, T ;H−s(Ω)))2.
is bounded with a constant which is independent of T . Namely, there is a constant C > 0 (independent
of T ) such that
‖Λ−1‖L((H−s(Ω))2,(L2(0,T ;H−s(Ω)))2) ≤ C. (4.42)
Step 4: Proceeding as in Steps 3 and 4 in the proof of Theorem 3.9, we can deduce the turnpike
property. Indeed, we choose γ > 0 such that
θ := γ‖Λ−1‖L((H−s(Ω))2,(L2(0,T ;H−s(Ω)))2) < 1. (4.43)
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Define the functions
w˜ :=
1
e−γt + e−γ(T−t)
w and ϕ˜ :=
1
e−γt + e−γ(T−t)
ϕ.
Then, w˜ and ϕ˜ satisfy

−I − ddt + A
0 ET
d
dt + A BB
∗
E0 0
− γ

0 −F
0 0
F 0
0 0

︸ ︷︷ ︸
:=P

(
w˜
ϕ˜
)
=
1
1 + e−γT

0
ϕT
0
w0
 , (4.44)
where
F :=
e−γt − e−γ(T−t)
e−γt + e−γ(T−t)
.
We observe that ‖P‖L((L2((0,T );H−s(Ω)))2) ≤ 1. Once again, letting
Φ˜ := (w˜, ϕ˜)T and J := 1
1 + e−γT
(w0, ϕT )
T ,
the system (4.44) is equivalent to
(I − γΛ−1P )Φ˜ = Λ−1J .
Since γΛ−1P is a contraction, it follows from [23, Theorem 2.14] that I − γΛ−1P has a bounded inverse
given by the Neumann series. That is,
(I − γΛ−1P )−1 =
∞∑
k=0
(γΛ−1P )k.
In addition, we have that
‖(I − γΛ−1P )−1‖L((L2((0,T );H−s(Ω)))2) ≤ 1
1− θ ,
where 0 < θ < 1 has been defined in (4.43).
From the previous computations, we can deduce that
‖w˜‖L2((0,T );H−s(Ω)) + ‖ϕ˜‖L2((0,T );H−s(Ω)) ≤ ‖Λ
−1‖
(1− θ)(1 + e−γT )
(
‖w0‖H−s(Ω) + ‖ϕT ‖H−s(Ω)
)
.
Since 1
1+e−γT
≤ 1, and the norm of the solution map Λ−1 was obtained in L2(0, T ) and in C([0, T ]), we
can deduce the following estimates:∥∥∥∥ 1e−γt + e−γ(T−t) (uT − u)
∥∥∥∥
L2((0,T );H−s(Ω))
+
∥∥∥∥ 1e−γt + e−γ(T−t) (λT − λ)
∥∥∥∥
L2((0,T );H−s(Ω))
≤C‖Λ−1‖L((H−s(Ω))2,(L2(0,T ;H−s(Ω)))2)(‖u‖H−s(Ω) + ‖λ‖H−s(Ω))
≤C(‖u‖H−s(Ω) + ‖λ‖H−s(Ω)), (4.45)
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where we have used (4.42), and∥∥∥∥ 1e−γt + e−γ(T−t) (uT − u)
∥∥∥∥
C([0,T ];H−s(Ω))
+
∥∥∥∥ 1e−γt + e−γ(T−t) (λT − λ)
∥∥∥∥
C([0,T ];H−s(Ω))
≤C‖Λ−1‖L((H−s(Ω))2,(C([0,T ];H−s(Ω)))2)(‖u‖H−s(Ω) + ‖λ‖H−s(Ω))
≤C(‖u‖H−s(Ω) + ‖λ‖H−s(Ω)), (4.46)
where we have used (4.38).
From (4.46) we obtain the desired estimate (4.21) for the optimal state and adjoint vectors as follows:
‖uT (·, t)− u‖H−s(Ω) + ‖λT (·, t)− λ‖H−s(Ω) ≤ C(γ)
(
e−γt + e−γ(T−t)
)(
‖u‖H−s(Ω) + ‖λ‖H−s(Ω)
)
.
Step 5: To obtain an estimate for the control, we observe the following. Let h := gT − g. Then
h˜ :=
1
e−γt + e−γ(T−t)
h = −B∗ϕ˜.
Therefore, there is a constant C > 0 (independent of T ) such that
‖h˜‖2L2((0,T );L2(RN\Ω)) =
∫ T
0
‖B∗ϕ˜(·, t)‖2L2(RN\Ω)dt
≤C
∫ T
0
(
‖B∗ϕ˜(·, t)‖2L2(RN\Ω) + ‖w˜(·, t)‖2H−s(Ω)
)
dt. (4.47)
Next, applying the integration by parts formula (4.19) to the solutions w˜ and ϕ˜, we can deduce that∫ T
0
(
‖B∗ϕ˜(·, t)‖2L2(RN\Ω) + ‖w˜(·, t)‖2H−s(Ω)
)
dt =(w˜(·, 0), ϕ˜(·, 0))H−s(Ω) − (w˜(·, T ), ϕ˜(·, T ))H−s(Ω)
+ γ
∫ T
0
(
(ϕ˜, F w˜)H−s(Ω) + (w˜, F ϕ˜)H−s(Ω)
)
dt.
Since ‖P‖L2((0,T );H−s(Ω))2 ≤ 1, it follows that∫ T
0
(
‖B∗ϕ˜(·, t)‖2L2(RN\Ω) + ‖w˜(·, t)‖2H−s(Ω)
)
dt
≤‖w˜(·, 0)‖H−s(Ω)‖ϕ˜(·, 0)‖H−s(Ω) + ‖w˜(·, T )‖H−s(Ω)‖ϕ˜(T )‖H−s(Ω)
+ 2γ‖w˜‖L2((0,T );H−s(Ω))‖ϕ˜‖L2((0,T );H−s(Ω))
≤
(
‖w˜(T )‖H−s(Ω) + ‖ϕ˜(0)‖H−s(Ω)
)(
‖w˜(0)‖H−s(Ω) + ‖ϕ˜(T )‖H−s(Ω)
)
+ 2γ
(
‖w˜‖2L2((0,T );H−s(Ω)) + ‖ϕ˜‖2L2((0,T );H−s(Ω))
)
. (4.48)
From the definition of w˜, ϕ˜, and the estimate of the norm of Λ−1 given in (4.38), we can estimate the
first term in the right hand side of (4.48) as follows:
‖w˜(·, T )‖H−s(Ω) + ‖ϕ˜(·, 0)‖H−s(Ω) = 11 + e−γT
(
‖w(·, T )‖H−s(Ω) + ‖ϕ(·, 0)‖H−s(Ω)
)
≤ ‖Λ−1‖L((H−s(Ω))2,C([(0,T ];H−s(Ω)))2)
(
‖w0‖H−s(Ω) + ‖ϕT ‖H−s(Ω)
)
≤ C
(
‖w0‖H−s(Ω) + ‖ϕT ‖H−s(Ω)
)
,
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where the constant C > 0 is independent of T . Using (4.45) we obtain the desired estimate for gT − g.
That is, there is a constant C = C(γ) > 0 (independent of T ) such that∥∥∥∥ 1e−γt + e−γ(T−t) (gT − g)
∥∥∥∥2
L2((0,T );L2(RN\Ω))
≤ C
(
‖w0‖2H−s(Ω) + ‖ϕT ‖2H−s(Ω)
)
. (4.49)
Combining (4.45)-(4.49) we get (4.22) and the proof is finished. 
We conclude the paper with the following remark.
Remark 4.11. We observe the following facts.
(a) Even if the solutions uT , λT ∈ L2(Ω× (0, T )) and u, λ ∈ L2(Ω), we do not know if the estimates
(4.21) and (4.22) can be replaced with the following estimates:
‖uT (·, t)− u‖L2(Ω) + ‖λT (·, t)− λ‖L2(Ω) ≤ C
(
e−γt + e−γ(T−t)
)(
‖u‖L2(Ω) + ‖λ‖L2(Ω)
)
, (4.50)
and∥∥∥∥ 1e−γt + e−γ(T−t) (uT − u)
∥∥∥∥
L2(Ω×(0,T ))
+
∥∥∥∥ 1e−γt + e−γ(T−t) (gT − g)
∥∥∥∥
L2((RN\Ω)×(0,T ))
+
∥∥∥∥ 1e−γt + e−γ(T−t) (λT − λ)
∥∥∥∥
L2(Ω×(0,T ))
≤ C
(
‖u‖L2(Ω) + ‖λ‖L2(Ω)
)
, (4.51)
respectively. Of course in (4.21) and (4.22), the term
(
‖u‖H−s(Ω)+‖λ‖H−s(Ω)
)
, can be estimated
as follows: There is a constant C > 0 (depending only on Ω, N and s) such that(
‖u‖H−s(Ω) + ‖λ‖H−s(Ω)
)
≤ C
(
‖u‖L2(Ω) + ‖λ‖L2(Ω)
)
.
The main difficulty occurs in the terms containing (uT − u). Let us notice that even if we do
not know how to prove (4.51), it may be true, since, as we have already observed, uT and λT
belong to L2(Ω× (0, T )). However, if (4.50) holds, then this would imply that uT and λT belong
to C([0, T ];L2(Ω)). We know that λT enjoys this regularity but we do not know if uT has this
regularity. We just know that uT ∈ C([0, T ];H−s(Ω)).
(b) With the same reasons as in Remark 3.10, we do not know if the estimate (4.21) can be improved
as follows:
‖uT (·, t)− u‖H−s(Ω) + ‖λT (·, t)− λ‖H−s(Ω) ≤ C
(
e−γt‖u‖H−s(Ω) + e−γ(T−t)‖λ‖H−s(Ω)
)
.
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