INTRODUCTION
As an alternative to asymptotic methods to solve two-point singular perturbation problems, we suggested the boundary value method [3-53. It consists of partitioning the original problem into inner and outer solutions. The outer solution problem is solved to provide the boundary conditions for the inner problem (left-hand and/or right-hand boundary layer problem). The inner problems are solved as a two-point boundary value problems and the solutions matched to the outer problem solution. The process is iterative on the thickness of the boundary layers. The thickness of the boundary layer is adjusted until the non-specified components in the boundary value problems match the outer solution components in some norm.
Most of our work has been done on second-order systems where typically the boundary layer thickness is adjusted until the derivative of the outer solution matches the scaled derivative of the inner solution. Details may be found in [ 3-5 1. To determine the scope of applicability of the boundary value technique, we have been looking at various problems beyond the original class. Some problems, for example, may be solved more simply as initial value problems while still retaining the width of the boundary layer as the iterative variable. In other problems, it may not be possible to solve the outer solution to obtain immediately numeric results as a function of the independent variable. In still other, the matching numerically must be a compromise unless one is prepared to spend much time in making new adjustments in the choice of say, the boundary layer thickness. Furthermore, one can always gain insight into the existence and location of boun-411 dary layers by studying the behavior of the original problem for various values of E, the perturbation parameter, where E is not necessarily small. The common theme in all these examples is the avoidance of asymptotic expressions where possible and the use of techniques available to the nonspecialist in singular perturbation problems. As a point of reference we take our examples from Bender and Orszag [ 11. To obtain the outer solution, yO(x), set E = 0 in (1.1) and write YXX) = XYo(X) (1.3) whose solution is y,(x) = a,e"2'2 (1.4)
EXAMPLE 1 (Bender and
Notice that the original third-order system reduces to a first-order outer solution system. Inspection of (1.4) shows that it cannot consistently satisfy the boundary conditions in (1.2) . At x = 0, Y,(O) = a,.
(1.5)
By y(0) = 1, in the boundary conditions, we conclude a,= 1.
(1.6) (This value for a, will be superseded by a more accurate approximate which takes into account the boundary layer in (1.33)). On the other hand at x = 0,
which does not agree with the specified initial condition in (1.2) .
Similarly at x = 1, yo( 1) = aoe'12 = e'/2.
(1.8) which does not agree with y( 1) = 1 in the specified boundary condition (1.2). We conclude from (1.7) and (1.8) that the problem requires both a left-hand and a right-hand boundary layers. For the left-hand boundary layer, we rescale x=$-g (1.9) where 6 is a function of E, to be determined by the method of dominant balance [ 11.
If we define the left-hand boundary layer solution variable as Y,(X) we have
Substituting (1.9~(1.13) into (l.l), we find ; YZ'(X)-; YI,(X)+GXY,(X)=O.
By dominant balance, we consider the scaling
(1.14) As e-+0, (1.
6=&
( 
The left-hand boundary layer problem is an initial value problem with the initial conditions Here we have 2 equations in three unknowns A,, B,,, Co. We argue that as X-r co, we must have A, =O, otherwise Y,(X) becomes unbounded. Solving (1.26~( 1.27) for B, and C, yields
(1.29)
The left-hand boundary layer solution is thus given by Y,(X)= 1 +A(1 -ePX).
(1.30)
We specify the width of the left boundary layer as xlL, where 0 ,< xJL < 1, and where in terms of the inner solution independent variable X,, = x,J& by (1.9) and (1.16). (1.33)
We note from (1.33) that a, is a function of xrL and E. We should recognize that we cannot arbitrarily set x,-~ for it must be chosen in such a way that the outer solution matches well not only the left-hand boundary layer but also the right-hand boundary layer. Noting that xfL + 0, X,,--+ CC as E --f 0, then (1.33) reduces to a,=C,=l+& (1.34)
by virtue of (1.29). This is a higher order approximation for a, than that given in (1.6). Thus the outer solution may be expressed as
For the right-hand boundary layer, we rescale as l-x x=-. To determine B, and C, we must specify the right-hand boundary layer initial point xrR where the thickness of the boundary layer is (1 -x,-k). uo~(Bo~-x~L~~+CO)~-X~~~. vf 11 E and at x~,, and form the overall norm, the sum of the norms at x,-r and xfR. 11. If the norms are not sufficiently small, adjust x,-,, xrR and return to item 3.
12. Otherwise, terminate
For Example 1 we found it useful to modify the boundary value technique to focus in more directly on the choices of xrL and xfR. As a simple expedient to define the shape of the solution of (l.l), it is convenient to solve it for various values of E (not necessarily small) by numerical integration or by some approximation technique. In this way, we can get a feel for the relative size and location of the boundary layers. Figure l2 (from the BEN5 Code) is an approximate solution of (1.1) by the Bender and Orszag equations (9.15.17), page 449 [ 11. Armed with this information we can proceed to pick xrL and xfR more selectively. For E = 0.01, xrL = 0.1 and xfR = 0.80, Table I Unfortunately, the good comparisons in Tables I and II require a deeper insight than we have heretofore experienced with the method. The data in Tables I and II (Runs A3 and Al 3) were not captured from runs which possessed the minimum of the norms of the errors in the derivatives as previously advocated. As shown in Table III , we can find runs with smaller overall error norms at the price of choosing unlikely values for x,-~. For example, Run A7 with E = 0.01 has small overall error norm of 0.477 yet its x,-~ = 0.10 and x,-~ = 0.20. We know from Fig. 1 , that with E = 0.01 that xrR must be in the neighborhood of 0.80. It is unreasonable that the outer solution interval should only be 0.10 in length (X,-~-X,-=). A plot of Run A7 is given in Fig. 2 .
The runs A3 and Al3 gave good results because the x,-~ and xrR were close to the correct values of the left-and right-hand boundary layers. Runs such as A6, A7, A16, while, generating, small norms had poor choices for the x,-~ and xfR.
In this example we must amend our criteria for selecting the appropriate boundary layers by taking into consideration approximately correct values for x,-~ and x,~. These approximate values are obtained by a preliminary analysis of the solution of (l.l)( 1.2). This problem is unusual since no outer solution exists. It is not necessary to specify xfL or xfR for the problem may be solved directly without the thickness of the boundary layers entering into the analysis as in other problems we have discussed.
EXAMPLE 3 (Bender and Orszag [ 1, p. 4491)
For singular perturbation problems, a simple but useful way to gain insight into the nature of the solution is to conduct a parameter or continuation study of the original differential equation. In particular, we may generate the solution of the differential equation for values of E which are not necessarily small and for which numerical integration of the original system is possible. Such a study can delineate: (1) the shape of the solution, (2) the location of boundary layers, (3) the nature of the boundary layers, (4) the deformation of the solution as a function of E, and (5) the determination of the value of E where numerical integration of the original system fails.
Armed with this knowledge the investigator can attack the singular perturbation problem with some assurance of what to expect. As our first approach to solving the fourth-order equation with the boundary conditions A parameter study for E = 0.10, 0.05, 0.04 was carried out and plotted in Fig. 3 . We could not solve (4.1)-(4.3) for E < 0.04 without overflow. The curves rise sharply at x= 0, reach a maximum value in the range of 0.3 6 x < 0.4, decline sharply to a minimum in the range of 0.9 <x d 0.96 and rise sharply near x = 1.0. From these plots we can expect as E + 0, both left-hand and right-hand boundary layers, with the maximum shifting toward x =0.4 and the minimum becoming less pronounced and shifting toward x = 1.0. The slope at x = 1.0 is positive and becomes steeper as E becomes smaller.
As before, we will develop the equations for the left-and right-hand boundary layers as well as for the outer solution. To obtain the differential equation of the outer solution, we set E = 0 in (4.1) and write -(1 + x) y;;(x) = 1. Up to this point we have established the outer solution equation, but have not evaluated its constants a0 and bO. We have also generated the left-hand boundary layer solution. To proceed further, we need to form the right-hand boundary layer solution.
For the right-hand boundary layer, consider the resealing &1-x b(E)' To meld the outer solution with the left-and right-hand boundary layers we need to specify the points where the solutions join. In particular, we must specify xrL and xfR, where xrL is the terminal point (or the thickness) of the left-hand boundary layer and where xrR is the initial point of the right-hand boundary layer. The width or thickness of the right-hand boundary layer is (1 -x,-R).
On specifying xrL and x~,, we can solve It is interesting to note that the left-and right-hand boundary layer problems are initial value problems whose solutions depend only on E and x. The outer solution, on the other hand, is dependent on a, and b. which in turn are dependent on E, xfL, and x/R. The outer solution serves as the bridge between the two inner solutions.
The proper choice of xfL and xfR is determined by the smallest norm on the derivatives at xfL and xfR. That is, Ib'(X/,)- 10. If the norms are not sufficiently small, adjust xfr, and xfR and return to item 4.
11. Otherwise, terminate.
5. NUMERICAL EXPERIENCE: EXAMPLE 3, &2y""(X) -(1 + x) y"(X) = 1.
Initially, we did not know what values to choose for xfL and x1,, so guided by Fig. 3 we made some exploratory guesses and examined the norms in the errors in the derivatives at x,-~ and xfR. We also knew from Fig. 3 the maximum value of yO(x) N 1.08 with the maximum occurring in the vicinity of x = 0.4. In fact the maximum occurs at x,,, = e(+ 'I -1. To illustrate some of the results of our probing we list in Tables IV and V for E =O.Ol and 0.001, respectively, the norms of the errors in the derivatives at x,~ and xfR. The last column in Tables IV and V gives the best results of our survey. The profiles associated with these runs are listed in Tables VI and VII. Tables IV and V also include In Tables VI and VII Bender and Orszag claim that boundary layers appear, therefore, to adjust the slope so the derivative boundary conditions are satisfied.
