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Abstract A model of a self-interacting quantum nonlocal Dirac electron has
been proposed. Its dynamics was revealed by the projective representation
of operators corresponding to spin/charge degrees of freedom. The energy-
momentum field is described by the system of quasi-linear “field-shell” PDE’s
following from the conservation law expressed by the affine parallel transport
of the energy-momentum vector field in CP (3). I discuss here traveling wave
solutions of these equations and the “off-shell” dispersion law asymptotically
coinciding with the “on-shell” de Broglie dispersion law.
Keywords quantum state · projective representation · self-interaction ·
mass of electron
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1 Introduction
Statistical analysis of the energy distribution is the basis of the black body
radiation [1] and the Einstein’s hypothesis of the light emission and absorp-
tion [2]. Success of Einstein hypothesis of photons, de Broglie wave concept
of particles [3] and the Schro¨dinger equation for hydrogen atom [4] estab-
lished so-called the corpuscular-wave duality of matter. This conceptual line
was logically finished by Dirac in his method of the second quantization [5].
This approach perfectly fits to many-body weakly interacting quantum sys-
tems and it was assumed that the “corpuscule-wave duality” is universal.
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2This duality may be broken in strong interacting quantum systems and even
for a single particle. Physically it is clear why: the quantum particle is self-
interacting system and this interaction is at least of the order of its rest mass.
Since the nature of the mass is an open problem we do not know the energy
distribution in quantum particles up to now. Here I try to show a possible ap-
proach to this problem in the framework of simple model of self-interacting
quantum electron with possible “unparticle” excitations. The “unparticle”
sector of quantum excitations is intensively discussed now in the framework
of effective QFT [6,7,8].
I should note that Blochintzev about 60 years ago discussed the unparticle
sector in the framework of universality of wave - particle “duality” for inter-
acting quantum fields [9,10]. For such fields universality is generally broken.
Namely the attempt to represent two interacting boson fields as the set of
free quantum oscillators leads to two types of oscillators: quantized and non-
quantized. The second gives rise to the simple relation g > m1m2c
2
h2
between
coupling the constant g and masses m1 and m2 of two scalar fields. For such
intensity of coupling we obtain a field with excitation states in two sectors:
particle and “unparticle”. Furthermore, excitations in “unparticle” sector
have imaginary mass and they propagate with group velocity larger than c.
For a self-interacting scalar field of mass m the intensity of self-interaction g
leads to breakdown of the universality of the wave - particle “duality” if it is
larger than the inverse square of the Compton wavelength: g > m
2c2
h2
= 1
λ2
C
.
Blochintzev’s examples were oversimplified for clarity. I would like to
discuss here the self-interacting electron in the spirit of reaction e− → U →
e−. In other words I propose to study the particle/unparticle sectors of matter
in a wide range of momenta in order to solve the localization problem of the
foundations of quantum physics. In order to formulate a robust theory of
self-interacting quantum “particles”, say, electron, one should analyse the
quantum invariants and their relations to space-time symmetries.
The fundamental observation of quantum interference shows that vari-
ation in the quantum setup leads generally to deformation of interference
patterns. Quantum formalism generally shows that two setups S1 and S2
generate two different amplitudes |S1 > and |S2 > of outcome event. There
are an infinite number of different setups S1, S2, ..., Sp, ... and not only in the
sense of different space-time position but also in the sense of different pa-
rameters of fields, using devices, etc. Symmetries relative to the space-time
transformations of whole setup have been studied in ordinary quantum the-
ory. Such symmetries reflect, say, the first order of relativity: the physics is
same if any complete setup is subject to kinematical shifts, rotations, boosts
as a whole in single Minkowski space-time.
Further thinking leads to conclusion that there is a different type of sym-
metry (second order of relativity or “super-relativity” [11,12,13]). It may be
formulated initially on the intuitive level as the invariance of physical prop-
erties of “quantum particles” , i.e. their quantum numbers like mass, spin,
charge, etc., underlying the two amplitudes |S1 >, |S2 >. Physical properties
of electrons are the same in both setups S1 and S2 but they may be hidden in
amplitudes of different outcomes. Presumably the invariant content of these
properties may be kept if one makes the infinitesimal variation of some “flex-
3ible quantum setup” that may be reached by small variation of some fields
or adjustment of tuning devices.
Of course, all non-essential details of a real setup should be avoided in the
problem where one seeks the invariant properties of quantum objects underly-
ing the generating amplitudes. Otherwise we will trapped in the Bohr’s tenet
of “classical language” leading to mixture of quantum and classical language
that is the obstacle for building pure quantum model. This is why Fock’s
principle of “relativity to measuring device” [14] and “functional relativity”
[15,16] could not be realized in full measure, since there is no and could
not be a good mathematical quantum model for classical setup. Therefore a
model of “flexible pure quantum setup” with a possibility for infinitesimal
variation of some parameter (in my model parameters of SU(N) ) should
be built. In order to do it one needs to find invariant laws of quantum mo-
tions and to provide their classification. If we limit ourself by unitary finite
dimension dynamics then the group SU(N) acting in CN may be used. This
approach was developed as a framework of “local functional relativity” or
“super-relativity” [11,12,13]. This is the actual physical reason why I use
vector fields on CP (N − 1) playing the role of local dynamical variables
(LDV’s) in order to build flexible quantum reference frame [17]. All argu-
ments given above say that one should use primary functional coordinates in
the group submanifold instead of space-time coordinates. Why?
Coordinates of classical events established by means of the classical elec-
tromagnetic field is based on the distinguishability, i.e. individualization of
material points. However we loss this possibility with quantum fields since we
do not have solid scales and ideal clocks acceptable in the framework of special
relativity. The problem of identification is the root problem even in classical
physics and its recognition gave to Einstein the key to formalization of the
relativistic kinematics and dynamics. Indeed, only assuming the possibility
to detect locally the coincidence of two pointwise events of a different nature
it is possible to build all of the kinematic scheme and the physical geometry
of space-time [18,19]. As such the “state” of the local clock gives us local
coordinates. In the classical case the notions of the “clock” and the “train”
are intuitively clear and it is assumed that they may be replaced by material
points. Furthermore, Einstein especially notes that he does not discuss the
inaccuracy of the simultaneity of two approximately coincident events that
should be overcame by some abstraction [18]. This abstraction is of course
the neglect of finite sizes (and all internal degrees of freedom) of the both real
clock and train. It gives the representation of these “states” by mathemati-
cal points in space-time. Thereby the local identification of positions of two
events is the formal source of the classical relativistic theory. But generally in
the quantum case such identification is impossible since the space-time coor-
dinates of quantum particles is state-dependent [20,21]. Hence the quantum
identification of particles cannot be done in the same manner (as in special
relativity) and it requires a physically motivated operational procedure with
a corresponding mathematical description. In order to do it some conser-
vation law in the state space expressing the “self-identification” should be
formulated. The quantum version of the inertial law will be discussed below
in connection with this problem [11].
4There were many attempts to build extended models of quantum “el-
ementary” particles leaving Minkowski space-time structure intact. I will
mention here only Schro¨dinger’s attempt to build a stable wave packet as
a model of a harmonic oscillator (the first example of coherent state) [22],
Skyrme’s soliton solution of sine-Gordon equation [23], Dirac’s model of the
extended electron-muon system [24], and the ’t Hooft-Polyakov non-singular
monopole solution [25]. Together with these works intending to build the
model of nonlocal quantum particles, it is important to take into account
the relativistic quantum non-locality discovered by Newton, Wigner [20] and
Foldy-Wouthuysen [26] under attempts to reach in fact the opposite target -
to find point-like localization of relativistic wave functions.
Here I would like develop essentially different theory of non-local quantum
electron where space-time structure arises under objective quantum “mea-
surement”. It is a state dependent gauge field theory based on the intrin-
sically geometric “functional” unification of quantum theory and relativity,
so-called “super-relativity” [11,12,13,17,27,28]. Quantum state and geomet-
ric classification of their motion in projective Hilbert space are primordial
elements of the new quantum theory. The main assumption is that consis-
tent quantum theory should be based on internal geometry of quantum state
space (in my case it is “phase space” CP (N − 1) diffeomorphic to coset
manifold G/H = SU(N)/S[U(1)× U(N − 1)]) and that the 4D space-time
structure arises only under attempt to “measure” some quantum dynamical
variable, i.e. to establish single value for local dynamical variables (LDV) of
the model [17]. It means nothing but the physical “formulation” of a quantum
question is unescapably related to the local Lorentz structure of 4D dynami-
cal space-time. Thereby the problem of quantum measurement requires the
reconstruction of all fundamental notions comprising dynamical space-time
structure and geometry of the state space. It turns out that objective quan-
tum measurement is non-distinguishable from space-time structure.
Generally, space-time localization is treated as the ability of coordinate
description of an object in classical relativity closely connected with the op-
erational identification of “events” [18]. It is tacitly assumed that all classical
objects (frequently represented by material points) are self-identical and they
can not disappear because of the energy-momentum conservation law. The
inertia law of Galileo-Newton ascertains this self-conservation “externally”,
i.e. as if one looks on some massive body perfectly isolated from Universe.
In such approach only “mechanical” state of relative motion of the body has
been taken into account. Nevertheless, Newton clearly saw some weakness of
such approach. His famous example of rotating bucket with water shows that
there is an absolute motion since the water takes on a concave shape in any
reference frame. Here we are very close to different - “internal” formulation
of the inertia principle and, probably, to understanding the quantum nature
of inertial mass. Namely, the “absolute motion” of a body should be turned
towards not outward, to distant stars, but inward – to the deformation of the
body. This means that external force not only changes the inertial character
of its motion: motion with the constant velocity transforms to accelerated
motion, moreover – the body deforms.. One should have quantum, intrinsic
5formulation of the inertia law. One way to establish such formulation may
be based on following observation.
Forces not only break the inertial motion of the body but they generally
deform it. This deformation is objective, i.e. physical state of body (temporary
in a somewhat indefinite sense) does not depend on the choice of the inertial
reference frame. I will formulate a quantum inertia law. It paves the way to
clarification the old problem of inertial mass and such “fictitious” forces as,
say, centrifugal force. Briefly speaking, the inertia and inertial forces originate
not in space-time but in the space of quantum states since they are generated
by deformation of quantum states as a reaction to external interaction.
Up to now the localization problem of quantum systems in the space-time
is connected in fact with the fundamental classical notion of potential energy
and force. Einstein and Schro¨dinger already discussed the inconsistency of
usage such purely classical notions together with the quantum law of motion
and the concepts of “particle” and “acceleration” as well (see one of the
letter of Einstein to Schro¨dinger [29] and the article [30]). But these messages
mostly did not get attention by the physical community.
Newton’s force is the physical reason for the absolute change of the char-
acter of motion realized in space-time acceleration that serves as geometric
counterpart to force (curvature of the world line in Newtonian space-time is
now non-zero). However there is no adequate geometric notion in quantum
theory since, for example, the notion of trajectory of quantum system was
systematically banned. In some sense the energy of interaction expressed by
Hint is analoge of a classical force. Generally, this interaction leads to the
absolute change (deformation) of the quantum state [28] (remember: quan-
tum state is the state of motion [31]). Motion takes the place in state space
modeled frequently by some Hilbert space. But there is no geometric coun-
terpart to Hint in such functional space. In order to establish the geometric
counterpart to Hint it is useful initially to clarify the important question:
what is the quantum content of classical force, if any?
Let me use a small droplet of mercury as simple example of macroscopic
system. The free droplet of mercury is in the state of the motion “whether it
be of rest, or of moving uniformly forward in a straight line”. Force breaks
the inertial character of motion and Galilean invariance for accelerated sys-
tem. This statement literally means that physical states of the droplet (its
internal degrees of freedom) in rest and in uniform motion in a straight line
are physically non-distinguishable. The force applied to the droplet deforms
its surface tension, changes its temperature, etc. In fact this external force
perturbs Goldstone’s modes supporting the droplet as a macro-system [32]
and micro-potentials acting on any internal quantum particle, say, electrons
inside of the droplet. It means that quantum states and their deformations
may serve as a “detector” of the “external force” action on the droplet.
Therefore it is reasonable to use quantum state deformations instead of clas-
sical acceleration, since generally acceleration depends on mass, charge, etc.,
that is impossible establish a pure space-time invariant (geometric) coun-
terpart of a classical force independent on material body. Only a classical
gravitation force may be geometrized assuming the gravitation field may be
replaced locally by an accelerated reference frame since in general relativity
6the gravitation and reference frame are locally non-distinguishable. There is,
however, a more serious reason why space-time acceleration is not a so good
counterpart of the force.
The physical state of the droplet freely falling in the gravitation field of a
star is non-distinguishable from the physical state of the droplet in an remote
from stars area. Therefore macroscopic space-time acceleration cannot serve
as a discriminator of physical state of body [27,33]. Thus, instead of choosing,
say, the system of distant stars as an “outer” absolute reference frame [19]
the deformation of quantum state of some particle of the droplet may be
used. It means that the deformation of quantum motion in quantum state
space serves as an “internal detector” for “accelerated” space-time motion.
I have assumed that same approach may be applied to single quan-
tum electron whose model is a dynamical process in the state space of its
spin/charge degrees of freedom. Then the deformations of quantum motion
generated by the coset action in the quantum state space will be used as an
internal counterpart of a self-interacting electron in dynamical space-time.
It means nothing but in the developing theory a distance between quantum
states in the state space should replace a distance between “bodies” in space-
time as the primary geometric notion.
2 Coset transformations vs F.-W.
Dirac clearly understood that the electron is a non-local particle since it
has internal structure [24,34]. Nevertheless, he successfully formulated linear
relativistic wave equation for point-like particle. The next step should be
achieved in the procedure of second quantization of the bi-spinor amplitudes
in order to take into account self-interaction, creation of pairs, etc. However
higher orders of perturbation being formally applied to equations of motion
arose under this “stiff” method of quantization lead to divergences [35] even
in the case of QED with small coupling fine structure constant α = e2/h¯c ≈
0.007.
Trying to study non-local structure of electron, I avoid to use the sec-
ond quantization [5] using instead the smooth vector fields playing the role
of LDV’s (local dynamical variables) of Dirac’s electron [11,17]. The main
aim is to get non-linear wave equation expressing the conservation law of
relativistic energy-momentum operator and to study its lump (soliton-like)
solution for the “field shell” associated with the surrounding field of a sin-
gle electron. This equation should have solutions similar to well known ’t
Hooft-Polyakov regular monopole solution with finite energy [25] but with-
out additional Higgs fields. It should be proved (it is not done yet) that the
“field shell” integrally contains all processes treated in the standard QFT as
vacuum polarization, etc.
7The extremal of the least action principle, say, solution of the ordinary
Dirac equation is the plane wave “modulated” by a bi-spinor
|Ψ(x) >=


ψ1
ψ2
ψ3
ψ4

 exp −i
h¯
Pµx
µ. (1)
The plane wave is the improper state of the quantum action with an arbi-
trary mass and momentum connected only by the “on-shell” dispersion law.
If we try to find some invariant physics of electron underlying the states gen-
erated by the flexible “setup” described by the LDV’s, one should vary the
conservation law of quantum numbers.
The relativistic Klein-Gordon and Dirac wave equations are based on the
classical mass-shell relation pµpµ −m2c2 = 0. The last one is so restrictive
that most consequences of the Dirac equations almost literally coincide with
classical equations of motions [14]. However further quantum corrections gen-
erated by second quantization destroy in fact this idealized picture: there is
a diffusion of the mass-shell due to space-like self-interaction effects. On the
other hand the Foldy-Wouthuysen (F.-W.) unitary transformations
U = eiS = cos |P|θ + βα|P| sin |P|θ, U ∈ SU(4) (2)
[26] reveal already the non-local nature of electron wave function without any
references to second quantization. It is interesting therefore to get more gen-
eral relativistic non-linear wave equation which has non-singular localizable
solution associated with quantum particles.
F.-W. unitary transformations were invoked to diagonalize Dirac’s Hamil-
tonian in order to separate bi-spinor components with positive and negative
energies. Generally, diagonalization is exactly possible in the case of free elec-
tron and approximately for an electron in external fields. This transformation
is non-local since it effectively delocalises pointlike electron in a spatial vicin-
ity with the radius δr ≈ h¯
mc
. The mass of electron m is a free parameter of
the model.
I should note two peculiarities of the F.-W. transformations. First, these
transformations intended to separate “large” and “small” components with
positive and negative energies. This “large/small” classification is neither
unitary nor scale invariant. The approximate diagonalization chosen by F.-
W. is based on the iteration scheme of the Hamiltonian corrections in moving
frame in one “slowness” parameter h¯
mc
that is scale non-invariant. However
the scale-invariant local projective coordinates (π1, π2, π3) in CP (3) (see be-
low) may be used in order to build local reference frame in which the operator
of energy-momentum of the self-interacting electron is “instantly diagonal”.
Second, partially separated quantum degrees of freedom (spin and charge)
and the space-time coordinates lead (under F.-W. transformations) to delo-
calization of electron as we will discuss below. The analysis of the “delocal-
ization” leads however to some progress in understanding quantum dynamics
of electron.
8In order to understand the reason of delocalization arose as a result of
diagonalization one need to take into account the geometry of SU(4) group
and the Cartan decomposition of AlgSU(4) [36,11,12,13]. First of all we shall
note that the matrices
γˆ0 =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , γˆ1 =


0 0 0 −i
0 0 −i 0
0 i 0 0
i 0 0 0

 ,
γˆ2 =


0 0 0 −1
0 0 1 0
0 1 0 0
−1 0 0 0

 , γˆ3 =


0 0 −i 0
0 0 0 i
i 0 0 0
0 −i 0 0

 , (3)
originally introduced by Dirac [34] may be represented as linear combinations
of “standard” SU(4) λ-generators [37]
γˆ0 = λˆ3 +
1
3
[
√
3λˆ8 −
√
6λˆ15],
γˆ1 = λˆ2 + λˆ14,
γˆ2 = λˆ1 − λˆ13,
γˆ3 = −λˆ5 + λˆ12. (4)
Since any state |S > has the isotropy group H = U(1)×U(N), only the coset
transformations G/H = SU(N)/S[U(1)×U(N−1)] = CP (N−1) effectively
act in CN . One should remember, however, that the concrete representation
of hermitian matrices belonging to subsets h or b (as defined below) depends
on a priori chosen vector (all “standart” classification of the traceless ma-
trices of Pauli, Gell-Mann, etc., is based on the vector (1, 0, 0, ..., 0)T ). The
Cartan’s decomposition of the algebra AlgSU(N) is unitary invariant and I
will use it instead of Foldy-Wouthuysen decomposition in “even” and “odd”
components.
According to Cartan’s classification of SU(4) generators, there are two
types of generators γˆ relative the state vector
|S(x) >=


ψ1
0
0
0

 exp −i
h¯
Pµx
µ : (5)
γˆ0 is generator of the isotropy group H = U(1) × U(3) of the |S(x) >
leaving it intact, whereas γˆ1, γˆ2, γˆ3 belong to coset transformations G/H =
SU(4)/S[U(1)×U(3) = CP (3) that deform the chosen state. The algebra of
generators AlgSU(N) is Z2-graded in respect with following properties of the
commutation relations. [h|S>, h|S>] ⊆ h|S>, [b|S>, b|S>] ⊆ h|S>, [b|S>, h|S>] ⊆
b|S>. One may easy check that for example γˆ1, γˆ2 ⊆ b|S> and
γˆ1γˆ2 − γˆ2γˆ1 = 2i[ 1
3
(
√
3λˆ8 −
√
6λˆ15)− λˆ3] ⊆ h|S>. (6)
Physically it is important to use the Cartan decomposition of unitary group in
respect with initially chosen state vector |S >. Therefore the parametrization
9of these decomposition is state-dependent [h|S>, h|S>] ⊆ h|S>, [b|S>, b|S>] ⊆
h|S>, [b|S>, h|S>] ⊆ b|S> [11,12,13]. It means that physically it is interesting
not abstract unitary group relations but realization of the unitary transfor-
mations resulting in motion of the pure quantum states represented by rays
in projective Hilbert space. Therefore the ray representation of SU(N) in
CN , in particular, the embedding of H and G/H in G, is a state-dependent
parametrization. The diagonalization of the Dirac’s Hamiltonian is the anni-
hilation of the coset part of the initial Hamiltonian acting on the bi-spinor
in C4. Notice, that the “modulated” plane wave (1) belongs to functional
space H = C4 ⊗ C∞ which is the tensor product. But unitary operator (2)
capable diagonalize only matrix part acting on the bi-spinor components in
C4 and it does not commute with operator of the coordinate that leads to
non-singular function
< r|Uˆ |r′ >= (2π)−3
∫
[
√
m+ Ep
2Ep
+ βˆ
αˆp√
2Ep(m+ Ep)
]eip(r−r
′)dp (7)
[38] in contrast with the δ-function. In other words F.-W. transformations
could not leave intact the plane waves thus they create the superposition of
improper states in the Hilbert space denoted here as C∞. Therefore accord-
ing to general classification of quantum motion [11] the coset transformation
is a quantum analog of force giving deformation of quantum state. This leads
to delocalization of electron and I try to develop this result attempting to de-
rive non-linear relativistic quantum field equations in the spirit of approach
proposed a few years before [11,13,17]. The main aspiration is to find new
non-linear wave equation for energy-momentum of electron moving in dy-
namical space-time.
The local projective coordinates coordinates of eigenstate
πi(j) =
{
ψi
ψj
, if 1 ≤ i < j
ψi+1
ψj
if j ≤ i < 4
(8)
in the map Uj : {|Ψ >, |ψj | 6= 0}, 1 ≤ j ≤ 4 of free electron in CP (3) may
be derived from ordinary homogeneous system of eigen-problem
mc2ψ1 + c(px − ipy)ψ4 + cpzψ3 = Eψ1
mc2ψ2 + c(px + ipy)ψ3 − cpzψ4 = Eψ2
−mc2ψ3 + c(px − ipy)ψ2 + cpzψ1 = Eψ3
−mc2ψ4 + c(px + ipy)ψ1 − cpzψ2 = Eψ4. (9)
It is easy to see [13] that under transition from the system of homogeneous
equations to the reduced system of non-homogeneous equations (the first
equation was omitted)
(−E +mc2)π1 + c(Px + iPy)π2 − cPzπ3 = 0
c(Px − iPy)π1 − (E +mc2)π2 = cPz
−cPzπ1 − (E +mc2)π3 = c(Px + iPy), (10)
10
one has the single-value solution for eigen-ray
π1 = 0, π2 =
−cpz
E +mc2
π3 =
−c(px + ipy)
E +mc2
, (11)
in the map U1 : {ψ1 6= 0} for E =
√
m2c4 + c2p2+δ and the non-homogeneous
equations (the forth equation was omitted)
(E −mc2)π1 − cPzπ3 = c(Px − iPy)
(E −mc2)π2 − c(Px + iPy)π3 = −cPz
cPzπ
1 + c(Px − iPy)π2 − (E +mc2)π3 = 0 (12)
in the map U4 : {ψ4 6= 0} for E = −
√
m2c4 + c2p2 − δ with the solution
π1 =
c(px − ipy)
E −mc2 , π
2 =
−cpz
E −mc2 π
3 = 0. (13)
It is possible only if the determinant of the reduced system D = (E2 −
m2c4 − c2p2)2 is not vanished. It is naturally to use these scale-invariant
functional variables (π1, π2, π3) in order to establish relation between spin-
charge degrees of freedom and energy-momentum distribution of electron
in dynamical space-time (DST) since the “off-shell” condition D = (E2 −
m2c4 − c2p2)2 6= 0 opens the way for self-interaction. New dispersion law
will be established due to formulation of the conservation law of quantum
energy-momentum. In local coordinates (representation) the improper states
like plane waves are simply deleted. It means that trivial free motion of whole
quantum setup in local homogeneous space-time is removed.
3 Energy-momentum operator as a tangent vector to CP (3)
Since it is impossible to find the representation capable exactly to diagonalize
Hamiltonian with help of global non-Abelian actions of SU(4) in dynamical
situation and because even in the case of free electron the diagonalization is
achievable only in one sub-space C4 of full state space, let me reformulate
the problem as follows.
I will work with Dirac’s operator of energy-momentum
γˆµpµ = ih¯γˆ
µ ∂
∂xµ
(14)
instead of the Hamiltonian. This combined operator acts in the direct prod-
uct S = C4 ×HD, where HD means a Hilbert space of differentiable func-
tions. Such splitting seems to be artificial and I try to find a more flexible
construction of energy-momentum operator. Lets apply to this operator the
similarity transformation (transition to “moving frame” freezing the action
of the differentiation in space-time coordinates) with help of the canonical
unitary operator. In the case of pseudo-euclidian coordinates xµ it is possi-
ble to use simply the “plane wave” Ugauge = exp(− ih¯Pµxµ). But if one uses,
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say, spherical coordinates, one needs to use non-Abelian gauge transforma-
tions of SU(4) in order to convert the operator into a matrix with functional
elements. I will discuss this in a separate paper.
The most delicate point of the construction is as follows. Energy-momentum
variation evoked by the internal dynamical structure of electron is indepen-
dent of the global space-time transformation (being applied to electron’s
“center of mass”) but nevertheless it should be reflected in space-time mo-
tion of the concentrated “field-shell” [39]. This may be treated as a result
of the back-reaction from quantum dynamics of spin and charge degrees of
freedom during “metabolic time” controlling the motion in the state space
CP (3). “Observable” soliton-like dynamics arises under the lift in the tan-
gent fibre bundle from the base manifold CP (3) into the state dependent
“dynamical space-time” (DST) [12] that will be discussed below.
I assume that Pµ = Pµ(τ) is the function of the “proper time” τ and con-
sequently the function of state-dependent dynamical space-time coordinates
that will be introduced only on the stage of “quantum measurement” [13].
Then one has the matrix
U−1gaugeγˆ
µpµUgauge = γˆ
µPµ(τ) (15)
with functional coefficients, not operator-valued.
Infinitesimal energy-momentum variations evoked by interaction charge-
spin degrees of freedom (implicit in γˆµ ) that may be expressed in terms of
local coordinates πi since there is a diffeomorphism between the space of the
rays CP (3) and the SU(4) group sub-manifold of the coset transformations
G/H = SU(4)/S[U(1)×U(3)] = CP (3) and the isotropy group H = U(1)×
U(3) of some state vector. It will be expressed by the coefficient functions
of combinations of the SU(4) generators γˆµ of unitary transformations that
will be defined by an equation arising under infinitesimal variation of the
energy-momentum
Φiµ(γµ) = lim
ǫ→0
ǫ−1
{
[exp(iǫγˆµ)]
i
mψ
m
[exp(iǫγˆµ)]
j
mψm
− ψ
i
ψj
}
= lim
ǫ→0
ǫ−1{πi(ǫγˆµ)− πi}, (16)
arose in a nonlinear local realization of SU(4) [11]. Here ψm, 1 ≤ m ≤ 4 are
ordinary bi-spinor amplitudes. I calculated the twelve coefficient functions
Φiµ(γµ) in the map U1 : {ψ1 6= 0}:
Φ10(γ0) = 0, Φ
2
0(γ0) = −2iπ2, Φ30(γ0) = −2iπ3;
Φ11(γ1) = π
2 − π1π3, Φ21(γ1) = −π1 − π2π3, Φ31(γ1) = −1− (π3)2;
Φ12(γ2) = i(π
2 + π1π3), Φ22(γ2) = i(π
1 + π2π3), Φ32(γ2) = i(−1 + (π3)2);
Φ13(γ3) = −π3 − π1π2, Φ23(γ3) = −1− (π2)2, Φ33(γ3) = π1 − π2π3. (17)
Now I will define the Γ -vector field
Γµ = Φ
i
µ(π
1, π2, π3)
∂
∂πi
(18)
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and then the energy-momentum operator will be defined as the functional
vector field
PµΓµΨ(π
1, π2, π3) = PµΦiµ(π
1, π2, π3)
∂
∂πi
Ψ(π1, π2, π3) + c.c. (19)
acting on the “total wave function”, where the ordinary 4-momentum Pµ =
(E
c
− e
c
φ,P− e
c
A) = ( h¯ω
c
− e
c
φ, h¯k− e
c
A) (not operator-valued) should be iden-
tified with the solution of quasi-linear “field-shell” PDE’s for the contravari-
ant components of the energy-momentum tangent vector field in CP (3)
P i(x, π) = Pµ(x)Φiµ(π
1, π2, π3). (20)
In some sense the “total wave function” Ψ = Ψ(π1, π2, π3) of local coordi-
nates πi is similar to the non-bilinear function a(ψ, ψ∗) of Weinberg [40] but
without requirement of homogeneous of degree one in π and π∗. One sees that
infinitesimal variation of energy-momentum is represented by the operator
of partial differentiation in complex local coordinates πi with corresponding
coefficient functions Φiµ(π
1, π2, π3). Then the single-component “total wave
function” Ψ(π1, π2, π3) should be studied in the framework of new PDE in-
stead of two-component approximation due to Foldy-Wouthuysen unitary
transformations. There are of course four such functions Ψ(π1(1), π
2
(1), π
3
(1)),
Ψ(π1(2), π
2
(2), π
3
(2)), Ψ(π
1
(3), π
2
(3), π
3
(3)), Ψ(π
1
(4), π
2
(4), π
3
(4)) - one function in each
local map.
4 Eigen-dynamics and local dynamical variables
The standard QM tells us what is the spectrum of quantum dynamical vari-
ables but it is silent about dynamics of morphogenesis of stationary quan-
tum states (since they are states of motion). There were however essential
efforts intended to clarify the process of “state vector reduction” in the frame-
work of modified Schro¨dinger equation [41,42] with help stochastic additional
terms without evident physical “mechanism” at a deeper level. I use state-
dependent projective representation of the local dynamical variables (LDV)
of internal degrees of freedom associated with the generators of SU(N) [17].
Since the system of eigen-vectors belonging to degenerate eigenvalues is
defined up to unitary transformations, the approximate calculation of eigen-
values and corresponding eigen-state vectors in the conditions of degenera-
tion is natural place for the application of geometry of unitary group. For
example, the solution of the problem of small denominators arising in the
framework of perturbation theory is based in fact on the geometry of CP (1),
see for example [14].
Pseudo-electric and pseudo-magnetic fields arose as gauge fields with sin-
gular potentials at the degeneracy points of the Hamiltonian spectrum [43].
The structure of degeneration is unstable to a relative small perturbation of
the Hamiltonian and hence could not serve as a source of real electromagnetic
potentials.
I would like to study the nature of affine unitary gauge fields arising under
breakdown (reconstruction) of globalG = SU(4) symmetry to the local gauge
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group H = S[U(1)×U(3)] acting with state-dependent generators on “phase
space” CP (3).
The quantum mechanics assumes the priority of the Hamiltonian given
by some classical model which henceforth should be “quantized”. It is known
that this procedure is ambiguous. In order to avoid the ambiguity, I intend to
use a quantum state itself and the invariant conditions of its conservation and
perturbation. These invariant conditions are rooted into the global geometry
of the dynamical group manifold. Namely, the geometry of G = SU(N), the
isotropy group H = U(1) × U(N − 1) of the pure quantum state, and the
coset G/H = SU(N)/S[U(1) × U(N − 1)] geometry, play an essential role
in the quantum state evolution [17]. The stationary states i.e. the states of
motion with the least action may be treated as initial conditions for GCS
evolution. Particulary they may represent a local minimum of energy (local
vacuum).
Now I will introduce the local dynamical variables (LDV’s) correspond
to the internal SU(N) group symmetry and its breakdown. They should be
expressed now in terms of the local coordinates πk. Thereby they will live in
geometry of CP (N − 1) with the Fubini-Study metric
Gik∗ = [(1 +
∑
|πs|2)δik − πi
∗
πk](1 +
∑
|πs|2)−2. (21)
Hence the internal dynamical variables and their norms should be state-
dependent, i.e. local in the state space [17]. These local dynamical variables
realize a non-linear representation of the unitary global SU(N) group in the
Hilbert state space CN . Namely, N2 − 1 generators of G = SU(N) may be
divided in accordance with the Cartan decomposition: [B,B] ∈ H, [B,H ] ∈
B, [B,B] ∈ H . The (N − 1)2 generators
Φih
∂
∂πi
+ c.c. ∈ H, 1 ≤ h ≤ (N − 1)2 (22)
of the isotropy group H = U(1)×U(N − 1) of the ray (Cartan sub-algebra)
and 2(N − 1) generators
Φib
∂
∂πi
+ c.c. ∈ B, 1 ≤ b ≤ 2(N − 1) (23)
are the coset G/H = SU(N)/S[U(1)× U(N − 1)] generators realizing the
breakdown of the G = SU(N) symmetry of the GCS. Furthermore, the (N−
1)2 generators of the Cartan sub-algebra may be divided into the two sets of
operators: 1 ≤ c ≤ N−1 (N−1 is the rank of AlgSU(N)) Abelian operators,
and 1 ≤ q ≤ (N−1)(N−2) non-Abelian operators corresponding to the non-
commutative part of the Cartan sub-algebra of the isotropy (gauge) group.
Here Φiσ, 1 ≤ σ ≤ N2 − 1 are the coefficient functions of the generators
of the non-linear SU(N) realization. They give the infinitesimal shift of the
i-component of the coherent state driven by the σ-component of the unitary
field exp(iǫλσ) rotating by the generators of AlgSU(N) and they are defined
as follows:
Φiσ = lim
ǫ→0
ǫ−1
{
[exp(iǫλσ)]
i
mψ
m
[exp(iǫλσ)]
j
mψm
− ψ
i
ψj
}
= lim
ǫ→0
ǫ−1{πi(ǫλσ)− πi}, (24)
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[12,17]. Then each of the N2 − 1 generators may be represented by vector
fields comprised by the coefficient functions Φiσ contracted with correspond-
ing partial derivatives ∂
∂πi
= 12 (
∂
∂ℜπi − i ∂∂ℑπi ) and ∂∂π∗i = 12 ( ∂∂ℜπi + i ∂∂ℑπi ).
Now one may define the “flexible quantum setup” as the local reference frame
in tangent space TCP (N−1) to the projective Hilbert state space CP (N−1)
{eσ, e∗σ} = {Φiσ
∂
∂πi
, Φ∗iσ
∂
∂π∗i
}. (25)
LDV’s may be built from these vector fields corresponding to SU(N) gener-
ators acting on quantum state.
I would like to give some general notes concerning eigen-dynamics:
The anholonomy of the wave function arose due to slowly variable en-
vironment was widely discussed by Berry and many other authors in the
framework of so-called geometric phases [43]. It is clear that now we deal
with different problem: Berry made accent on variation of wave function
during cycle motion whereas for us interesting the quantum invariants of
infinitesimal variation of the quantum setup.
The geometric phase is an intrinsic property of the family of eigenstates.
There are in fact a set of local dynamical variables (LDV) that like the geo-
metric phase intrinsically depends on eigenstates. For us will be interesting
only the set comprising vector field ξk(π1, ..., πN−1) : CP (N − 1) → C in
local coordinates πi(j). In view of future discussion of F.-W. “instant” trans-
formations it is useful to compare velocity of variation of the Berry’s phase
γ˙n(t) = −An(R)R˙, (26)
where An(R) = ℑ < n(R)|∇Rn(R) > with the affine parallel transport of
the vector field ξk(π1, ..., πN−1) given by the equations
dξi
dτ
= −Γ iklξk
dπl
dτ
. (27)
The parallel transport of Berry is similar to the affine parallel transport but
the last one is fundamental in respect of gauge and scale-invariant conserva-
tion law agrees with Fubini-Study “quantum metric tensor” Gik∗ in the base
manifold CP (N − 1). The affine gauge field given by connection
Γ imn =
1
2
Gip
∗
(
∂Gmp∗
∂πn
+
∂Gp∗n
∂πm
) = −δ
i
mπ
n∗ + δinπ
m∗
1 +
∑ |πs|2 (28)
is of course more close to the Wilczek-Zee non-Abelian gauge fields Aab =
(ψb|ψ˙a) [44]. Time-dependent choice of the functional basis ψ′(t) = Ω(t)ψ(t)
leads to proper gauge transformation of A′(t) = ΩA(t)Ω−1+Ω˙Ω−1. One has
formally very similar transformation law for the connection form Γ ik = Γ
i
kldπ
l
in CP (N − 1):
Γ ′ik = Λ
i
mΓ
m
j Λ
−1j
k + dΛ
i
sΛ
−1s
k , (29)
however there are serious mathematical and physical differences between
global character of gauge transformations of A(t) in linear state space CN and
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local (state-dependent) gauge transformations of Γ ik = Γ
i
kldπ
l in CP (N − 1).
Namely, we use from the mathematical point of view the Cartan’s method
of moving reference frame as a “flexible quantum setup”, i.e. reference frame
whose motion refers to itself with infinitesimally close coordinates. This re-
leases us from the necessity to use so-called “second particle” [45,12,13,17]
as an external reference frame. The physical sense of the difference is that
we do not have in our problem environmental “external” field in which the
quantum system is “immersed”. On the contrary, we study gauge transforma-
tions generated “from nowhere”, i.e. from pure internal quantum dynamics
in the geometry of state space CP (N−1) and its emergence in the dynamical
space-time (DST). This approach is based on the conception of the quantum
inertia [11] since the affine parallel transport of energy-momentum vector
field in CP (N − 1) expresses self-conservation of, say, electron.
5 State space and dynamical space-time
How internal quantum degrees of freedom of electron may be mapped in dy-
namical space-time? Can to lift it from the base CP (3) into the tangent fibre
bundle? If we assume that internal dynamics is represented by LDV like an
energy momentum vector field P then it is natural to think that the process
of measurement of the value of the LDV should be somehow connected with
this mapping. Being geometrically formulated, i.e. in an invariant manner,
this process will be objective. In such case the “measurement” means only
the process of some “projection” in an attempt to find a single value of phys-
ical dynamical variable. It means that objective quantum measurement is in
fact an embedding of quantum dynamics in space-time. But how we should
to do it in an invariant, geometric manner? And what is the space-time itself
without such measurement?
I use an approach that I called “inverse representation” [11,12,13,17,
27] where finite dimension N state vector of internal degrees of freedom and
velocities of its variation are induced by the unitary group SU(N) and its ac-
tions should be realized by the lump motion in dynamical space-time (DST).
It means that the space-time degrees of freedom and space-time geometry
should be derived in order to describe energy-momentum distribution in the
“field shell” wrapping internal degrees of freedom. It is useful to refer here
on an analogy with MRI approach to visualization of nuclear spins.
The MRI method may be shortly formulated as follows: “Many scientists
were taught that you can not image objects smaller than the wavelength of
the energy being used to image. MRI gets around this limitation by pro-
ducing images based on spatial variations in the phase and frequency of the
radio frequency energy being absorbed and emitted by the imaged object”
[46]. My approach is similar to this method but, say, going in opposite di-
rection: space-time localization of quantum particle, say, electron, arises due
to infinitesimal SU(4) variations of its quantum state in projective Hilbert
state space CP (3) that generate self-interacting non-Abelian affine gauge
field agrees with Fubuni-Study metric. The “field-shell” of electron’s energy-
momentum obeys to quasi-linear PDE’s whose soliton-like solution in dynam-
ical space-time is similar to a voxel in time-dependent slice used instead of a
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pixel in two-dimension MRI picture. These PDE’s express the conservation
law of energy-momentum field. They are self-consistent with the system of
algebraic equations expressing a result of the “comparison” of the infinitesi-
mal parallel transported LDV that may be encoded by a qubit spinor. Two
infinitesimally close qubit spinors being connected by infinitesimal SL(2, C)
transformation associated with Lorentz frame transformation generated by
“quantum boost” and “quantum rotation”. These boosts and rotations are
associated with electromagnetic-like fields. It means that the physical nature
of variation of quantum state being initially taken in the kinematical manner
(formal transition from one inertial frame to another) looks as EM-like fields
in the dynamical variation. Dynamical attachment of the Lorentz frame is
analog of the transition to rotation frame in MRI but the construction of the
frame is of course different.
Absolute values (reference frame independent) of space and time intervals
lose their sense in the framework of relativity and only the space-time interval
has invariant sense. The distance between quantum states is the main quan-
tum invariant that replaces the space-time interval between two events in the
present approach. Thereby the geometry of CP (N − 1) defines quantum dy-
namics of local dynamical variables. Self-conservation of the electron may be
expressed through an affine parallel transported energy-momentum field P i
and the “measurement procedure” is necessary for recovering the distribution
of energy-momentum in dynamical space-time. It is a place to compare the
“standard” spontaneous generating mass [47] by the Higss mechanism and
the self-interacting construction.
The qubit spinor
η =
(
η0
η1
)
(30)
has been built in order to form “yes/no” quantum question in respect of
separation of the coset action G/H = SU(N)/S[U(1)×U(N−1)] = CP (N−
1) on the quantum state |S > and its isotropy group action H = U(1)×U(N)
used for the “measurement” of LDV Di. It is assumed that this spinor should
replace a complex SU(2) doublet of Lorentz scalar fields
φ =
1√
2
(
φ1 + iφ2
φ3 + iφ4
)
(31)
involved in the Lagrangian density
Ls = (Dµφ)†(Dµφ) − V (φ†φ) = (Dµφ)†(Dµφ)− µ2φ†φ− λ(φ†φ)2, (32)
where Dµ = ∂µ +
ig′
2 aµy +
ig
2 τbµ is so-called “covariant derivative” [47].
It was not intended here to establish the connection of this model with
the Standard Model. This will be a next step of the investigation. I discuss
in this work the eigen-dynamics of relativistic self-interacting electron due to
the breakdown of SU(4) to H = U(1) × U(3) that leads to the dynamical
space-time structure and the generation of the electron mass.
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The η-spinor components are the coefficient functions in the following
decomposition
Di = η0(π1, π2, π3)P i + η1(π1, π2, π3)J i, (33)
where P i is the energy-momentum vector and J i is the normal (in the sense
of the Fubini-Study metric) Jacobi vector field [48]. Therefore
η0 =
Gik∗D
iP k∗
Gik∗P iP k∗
, η1 =
Gik∗D
iJk∗
Gik∗J iJk∗
. (34)
Then under the comparison of LDV Di, whose shift is induced by the inter-
action used for a measurement, at two infinitesimally close GCS’s (general-
ized coherent states) (π1, π2, π3) and (π1 + δ1, π2 + δ2, π3 + δ3) connected
by a geodesic of CP (3), one can get a nearby spinor (η0 + δη0, η1 + δη1)
that may be calculated. Since CP (3) is a totally geodesic manifold [36], each
geodesic belongs to some CP (1) parameterized by the single complex coordi-
nate π = e−iφ tan(θ/2) will be used thereafter. Thereby the Higgs potential
will be replaced by the affine gauge potential (28) involved in the parallel
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Fig. 1 The shape of the gauge potential associated with the affine connection in
CP(1): Γ = −2 |pi|
1+|pi|2
, pi = x+ iy.
transport of Di [12,33] which agrees with the Fubini-Study metric (21). It is
worth while to note that this construction should solve “the quantum mea-
surement problem” in a natural and objective manner since the outcome of
“measurement” of LDV is provided by a spontaneous “falling down” of the
solution into the point (π1 = π2 = π3 = 0) or into the valley of the affine
gauge potential. It means that under interaction used for the measurement
of LDV Di spontaneously occurs (after elapse of the metabolic time) one of
the qubit spinor component η0 or η1.
Two infinitesimally close qubit spinors η and η + δη belonging to C2
may be formally connected with infinitesimal SL(2, C) transformations rep-
resented by “Lorentz spin transformations matrix” [49]
Lˆ =
(
1− i2δτ(ω3 + ia3) − i2δτ(ω1 + ia1 − i(ω2 + ia2))
− i2δτ(ω1 + ia1 + i(ω2 + ia2)) 1− i2δτ(−ω3 − ia3)
)
.(35)
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I have assumed that there is not only formal but dynamical reasons, namely:
self-interaction of charge with the energy-momentum encoded by the dy-
namics of two-level system whose components comprise the qubit spinor.
Therefore this process may be represented in the DST (dynamical space-
time) associated with the manifold of coordinates in the attached Lorentz
reference frame. Then “quantum accelerations” a1, a2, a3 and “quantum an-
gular velocities” ω1, ω2, ω3 may be found in the linear approximation from
the equation δη = Lˆη − η, or, strictly speaking, from its consequence - the
equations for the velocities ξ0 = δη
0
δτ
and ξ1 = δη
1
δτ
of η spinor variations
Rˆ
(
η0
η1
)
=
1
δτ
(Lˆ− 1ˆ)
(
η0
η1
)
=
(
ξ0
ξ1
)
. (36)
If one puts π = e−iφ tan(θ/2) then δπ
δτ
= ∂π
∂θ
δθ
δτ
+ ∂π
∂φ
δφ
δτ
, where
δθ
δτ
= −ω3 sin(θ)− ((a2 + ω1) cos(φ) + (a1 − ω2) sin(φ)) sin(θ/2)2
−((a2 − ω1) cos(φ) + (a1 + ω2) sin(φ)) cos(θ/2)2;
δφ
δτ
= a3 + (1/2)(((a1 − ω2) cos(φ)− (a2 + ω1) sin(φ)) tan(θ/2)
−((a1 + ω2) cos(φ)− (a2 − ω1) sin(φ)) cot(θ/2)), (37)
then one has the linear system of 6 real non-homogeneous equation
ℜ(Rˆ00η0 + Rˆ01η1) = ℜ(δη
0
δτ
),
ℑ(Rˆ00η0 + Rˆ01η1) = ℑ(δη
0
δτ
),
ℜ(Rˆ10η0 + Rˆ11η1) = ℜ(δη
1
δτ
),
ℑ(Rˆ10η0 + Rˆ11η1) = ℑ(δη
1
δτ
),
δθ
δτ
= F1,
δφ
δτ
= F2, (38)
giving aQ(η
0, η1, θ, φ, F1, F2),ωQ(η
0, η1, θ, φ, F1, F2) as the functions of “mea-
sured” components of LDV (η0, η1), the local coordinates of GCS (θ, φ) or
complex π, and 2 real perturbation frequencies (F1, F2) acting along and
transversal to a geodesic in CP (3).
The infinitesimal transition from one GCS of the electron to another is
now accompanied by dynamical transition from one Lorentz frame to another.
Thereby, infinitesimal Lorentz transformations define infinitesimal “dynami-
cal space-time” coordinate variations. It is convenient to take Lorentz trans-
formations in the following form
ct′ = ct+ (xaQ)δτ
x′ = x+ ctaQδτ + (ωQ × x)δτ (39)
19
where I put aQ = (a1/c, a2/c, a3/c), ωQ = (ω1, ω2, ω3) [49] in order to have
for τ the physical dimension of time. The expression for the “4-velocity” V µ
is as follows
V µQ =
δxµ
δτ
= (xaQ, ctaQ + ωQ × x). (40)
The coordinates xµ of the imaging point in dynamical space-time serve here
merely for the parametrization of the energy-momentum distribution in the
“field shell” arising under “morphogenesis” described by quasi-linear field
equations [39,13] in DST.
6 Derivation of the “field-shell” equations for non-local quantum
electron
The “field-shell” equations may be derived as the consequence of the conser-
vation law of the energy-momentum [12,13,39]. In the reply on questions of
some colleagues (why, say, Lagrangian is not used for derivation of the field
equations?) I would like to note following. Strictly speaking the least action
principle is realized only in average that is clear from Feynman’s summation
of quantum amplitudes. Hence one may suspect that more deep principle
should be used for derivation of fundamental equations of motion. The quan-
tum formulation of the inertia law has been used [11].
What the inertial principle means for quantum systems and their states?
Formally the inertial principle is tacitly accepted in the package with rel-
ativistic invariance. But we already saw that the problem of identification
and therefore the localization of quantum particles in classical space-time is
problematic and it requires a clarification.
Quantum lump of non-local electron should presumably serve as extended
source of electromagnetic field. The dynamics of spin/charge degrees of free-
dom may be mapped onto dynamical space-time if one assumes that transi-
tion from one GCS of the electron to another is accompanied by dynamical
transition from one Lorentz frame to another. This reflects the reconstruc-
tion of broken SU(4) symmetry to SL(2, C) of DST. Thereby, infinitesimal
Lorentz transformations creates small “dynamical space-time” coordinates
variations parameterizing energy-momentum distribution.
Since the operator of energy-momentum represented by a tangent vector
field to CP (3) replaces the Lagrangian, I use a complex covariant differentia-
tion relative Fubini-Study metric instead of variation. Differential space-time
field equations arose in a section of tangent fibre bundle over CP (3). It leads
naturally to some “lump” solutions which should be carefully studied. I show
here some preliminary results promising progress in understanding structure
of the quantum electron. In particular it is clear that the quantum nature
of derived field quasi-linear PDE’s (without references to classical analogy)
would shed light on the their generic connection with Hamilton-Jacobi clas-
sical equations and de Broglie-Schro¨dinger optics-mechanics analogy.
Lets discuss the formulation of the quantum inertia law in the case of non-
local quantum electron [11]. I assume that quantum version of the inertia law
may be formulated as follows:
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inertial quantum motion of quantum system may be expressed
as a self-conservation of its local dynamical variables like energy-
momentum, spin, charge, etc.
The conservation law of the energy-momentum vector field in CP (3) dur-
ing inertial evolution will be expressed by the equation of the affine parallel
transport
δ[PµΦiµ(γµ)]
δτ
= 0, (41)
which is equivalent to the following system of four coupled quasi-linear PDE
for dynamical space-time distribution of energy-momentum “field-shell” of
quantum state
V µQ (
∂P ν
∂xµ
+ Γ νµλP
λ) = − c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P νPµ, (42)
and ordinary differential equations for relative amplitudes
dπk
dτ
=
c
h¯
ΦkµP
µ, (43)
which is in fact the equations of characteristic for linear “super-Dirac” equa-
tion
iPµΦiµ(γµ)
∂Ψ
∂πi
= mcΨ (44)
that supposes ODE for single “total state function”
ih¯
dΨ
dτ
= mc2Ψ (45)
with the solution for variable mass m(τ)
Ψ(T ) = Ψ(0)e−iγCe
−i c
2
h¯
∫
T
0
m(τ)dτ
. (46)
The system of quasi-linear PDE’s following from the conservation law,
ODE’s and algebraic linear non-homogeneous equations comprise of the self-
consistent problem for stability (in fact - existing) of LDV.
The solution of the “field-shell” equations have been discussed [12]. The
theory of these equations is well known [50]. One has the quasi-linear PDE
system with identical principle part V µQ for which we will build characteristics
for the system of implicit solutions for 4+4 extended variables
φ1(x0, x1, x2, x3, P 0, P 1, P 2, P 3) = c1;
φ2(x0, x1, x2, x3, P 0, P 1, P 2, P 3) = c2;
φ3(x0, x1, x2, x3, P 0, P 1, P 2, P 3) = c3;
φ4(x0, x1, x2, x3, P 0, P 1, P 2, P 3) = c4. (47)
Differentiation of φµ in xν gives
∂φµ
∂xν
+
∂φµ
∂Pλ
(
∂Pλ
∂xν
+ Γ λνµP
µ) = 0. (48)
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This equation being multiplied by δx
ν
δτ
= V νQ gives the equation
δφµ
δτ
=
∂φµ
∂xν
δxν
δτ
+
∂φµ
∂Pλ
(
∂Pλ
∂xν
+ Γ λνµP
µ)
δxν
δτ
= 0 (49)
or
∂φµ
∂xν
V νQ +
∂φµ
∂Pλ
(
∂Pλ
∂xν
+ Γ λνµP
µ)V νQ
=
∂φµ
∂xν
V νQ −
∂φµ
∂Pλ
c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)PλPµ = 0. (50)
Redefinition of the coefficients Cν+λ := − c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)PλPµ and
variables xν+λ := Pλ gives a possibility to rewrite this equation for any
φ = φµ as follows
8∑
κ=1
Cκ
∂φ
∂xκ
= 0. (51)
Then one has the system of ODE’s of characteristics
δxν
δτ
= V νQ ,
δP ν
δτ
= −V µQΓ νµλPλ −
c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P νPµ,
dπk
dτ
=
c
h¯
ΦkµP
µ. (52)
7 Solutions of “field-shell” equations for self-interacting electron
I will discuss now the solution of the “field-shell” equations (42). The in-
tegration of a “cross” combination of the characteristic equations from the
first and the second system (52) should be done. One of the combination is
as follows
δx0
V 0Q
=
δP 0
P 0(L0P 0 + L1P 1 + L2P 2 + L3P 3)
, (53)
where Lµ = − ch¯ (ΓmmnΦnµ(γ) +
∂Φnµ(γ)
∂πn
). If L0P
0 < 0 then one has implicit
solution
x0
aαxα
+ T 0 = − 2
LαPα
tanh−1(1 +
2L0P
0
LαPα
), (54)
where T 0 is an integration constant. An explicit solution for energy is the
kink
P 0 =
LαP
α
2L0
[tanh(−( x
0
aαxα
+ T 0)
LαP
α
2
)− 1]. (55)
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Fig. 2 The kink solution (55) of (53).
If I put LαP
α
2 = 1, L0 = 1, V = aαx
α = 0.6 the kink solution may be
represented by the graphic in Fig. 2.
This solution represent the lump of an electron self-interacting through
an electro-magnetic-like field in the co-moving Lorentz reference frame. The
nature of this field will be discussed in a separate article. The lump “modu-
lates” the ordinary plane wave essentially only in the vicinity of the core of the
lump. In standard QED self-interacting effects are treated as a polarization
of the vacuum. In the present picture the lump is dynamically self-supporting
by outward and inward waves whose characteristics are represented by the
equations (49).
8 Stability of energy-momentum characteristics and dispersion
law
Let me discuss the stability of energy-momentum characteristics given by the
system of four ODE’s
δPλ
δτ
= −V µQΓ νµλPλ −
c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P νPµ. (56)
If we seriously treat these characteristics as trajectories of electrons in CP (3)
then their stability in DST is an essential problem. The self-interaction elec-
tron is represented here as a dynamical field system whose equilibrium is
provided by the counterbalance of outward and inward waves.
The standard approach to stability analysis instructs us to find the sta-
tionary points. The stationary condition
δPλ
δτ
= 0 (57)
leads to the system of algebraic equations
V µQΓ
ν
µλP
λ +
c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P νPµ = 0. (58)
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Let me investigate initially the simplified case neglecting the space-time con-
nection term V µQΓ
ν
µλP
λ. This gives us more simple equations for stationary
points
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P νPµ = 0. (59)
telling us that in the non-trivial case (i.e. exclusion of condition P ν = 0),
one has the equation of hyper-plane
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)Pµ0 = 0 (60)
“rotating” with variation of local coordinates πi. The probing solution in the
vicinity of the stationary points Pµ0 is as follows
Pµ(τ) = Pµ0 + p
µeωτ . (61)
This solution being substituted in the equation
δP ν
δτ
= − c
h¯
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P νPµ. (62)
leads to the linear system
h¯ω
c
pν + (ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)pµP ν0 = 0. (63)
The determinant of this homogeneous liner system is as follows
D = (
h¯ω
c
)4 + (
h¯ω
c
)3(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)Pµ0 . (64)
The determinant put to zero together with the hyper-plane equation gives
ω = 0. This means that the mass of self-interacting quantum electron is zero
for trivial space-time flat connection.
I would like to compare the “off-shell” dispersion law (55) with the de
Broglie “on-shell” dispersion law. The result has been shown in Fig. 3. It
is clearly seen that it traverses below the asymptote E = cP , whereas de
Broglie “on-shell” dispersion law PµPµ −m2c2 = 0 traverses above it. The
comparison of our dispersion law with Blochintzev spectrum E2 = P 2−m2c2
is shown Fig. 4. The approximate expression for dispersion in the vicinity of
zero is as follows
Eapp =
c
2
P +
c2
4h¯
(T0 +
x0
V
)P 2
=
c2
4h¯
(T0 +
x0
V
)[(P +
h¯
c
V
x0 + V T0
)2 − ( h¯
c
V
x0 + V T0
)2] (65)
and it is depicted in Fig. 5. The minimum of the energy is as follows
Emin = − h¯
4
V
x0 + V T0
(66)
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Fig. 3 “Off-shell” dispersion law (red) in comparison with de Broglie “on-shell”
dispersion law (green) and asymptote E = cP (brown).
Fig. 4 “Off-shell” dispersion law (red) in comparison with Blochintzev dispersion
law of two strongly coupled linear oscillators (green).
at the momentum
Pmin = − h¯
c
V
x0 + V T0
. (67)
The group velocity of propagation shows that there is the a “zone” of wave
vectors where one has a space-like leakage of self-interacting field, see Fig. 6.
It may be related to the quantum entanglement but this phenomenon may be
naturally realized in the context of multi-kink solutions and it will be studied
later. Only asymptotically it tends to the velocity of light together with
phase velocity, see Fig. 7. It really appears to be like the “unparticle” sector
of Blochintzev: phase velocity is always smaller than c, but the behavior of
group velocity is more complicated.
I would like to note that V = xαaα = xaQ is the time component of
the “4-velocity” (39) proportional to the “quantum acceleration” aQ. This
boost parameter together with angular velocity ωQ is the solution of the
non-homogeneous system of linear equations (38) expressing the condition
of measurability of LDV. In fact it is the condition of existence for the
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Fig. 5 Approximate square dispersion law (red) in comparison with “off-shell”
dispersion law (green) in the vicinity of zero.
Fig. 6 The group velocity of self-interacting field.
numerical value of LDV expressed by complex vector field in CP (3). The
boost and angular rotation parameters depend on the affine connection as-
sociated with gauge potential in CP (3). It gives some hope for treating the
expression (P + h¯
c
V
x0+V T0
)2 in Eapp as the momentum with an additional
“electromagnetic-like” potential generated by the geometry of SU(4) sub-
manifold CP (3). The complex scalar potential of electromagnetic field gen-
erated by the logarithm of the dimensionless projective coordinate has been
already discussed [51]. The authors treated the electric field as a generator
of a boost and the magnetic field as the generator of rotations. The quantum
conditions of measurability of LDV (38) invert in fact this approach: the ge-
ometry of the coset manifold CP (3) and generators of SU(4) expressed in
local coordinates (π1, π2, π3) create “electromagnetic-like” field. This ques-
tion is not properly understood yet and it requires an additional investigation
concerning the sectional curvature of the CP (3).
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Fig. 7 The phase velocity of self-interacting field.
The gapless dispersion law discussed above arose in the flat Minkowski
space-time. It is a consequence of simplified condition of characteristic stabil-
ity when the space-time connection is trivial. Therefore in order to find the
“optical” dispersion law with a mass-gap and state-dependent attractor cor-
responding to finite mass of the electron one should analyse the full equation
(56). Then we come to the homogeneous linear system
h¯ω
c
pν +
h¯
c
V µQΓ
ν
µλp
λ + (ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)pµP ν0 = 0. (68)
The determinant of this system is as follows
D1 = (
h¯ω
c
)4 + α(
h¯ω
c
)3 + β(
h¯ω
c
)2 + γ(
h¯ω
c
) + δ, (69)
with complicated coefficients α, β, γ, δ. I put Kνλ =
h¯
c
V µQΓ
ν
µλ and M
ν
µ =
(ΓmmnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
)P ν0 then one may find that
α = Tr(Kνλ) + Tr(M
ν
µ ) (70)
and
β = K00 (L1P
1
0 + L2P
2
0 + L3P
3
0 ) +K
1
1(L0P
0
0 + L2P
2
0 + L3P
3
0 )
+K22(L1P
1
0 + L0P
0
0 + L3P
3
0 ) +K
3
3(L1P
1
0 + L0P
0
0 + L2P
2
0 )
−K01L0P 10 −K10L1P 00 −K02L0P 20 −K20L2P 00 −K03L0P 30 −K30L3P 00
−K12L1P 20 −K21L2P 10 −K13L1P 30 −K31L3P 10 −K23L2P 30 −K32L3P 20 , (71)
whereas γ, δ have higher order in GN and they may be temporarily discarded
in our approximate dispersion law. This dispersion law may be written as
follows
(
h¯ω
c
)2[(
h¯ω
c
)2 + α(
h¯ω
c
) + β] = 0. (72)
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The trivial solution ω1,2 = 0 has already been discussed. Two non-trivial
solutions in weak gravitation field when α2 ≫ β are given by the equations
h¯ω3,4 = cα
−1±
√
1− 4β
α2
2
≈ cα−1± (1 −
2β
α2
)
2
;
h¯ω3 =
−cβ
α
, h¯ω4 = −cα+ cβ
α
. (73)
Both parameters α, β are in fact complex functions of (π1, π2, π3) but they
are linear in stationary momenta Pµ0 . Coefficients K
ν
µ ∝ GN and generally
they are much smaller than Mνµ . The negative real part of these two roots
substituted in the probing function (65) will define attractors and two finite
masses.
Lets find initially solution of the non-linear system (61). Its approximate
solution in the vicinity of Pµtest = (mc
2, 0, 0, 0) has been found by the method
of Newton:
Pµ0 = P
µ
test + δ
µ + ..., (74)
where δµ is the solution of the Newton’s first approximation equations
(2L0mc+K
0
0 )δ
0 + (L1mc+K
0
1 )δ
1+
(L2mc+K
0
2 )δ
2 + (L3mc+K
0
3 )δ
3 = − (L0m
2c4 +K00mc
3)
c2
K10δ
0 + (L0mc+K
1
1)δ
1 +K12δ
2 +K13δ
3 = −K10mc
K20δ
0 +K21δ
1 + (L0mc+K
2
2 )δ
2 +K23δ
3 = −K20mc
K30δ
0 +K31δ
1 +K32δ
2 + (L0mc+K
3
3 )δ
3 = −K30mc, (75)
where Lµ = (Γ
m
mnΦ
n
µ(γ) +
∂Φnµ(γ)
∂πn
) is now dimensionless.
It has been assumed that self-interaction of charge and spin degrees of
freedom comprise the energy-momentum whose distribution is encoded by
field dynamics in dynamical space-time (DST) with help of two-level system
represented by the qubit spinor [12]. This DST will be associated with man-
ifold of coordinates in Lorentz reference frame attached to LDV during the
virtual “measurement”.
If hypothesis about dynamical nature of electron mass defined by self-
interacting spin/charge degrees of freedom is correct then it is very natural
to assume that
F1 =
δθ
δτ
= ℜ(ω3) = c
h¯
ℜ(−β
α
), or
F1 =
δθ
δτ
= ℜ(ω4) = c
h¯
ℜ(−α+ β
α
), and
F2 =
δφ
δτ
= ℑ(ω3) = c
h¯
ℑ(−β
α
), or
F2 =
δφ
δτ
= ℑ(ω4) = c
h¯
ℑ(−α+ β
α
). (76)
Solution of complicated self-consistent problem (38), (52), (75), (76) is not
found yet. This “field-shell” solution for the self-interacting quantum electron
should contain dynamically generated mass.
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9 Conclusion
Primarily, there were two mathematical approaches to the formulation of
quantum theory. The first one (developed by Hiesenberg) makes accent on the
non-commutative character of new “quantized” dynamical variables whereas
the second one (developed by Schro¨dinger) replaces ordinary differential
Hamilton’s equations of classical dynamics by linear differential equations
in partial derivatives associated with Hamilton-Jacobi equation [4]. Both ap-
proaches are equivalent in the framework of so-called optics-mechanics anal-
ogy and comprise the basis for modern quantum mechanics. This analogy,
however, is limited by itself for very clear reasons: mechanics is merely a
coarse approximation (even being generalized to many-dimension dynamics
of Hertz) and the “optics” of the action waves is too tiny for description of
the complicated structure of “elementary” quantum particles. This was real-
ized already during the first attempts to synthesize relativistic and quantum
principles.
Analysis of the foundations of quantum theory and relativity shows that
there are two types of symmetries. One of them is the symmetry of relative
space-time transformations of the whole setup which reflects, say, the first
order of relativity. A different type of (state dependent) symmetry is real-
ized in the quantum state space relative to local infinitesimal variation of
a flexible setup (second order of relativity or “super-relativity” [11,12,13]).
Gauge invariance is a particular case of this type of symmetry. Analysis shows
that it is impossible to use ordinary primordial elements like particles, mate-
rial points, etc., trying to build a consistent theory. Even space-time cannot
conserve its independent and a priori structure. Therefore the unification of
relativity and quantum principles may be formalized if one uses new primor-
dial elements and the classification of their motions: rays of quantum states
instead of material points (particles) and complex projective Hilbert state
space CP (N − 1) where these states move under the action of the unitary
group SU(N) instead of space-time [12,13].
Then:
1. Dynamical variables are in fact the generators of the group of symmetry
and their non-commutative character is only a consequence of the curvature
of the group manifold [49]. State-dependent realization of SU(N) generators
as vector fields on CP (N−1) evidently reveals the non-trivial global geometry
of SU(N) and its coset sub-manifold [12,17].
2. Attempts “to return” in the Minkowski space-time (after second quan-
tization) from the Schro¨dinger’s configuration space is successful for statis-
tical aims but they are not consistent on the fundamental level of a single
quantum particle (which without any doubt does exist!) and therefore should
be revised. In fact initially one should delete global space-time by transition
to a “co-moving frame” and after virtual infinitesimal displacement of the
generalized coherent state (GCS) of the electron to restore state-dependent
local dynamical space-time.
3. The physically correct transition from quantum to classical mechanics
arose as a serious problem immediately after the formulation of the wave me-
chanics of Schro¨dinger [22]. The failure to build stable wave packet for single
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electron from solutions of linear PDE’s led to the probabilistic interpreta-
tion of the wave function. Further progress in the theory of non-linear PDE’s
like sin-Gordon or KdV renewed generally the old belief in the possibility to
return to non-singular quantum particles [52].
The revision mentioned above (see point (2)) proposed here is intended
to derive new non-linear quantum equations for a self-interacting nonlocal
electron. Notice that new field equations could not contain an arbitrary po-
tential as it was in the case of Schro¨dinger or Dirac equations. This potential
should be generated by the spin/charge self-interaction. One of the consistent
prosedure is to use quasi-linear field PDE’s following from the conservation
laws that has been already discussed [11,12,13,17,27,28]. It is provided by a
state dependent local non-Abelian “chiral” gauge field acting on CP (3) as a
tangent vector field.
Perturbation of a generalized coherent state of G = SU(4) of the electron
is studied in the vicinity of the stationary degenerated state given by ordinary
(not secondly quantized) Dirac equation. This perturbation is generated by
coset transformations G/H = SU(4)/S[U(1)× U(3)] = CP (3) as an analog
of the infinitesimal F.-W. transformations [11]. Self-interaction arises due to
the curvature of the projective Hilbert space CP (3) and the state-dependent
dynamical space-time (DST) is built during “objective quantum measure-
ment” [13].
10 Summary
A new model of a non-local self-interacting quantum electron has been pro-
posed. Such self-interaction is provided by the spin-charge quantum dynam-
ics. The non-linear realization of the γ-matrices of Dirac by the tangent
vector fields to CP (3) is used instead of the second quantization. The back-
reaction of the internal dynamics reflects in “slow” accelerated motion of the
attached “Lorentz reference frame” introducing state-dependent dynamical
space-time coordinates. A “field-shell” of energy-momentum distribution is
described by the system of quasi-linear PDE’s. These are the consequence
of the conservation law of energy-momentum vector field expressed by affine
parallel transport in CP (3) which agrees with the Fubini-Study metric.
“Off-shell” dispersion law, group and phase velocities asymptotically co-
incide with de Broglie “on-shell” dispersion law. These excitations of the
self-interacting electron pose a lot of interesting questions. For example:
1. The general dispersion law (72) may be related to the problem of
the lepton generations (electron, muon, tauon). Detailed numerical analysis
should give reply on this question.
2. The generation of an electromagnetic-like field by the coset transfor-
mations of manifold CP (3) is also an interesting question.
3. The self-interacting electron is sharply concentrated in the the area
with linear size of the order of Compton wave-length. A new calculation of
the Lamb shift in the framework of non-local electron should be done. It may
avoid divergences without renormalization procedure.
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These acute old problems could not be solved separately and they require
some general framework. Here I would like to give an outlook (without tech-
nical details given above in “Conclusion”) of my approach to these topics.
1. My main goal is to build a simple unification of quantum and relativity
principles. This means that a minimal number of primordial elements and
postulates should be used and only standard mathematical operations are eli-
gible. In my case only rays of quantum states are primordial elements and the
assumption about the unitary character of their dynamics have been used.
But these simplest assumptions lead to deep reconstruction in the spirit of
“Deterministic underlying theory: We suspect that our world can be under-
stood by starting from a pre-quantized classical, or ontological, system” [53].
In my model the deterministic underlying theory is rooted in the complex
projective Hilbert space CP (N − 1).
2. The most fundamental difficulty, in fact the stumbling-block on the
way of unification of quantum and relativity principles, is the localization
problem [54,55,56]. This problem is so acute that it evokes a new concept of
space-time as some sub-manifold of a Hilbert space [15] and a new principle
of “functional relativity” in this space [16].
Localization being treated as the ability of a coordinate description of
an object in classical relativity is closely connected with operational identi-
fication of “events” [18]. It is tacitly assumed that all classical objects (fre-
quently represented by material points) are self-identical and they can not
disappear because of the energy-momentum conservation law. However the
quantum identification and therefore localization of particles cannot be done
in a similar manner (like in special relativity) and it requires a physically
motivated operational procedure with corresponding mathematical descrip-
tion. In order to do it some conservation law in the state space expressing
the “self-identification” or “self-conservation” should be formulated [11,12,
13].
It turns out that QFT dictates the necessity to reformulate QM according
to a new principle of invariance as well as electromagnetic theory insisted
to reformulate Newton’s kinematic and dynamics in a relativistic manner.
This is the true reason why I called this theory “super-relativity”. Formally
it means that the complex projective geometry lies in the base of quantum
theory so that distance between quantum states replaces a distance between
events in space-time.
3. Two simple observations I’ve put in the basis of my theory:
A. Quantum interference phenomenon shows the symmetry of relative
space-time transformations of a whole setup. These have been studied in
ordinary quantum theory. Such symmetries reflect, say, the first order of
relativity: the physics is the same for any complete setup subject (kinematical,
not dynamical!) to shifts, rotations, boosts as a whole in a single Minkowski
space-time.
B. There is however a different type of tacitly assumed symmetry that
may be formulated on the intuitive level as invariance of the physical prop-
erties of “quantum particles” , i.e. the invariance of their quantum numbers
like mass, spin, charge, etc., relative variation of the quantum amplitude.
Say, physical properties of electrons are the same in two setups S1 and S2. I
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postulated that the invariant content of these properties may be kept if one
makes the infinitesimal variation of some “flexible quantum setup” reached
by small variation of some fields or adjustment of tuning devices; it comprises
the the second order of relativity or “super-relativity” [11,12,13].
This “flexible quantum setup” is an invariant construction (in the sense
of Fubini-Study metric) since it is built from the tangent vector fields on
a CP (N − 1) manifold represented by the generators of SU(N) expressed
in the local coordinates πi. These generators are state-dependent dynamical
variables [17] similar to those which arose in Weinberg’s attempted general-
ization of the ordinary QM [40]. The non-bilinear character of corresponding
observables is naturally provided here by the state-dependent character of
the local dynamical variables (LDV’s).
It is possible to say that “super-relativity” is a local version of the “func-
tional relativity” under some reservations in the choice of Hilbert space and
the space-time construction.
4. There is a different approach to extended quantum objects studying in
the framework of Thermo Field Dynamics (TFD). These arise due to boson
condensation providing the dynamical reconstruction of symmetry [32]. Dy-
namical reconstruction of SU(N) symmetry has been already discussed in
the context of projective representations of SU(N) generators [27]. TFD as-
sumes the applicability of the second quantization scheme. It has been shown
by Blochintzev [9,10] that there is an essential problem in the application of
this method for strongly interacting and self-interacting fields.
Since I investigate the self-interacting electron it would be reasonable to
start from its relativistic quantum (not secondly quantized) model (accord-
ing to “A”) and to study their quantum invariants under infinitesimal de-
formations of amplitudes (according to “B”). I used for this purpose Dirac’s
electron and the geometric features of the Foldy-Wouthuysen unitary trans-
formations from SU(4).
5. The main goal was to get new non-linear wave equations and to study
its lump (soliton-like) solution for the “field shell” associated with the sur-
rounding field of single electron. Dirac’s equations are the first order linear
system of PDE’s. The closest to such equations are quasi-linear first order
PDE’s, the theory of which is properly developed [50]. These equations very
naturally follow from the conservation law of the energy momentum field ex-
pressed by the affine parallel transport of the energy momentum vector field
in CP (3), and agrees with the Fubini-Study metric [11]. Since all quantum
dynamics concentrated now in CP (3) base manifold and dynamical space-
time arises merely for the parametrization of section in the tangent fibre
bundle, the differentiation in complex local coordinates πi has been used
instead of a variation procedure.
Acknowledgements I am sincerely grateful to Larry Horwitz for interesting dis-
cussions and essential improvements of English.
32
References
1. Planck M., On the Law of Distribution of Energy in the Normal Spectrum, Ann.
Phys., 4, 553-562 (1901).
2. Einstein A., U¨ber einen die Erzeugung und Verwandlung des Lichtes betref-
fenden heuristischen Gesichtspunkt, Ann. Phys., 17, 132-148 (1905).
3. de Broglie L., Recherches sur la The´orie des Quanta, (Ann. de Phys. 10e se´rie,
t.III (Janvier-Fe´vrier 1925). Translated by A.F. Kracklauer, c©AFK, 2004.
4. Schro¨dinger E., Quantisierung als Eigenwertprobleme, Ann. Phys. 79, 361-376
(1926).
5. Dirac P.A., The quantum theory of the emission and absorption of radiation,
Proc. Royal. Soc. A 114, 243-265 (1927).
6. Georgi H., Unparticle Physics, arXiv:hep-th/0703260v3.
7. Georgi H., Another Odd Thing About Unparticle Physics, arXiv:0704.2457v2.
8. Gaete P., Spallucci E., Un-particle Effective Action, arXiv:0801.2294v1.
9. Blochintzev D.I., Whether always the “duality” of waves and particles does
exist?, Uspechy Phys. Nauk, XLIV, No.1, 104-109 (1951).
10. Blochintzev D.I., Elementary particles and field, Uspechy Phys. Nauk, XLII,
No.1, 76-92 (1950).
11. Leifer P., The quantum content of the inertia law and field dynamics,
arXiv:1009.5232v1.
12. Leifer P., Superrelativity as an Element of a Final Theory, Found. Phys. 27,
(2) 261 (1997).
13. Leifer P., Objective quantum theory based on the CP (N−1) affine gauge field,
Annales de la Fondation Louis de Broglie, 32, (1) 25-50 (2007).
14. Fock V.A., Basis of quantum mechanics, 376, Nauka, Moskow (1976).
15. Kryukov A.A., Quantum mechanics on Hilbert manifolds: The principle of
functional relativity, Found. Phys. 36, 175 (2006).
16. Kryukov A.A., On the problem of emergence of classical spacetime: The
quantum-mechanical approach, Found. Phys. 34, 1225 (2004).
17. Leifer P., State-dependent dynamical variables in quantum theory, JETP Let-
ters, 80, (5) 367-370 (2004).
18. Einstein A., Ann. Phys. Zur Electrodynamik der bewegter Ko¨rper, 17, 891-921
(1905).
19. Einstein A., Ann. Phys. Die Grunlage der allgemeinen Relativita¨tstheorie, 49,
769-822 (1916).
20. Newton T.D. and Wigner E.P., Localized States for Elementary Systems, Rev.
Mod. Phys., 21, No.3, 400-406 (1949).
21. Aharonov Y. et al, Mearurement of Time-Arrival in QuantumMechanics, Phys.
Rev., A57,4130 (1998).
22. Schro¨dinger E., Der stetige U¨bergang von der Mikro-zur Makromechanik, Na-
nurwissenschaften, 14, H 28, 664-666 (1926).
23. Skyrme T.H.R., A non-linear theory of strong interactions, Proc. Royal. Soc.
A 248, 260-278 (1958).
24. Dirac P.A., An extensible model of the electron, Proc. Royal. Soc. A 268, 57-67
(1962).
25. t’Hooft G., Nucl. Phys. B79, 276 (1974); A.M. Polyakov, Spectrum of particles
in quantum field theory, JETP Lett. 20, No.6, 430-433 (1974).
26. Foldy L.L., Wouthuysen S.A., Phys. Rev., 78, 29 (1950).
27. Leifer P., Reconstruction of the unitary symmetry in super-relativity,
arXiv:0808.3172v1.
28. Leifer P., An affine gauge theory of elementary particles, Found.Phys.Lett., 18,
(2) 195-204 (2005).
29. Einstein A., Letter to Schro¨dinger from 22. XII. 1950.
30. Einstein A., “Einleitende Bemerkungen u¨ber Grundbegriffe” in “Louis de
Broglie, physicien et penseur”, Paris, pp. 4-14, (1953).
31. Dirac P.A.M., The Principles of Quantum Mechanics, Fourth edition, Oxford,
At the Clarendon Press (1958).
33
32. H. Umezawa, H. Matsumoto, M. Tachiki, Thermo Field Dynamics and Con-
densed States, North-Holland Publishing Company, Amsterdam, New York, Ox-
ford, 504 (1982).
33. Leifer P., Inertia as the “threshold of elasticity” of quantum states,
Found.Phys.Lett., 11, (3) 233 (1998).
34. Dirac P.A., The quantum theory of the electron, Proc. Royal. Soc. A 117,
610-624 (1928).
35. Dirac P.A., Lectures on quantum field theory, 240, Yeshiva University, New
York, (1967).
36. Kobayashi S., and Nomizu K.,a 414, Foundations of Differential Geometry, V.
II, Interscience Publishers, New York-London-Sydney, (1969).
37. Close F.E., An introduction to quarks and partones, 438, Academic Press,
London, NY, San Francisco, (1979).
38. Messia A., Quantum mechanics, Moscow, Nauka, (1979).
39. Leifer P., Horwitz L.P., Field Equations of the CP (N−1) Affine Gauge Theory,
arXiv:gr-qc/0505051v2.
40. S. Weinberg, Testing Quantum Mechanics, Annals of Physics, 194, 336-386
(1989).
41. L.P. Hughston, Proc. Roy. Soc. Lond. A 452, 953 (1996).
42. S.L. Adler, L.P. Horwitz, arXiv:quant-ph/9909026.
43. Berry M.V., “The Quantum Phase, Five Years After” in Geometric Phases in
Physics, World Scientific. 1989.
44. F. Wilczek and A. Zee, Phys. Rev. Lett., 52, (24) 2111-2114 (1984).
45. J. Anandan, Y. Aharonov, Phys. Rev. D, 38, (6) 1863-1870 (1988).
46. J.P. Hornak, The Basis of MRI, http://www.cis.rit.edu/htbooks/mri/
47. Guiedry M. Gauge Field Theories: an Introduction with applications, A Wiley-
Interscience Publication, (1991).
48. Besse A.L., Manifolds allof whose Geodesics are Closed, Springer-Verlag,
Berlin, Heidelberg, New Yourk, (1978).
49. Misner C.W., Thorne K.S., Wheeler J.A.,Gravitation, 1279, W.H.Freeman and
Company, San Francisco (1973).
50. Courant R., Hilbert D., Methods of Mathematical Physics, 2, Partial Differen-
tial Equations, 830, Wiley, (1989).
51. Friedman Y.and Gwertzman S., The scalar compex potential of the electro-
magnetic field,arXiv:0906.0930v1.
52. Rajaraman R., An Introsuction to Solitons and Instantons in Quantum Field
Theory, 414, Norht-Holland Publishing Company, Amaterdam, New-York, Ox-
ford (1982).
53. ’t Hooft G., Determinism and Dissipation in Quantum Gravity,
arXiv:hep-th/0003005.
54. Horwitz L.P., Time and Evolution of States in Relativistic and Quantum Me-
chanics, arXive:hep-th/9606330.
55. Jones K.R.W., Newtonian Quantum Gravity, Aust. J. Phys., 48, 1055-1081
(1995).
56. Jones K.R.W., Linear Quantum Theory and its Possible Nonlinear Generaliza-
tion, Annals of Physics, 233, No.2, 295-316 (1994).
