Biodiversity is often ill-defined and subjectively surveyed, resulting in inefficient and ambiguous estimates. Strengths and deficiencies of prevailing survey techniques are appraised through a review of selected literature. Analogies with forest inventory are used to suggest options for more efficient and rigorous biodiversity assessment. Techniques such as variable-probability and model-based sampling, especially when used in conjunction with generalized linear modelling, offer efficient alternatives to more traditional assessments based on quadrats and nested plots. Bayesian methods offer scope to combine expert and local knowledge with formal samples, and warrant further investigation. Suggestions for further research are given.
Introduction
Since Wilson (1988) popularized the contraction "biodiversity" (for biological diversity), it has become a popular buzzword, both in the scientific literature and the popular press. However, the term is often used casually and imprecisely, and clear definitions are hard to find (e.g., Taylor, 1978; Solomon, 1979) . For example, Article 2 of the Convention on Biological Diversity (UNEP, 1992) offers one definition, namely "... the variability among living organisms from all sources including, inter alia, terrestrial, marine and other aquatic ecosystems and the ecological complexes of which they are part; this includes diversity within species, between species and of ecosystems", which leaves considerable scope for interpretation and provides no unambiguous basis for assessment. This ambiguity precludes clear guidelines and optimal inventory designs, so I begin with an overview of some concepts and a re-examination of some indices. Fortunately, there is a common basis underlying most biodiversity indices, namely "the study of the number of its species (the community's species-richness) and their relative abundance (called variously evenness, equitability or dominance). Diversity increases with richness and evenness. The term species is to be interpreted broadly..." (Solomon, 1979) .
Since no two species are equal in every sense, it is difficult to avoid value judgements concerning the relative worth of genes, species and habitats, when compiling aggregate statistics on biodiversity. I avoid these rather subjective aspects, merely noting that the various indices may be weighted according to the rarity, uniqueness or other "value" of a trait, organism or assemblage, in the same way that indices can be weighted for numbers, biomass or energy flows (e.g., MacArthur, 1955) .
Despite some important differences between forest inventory and biodiversity surveys (the former seeks good estimates of the mean within homogeneous strata, whereas the latter often involves extreme values within heterogeneous strata, e.g., Valencia et al., 1994) , I use analogies to suggest more rigorous and efficient methodologies. Since the literature on this topic is extensive, my review is highly selective.
Why assess Biodiversity?
One of the most important steps in planning an inventory is to clearly define the objectives, purpose and expected outcome, and the inventory of biodiversity is no exception in this regard. Efficiency may be compromised by appraising biodiversity if it is merely a surrogate for other objectives. Thus I begin by exploring some situations where recognition of the real issues may reveal a more efficient methodology than the biodiversity surrogate.
BIODIVERSITY AS A SURROGATE
If the real question is one of the following, it may be more efficient to design the inventory to serve that goal directly, rather than to attempt to quantify biodiversity. Questions sometimes posed to justify biodiversity surveys are contrasted with alternative formulations that may offer better insights for inventory design:
• Should we conserve this tract of forest? Is this the most important representative example of this type? Will this complement other reserves and ensure reproductive success of target species? "Importance" need not embrace biodiversity, but may include area, fragmentation, disturbance, placement (e.g., outlier), protection, etc.
(see e.g., Margules and Usher, 1981; Prendergast et al., 1995) .
• Is this place "natural" and "environmentally healthy"? What tangible signs of anthropogenic disturbance can be found in this vicinity? What can we infer from the status of selected indicator species (see e.g., Spellerberg, 1991) ? • Are there "unique" or locally endemic species here? What is known about the distribution and status of species thought to be confined to this locality? Endemic records may "simply reflect taxonomists predilections to visit certain areas" (Burley and Gauld, 1995) .
• What is the potential for ecotourism? How do scenic quality and charismatic species rate on a regional and international scale? (see e.g., Brown et al., 1990 ).
• What is the risk that a species found here will become extinct? Is there sufficient information to build a model of population dynamics for species thought to be at risk (e.g., Burgman et al., 1993) ? • Where am I most likely to find a new species? Where are existing surveys inadequate or incomplete? (In an empirical study, Namkoong, 1995, observed that rare species were not well correlated with either general species diversity or any single environmental factor).
• Where can I find plants of potential commercial interest (e.g., so-called wonder drugs)? Where is the required adaptation expected to have evolved? (Beattie, 1995) .
• Where are regional "hot spots" of biodiversity? Hot spots for one group of organisms may not coincide with those for other groups (even for groups as similar as terrestrial ants, beetles and spiders, e.g., Oliver and Beattie, 1996) , so this question cannot be resolved without defining the groups of interest, and surveys conducted for other purposes may have little relevance.
BIODIVERSITY PER SE
There are also many bona fide reasons for assessing biodiversity. Among these are
• Checklists and other indicators of species or genetic richness: Species checklists are of interest to naturalists and resource managers, and are usually compiled from historical records and casual surveys within the defined area. They are usually confined to particular groups of organisms such as birds and vascular plants. To date, there are no complete assessments of forest diversity anywhere in the world, although partial assessments based on small subsets of species exist.
Issue: record identities of all species (including vagrants) within a defined area.
An analogue of this issue is the monitoring of germplasm of progenitors of commercial crop plants. Despite widespread concerns, the extent of genetic erosion of crops and their progenitors has rarely been estimated (Brush, 1995) . Serendipity may play a role in prospecting for new sources (e.g., Iltis, 1988) , but in general, crop breeders and botanists who have evaluated germplasm know more about its variability than collectors who can only observe phenotypes (Williams, 1988) .
Issue: understanding rather than sampling the genotype.
A related issue is the number of species globally, an intriguing question, not yet to be answered satisfactorily, despite an extensive literature (see e.g., Stork, 1993) .
Issue: an approximate estimate of richness, extrapolated from samples.
• Map biodiversity and species distributions: Many planners would like maps with isolines of diversity (cf. contour map) or systematic point estimates enabling species distributions and richness surfaces (cf. digital elevation models) to be constructed and used in geographic information systems for land use planning (e.g., Scott et al., 1993) . Depending on the extent of prior information (see below), systematic surveys may be an efficient way to provide such data, but it is very difficult to ensure uniformly good coverage.
Issue: a consistent series of point estimates suitable for interpolation or correlation studies (also to integrate diverse geographical information in a compatible way).
• Quantify baselines: The establishment of baseline data is an investment in the future, and offers the potential to detect and monitor changes. The uncertainty of future uses of such data make it impossible to give explicit prescriptions for such work, but it is apparent from diverse inventory experience that when resources are limited, quality
should not be sacrificed for quantity. A few detailed sites, carefully documented and maintained over long periods, offer greater utility than a larger number of inferior samples.
Issue: detailed "benchmark" samples for comparison with other studies (at different times and in different places); the question is not so much how to sample, but rather where to put them.
• Monitor changes: Monitoring poses many challenges, especially when the objective cannot be determined in advance. One of the challenges in the context of this paper is the design and placement of sample units, and this too depends on objectives, notably if the object is to detect, map or quantify changes. If an early-warning system is envisaged, the placement of plots is critical, and the concept of triage is relevant: intervention may be futile, unnecessary, or effective, and the challenge is to recognize the latter.
Issue: where to sample; what to measure; how to anticipate and detect impacts.
All of these objectives, whether bona fide or surrogate, impinge on the design of the inventory, and on the extent and circumstances under which inferences be made (Table 1) . For example, despite superficial similarities, the compilation of a species checklist (by casual surveys) requires markedly different inventory and data management techniques than compilation and testing of a species distribution map. For convenience, I refer mainly to species, but the concepts can be applied equally to genes, structural groups and landscape components. 2.
Quantifying Diversity
Grain, ranging from (terms in parentheses after Whittaker, 1977) • Individual samples and micro-habitats (point diversity), • Habitats (alpha diversity), • Regions (gamma diversity), to • Large biogeographic areas (epsilon diversity). Whittaker's (1977) definitions, e.g., of gamma diversity are not universally accepted (cf. Primack, 1993) , so care must be taken with the use and interpretation of these terms. 3.
Patterns, embracing ( Figure 1) • Richness (number of species or assemblages, either numerical, e.g., per thousand individuals, or areal, e.g., per hectare), • Evenness (relative abundance, or presence/absence if on a binary scale), • Contagion (whether clustered or regularly spaced; encompasses species turnover), and • Fractal dimension (i.e., the edge:area ratio; whether clumps tend to form compact circles or elongated dendritic features). Biodiversity indices commonly encompass richness, evenness and contagion (implicitly as species turnover, the inverse of similarity), but usually neglect 
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fractal dimension. Fractal dimension may be more obvious at the landscape level, but need not be irrelevant at the species and genetic levels. Note that if contagion is high, samples will differ in composition, so species turnover will also be high and similarity will be low (consider Figure 1 with a 2×2 sampling frame).
However, note that there are other ways to interpret the concept of biodiversity (e.g., Boyle and Sayer, 1995; Faith and Walker, 1996) . Note also that these spatial concepts have a temporal analogue (e.g., 1: timescale, seconds to centuries; 2: rate of succession, slow or fast; 3: nature of disturbances over time, including seasons) which has rarely been explored in the biodiversity literature, despite its relevance, e.g., in systems driven by gap dynamics (but see e.g., Grubb, 1977) .
The most prevalent concepts of diversity, alpha, beta and gamma diversity are closely interrelated, and warrant further explanation. Whittaker (1977) defined alpha diversity as the species richness (with or without weighting for evenness) at the habitat scale, and identified analogues at the micro-habitat, regional and biogeographic scales. While alpha diversity refers to within-sample diversity, beta diversity refers to betweensample diversity, indicating how species diversity changes along a gradient or in different parts of a habitat. Whittaker (1960; coined the term beta diversity to describe the variation in alpha diversity within a region. There are also analogues at other scales: so that "pattern diversity" relates to the variation between point samples within a habitat, and delta diversity relates to the relationship between gamma and epsilon diversity (Note that others use pattern diversity in a very different context, e.g., Scheiner, 1992) . Alpha, beta and gamma diversity, and their analogues, are closely interrelated (Table 2) :
⇒ alpha cannot exceed gamma, ⇒ if either alpha or beta is high, gamma must be high, ⇒ if gamma is low, both alpha and beta must be low,
Notice that these parameters (alpha, beta, etc.) also relate to the species-area relationship ( Figure 2 ): ⇒ alpha, gamma and epsilon correspond to points on the curve at the habitat, region and biogeographic scales (thus estimates will depend on the area selected to represent a habitat, etc.), ⇒ beta and delta reflect the slope of the curve between these points. Most of the caveats that apply to the species-area relationship (e.g., Palmer and White, 1994 ) also apply to biodiversity estimates. Notice that if the slope (i.e., turnover, whether at the "pattern", beta or delta scales) is steep, the variance associated with estimates of alpha and gamma is likely to be high. The difficulty of finding asymptotes in tropical forests (e.g., Hubbell and Foster, 1983) serves as a note of caution regarding the likely accuracy of the various estimates of diversity. If, however, an asymptote is evident, estimates are likely to be more robust.
One further caveat is required to warn about possible ambiguities in estimates of gamma diversity. While there seems to be reasonable agreement about the general concepts of alpha and beta diversity, conflicting definitions of gamma diversity exist (cf. Whittaker, 1977 and Primack, 1993) . And even if it is agreed that gamma diversity should represent species diversity at the regional scale, estimates will depend upon whether relative abundance is computed from habitat-level or micro-habitat-level data (i.e., if it is computed using the proportion of individuals or the proportion of plots with the target species).
DIVERSITY INDICES
Meaningful comparisons of diversity require that these concepts be quantified in standard ways, and many indices have been proposed during the past hundred years (i.e., since Jaccard, 1902 ; e.g., see Magurran, 1988) . One of the first, the alpha diversity index of Fisher et al. (1943) probably contributed to the current alpha-beta terminology.
Most of the popular indices relating to alpha and gamma diversity belong to a family of indices denoted ∆ β (Patil and Taillie, 1979 ; N.B. β is not related to beta diversity, but merely indicates a parameter to be provided; see also Hurlbert, 1971 and Hill, 1973 for similar series):
where s is the number of species and π i is the relative abundance of the i th species. This family includes species richness (less one, β = -1), the Shannon index (β → 0), and the Simpson index (β = 1; in the form appropriate for an infinite community). Notice that the influence of relative abundance on ∆ β increases as β increases. Thus the Shannon form is sensitive to changes in rare species, whereas the Simpson form is sensitive to changes in common species (Peet, 1974; May, 1975) . The Shannon form is more efficient at statistically discriminating samples (Magnussen and Boyle, 1995) , but the Simpson form is more meaningful, representing the probability of an interspecific encounter (e.g., predation, etc.), and thus presumably reflecting community stability (Hurlbert, 1971) .
Users may find it informative to plot the value of ∆ β for a range of β (cf. transformations for stabilizing variance in statistical analyses, Box and Cox, 1964) . One problem with this family and many other diversity indices is the implicit assumption that all species have been sampled. Since this is rarely satisfied, most indices will be biased towards underestimates of diversity. A further concern is the lack of asymptotic behaviour as sample size increases (Peet, 1975) .
There are also many indices of similarity and turnover (cf. beta diversity; see Magurran, 1988; Spellerberg, 1991) . The information-rich indices require pairwise comparisons, but one simple index of overall species turnover is Whittaker's (1960) :
where s is the number of species in the system (gamma diversity) and β is the average sample richness (alpha diversity). However, it is not necessarily the most revealing index, and it may be useful to compute a range of indices for comparison. Morista's (1959) index of community similarity is one of the preferred alternatives, being relatively unaffected by sample size and species richness (Wolda, 1981) : n ji is the number of individuals of species i in sample j, and N j is the number of individuals in sample j (in some variants, the -1 are omitted, e.g., Magurran, 1988) . Notice that this is a measure of similarity, so reflects the inverse of beta diversity. Like most indices of similarity, it provides a basis for pairwise comparisons only, and classification or ordination may be need to examine the relationships between many samples. The analogy between the assessment of species turnover and contagion in spatial tree distributions does not seem to have been explored in biodiversity research. Ripley (1977) and Moeur (1993) considered contagion in forest stands, and their work appears to have implications for species diversity.
In all these cases, the problem of assessing biodiversity is reduced, in part, to assessing the numbers of species and their relative abundance (by number, biomass, etc.). In most cases, the number of species is critical, and indices will be biased towards underestimates if all species are not sampled. Thus, I dwell mainly on the assessment of species presence, rather than on the estimation or statistical properties of any given set of indices.
SAMPLING DIVERSITY
Despite the intricacy of the biodiversity concept, the issue for inventory remains one of assessing the presence and relative abundance of species within well defined "patches", at the point, habitat and regional scales. Notice that the definition of patches and the corresponding sample size are critical. Take a chequerboard situation, and consider the implication of increasing the sample size from single squares to groups of squares, or of using a sample not aligned with the chequerboard's grid (Figure 3 , Table 3 ). Clearly, samples contained entirely within a patch (e.g., 1 & 2) assess something very different than larger samples (5 & 6) and samples straddling patch boundaries (3 & 4) .
Obviously, patch size depends on the organism under consideration. For example, a homogeneous patch for trees may be quite large, while the tree itself may look like a chequerboard to a smaller organism such as an insect (e.g., Southwood and Kennedy, 1983) . The numbers of organisms per unit area may vary by 25 orders of magnitude (10 21 for soil bacteria to 10 -5 m 2 for deer, Odum, 1968) , and even within a single species, the mass of individual plants may vary 50 000-fold (Harper, 1977) . This poses real challenges for efficient inventory. In this context, the micro-habitat-region-biogeography scales identified above should be interpreted loosely (e.g., Lawton, 1976, who used frond-patch-country-continent scales for insects on bracken).
The nature of the patches impinges on inventory design, since samples should be large enough to characterize a patch, yet small enough to be contained entirely within a patch (Figure 3 ). This interdependence between organism, patch and sample makes it difficult to offer anything more than general guidelines for defining patches, and means that both people with local knowledge and researchers specializing in the organisms of interest should be intimately involved in the inventory design. Table  3 ).
One of the basic assumptions underlying sampling and statistical theory is that of randomness. Many factors (predators, competition, habitat, etc.) lead organisms to aggregate, making it unlikely that individuals will be randomly sampled (Pielou, 1975; Southwood, 1978; Magurran, 1988) . Furthermore, recognition and description of organisms is non-random (Gaston et al., 1995) . Thoughtful design and careful conduct of planned inventories can help to minimize the consequences, but possible implications of these and other deficiencies should be considered when existing data are used.
SOURCES OF DATA
Biodiversity surveys typically rely on a combination of desk studies based on existing data, and specially commissioned surveys. Both sources offer ample scope for bias and confusion. All surveys need careful design and conduct to provide uniform results, but compilation of existing data poses additional hazards that warrant careful scrutiny. The first difficulty is that different sources of data typically involve different sampling intensities and methods, making comparisons and compilations difficult, and sometimes impossible. Both species richness and evenness depend on sample size, so can only be validly compared if samples are of the same size or if subsampling is simulated (Hurlbert, 1971) .
When attempts are made to combine data from different sources to make inferences about species richness, the accuracy of locational details may be critical. For instance, herbarium records may lead to spurious "hot spots" rich in species where records refer locality names or have been recorded to the nearest degree (recall that a minute of longitude is about 2 km at the equator), or apparently rich in rare individuals at sites which are favourite and accessible places for forays (see Vanclay, 1993 , for further Habitat High High Low discussion). This problem becomes evident when attempts are made to use herbarium records at the local scale (e.g., to delineate reserve boundaries), even though they may still be useful at the continental scale (e.g., Chippendale, 1981) . This does not imply that existing data should not be used, nor that one should defer action until "perfect" data are available, but demands judicious use of all data, and careful consideration of possible implications. One important practical use for existing data is to help plan supplementary surveys by providing a basis for stratifying and estimating variances. However, not that specimens can only provide "presence" records and only careful surveys can provide the "absence" records needed for modelling and more sophisticated inference. Several other limitations of desk studies were discussed by Burley and Gauld (1995) , who summarized three major concerns with existing data:
1. The actual geographic range of many organisms is likely to be seriously underrepresented, so that high levels of endemicity may simply reflect taxonomists predilections to visit certain areas.
2. Specimens are not usually a random sample of the biota of a region. Taxonomists "sampling" is highly selective, with a general tendency to maximize the speciesrichness obtained in a collecting foray, favouring rarity or scarcity, rather than sampling in any ecologically meaningful way.
3. There is a strong bias towards collecting and describing large and showy organisms.
These deficiencies are common to most data sets, and indicate the degree of caution required in the compilation of desk studies.
Designing an Inventory
Inventories involve many questions like
• Why?
• What to measure? (e.g., presence or absence of vascular plant species);
• What is a species?
• What constitutes presence?
• How to sample? (e.g., point or plot-based surveys);
• How many samples?
• When and Where? and finally • Will this satisfy needs (accuracy, cost, level of detail, time constraints)?
Fieldwork should not be commenced until the overall objectives can be clearly stated and satisfactory answers can be given to each of these questions. Because it may be difficult to answer some of these questions in advance, an inventory should be an iterative process, with a preliminary survey preceding the main inventory effort. However, some compromise may be necessary to avoid infinite loops! It is important to establish at the outset that resources are sufficient, or the logical decision may be not to conduct the inventory (Hamilton, 1979) .
SPECIES PRESENCE/ABSENCE
It is critical to the success of an inventory that the object of sampling can be reliably determined. In the case of biodiversity assessment, this means that species (genetic or landscape formations, etc.) must be able to be identified in a repeatable way, and that presence or absence must be able to be determined with certainty: two demanding requirements. Reliable determination of species may be difficult, particularly if mature and fertile specimens are not available. Identification of smaller and less-studied organisms may be equally difficult. Even amongst the better-known groups of organisms, nomenclature may not be entirely rigorous and objective (Stork, 1993) . One solution is to use "morpho-species" (e.g., Stork, 1995; Oliver and Beattie, 1996) ; another is to use structural groups. Many studies have shown that structural diversity is a good indicator of species diversity, for both direct (i.e., plant species richness predicted from plant structural diversity, e.g., Gillison, 1996) and indirect relationships (e.g., birds: MacArthur and MacArthur, 1961; Pearson, 1993; insects: Southwood et al., 1979) . Forest structure may be characterized in terms of age classes, size classes (e.g., MacArthur and MacArthur, 1961) or morphological attributes (e.g., Gillison, 1996; Williams and Humphries, 1996) .
Assessing presence or absence of a species also involves complications. The presence of a mature individual with viable propagules (viz. plant with fertile seeds; animal raising offspring) may be confidently taken as a confirmed "presence", but sightings of solitary immature individuals are more ambiguous. Are they vagrants with a merely transient presence (see e.g., Burley and Gauld, 1995) , or are they indicative of a more substantial involvement? Do viable but dormant seeds constitute a presence, and if not, how should one accommodate an influx of pioneers following disturbance, or the "greening" of a desert after rain? Blanket prescriptions cannot be provided for all scenarios, and consistent procedures should be defined and documented before an inventory is commenced.
PLACEMENT OF SAMPLES
H.C. Dawkins (pers. comm.) developed a key to assist the design of forest inventories (Table 4) , but it also serves to guide biodiversity assessments. This binary key is based on a few decisions at each of up to four steps and indicates one suitable sampling strategy and some possible caveats. Note that although cheap, subjective sampling (or "expert assessment") is subject to a number of caveats: it is more likely to confirm than reject preconceptions; and the subjective element makes it unsuited to spatial and temporal comparisons, since differences may be due to personal as well as other factors.
Systematic sampling may be the best option if no prior data exist and interpolation is required (e.g., to draw species distribution maps; see Table 4 ). However, prior data are usually available, and can be used as a basis for stratifying and improving the sample in other ways.
If the origin of specimens is known with some certainty and data on selected environmental variables are available, spatial modelling packages such as DOMAIN (Carpenter et al., 1993) may be used to make inferences about the likely theoretical distribution of a species. These in turn may be used as a basis for sampling. It seems likely that predictions from packages such as DOMAIN may err on the optimistic side, so it maybe useful to test predictions with reliable survey data indicating absence of target species. Such evidence may be drawn from existing survey results, or supplementary surveys may be conducted near the margins of predictions.
If both presence and absence data are available, logistic regression may be used to predict from various environmental variables, the likelihood of finding the species in a given location (e.g., Austin et al., 1984; Nicholls, 1989) . Again in this case, supplementary sampling is useful for iteratively testing and improving the model. The estimated variance can be mapped, providing a sound basis for supplementary sampling Table 4 . Key to some alternative sampling designs showing selected criteria and some possible consequences (Vanclay, 1994 ).
Criteria
Inventory alternatives & possible consequences
Step (i.e., take more samples in areas where predictions have high variance). While this approach is useful for limited numbers of species, it seems unlikely that logistic equations could be constructed for each of the thousands of species found in tropical regions. In such cases, it seems appropriate to focus on selected species of greatest concern (e.g., rare, endangered, keystone, etc.), or to aggregate species into groups for modelling. Groups may be formed by aggregating on environmental relationships evident in statistical models (cf. Vanclay's, 1991 work on growth patterns), or by classifying on the inter-species contagion observed in species distributions. Table 4 does not canvass the options of multi-stage and clustered sampling. These strategies may offer efficient ways to reduce travel costs associated with sampling (see e.g., Schreuder et al., 1993) , and can be used in conjunction with all the sampling strategies mentioned in the key.
NATURE OF SAMPLES
We have already seen from Figure 3 that the size, shape and placement of sample units may affect estimates. Thus, it is not difficult to find conflicting advice regarding samples, for example:
• use plots of a standard size (e.g., 1-ha or 50-ha plots);
• use nested plots, according to organism size;
• use evidence of an asymptote to determine sample size;
• use many small rather than few large plots. Any of these strategies may or may not suit a particular need in a given location.
In theory, when the dimensions of target organisms varies greatly, the best sample strategy may be to use point samples of zero area (e.g., by dropping a pin or projecting a laser, and recording all organisms intersected). If repeated many times, this procedure should give a good sample of presence and relative abundance, for all organisms, irrespective of size and shape (the biomass-weighted relative abundance might be overestimated for flat organisms like waterlillies, but energy-weighted abundance should be OK). Unfortunately, such point samples are rather impractical, not least because few organisms are registered at each sample, so that many samples are needed. For an efficient analogue, step with Alice "Through the Looking Glass" (Carroll 1872 ; i.e., into a land of make-believe), and inflate each organism to say, 100 times it usual size, allowing them to overlap without interference. Then each point sample would register 100 times as many individuals. This is not the same as replacing the pin with a frame (cf. fixed-area plot), since inflation maintains the probability of registration proportional to size, whereas a frame is likely to sample more small organisms. In reality, we cannot inflate organisms, but we can inflate the probabilities to efficient levels, as is customarily done in sampling with probability proportional to size (PPS), a technique which is widely practiced in forestry, with many variants (e.g., angle gauge sampling, see e.g., Schreuder et al., 1993) .
With forest trees, the use of angle gauge sampling to sample with probability proportional to stem cross-sectional area is effective and efficient, but it is not clear how to sample other organisms exhibiting a greater range of size and shape. For organisms that are not "tree-like", biomass may be estimated and sampled with probability proportional to prediction (PPP; Schreuder et al., 1993) . Continuing this analogy, if a formula enables objective estimates of biomass, model-based sampling may be effective.
Sometimes area-based sampling is desired for comparisons with other work. Notional areas sampled by PPS can be easily computed, or samples may be based on nested plots. However, even minor variations in the design of nested plots may result in substantial differences in apparent richness (e.g., Stohlgren et al., 1995) , so careful consideration and some preliminary trials are recommended. Further complications arise with highly mobile organisms (e.g. birds), for which point and area-based samples are inefficient, so that other dimensions may be needed (e.g., per hour, per thousand individuals).
One dilemma with sampling is how to deal with rare organisms of particular interest, especially when these are encountered through serendipity rather than in a formal sample. Subjective sampling outside the standard sampling frame may provide a better (higher) estimate of richness, but a worse (biased) estimate of abundance. For example, suppose that a rare plant is encountered while travelling between plots comprising a systematic sample. Ignoring the observation preserves the sampling scheme and may offer the "best" estimate of abundance, but will bias the estimate of richness. Conversely, establishing an additional plot deliberately located to include the target individual should provide a better estimate of richness, but may bias estimates of abundance (the recorded frequency of the rare plant may be too high). However, the "true" abundance of the rare plant is likely to be between zero and 1/n, where n is the number of plots (assuming random distributions of plants, species and plots), so assigning such subjectively-located plots a weight of 0.5 (relative to objective samples) may be a reasonable approach. If the assessors have an intimate knowledge of the locality, they may be able to offer more realistic weights for these subjective plots, offering better precision, but introducing the risk of some bias. Such subjectivity is likely to influence the Shannon index more than the Simpson index.
The converse situation may also apply. Through chance, a sample may encounter any given species with a frequency that is considered representative of the population (although this true frequency may never be known). There are two satisfactory ways to deal with such samples that are considered unrepresentative: one is to conduct more (objective) sampling until the combined sample looks more representative; the other is to assign subjective weights to the existing samples to bring them into line with expert opinion. The latter approach is more controversial, and is discussed at some length in the literature (cf. Bayesian estimation; see e.g., Maritz, 1970; Ek and Issos, 1978; Hawkes et al., 1983) .
NUMBER OF SAMPLES
A recurring dilemma in inventory design is the determination of sample size: frequently clients cannot afford sufficient samples to attain the precision they initially request. The usual compromise is to sample until funds are exhausted, but this may lead to a suboptimal outcome (e.g., Hamilton, 1979) , so careful consideration of the options is warranted. For surveys of biodiversity, the question is particularly significant, as it concerns bias as well as precision.
In a synthesis of diversity indices, Patil and Taillie (1982) 
which includes the Simpson index (m=1) and species richness (less 1, as µ→∞), and in which s(m) is the expected number of species in a hypothetical random sample of size m.
One immediate implication of this is that s(m) will only begin to approximate s (minus 1) as m, the sample size, becomes large. Thus it seems inevitable that random sampling will always underestimate species richness. This is consistent with the notion that species exhibit a log-normal distribution, the left-most portion (i.e., the less common species) of which will be obscured (or veiled) to an extent determined by the sample size, so that only the largest samples will reveal the full number of species and their relative abundance (Preston, 1948; Magurran, 1988) . If the distribution can be assumed, and the veil line or truncation point can be recognized, then true species richness can be estimated (Slocomb et al., 1977) , but the identity of these additional species remains unknown. Although the use the log-normal distribution in this way has been challenged (e.g., Hughes, 1986) , the shape of this distribution is consistent with species-area curves for many tropical forests.
In this context, it seems difficult to reconcile the common advice to "construct a diversity curve for what is considered likely to be the most diverse site and plan the sampling regime accordingly ... the point at which the curve flattens indicates the minimum viable sample size" (Magurran, 1988) , especially since evidence of an asymptote cannot always be detected in tropical forests, despite sample sizes of up to 50 hectares (e.g., Hubbell and Foster, 1983; Lieberman et al., 1996) .
In my personal inventory experience, I favour an initial objective sample, supplemented if necessary by additional samples to ensure that the combined sample matches expectations of experts familiar with the locality (or until the experts change their opinion; Vanclay, 1994) . To minimize the subjective element (i.e., whether the initial sample is "representative"), it is critical that no "unrepresentative" samples are discarded, and that the aggregate is made more "representative" only by taking additional objective samples. This strategy, modified to include chance encounters of rare species, should also be effective for biodiversity assessments.
WHERE AND WHEN TO MEASURE
The distribution of species has temporal as well as spatial dimensions, and species will only be detected if the observer is using the right method, at the right place, at the right time. Luck may play some part, but careful preparation and planning are important. Sampling on more than one occasion may be necessary, since single samples may seriously underestimate total species richness (e.g., Oliver and Beattie, 1996) . Frequently, it is efficient to deliberately sample extremes and gradients (multidimensional, including spatial, temporal and environmental -see e.g. Gillison and Brewer, 1985; Beetson et al., 1992; Vanclay, 1994) .
Selected Case Studies
I conclude with a brief discussion of three case studies to illustrate some of the issues canvassed. These examples are presented for discussion, not necessarily for emulation! Collectively, they are intended to reinforce some of the discussion above, including the issues relating to clear identification of objectives, sufficient stratification, appropriate methodology and modest extrapolation.
ERWIN'S ESTIMATE OF GLOBAL ARTHROPOD RICHNESS
In a brief but much-quoted paper, Erwin (1982) extrapolated from a collection of some 955 species of Coleoptera on 19 trees of Luehea seemannii in Panama, and speculated that there may be 30 million insect species in the tropical forest (Table 5) . In doing so, he posed several testable hypotheses and invited researchers to challenge his figures with better data. Key assumptions relate to the proportion of insect species that are hostspecific, and the number of hosts. From an inventory perspective, some of the contentious issues are:
• Do trees such as L. seemannii form an appropriate sample, or is there excessive scope for bias? • Are 19 trees a sufficient sample? (Unfortunately, tree-to-tree variability was not stated).
• Could the estimate be improved by stratifying by structure (e.g., upper-lower canopy, live-dead tissue, dry-moist substrate), taxonomic groups, or by time (e.g., day-night, wet-dry season, summer-winter, early-late successional forest)? • Is it realistic to extrapolate from one species in one locality to thousands of other tree species globally? Even given the constraint of 19 samples in one locality, would it not have been more enlightening to sample e.g., 3-4 trees each of five different types (e.g., a palm, emergent, spreading canopy tree, compact canopy tree, understorey tree)? Table 5 . Estimating global arthropod richness (Erwin, 1982 ), a thorough inventory of the plant diversity of the 4 million hectares in 200 forest reserves is a considerable task. One of the difficulties in devising such a survey is to find a balance between cost-saving shortcuts and scientific rigor. Hawthorne and Juam Musah (1993) adopted several innovative initiatives, but their survey still consumed more than 7000 man days over 30 months. They conducted both a subjective appraisal of overall reserve status, and a more formal botanical survey. The reserve appraisal involved visiting each forest reserve, and scoring it as a whole on a 6-point scale to summarize evidence of disturbance and degradation (1: few signs of disturbance, intact canopy, primary or late secondary forest; 6: mostly deforested), based on observation, local advice, inventory (in conjunction with a national forest inventory) and remote sensing.
The botanical survey involved some 700 samples (1-20 samples in each reserve) and a total of 30,000 voucher specimens to confirm some 80,000 identifications. The samples comprised some formal 1/16 ha plots (five 25×5 m strips, usually side-by-side viz. 25×25 m, but sometimes end-to-end) and many casual samples based on a walk through relatively homogeneous parts of the reserve (e.g., ridge-top, steep slope, overgrown skid trail, swampy area). These samples usually continued until some 40 canopy trees were included. The latter casual samples allowed more flexibility in selecting vouchers (e.g., fertile or mature rather than juvenile specimens). A comparison of the two sample methods, and with an earlier formal sample (Hall and Swaine, 1981) , indicated reasonable agreement, but results were most consistent when at least 80 species were sampled (Hawthorne and Juam Musah, 1993) . Table 6 . Categories used by Hawthorne and Juam Musah (1993) For each reserve, a so-called "genetic heat index" was computed from formal, casual and existing samples:
where w i is a weight and n i is the number of species in the i th of 5 categories (Table 6 ). This represents the mean weight for the species observed on each reserve. In practice, the index ranges from 0 to 406, and seems to be relatively independent of total number of species (Figure 4 ). Many reserves have multiple samples yielding rather consistent indices despite unequal samples, different times and different methodologies.
Notice that this index does not take into account relative abundance by number or biomass, but merely notes that e.g., "black stars" are present among other species. These indices, and an analogous economic index (with different weights) were incorporated into FROGGIE, a GIS able to display these data in a variety of easily-digested forms. Hawthorne and Juam Musah succeeded in this work because • the vascular flora of Ghana was well documented (e.g., Hall and Swaine, 1981 );
• they did not attempt to quantify biodiversity, but chose the easier and more robust approach of highlighting where endangered species were relatively abundant; • they managed to avoid a tangential debate about the composition of categories, and focused discussion on the implications of their work; • they were fortunate that in many cases the "genetic heat index" and the economic index were inversely related; • they presented their results skillfully in reports, concise recommendations, decision support systems and clever icons (the black star is a national symbol). It remains to be seen if their recommendations are implemented and effective. It is also interesting to speculate how a study based on logistic regression with existing data e.g., for the 52 black star species would have compared in terms of cost and outcome. 
GILLISON'S SURVEY OF BIODIVERSITY IN SUMATRA
As part of a larger project to develop and demonstrate tools for natural resource assessment, CIFOR and several collaborators (Gillison et al., 1996) are surveying biodiversity in the vicinity of Kerinci Seblat National Park in Sumatra. Several aspects of this work are noteworthy:
• not a complete inventory, but a transect spanning the range of habitats;
• gradsect based sampling (Gillison and Brewer, 1985) ;
• sampling both species and structure (via plant functional attributes or PFAs; Gillison and Carpenter, 1994) ; • involving many different experts to get "the big picture"; • coupling ground-based survey with remote sensing. Other, more controversial issues include the decision to use comparatively small plots (40×5 m), and not to enumerate individuals (i.e., trees are not measured, and the plots merely provide a frame for sampling one individual per species). Nonetheless, results suggest a strong correlation between the PFA summary and species richness (Gillison et al., 1996) .
Synthesis
The literature lacks concrete advice on "bio-inventory", in part, because there are no "off-the-shelf" solutions for perfect assessments. The "best" approach depends heavily on your needs and your situation. The literature also reflects a preoccupation with computing indices rather than gathering reliable data: with decorating an edifice without first laying the foundations! Thus I offer a plea for fewer numerical gymnastics and more thought about what, when and how to measure basic data. Care is required to ensure that "bio-inventory" procedures are • complete and comprehensive, • aligned with objectives • reliable and repeatable, and with • clear statements of assumptions and scope.
How can one tell a "good" estimate of biodiversity from an inferior one? Look for, and expect to find:
• well documented statement of purpose, design, method and assumptions; • use of existing data supplemented by new surveys; • incorporation of both presence and absence data; • stratification where appropriate; • sampling systems appropriate for target organisms;
• consultation between biological and biometric specialists.
