Abstract: Predicting crop development stages is fundamental to many aspects of agronomy (e.g., pesticides and fertilizer applications). Temperature is the main factor affecting plant development and its impact on crop development is often measured using thermal-time. We compared different thermal-time models to identify the best model for simulating spring wheat development in western Canada. Models compared include (i) North-Dakota growing-degree-day (NDGDD), (ii) growing-degree-day base-temperature zero (GDD 0 ), (iii) growing-degree-day base-temperature five (GDD 5 ), (iv) beta-function (BF), and (v) modified-beta-function (MBF). We utilised agrometeorological data collected across western Canada from 2009-2011. Results showed that accumulated heat units/daily growth rates from the different models correlated well with spring wheat phenology with R 2 ≥ 0.91 and P < 0.001. However, when the developed models were used to predict time (calendar-days) from planting to anthesis for cultivar AC-Barrie, the BF and MBF models performed poorly. Average predicted times from planting to anthesis by NDGDD, GDD 0 , GDD 5 , BF, and MBF models were 63, 63, 62, 65, and 64 d, respectively; while the actual observed time was 60 d. Root-mean-square error (RMSE) for NDGDD was 4 d, 5 d for GDD 0 and GDD 5 , and 6 d for BF and MBF. These findings suggest that simple GDD-based models performed better than more complex BF-based models.
Introduction
Temperature is a major factor affecting the rate of metabolic change in plants (Hay and Porter 2006) . The rate of plant development as well as the switch from a vegetative to a reproductive state is governed by both high and low temperatures (Chujo 1966) . The ability to predict a specific crop development stage relative to disease, insect, and (or) weed cycles helps in devising suitable, timely, and environmentally sustainable management strategies, and also in forecasting crop yield. Thermal time units, such as growing degree-days (GDD), are commonly used to assess the rate of plant growth and development as impacted by temperature, and can be correlated to plant development (Slafer and Savin 1991; Gordon and Bootsma 1993; Shaykewich 1995; McMaster and Wilhelm 1997; McMaster et al. 2003; Yuan and Bland 2005; Kalvāns et al. 2014) . The standard GDD unit is calculated using average daily air temperature (T a ) and a base temperature (T b ); daily values are summed to give weekly, dekadal, monthly or seasonal totals. This method can be more accurate for simulating crop development than assuming a constant number of calendar-days between each growth phase (Bauer et al. 1984; Russelle et al. 1984; Slafer and Savin 1991) , and subsequently it can provide more accurate timing for crop management practices. Furthermore, the use of thermal time rather than calendar-day allows for the direct comparison of experiments conducted under different environmental conditions. There are several methods of calculating thermal time, ranging from simple to complex (Shaykewich 1995; Yin et al. 1995; Li et al. 2008; Saiyed et al. 2009 ), each with strengths and weaknesses.
Models are increasingly being used as tools to assist with farm management decisions, such as to predict and manage the risk of fusarium head blight (FHB), wheat midge, and sclerotinia, as well as monitor growing heat units and freeze severity. Integrated pest management of FHB includes proper agronomic practices, use of resistant/tolerant cultivars, and application of fungicides (Gilbert and Tekauz 2000; FAO 2002 ), usually applied around the flowering stage. According to Yoshida et al. (2008) , anthesis (flowering stage) is regarded as the optimum growth stage for fungicide application to control FHB in wheat. Hence, accurate prediction of anthesis in wheat is fundamental for timely and effective fungicide application.
The purpose of this study, therefore, was to evaluate thermal time models for their ability to accurately predict/forecast spring wheat (Triticum aestivum L) phenology (from planting to anthesis) in western Canada, especially because it pertains to the infection of wheat by FHB. The models evaluated can be grouped into two families (i.e., GDD based and Beta function) and they included: (i) North Dakota developed growing degree-day (NDGDD) (NDAWN 2011), (ii) GDD 0 (base temperature zero), (iii) GDD 5 (base temperature 5), (iv) Beta Function (BF), and (v) Modified Beta Function (MBF). The GDD models assume that plant response to temperature is linear with no maximum, while the Beta function models assume that plant response to temperature is not linear and there is a maximum temperature after which the rate of growth/development decreases sharply. Shaykewich (1995) suggested that linear models tend to overestimate growth rate at both low and high temperatures, both of which are a common occurrence in western Canada. Shaykewich emphasised the importance of choosing a correct biological function (model) to analyse plant development/growth rate.
Methods of Analysis

Study sites locations
Crop and weather data were collected from 2009 through 2011 from six field sites established across Manitoba (MB) and Saskatchewan (SK), providing a diverse range of contrasting growing conditions. In 2009, the sites used were Carman (49°30′N, 98°0′W) and Melita (49°16′N, 100°59′W), MB, Regina (50°27′N, 104°37′W), Melfort (52°52′N, 104°36′W), Swift Current (50°17′N, 107°46′W), and Saskatoon (52°07′N, 106°39′W) SK, while in 2010 and 2011 the sites were Carman, Hamiota (50°11′N, 100°37′W), and Melita, MB, Regina, Melfort, and Swift Current, SK. The sites are representative of the various soils and climatic conditions in western Canada.
Experimental design and agronomic data collection
Several spring wheat (Triticum aestivum L) cultivars were grown at the study sites across western Canada during the 2009 through 2011 crop growing seasons. For this study, crop growth and development (phenology) data for three widely-grown varieties, namely AC Barrie, AC Intrepid, and BW874 (Carberry), were utilised. These three varieties represent short-, medium-, and longseason varieties, respectively. At sites where AC Intrepid was not available in 2010, Alvena was used as a substitute. The experimental layout at each site was a randomised complete block design (RCBD) with four replicates. Plot lengths ranged from 5 to 9 m, while row spacing ranged from 20 to 23 cm. The seeding rate was 275 seeds m −2 at all MB sites and 200 seeds m −2 at all SK sites. Fertilizer at recommended rates was applied at planting time. Weeds and diseases were controlled using recommended post-emergence herbicides and pesticides, respectively. At each site, phenological observations on the main stem from emergence to the end of the vegetative phase were recorded weekly using the Haun scale (Haun 1973) . Once heading had begun, the frequency of observations was increased in order to ensure that the initiation of anthesis was recorded. Following completion of anthesis, observations returned to a weekly interval. At each plot, 10 plants were randomly selected and observations were done on the main stems of those plants repeatedly throughout the growing season. The average crop stage was taken from the average of the 10 plants.
Weather data collection
Daily weather data including minimum and maximum air temperature (T a ), dew point temperature (T d ), relative humidity (RH), solar radiation (R s ), precipitation, and wind speed were collected at each site from planting to harvest using on-site automated Davis Wireless Vantage Pro2 (Model 6152) weather stations with a standard radiation shield (Davis Instruments Corp., Hayward, CA). Ash and Wright (2011) 
Thermal time models evaluated
The NDGDD model was developed in North Dakota and is used to model growth stages for several crops including wheat (Bauer et al. 1984; NDAWN 2011) . The daily NDGDD was calculated using the following formula and summed from planting to the growth stage of interest:
where: T max and T min are daily maximum and minimum temperatures, and T 0 is the base temperature for wheat set at zero. The formula has several constraints on both T max and T min to eliminate very low and high temperatures that may prevent or retard growth:
If daily T max or T min < 0°C it is set equal to 0°C. Prior to Haun stage 2.0 (219 GDD accumulated since planting); If daily T max > 21°C then it is set equal to 21°C; However, after Haun stage 2.0; If daily T max > 35°C it is set equal to 35°C.
The daily GDD 0 and GDD 5 were calculated using the following formula and summed from planting to any growth stage of interest:
where: T max and T min have already been defined, and T b is the assumed base temperature for wheat, which was set at 0°C for GDD 0 and 5°C for GDD 5 .
The beta function (BF) model calculates the leaf appearance rate (LAR) as a function of temperature and was calculated using the following formula and summed from planting to any growth stage of interest:
where: T a is the daily average air temperature, T b is the base temperature below which LAR = 0, T c is the critical temperature above which LAR = 0, and μ, α, and β are model parameters. These values were set at T b = 0°C, T c = 42°C, μ = −8.126, α = 1.059, and β = 1.094 (Jame et al. 1998b; . Wang et al. (2010) used the same values when modelling LAR for Canada Western red spring wheat cultivars. The modified beta function (MBF) proposed by Yan and Hunt (1999) calculates the relative rate ð r R max Þ of plant development or growth compared to the maximum rate and was calculated using the following formula and summed from planting to any growth stage of interest: (4) where: T c and T a have already been defined, T opt is the temperature at which the rate of development or growth is the fastest, and R max is the maximum rate of development or growth at optimum temperature.
To account for temperature variation throughout the day, we applied a weighting to the MBF and divided the day into four parts as described by Sands et al. (1979) . The first part (T 1 ) is assumed to be near the T min , and thus: T 1 = T min ; the second part (T 2 ) is closer to the T min than T max , thus T 2 = [(T max + (2 × T min )]/3; the third part (T 3 ) is closer to T max than T min , thus T 3 = [(2 × T max ) + T min ]/3; and the fourth part (T 4 ) is close to T max , thus T 4 = T max . The number of hours assigned to each temperature were as follows T 1 = 5, T 2 = 8, T 3 = 8, and T 4 = 3, which takes into consideration the fact that plants generally spend a greater part of the day in temperatures closer to T min than T max (Sands et al. 1979) and that most of the time is spent at the intermediate temperatures. Therefore, the relative rate of development for the day ð r R max day −1 Þ was calculated as follows:
Statistical analysis
The analysis involved correlating crop growth stage (phenology) with accumulated thermal units/growth rates (calculated using the five different thermal time models) from planting to maturity and other intermediate stages (e.g., planting to anthesis, planting to 12th leaf stage, etc.) for each variety at each site and each year. All sites within each year were combined and finally all years were combined to derive representative regression equations for each variety and the three varieties combined. The ability of each developed regression model to predict time (number of calendar days) from planting to anthesis was tested using wheat phenological data collected from the same sites in 2011, as well as with data collected from five experimental sites (i.e., Carman, Winnipeg, Melfort, Regina, and Swift Current) that operated from 2003 through 2006 giving a total of 20 site-years of test data. The overall predicted time (number of calendar days) from planting to anthesis was compared to the observed time using a student's t-test with a 5% probability level required for a significant result.
The performance of the regression models was evaluated using the root mean square error (RMSE), the mean absolute error (MAE), the mean bias error (MBE), all of which can be expressed in units of the observed data, and the regression coefficient (R 2 ) and Willmott index of agreement (Willmott 1982; Willmott and Matsuura 2005; Kahimba et al. 2009 ).
The RMSE gives the weighted variations in errors (residual) between the modelled and observed values and was calculated as follows:
where n is the number of observations, M i is the modelled time (calendar days) from planting to anthesis, and O i is the observed time (calendar days) from planting to anthesis. The MAE measures the weighted average magnitude of the absolute errors and was calculated as follows:
According to Willmott and Matsuura (2005) , the MAE is the most natural and unambiguous measure of average error magnitude. Even so, the RMSE is one of the most widely used error measures.
The MBE is an indicator of whether the model is under predicting or over predicting the observed values and also gives the uniformity of error distribution. 
The Willmott index of agreement (d) is a descriptive measure and has values ranging from 0 to 1 (Willmott 1982) . The higher the index value the better the model performance. The d was calculated as follows:
whereŌ is the average value of the observed time (calendar days) from planting to anthesis; the other parameters have already been defined.
Results and Discussion
Summary of weather conditions during study period Average meteorological conditions across the study sites from the 2009 through 2011 growing seasons are shown in Table 1 . In general, the average growing season temperature was slightly below normal at all sites during the 2009 and 2010 growing seasons, which may have delayed plant phenological development. The average growing season temperature ranged from 13°C to 18°C, with the lowest and highest average temperatures recorded in Melfort and Melita, respectively. Carman received above normal precipitation during all three growing seasons, while the other sites generally received Relationship between growth stages for each cultivar and accumulated heat units Figure 1 shows the linear relationship between phenological stages (planting to anthesis) for each wheat cultivar and accumulated heat units/growth rates calculated using the five thermal time methods. Regardless of the model used, the correlation was highly significant (P < 0.01) with R 2 ≥ 0.93 for all three cultivars, signifying that all the models explained more than 93% of the variability in wheat development. The graphs show that there is no difference in the response of the cultivars to thermal unit accumulation, and all cultivars require similar thermal units accumulation to move from one stage to the next (i.e., there is no separation among the regression lines). In other words, although the three cultivars represent short-, medium-, and long-season varieties, their accumulated thermal time requirement is similar. Similar results have been reported by Jarvis et al. (2008) and Mkhabela et al. (2010) for two cultivars (i.e., AC Barrie and Superb) grown on the Canadian Prairies. Similarly, Wang et al. (2010) , when modelling leaf appearance rate (LAR) for spring wheat cultivars grown on the Canadian Prairies, found that the difference in LAR was not significant among cultivars, even when comparing older to newer varieties. According to McCaig and DePauw (1995) , although wheat breeding efforts have increased grain yield, days to maturity have not increased because of the short Canadian Prairie growing season. The yield increase of new spring wheat cultivars grown in western Canada is through other mechanisms, such as increased redistribution of aboveground biomass to grain (Wang et al. 2002) . In the UK, Milne et al. (2003) found that wheat LAR varied more with planting date than with cultivar. This prompted us to speculate that one combined model could be developed using all the available data to predict growth stages for all spring wheat cultivars grown on the Prairies. Jame et al. (1998b) successfully predicted LAR for the spring wheat cultivar (Katepwa) grown in western Canada using parameters developed for the Neepawa cultivar.
Combined cultivars and years planting to anthesis
Figures 2a-2c show the linear relationship between wheat growth stage (planting to anthesis) for all cultivars and sites combined and cumulative GDD/ growth rates calculated using the five thermal time models in 2009, 2010, and 2011 . During all three years the relationship was highly significant with P < 0.01 and R 2 ≥ 0.93, indicating that the models explained more than 93% of the variability in wheat growth stage. All five models were equally good in explaining the variability, as indicated by their similar R 2 values. Data from the three years and all cultivars were combined to generate each of the five models and the results are shown in Fig. 2d . The combined models explained more than 93% of the variability in wheat growth stage. The NDGDD and GDD 0 models produced almost identical regression lines because the calculation methods are not much different except that the former has several constraints on both the maximum and minimum temperature.
Model testing
The accuracy of the models to predict the time (calendar days) from planting to anthesis was tested using the 2011 data as well as an independent dataset collected across western Canada from 2003 through 2006 from a separate study giving a total of 20 site-years. The 2009 and 2010 data were used to develop the models. Results of the model testing are shown in Tables 2  and 3 . All the models except for the BF and MBF performed well in predicting the time (calendar days) from planting to anthesis for the cultivar AC Barrie (Table 2) . When averaged across all site-years, the predicted number of calendar days from planting to anthesis by the NDGDD, GDD 0 , GDD 5 , BF, and MBF models were 63, 63, 62, 65, and 64, respectively; while the observed number of calendar days was 60, indicating that anthesis was generally predicted 2-5 d later than it occurred (Table 2) collected from five wheat sites across western Canada, found that wheat cultivars grown on the Prairies, including AC Barrie, required on average 63 d to grow from planting to anthesis. A student t-test showed that the values (calendar days from planting to anthesis) predicted by the NDGDD, GDD 0 , and GDD 5 models were not significantly different (P > 0.05) from the observed value (i.e., 60 d). However, the values predicted by the BF and MBF models were significantly higher (P < 0.05) than the observed value, indicating that the NDGDD, GDD 0 , and GDD 5 models performed better than the BF and MBF models. This is contrary to Shaykewich (1995) , who suggested that linear GDD-based thermal time models are not the most accurate for modelling crop phenology. On the other hand, Slafer and Savin (1991) reported that the relationship between temperature and any stage of wheat development is linear.
The RMSE value for the NDGDD was 4, for the GDD 0 and GDD 5 was 5, while that for the BF and MBF was 6. Likewise, the MAE value for the NDGDD, GDD 0 , and GDD 5 was 4, 6 for the BF and 5 for the MBF. The MBE was 2 for the GDD 5 , 3 for both the NDGDD and GDD 0 , and 5 for both the BF and MBF, while the d was >0.99 for all the models. Sharma and D'Antuono (2011) , when comparing two models for predicting wheat flowering date, reported a root mean square difference (RMSD) of 17 d for one model and 6 d for the other model. Meanwhile, Kirby and Weightman (1997) , when studying discrepancies between observed and modelled wheat growth stages, reported a RMSD of 8 d and an average difference of 5 d. The authors attributed the differences partly to observer error and possible inaccuracies in the model; this may explain some of the errors in our study.
It is worth mentioning that phenological observations in the current study were done once a week and observers were different at each site, and in some cases each year, which increases the probability of errors. Therefore, to reduce observation errors, the sampling frequency would have to be increased. The use of digital cameras to continuously monitor crop phenology would provide excellent and unbiased observations. In a recent study, Sakamoto et al. (2012) utilised digital cameras as an alternative approach for observing seasonal changes in crop growth and concluded that the use of cameras can be a cost-effective method for monitoring temporal changes in crop growth, and also provide an alternative source of ground truth data. Meanwhile, Bradley et al. (2010) designed an image analysis website for phenological and meteorological monitoring. Other examples of using repeat photography for monitoring plant phenology include (Crimmins and Crimmins 2008; Ide and Oguma 2010; Migliavacca et al. 2011; Sonnentag et al. 2012 ).
Planting to maturity and other intermediate wheat growth stages
Figures 3a-3d show the linear relationship between wheat growth stage for all cultivars and sites combined and cumulative GDD/growth rates from (planting to kernel watery ripe (a); planting to early milk (b); planting to early dough (c); and planting to maturity (d)) calculated using the five different thermal time models. Regardless of the model and growth stage, the relationship was highly significant with P < 0.01 and R 2 ranging from 0.93 to 0.95, indicating that the developed models explained from 93% to 95% of the variability in wheat development stages. However, when these regression models were used to predict time (calendar days) from planting to anthesis, the predictions were poor (Table 3 ). The only exception was the model developed using data from planting to kernel watery-ripe (stage 12), which gave similar predictions as the models developed using data from planting to anthesis (Table 2) . According to NDAWN (2011) , thermal time requirements for stages above 12 do not follow a linear pattern because they are usually defined by seed water content, and are subject to high variation. As shown in Fig. 3a-3d , after stage 12 there is high variability, in agreement with NDAWN. Accumulated thermal time units have been previously shown to provide a more precise measure of pre-anthesis development rate of spring wheat than of post-anthesis development (Bauer et al. 1984; 1985) .
Conclusions
In the current study, five thermal time models (i.e., NDGDD, GDD 0 , GDD 5 , BF, and MBF) were tested to simulate wheat phenological development in Western Canada. There was a good correlation between accumulated GDD/growth rates from all five different models and wheat growth stages with R 2 ranging from 0.91 to 0.94 and P < 0.001. However, when the developed regression models were used to predict calendar days from Fig. 3 . Linear relationship between wheat growth stage (planting to anthesis) for all cultivars combined and accumulated heat units/growth rates calculated using the five different thermal time models from (a) planting to kernel watery ripe (stage 12), (b) planting to early milk (stage 13), (c) planting to early dough (stage 14), and (d) planting to maturity (stage 16) all years combined. Note that the accumulated growth rate values for the BF and MBF models were multiplied by 100 so that they can be plotted on the same graph with the other models. Figure appears in planting to anthesis for cultivar AC Barrie, the BF and MBF models performed poorly compared with the GDD-based models. Overall, the predicted times from planting to anthesis by the NDGDD, GDD 0 , GDD 5 , BF, and MBF models were 63, 63, 62, 65, and 64 d, respectively; while the observed time was 60 d. The RMSE for the GDD-based models ranged from 4 to 5 d, while that for the BF-based models was 6 d. Similarly, the MAE for the GDD-based models was 4 d, while that for the BF-based models was 6 d. These findings suggest that the simple GDD-based models were superior to the BFbased models in modelling spring wheat phenology in western Canada. To improve the accuracy of the models, the frequency of data collection has to be increased or digital cameras could be used to continuously monitor crop phenology.
