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G0(·)
Function mapping the final radial position of a particle to its initial radial position H(·) Heaviside function K(·) Function used in evaluating the diffusive transfer function L Length of particle mass analyzer characterization chamber m Particle mass mtr,max Approximation of the largest, uncharged particle that is passes through the classifier as a function of setpoint mass of a single charge particle (see Section S.5.6 of the supplemental material) m* Setpoint particle mass for a singly charged particle r0 Initial radial position of a particle at the beginning of the particle mass analyzer characterization chamber r1 Inner electrode radius r2
Outer electrode radius ra, rb Lower and upper bound for integral in analytical transfer function evaluations rL Final radial position of a particle at the beginning of the particle mass analyzer characterization chamber rg1, rg2 Radial positions used in surrogates in expressing the function form of K(·) for diffusive transfer function
Rm
Resolution, in reference to mass setpoint for a singly charged particle Figure S2 , below, shows the number concentration of particles throughout the classification chamber for the CPMA and APM settings given in Table 1 of the associated article and found using the finite difference approach. The results visually resemble those from Hagwood et al. (1995) . In both cases, particle number concentrations are highest at the outlet when m = m*. For the CPMA conditions, particles are focused into narrow regions at the outlet. This results in a majority of the particles escaping when m = m*, where number concentrations at the center of the gap exceed the number concentrations at the inlet. The same is not true of the APM, where many of the particles are lost to the walls, and there is an overall reduction in the number concentration as one proceeds along the length of the classification chamber. Such characteristics have an impact on the transfer function, with the CPMA generally having a higher classification of particles than the APM.
S.2.2 The significance of diffusion and the finite difference approach
The significance of diffusion in the finite difference simulations can be assessed by considering a nondimensional diffusion coefficient. Considering the average particle residence time, L/v̄, and the average time it would take for a particle to travel the gap half width, D/δ 2 , one can define a non-dimensional diffusion coefficient as
(S1) Figure S1 . Finite difference solutions of the relative particle number concentrations inside the CPMA for m* = 0.01 fg, a range of m, and settings corresponding to the CPMA and APM. The APM can only ever classify particles from a narrow range of initial radial positions due to diverging particle streamlines in the device. As a consequence, the particles in the CPMA are focused into narrower, higher-concentration regions at the outlet than in the APM case. As noted in the text, if D0 is much less than unity (generally if D0 < 0.003, corresponding to the particles only diffusing across 0.3% of the gap half-width), diffusion will be negligible. For the conditions considered in this work, that is for ρ = 900 kg/m 3 and the particle mass analyzer properties in Table 1 , this corresponds to particles where m > 0.8 fg or dm > 120 nm. In this case, the partial differential equation governing particle motion, Eq. (16), can be reduced to
This can be represented by setting  = 0 and  = 0 in Eq. (17),
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Theoretically, this simplified expression can now be evaluated using the same Crank-Nicholson scheme as outlined in the text. Specifically, one still solves the system
where x remains unchanged,
However, now 
which is still a square, tridiagonal matrix, but now has diagonals of ai = -φi, di = ζi + ηi, bi = φi. Note that, as before, A is independent of the axial position and can be precomputed before iterating with Crank-Nicholson. However, this form of the problem is less reliable due to the sharp edges that can exist in the transfer function due to the step boundary condition at the wall. This results in oscillations in the number concentration as well as in the resultant transfer functions when modeling particles sufficiently different from the setpoint. This can be partially resolved by switching to an explicit Runge-Kutta scheme or, theoretically, by adding a smoothing step (though this must be done with caution so as to ensure the resultant transfer function is not oversmoothed). In this way, the closed form solutions resulting from particle tracking may be preferred for heavier particles where diffusion is negligible, as they are not prone to these numerical artifacts.
In the other limit (generally for D0 > 2), diffusion dominates to the extent that a majority of the particles have the time to diffuse to the wall and the transfer function is effectively zero everywhere, that is no particles exit the device. For the conditions considered in this work, this corresponds to particles where m < 3×10 -5 fg or dm < 4 nm. Such settings should be avoided by increasing the flow through the device (that is by increasing v̄), thereby decreasing the particle residence time. If one does seek to simulate the low flow/high diffusion case, one should consider using smaller annuli to properly resolve number concentrations in the domain (a result of requiring a smaller Δr for A to be diagonally dominant).
S.3 A note on the resolution and mass-to-charge setpoint equivalencies
The setpoint of a CPMA can be described by the center and width of the transfer function. The center of the transfer function is normally specified using a setpoint mass, m*, and is defined as the mass of a singly charged particle that will travel through the device without changing its radial position when it starts at the centerline. In general, this is defined by equating the electrostatic and centrifugal forces at the centerline, such that
A second parameter, the resolution, is often defined to keep the width of the distribution constant as the setpoint changes. This is done by considering particles that traverse the gap from the inner to outer electrode for a given setpoint, corresponding to singly charged particles with a mass of mmax. After several assumptions, Reavell et al. (2011) approximated the mass of such particles using the expression,
where nB is the index of variation of mobility with particle mass, which is heuristically chosen as nB = -0.6436 and depends on fractal dimension and the slip correction. Here, from Eq. (10) (S10) Equation (S10) can then be used to define a resolution of the particle mass analyzer at a given setpoint:
(S11)
Note that diffusion will cause this resolution to differ from the full-width half-maximum of the true transfer function, which is harder to compute. These quantities are sufficient (i) to define the angular speed of the inner electrode by solving Eq. (S11) for mmax, Eq. (S9) for vθ|r=rc, and finally Eq. (S10) for ω1 and (ii) to define the voltage by solving Eq. (S8) for V. The setpoint can be equally defined by setting any two of the mass (for a singly charged particle) setpoint, resolution, voltage, and angular speed, after which the remaining two quantities can be calculated by rearranging the presented expressions.
S.4 The equilibrium radius and its existence
The equilibrium radius, relevant to Cases 1S and 2S and to the root-finding exercises, occurs when the centrifugal and electrical forces are balanced. This corresponds to the solution of the quadratic equation formed when Eqs. (8) and (9) (S12)
This can be solved using the quadratic formula:
( ) ( ) Under APM conditions,  = 0 and the equilibrium radius will always exist. It is notable that, due to the quadratic nature of Eq. (S12), it is also theoretically possible to have two equilibrium radii. In some cases, one of the roots will be negative and can be ignored, specifically when 4 < 0. Under APM conditions, when  = 0, one of the roots will be zero and can also be ignored. Further, as  =  for APM conditions, the equilibrium radius can be computed as rs = 2 2 , matching that provided by Ehara et al. (1996) . In other cases, that is when
two positive roots will exist. This complicates the procedure of determining the equilibrium radius and can result in artificial peaks if the incorrect root is selected. It is for this reason that approaches that use rs (e.g. Case 1S or root-finding exercises) should be avoided when Eq. (S15) is satisfied.
S.5 Notes on transfer functions derived from particle tracking

S.5.1 A summary of the closed form transfer functions available from particle tracking
Closed form expressions are only possible when one assumes a plug axial flow through the device. For a plug flow, the non-diffusing transfer function has the form ba Λ 2δ .
(S18)
Similarly, for a plug flow, the diffusing transfer function has the form
The function G0 is identical for both the non-diffusing and diffusing transfer functions and depends on the chosen representation of the particle migration velocity. The functional form of G0 for a range of representations of the particle migration velocity is provided in Table 2 in the associate work and is repeated in Table S1 for reference.
S.5.2 Validation of the particle tracking methods
Initial validation of the particle tracking methods is possible by directly evaluating the transfer function expressions given by Ehara et al. (1996) for the plug flow condition. This results in identical transfer functions to Case 1S, which is unsurprising given the equivalency of the two methods demonstrated in Section S.5.3 of this supplemental material. Further model validation is possible by evaluating the transfer function for the cases considered in Figure 8 of Ehara et al. (1996) , assuming an aerosol flow rate of 0.5 L/min. This result is shown in Figure  S2a Figure S2a , the reason for the discrepancy is unclear. The slope through the center region of the transfer function also differs very subtly in some cases from the original plot by Ehara and coworkers, due to a minor dependence of λ on m in this region. Despite this, the consistency in the other plots in general is considered sufficient to provide some validation of the expressions derived in the associated work.
A similar comparison took place against Figure 3 in the work of Kuwata (2015) , with the equivalent evaluation shown in Figure S2h . A similar degree of consistency is noted in this case, with the differing slope through the center region again stemming from the fact that λ has some dependence on m through that region, which was neglected in the aforementioned work.
The transfer functions in the present work were further verified against the results of Olfert and Collings (2005) , who used the finite difference method and represented the particle migration velocity using a Taylor series expansion about the equilibrium radius, rs. The transfer functions from Case 1S and finite difference S1. Summary of the functional forms of G0 for a range of representations of the particle migration velocity.
Representation of the article migration velocity
Case Requires root-finding * Case 1S corresponds to the case considered previously by Ehara et al. (1996) . The resultant transfer function is identical when ω = 1, with this work noting a minor correction that also allows for evaluation under CPMA conditions. simulations using the corresponding approximation both yield results within digitization error of the transfer functions presented within that work.
S.5.3 Alternate representations of the transfer function resulting from particle tracking
For the particle tracking methods, the functional form of the transfer function is expressed as
where ra and rb are defined above in Eqs. (S17) and (S18). As noted in the text, these bounds can be equally represented in terms of absolute values or piecewise functions to give the analog to the transfer functions from the analysis of Stolzenburg (Stolzenburg, 1988; Stolzenburg, 2018) , who used absolute values to express the transfer function of the DMA, or of Ehara et al. (1996) , who used a piecewise representation to express the transfer function of the APM. The corresponding forms for ra and rb then become Figure S2 . Transfer functions evaluated using the expression from the present work (specifically Case 1S, corresponding to the transfer functions from Ehara and coworkers) for the setpoints considered in (a-g) Figure 8 of Ehara et al. (1996) and (h) Figure 3 of Kuwata (2015) . As with the original figure, dashed lines correspond to the uniform flow condition, the solid lines correspond to the parabolic flow condition, and the horizontal axis is the specific mass or mass-to-charge ratio. Vertical scales for (a-g) are consistent with the original work of Ehara and coworkers. 
The piecewise representation indicates that there are nine (that is three cases for ra multiplied by the three cases for rb) different scenarios the particles could theoretically encounter in the classifier. Each of these potential scenarios is indicated in Figure 3 of the associated work. Immediately, the number of cases can be reduced by noting that rb must be larger than ra by definition, which is to say that the particle streamlines cannot cross. This removes three scenarios, indicated as Regions N1, N2, and N3 in Figure 3 . Region F indicates the scenario where all of the particles with the specified properties will exit the device, which can only occur under CPMA conditions, specifically when λ < 0. The remaining conditions have an analog in the work of Ehara et al. (1996) and are lettered accordingly.
To demonstrate, consider plug axial flow conditions, matching the representation from Ehara et al. (1996) . One can also note that both when G0(rb) < r1 and when G0(ra) > r2, the transfer function will be zero. As a result, the transfer function can be phrased in terms of only five conditions: 
where ∪ denotes the union of two sets and ∩ the intersection of two sets. In the fifth condition, when G0(r1) ≤ r1 and G0(r2) ≥ r2, the transfer function goes to unity. This case represents the conditions under which all of the particles of a specific property exit the device and was not considered by Ehara et al. (1996) (as this condition cannot occur when 1 = 2). While this does present a limitation in the direct extension of the work of Ehara and coworkers to the CPMA, the added condition is rather intuitive as the transfer function would otherwise contain values greater than unity. The remaining conditions have an analog in the work of Ehara et al. where the first condition corresponds to the union of Regions A and E, the second condition to Region B, the third condition to Region D, and the fourth condition to Region C. Continuing, Ehara et al. (1996) represented the particle migration velocity using a first-order Taylor series expansion about rs, that is Case 1S. In this case, from Eq. (41), 
Some algebra is required after substituting Eq. (S25) into Eq. (S24) to rephrase the transfer function in a manner analogous to Ehara and coworkers. However, it can be shown that the transfer function in piecewise form is 
which is the expression derived previously by Ehara and coworkers. Given the relative complexity of this piecewise expression, despite the relatively simple form of G0, the transfer function is not expressed in this piecewise form for any of the other cases considered in this work.
S.5.4 Cases 2S-PL and 2C-PL: Consideration of second-order Taylor series approximations
Consider the particle tracking method for a plug flow and second-order Taylor series expansions about rs and rc to represent the particle migration velocity. In this case, the expansion about rs is ( ) ( ) 
Closed forms for F and G0 are given by
The procedure for the expansion about rc is analogous, where ( ) ( ) 
Then, F is given by
and G0 is ( )
where ( ) 12 2 3 5 4 6 
It is of note that, while more accurate in the vicinity of rs or rc, larger errors are expected in the particle migration velocity as one moves away from rs or rc. As a result, the transfer functions can exhibit artificial peaks (which is present for Case 2S-PL to the left of the domain shown in Figure 4 , centered about m = 0.73m*), which are a consequence of the numerical treatment of the problem, rather than properly representing the physics.
S.5.5 Using a second-order Taylor series to approximate F for the parabolic case
As noted in the associated work, when considering parabolic axial flow conditions and Cases 1S and 1C for the particle migration velocity, one could consider an expansion of the logarithm in the functional form of F. In either case, it makes sense to write the Taylor series expansion about the same point used for expansion of the particle migration velocity, this is about rs for Eq. (54) (Case 1S-PB) and about rc for Eq. 
From Eq. (35), G0 can be determined from 
where F(rL) can be determined from simple substitution of rL into Eq. (54). Grouping terms with common orders of (rrc), one can achieve 
This forms a quadratic equation that can be solved analytically using the quadratic formula, that is ( )
and ( ) (
A similar procedure could be considered for the expansion about rs. Unfortunately, problems are encountered in such approaches. Implementations of Case 1C-PB show that the second-order approximation is generally insufficient to properly capture the tails of the transfer function. Moreover, the Taylor series fails to converge in the central region of the transfer function, resulting in large errors. These combined observations make this approach inappropriate for calculating the transfer function without further investigation.
S.5.6 Application to multiply charged or uncharged particles
While the main body of this work deals with singly charged particles, particles with a range of charges, including uncharged particles, also pass through the device. The classification of these particle can be easily evaluated using the methods presented in the associated work by updating q = zke with the appropriate integer charge state, zk, when evaluating the electrostatic forces, Eq. (8). This involves updating C0 in the various representations of the particle migration velocity, e.g. Eqs. (33), (43), (44), (49), and (52).
Following this procedure, Figure S3a indicates that both the finite difference and the particle tracking method (Case 1C-PL with diffusion) predict nearly identical classification of uncharged particles through the device. Table S2 indicates an estimate of the largest, uncharged particle that passes through the classifier as a function of setpoint mass of a singly charged particle, which is denoted as mtr,max. For the case shown in Figure S3a ; that is for m* = 0.01 fg, Rm = 10, and ω1 = 2497 rad/s; both methods show that uncharged particles below 1.2×10 -5 fg can exit the classification chamber. As the rotational speed decreases, larger particles can escape the device, a phenomenon that is nearly identically captured by both methods. Figure S3b indicates the transfer function predicted by the finite difference and particle tracking (Case 1C-PL with diffusion) methods for zk ≥ 1. The transfer functions have the same shape as those for the singly charged case but are centered about zkm* and get wider as the integer charge state increases. The predicated transfer function is reasonably consistent between the two methods, though there does exist a small mismatch in the peak of the transfer function between the two methods, of a similar order of magnitude as that observed in Figure 8 . This stems from the approximations used to incorporate diffusion into the particle tracking method. The peak of the finite difference transfer functions is also noted to decrease slightly (~1%) with increasing integer charge, causing the discrepancy between the two methods to increase marginally as zk increases. The decline in the peak for the finite difference approach is hypothesized to be a numerical artifact associated with the step boundary condition at the wall and sharper number concentrations, which causes marginally larger diffusive losses near the inlet as zk increases. Figure S4 shows the mean squared error between the transfer functions predicted by the finite difference method and by the particle tracking method for m* = 10 fg (negligible diffusion) and m* = 0.01 fg (significant diffusion). For the non-diffusing cases, m* = 10 fg, low errors are encountered for the CPMA condition in all but the 1S and 2S cases, consistent with Figure 4 and Figure 6 in the associated work. For the APM condition, the increased sensitivity to the axial flow velocity causes lower errors only when a parabolic form is taken for vz, again consistent with figures in the associated work. When diffusion is significant, m* = 0.01 fg, errors are generally larger. The advantage to using the diffusion-based particle tracking method is significant for the CPMA, indicating a preference toward those forms. For the APM condition, this distinction is less significant, a consequence of the trade-off between including diffusion but having to assume a plug flow and using a parabolic flow but neglecting diffusion. In general, using Case Figure S3 . Finite difference and particle tracking (Case 1C-PL) solutions for the CPMA transfer function, including diffusion for (a) an uncharged particle and (b) multiply charged particles. The uncharged case is identical between the two scenarios, while there is a mismatch between the peak for the multiply charges particles that increases marginally as zk increases. 1C is favorable, producing low errors while also optimizing computational effort (see Figure 5 in the associated work). 
S.5.7 A note on the accuracy of different representations of the particle migration velocity
S.6 A note on the triangular approximation
where max is the maximum of the transfer function and mmax was previously defined in Section S.3 of this supplemental material. The values of mmax can be specified using a CPMA resolution, as per Eq. (S11). The triangular form is generally less accurate than the other approaches presented here and requires some knowledge of max. Under CPMA conditions, it is generally reasonable to assume max = 1, but this is not true of the APM. Moreover, Figure 5 indicates that the reduction in accuracy comes with minimal or no improvement in terms of CPU time. Accordingly, it is recommended that this method be replaced by the simpler analytical expressions resulting from particle tracking.
S.7 A note on the associated code
This work is supplemented with MATLAB functions in a package that enact the various transfer functions derived in this work. This amounts to several functions that contain the case codes corresponding to the different representations of the particle migration, shown in Table 2 . The function names include "diff" for those functions that incorporate diffusion and "pb" for those functions that use parabolic axial flow conditions. Also included is a function to perform the finite difference and triangular approximation approaches and a script to demonstrate the use of these functions and to plot the results. A permanent, citeable snapshot of the repository at the time of publication is available on Zenodo: https://doi.org/10.5281/zenodo.3513260. Updates may also be available in the associated GitHub repository: https://github.com/tsipkens/mat-tfer-pma. Figure S4 . Mean squared error between the transfer function from the particle tracking methods and that predicted using the finite difference approach. The vertical scale is logarithmic. Transfer functions are evaluated from 0.8m* to 1.2m*, at 600 points uniformly spread throughout the interval. The mean is only taken over those values where the transfer function from either the finite difference or the particle tracking method is non-zero. The effect of diffusion is considered by evaluating the transfer function at m* = 10 fg (left, very little diffusion) and m* = 0.01 fg (right, significant diffusion). Dark bars indicate methods that are preferred from a mean squared error perspective. 
