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ABSTRACT
We attempt to interpret existing data on the evolution of the UV luminosity function and UV
colours, β, of galaxies at 5 ≤ z ≤ 8, to improve our understanding of their dust content and
ISM properties. To this aim, we post-process the results of a cosmological hydrodynamical
simulation with a chemical evolution model, which includes dust formation by supernovae
and intermediate mass stars, dust destruction in supernova shocks, and grain growth by ac-
cretion of gas-phase elements in dense gas. We find that observations require a steep, Small
Magellanic Cloud-like extinction curve and a clumpy dust distribution, where stellar popu-
lations younger than 15 Myr are still embedded in their dusty natal clouds. Investigating the
scatter in the colour distribution and stellar mass, we find that the observed trends can be
explained by the presence of two populations: younger, less massive galaxies where dust en-
richment is mainly due to stellar sources, and massive, more chemically evolved ones, where
efficient grain growth provides the dominant contribution to the total dust mass. Computing
the IR-excess - UV color relation we find that all but the dustiest model galaxies follow a
relation shallower than the Meurer et al. (1999) one, usually adopted to correct the observed
UV luminosities of high-z galaxies for the effects of dust extinction. As a result, their total
star formation rates might have been over-estimated. Our study illustrates the importance to
incorporate a proper treatment of dust in simulations of high-z galaxies, and that massive,
dusty, UV-faint galaxies might have already appeared at z . 7.
Key words: dust, extinction ISM: supernova remnants submillimetre: galaxies galaxies:
evolution galaxies: high-redshift galaxies: ISM
1 INTRODUCTION
In the last decade, data from the Hubble Space Telescope1 (HST),
especially after the advent of the Wide Field Camera (WFC3), al-
lowed us to collect large samples of galaxies at z ∼ 7 − 8, with
smaller samples extending up to z ∼ 9 − 11 (McLure et al. 2013;
Bouwens et al. 2014; Oesch et al. 2014; Bouwens et al. 2015;
McLeod et al. 2015; Finkelstein et al. 2015a), among which the
two most distant spectroscopically confirmed galaxies at z = 8.68
(Zitrin et al. 2015) and z = 11.1 (Oesch et al. 2016). Since spec-
troscopic observations of galaxies at z > 6 with ground-based tele-
scopes are very challenging, observers have developed alternative,
photometry-based techniques to both select high-z candidates and
estimate their physical properties. For example, the total stellar
? E-mail: mattia.mancini@oa-roma.inaf.it
1 http://www.stsci.edu
mass, the stellar age and the ongoing star formation rate (SFR) can
be estimated from spectral energy distribution (SED) fitting and
colour index analyses.
Two key quantities are generally used to characterize the prop-
erties of the first galaxies and of their dominant stellar populations:
the UV luminosity function (LF) and the observed UV spectral
slope, β ( fλ ∝ λβ, Meurer et al. 1999). The LF, defined as the num-
ber density of galaxies per unit magnitude, provides important con-
straints on star formation efficiencies at different redshifts and on
their evolutionary status, especially at early times (Bouwens et al.
2011). As the first structures collapse and assemble their stellar
content, the inter-stellar medium (ISM) is progressively enriched
with metals and dust. Dust extinction affects the UV luminosity and
should leave a signature in the galaxy LF. While for low-redshift
galaxies dust extinction can be corrected by measuring the far in-
frared emission (FIR), observations of high-z galaxies with mil-
limeter (mm) telescopes, such as the Atacama Large Millimeter Ar-
c© 2016 The Authors
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ray (ALMA) and the Plateau de Bure Interferometer (PdBI), have
mostly provided upper limits on the rest-frame FIR emission of
z > 6 UV-selected galaxies (Kanekar et al. 2013; Ouchi et al. 2013;
Ota et al. 2014; Schaerer et al. 2015; Maiolino et al. 2015; Zavala
et al. 2015), with one notable exception (Watson et al. 2015; Knud-
sen et al. 2016). For this reason, it has become a common practice
to estimate the effects of dust extinction using the observed β slope,
or UV colour.
Despite a vigorous debate in the past ten years, recent observa-
tional results appear to converge on a common trend for the shape
and the evolution of the UV LF in the redshift range 4 < z < 8
(Bouwens et al. 2015), down to an AB magnitude of −16 at z = 4, 5
and of ∼ −17 at z = 6, 7 and 8. At even higher redshifts, even the
deepest observations in blank fields can only probe the bright-end
of the LF, providing important constraints on the volume density
of the most luminous galaxies with MUV < −20 at z = 9 and 10
(Bouwens et al. 2015). An efficient way to push the observations
to fainter luminosities is to exploit the gravitational lensing mag-
nification of massive galaxy clusters. Results from the HST pro-
grams CLASH and Hubble Frontier Fields (HFF) have increased
the statistics of candidate galaxies at the highest redshifts, provid-
ing better constraints on the evolution of the faint-end slope of the
LF and placing the first limits on the LF at z ∼ 10 (Atek et al. 2015;
McLeod et al. 2015, 2016; Livermore et al. 2016) .
It is custumary to fit the LF with a Schechter function, which
has a power-law behaviour with slope α at the faint-end, an expo-
nential cut-off brighter than a characteristic luminosity (magnitude)
L∗ (M∗) and a volume density of φ∗ at this characteristic luminosity,
dn
dL
= φ(L) =
(
φ∗
L∗
) (
L
L∗
)α
e−L/L∗ . (1)
In general, the evolution of the LF with redshift is characterized by
means of variations of these Schechter parameters and is consis-
tent with a steady growth in the volume density and luminosity of
galaxies with time. In particular, there is a significant evidence for
a steepening of the faint-end slope with z, in agreement with the
predicted steepening of the halo mass function, a modest evolution
of M∗ and a decrease of φ∗ from z ∼ 4 to z ∼ 7 (Bouwens et al.
2015). Some observations at z = 9 and 10 suggest a faster evolu-
tion, and that the luminosity densities inferred from current samples
are ∼ 2 times lower than the values extrapolated from the trends at
4 < z < 8 (Bouwens et al. 2015). Other studies support a smoother
evolution from z = 8 to 9 (McLeod et al. 2015, 2016; Finkelstein
et al. 2015a). Indeed, the recent discovery of GN-z11, a luminous
galaxy with MUV = −22.1 at z = 11 (Oesch et al. 2016) may indi-
cate that the LF at the very bright end does not follow a Schechter
functional form, possibly due to less efficient feedback at very high
redshifts (Bowler et al. 2014; Dayal et al. 2014; Finkelstein et al.
2015b; Waters et al. 2016).
To convert the observed UV luminosity to a SFR and com-
pare the above findings to theoretical predictions, dust correction
is usually estimated using the observed β slopes and the so-called
IRX-β relationship by Meurer et al. (1999), who proved that, at
z < 3, the amount of SED reddening directly correlates with the
β value, as also confirmed by independent theoretical predictions
(e.g. Wilkins et al. 2012). Although this relation has been cali-
brated on starburst galaxies at low redshifts, and assumes a con-
stant mean intrinsic slope of β = −2.23, this procedure has been
widely adopted in high-z galaxy surveys (see Bouwens et al. 2012).
However, the value of β is also a function of important properties
of the stellar populations, such as their ages, metallicity and initial
mass function (IMF). Although with large uncertainties, observa-
tional trends have been reported which quantify the dependence of
β on the UV luminosity and redshift (Stanway et al. 2005; Wilkins
et al. 2011; Finkelstein et al. 2012; Bouwens et al. 2012; Castel-
lano et al. 2012; Dunlop et al. 2013). In general, the observations
are consistent with a decreasing reddening towards lower luminosi-
ties and higher redshift. A coherent analysis of the observed β for
galaxies in a wide redshift range, from z ∼ 4 to z ∼ 7, has been
recently made by Bouwens et al. (2014), who confirm a strong
evidence for a dependence of the average β on the UV luminos-
ity, the so-called Colour-Magnitude-Relation (CMR, Rogers et al.
2014), with brighter galaxies being redder and fainter galaxies be-
ing bluer, and a flattening of the relation at luminosities faintward
of MUV ∼ −19. They also report a small but clear evolution with
time, with galaxies at fixed luminosity becoming bluer with z. For
the faint galaxies with −19 < MUV < −17, the mean β at z ∼ 4, 5
and 6 is −2.03, −2.14 and −2.24 respectively. Extrapolation of this
trend to z ∼ 7 and 8 suggests mean values of −2.35 and −2.45,
consistent - within the errors - with the observed ones.
Theoretical studies have attempted to interpret the data by
means of numerical simulations or semi-analytical models. Wilkins
et al. (2012) explored the sensitivity of the intrinsic β slopes to the
IMF and to the recent star formation and metal enrichment histo-
ries of low-z galaxies. They find a distribution of β values with a
scatter of 0.3, which introduces an uncertainty in the inferred dust
attenuation when a constant intrinsic slope is assumed. This scatter
is significantly reduced for galaxies at z ∼ 6, but the mean intrinsic
β decreases with z. If this is not properly taken into account and the
locally calibrated relation is applied, dust attenuation is systemat-
ically underestimated (Wilkins et al. 2013). Gonzalez-Perez et al.
(2013) have demonstrated the dependence of the galaxy UV colours
on the adopted dust properties and, in particular, on the dust extinc-
tion curve. With the aim of intepreting high-z Lyman-α emitters
(LAEs) and Lyman Break Galaxies (LBGs) observations, Dayal
et al. (2010) and Dayal & Ferrara (2012) used a numerical sim-
ulation to derive intrinsic galaxy properties and a semi-analytical
model to estimate dust attenuation. They explored the resulting UV
LF and the dependence of β on the galaxy UV luminosity with and
without dust attenuation. They found that dust attenuation improves
the agreement with the observations, but the observed CMR was
not reproduced by the model results. More recently, Khakhaleva-Li
& Gnedin (2016) post-processed the results of cosmological sim-
ulations with a simple dust model that assumes a constant dust-to-
metal mass ratio in the neutral gas and that dust is instantaneously
sublimated in hot ionized regions. They used a Monte Carlo radia-
tive transfer code to predict UV attenuation and IR re-emission of
their model galaxies. By means of a detailed comparison with ob-
servations at 5 ≤ z ≤ 10, they concluded that, in order to assess
the effects of dust in the ISM of high-z galaxies, the complex in-
terplay of dust creation and destruction processes should be fully
incorporated into numerical simulations.
With this aim, in Mancini et al. (2015) we have presented a
semi-numerical model which includes a physically motivated de-
scription of dust evolution, accounting for dust enrichment by Su-
pernovae (SNe) and Asymptotic Giant Branch (AGB) stars, the
effects of dust destruction by SN shocks and grain growth in the
dense cold phase of the ISM (see also Valiante et al. 2009, 2011; de
Bennassuti et al. 2014). We then compared the model predictions
with the limits on the dust mass inferred from mm-observations of
z > 6 galaxies, deriving interesting constraints on the properties of
their ISM and on the nature of dust at high-z. Here we extend this
previous investigation with the goal of intepreting the observed UV
luminosities and colours of galaxies at 5 < z < 8.
MNRAS 000, 1–16 (2016)
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The paper is organized as follows. In Section 2 we describe
our method and the assumptions made to compute the dust con-
tent and luminous properties of the simulated galaxies. In Section
3 we first discuss the predicted physical properties of the galaxies
at 5 ≤ z ≤ 8. Then we derive the UV LFs and β slopes assuming no
dust extinction, and discussing the dependence of the results on the
extinction model. In Section 4 we introduce the model that better
reproduce the observed UV LFs and CMR. We analyze the ori-
gin of the scatter around the mean values at different z, both in the
CMR and in the stellar mass - UV luminosity relation. We compute
the IR excess and dust attenuation factors, comparing with obser-
vationally inferred correlations. Finally, in Section 5 we summarize
the results and draw the main conclusions.
2 METHOD
In this section we describe the semi-numerical model that we have
developed. First, we infer the intrinsic galaxy properties using the
output of a hydro-dynamical simulation of structure formation de-
scribed in Section 2.1. To compute the intrinsic UV luminosity of
each galaxy, we calculate the spectral energy distribution (SED) as
described in Section 2.2. We then couple the simulated output, in
particular the star formation rate (SFR), metallicity (Z) and mass
of gas (Mg) of each simulated galaxy, with a semi-analytical model
to estimate the dust mass (Md) as in Mancini et al. (2015). A brief
summary of this method is provided in Section 2.3. Finally, in Sec-
tion 2.4, we present the method adopted to compute dust extinction.
2.1 Cosmological simulation
We use the ΛCDM2 cosmological simulation presented in Maio
et al. (2010). Here we briefly describe only the main features of the
code and the set-up of the simulation; we refer the interested reader
to the original paper for more details.
The simulation has been run using a modified version of the
GADGET2 code (Springel 2005). It is able to predict the star for-
mation rate and the metal production in each collapsed object,
accounting for the evolution of hydrogen, helium and deuterium
(Yoshida et al. 2003; Maio et al. 2007). The effect of resonant tran-
sition of molecules in the gas cooling function is also accounted
for, as described in Maio et al. (2007). Star formation and metal
enrichment are computed taking into account stellar lifetimes us-
ing the lifetime function from Padovani & Matteucci (1993), while
the metallicity dependent metal yields adopted in the simulation
are from Woosley & Weaver (1995) for core-collapse SNe, van
den Hoek & Groenewegen (1997) for AGB stars, Thielemann et al.
(2003) for type-Ia SNe and from Heger & Woosley (2002) for pair-
instability SNe. At each given time, the stellar IMF depends on the
metallicity of the star forming gas as described in Tornatore et al.
(2007). In particular, we assume that Pop III stars form according
to a Salpeter IMF with masses in the range 100 M ≤ m ≤ 500 M
when the Z < Zcr = 10−4 Z. Above this threshold, we assume
that metal-fine structure cooling is efficient enough to trigger low-
mass Pop II/I star formation and the Salpeter IMF is shifted to the
mass range 0.1 M ≤ m ≤ 100 M. Feedback from SN explo-
sions is taken into account by modelling a multi-phase interstellar
2 The adopted cosmological parameters are ΩM = 0.3, ΩΛ = 0.7, Ωb =
0.04, h = 0.7, n = 1 and σ8 = 0.9, consistent with WMAP7 data release
(Komatsu et al. 2011).
medium (ISM) as in Springel & Hernquist (2003) and successive
developments presented in Maio et al. (2011). A uniform, redshift-
dependent UV background produced by quasar and galaxies is also
assumed (Haardt & Madau 1996).
The simulation box has a size of 30 h−1 Mpc (comoving), with
periodic boundary conditions. The total number of dark matter and
gas particles is Np = 2 × 3203 and the dark matter (gas) particle
mass is MpDM = 6 × 107 h−1 M (Mpg = 9 × 106h−1 M). In Sec. 3.1
we discuss the impact of the simulation volume and mass resolution
on this study. Dark matter halos are identified by means of an FOF
algorithm as a group of at least 32 gravitationally bound particles.
By tracking the star particles along the redshift evolution we
also reconstruct the merger tree of each simulated galaxy. This is
needed to compute the evolution in redshift of the star formation
rate, the gas mass and metallicity, which have been used to initialize
the dust evolution model, as detailed in Section 2.3.
2.2 Intrinsic galaxy spectra
The intrinsic SED of a galaxy depends on the IMF, age and metal-
licity of each stellar population that contributes to the emission.
Since the mass fraction of active Pop III stars is negligible3 at
5 < z < 8 (see also Salvaterra et al. 2011), we consider the UV
luminosity contributed by Pop II/I stars using the spectral synthesis
model StarBurst99 (hereafter SB99, Leitherer et al. 1999; Va´zquez
& Leitherer 2005). We assume that each star particle, which repre-
sents a single stellar population, is formed in an istantaneous burst.
The routines of SB99 responsible for computing dust extinction
have been disabled and only the stellar and nebular emission is ac-
counted for. In this way, we compute a database of intrinsic spec-
tra in the metallicity range 0.02 Z ≤ Z∗ ≤ 1 Z for stellar ages
2 Myr ≤ t? ≤ 1 Gyr. The database is used to assign a spectrum
f iλ(Z∗, t∗) to each star particle i and the cumulative intrinsic SED of
the j-th galaxy to which the star particle belongs is computed as,
F jλ =
∑
i
f iλ(Z∗, t∗) M∗,i, (2)
where M∗,i is the mass of the i-th star particle.
2.3 Dust evolution model
Dust grains can form by condensation of gas-phase metals in the
ejecta of SNe (Todini & Ferrara 2001; Nozawa et al. 2003; Schnei-
der et al. 2004; Bianchi & Schneider 2007; Cherchneff & Lilly
2008; Cherchneff & Dwek 2009; Sarangi & Cherchneff 2013;
Marassi et al. 2014, 2015) and in the atmosphere of AGB stars (Fer-
rarotti & Gail 2006; Zhukovska et al. 2008; Ventura et al. 2012a,b;
Di Criscienzo et al. 2013; Nanni et al. 2013; Ventura et al. 2014;
Schneider et al. 2014). Once created by stars and dispersed in the
interstellar medium of a galaxy, dust grains evolve depending on
the environmental conditions. In the dense cold phase of the ISM,
dust grains can grow by accretion of gas-phase elements (Asano
et al. 2013; Hirashita et al. 2014) while in the hot diffuse phase
3 We find that the mass fraction of Pop III stars decreases with the UV lu-
minosity ranging from ∼ 0.1 at MUV = −18 to ∼ 10−3 at MUV = −22. How-
ever, in all but 2 galaxies at z ∼ 6, Pop III stars have already disappeared
due to their short lifetimes, and their contribution to the UV emission at
z < 8 can be safely neglected.
MNRAS 000, 1–16 (2016)
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the grains can be efficiently destroyed by interstellar shocks (Boc-
chio et al. 2014). All these processes are reviewed in Draine (2011)
and have been implemented in chemical evolution models with dust
(Valiante et al. 2009, 2011; de Bennassuti et al. 2014). Since the
cosmological simulation does not have the resolution to describe
the different phases of the ISM which are relevant to dust evolution,
the values it provides are only indicative of the average physical
conditions of their ISM. To circumvent this limitation, we follow
the same approach adopted in Mancini et al. (2015), where dust en-
richment in each galaxy can be described self-consistently within
the average properties predicted by the simulation.
Following de Bennassuti et al. (2014), we adopt a 2-phase ISM
model with a diffuse component (warm/hot low-density gas), where
dust can be destroyed by SN shocks, and a dense or molecular cloud
component (cold and dense gas), where star formation and grain
growth occur. The time evolution of the ISM mass (gas and dust,
MISM), the mass in heavy elements (gas-phase metals and dust, MZ)
and the dust mass (Md) in the diffuse (diff) and molecular cloud
(MC) phase is described by the following system of equations:
M˙mcISM(t) = M˙cond(t) − S FR(t) (3)
M˙diffISM(t) = −M˙cond(t) + R˙(t) + M˙inf(t) − M˙ej(t) (4)
M˙mcZ = M˙
Z
cond(t) − S FR(t) Zmc (5)
M˙diffZ = −M˙Zcond(t) + Y˙Z(t) (6)
M˙mcd = M˙
D
cond(t) − S FR(t)Dmc +
Mmcd (t)
τacc
(7)
M˙diffd = −M˙Dcond(t) + Y˙d(t) −
Mdiffd (t)
τd
, (8)
where the time-dependent star formation rate (S FR) and the infall
and outflow rates (M˙inf and M˙ej) are computed from the simulation
outputs, Z = MZ/MISM and D = Md/MISM are the ISM mass frac-
tions in heavy elements and dust, τd and τacc are the dust destruc-
tion and accretion timescales and will be defined below. The terms
M˙cond, M˙Zcond, and M˙
D
cond describe the ISM, heavy elements and dust
mass exchange between the diffuse phase and the molecular phase.
Since these terms can not be directly inferred from the simulation,
we must resort to indirect constraints. By assuming that the SFR
can be represented by the Kennicutt-Schmidt relation, the mass of
molecular gas can be estimated as,
MmcISM = S FR(t)
τff
∗
, (9)
where ∗ = 0.01 is the star formation efficiency (Krumholz et al.
2012) and
τff =
√
3pi
64 G mH nmol
(10)
is the free-fall timescale at the mean density of molecular clouds
ρmol ∼ 2 mH nmol (Schneider et al. 2016), and we assume nmol =
103 cm−3 to be consistent with the value adopted for the grain
growth timescale (see below). We use the above condition to com-
pute M˙cond. The mass exchange of heavy elements and dust de-
pends on the degree of enrichment of each phase. Hence, we
compute M˙Zcond by requiring the heavy elements abundance in the
molecular clouds, Zmc, to be equal to the metallicity of newly
formed stars predicted by the simulation, Z∗, and we assume that
M˙Dcond = D/Z M˙Zcond. Finally, R˙, Y˙Z and Y˙d are, respectively, the re-
turn mass fraction, the yields of heavy elements and the dust yields
produced by stellar sources and depend on the SFR, the IMF, and
on the adopted metal and dust stellar yields. Following Valiante
et al. (2009) we compute them as:
R˙(t) =
∫ mup
m(t)
(m − wm(m,Z)) Φ(m) SFR(t − τm) dm, (11)
Y˙Z(t) =
∫ mup
m(t)
mZ(m,Z) Φ(m) SFR(t − τm) dm, (12)
and
Y˙d(t) =
∫ mup
m(t)
md(m,Z) Φ(m) SFR(t − τm) dm, (13)
where τm is the lifetime of a star with mass m, Φ(m) is the IMF,
wm,mZ, and md are, respectively, the mass of the stellar remnant,
of heavy elements and dust produced by a star with mass m and
metallicity Z, and the integral is computed from the upper mass
limit of the IMF down to the mass that has a lifetime τm = t. For
stars with mass m < 8M we adopt dust yields from Zhukovska
et al. (2008), while for stars in the mass range 12 M to 40 M
dust yields are taken from Bianchi & Schneider (2007), including
the effect of dust destruction by the SN reverse shock (Bocchio
et al. 2016). For stars in the intermediate mass range 8 M < m <
12 M the dust yields are computed interpolating from the values
corresponding to the most massive AGB progenitor and the least
massive SN progenitor. Finally, stars with m > 40 M are assumed
to collapse to a black hole, without enriching the surrounding ISM.
The other terms in the right-hand side of equations (3)-(8) account
for the effects of astration and dust reprocessing in the ISM. The
dust destruction timescale is modelled as in Valiante et al. (2011)
and de Bennassuti et al. (2014),
τd =
MdiffISM
R′SNd Ms(vs)
, (14)
where Ms(vs) = 6800M〈E51〉/(vs/100km/s)2 is the mass shocked
to a velocity of at least vs by a SN in the Sedov-Taylor phase, R′SN
is the effective SN rate, since not all SNe are equally efficient at
destroying dust (McKee 1989), d is the dust destruction efficiency,
and 〈E51〉 is the average SN energy in units of 1051 erg. In what
follows, we assume R′SN = 0.15RSN, where RSN is the core-collapse
SN rate, 〈E51〉 = 1.2, vs = 200 km/s, and d = 0.48 (Nozawa et al.
2006).
The grain growth timescale is parametrized as in Mancini et al.
(2015),
τacc = 2 Myr ×
( nmol
1000 cm−3
)−1 ( Tmol
50 K
)−1/2 ( Z
Z
)−1
(15)
= τacc,0
(
Z
Z
)−1
where we have assumed that the grains have a typical size of
∼ 0.1µm (Hirashita et al. 2014) and nmol, Tmol are the number den-
sity and temperature of the cold molecular gas phase where grain
growth is more efficient. Since these values refer to structures that
are not resolved by the simulation, we assume nmol = 103 cm−3,
Tmol = 50 K which lead to a constant value of τacc,0 = 2 Myr. These
conditions have been shown to reproduce the observed dust-to-gas
ratio of local galaxies over a wide range of metallicities (de Bennas-
suti et al. 2014). In addition, Mancini et al. (2015) show that with
these parameters, the model predictions are consistent with the up-
per limits on the dust mass inferred from deep ALMA and PdB
MNRAS 000, 1–16 (2016)
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Figure 1. Extinction coefficient per unit dust mass as a function of 1/λ.
The lines represent different grain models: SMC (orange solid), Calzetti
(red dashed, normalized at λ = 3000 Å to the Milky Way extinction curve),
SN (dark green dot-dashed) and MEC normalized at λ = 3000 Å to the
SN extinction curve (magenta long-dashed) and to the SMC curve (cyan
dot-dashed). The vertical solid blue line corresponds to the wavelength
λ = 1500 Å at which we compute the galaxy rest-frame luminosity, and the
shaded region is the rest-frame UV wavelength range 1500 Å ≤ λ ≤ 3000 Å
used to compute the β slopes (see text).
observations of galaxies at z > 6 (see the observations shown in
Fig. 4). As pointed out by Mancini et al. (2015), the observed dust
mass in the galaxy A1689-zD1 at z = 7.5 can only be explained
using a value of τacc,0 = 0.2 Myr (see also Section 3.1).
2.4 Modeling the extinction
The radiation flux escaping a galaxy can be derived from its in-
trinsic emission, given by eq. (2), and accounting for the wave-
length dependent extinction of the galactic ISM. In our computa-
tional scheme, stellar populations are represented by stellar par-
ticles which can experience different absorptions/obscurations de-
pending on the columns of dust in their surroundings. For this rea-
son, we compute the flux emerging from the j-th galaxy by apply-
ing a different extinction to each stellar particles i, and then sum-
ming up their contribution to obtain the total escaping flux:
F¯ jλ =
∑
i
K i(τλ) f iλ M∗,i, (16)
where K i(τλ) is the extinction factor per stellar particle, as a func-
tion of the optical depth τλ at a specific wavelength λ. Note that
the modeling of K i(τλ) is a complicated task because of the multi-
phase nature of the ISM: both the medium surrounding each stellar
particle and the diffuse ISM contribute to the extinction. Hence,
K i(τλ) depends on the dust content and on its spatial distribution
relative to the stars. During their lifetime, stars evolve, changing
their intrinsic SED, and interact with their environment through
mechanical, chemical and radiative feedback effects. For these
reasons, the values of K i(τλ) experienced by stellar populations
change with time.
In our reference model, we assume that all stars form in
molecular clouds, from which they escape in a typical timescale
tesc4, moving into the diffuse phase. Hence, if the age of the stellar
population is t? < tesc, the emitted radiation is extinguished by the
additional column of dust of the parent molecular cloud, namely:
τλ = τ
mc
λ + τ
diff
λ if t? < tesc
τλ = τ
diff
λ if t? ≥ tesc. (17)
A similar model was originally proposed by Charlot & Fall
(2000) as an idealised description of the ISM to compute the effects
of dust on the integrated spectral properties of galaxies, and it has
been applied by Forero-Romero et al. (2010) to describe the clumpy
structure of the ISM in high-z galaxies. The observed flux is finally
computed solving the radiative transfer equation in both phases, by
assuming a homogeneous, one-dimensional and isotropic gas/dust
distribution, i.e. :
K i(τλ) = e−(τmcλ +τdiffλ ) if t? < tesc
K i(τλ) = e−τdiffλ if t? ≥ tesc. (18)
More details on the calculation of τλ for both phases can be found
in the next section.
2.5 Dust optical depth
The optical depth at a fixed λ depends both on the type of absorbers
present in the medium and on their column density. Observations
of high-z galaxies probe the restframe UV range, where the radi-
ation is mostly extinguished by dust and the optical depth can be
computed as,
τλ = Σd kλ, (19)
where Σd is the dust column density and kλ is the extinction co-
efficient per unit dust mass. We assume that molecular clouds can
be approximated as spheres of constant mass Mcloud and volume
density nmol, and that their surface density can be expressed as,
ΣmcISM = 9.9 × 102
M
pc2
(
Mcloud
106.5 M
)1/3 ( nmol
1000 cm−3
)2/3
, (20)
where we adopt nmol = 1000 cm−3 (see Section 2.3) and a cloud
mass of Mcloud = 106.5 M, which corresponds to the typical mass
of the largest giant molecular clouds observed in the Milky Way
(Murray 2011). Following Hutter et al. (2014), we compute the dif-
fuse gas column density as,
ΣdiffISM =
MdiffISM
pir2d
(21)
and the radius of the gas distribution as rd = 4.5 λ rvir (Ferrara et al.
2000), where rvir is the dark matter halo virial radius and λ = 0.04
is the mean value of the dark matter halo spin distribution. Finally,
under the assumption that dust is uniformly mixed with the gas, the
dust surface densities in the two phases can be derived as Σmcd =Dmc ΣmcISM and Σdiffd = Ddiff ΣdiffISM.
The dust extinction coefficient, kλ, depends on the grain size
distribution and on the optical properties of the grain species. Un-
fortunately, we still lack a model that is able to self-consistently
predict the evolution of the dust mass and extinction properties.
In the local Universe, the average dust extinction properties of the
4 This value can be also interpreted as the molecular cloud dissipation
timescale.
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Milky Way, the Large and Small Magellanic Clouds are different,
probably as a result of their different star formation and chemical
evolution histories (Cardelli et al. 1989; Pei 1992; Weingartner &
Draine 2001). At high redshifts, the SED of star forming galaxies
is generally modeled with the Calzetti et al. (1994) attenuation law,
although a steeper extinction curve, such as the SMC, often pro-
vides a better description (Reddy et al. 2010). Using a sample of
quasars at 3.9 ≤ z ≤ 6.4, Gallerani et al. (2010) inferred a mean ex-
tinction curve that is flatter than the SMC curve which is generally
applied to quasar at z < 4. They discussed the possibility that this
difference may indicate either a different dust production mecha-
nism at high redshift, or a different mechanism for processing dust
into the ISM and suggested that the same transitions may also apply
to normal, star-forming galaxies at z > 4. Indeed, at z ∼ 6 evidence
of an extinction law very similar to the one predicted by theoretical
models for dust formed in SN ejecta has been found in the spectra
of the reddened quasar SDSSJ1048+46 at z = 6.2 (Maiolino et al.
2004), the GRB050904 afterglow at z = 6.3 (Stratta et al. 2007)
and the GRB071025 at z ∼ 5 (Perley et al. 2010, see however Zafar
et al. 2010 for a different conclusion).
Since we do not know how the dust extinction properties
change with redshift, here we consider four different extinction
curves, that we show in Fig. 1: the SMC extinction curve (Wein-
gartner & Draine 2001; Pei 1992), the Calzetti model (Calzetti et al.
2000), the extinction curve derived for grains formed in SN ejecta
(Bianchi & Schneider 2007), and the mean extinction curve (MEC)
inferred by (Gallerani et al. 2010)5 The vertical solid line indicates
5 The MEC and Calzetti attenuation models have been normalized at λ =
the value λ = 1500 Å at which we compute the galaxy restframe
UV luminosity, and the shaded region identifies the wavelength
range where we compute the β slopes. In this range, the Calzetti,
SMC and MEC models show a smooth increase with λ−1, although
with a different slope. Conversely, the SN extinction curve shows a
spectral bump due to amorphous carbon grains (Bianchi & Schnei-
der 2007). Overall, we expect the MEC curve normalized to the SN
extinction coefficient at λ = 3000 Å to have the largest effect on
the restframe UV colours. In fact, the extinction coefficient per unit
dust mass for this model at 1500 Å is a factor ≈ 2.7 larger than the
one predicted by the Calzetti extinction curve.
3 RESULTS
In this section, we first present the physical properties of the sim-
ulated galaxies at 5 ≤ z ≤ 8, and we compute their intrinsic UV
luminosities and β slopes. We then explore the effects of dust ex-
tinction as predicted by different extinction models.
3.1 Physical properties of early galaxies
For each simulated galaxy, we first compute the absolute UV mag-
nitude at 1500 Å, MUV, and the β slope in the wavelength range
[1500−3000] Å, from the SED presented in Section 2.2. Hence, we
3000 Å to the values predicted by the SN and SMC and by the Milky Way
extinction curves, respectively.
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tude (λ = 1500Å). The different lines indicate the mean values at redshift
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assume that the UV emission produced by the stellar populations
does not suffer any extinction from interstellar dust. At each red-
shift, we distribute galaxies in different magnitude bins and com-
pute the resulting UV LF and the average colour, 〈β〉.
Fig. 2 shows a comparison between the model predictions and
a collection of observational data taken from the literature (see the
caption for details). At z ∼ 7− 8, the intrinsic LFs underpredict the
number of galaxies at the bright-end (with MUV ≤ −21) and at the
faint-end (with MUV ≥ −18). This is an effect of the limited volume
size and mass resolution of the simulation (see also Salvaterra et al.
2013). At lower z, the effect of numerical resolution is smaller, but
we do not find any galaxy with intrinsic MUV ≤ −23 in the simu-
lated volume. In a future study, we plan to apply this analysis to a
new simulation with a larger box size and a comparable mass res-
olution. In fact, our main interest is to increase the statistics at the
high-mass end, where we expect the effects of dust extinction to be
more prominent. Within these limitations, at z < 7 the number of
galaxies at the bright-end is larger than observed, as already dis-
cussed by Salvaterra et al. (2013); Dayal et al. (2013); Finkelstein
et al. (2015a) and Khakhaleva-Li & Gnedin (2016). We find that,
while the observed LF at z ∼ 8 is consistent with negligible dust
extinction, at z ∼ 5 observations seem to require significant dust
extinction at all luminosities brighter than MUV ∼ −18.
At all redshifts, the predicted intrinsic 〈β〉 slopes are much
bluer than observed, particularly at the bright end (bottom panels).
The simulated galaxies show similar colours at all luminosities,
with 〈β〉 ∼ −2.5, and only a very modest increase with cosmic time.
These colours are bluer than the β = −2.23 adopted in the Meurer
et al. (1999) relation (shown by the horizontal grey line), as already
noticed by Wilkins et al. (2012).
The above trends can be easily understood by looking at the
mean physical properties of the stellar populations in the simulated
galaxy samples. Fig. 3 shows the mass-averaged stellar age (up-
per panel) and metallicity (bottom panel) of the simulated galax-
ies at 5 ≤ z ≤ 8 as a function of their intrinsic UV magnitudes.
We find that galaxies with a given luminosity tend to be slightly
younger and less metal-enriched at higher redshift (80 Myr ≤
〈t∗〉 ≤ 160 Myr and 0.03 Z ≤ 〈Z∗〉 ≤ 0.06 Z for galaxies with
MUV = −20 and 5 ≤ z ≤ 8), and that the average stellar age and
metallicity increases with the intrinsic UV luminosity, showing a
larger dispersion of values for fainter galaxies with MUV ≥ −18.
However, their overall properties do not show a significant evolu-
tion with UV magnitude and redshift, consistent with their rela-
tively constant intrinsic UV colours.
Over the same UV luminosity and redshift range, the dust
mass in their ISM varies significantly. This is shown in Fig. 4,
where we plot the dust mass, Md, derived as explained in Section
2.3, and the dust-to-gas mass ratio, D, as a function of the intrin-
sic UV magnitudes. The dust mass increases with UV luminosity
and - for a given luminosity - galaxies become more dust-enriched
with cosmic time. As already discussed in Mancini et al. (2015), the
dust mass increases with stellar mass, hence with the intrinsic UV
luminosity. In low-mass galaxies, the dust mass has mostly a stel-
lar origin (SNe and AGB stars). In massive and chemically evolved
galaxies, grain growth becomes progressively more efficient, pro-
viding the dominant contribution to the total dust mass. Hence, the
dust mass in the molecular phase increases with galaxy luminos-
ity and becomes as large as the dust mass in the diffuse phase for
galaxies with intrinsic MUV < −20.
In Fig. 4 we also show the data and upper limits on the dust
mass inferred from observations at z ∼ 5.1−5.7 (Capak et al. 2015),
z ∼ 6.5 − 7 (Kanekar et al. 2013; Ouchi et al. 2013; Ota et al.
2014; Schaerer et al. 2015; Maiolino et al. 2015), z ∼ 7.5 (Watson
et al. 2015) and z ∼ 9.6 (Zavala et al. 2015, that we arbitrarily
report in the z ∼ 8 panel). Following Mancini et al. (2015), we
have estimated the dust mass from the observed mm flux assuming
optically thin emission, a dust emissivity kνres = k0(λ0/λres)
β (with
k0 = 0.77 cm2/gr, λ0 = 850 µm and β = 1.5, Ota et al. 2014), and
a dust temperature of 35 K. The resuting dust masses (shown as
starred data points) have been reported only for indicative purposes,
as a more meaningful comparison between model predictions and
observations is given in Section 4. While the predicted dust masses
are consistent with observations at z ∼ 5.1− 5.7 and with the upper
limits inferred at z > 6, the data reported by Watson et al. (2015),
and recently confirmed with deeper observations by Knudsen et al.
(2016), on the z = 7.5 galaxy A1689-zD1, requires more efficient
grain growth, as if the galaxy were characterized by a denser ISM
(Mancini et al. 2015; Michałowski 2015).
Due to their different gas content, the average dust-to-gas mass
ratio is smaller in the diffuse phase than in molecular clouds and,
in both phases,D grows with UV luminosity. Hence, we expect the
most massive galaxies, with the largest intrinsic UV luminosity, to
experience a larger degree of dust extinction. Yet, D shows a large
dispersion, particularly in the molecular phase, and galaxies with
the same intrinsic UV luminosity can be characterized by values of
D which differs by 2 - 3 orders of magnitudes, particularly at lower
z. At z . 6, galaxies with MUV ≤ −21 have dust masses which range
between 106 M and ≈ 5 × 107 M and dust-to-gas mass ratios in
the molecular phase that can reach values ofD ≥ 10−3. Conversely,
at z & 7, most of the simulated galaxies have Md < 106 M and
D < 10−4. On the basis of these results we expect dust extinction
to be more relevant for bright galaxies, particularly at z . 6, where
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Figure 4. The dust mass (top panels) and dust-to-gas mass ratio (bottom panels) as a function of the intrinsic UV magnitude of the simulated galaxies at
z ∼ 5, 6, 7, and 8 (from left to right). In each panel, we show the dust mass and dust-to-gas mass ratio in molecular clouds (orange dots) and in the diffuse
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the deviations between the intrinsic UV LF and the data, shown in
Figure 2, are more significant.
3.2 The effects of dust extinction on the UV luminosities and
colours
We first consider the simplest model of dust extinction from the dif-
fuse phase only, computing the optical depth using Eqs. (17)-(18)
with tesc = 0. In Fig. 5, we show the UV LF and CMR assuming the
SMC, the Calzetti, the SN and the MEC extinction curves. For ref-
erence, we also show the intrinsic UV LF and 〈β〉 colours discussed
in the previous section, assuming no dust extinction. It is clear that
dust extinction decreases the number of galaxies at the bright end,
particularly at z ≤ 6. The strongest effect is achieved using the
MEC-SN and SN curves, as these models predict the largest kλ at
λ = 1500 Å, followed by the SMC, the Calzetti and the MEC-SMC
curves (see Fig. 1). These different models have an even larger ef-
fect on the CMR, as this is sensitive to the shape of the extinc-
tion curve over the wavelength range 1500 Å ≤ λ ≤ 3000 Å. In
fact, while the SN, the Calzetti, and the MEC-SMC models intro-
duce only a mild reddening in the predicted colours, the SMC and
MEC-SN models increase the 〈β〉 creating a dependence on the UV
magnitude, with the brightest galaxies being redder than the fainter
ones. Hence, this analysis shows that estimating dust attenuation
from the observed β can lead to very different results depending on
the adopted extinction curve. A flat extinction curve in the UV can
hide a significant mass of dust under relatively blue colours. Over-
all, we find that - due to the lowD of the diffuse phase (see Fig. 4),
when tesc = 0 dust extinction introduces only a modest reddening
to the UV colours and it has a negligible effet on the LFs at z & 6.
We finally discuss the effects of dust extinction on young stel-
lar populations that are still embedded in their parent molecular
clouds, assuming tesc = 10 and 15 Myr in Eqs. (17)-(18). The re-
sults are shown in Fig. 6, where we have adopted the SMC ex-
tinction curve. For reference, we also report in the same figure the
intrinsic UV LF and colours as well as the results discussed above,
when tesc = 0. Not surprisingly, the longer the time young stel-
lar populations spend in their natal molecular clouds, the largest
is the effect of dust extinction, both on the bright-end of the lumi-
nosity function and on the β slopes (see also Forero-Romero et al.
2010). Due to the larger values of D in the molecular phase, the
predicted 〈β〉 for MUV = −20 galaxies at z ∼ 8 increases from
∼ −2.5 when tesc = 0 (essentially the intrinsic β value) to ∼ −2.3
when tesc = 10 − 15 Myr. The increasing efficiency of grain growth
causes MUV = −20 galaxies at z ∼ 5 to have 〈β〉 = −2.3 when
tesc = 0 and as large as −2 (−1.8) when tesc = 10 (15) Myr.
4 COMPARISONWITH OBSERVATIONS
In this section, we first compare the model predictions with the ob-
served UV LFs and CMR. Then, we analyze the origin of the scatter
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Figure 5. Predicted UV LF (top panels) and β slopes (bottom panels) at z = 5, 6, 7, and 8 (from left to right) assuming tesc = 0 and different dust extinction
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bottom panels show the value β = −2.23 adopted in the Meurer et al. (1999) relation. A coloured version of this figure is available online.
around the CMR and the stellar mass - UV luminosity relation at
different z. Finally, we compute the IRX and dust attenuation fac-
tors as a function of β.
4.1 UV luminosity function and Colour-Magnitude-Relation
To compare the predicted LFs and CMR with the observed ones we
follow Bouwens et al. (2014, 2015) and adopt the same procedure
to compute the LFs and 〈β〉 from the synthetic galaxies SEDs.
At each redshift, filters sample different ranges of the rest-
frame galaxy SED. To be consistent with Bouwens et al. (2014),
we use the z850, Y105 and H160 filters for galaxies at z ∼ 5, Y105
and H160 filters for z ∼ 6, H160 and J125 filters for z ∼ 7 and
H160 and JH140 filters for z ∼ 86. To compute the AB magnitude
at each filter, we first define the pivot wavelength of a given filter a
with transmission Tλ as,
λap =
√√ ∫ +∞
−∞ λTλ(λ) dλ∫ +∞
−∞ Tλ(λ)/λ dλ
. (22)
Then, we compute the weighted filter flux Fa for a source at redshift
z with a given flux fλ as,
Fa =
∫ +∞
−∞ λ f (λ/(1 + z)) T (λ) dλ∫ +∞
−∞ λT (λ) dλ
. (23)
6 With z850, Y105, J125, JH140 and H160 we refer to HST filters F850LP,
F105W, F125W, F140W and F160W, respectively.
Finally, we define the absolute AB magnitude as,
MaAB = −2.5 log10
 Fa
erg s−1 Å
−1
(
λap
Å
)2
(1 + z)−2
 − 97.78. (24)
The β slopes at z ∼ 5 are computed as a least-square linear fit on
the three filters, wheras at higher z we use the relation7,
β =
log10(Fa/Fb)
log10(λap/λbp)
. (25)
The first step is slightly different from the method adopted by
Bouwens et al. (2014), where they use the effective wavelength
assuming a power spectrum of ∝ λ−2 instead of the pivot wave-
length. Finally, to compare with the LFs computed by Bouwens
et al. (2015), we evaluate the AB magnitude at 1600 Å assuming a
spectral slope given by the corresponding photometric β.
The results are plotted in Fig. 7. Model predictions at 5 ≤
z ≤ 8 are obtained assuming the SMC extinction curve and tesc =
10 (orange curve) and 15 Myr (green curve). The shaded regions
represent Poissonian errors associated to each magnitude bin. In
the bottom panels we show the results of the systematic analysis by
Bouwens et al. (2014, blue data points) and the corresponding best-
fit relation (black dot-dashed lines). For comparison, we also report
data from Wilkins et al. (2011), Finkelstein et al. (2012), Bouwens
et al. (2012), Dunlop et al. (2012, 2013), and Duncan et al. (2014),
all shown with grey data points. At z ∼ 8, current observations of
the β slopes are highly uncertain, due to the small sizes of galaxy
samples and photometric uncertainties introduced by the limited
7 To estimate the error introduced by this procedure, we compute the pho-
tometric β for synthetic spectra with known β in the range -3 and 0 and we
find that the difference between the photometric determination and the input
value is always less than 2%.
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filter separation. The grey shaded region in the z ∼ 8 bottom panel
shows the CMR relation obtained extrapolating the lower-z slope
and the best-fit intercept at z ∼ 8 (Bouwens et al. 2014).
Although both models appear to well reproduce the trend of
an increasing reddening with luminosity observed by Bouwens et
al. (2014) at 5 ≤ z ≤ 7, at the brightest luminosities the statis-
tics is too poor for a meaningful comparison. At each redshift, we
identify a limiting luminosity above which the number of sources
per magnitude bin is < 10, and we illustrate the corresponding
magnitude range with dashed lines. To better populate this lumi-
nosity range, a larger simulation volume would be required. In
fact, at 5 . z . 6 the number of simulated galaxies with intrin-
sic −23 ≤ MUV ≤ −20.5 ranges between 40 and 65. These are
the galaxies which suffer the largest dust extinction, with 〈AUV〉 ∼
1.7 (1.1) at z ∼ 5 (6), and are observed at −21.3 ≤ MUV ≤ −18.8
(−21.9 ≤ MUV ≤ −19.4). Extrapolating these trends, we predict the
brightest galaxies observed at z ≤ 6 with MUV . −22 to be massive
(Mstar > 5×1010 M) and dust-enriched (Mdust > 108 M), with typi-
cal AUV > 1.7, consistent with their relatively red observed colours,
〈β〉 ∼ −1.5 (see Fig. 11).
We conclude that while the ISM dust has a negligible effect on
the galaxy UV LFs at z ∼ 7 and 8, it reduces the number of galaxies
with MUV ≥ −18 and ≥ −19 at z ∼ 5 and 6 to values in very
good agreement with observations. The CMR and its dependence
on z is sensitive to the extinction properties of the grains and to
the dust distribution in the ISM. In particular, the observed trends
suggest a steep extinction curve in the wavelength range 1500 Å ≤
λ ≤ 3000 Å, and that stars with age ≤ 15 Myr are embedded in
their dense molecular natal clouds and their UV luminosity suffers
a larger dust extinction.
When the grains are assumed to follow the MEC normalized
to the SN extinction coefficient at λ = 3000Å (see the curve shown
in Fig.1), the number of galaxies with MUV ≤ −19 at z ∼ 5 is too
small compared to the observed LF. Conversely, if the MEC is nor-
malized to the SMC extinction coefficient at λ = 3000Å, the flatter
slope at shorter wavelenghts reduces the predicted 〈β〉, at odds with
observations. A better agreement is found if, following Gallerani
et al. (2010), the MEC is assumed to reflect a population of grains
with intermediate properties between SN and SMC dust, and we
adopt a normalization factor equal to kMEC = (1− p) kSMC + p kSN at
3000 Å. Current observations do not allow to discriminate between
the SMC and MEC models if p ≤ 40%. It is interesting to note
that evidence for an SMC-like extinction curve being preferred for
galaxies at high-z has been reported in many recent observational
studies (Tilvi et al. 2013; Oesch et al. 2013; Capak et al. 2015;
Bouwens et al. 2016).
Independently of the grain properties, the observed CMR re-
quires dust evolution models in a 2-phase ISM, where SNe and
AGB stars contribute to dust enrichment, dust grains grow their
mass in dense molecular clouds, and are destroyed by SN shocks
in the diffuse phase.
This conclusion is further strengthened by comparing our re-
sults with the recent studies by Shimizu et al. (2014), Finkelstein
et al. (2015, see in particular their Section 7), and Khakhaleva-Li
& Gnedin (2016). In these studies, the dust-to-gas mass ratio has
been assumed to simply scale with the gas metallicity. In Shimizu
et al. (2014), they reproduce the observed UV-luminosity function
and β evolution with redshift at z ≥ 7 by adjusting the dust-to-
metal mass ratio, the effective radius of the dust distribution, and
a parameter which controls the relative dust/star geometry. In the
semi-analytical models that Finkelstein et al. (2015a) compare with
observations, a dust slab model is adopted and the normalization of
the dust optical depth is assumed to be ∝ exp(−z/2) to obtain a rea-
sonably good fit to the observed UV-LFs at z ≥ 5. They suggest that
this scaling may be physically interpreted as due to an evolution of
the dust-to-metal ratio or of the dust geometry. Our model allows
to predict the redshift and luminosity dependence of the dust op-
tical depth, with the only free parameter being the residence time
of young stars in molecular clouds. Finally, using a dust radiative
transfer model, Khakhaleva-Li & Gnedin (2016) reproduce the ob-
served UV-LFs at z ∼ 6 and 7, but their predictions are inconsistent
with the data at z ∼ 8 and lead to colour-magnitude relations that
are shallower than observed. In their model dust is assumed to scale
with metallicity and to be instantaneously sublimated in ionized re-
gions. While the latter is certainly a reasonable assumption, it is not
enough to capture the complex dynamical interplay between dust
formation and destruction in the different phases of the ISM, which
is ultimately responsible for the observed evolution with redshift
and luminosity of dust extinction.
4.2 Scatter in the β − MUV and Mstar − MUV relations
High-z galaxy samples show a considerable scatter in the measured
β slopes, even after accounting for observational effects (Castellano
et al. 2012; Bouwens et al. 2014; Rogers et al. 2014). Studying
the distribution of galaxy colours at different redshifts can provide
interesting indications on the origin and evolution of the CMR.
Fig. 8 shows the predicted distribution of galaxy colours at
z ∼ 5, 6, 7, and 8 as a function of the UV magnitude, assuming the
SMC extinction curve and tesc = 15 Myr. Each data point repre-
sents an individual galaxy, colour-coded depending on the mass of
dust present in its ISM. The shaded regions show the 1 − σ scatter
around the CMR shown in Fig. 7 (green line) using the same UV
magnitude bins. The amount of scatter in the colour distribution
increases with cosmic time, as a result of the progressively larger
degree of dust enrichment. At each z, the scatter in the colour distri-
bution increases with luminosity, as the brightest galaxies are also
more massive and dust enriched. This is consistent with the analy-
sis of Rogers et al. (2014) of a galaxy sample at z ∼ 5, where they
find an increasing width of the colour distribution towards brighter
galaxies. We find that there is a minimum value of β that grows
with UV luminosity as a consequence of a minimum level of dust
enrichment produced by stellar sources. This effect is independent
of z but the number of galaxies at the bright end grows with time.
At each z, galaxies with the reddest colours can have largely dif-
ferent luminosities: for a given β slope, the brightest galaxies are
generally dustier. At z . 6, sources with luminosities in the range
−18 ≤ MUV ≤ −19, where we have adequate statistics, appear
to be a mix of intrinsically faint blue galaxies and of red objects
which have suffered strong dust extinction. The latter population
grows with cosmic time as a result of progressively more efficient
grain-growth in their ISM.
Fig. 9 shows that the population of dusty, UV-faint galaxies at
z ∼ 5 and 6 lie off the mean Mstar −MUV relations inferred from ob-
servations at comparable and higher-z (Gonza´lez et al. 2011; Dun-
can et al. 2014; Grazian et al. 2015; Schaerer et al. 2015; Song et al.
2016)8 Using deep optical and infrared imaging provided by HST,
8 Systematic uncertainties associated with sample selection and stellar
mass estimation lead to large discrepancies between different observational
studies, even when using the same data set (Song et al. 2016). At higher
redshift, the scatter is reduced and the simulated galaxies follow a tighter
Mstar − MUV relation. This may be an evolutionary effect, as z ∼ 7 and
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Figure 8. Predicted β slopes as a function of the UV magnitude at z ∼ 5, 6, 7 and 8 (from left to right). Each data point represents a galaxy and it is colour-coded
according to the mass of dust in the ISM (colour scale on the right). We have assumed the SMC extinction curve and tesc = 15 Myr. The grey shaded regions
show the 1-σ scatter around the CMR shown in Fig. 7. A coloured version of this Figure is available online.
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Figure 9. Same as Fig. 8 but for the stellar mass. In each panel, the solid line is the best-fit relation for the simulated galaxies and the other lines show the
relations inferred from observational data by Gonza´lez et al. (2011), Grazian et al. (2015), Schaerer et al. (2015) and Song et al. (2016). A coloured version of
this Figure is available online.
Spitzer and the VLT in the CANDELS-UDS, GOODS-South and
HUDF, Grazian et al. (2015) show that the data at 3.5 < z < 4.5 are
consistent with a constant mass-to-light ratio but with a consider-
able scatter. In particular, they find a population of relatively faint
8 galaxies have experienced limited dust enrichment. However, due to the
limited volume of our simulation, we can not exclude that massive, dusty,
UV faint galaxies may have formed at these redshifts. Interestingly, there
are observational evidences for massive, red galaxies at z ∼ 4 − 5 (Grazian
et al. 2015; Song et al. 2016).
galaxies (with MUV ∼ −18) with masses Mstar ∼ 1011 M, which
can be comparable in number to UV bright galaxies with the same
stellar mass. Because of their red colours, these galaxies can not be
selected by standard LBG criteria based on UV rest-frame colours.
The difference between the galaxy stellar mass function inferred
from UV-selected star forming galaxies by Gonza´lez et al. (2011)
and the mass function derived by Duncan et al. (2014) and Grazian
et al. (2015) has been interpreted as due to a growing contribution
of massive dusty galaxies at z . 5.5. While at higher redshifts there
is better agreement, this may be due to a selection effect and the
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Figure 10. The IR excess as a function of UV slope β for the simulated galaxies at z ∼ 5, 6, 7 and 8 (from left to right). Each data point represents a galaxy
and it is colour-coded according to the mass of dust in the ISM (colour scale on the right). We have assumed the SMC extinction curve and tesc = 15 Myr.
The black solid lines show the Meurer et al. (1999) correlation with β0 = −2.5, the blue dashed lines show the relation inferred by Talia et al. (2015), and the
magenta solid lines the relation predicted for the SMC extinction curve. The data points at z ∼ 5 represent the ALMA detected (green squares) and ALMA
non detected (orange triangles) sources reported by Capak et al. (2015). The upper limits shown in all panels with light green triangles are the results recently
reported by Bouwens et al. (2016) for galaxies at z ∼ 4 − 10 (see text). A coloured version of this Figure is available online.
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Figure 11. Same as Fig. 10 but for the dust attenuation factor at 1500 Å. A coloured version of this Figure is available online.
epoch of appearance of massive dusty galaxies may require future
deep infrared surveys (Grazian et al. 2015).
4.3 The IR excess
Dust attenuation of star forming galaxies at high redshift is com-
monly evaluated using methods based on the observed correlation
between the spectral slope β and the infrared excess, IRX (Meurer
et al. 1999). The latter is defined as the ratio between the IR to UV
fluxes (at λ = 1600 Å), IRX = Log FIR/F1600 and it is a measure of
dust absorption. Hence the IRX-β relation shows that dust absorp-
tion is correlated to UV reddening and provides a powerful tool
to reconstruct the unattenuated UV flux when only UV rest-frame
data is available. The original idea was proposed by Meurer et al.
(1999) using a sample of local starbursts from which the following
relations were derived:
IRX = Log(100.4A1600 − 1) + 0.076 ± 0.044, (26)
and
A1600 = 4.43 + 1.99 β, (27)
where A1600 = 1.086 τ1600 is the dust attenuation at 1600 Å and the
dispersion on the fit was 0.55 mag in A1600 and 0.28 on β (Meurer
et al. 1999). The relation obviously depends on the intrinsic spec-
trum of the sources and on the extinction curve. The zero point of
the relation implies that the intrinsic spectral slope of the sources is
assumed to be β0 = −2.23. This value has been reported as a grey
solid line in Figs. 5 - 7 to show that all the simulated galaxies at
5 ≤ z ≤ 8 have bluer intrinsic colours. Indeed, modifications of the
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original relation to account for the lower metallicities and younger
ages of galaxies at high redshift have been proposed in the litera-
ture. Using a small sample of galaxies at z ∼ 2.8 − 3 with deep
IR observations and measured spectroscopic metallicities from the
CANDELS+HUGS survey, Castellano et al. (2014) derived the re-
lation A1600 = 5.32 + 1.99 β. This implies a value of the intrinsic
slope β0 = −2.67, consistent with the sub-solar metallicities and
young ages inferred for their sample galaxies. In Figs. 10 and 11 we
show the Meurer et al. (1999) relation modified assuming a value
of β0 = −2.5, the mean intrinsic colours of the simulated galaxies
(solid black lines). In the same figures, we also show the much flat-
ter relations derived by Talia et al. (2015) using the UV spectra of a
sample of 62 IR-selected galaxies at 1 < z < 3 (blue dashed lines),
which is more consistent with the relation inferred by Pettini et al.
(1998) for the SMC extinction curve (solid magenta lines). The in-
ferred IRX - β is known to depend on the galaxy sample selection
method. While UV and optically selected samples distribute sys-
tematically lower than starbursts on the IRX - β plane (Cortese et al.
2006; Boissier et al. 2007), two different distributions are found
in IR-selected samples. Luminous and Ultraluminous IR galaxies
distribute above the Meurer et al. (1999) relation (Goldader et al.
2002; Takeuchi et al. 2010; Howell et al. 2010; Reddy et al. 2010;
Overzier et al. 2011; Casey et al. 2014; Forrest et al. 2016), quies-
cent star forming galaxies distribute below it (Takeuchi et al. 2010;
Buat et al. 2012; Talia et al. 2015).
The figures also show the simulated galaxies at 5 ≤ z ≤ 8,
colour-coded depending on the level of dust enrichment. We have
assumed the SMC extinction curve and tesc = 15 Myr. For each
galaxy, we compute the IRX at 1500 Å assuming that all the ab-
sorbed UV radiation is re-emitted in the IR. We account also for
the contribution of resonantly scattered Lyman-α photons, which is
estimated to be 7% of the UV radiation (Khakhaleva-Li & Gnedin
2016).
At z ∼ 7 and 8, we find that all the simulated galaxies are
characterized by an IRX considerably smaller than that predicted
by the Meurer et al. (1999) relation, and are consistent with that
predicted for the SMC and the one derived by Talia et al. (2015).
However, a second population of dusty galaxies appears at z . 6,
which progressively shifts towards the Meurer et al. (1999) relation,
although with a large scatter. This is the same population that lies
off the stellar mass - UV luminosity relation shown in Fig. 9 and
that dominates the scatter in the colour distribution shown in Fig. 8.
Our analysis suggests that lower stellar mass and less chemically
mature galaxies at high-z are characterized by smaller IRX and
A1500 than implied by the Meurer et al. (1999) relation for galax-
ies with the same colours. Their ISM dust is mostly contributed by
stellar sources and their dust attenuation is smaller, consistent with
what has been found for young (< 100 Myr) LBGs at z ∼ 3 by
Siana et al. (2009) and Reddy et al. (2010), and more recently by
(Bouwens et al. 2016) using ALMA 1.22 mm-continuum observa-
tions of a 1 arcmin2 region in the Hubble Ultra Deep Field. How-
ever, we find that massive and more chemically evolved galaxies,
where grain growth in dense gas increases the mass of ISM dust,
introduce a considerable scatter in the IRX at a given UV contin-
uum slope. At z ∼ 5.25, galaxies with −2 < β < −1.5 can have
IRX in the range 0.3 - 4 and it is very hard to infer the proper dust
attenuation factor from the UV slope alone (see Fig.11).
In Fig. 10 we also show the IR excess of z ∼ 5.1−5.7 galaxies
inferred by Capak et al. (2015), which have been argued to be sig-
nificantly more dust-poor and less IR-luminous than lower z galax-
ies with similar UV colours. To be consistent with the data points
shown in Fig.4, we have computed the IRX values of the Capak
et al. (2015) sources, from their measured (or upper limits) 158 µm
flux, adopting a modified black body spectrum with emissivity in-
dex β = 1.5 (Ota et al. 2014) and a dust temperature Td = 35 K, as
described in Section 3.1. This yields values of the FIR emissivities
that are 25% larger, but consistent within the errors, with the ones
reported by (Capak et al. 2015, see their Table 5). We find that simu-
lated galaxies which follow the SMC and the Talia et al. (2015) cor-
relations at the same z are marginally compatible with the IRX of
the ALMA detected sources (green squares), given the large uncer-
tainties on their β slopes. However, the simulated galaxies with IRX
compatible with the upper limits inferred for the ALMA undetected
sources (orange triangles) have significantly bluer colours, consis-
tent with their low dust content. Our study confirms that it is diffi-
cult to explain the low IRX of the Capak et al. (2015) sources, un-
less their β slopes have been overestimated or the dust temperature
(hence the FIR flux) has been underestimated. A similar conclusion
applies to the recent results reported by Bouwens et al. (2016) using
stacked constraints on the IRX for a sample of z ∼ 4 − 10 galaxies
of the HUDF obtained with deep 1.2 mm-continuum observations
(see the upper limits in Fig. 10). A more detailed analysis of these
latest findings is deferred to a future study.
5 CONCLUSIONS
The main goal of the present study is to provide a consistent frame-
work to interpret the observed evolution of the UV LFs and galaxy
colours over the redshift range 5 ≤ z ≤ 8. To this aim, we have used
a semi-numerical approach to post-process the output of a cosmo-
logical simulation with a chemical evolution model with dust. Our
approach allows us to follow dust enrichment by stellar sources
(SNe and AGB stars), dust destruction in the diffuse gas by SN
shocks, and grain growth in dense molecular clouds. The model has
already been applied by Mancini et al. (2015) to interpret current
observational constraints on the dust mass inferred from ALMA
and Plateau de Bure observations of normal star forming galaxies
at z > 6. Here we extend the analysis to investigate how dust prop-
erties affect the UV LFs and galaxy colours at high-z. Our main
findings can be summarized as follows:
• The comparison between model predictions and observations
at 5 . z . 8 shows that, while the ISM dust has a negligible effect
on the galaxy UV LFs at z ∼ 7 and 8, it reduces the number of
galaxies with MUV ≥ −18 and ≥ −19 at z ∼ 5 and 6 to values in
very good agreement with observations. The observed CMR and its
dependence on z suggest a steep extinction curve in the wavelength
range 1500 Å ≤ λ ≤ 3000 Å, and that stars with age ≤ 15 Myr
are embedded in their dense molecular natal clouds and their UV
luminosity suffers a larger dust extinction.
• The scatter in the colour distribution around the mean CMR
increases with luminosity and cosmic time, consistent with obser-
vations. At z . 6, galaxies with −19 ≤ MUV ≤ −18 (where we have
adequate statistics, given our simulation volume and resolution) are
a mix of intrinsically faint blue galaxies and of red objects which
have suffered strong dust extinction. The latter population grows
with time, as a result of more efficient grain-growth in their ISM,
and lie off the mean Mstar − MUV relation inferred from observa-
tions at z ∼ 5, and 6. This is supported by the recent evidence for a
population of massive UV-faint objects that makes a non negligible
contribution to the stellar mass function at z . 5.5 (Grazian et al.
2015).
• By analyizing the properties of the simulated galaxies in the
IRX - β plane, we find that young, less massive galaxies, where
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the ISM dust is mostly contributed by stellar sources, follow a rela-
tion which is much flatter than the commonly adopted Meurer et al.
(1999) relation, consistent with their steep extinction curve. Mas-
sive dusty galaxies, which have experienced efficient grain growth
in their ISM, introduce a considerable scatter in the IRX at a given
UV continuum slope, slowly shifting towards the Meurer et al.
(1999) relation at z . 6.
• At z ∼ 7 and 8, dust attenuation factors are better estimated
assuming a flatter IRX - β relation, such as the one recently inferred
by Talia et al. (2015) or predicted for the SMC curve (Pettini et al.
1998). At z . 6, it is very hard to infer the proper dust attenuation
from the UV slope alone, as galaxies with −2 < β < −1.5 can have
vastly different IRX.
Our analysis suggests that the total star formation rate density
at high-z may be overestimated if dust attenuation factors are de-
rived using the Meurer et al. (1999) relation, and that more realistic
dust correction for young galaxies, which have not yet experienced
major dust enrichment, can be derived from their UV colours using
a flatter IRX - β relation, such as the one inferred by Talia et al.
(2015) or implied by the SMC curve. However, once grain growth
starts to dominate dust enrichment, a population of massive, dusty,
and UV faint galaxies appears at z . 6. These galaxies increase
the scatter in the β − MUV, Mstar − β and IRX - β planes and slowly
shift towards the Meurer et al. (1999) relation.
We do not find dusty, massive, UV-faint galaxies at z ∼ 7 and
8, but we can not exclude this to be an effect of the limited volume
of our simulation. In fact, at the same redshifts we also underpre-
dict the bright-end of the observed UV LFs, even assuming no dust
extinction. Despite these limitations, our study shows that current
high-z observations on the evolution of galaxy colours already pro-
vide important constraints on the nature of dust and on its complex
evolution and spatial distribution in the interstellar medium. The
next mandatory step is to incorporate these processes directly into
numerical simulations.
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