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A COUNTEREXAMPLE RELATED TO THE REGULARITY
OF THE p-STOKES PROBLEM
MARTIN KRˇEPELA AND MICHAEL RU˚ZˇICˇKA
Abstract. In this paper we construct a solenoidal vector field u belonging to W 2,q(Ω) ∩
W
1,s
0 (Ω), s ∈ (1,∞), q ∈ (1, n), such that (1 + |Du|)
p−2, p ∈ (1, 2)∪ (2,∞), does not belong
to the Muckenhoupt class A∞(Ω). Thus, one cannot use the Korn inequality in weighted
Lebesgue spaces to prove the natural regularity of the p-Stokes problem.
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1. Introduction
The question of full natural regularity for the p-Stokes system
− divS(Du) +∇π = f in Ω,
divu = 0 in Ω,
(1)
is still not completely solved in the three- and higher-dimensional situation. Here Ω ⊂ Rn,
n ≥ 2, is a bounded domain. The unknowns are the velocity vector field u = (u1, . . . , un)⊤
and the scalar pressure π, while the external body force f = (f1, . . . , fn)
⊤ is given. The extra
stress tensor S depends only on Du := 12(∇u + ∇u⊤), the symmetric part of the velocity
gradient ∇u. Physical interpretation and discussion of some non-Newtonian fluid models can
be found, e.g., in [14], [25], [26]. The relevant example which we have in mind is:
S(Du) = µ(δ + |Du|)p−2Du , (2)
with p ∈ (1,∞), δ > 0, and µ > 0. We restrict ourselves to the case µ = δ = 1. However, the
arguments in our paper can be adapted such that the results also hold for δ > 0.
Analogously to the regularity theory of nonlinear elliptic systems (cf. [1], [22], [23]), the
natural regularity for solutions of (1) is
F(Du) ∈W 1,2(Ω) , (3)
where
F(Du) :=
(
1 + |Du|) p−22 Du . (4)
Note that for n = 2 the regularity problem for (1), and even for the p-Navier–Stokes prob-
lem, is solved (cf. [24]). In the following, we concentrate on the three-dimensional situation,
i.e., n = 3. Using the standard approach of divided differences, one can show that weak so-
lutions of (1) satisfy F(Du) ∈W 1,2loc (Ω). From this it immediately follows that (3) is fulfilled
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for periodic boundary conditions. Unfortunately, it is the only situation where this optimal
result is known. Despite various efforts (cf. [19], [4], [20], [5], [16], [8], [15], [6], [7], [10], [9],
[13]), full regularity near the boundary is still an open problem for the p-Stokes system (1)
completed with zero Dirichlet boundary conditions. Many of the existing papers essentially
prove that, under appropriate assumptions on the regularity of the boundary, for some q < 2
depending on p there holds
ξ ∂τF(Du) ∈ L2(Ω) , ξ ∂νF(Du) ∈ Lq(Ω) , (5)
where ∂ν is the local normal derivative, ∂τ a local tangential derivative and ξ ∈ C∞0 (R3) an
appropriate cut-off function with support near the boundary ∂Ω. The precise definition of
these quantities using a local description of the boundary as a graph can be found, e.g., in
[13]. Note that one can easily derive from (5) that u ∈ W 2,r(Ω), for some r depending on
p, i.e., regularity in terms of Sobolev spaces. Some of the above mentioned papers prove the
Sobolev space regularity directly. All of these papers also contain certain statements about
the regularity of the pressure gradient.
The reason for the non-optimality of the results near the boundary lies in a subtle inter-
play between the dependence of the elliptic operator on the symmetric part of the velocity
gradient and the divergence constraint resulting in the appearance of the pressure gradient.
If these difficulties are separated, one can prove better results. If (1) is considered without
the divergence constraint and the resulting pressure gradient, it is proved in [29], [12] that
(3) holds for p ∈ (1, 2). If (1) is considered with S depending on the full velocity gradient
∇u, it is proved in [17] that u ∈W 2,r(R3) ∩W 1,p0 (R3) for some r > 3, provided p < 2 is very
close to 2. On the other hand, it is pointed out in [9], [13] that a Korn-type inequalityˆ
Ω
(1 + |Du|)p−2|∇∂τu|2 dx ≤ c
ˆ
Ω
(1 + |Du|)p−2|D∂τu|2 dx (6)
would yield the desired optimal results. However, the validity of (6) is not known. It would
be granted if a stronger assertion held true, namely the Korn inequality in the weighted
Lebesgue space L2ω(Ω) with ω = (1 + |Du|)p−2. The validity of the Korn inequality in
Lebesgue spaces is proved in [28], and in weighted Lebesgue spaces with Muckenhoupt weights
in [18]. In the weighted case, the proof is based on the continuity of the maximal operator
in weighted Lebesgue spaces. This, in turn, is equivalent to the condition that the weight
is a Muckenhoupt weight (cf. [27]). The purpose of this paper is to construct a solenoidal
vector field u ∈ W 1,p0 (Ω) satisfying (3) but such that (1 + |Du|)p−2 does not belong to any
Muckenhoupt class for any p 6= 2 (cf. Theorem 5).
2. Counterexample
Throughout the paper we use the standard notation for Lebesgue and Sobolev spaces. We
write f . g if there exists a positive constant c, depending only on irrelevant parameters,
such that f ≤ c g. Moreover, we write f ≈ g if both f . g and g . f are satisfied.
Let us start with a technical lemma which loosely follows the ideas of standard covering
theorems of Vitali or Besicovitch (cf. [21, Section 1.5]) It will ensure that the constructed
vector field will be a counterexample on every open subset of Ω.
Lemma 1. Let n ≥ 2 and let Ω ⊂ Rn be a bounded or unbounded domain. Then there exists
a countable system of nonempty balls {El}l∈N contained in Ω and satisfying the following
conditions:
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(i) the set of all centers of the balls El is dense in Ω;
(ii) supl∈N
diamEl+1
diamEl
< 12 ;
(iii) if k, l ∈ N satisfy1 ⌊ 3
√
l⌋ ≤ k < l, then Ek ∩ El = ∅.
Proof. Let {xi}i∈N be a dense sequence of points in Ω. Choose a sufficiently small ̺ ∈ (0, 12 )
so that B(x1, ̺) ⊂ Ω and Ω \ B(x1, ̺) 6= ∅, and define E1 := B(x1, ̺). Next, let l ∈ N and
suppose that the balls Ek are defined for all k = 1, . . . , l so that the open set
Gl := Ω \
l⋃
k=⌊ 3√l+1⌋
Ek
is not empty. Since {xi} is dense in Ω and Gl ⊂ Ω, there exists the minimal index i ∈ N
such that xi ∈ Gl and xi is not a center of any ball Ek, k = 1, . . . , l. The set Gl is open,
hence we can choose a sufficiently small number δ ∈ (0, ̺diamEl) such that B(xi, δ) ⊂ Gl
and Gl \B(xi, δ) 6= ∅. Then we define El+1 := B(xi, δ). Notice that
Gl+1 := Ω \
l+1⋃
k=⌊ 3√l+2⌋
Ek ⊃ Ω \
l+1⋃
k=⌊ 3√l+1⌋
Ek = Gl \El+1 6= ∅.
The process continues by induction, generating the system {El}l∈N.
From the construction it follows that diamEl+1 ≤ ̺diamEl for all l ∈ N. Since ̺ < 12 , this
gives the property (ii). As a consequence, we also get diamEl ↓ 0 as l→∞.
In the (l+1)-st step of the construction, El+1 is defined so that El+1 ⊂ Gl, hence {El}l∈N
has the property (iii).
It remains to prove (i). Let x ∈ Ω and ε > 0. Thanks to the density of {xi}i∈N there exists
an i ∈ N such that |x−xi| < ε. If xi is a center of a ball from the system {El}, we are finished.
Suppose that it is not the case. We claim that this means that there exists l0 = l0(i) ∈ N
such that for every l ≥ l0 we have xi /∈ Gl. Indeed, if xi ∈ Gl and xi is not chosen as the
center of El+1, then there is an x
m ∈ Gl with m < i which was not yet chosen as the center of
a ball Ek and which becomes the center of El+1. This situation may occur only (i− 1) times
before i becomes the smallest index such that xi was not yet used as the center of some Ek.
Hence, for all sufficiently large l ∈ N we get xi /∈ Gl. It yields xi ∈
⋃l
k=⌊ 3√l+1⌋Ek, and thus
xi ∈ Ek0 for some k0 ≥ ⌊ 3
√
l + 1⌋. This and diamEl ↓ 0, imply that for a sufficiently large l
we get |xi−y| < ε, where y is the center of Ek0 . Therefore, |x−y| ≤ |x−xi|+ |xi−y| < 2ε
and the proof is finished. 
The following proposition is a special case of [2, Lemma 2.3].
Proposition 2. Assume that 2 ≤ n < q < ∞ and that Ω ⊂ Rn is a bounded C1,1 domain.
Let g ∈ W 1− 1q ,q(∂Ω) be a vector field such that g · ν = 0 on ∂Ω, where ν denotes the outer
unit normal of ∂Ω. Then there exists a vector field h ∈ W 2,q(Ω) such that divh = 0 in Ω,
Tr∂Ω h ≡ 0 and ∂νh = g on ∂Ω.
Proposition 3. Assume that 2 ≤ n < r < ∞ and that Ω ⊂ Rn is a bounded C1,1 domain.
Then there exists a vector field w : Ω→ Rn such that w ∈W 2,r(Ω)∩W 1,∞0 (Ω), both |∇w| ≤ 1
and divw = 0 hold in Ω, and Tr∂Ω∇w 6≡ 0.
1We use the notation ⌊z⌋ := max{n ∈ N
∣
∣n ≤ z}.
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Proof. At any point x = (x1, . . . , xn)
⊤ ∈ ∂Ω define ϕ(x) := x1. Following [3, Examples 4.2.2,
4.2.4], one can verify that ϕ : ∂Ω → R is a C1,1 function and as such it satisfies that the
gradient vector field2 gradϕ ∈ C0,1(∂Ω) and gradϕ · ν = 0 on ∂Ω. (Notice that in [3] only
the smooth situation for surfaces in R3 is treated. However, the regularity conditions treated
here may be obtained by a careful tracking of the calculations in [3], which can be easily
generalized to the general case of a hypersurface in Rn.) Moreover, ϕ is not constant on its
domain. (This may be verified using the fact that Ω is a (nonempty) bounded C1,1 domain.)
Now we can take 0 6≡ g := gradϕ ∈ C0,1(∂Ω), and get
‖g‖
W 1−
1
r ,r
=
(
‖g‖Lr(∂Ω) +
ˆ
∂Ω
ˆ
∂Ω
|g(x) − g(y)|r
|x− y|r+n−2 dS(x) dS(y)
) 1
r
≤
(
‖g‖L∞(∂Ω) + Cg
ˆ
∂Ω
ˆ
∂Ω
1
|x− y|n−2 dS(x) dS(y)
) 1
r
.
A standard calculation yields that the expression on the second line is bounded by a constant
depending on ‖g‖L∞(∂Ω) and the Lipschitz constant Cg of g. Hence, we have shown that
g ∈W 1− 1r ,r(∂Ω).
Proposition 2 now provides a function h ∈ W 2,r(Ω) ∩W 1,∞0 (Ω) satisfying divh = 0 in Ω
and ∂νh = g 6≡ 0 on ∂Ω. (We have used the embedding W 2,r ⊂ W 1,∞.) Then the function
w := h‖∇h‖∞ satisfies |∇w| ≤ 1 in Ω. (This indeed can be stated at every point of Ω since
∇w ∈W 1,r(Ω) admits a continuous representative therein.) Finally, since ∂νw = g‖∇w‖∞ 6≡ 0
on ∂Ω, it is verified that Tr∂Ω∇w 6≡ 0 on ∂Ω. 
Before formulating the main result we recall when a weight ω belongs to a Muckenhoupt
Ap class.
Definition 4. Let Ω ⊂ Rn, p ∈ (1,∞), p′ := p
p−1 and let ω be a weight function, i.e., a locally
integrable non-negative function on Rn. We say that ω satisfies the Ap condition on Ω if
sup
B⊂Ω
 
B
ω(x) dx
( 
B
ω1−p
′
(x) dx
)p−1
<∞,
where B ⊂ Ω are balls. We denote by Ap(Ω) the class of all weights satisfying this condition.
Furthermore, we say that ω ∈ A∞(Ω) if ω ∈
⋃
p>1Ap(Ω).
Theorem 5. Let n ≥ 2 and Ω ⊂ Rn be a bounded C1,1 domain. Then there exists a vector
field u : Ω→ Rn such that:
(i) u ∈W 2,q(Ω) ∩W 1,s0 (Ω) for any 1 < q < n and 1 < s <∞;
(ii) Tr∂Ω∇u 6≡ 0;
(iii) divu ≡ 0 in Ω;
(iv) (1 + |Du|)p−2 /∈ A∞(Ω0) for any p ∈ (1,∞), p 6= 2 and any open set Ω0 ⊂ Ω.
Remark 6. In the assertion (iv), the function (1 + |Du|)p−2 is understood as extended by
zero to the whole Rn so that it corresponds to the formal definition of a weight. Notice
that we intentionally prove the stronger property (1 + |Du|)p−2 /∈ A∞(Ω0) for any open
2The gradient vector field gradϕ of a function ϕ : ∂Ω→ R is, at each point x ∈ ∂Ω, the Riesz representative
of the differential dxϕ of ϕ at x with respect to the standard scalar product in R
3 restricted to the tangent
plane Tx∂Ω.
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Ω0 ⊂ Ω, to exclude the possibility that a localisation of the weight near the boundary would
be a Muckenhoupt weight, which in turn would imply the validity of a localized version of (6).
Proof of Theorem 5. By Lemma 1, we find a system of balls {Ek}k∈N, Ek = B(xk, 2rk) such
that
⋃
k∈NEk ⊂ Ω; {xk}k∈N is dense in Ω; there exists an ̺ ∈ (0, 12) such that rk+1 ≤ ̺rk for
all k ∈ N; if k, l ∈ N satisfy ⌊ 3√l⌋ ≤ k < l, then Ek ∩ El = ∅. Without loss of generality we
can suppose that r1 ≤ ̺. Let us denote Bk := B(xk, rk) for each k ∈ N, and consider that
each point xk is represented by xk = (xk1 , . . . , x
k
n)
⊤.
For every k ∈ N, 3 ≤ m ≤ n and x ∈ Ω set
uk1(x) :=
k
rk
χBk(x)(x2 − xk2)
(
rk
2
+
|x− xk|2
2rk
− |x− xk|
)
,
uk2(x) := −
k
rk
χBk(x)(x1 − xk1)
(
rk
2
+
|x− xk|2
2rk
− |x− xk|
)
,
ukm(x) := 0,
and define the vector field uk : Ω→ Rn with compact support in Ω by uk := (uk1 , . . . , ukn)⊤.
Let k ∈ N, and i, j ∈ {1, . . . , n}. The classical partial derivatives of uk can be computed as
∂iu
k
1(x) =
k
rk
χBk(x)
[
δ2i
(
rk
2
+
|x− xk|2
2rk
− |x− xk|
)
+ (x2 − xk2)(xi − xki )
(
1
rk
− 1|x− xk|
)]
, x ∈ Ω \ {xk} ,
∂iu
k
2(x) = −
k
rk
χBk(x)
[
δ1i
(
rk
2
+
|x− xk|2
2rk
− |x− xk|
)
+ (x1 − xk1)(xi − xki )
(
1
rk
− 1|x− xk|
)]
, x ∈ Ω \ {xk} ,
∂j∂iu
k
1(x) =
k
rk
χBk(x)
[(
δ2i(xj − xkj ) + δ2j(xi − xki ) + δji(x2 − xk2)
)( 1
rk
− 1|x− xk|
)
+
(x2 − xk2)(xi − xki )(xj − xkj )
|x− xk|3
]
, x ∈ Ω \ ({xk} ∪ ∂Bk) ,
∂j∂iu
k
2(x) = −
k
rk
χBk(x)
[(
δ1i(xj − xkj ) + δ1j(xi − xki ) + δji(x1 − xk1)
)( 1
rk
− 1|x− xk|
)
+
(x1 − xk1)(xi − xki )(xj − xkj )
|x− xk|3
]
, x ∈ Ω \ ({xk} ∪ ∂Bk) ,
∂iu
k
m(x) = ∂j∂iu
k
m(x) ≡ 0, 3 ≤ m ≤ n , x ∈ Ω .
Let i, j,m ∈ {1, . . . , n}. The function ukm is continuous in Ω, the function ∂iukm is continuous
in Ω \ {xk}, and ∂j∂iukm is continuous in Ω \
({xk} ∪ ∂Bk). Recalling that if x ∈ Bk, then
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|xi − xki | ≤ |x− xk| ≤ rk, we obtain the following estimates:
|ukm(x)| ≤ krkχBk(x) , x ∈ Ω , (7)
|∂iukm(x)| ≤ 2kχBk(x) , x ∈ Ω \ {xk} , (8)
|∂j∂iukm(x)| ≤
4k
rk
χBk(x) , x ∈ Ω \
({xk} ∪ ∂Bk) . (9)
The function ∂iu
k
m belongs to L
∞(Ω). Hence, using a classical argument, based on the
approximation of Ω by
Ω \B(xk, ε), ε→ 0+,
and the continuity of ukm in Ω, one can show that ∂iu
k
m is the weak derivative of u
k
m on Ω.
Next, also ∂j∂iu
k
m belongs to L
∞(Ω). Again, an argument using the approximation of Ω by
Ω \ (B(xk, ε) ∪ {x ∈ Ω∣∣ rk − ε ≤ |x− xk| ≤ rk + ε}), ε→ 0+,
and the continuity of ∂iu
k
m in Ω \ {xk}, shows that the function ∂j∂iukm is the second-order
weak derivative of ukm on Ω.
Let l ∈ N. Using (7) and the assumption r1 ≤ ̺, we get
l∑
k=1
sup
x∈Ω
|ukm(x)| ≤
l∑
k=1
krk ≤
l∑
k=1
k̺k <
∑
k∈N
k̺k <∞.
Hence, there exists a function u0 ∈ C(Ω) such that ∑lk=1 uk → u0 absolutely uniformly on
Ω as l→∞.
Let s > 1. Applying (8), we have
l∑
k=1
(ˆ
Ω
|∂iukm(x)|s dx
) 1
s
≤ 2
l∑
k=1
k
(ˆ
Ω
|χBk(x)|dx
) 1
s
= 2
l∑
k=1
k|Bk|
1
s .
l∑
k=1
kr
n
s
k ≤
l∑
k=1
k̺
nk
s <
∑
k∈N
k̺
nk
s <∞.
For every l ∈ N we have ∑lk=1 uk ∈W 1,s0 (Ω), and∑
k∈N
‖uk‖
W
1,s
0
(Ω) ≈
∑
k∈N
‖∇uk‖Ls(Ω) .
∑
k∈N
k̺
nk
s <∞.
Therefore,
{∑l
k=1 u
k
}
l∈N is a Cauchy sequence in W
1,s
0 (Ω). Since
∑l
k=1 u
k l→∞−−−→ u0 point-
wise in Ω, it is also true that
∑l
k=1 u
k l→∞−−−→ u0 in W 1,s0 (Ω). Moreover, divu0 ≡ 0 since
div
∑l
k=1 u
k ≡ 0 for all l ∈ N.
Next, let q ∈ (1, n). Using (9), we get
l∑
k=1
(ˆ
Ω
|∂j∂ium(x)|q dx
) 1
q
≤ 4
l∑
k=1
k
rk
(ˆ
Ω
|χBk(x)|dx
) 1
q
= 4
l∑
k=1
k|Bk|
1
q
rk
.
l∑
k=1
kr
n
q
−1
k ≤
l∑
k=1
k̺
(
n
q
−1
)
k
<
∑
k∈N
k̺
(
n
q
−1
)
k
<∞.
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For every l ∈ N one has ∑lk=1 uk ∈W 2,q0 (Ω), and∑
k∈N
‖uk‖
W
2,q
0
(Ω) ≈
∑
k∈N
‖∇2uk‖Lq(Ω) .
∑
k∈N
k̺
(
n
q
−1
)
k
<∞.
It implies that
{∑l
k=1 u
k
}
l∈N is a Cauchy sequence in W
2,q
0 (Ω). Taking the pointwise con-
vergence into account, we obtain that
∑l
k=1 u
k l→∞−−−→ u0 in W 2,q0 (Ω).
We have shown that u0 ∈ C(Ω) ∩W 1,s0 (Ω) ∩W 2,q0 (Ω) for any s ∈ (1,∞) and q ∈ (1, n).
Now consider the field w ∈W 2,r(Ω)∩W 1,∞0 (Ω) ⊂W 2,q(Ω)∩W 1,∞0 (Ω) (where r > n) granted
by Proposition 3, and define u := u0 +w. Obviously, the field u satisfies (i), (ii) and (iii).
It remains to verify (iv). There exists a constant ε ∈ (0, 1) dependent only on n and such
that for any l ∈ N one has
|Gl| ≥ 2
3
|Bl|,
where
Gl :=
{
x ∈ Bl
∣∣ |x1 − xl1| ≥ rlε, |x2 − xl2| ≥ rlε, |x− xl| ≤ rl(1− ε)} .
For each l ∈ N defineMl := Gl \
⋃∞
k=l+1Bk. Recall that u
0 =
∑
k∈N u
k (convergence in W 1,s)
and uk = ukχBk for every k ∈ N. Hence,
Du0(x) =
l∑
k=1
Duk(x)χBk(x) for a.e. x ∈ Ω \
∞⋃
k=l+1
Bk. (10)
Let l ∈ N, l ≥ 2. From the properties of the system {Ek} it follows that Bk∩Ml ⊂ Ek∩El = ∅
for all k, l ∈ N such that 3√l < k < l. Together with (10) it gives
Du0(x) = Dul(x) +
⌊ 3√l⌋∑
k=1
Duk(x) for a.e. x ∈Ml. (11)
Therefore, we may write
|Du0(x)| =
∣∣∣Dul(x) + ⌊
3
√
l⌋∑
k=1
Duk(x)
∣∣∣ ≥ |Dul(x)| − ∣∣∣ ⌊
3
√
l⌋∑
k=1
Duk(x)
∣∣∣
≥ |Dul(x)| −
⌊ 3√l⌋∑
k=1
|∇uk(x)| ≥ |∂1ul1(x)| − n
⌊ 3√l⌋∑
k=1
max
1≤i,j≤n
|∂iukj (x)|.
for a.e. x ∈Ml. Since x ∈Ml ⊂ Gl, we may write
|∂1ul1(x)| =
l
rl
|x2 − xl2||x1 − xl1|
(
1
|x− xl| −
1
rl
)
≥ ε2lrl
(
1
rl(1− ε) −
1
rl
)
≥ ε
3l
1− ε.
Using this estimate and (8), we obtain
|Du0(x)| ≥ |∂1ul1(x)| − n
⌊ 3
√
l⌋∑
k=1
max
1≤i≤n
|∂iuk(x)| ≥ ε
3l
1− ε − 2n
⌊ 3
√
l⌋∑
k=1
k ≥ ε
3l
1− ε − 2nl
2
3 (12)
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for a.e. x ∈Ml. Moreover, since ̺n < 2−n ≤ 14 , we have∣∣∣⋃∞k=l+1Bk∣∣∣
|Bl|
≤
∞∑
k=l+1
|Bk|
|Bl|
=
∞∑
k=l+1
̺n(k−l) ≤ 1
3
.
This in turn yields
|Ml| ≥ |Gl| −
∣∣∣ ∞⋃
k=l+1
Bk
∣∣∣ ≥ 1
3
|Bl| = 1
3 · 2n |El|.
Similarly, we can also derive the estimate
∣∣∣⋃∞k=lBk∣∣∣ ≤ 43 |Bl|, from which it follows that
∣∣∣El \ ∞⋃
k=l
Bk
∣∣∣ ≥ |El| − 4
3
|Bl| =
(
1− 1
3 · 2n−2
)
|El|. (13)
Since ul = ulχBl , by using (11) we obtain the estimate
|Du0(x)| =
⌊ 3
√
l⌋∑
k=1
|Duk(x)| ≤ n
⌊ 3
√
l⌋∑
k=1
max
1≤i,j≤n
|∂iukj (x)| ≤ 2n
⌊ 3
√
l⌋∑
k=1
k ≤ 2nl 23 , (14)
valid for a.e. x ∈ El \
⋃∞
k=lBk. Furthermore, considering that |∇w| ≤ 1 a.e. in Ω, we also
have the relation
1 + |Du| = 1 + |Du0 +Dw| ≥ 1 + |Du0| − |Dw| ≥ 1 + |Du0| − |∇w| ≥ |Du0|
a.e. in Ω. Now we have prepared everything to show that (1 + |Du|)p−2 does not satisfy the
Aα condition for any α > 1. First, for p > 2 we have
ˆ
El
(1 + |Du(x)|)p−2 dx ≥
ˆ
El
|Du0(x)|p−2 dx
≥
ˆ
Ml
|Du0(x)|p−2 dx
≥
(
ε3l
1− ε − 2nl
2
3
)p−2
|Ml|
≥ 1
3 · 2n
(
ε3l
1− ε − 2nl
2
3
)p−2
|El|.
Hence,
 
El
(1 + |Du(x)|)p−2 dx ≥ C1(C2l − l
2
3 )p−2, (15)
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where C1, C2 are positive constants depending only on n and p. Next, applying (14) and (15)
we obtain for α > 1ˆ
El
(1 + |Du(x)|)(p−2)(1−α′) dx ≥
ˆ
El\
⋃
∞
k=lBk
(1 + |Du(x)|)(p−2)(1−α′) dx
≥
ˆ
El\
⋃
∞
k=lBk
(1 + |∇w(x)|+ |Du0(x)|)(p−2)(1−α′) dx
≥ (2 + 2nl 23 )(p−2)(1−α′)∣∣∣El \ ∞⋃
k=l
Bk
∣∣∣
≥ (2 + 2nl 23 )(p−2)(1−α′)(1− 1
3 · 2n−2
)
|El|.
Thus, ( 
El
(1 + |Du(x)|)(p−2)(1−α′) dx
)α−1
≥ Cα−13 (C4 + l
2
3 )2−p,
where C3, C4 are positive constants depending only on n and p. By combining the obtained
estimates we get
 
El
(1+ |Du(x)|)p−2 dx
( 
El
(1 + |Du(x)|)(p−2)(1−α′) dx
)α−1
≥ C1
Cα−13
(
C2l − l 23
C4 + l
2
3
)p−2
l→∞−−−→∞.
(16)
Let Ω0 ⊂ Ω be an open set. Since the set of centers of the balls El is dense in Ω and diamEl ↓ 0,
there exists an infinite subsequence {Elk}k∈N such that Elk ⊂ Ω0 for all k ∈ N. The property
(16) then implies that the function (1+ |Du|)p−2 does not satisfy the Aα condition on Ω0 for
any p > 2 and α > 1.
Now, let p ∈ (1, 2) and α > 1. Define p0 := p−21−α + 2. Since p0 > 2 now, from (16) we get 
El
(1 + |Du(x)|)p−2 dx
( 
El
(1 + |Du(x)|)(p−2)(1−α′) dx
)α−1
=
(( 
El
(1 + |Du(x)|)(p0−2)(1−α) dx
)α′−1  
El
(1 + |Du(x)|)p0−2 dx
)α−1
l→∞−−−→∞.
By the same argument as in the previous part of the proof, we conclude that the function
(1+ |Du|)p−2 does not belong to the Aα′(Ω0) class for any p ∈ (1, 2), α > 1 and any open set
Ω0 ⊂ Ω. This completes the proof. 
Remark 7. Estimates (12) and (14) should clarify the role of the bound ⌊ 3√l⌋ from Lemma 1.
This bound was chosen with the purpose of making the right-hand side in the final estimate
(16) divergent.
Remark 8. Notice that the function u from Theorem 5 satisfies (3). One easily sees that
F(Du) ∈ L2(Ω) is equivalent to u ∈W 1,p(Ω). This is satisfied since u ∈W 1,s(Ω), 1 < s <∞.
Moreover, one can show (cf. [11]) that
|∇F(Du)|2 ≈ (1 + |Du|)p−2|∇Du|2 ≈ (1 + |Du|)p−2|∇2u|2 ,
where we also used the algebraic identity
∂j∂kv
i = ∂jDikv + ∂kDijv− ∂iDjkv ,
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valid for sufficiently smooth vector fields v. Thus, it is sufficient to verify thatˆ
Ω
(1 + |Du|)p−2|∇2u|2 dx <∞
for any p ∈ (1,∞). If 1 < p ≤ 2, thenˆ
Ω
(1 + |Du|)p−2|∇2u|2 dx ≤
ˆ
Ω
|∇2u|2 dx <∞,
since ∇2u ∈ Lq(Ω) for any 1 < q < n, in particular q = 2. If p > 2, then
ˆ
Ω
(1 + |Du|)p−2|∇2u|2 dx ≤ 2p
ˆ
Ω
|∇2u|2 dx+ 2p
(ˆ
Ω
|∇2u| 52 dx
) 4
5
(ˆ
Ω
|Du|5(p−2) dx
) 1
5
<∞,
since u ∈ W 2,q(Ω) for any 1 < q < n. More precisely, one can choose the q ∈ [52 , n) so that
nq
n−q ≥ 5(p− 2) and thus ∇2u ∈ L
5
2 (Ω) and Du ∈W 1,q(Ω) ⊂ L nqn−q (Ω) ⊂ L5(p−2)(Ω).
Remark 9. Let u be the vector field constructed in Theorem 5 in the case n = 3. Setting
f := − divS(Du), where S is given by (2) with δ = 1, we see that u and π ≡ 0 are a weak
solution of the p-Stokes system (1) with zero Dirichlet boundary condition for any p ∈ (1,∞).
From Remark 8 we know that u possesses the natural regularity (3). Computations similar to
the ones in Remark 8 show that f ∈ L2(Ω) for any p ∈ (1,∞). For p ≥ 2, this regularity of the
right-hand side f is exactly the requirement posed in the papers dealing with the regularity
of (1) which were mentioned in the introduction. For p ∈ (1, 2], the usual requirement on the
right-hand side of (1) in the regularity investigations is f ∈ Lp′(Ω). This is fulfilled for the
above defined f for p ∈ (32 , 2].
Remark 10. Using the same notation as in the previous remark, one sees that u is for any
p ∈ (1,∞) also a solution of (1) without the divergence constraint and the resulting pressure
gradient, but equipped with zero Dirichlet boundary condition. From Remark 8 we know
that u possesses the natural regularity (3). However, for this modified problem this regularity
property is proved in [29], [12] for any weak solution and any right-hand side f ∈ Lp′(Ω).
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