Blind localization and tracking of mobile terminals in urban scenarios is an important requirement for offering new locationbased services, handling emergency cases of nonsubscribed users, public safety, countering IEDs, and so forth. In this context, we propose a track-before-detect scheme taking explicitly advantage of multipath propagation in an urban terrain by using a priori information about the known locations of the main scattering objects such as buildings. This information is made available for localization and tracking by a real-time ray tracing technique based on a 2D geographic database. This allows the prediction of the directional and temporal structure of the received multipath components for an arbitrary transmitter position. We consider a single observing station where the direction and the relative time of arrival of the received multipath components can be estimated by an antenna array. By a likelihood function, which is algorithmically defined for a randomly distributed set of potential transmitter positions, these measurements are compared with those being expected by ray tracing. This likelihood function is the key component of a track-before-detect scheme providing initial state estimates for mobile transmitter tracking using a particle filtering technique.
INTRODUCTION
There is a rapid growth of wireless applications that require the knowledge of the mobile terminal's location [1] . For position estimation of mobile terminals in cellular networks there is a variety of methods that can be distinguished according to the respective underlying physical principles [2, 3] . All of them have pros and cons regarding accuracy, available coverage, cost, technical feasibility, and operational complexity in different environments and applications. Furthermore, they differ in the level of cooperation between the mobile terminal and the infrastructure or the other location reference stations. This makes them more or less suited for the variety of applications. Blind localization, for example, presumes no cooperation of the mobile terminal with the location reference station. This problem is typical of nonsubscribed user localization, for example, in emergency, security, and safety applications [4] .
The first group of localization techniques is based on trilateration/triangulation utilizing received signal strength (RSS), time of arrival (ToA), time difference of arrival (TDoA), direction of arrival (DoA) of the signal, as well as diverse combinations of them [5, 6] . Some of these methods (ToA) require strict temporal synchronization between mobile station (MS) and the reference station. Others require synchronization or at least cooperation between the distributed reference stations (TDoA, DoA) which is no problem if they belong to the same network infrastructure. DoA estimation requires the usage of an antenna array at the base station (BS). All of those methods, however, presume line-ofsight (LoS) connection. Whereas in macrocell scenarios with elevated BSs frequently occuring LoS and near-LoS propagation give useful information on MS position [7] , non-lineof-sight (NLoS) connection is predominant in urban scenarios if the BS is below roof top or just on street level. Although some methods of mitigating positioning error due to NLoS 2 EURASIP Journal on Advances in Signal Processing were presented in the literature [2, 8] , missing LoS still remains the major source of error of trilateration/triangulation based localization in urban scenarios.
Whereas missing LoS detrimentally affects the abovementioned techniques, there are methods available which can compensate this drawback by taking explicitly advantage of the multipath structure of wave propagation [7] . Fingerprint methods [9] belong to this group. They are based on some "comparison" of measured radio parameters, for example, channel impulse response (CIR) signature or DoA signature to precalculated or premeasured reference data. Correlation with premeasured data is most common for indoor scenarios [5] since high costs for creating the database exclude its application to outdoor scenarios. Moreover, precalculation of the reference data by application of ray tracing (RT) methods based upon an accurate database of the propagation environment constitutes extensive effort since all possible MS positions relative to the fixed reference position must be considered in advance. On the other hand, fingerprint methods are inherently well suited for single station localization (SSL) since they do not apply trilateration or triangulation. Instead, they compensate missing measured geometrical parameters by exploiting the a priori information about the geometric structure or the electromagnetic response of the environment. The method proposed in [4] uses blind estimates of DoA fingerprints at a single elevated BS (which simultaneously acts as observing station (OS)) that are compared to a dataset precalculated from a 3D geographic database by RT.
In this paper, the main goal is the blind localization/tracking of a mobile terminal at an OS that is not a part of the network infrastructure. Blind MS location estimation has different facets. Firstly, the spatial/temporal (DoA/ToA) structure of the channel (which is assumed to carry the information on the spatial location of the terminal relative to the observer position) has to be carried out without knowing details about the transmitted signal. Appropriate blind space-time-filtering techniques are required to estimate both the spatial and the temporal characteristics of the radio channel. Secondly, because of a lack of temporal synchronization between OS and MS, ToA estimation submits only excess (or relative to LoS) delay of the multiple propagation paths. Thirdly, since in the blind case the OS is not part of the network infrastructure, its received signal can be more vulnerable to interference and noise. On the other hand, a dedicated OS can be moving which allows the fusion of data measured from different OS positions and hence with different informational content concerning the MS location. It furthermore allows the optimization of OS position regarding the SNR, providing a clear advantage over infrastructure based localization.
Concerning the first point, we assume in this paper that this problem has been solved at the OS carrying an antenna array (see [10] ). It is furthermore assumed that the OS is able to separate the multipath components belonging to different MSs, therefore the more realistic multiuser situation can be reduced to the single MS case. That is, the OS provides the estimates of path's direction (DoA) and the relative delay (ToA) which characterize a single MS. In the sequel, we refer to these parameters as "measured multipath parameters."
The reader is referred to [11] which describes subspace-based joint space-time filtering and estimation procedures. From field trials in real propagation environments it is well known that measured DoA/ToA parameters are subjected to errors leading to variances of the estimated parameters. Moreover, the chosen model order can be not correct. Overestimation of model order may even create completely wrong results which pretend spurious (or false) paths. This is even aggravated by the nonuniform angular responses of the real antenna arrays because of element coupling and imperfect calibration [11] .
If the MS position is calculated from those erroneous multipath parameters, this may result in completely wrong coordinates. However, from the field trials mentioned it is obvious that the multipath parameters that can be clearly attributed to dominant objects in the environment typically sustain over longer parts of the OS track, even if these parameters are slowly changing with time (cf. simulated results in Figures 7 and 8 ). For example, whereas a path can disappear at some position because of destructive interference, it can show up even stronger at another OS position. Also LoS can occur from time to time depending on the structure of the propagation environment. So, path parameter tracking has the potential to considerably increase the reliability of location estimation results. This leads us to the main contribution of this paper. Just in the spirit of track-before-detect techniques (see [12, 13] ), we propose to integrate the information included in the radio channel observations over time by applying the path parameter tracking in the first processing step. In the second step, we accomplish the detection and state estimation of the MS by means of a particle filtering technique using the predefined likelihood function.
The paper is organized as follows. In Section 2, we introduce the localization principle, the underlying measurement model, and the likelihood function. The multipath parameter tracking is introduced in Section 3. In Section 4, we analyze the performance of the localization algorithm in synthetic urban scenarios. Finally, Section 5 summarizes the paper and presents an outlook on our future work.
LOCALIZATION PRINCIPLE
For SSL, we are looking for a data model which allows tracing back the geometric information (DoA, relative ToA) to the mobile terminal measured at the single mobile OS. The following considerations reveal the nature of the problem and its solution. Since blind SSL can only measure the relative ToA, information on the LoS distance between OS and MS is lost. If there were pure LoS connection, we could estimate only the looking direction from the OS to the mobile terminal which is insufficient for localizing the MS since the distance is missing. However, if there are multiple delayed impinging paths resulting from reflections at dominant objects in the environment, this would give us additional information since we can trace them back from the OS to the hypothetical MS position. For this purpose, we propose to exploit a priori information about the geometry of the environment from additional sources and process it by means of a RT analysis. Using this approach, it will be possible to Vadim Algeier et al.
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carry out a blind SSL in LoS or even in more difficult NLoS scenarios.
Wave propagation prediction via 2D ray tracing
In essence, the proposed RT analysis marks the same idea which was already discussed for fingerprint location methods. However, in contrast to the approach in [4] , any precalculating and pre-measuring is impossible if the OS is moving. This means that the a priori knowledge about the geometric structure of the environment has to be processed on-the-fly as a part of the localization procedure. For this end, we propose to include a real-time RT model into the blind SSL approach.
In a RT analysis, the propagating radiowaves are modeled by rays following the laws of geometrical optics and uniform theory of diffraction [14] . The RT analysis for radiowave propagation normally consists of two processing steps. In the first step, the search occurs for possible rays radiating from the transmitter position and interacting with obstructions placed in the surrounding area, until finally arriving at the receiver position. In the second step, the electromagnetic parameters of a particular traced ray are calculated regarding the information of its length, the kind of undergone interaction phenomena, and dielectric material properties of involved obstacles. Here we assume equal material properties for all surrounding buildings, while the exact values are unknown. For the sake of computational simplicity we use only 2D terrain data instead of 3D data. Moreover, it may be easier to get 2D data from maps or photos. This should be especially sufficient in case of urban scenarios and the OS on street level. In case of more elaborate scenarios and with available information, the data model can be extended to 3D. Figure 1 demonstrates a ray tracing example in a simple, synthetic 3D environment and Figure 2 presents its 2D pendant. The circles represent the OS (or receiver) position and MS (or transmitter) position. Hereby, only single bounce scattering (reflection and diffraction) is considered. Note that all but one ray which were found in the 3D environment are also present in a 2D scenario. It is clear that another MS-OS constellation, a different environment, or a higher number of allowed interactions can yield more rays which would be missed in a 2D case. Nevertheless, the rays corresponding to the 2D case will represent a significant subset of the rays detected in the 3D case especially in urban scenarios with OS and MS on the street level. Therefore, it is still possible to solve the localization and tracking problems using a 2D terrain data and radiowave propagation model.
Note that rays which are not considered within 2D-RT analysis would cause a modeling mismatch. In the real measurement applications, this can be avoided by using an antenna array which is able to resolve horizontal and vertical directions of arrival. Then the paths with large vertical DoAs corresponding to the elevated reflectors can be sorted out.
There are two commonly used approaches for the ray search, the launching method and the imaging method [15] . The implemented RT analysis is based on the imaging method. Hereby, the transmitted ray is traced by calculating the imaging point of the transmitter position behind the re- flecting surface. Then the imaging point is connected with the receiver position, where the connecting line intersects the reflecting surface in the interaction point. Subsequently, the trace is determined by connecting the transmitter position, interaction point, and receiver position. Note that the single reflection described above follows the law-the angle of incidence equals the angle of reflection. Since the multiple bounce scattering is effectively not a less important propagation phenomenon than a single bounce scattering, we take into account multiple reflections and diffractions as well as their combinations. Obviously, the method takes advantage of rich scattering. Multiple bounce reflections allow detection of an MS in NLoS positions even if they are obstructed by multiple obstacles. However, multiple interactions and thus a longer distance also increase path attenuation. Therefore, in the RT model only those rays are considered possessing a minimum signal level at the receiver position. This signal level depends on the sensitivity of the particular measurement system and SNR value. Since we did not specify a particular measurement system, we considered all traced rays in our simulations. The number of traced rays is controlled by the maximum number of bounces.
Measurement model
In this section, we will introduce the underlying measurement model. In the following discussions, we will suppress the time index whenever there is no danger of ambiguity. Let us denote the set of measured path parameters for a particular time index by
n K is the number of the measured propagation paths which can vary with time. z k collects the parameters characterizing the kth measured multipath component and has the following structure:
Each multipath component is specified by its relative delay:
with τ max denoting the measured delay spread, and by its azimuth direction of arrival:
We denote the known OS position by
and the MS position is
Both are allowed to vary with time. In our simulations, we obtained the "measured path parameters" by modeling the radio wave propagation between r and d by means of a 2D-RT. The set of modeled path parameters is denoted by
and represents the parameters which could be measured if there were no disturbing factors due to the measurement process. Note that h(r, d) is a nonlinear function since the number of the propagation paths and the values of their parameters depend in a nonlinear way on the position of the MS and OS. Hereby, n T is the true number of paths at the MS position d. Parameters characterizing the ith true multipath component are contained in a vector:
where τ i d is an excess/relative delay obtained from the originally calculated length of the corresponding ray l i d within the 2D-RT analysis by subtracting the length of the shortest ray in the set and dividing it by the speed of light:
Algorithm 2: False paths generation.
During the measurement process, the true parameters are affected by different types of errors. Therefore, the measured path parameters are not identical to the true ones h(r, d). The low SNR value aggravates the correct separation of the signal and noise space within the eigenvalue decomposition which causes missing detections of the true propagation paths or conversely produces the false paths. Furthermore, we have to consider the measurement uncertainties which distort the true parameter values. The modeling mismatch issue, however, is not considered in this work, that is, we assume that the real measurement environment is perfectly reproduced by the 2D-RT. We assume that missing detections occur randomly and model it using Algorithm 1. Hereby, P D is the detection probability of the multipath components, for example, P D = 0.8 means that 80% of the true paths were correctly detected. The generation of the false propagation paths is a random process as well. We model the number of false paths (also referred to as spurious paths, false alarms or clutter) m as a Poisson-distributed random variable with the mean number of false alarms n F (see Algorithm 2) . Since the false paths originate from the noise space within the eigenvalue decomposition, their parameters are uniformly distributed in the delay and DoA domain. h d consists of the incomplete set of true paths and the set of false paths. Finally, we extend the measurement model to additive measurement noise and yield the following measurement equation:
w k denotes the measurement noise with entries:
where
denote the noise variances and let
denote the noise covariance matrix of the kth measured path. The values of the noise variances depend on the array configuration, system bandwidth, SNR, and are typically different for every measured propagation path. For simplicity, we assume equal variances for all paths. The measurement model is now complete. In the next section, we define the underlying likelihood function.
Data association and likelihood function
The definition of the likelihood function is one of the central points of the proposed localization procedure. The likelihood function provides a measure of proximity between the multipath parameters predicted by the 2D-RT analysis for an arbitrary MS position and the measured multipath parameters obtained by the antenna array at the OS. In calculating the match between the modeled and measured path parameters, we consider the types of error which distort the path parameters and those which either cause missing detections of multipath components or produce the false ones. This leads to a combinatorial association problem [16, 17] since there are many ways to interpret the measured data. Since we have no a priori information about the location of the MS, the straightforward strategy is to sample the region of interest. Let us assume a sampled, hypothetical MS position specified by two Cartesian coordinates:
In total, let there be P hypothetical MS positions with p = 1, . . . , P which can be randomly chosen or arranged in a grid. P is thus a design parameter of the localization algorithm to be chosen appropriately depending on the size and the density of the environmental scenario. We model the radiowave propagation between the known OS position r and s p by means of 2D-RT analysis in the same manner as in (7). The set of predicted path parameters is denoted by
representing the pendant to the measured parameters defined in (10) . Hereby, n P is the number of the predicted propagation paths at the hypothetical MS position s p . Parameters characterizing the ith predicted multipath component are contained in a vector:
Note, that only those paths are considered whose excess delays lie within the measured delay spread τ max defined in (3), that is,
≤ τ max .
We denote the likelihood function by p(z | s p ) which is a conditional probability density and though can be written as a sum over all possible data interpretations according to the total probability theorem:
We denote a possible data interpretation by E i1,...,in p , where
no association, path is not detected or is due to clutter k ∈ 1, . . . , n K , j-th predected path is associated with the k-th measured path.
Note that one measured path can be associated only with one predicted path. Since the number of measured and predicted paths can differ, there can be several not associated paths. For example, E 0210 represents a possible data interpretation which means that n p = 4, that is, there are 4 predicted propagation paths. Furthermore, the first and the fourth predicted path were not associated; the second predicted path was associated with the second and the third predicted paths with the first measured path. Let us elaborate on the terms from (16) . Under the assumption that the measured propagation paths are independent of each other, we obtain a factorized likelihood model conditioned on an association hypothesis E i1,...,in p (see [17] ):
is the subset of n indices corresponding to the predicted paths which are associated with the measured paths and I 0 = { j ∈ {1, . . . , n p } ∧ i j = 0} is a subset of n K −n not associated paths. In the above, p C (z ij ) denotes the clutter likelihood model for the i j th measured path which is assumed to be uniform over the field of view of the sensor referred to as |FoV| = 2πτ max . p A (z ij | h j p ) denotes the association likelihood for an i j th measured path associated with the jth predicted path. Since the measurement noise is assumed to be independent and Gaussian (see (12) ), the likelihood for the i j th measured multipath component, under the hypothesis that it is associated with the jth predicted path, is given by
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Following the assumptions made above, the expression (18) simplifies to
The second factor in (16) p(E i1···in p | s p ) is referred to as association prior (see [17] ). We assume the prior of the association hypothesis to be independent of the state and past values of the association hypothesis and thus can be expressed as a product of
Hereby, the first term describes the probability of a single hypothesis under the assumption that all hypotheses are equivalent and is given as
N H is the number of valid hypotheses which follows from the number of ways of choosing a subset of n elements from the available predicted propagation paths n p multiplied by the number of possible associations between associated n and measured n K paths. Note that n p is a hypothetical value of the true number of measured paths n T , which is normally unknown. Since we have no a priori information about n T , we assume a uniform prior for all values of n p :
The second term in (21) expresses the probability of n K − n false alarms:
which is assumed to follow a Poisson distribution with rate parameter n F . Finally, the third factor in (21) denotes the probability of n associated paths which is assumed to follow the binomial distribution:
incorporating all possible ways to group n paths among n p assumed true measurements. All measured propagation paths share the same known detection probability P D according to the measurement model introduced in Section 2.2. Under the assumptions discussed above, the likelihood function can be expressed as The number of possible associations N H within the introduced likelihood function can be enormous. It increases exponentially with the number of measured and predicted paths. Therefore, suitable techniques for the complexity reduction are crucial.
Gating
Gating is one of the strategies for reducing computational complexity. Hereby a validation region is defined for each measured propagation path. Only those predicted paths which fall within the validation region are allowed to be associated with the particular measured path.
In the following, we present a gating procedure which is applied within the proposed localization technique. Figure 3 demonstrates graphically an example of measured and predicted paths mapped into the measurement space corresponding to the MS-OS constellation of Figure 2 . The measured paths are depicted by circles and their validation regions as ellipses. The filled circles represent the true measured multipath components whereas the white circles represent the false paths. The set of the true paths is depicted by squares. We assumed a situation with two missing and two false paths.
Vadim Algeier et al. We introduce the normalized squared distance between the kth measured and ith predicted path based on measurement uncertainties:
Since the measurement noise is assumed to be Gaussian, d k,i is chi-square distributed with the 2 degrees of freedom which is equal to the dimension of z k . ε denotes the parameter determining the boundaries of the validation region. The validation region is an ellipsoid that contains a given probability mass. For example, ε = χ 2 2;0.99 means that the corresponding validation region contains 99% of probability mass. The association between the kth measured and ith predicted propagation path is valid if d k,i ≤ ε. This condition decreases the number of possible hypotheses significantly. Applying this pruning strategy to the example from the Figure 3 , we obtain the following hypotheses sorted according to the number of achieved associations between the measured and predicted paths.
E 00000 is the null hypothesis which considers the case that all measured paths are false alarms. Note that Table 1 contains 12 valid hypotheses which contain the major likelihood weight. An exhaustive calculation would require the consideration of 1546 hypotheses according to (22) . However, the contribution of most of them is negligible and can be ignored.
Impact of missing and false paths on the positioning accuracy
In this section, we demonstrate with a simple example, how missing and false propagation paths affect the localization result. Therefore, we use the already known MS-OS constellation from Figure 2 . Remember that the true parameters depicted by squares are represented in Figure 3 . We consider three different cases and calculate the likelihood function using a grid of 0.5 m for each case. three regions corresponding to the three cases which contain ca. 95% of the whole probability mass of the respective likelihood function. Hereby, region A corresponds to the ideal case with no spurious paths and no missing true paths. Region B corresponds to the situation, where h 5 d , the 5th true path, is missed, and for region C we assumed that the 3rd true path h 3 d is missed. Furthermore, we assumed P D = 0.8, n F = 1 and a measurement noise covariance of
2 ). However, we do not add measurement noise and false paths since we want to test the impact of nondetection alone.
We observe that the true MS position is included in all of these regions. Furthermore, we observe the enlarging of the uncertainty regions in case B and C compared to case A. Note, furthermore, that whereas the difference between case A and B is marginal, it is more significant between cases A and C. It means that missing true paths in general leads to a poor positioning accuracy. However, the impact of different missed paths can be different. This behavior can be explained as follows. In the set of propagation paths corresponding to the particular position some of the paths characterize this position in a distinctive way since they can be received only from this position. If these paths are not detected, for example, due to measurement disturbances, the positioning uncertainty will increase significantly, like in case C. On the other hand, there are propagation paths whose parameters are related to other MS positions as well. Therefore, we obtain negligible deterioration of positioning accuracy if they are missed, like in case B. Now, we attend to the case D depicted in Figure 5 . Here we assumed no missing paths and one false propagation path with parameters [28 m 124 • ] T . Note that region D containing ca. 95% of the likelihood weight does not include the true MS position. That is, although all paths were correctly detected, the position estimation results in wrong coordinates due to the single spurious path.
In the next section, we propose a technique which mitigates the impact of missing and false paths on the positioning accuracy. 
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MULTIPATH PARAMETER TRACKING FOR LOCALIZATION
The simulations have shown that missing propagation paths as well as the presence of false paths can severely degrade the positioning accuracy. For example, the spurious paths produce more association hypotheses and obviously results in a higher likelihood value for the incorrect hypothetical MS positions. On the other hand, due to the incomplete set of true parameters contained in the measured path set, the highest likelihood value can be achieved at the incorrect hypothetical MS position if its predicted paths fit better with the observation. In order to make the assumptions about the true and spurious propagation paths more precise, we propose to use a priori information included in the temporal behavior of the mobile radio channel. In [18] , investigation results on the estimation of the varying space-time structure of the mobile radio channel in the context of multidimensional channel modeling [19] are presented. The underlying mea- surements were carried out by means of a real-time channel sounder [20] which delivers instantaneous radio channel observations referred to as snapshots. From each of these snapshots, a set of multipath parameters is estimated. It was observed that the straightforward assumption about temporal independency of subsequent snapshot estimates is not correct. On the contrary, it was found out that the specular part of the channel response contains wave propagation paths which persist along a limited number of snapshots. A maximum likelihood batch estimation procedure for the tracking of multipath parameters was implemented and verified on measured data. The insight gained into the mobile radio channel modeling can be directly applied to the purpose of localization. We propose to use the multipath tracking procedure in order to evaluate the reliability of the measured propagation paths. The false paths possess a random occurrence character and do not persist during the observation period of few measurements in contrast to the true paths which parameters vary deterministically depending on the dynamics of the MS and OS. It is desirable to detect the false paths and to exclude them from the localization process since they deteriorate the position estimation. On the other hand it is important to detect and to maintain the tracks of the true paths. In the following we will try to satisfy these requirements by applying a tracking technique to the sequence of measurements.
Multipath parameter tracking procedure
We propose to use a parallel bank of linear Kalman filters for tracking the measured paths. In situations with closely spaced parameters corresponding to different paths, we apply a nearest neighbor principle [21] . Although the following example demonstrates the procedure in case of a single path, it can easily be extended to a number of paths. Let us denote the state variable of the kth propagation path at time t by
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Hereby,τ andφ describe the mean variation rate of the excess delay and direction of arrival, respectively. The transition matrix is defined by
where 0 2×2 is a 2 × 2 zero matrix and
with a time interval T. The state equation can be written as
is the process noise according to [22] , with ντ∼N (0, σ 2 τ ) and νφ∼N (0, σ 2 ϕ ). Hereby, στ and σφ specify the nonlinearities in the variation rate of excess delay and direction of arrival, respectively. Their values can be roughly estimated from the highest expected velocity of the MS and OS. With (32), we can define the covariance matrix of the process noise:
with E[·] denoting the expectation operator. For simplicity, Q is assumed to be constant and equal for all paths and points in time. The measured parameters of the particular path labeled with the time index are related to the state of the path via the linear measurement equation:
in accordance with the measurement model (10), (11) , and (2). A pseudocode description of a single cycle of the multipath tracking procedure is presented in Algorithm 3.
The input data consists of path parameters measured at T p points in time and the corresponding covariance matrices. The output contains the sequence of state estimates of a single path with the corresponding covariance matrices. The path track is initialized by the kth measured path and initial state covariance matrix P Init . There are n K measured paths at each point in time, however, only one measurement can be associated with the predicted state estimate. We propose to use the nearest neighbor principle in order to choose the most suitable candidate. The corresponding pseudocode can be found in Appendix A. is declared to be finished. This functionality allows to bridge over the gaps in the track caused by the missing detections of the true paths. Moreover, it enables to detect the false paths which normally can not be continued.
For the sake of simplicity, the functionality of the demonstrated procedure was limited to the tracking of a single path. It can be extended to tracking of a number of paths. In the next section, we present the simulation results of the proposed path tracking algorithm. T p was set to 100. The measurement noise covariance was set to
Simulation results for multipath parameter tracking
and is assumed to be equal for all paths and points in time. Furthermore, we assumed P D = 0.8 and n F = 4. We generated the measurement using the model explained in Section 2.2. Hereby, we assumed a single bounce scattering for these simulations. Figure 7 presents the relative path lengths and Figure 8 the DoAs against time. In spite of the disturbances due to the measurement noise, and nondetection process, the estimated parameters almost match the true ones. This can be also observed in Figure 9 which shows the number of the tracked, true, and measured paths over time depending on the changing environment.
EXPERIMENTS AND RESULTS
In this section, we present the simulation results of the proposed space state initialization technique for the blind MS tracking. We use the synthetic scenario represented in Section 3.2. We will try to initiate the track at different parts of the trajectory depicted in Figure 6 in order to evaluate the performance of the algorithm under different environmental conditions. Moreover, it is informative to observe the dependency of the positioning result from the true number of propagation paths which can be seen from Figure 9 . In the first case, we assumed an NLoS MS position "round the corner, ) 2 ). Furthermore, we assumed P D = 0.8 and n F = 4. We have applied a sampling importance resampling (SIR) filter, a well-known particle filtering technique (see [13, 23] ), for the MS position initialization. Within the SIR procedure, we used the proposed The following rough assumptions concerning the initial MS state were considered within the SIR algorithm. The MS is located somewhere outdoor in the region of interest depicted in Figure 10 , that is, the location probaibility is equal for all outdoor positions. Hence, we model the initial position uncertainty as a uniform distribution in the region of interest except for the indoor areas. We assume the measurement rates of at least 1 observation per second, that is, the state variation of the MS moving with the maximum velocity of up to 5 km/h (valid for pedestrian area) is negligible. Therefore, we limit the MS state to the x and y coordinates only and define the following state dynamics function:
where s p,t denotes the sampled MS position p at time t, specified in (13) also referred to as a particle. I is a 2 × 2 identity matrix and ω p,t−1 is a process noise with the entries ω p,t−1 = [ω x ω y ] T which are modeled as realizations from Gaussian distributions ω x ∼N (0, σ 2 x ) and ω y ∼N (0, σ 2 y ). In our example, σ x and σ y were set to 5 m. The measurement equation is given by (10) and the likelihood function available for pointwise evaluation is defined in (26). That is, the assumptions required to use the SIR are satisfied (see [13] ). Figure 10 shows 1000 samples randomly chosen from the region of interest which approximate the initial position uncertainty. During the first cycle of the SIR algorithm, the likelihood weight is evaluated for every particle. The subsequent resampling step eliminates particles with low likelihood weights and multiplies particles with high likelihood weights. Figure 11 presents the particle distribution for the first case after the resampling in the first cycle of the SIR filter. Note how the particles are crowded around the true MS position depicted by a black circle. After the fifth SIR cycle, we obtained a distribution shown in Figure 12 and stopped the filtering. The estimated position depicted by light point lies very close to the true MS position. The ellipse indicates the 3σ region of the estimated state covariance matrix.
The second case is the most difficult one. Figure 13 shows the wide distribution of particles after the first SIR cycle. Only few of them are close to the true MS position. This behavior is caused by the fact that there are only 3 true propagation paths at this MS position (see Figure 9 , time index 60). Therefore, we achieve inferior position accuracy compared to the first case (see Figure 14) . Figure 15 presents the initialization result for the third case achieved after the fifth SIR cycle. Note that the 3σ ellipse is the smallest in this case. This is due to the highest number of propagation paths corresponding to this MS position (see Figure 9 , time index 90).The simulations were carried out in MATLAB. For a single cycle of the algorithm, we needed ca. 3 minutes using a 3 GHz PC.
CONCLUSION
We presented a track-before-detect method for initialization of blind mobile terminal tracking in urban scenarios. The key role plays, hereby, the proposed likelihood function which determines the proximity of the measured and predicted multipath components with respect to all possible association hypotheses between them. The measurements of the multipath components are provided by an OS equipped with an antenna array. The predicted temporal and spatial structure of the multipath components is generated by means of the 2D-RT analysis using a priori information about the location of the scattering objects.
In order to mitigate the impact of missing and false propagation paths on the positioning result, we proposed the preprocessing of the measured path parameters by means of a linear Kalman filter.
The likelihood function which is algorithmically defined for a randomly distributed set of potential MS positions was applied within the particle filtering technique and was tested in the synthetic environment. The simulation results showed
