We reduce CR-structures on smooth elliptic and hyperbolic manifolds of CR-codimension 2 to parallelisms thus solving the problem of global equivalence for such manifolds. The parallelism that we construct is defined on a sequence of two principal bundles over the manifold, takes values in the Lie algebra of infinitesimal automorphisms of the quadric corresponding to the Levi form of the manifold, and behaves "almost" like a Cartan connection. The construction is explicit and allows us to study the properties of the parallelism as well as those of its curvature form. It also leads to a natural class of "semi-flat" manifolds for which the two bundles reduce to a single one and the parallelism turns into a true Cartan connection.
Introduction
We start with a brief overview of necessary definitions and facts from CR-geometry (see e.g. [Tu1] for a more detailed exposition).
A CR-structure on a smooth real connected manifold M of dimension m is a smooth distribution of subspaces in the tangent spaces T (M) is constant. This is always the case, for example, if M is a real hypersurface in C K (in which case CRcodimM = 1). We say that such a CR-structure is induced by C K . A mapping between two CR-manifolds f : M 1 → M 2 is called a CR-mapping, if for every p ∈ M 1 : (M 2 ), and (ii) df (p) is complex linear on T c p (M 1 ). Two CR-manifolds M 1 , M 2 are called CR-equivalent, if there is a CR-diffeomorphism from M 1 onto M 2 . Such a CRdiffeomorphism f is called a CR-isomorphism.
In this paper we are interested in the equivalence problem for CR-manifolds. This problem can be viewed as a special case of the equivalence problem for G-structures. Let G ⊂ GL(m, R) be a subgroup. A G-structure on an m-dimensional manifold M is a subbundle Q of the frame bundle F (M) over M which is a principal G-bundle over M. Two G-structures Q 1 , Q 2 on manifolds M 1 , M 2 respectively are called equivalent, if there is a diffeomorphism f from M 1 onto M 2 such that the induced mapping f * : F (M 1 ) → F (M 2 ) maps Q 1 onto Q 2 . Such a diffeomorphism f is called an isomorphism of the G-structures. A CR-structure on a manifold M of CR-dimension n and CRcodimension k (so that m = 2n + k) is a G-structure, where G is the group of linear transformations of C n ⊕ R k that preserve the first component and are complex linear on it. The notion of equivalence of such G-structures is then exactly that of CR-structures.
E. Cartan developed a general approach to the equivalence problem for G-structures (see [St] ) that works for many important examples of G-structures. We will be looking for a solution to the equivalence problem in the spirit of Cartan's work. Namely, we will be trying to reduce the CRstructure in consideration to an {e}-structure, or parallelism, where {e} is the one-element group. An {e}-structure on an N-dimensional manifold P is given by a 1-form ω on P with values in R N such that for every x ∈ P , ω(x) is an isomorphism of T x (P ) onto R N . The problem of local equivalence for generic parallelisms is well-understood (see [St] ).
Let C be a class of manifolds equipped with G-structures. We say that G-structures on manifolds from C are s-reducible to parallelisms if for any M ∈ C there is a sequence of principle bundles P s π s → . . . (i) Any isomorphism of G-structures f : M 1 → M 2 for M 1 , M 2 ∈ C can be lifted to a diffeomorphism
(ii) Any diffeomorphism F : P s 1 → P s 2 such that F * ω 2 = ω 1 , is a lift of an isomorphism of the G-structures f :
In the above definition we say that F is a lift of f if From now on we will concentrate on solving the equivalence problem, in the sense of reducing to parallelisms, for CR-structures of certain classes C that we are now going to introduce. Let M be a CR-manifold. For every p ∈ M consider the complexification T The CR-structure on M is called integrable if for any local sections Z, Z ′ of the bundle T (1,0) (M), the vector field [Z, Z ′ ] is also a section of T (1,0) (M) . It is not difficult to see that if M ⊂ C K and the CR-structure on M is induced by C K , then it is integrable. In this paper all CR-structures are assumed to be integrable.
An important characteristic of a CR-structure called the Levi form comes from taking commutators of local sections of T (1,0) (M) and T (0,1) (M) . Let p ∈ M, z, z ′ ∈ T
(1,0) p (M) , and Z, Z ′ be local sections of T (1,0) (M) near p such that Z(p) = z, Z ′ (p) = z ′ . The Levi form of M at p is the Hermitian form on T (M) ) ⊗ R C given by Let H = (H 1 , . . . , H k ) : C n × C n → R k be a R k -valued Hermitian form on C n . We say that H is non-degenerate if:
(i) The scalar Hermitian forms H 1 , . . . , H k are linearly independent over R;
(ii) H(z, z ′ ) = 0 for all z ′ ∈ C n implies z = 0.
A CR-structure on M is called Levi non-degenerate, if its Levi form at any p ∈ M is nondegenerate. In this paper we consider only Levi-nondegenerate manifolds.
For any Hermitian form H there is a corresponding standard CR-manifold Q H ⊂ C n+k of CRdimension n and CR-codimension k defined as follows:
Q H := {(z, w) : Im w = H(z, z)}, where z := (z 1 , . . . , z n ), w := (w 1 , . . . , w k ) are coordinates in C n+k . The manifold Q H is often called the quadric associated with the form H. Clearly, the Levi form of Q H at any point is given by H.
An important tool in all the considerations below is the automorphism group of Q H . Let Aut(Q H ) denote the collection of all local CR-isomorphisms of Q H to itself that we call local CRautomorphisms. It turns out that, if H is non-degenerate, then any f ∈ Aut(Q H ) extends to a rational (more precisely, a matrix fractional quadratic) map of C n+k [KT] , [F] , [Tu2] , [ES5] . Thus, for a non-degenerate H, Aut(Q H ) is a finite-dimensional Lie group, and we denote by Aut e (Q H ) its identity component. Note that Q H is a homogeneous manifold since the global CR-automorphisms
for (z 0 , w 0 ) ∈ Q H , act transitively on Q H . Therefore, it is important to consider the isotropy group of a point of Q H , say the origin, i.e. the group of local CR-automorphisms of Q H preserving the origin. We denote this subgroup of Aut(Q H ) by Aut 0 (Q H ) and its identity component by Aut 0,e (Q H ). We also introduce the group Aut lin (Q H ) ⊂ Aut 0 (Q H ) of linear automorphisms of Q H and its identity component Aut lin,e (Q H ). All these groups are finite-dimensional Lie groups. We call a Levi non-degenerate CR-manifold M weakly uniform, if for any pair of points p, q ∈ M, the groups Aut lin,e (Q L M (p) ), Aut lin,e (Q L M (q) ) are isomorphic, and the isomorphism extends to an isomorphism between Aut 0,e (Q L M (p) ) and Aut 0,e (Q L M (q) ).
Let H 1 , H 2 be two R k -valued Hermitian forms on C n . We say that H 1 and H 2 are equivalent, if there exist linear transformations A of C n and B of R k such that only after the Chern-Moser work in 1974 [CM] where the problem was solved independently for Levinondegenerate manifolds of CR-codimension 1 (see also [Ta2] , [J] ). We note that although Tanaka's pioneering construction is very important and applies to very general situations (that include also geometric structures other than CR-structures), his treatment of the case of CR-codimension 1 is far less detailed and clear than that due to Chern and Moser (see [K] for a discussion of this matter). For example, Tanaka's construction gives 3-reducibility to parallelisms, whereas Chern's original construction gives 2-reducibility and even 1-reducibility [BS] . The structure group of the single bundle P → M that arises in Chern's construction, is Aut 0,e (Q H ) (or, alternatively, Aut 0 (Q H )), where H is a Hermitian form equivalent to any of L M (p), p ∈ M, and the parallelism ω takes values in the Lie algebra of infinitesimal automorphisms of Q H (we denote it by g H ). This algebra is the Lie algebra of the group Aut(Q H ) and is well-understood (see [Sa] , [B1] ); in particular, g H is a graded Lie algebra: [CM] (see also [BS] ) that the parallelism ω from Chern's construction is in fact a Cartan connection, i.e. changes in a regular way under the action of the structure group of the bundle. Namely, if for η ∈ Aut 0,e (Q H ), L η denotes the (left) action by η ∈ Aut 0,e (Q H ) on P , then L * η ω = Ad(η)ω, where Ad is the adjoint representation of Aut e (Q H ) on g H . It is not clear from [Ta1] (even in the case of CR-codimension 1) whether the sequence of bundles P 3 → P 2 → P 1 → M there can be reduced to a single bundle and whether the parallelism defined on P 3 behaves in any sense like a Cartan connection (see, however, later work in [Ta2] , [Ta3] ). Being more detailed, Chern's construction also allows one to investigate the important curvature form of ω, i.e. the 2-form Ω := dω − 1 2
[ω, ω] and find its precise expansion. It also can be used to introduce special invariant curves on the manifold called chains that turned out to be very important in the study of real hypersurfaces in C K . These and other differences between Tanaka's and Chern's construction motivated our work.
The results in [Ca] , [Ta1] , [CM] , in particular, solve the equivalence problem for Levi-nondegenerate CR-manifolds of CR-codimension 1, thus we concentrate on the case of higher CR-codimensions. Certain Levi-nondegenerate weakly uniform CR-structures of codimension 2 were treated in [La] , [M] . The conditions imposed on the Levi form in these papers are stronger than non-degeneracy and force the groups Aut 0 (Q L M (p) ), p ∈ M, to be minimal possible; in particular, they contain only linear transformations of a special form (this of course implies that g k L M (p) = 0 for k = 1, 2). A similar situation for Levi non-degenerate manifolds M with CRcodimM > 2 and the additional condition CRdimM > (CRcodimM) 2 was treated in [GM] . A motivation to consider manifolds with Levi form satisfying conditions as in [M] (for CRdimM ≥ 7), [La] , [GM] is that, in the considered situations, these conditions are stable, i.e., if they are satisfied at a single point p of a manifold M, they are also satisfied on an neighbourhood of p. Moreover, quadrics associated with Levi forms as in [M] (for CRdimM ≥ 7), [La] are dense in the space of all Levi non-degenerate quadrics.
In this paper we consider the case CRdimM = CRcodimM = 2. This is one of two exceptional cases among all CR-structures with CRcodimM > 1 in the following sense: typically (in fact, always except for the cases CRdimM = CRcodimM = 2 and (CRdimM) 2 = CRcodimM) for generic non-degenerate Hermitian forms, the corresponding quadrics have only linear automorphisms [M] , [B2] , [ES6] . In the case that we consider, however, generic quadrics always have plenty of non-linear automorphisms. Any non-degenerate Hermitian form H = (H 1 , H 2 ) on C 2 is equivalent to one of the following:
These forms are called respectively hyperbolic, elliptic and parabolic. We will be interested in the case of strongly uniform CR-manifolds whose Levi form is either at every point equivalent to the hyperbolic form, or it is at every point equivalent to the elliptic form. We will call such manifolds hyperbolic and elliptic respectively. Clearly, the conditions of hyperbolicity and ellipticity are stable: if the Levi form of a CR-manifold M at p ∈ M is equivalent to the hyperbolic or elliptic form, then there is a neighbourhood of p which is respectively a hyperbolic or elliptic manifold. Moreover, the collection of all hyperbolic and elliptic quadrics is an open dense subset in the space of all Levi nondegenerate quadrics of CR-codimension and CR-dimension 2. We denote the sets of all hyperbolic and elliptic manifolds by C 1 and C −1 respectively. The equivalence problem for hyperbolic and elliptic CR-manifolds is, of course, covered by Tanaka's construction in [Ta1] . Therefore, our main goal is to produce, in this particular case, a construction different from that in [Ta1] , such that it would be more detailed and easier to use in applications. We achieve this by following the main steps of Chern's reduction in [CM] , although a great many things will have to be treated differently. Although we study just manifolds with CRdimM = CRcodimM = 2, the considered case possesses a rich structure: the groups Aut 0 (Q H δ ) are large in the sense that they contain substantial non-linear part (here dim(g
We will formulate our main result in Section 1 and discuss it in Section 3; here we list just a few features of our construction and its applications:
(i) We obtain 2-reducibility to parallelisms, i.e. sequences of two principal bundles
(ii) The structure groups of P 1,δ , P 2,δ are simply described groups G 1,δ , G 2,δ , where G 2,δ is a subgroup of Aut 0,e (Q H δ ), whereas in Tanaka's constructions the structure groups on each step are found as certain very special factor-groups of subgroups of Aut 0,e (Q H δ ).
(iii) The parallelism ω δ defined on P 2,δ takes values in g H δ rather than in the abstractly defined Lie algebrag H δ as in [Ta1] .
(iv) There is an explicit transformation formula for ω δ under the action of G 2,δ on P 2,δ that shows that ω δ is not "too far" from being a Cartan connection. We also explicitly calculate the obstructions for ω δ to be a Cartan connection. The obstructions are given by two scalar CR-invariants (i.e. CR-invariant functions) on P 2,δ , and we study manifolds for which these invariants vanish; we term such manifolds semi-flat. It turns out that the invariant theory on semi-flat manifolds is completely analogous to that in the case of CR-dimension and CR-codimension 1, if one substitutes in all the formulas scalars by matrices from a certain commutative algebra.
(v) We calculate precisely the obstruction to 1-reducibility, that is, we can say when the sequence of two bundles P 2,δ → P 1,δ → M can be reduced to a single bundle with structure group Aut 0,e (Q H δ ). The obstruction is given by a single scalar CR-invariant on P 2,δ .
(vi) We obtain exact expansions for the curvature form of ω δ in terms of the components of ω δ . This allows us, for example, to describe all CR-flat manifolds in much the same way as in the case of CR-codimension 1: all such manifolds must be locally CR-equivalent to Q H δ .
There is one more issue that does not seem to be tractable from Tanaka's construction and that in fact was a starting point for our work. Namely, we are interested in finding analogues of chains for CR-manifolds of CR-codimension > 1. In the case of CR-codimension 1, chains arise in [CM] independently in the geometric construction as well as in the construction of the analytic normal form for a defining function of a real-analytic hypersurface in C K . In the geometric approach chains are the projections to M of the integral manifolds of a certain distribution on P that consists of parallel subspaces with respect to the parallelism. In the analytic approach chains are certain curves that locally become straight lines of a special form in normal coordinates. For some classes of realanalytic CR-submanifolds of C K of CR-codimension > 1 analogues of the Chern-Moser normal forms have been found in [Lo1] , [ES2] - [ES4] . These normal forms have led to certain analogues of chains that are submanifolds of M of dimension equal to CRcodimM. However, they do not inherit all the properties of chains in the case CRcodimM = 1. In particular, translations along such chains do not preserve all conditions of the normal forms; in other words, such chains can be regarded as proper chains only at a single point (the center of normalization). The first motivation for the present work was the fact that we did not have any reasonable explanation to this phenomenon. Our initial idea was to construct proper analogues of chains (or to understand why such construction is impossible) by using a reduction of the CR-structure to parallelisms rather than normal forms. Our approach to some extend clarifies the matter. Namely:
(vii) The construction leads to a certain distribution on P 2,δ (that we call the chain distribution) which is analogous to Chern's distribution. However, this distribution is not in general involutive, and thus does not in general have integral manifolds. It is worth noting that the obstructions for the distribution to be integrable exactly coincide with those for the parallelism to be a Cartan connection. In particular, the distribution gives proper chains (that we call G-chains) on semi-flat manifolds.
Thus, the parallelism in general does not generate proper chains. However, there are many submanifolds of P 2,δ whose tangent space at a given point is an element of the chain distribution. Most likely, the projections of a family of such submanifolds to M are the chains arising in [Lo1] , [ES2] and thus are "chains at a single point". It may be that in applications one should be content with considering the chain distribution itself without trying to integrate it, that is, with considering only "infinitesimal chains".
The paper is organized as follows. In Section 1 we collect all necessary facts concerning the groups Aut e (Q H δ ), Aut 0 (Q H δ ), Aut 0,e (Q H δ ) and the algebra g H δ , δ = ±1, and formulate our main result (Theorem 1.1). We prove Theorem 1.1 in Section 2. In Section 3 we discuss some corollaries of Theorem 1.1 and applications of the construction used in its proof; in particular, we introduce semi-flat manifolds as manifolds for which the curvature form of the parallelism behaves in some sense like that in the case of CR-codimension 1. In the real-analytic case, we also introduce socalled matrix surfaces as submanifolds of C 4 whose defining functions are given by power series of a special form. Matrix surfaces are examples of semi-flat manifolds, and it is very likely that semi-flat manifolds in the real-analytic case locally coincide with matrix surfaces. We conclude Section 3 by proving this statement for hyperbolic manifolds. In Section 4 we reintroduce local normal forms for defining functions of real-analytic hyperbolic and elliptic CR-manifolds in C 4 that are certain interpretations of the normal forms constructed in [Lo1] , [ES2] . These normal forms in many ways agree with our reduction process of CR-structures to parallelisms in the proof of Theorem 1.1. In particular, such normal forms independently define proper chains on matrix surfaces, and it turns out that these chains coincide with G-chains. We conclude the paper with Section 5 where we discuss some questions that arose during our work and that we consider important for a better understanding of high-codimensional CR-structures.
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To make a matrix of the form (1.1) belong to SU δ (2, 1) we need to multiply it by σ ∈ A δ * such that σσCC = E and σ 3 C 2 C = E. Note that this does not change mapping (1.1) as a transformation of A δ P 3 . It is not difficult to show that such a σ always exists and is unique up to multiplication by λ ∈ A δ * with λλ = E, λ 3 = E. We denote the set of such λ's byÂ δ . A straightforward computation gives that
Therefore, Aut 0,e (Q H δ ) is isomorphic to the subgroup of SU δ (2, 1) of matrices of the form
Analogously, the group of transformations of the form (0.1) is isomorphic to the subgroup of SU δ (2, 1) of matrices
Since any element of Aut e (Q H δ ) is the composition of an automorphism from Aut 0,e (Q H δ ) and an automorphism of the form (0.1), it follows that Aut e (Q H δ ) is isomorphic to SU δ (2, 1)/Z δ . Therefore, g H δ is isomorphic to su δ (2, 1), the Lie algebra of SU δ (2, 1), which is clearly the algebra of matrices
Further, the group Aut 0,e (Q H δ ) turns out to be isomorphic to the group of matrices of the form
where
The isomorphism that we denote by χ δ is given explicitly as follows: let an element η ∈ Aut 0,e (Q H δ ) be represented by matrix (1.2); then we set
It is straightforward to check that χ δ is a group isomorphism. The primary description of Aut 0,e (Q H δ ) in [ES1] was in fact given in terms of rational mappings of C 4 . In particular, it was shown that all automorphisms from Aut lin,e (Q H δ ) have the form
with C ∈ A δ * . Any element of Aut 0,e (Q H δ ) is then a composition of a rational mapping z * = z * (z, w), w * = w * (z, w), such that ∂z * /∂z(0) = E, ∂w * /∂z(0) = 0, ∂w * /∂w(0) = E, and an automorphism of the form (1.6). It is also easy to see that the full group Aut 0 (Q H δ ) has exactly two connected components, and that the second component is obtained by taking the compositions of mappings from Aut 0,e (Q H δ ) and the linear automorphism
Thus, automorphisms from Aut 0,e (Q H δ ) are characterized among all elements of Aut 0 (Q H δ ) by the condition det (∂w * /∂w(0)) > 0. We are now ready to formulate the main result of this paper. Let G 1,δ be the group of elements of Re A δ * of the form CC, C ∈ A δ * , and G 2,δ be the subgroup of Aut 0,e (Q H δ ) defined by the condition CC = E.
δ be an oriented manifold. Then there are principal bundles
with structure groups G 1,δ , G 2,δ respectively and a 1-form ω δ on P 2,δ such that at any point x ∈ P 2,δ , ω δ (x) is an isomorphism between T x (P 2,δ ) and su δ (2, 1), and the following holds:
Moreover, there exists an explicit transformation formula for ω δ under the action on 
REMARK 1.2
The condition for the manifolds to be oriented is not important. Theorem 1.1 could be formulated for any manifold from C δ , but then the group G 1,δ would have to be replaced bỹ
The groupG 1,δ is disconnected. Thus, the bundle P 1,δ would have a disconnected fibre, and, for an oriented M, the bundle P 1,δ and therefore the bundle P 2,δ would be disconnected. To avoid these kinds of disconnectedness, we require the manifolds to be oriented. REMARK 1.3 Everywhere in this paper we assume manifolds to be C ∞ -smooth. However, an inspection of the proof of Theorem 1.1 below shows that it is enough to require only some sufficiently high, but finite, degree of smoothness.
2 Proof of Theorem 1.1 Let M be an oriented connected manifold from C δ . We now fix δ and drop it in all superscripts. For any p ∈ M denote by M p the set of all pairs (θ 1 , θ 2 ) of real linearly independent 1-forms defined in a neighbourhood of p such that:
(ii) There exist complex 1-forms ω 1 , ω 2 near p such that: for all q close to p they are complex linear on
) is a coframe, and near p the following holds
The integrability of the CR-structure and the type of the Levi form imply that
We define a smooth bundle P 1 → M as
p is the set of pairs y := (θ 1 (p), θ 2 (p)) with (θ 1 , θ 2 ) ∈ M p such that the orientation that they define on the cotangent space T * p (M) coincides with that induced on T * p (M) by the original orientation of M. Clearly, P 1 so defined is a principal G 1 -bundle over M. We introduce fibre coordinates (a, b) on P 1 via the entries of CC:
To construct the bundle P 2 → P 1 we need the following technical lemma.
can be chosen so that the following holds:
where φ 1 , φ 2 are real 1-forms and r 1 , r 2 are smooth complex-valued functions near p.
Proof. By Proposition 3.2 of [M] we can assume that ω 1 , ω 2 are chosen in such a way that
where φ α ′ are real 1-forms near p. Since (θ α , Re ω α , Im ω α ) gives a coframe at every point near p, we have
where α α γ are complex-valued and b α γ are real-valued functions near p. We choose the new forms ω α * as follows:
It is now straightforward to check that under this transformation equations (2.3) take the form (2.2). The lemma is proved. 2 Letθ 1 ,θ 2 be the following globally defined tautological 1-forms on P 1 . For
where π 1 : P 1 → M is the natural projection: π 1 (y) = p. We now define the bundle P 2 over P 1 as follows: the fibre over y ∈ P 1 is the collection of all coframes at y of the form (θ α (y), Reω α , Imω α ,φ α ) such that:
(iii) For somer α ∈ C the following holds:
The existence of such coframes follows from Lemma 2.1. From now on we will write an element of x ∈ P 2 in the form:
It is a routine calculation to verify that the most general linear transformation that, being applied to x, gives an element from the fibre of P 2 over y, is of the form (1.4):
The group of matrices (2.4) is isomorphic to G 2 by the isomorphism χ defined in (1.5). Therefore, P 2 is a principle bundle with structure group G 2 . We will treat the independent entries of T, C, S as fibre coordinates.
We now introduce globally defined tautological 1-forms on P 2 . Let x = (θ α (y),ω α ,ω α ,φ α ) ∈ P 2 . Then we set:θ
for α = 1, 2, where π 2 : P 2 → P 1 is the projection: π 2 (x) = y. To simplify notation, until the end of this section we drop hats in the forms defined in (2.5). These forms satisfy the equations
for some uniquely determined smooth complex-valued functions r α on P 2 . Next, it follows from the integrability of the CR-structure that
for some locally defined 1-forms φ α β , µ α β . Differentiating (2.6) and plugging (2.6), (2.7) in the resulting expressions, we get
Lemma 2.2 There exist φ α β satisfying (2.7) such that the following holds
where ρ α are locally defined smooth complex-valued functions on P 2 .
Proof. It follows from (2.8) that 
(2.11)
We set φ 1 * 1
It now follows from (2.10), (2.11) that these forms satisfy (2.7) and (2.9). The lemma is proved. 2 From now on we will assume that φ β α in (2.7) satisfy conditions (2.9). Then (2.8.a) implies:
Analogously, (2.8.b) implies:
12.c)
In formulas (2.12) ψ α are real locally defined 1-forms such that
where s α are real-valued functions. A lengthy but elementary calculation now shows that the 1-forms φ α β , µ α β , ψ α satisfying (2.7), (2.9), (2.12) are defined up to transformations of the form
14)
where g, g ′ , h, h ′ are imaginary-valued, σ α are real-valued, p α , q α are complex-valued functions. The same calculation shows that ρ α are chosen uniquely and therefore are globally defined on P 2 . We now need to introduce extra conditions that would fix the parameters in (2.14) uniquely and therefore, taken together with (2.7), (2.9) and (2.12), would fix the forms φ α β , µ α β , ψ α uniquely. The first set of conditions comes from comparing two pairs of equations: (2.12.a), (2.12.c) and (2.12.b), (2.12.d). From this comparison we get:
where a 1 , b 2 are imaginary-valued, s α are real-valued, the rest of the functions are complex-valued, and Re b 3 = Im (r 2 r 1 ), Re a 4 = δIm (r 1 r 2 ). We now choose g, g ′ , h, ′ h ′ in (2.14) so that 16) where the functions with asterisks correspond to the forms with asterisks from (2.14). This can be achieved by setting
Choice (2.17) uniquely fixes the functions a * 1 , a * 4 and therefore all the functions a *
We also choose σ α in (2.14) so that in (2.13), (2.15) one has s * α = 0, α = 1, . . . , 10, (2.18) by setting δσ 4 − σ 2 = s 1 , δσ 5 − σ 3 = s 2 , σ 7 − σ 11 − 2Re (δr 1 q 1 + r 2 q 2 ) = s 3 , σ 8 − σ 12 = s 4 , σ 1 − σ 7 + 2Re (r 2 p 1 + r 1 p 2 ) = s 5 , σ 2 − σ 8 + 2Re (r 2 q 1 + r 1 q 2 ) = s 6 , σ 3 − σ 9 = s 7 , σ 4 − σ 10 = s 8 , σ 5 − σ 11 = s 9 , σ 6 − σ 12 + 2Re (δr 1 q 3 + r 2 q 4 ) = s 10 .
(2.19)
To introduce further restrictions on the parameters g, g ′ , h, h ′ , p α , q α , σ α we need to differentiate equations (2.7). By doing this and using (2.6), (2.7) we get Then it is easy to see that for
) is a coframe at x. From now on we will use the independent 1-forms θ α , ω α , ω α , φ α , ν α , µ , ψ 1 , ψ 3 as the standard basis in which we will be writing the expansions of all differential forms that we will need in the future. Equations (2.7), (2.9), (2.15), (2.20) imply
It follows from (2.21) that
which together with (2.22) gives the following expressions for dr α
and for dρ α
where t α , v α , u α , w α are complex-valued functions, and t α , u α are fixed uniquely. It now follows from (2.9), (2.15), (2.23) that
we set
(2.27)
From now on we assume that the 1-forms φ α β , µ α β , ψ α are chosen so that (2.7), (2.9), (2.12), (2.16), (2.18), (2.26) are satisfied. It follows from (2.13), (2.15), (2.25) that this set of conditions is equivalent to (2.7), (2.9), (2.12) and 29) are fixed, and therefore globally defined on P 2 , functions. Now (2.14), (2.16)-(2.19), (2.26), (2.27) give that φ 
where h, g are imaginary-valued, σ, s are real-valued, p, q are complex-valued functions. Consider the following matrix-valued 1-form It is clear from (1.3), (2.9) that the form ω defined in (2.31) takes values in su(2, 1). Also, for any point x ∈ P 2 , ω(x) is an isomorphism between T x (P 2 ) and su(2, 1). However, the form ω is defined only locally. We now need to fix the free parameters h, g, p, q, σ, s from (2.30) to make the choice of the corresponding forms unique. This will turn ω into a globally defined su(2, 1)-valued form on P 2 , and it will be the parallelism that we are looking for.
To fix the free parameters from (2.30) we consider the curvature form Ω of ω
which is a su(2, 1)-valued 2-form. In more detail, Ω is given by Ω = (Ω j i ) 0≤i,j≤2 with Ω j i ∈ A, and 
Then (2.12), (2.21)-(2.24), (2.33) imply
Let us consider the parts of the expansions of Φ α β that are quadratic in ω γ , ω γ : .36) i.e. we set
Thus, the forms φ α β are fixed and therefore are defined globally on P 2 . It then follows that the functions v α , w α from (2.23), (2.24), (2.28) are also fixed and defined globally on P 2 . From now on we assume that (2.7), (2.9), (2.12), (2.28), (2.29), (2.36) are satisfied. It then follows from (2.30) that µ α β , ψ α are fixed up to transformations of the form
37) where σ, s are real-valued, p, q are complex-valued functions. We now consider Ω 1 2 . It follows from (2.32) that
To get information about the expansions of Φ α we return to (2.20) and consider terms containing θ α there. Let such terms in the expansions of φ
for some 1-forms λ α . Then (2.7), (2.9), (2.20), (2.28) imply
and
Equations (2.40) imply
which together with (2.42) gives
It now follows from (2.40), (2.42), (2.43) that
Formulas (2.38), (2.41), (2.44) give
We will now show that the expansions of Φ α do not contain terms involving ω β ∧ ψ γ . It is clear from (2.45) that for this we only need to prove that the expansions of λ 1 , λ 3 have the form
46.a)
Identities (2.41), (2.44) give
We now differentiate (2.33.a) and, using (2.7), (2.9), (2.28), (2.48), in the right-hand side of the resulting equation collect terms containing ω 1 ∧ ω 1 ∧ ψ α :
On the other hand, it follows from (2.12), (2.28), (2.33)-(2.36), (2.39), (2.47) that such terms in the left-hand side are:
Comparing (2.49), (2.50) we get
and (2.46.a) is proved. Similarly, we differentiate (2.33.b) and in the right-hand side of the resulting equation collect terms containing ω 2 ∧ ω 2 ∧ ψ α :
Such terms in the left-hand side are:
Comparing (2.51), (2.52) we obtain
and (2.46.b) is proved.
We are now ready to fix the parameters p, q in (2.37). Let us consider the parts of the expansions of Φ α that are quadratic in ω β , ω β :
It follows from (2.6), (2.38), (2.45), (2.46) that under transformation (2.37) the coefficients S We now fix p, q by the conditions: 54) i.e. we set
The forms µ α β are now fixed and thus are globally defined on P 2 . From now on we assume that (2.7), (2.9), (2.12), (2.28), (2.29), (2.36), (2.54) are satisfied. It then follows from (2.37) that ψ α are fixed up to transformations of the form 
Let us consider the parts of the expansions of Ψ α that are quadratic in ω β , ω β :
Since Ψ α are real-valued, the coefficients T 1 11
, T 2 22
are imaginary-valued. It follows from (2.6), (2.56) that under transformation (2.55) they change as:
We now fix σ, s by the conditions: 58) i.e. we set
We have proved that the forms φ α β , µ α β , ψ α are uniquely fixed by conditions (2.7), (2.9), (2.12), (2.28), (2.29), (2.36), (2.54), (2.58), and therefore we can assume that they are now defined globally on P 2 . The form ω defined via these forms as in (2.31) is the parallelism that we needed to construct. We also note that the functions r α from (2.6), ρ α from (2.9), t α , v α from (2.23), u α , w α from (2.24), a α ,b α ,c α ,d α from (2.28) are CR-invariant functions, i.e. scalar invariants.
In the remainder of this section we will find a transformation formula for ω under the action of G 2 on P 2 . Let η ∈ G 2 be given by matrix (1.2), where CC = E and
Let L η denote the mapping of P 2 induced by χ(η) (see (1.5)). It turns out that one can find the transformation rule for ω under L η in the form
Πω − Πω + Γ 0 59) where Ad is the adjoint representation of Aut e (Q H ) on su(2, 1) and Plugging in (2.7) gives
(2.61) It follows from (2.61) that δ∆ 3 − ∆ 2 and ∆ 1 − ∆ 4 do not in fact depend on Γ α . Equations (2.9) are satisfied automatically, and we now plug the right-hand side of (2.59) in (2.12). This gives 62) where G 1 , G 2 are found from the following relations
Further, plugging in (2.16) gives
(2.64) complex covectors ω := (ω 1 , ω 2 ) at p,φ α are real covectors at y, π 1 (y) = p, π 2 (x) = y. Let an element η ∈ Aut 0,e (Q H ) be represented by matrix (1.2). We then define F η (x) as follows
where y ′ = C −1 C −1 θ(p) andω * ,φ * are the pull-backs of the covectorsω,φ respectively under the diffeomorphism Φ C of P 1 locally over a neighbourhood of p given by
for D ∈ G 1 . It is now easy to check that (3.1) indeed defines an action of Aut 0,e (Q H ) on P 2 , provided r 1 ≡ 0, r 2 ≡ 0.
Further, one can derive an analogue of transformation law (2.59) for the form ω under the action of Aut 0,e (Q H ) on P 2 by the procedure described in Section 2. The transformation formula has the same form (2.59), but the error terms in the right-hand side turn out to be zero due to the identical vanishing of r α and ρ α , i.e. we get L * η ω = Ad (η)ω. The proposition is proved. 2 REMARK 3.2 If r 1 , r 2 do not necessarily vanish, one can still define for any η ∈ Aut 0,e (Q H ) the mappingF η as F η (x) := θ (y ′ ), C −1ω * − 2Aθ(y ′ ), C −1ω * − 2Aθ(y ′ ),φ * − 2iC −1 Aω * + 2iC −1 Aω * − 4Rθ(y ′ ) + tCC r 1 (y ′ ) δr 2 (y ′ ) r 2 (y ′ ) r 1 (y ′ ) ω * , where t is determined by
However,F η does not give a group action unless r α identically vanish.
Next, we characterize CR-flat manifolds, i.e. manifolds for which the form Ω in (2.32) vanishes.
PROPOSITION 3.3
The form Ω identically vanishes on P 2 if and only if M is locally CRequivalent to Q H .
Proof. First, we will explicitly calculate the bundles P 1 , P 2 and the forms ω, Ω for Q H . To do this, we identify (z 1 , z 2 ) and (w 1 , w 2 ) with the matrices Z := z 1 δz 2 z 2 z 1 and W := w 1 δw 2 w 2 w 1 respectively and write the equation of Q H in the form
with W = U + iV . Let the orientation of Q H be given by the form θ := 1 2
(dU − iZdZ + iZdZ). For ω := dZ we have dθ = iω ∧ ω.
The bundle P 1 then consists of Dθ with D = CC for C ∈ A * . The tautological formθ is given bỹ θ = 1 2 D dU − iZdZ + iZdZ , and therefore P 2 consists of coframes of the form x := θ , Tθ + Cω, Tθ + Cω, Sθ + iCTω − iCTω − D −1 dD , with T, C, S as in (1.4), CC = E, whereω := √ DdZ (it is an easy exercise to prove the existence of a locally smooth operation of taking real square root on G 1 ). Now one can check that
and all the functions r α , ρ α ,ã α ,b α ,c α ,d α identically vanish. It now follows from (2.32) and (3.3) that for ω defined as in (2.31) its curvature form Ω ≡ 0. Now, if M is a CR-manifold with Ω ≡ 0, then P 2 locally can be mapped by a diffeomorphism onto a neighbourhood of identity in Aut e (Q H ) in such a way that ω transforms into the MaurerCartan form on Aut e (Q H ) (see [St] ). Therefore, there exists a local diffeomorphism of P 2 to the corresponding bundle over Q H that preserves parallelism. By Theorem 1.1 this diffeomorphism is the lift of a local CR-diffeomorphism between M and Q H , and thus M is locally CR-equivalent to Q H .
The proposition is proved. 2 We will now try to understand what proper analogues of chains in the case of hyperbolic and elliptic CR-manifolds should be. We define the chain distribution on P 2 by ω = 0, µ = 0. (3.4) This distribution is analogous to the one of Chern [CM] that, in the case of CR-codimension 1, was used to define chains on M as the projections of the integral manifolds of the distribution. However, in contrast with [CM] , distribution (3.4) may not be integrable. It follows from the expansions of Φ α β , Φ α , Ψ α that can be found as outlined in Section 2, that it is integrable if and only if the following conditions are satisfied (cf. Proposition 3.1):
(note that the functions r α , ρ α are scalar CR-invariants). For manifolds satisfying conditions (3.5) one can project the integral manifolds of chain distribution (3.4) to M. The resulting two-dimensional submanifolds of M we call G-chains.
It is clear from (2.23), (2.24) that conditions (3.5) are equivalent to (3.6) where r := r 1 r 2 , ρ := ρ 1 ρ 2 . Elliptic or hyperbolic CR-manifolds satisfying (3.6) we call semi-flat. It follows from (2.6), (2.7), (2.32) that semi-flat manifolds are characterized by the curvature conditions Note that conditions (3.7) are always satisfied for the parallelism constructed in [CM] . For semi-flat manifolds the main formulas in Section 2 reduce to matrix forms of Chern's formulas in the case of CR-dimension and CR-codimension 1. Namely, we have It follows from the proof of Proposition 3.3 that the quadric Q H is a semi-flat manifold. In the next proposition we describe G-chains on Q H . PROPOSITION 3.4 Any G-chain on Q H passing through the origin is the intersection of Q H with Z = AW for some A ∈ A.
Proof. Formulas (3.3) imply that distribution (3.4) in the case of Q H is given by First we show that along the integral manifolds of (3.8) passing through points of the fibre of P 2 over the origin, G := C − iT √ DZ is non-degenerate. To do this, we differentiate GG and plug in the resulting expression dZ and dT found from (3.8). It then easily follows that d GG ≡ 0 and thus det |G| 2 ≡ const. Since det G = 0 for Z = 0, G is non-degenerate everywhere.
Next, it follows from (3.8.a) that dZ = − 1 2 T DG −1 dU + iZdZ + iZdZ .
Therefore, to show that the projections of the integral manifolds of distribution (3.8) passing through points of the fibre of P 2 over the origin have the desired form, we need only prove that T DG −1 = const (3.9)
along the integral manifolds of (3.8). To prove (3.9) we differentiate T DG −1 and by using (3.8) conclude that d(T DG −1 ) ≡ 0. The proposition is proved.
2 As we have seen, semi-flat manifolds possess some of the nice properties that were observed in [CM] for manifolds of CR-codimension 1. The quadric Q H is an example of such manifolds. Many more examples come from considering matrix surfaces in C 4 , i.e. real-analytic surfaces locally near the origin given in the form V = ZZ +
