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THE SEMILINEAR WAVE EQUATION ON ASYMPTOTICALLY
EUCLIDEAN MANIFOLDS
JEAN-FRANC¸OIS BONY AND DIETRICH HA¨FNER
Abstract. We consider the quadratically semilinear wave equation on (Rd, g), d ≥ 3. The
metric g is non-trapping and approaches the Euclidean metric like 〈x〉−ρ. Using Mourre
estimates and the Kato theory of smoothness, we obtain, for ρ > 0, a Keel–Smith–Sogge type
inequality for the linear equation. Thanks to this estimate, we prove long time existence for
the nonlinear problem with small initial data for ρ ≥ 1. Long time existence means that, for
all n > 0, the life time of the solution is a least δ−n, where δ is the size of the initial data in
some appropriate Sobolev space. Moreover, for d ≥ 4 and ρ > 1, we obtain global existence
for small data.
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1. Introduction
This paper is devoted to the study of the quadratically semilinear wave equation on asymp-
totically Euclidean non-trapping Riemannian manifolds. We show global existence in dimen-
sion d ≥ 4 and long time existence in dimension d = 3 for small data solutions. In Minkowski
space, the semilinear wave equation has been thoroughly studied. Global existence is known
in dimension d ≥ 4 for small initial data (see Klainerman and Ponce [23] and references
therein). Almost global existence in dimension d = 3 for small data was shown by John and
Klainerman in [18]. Almost global means that the life time of a solution is at least e1/δ ,
where δ is the size of the initial data in some appropriate Sobolev space. Note that, in di-
mension d = 3, Sideris [31] has proved that global existence does not hold in general (see also
John [17]).
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In [20], Keel, Smith and Sogge give a new proof of the almost global existence result in
dimension 3 using estimates of the form
(1.1) (ln(2 + T ))−1/2
∥∥〈x〉−1/2u′∥∥
L2([0,T ]×R3)
. ‖u′(0, ·)‖L2(R3) +
∫ T
0
‖G(s, ·)‖L2(R3)ds,
and a certain Sobolev type estimate due to Klainerman (see [22]). Here u solves the wave
equation u = G in [0,+∞[×R3 and u′ = (∂tu, ∂xu). They also treat the non-trapping
obstacle case. In [21], similar results are obtained for the corresponding quasilinear equation.
The obstacle case in which the trapped trajectories are of hyperbolic type is treated by
Metcalfe and Sogge [24].
Alinhac shows an estimate similar to (1.1) on a curved background. In his papers [1] and
[2], the metric is depending on and decaying in time. The results of Metcalfe and Tataru
[26] imply estimates analogous to (1.1) for a space-time variable coefficients wave equation
outside a star shaped obstacle (see also [25]). Outside the obstacle, their wave operator is a
small perturbation of the wave operator in Minkowski space.
The common point of the papers cited so far is that they all use vector field methods. We
use in this paper a somewhat different approach. We will show how estimates of type (1.1)
follow from a Mourre estimate [27]. This method will permit us to consider non-trapping
Riemannian metrics which are asymptotically Euclidean without requiring that they are ev-
erywhere a small perturbation of the Euclidean metric. We will suppose for simplicity that
the metric is C∞, but a Ck approach should in principle be possible. Spectral methods for
proving dispersive estimates were previously used by Burq. In [5], he obtains global Strichartz
estimates for compactly supported non-trapping perturbations of the Euclidean case. In more
complicated geometries, conjugate operators are probably not vector fields and it is perhaps
worth trying to mix the classical vector field approach with the Mourre theory.
Let us now state our precise results. We consider the asymptotically Euclidean manifold
(Rd, g) with d ≥ 3 and
g =
d∑
i,j=1
gi,j(x) dx
i dxj .
We suppose gi,j(x) ∈ C∞(Rd) and, for some ρ > 0,
(H1) ∀α ∈ Nd ∂αx (gi,j − δi,j) = O(〈x〉−|α|−ρ).
We also assume that
(H2) g is non-trapping.
Let g(x) = (det(g))1/4. The Laplace–Beltrami operator associated to g is given by
∆g =
∑
i,j
1
g2
∂ig
i,jg2∂j ,
where gi,j(x) denotes the inverse metric. Let us consider the following unitary transform
V :
{
L2(Rd, g2 dx) −→ L2(Rd, dx)
v 7−→ gv.
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The transformation V sends −∆g to
P = −V∆gV∗ = −
∑
i,j
1
g
∂ig
i,jg2∂j
1
g
,
which is the operator we are interested in. Let ∂˜j := ∂jg
−1 and Ω = Ωk,ℓ := xk∂ℓ − xℓ∂k be
the rotational vector fields. We consider the following semilinear wave equation
(1.2)
{
gu = Q(u
′),
(u|t=0 , ∂tu|t=0) = (u0, u1).
Here g = ∂
2
t + P and Q(u
′) is a quadratic form in u′ = (∂tu, ∂˜xu). For x ∈ R, ⌊x⌋ (resp.
⌈x⌉) denotes the largest (resp. smallest) integer such that ⌊x⌋ ≤ x ≤ ⌈x⌉. Our main result is
the following theorem.
Theorem 1.1. Assume hypotheses (H1) and (H2). Suppose u0, u1 ∈ C∞0 (Rd) and that, for
M = 2
(⌈
d−1
2
⌉
+ 1
)
, we have
(1.3)
∑
|α|+j≤M+1
∥∥∂jxΩαu0∥∥+ ∑
|α|+j≤M
∥∥∂jxΩαu1∥∥ ≤ δ.
i) Assume d ≥ 3 and ρ ≥ 1. For all n > 0, there exists a constant δn > 0 such that, for
δ ≤ δn, the problem (1.2) has a unique solution u ∈ C∞([0, T ] × R3) with
T = δ−n.
ii) Assume d ≥ 4 and ρ > 1. For δ small enough, the problem (1.2) has a unique global
solution u ∈ C∞([0,+∞[×Rd).
Remark 1.2. One may consider more general nonlinearities. For example, the previous result
holds for quadratic nonlinearities of the form Q(x)(〈x〉−µu, u′) with µ > 1 and ‖∂αxQ(x)‖ =
O(〈x〉−|α|). In particular, one can replace Q(u′) byQ(∂tu, ∂xu) or work with the wave equation
before the transformation by V. To prove this remark, it is enough to combine the proof of
Theorem 1.1 with Lemma 4.2.
The main ingredient of the proof are estimates of type (1.1). Let us therefore consider the
corresponding linear equation. Let u be solution of
(1.4)
{
(∂2t + P )u = G(s),
(u|t=0 , ∂tu|t=0) = (u0, u1).
With the notation
F εµ(T ) =
{
T 1−2µ+2ε µ ≤ 1/2,
1 µ > 1/2,
we have the following estimate.
Theorem 1.3. Assume that (H1) and (H2) hold with ρ > 0 and let 0 < µ ≤ 1. For all ε > 0,
the solution of (1.4) satisfies
(1.5)
∥∥〈x〉−µu′∥∥
L2([0,T ]×Rd)
. 〈F εµ(T )〉1/2
(
‖u′(0, ·)‖L2(Rd) +
∫ T
0
‖G(s, ·)‖L2(Rd)ds
)
.
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To prove the nonlinear theorem, it will be useful to have higher order estimates. To this
purpose, let us put Ω˜k,ℓ = xk∂˜ℓ − xℓ∂˜k, Z = {∂t, ∂˜x, Ω˜}, Y = {∂˜x, Ω˜}, X = {∂˜x}, where
{Ω˜} (resp. {∂˜x}) are the collections of rotational vector fields (resp. partial derivatives with
respect to space variables). Then, we have
Theorem 1.4. Assume that (H1) and (H2) hold with ρ > 1 and let N > 0 and 1/2 ≤ µ ≤ 1.
For all ε > 0, the solution of (1.4) satisfies
sup
0≤t≤T
∑
1≤k+j≤N+1
∥∥∂kt P j/2u(t, ·)∥∥L2(Rd) + ∑
|α|≤N
〈F εµ(T )〉−1
∥∥〈x〉−µZαu′∥∥
L2([0,T ]×Rd)
.
∑
|α|≤N
(∥∥(Zαu)′(0, ·)∥∥
L2(Rd)
+
∫ T
0
∥∥ZαG(s, ·)∥∥
L2(Rd)
ds
)
.(1.6)
Moreover, for ρ = 1, the same inequality holds with 〈F εµ(T )〉−1 replaced by 〈T 〉−ε.
Remark 1.5. i) Note that, in Theorem 1.1 and Theorem 1.4, ρ ≥ 1 is required whereas
Theorem 1.3 is valid under a general long range condition ρ > 0.
ii) Theorem 1.3 and Theorem 1.4 remain valid if we replace u′ by (∂tu, P
1/2u).
The paper is organized in the following way. In Section 2, we show scattering estimates
in a general setting. Section 3 is devoted to the Mourre estimate for the wave equation on
our asymptotically Euclidean manifold. Using these results, we prove the estimates for the
linear wave equation (Theorem 1.3 and Theorem 1.4) in Section 4. From these estimates, we
deduce the nonlinear result in Section 5. Appendix A collects some regularity properties of
operators and Appendix B contains low frequency resolvent estimates.
2. The general setting
In this section, we obtain some abstract estimates which will be used to prove Theorem 1.3
and Theorem 1.4. These estimates are not specific to the wave equation and could help to
show analogous estimates for other equations. The key ingredients are the limiting absorption
principle and the Kato theory of smoothness.
We begin this section with the notion of regularity with respect to an operator. A full
presentation of this theory can be found in the book of Amrein, A. Boutet de Monvel and
Georgescu [3]. In Appendix A, we recall the properties which will be used in this paper.
Definition 2.1. Let (A,D(A)) and (H,D(H)) be self-adjoint operators on a separable Hilbert
space H. The operator H is of class Ck(A) for k > 0, if there is z ∈ C \ σ(H) such that
R ∋ t −→ eitA(H − z)−1e−itA,
is Ck for the strong topology of L(H).
Let H ∈ C1(A) and I ⊂ σ(H) be an open interval. We assume that A and H satisfy a
Mourre estimate on I:
(2.1) 1lI(H)i[H,A]1lI(H) ≥ δ1lI(H),
for some δ > 0. As usual, we define the multi-commutators adjAB inductively by ad
0
AB = B
and adj+1A B = [A, ad
j
AB].
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Theorem 2.2 (Limiting absorption principle). Let H ∈ C2(A) be such that adjAH, j = 1, 2,
are bounded on H. Assume furthermore (2.1). Then, for all closed intervals J ⊂ I and
µ > 1/2, there exists CJ,µ > 0 such that
(2.2) sup
Re z∈J
Im z 6=0
∥∥〈A〉−µ(H − z)−1〈A〉−µ∥∥ ≤ CJ,µ.
If A and H depend on a parameter, the constant in the limiting absorption principle can
be specified according to this parameter. In fact, mimicking the proof of [28], we obtain the
following estimate.
Remark 2.3. Assume that (2.1) holds uniformly and that [H,A] is uniformly bounded.
Then, for all closed intervals J ⊂ I and µ > 1/2,
sup
Re z∈J
Im z 6=0
∥∥〈A〉−µ(H − z)−1〈A〉−µ∥∥ ≤ C˜J,µ〈∥∥ ad2AH∥∥〉 eCJ,µ ,
for some C˜J,µ > 0.
We now state a result of Kato [19] which says that, under the conclusions of Theorem 2.2,
〈A〉−µ1lJ(H) is H–smooth. For the proof and more details, we refer to Theorem XIII.25 and
Theorem XIII.30 of [30].
Theorem 2.4 (H–smoothness). Let A and H be two self-adjoint operators satisfying (2.2).
Then, for all closed intervals J ⊂ I and µ > 1/2,∫
R
∥∥〈A〉−µe−itH1lJ(H)u∥∥2dt ≤ 8CJ,µ‖u‖2,
for all u ∈ H.
In the previous theorem, CJ,µ is the constant appearing in (2.2). By interpolation, we get
Corollary 2.5. Assume (2.2). Then, for all closed intervals J ⊂ I and 0 < µ ≤ 1/2,∫ T
0
∥∥〈A〉−µe−itH1lJ(H)u∥∥2dt ≤MJ,µ,εT 1−2µ+ε‖u‖2,
for all 0 < ε < 2µ. Here,
MJ,µ,ε =
(
8CJ,µ/(2µ−ε)
)2µ−ε
.
Proof. Since e−itH is unitary, ∫ T
0
∥∥e−itH1lJ(H)u∥∥2dt ≤ T‖u‖2.
Combining Theorem 2.4, the previous estimate and an interpolation argument, we get∫ T
0
∥∥〈A〉−(1−θ)νe−itH1lJ(H)u∥∥2dt ≤ (8CJ,ν)1−θT θ‖u‖2.
for all 0 ≤ θ ≤ 1 and ν > 1/2. Taking θ = 1 − 2µ + ε ∈ [0, 1] (since ε < 2µ) and ν =
µ/(1− θ) = µ/(2µ − ε) > 1/2, the corollary follows. 
6 J.-F. BONY AND D. HA¨FNER
We now study the non-homogeneous equation using the Fourier transform. Let G(t) ∈
L1loc(Rt;H) be such that suppG ⊂ [0,+∞[. We consider the solution u of
(2.3)
{
(i∂t −H)u(t) = ϕ(H)G(t),
u|t=0 = 0,
with ϕ ∈ L∞(R) and suppϕ ⊂ J . This means that
(2.4) u(t) = −i
∫ t
0
e−i(t−s)Hϕ(H)G(s) ds,
and then u ∈ C0(Rt;H) ∩ S ′(Rt;H).
Lemma 2.6. Let A andH be two self-adjoint operators satisfying (2.2). Then, for all µ > 1/2
and ϕ ∈ C1(R) satisfying ‖ϕ‖∞ ≤ 1, ‖ϕ′‖∞ ≤ C1 and suppϕ ⊂ J , we have∥∥〈A〉−µϕ(H)(H − z)−1〈A〉−µ∥∥ ≤ CJ,µ + C1,
for all z ∈ C \R.
Proof. Using Taylor’s expansion formula, we have
ϕ(x) = ϕ(y) + (x− y)
∫ 1
0
ϕ′(tx+ (1− t)y) dt,
and then
ϕ(H)(H − z)−1 = ϕ(Re z)(H − z)−1 +
∫ 1
0
ϕ′
(
tH + (1− t)Re z) dt (H − Re z)(H − z)−1.
Using the spectral theorem, we obtain the following estimates:∥∥∥ ∫ 1
0
ϕ′
(
tH + (1− t)Re z) dt∥∥∥ ≤ ∫ 1
0
∥∥ϕ′(tH + (1− t)Re z)∥∥ dt ≤ C1,∥∥(H − Re z)(H − z)−1∥∥ ≤ sup
x∈R
∣∣x(x− i Im z)−1∣∣ ≤ 1.
Therefore, for Re z ∈ J , we have∥∥〈A〉−µϕ(H)(H − z)−1〈A〉−µ∥∥ ≤ |ϕ(Re z)|∥∥〈A〉−µ(H − z)−1〈A〉−µ∥∥+ C1‖〈A〉−µ‖2
≤ CJ,µ + C1.
On the other hand, for Re z /∈ J , ϕ(Re z) = 0 and then∥∥〈A〉−µϕ(H)(H − z)−1〈A〉−µ∥∥ ≤ C1‖〈A〉−µ‖2 ≤ C1.
The two last estimates give the lemma. 
Proposition 2.7. Let A and H be two self-adjoint operators satisfying (2.2) and ϕ ∈ C1(R)
as in Lemma 2.6. Then, for all µ > 1/2 and G(t) ∈ L2(Rt;D(〈A〉µ)) with suppG ⊂ [0,+∞[,
the solution u of (2.3) satisfies∫ ∞
0
∥∥〈A〉−µu(t)∥∥2dt ≤ (CJ,µ + C1)2 ∫ ∞
0
∥∥〈A〉µG(t)∥∥2dt.
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Proof. Let uε = (1 + iεH)
−1u. From (2.4), uε ∈ C1(Rt;H) ∩ C0(Rt;D(H)) ∩ S ′(Rt;D(H))
and uε is the solution of the problem
(2.5)
{
(i∂t −H)uε(t) = (1 + iεH)−1ϕ(H)G(t),
uε|t=0 = 0.
Since the support of the temperate distributions uε and G is in [0,+∞[, their Fourier trans-
forms are analytic in Im z < 0. Then, (2.5) gives, for Im z < 0,
(z −H)ûε(z) = (1 + iεH)−1ϕ(H)Ĝ(z).
Then
〈A〉−µûε(z) = 〈A〉−µ(1 + iεH)−1ϕ(H)(z −H)−1〈A〉−µ〈A〉µĜ(z).
Since ‖ϕ(x)(1 + iεx)−1‖∞ ≤ ‖ϕ‖∞ and ‖∂x(ϕ(x)(1 + iεx)−1)‖∞ ≤ ε‖ϕ‖∞ + ‖ϕ′‖∞, Lemma
2.6 implies ∥∥〈A〉−µûε(z)∥∥ ≤ (CJ,µ + C1 + ε)∥∥〈A〉µĜ(z)∥∥.
Thus, for all δ > 0, Plancherel’s theorem gives∫ +∞
0
e−δt
∥∥〈A〉−µuε∥∥2dt ≤ (CJ,µ + C1 + ε)2 ∫ +∞
0
e−δt
∥∥〈A〉µG∥∥2dt.
Letting δ and ε go to 0, we get the proposition. 
By interpolation, we also have
Corollary 2.8. Assume the hypotheses of Proposition 2.7. Then, for all 0 < µ ≤ 1/2 and
G(t) ∈ L2(Rt;D(〈A〉µ)) with suppG ⊂ [0,+∞[,∫ T
0
∥∥〈A〉−µu(t)∥∥2dt ≤ NJ,µ,εT 2(1−2µ+ε) ∫ T
0
∥∥〈A〉µG(t)∥∥2dt,
for all 0 < ε < 2µ. Here,
NJ,µ,ε =
(
CJ,µ/(2µ−ε) +C1
)4µ−2ε
.
Proof. Let PT : L
2([0, T ];H) −→ L2([0, T ];H) be the operator defined by
(PTG)(t) = −i
∫ t
0
e−i(t−s)Hϕ(H)G(s) ds.
Proposition 2.7 gives
‖〈A〉−νPTG‖L2([0,T ];H) ≤ (CJ,ν + C1)‖〈A〉νG‖L2([0,T ];H),
for ν > 1/2. Moreover,
‖PTG‖L2([0,T ];H) ≤
√
T sup
t∈[0,T ]
∥∥∥ ∫ t
0
e−i(t−s)Hϕ(H)G(s) ds
∥∥∥
≤
√
T sup
t∈[0,T ]
√
t
(∫ t
0
∥∥∥e−i(t−s)Hϕ(H)G(s)∥∥∥2 ds)1/2
≤ T‖G‖L2([0,T ];H).
With these two estimates in mind, one can prove the corollary by mimicking the proof of
Corollary 2.5. 
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3. The wave equation and the Mourre estimate
In this section we will show a Mourre estimate for the wave equation on our asymptotically
Euclidean manifold:
(3.1)
{
(∂2t + P )u = 0,
u|t=0 = u0, ∂tu|t=0 = u1.
Recall that
(3.2) P = −
∑
i,j
1
g
∂ig
i,jg2∂j
1
g
,
is self-adjoint on L2(Rd, dx) with domain D(P ) = H2(Rd). We define Hkc (R
d) as the closure
of Hk(Rd) with respect to the norm
‖u‖2Hkc =
k∑
j=1
∥∥P j/2u∥∥2.
Let E := H1c (Rd)⊕ L2(Rd) with
‖(u0, u1)‖2E = 〈Pu0, u0〉+ ‖u1‖2,
be the energy space associated to (3.1). The energy of (3.1) is clearly conserved:∥∥(u(t), ∂tu(t))∥∥E = ‖(u0, u1)‖E .
We will rewrite (3.1) as a first order system
(3.3)
{
i∂tf = Rf,
f|t=0 = (u0, u1),
with
R =
(
0 i
−iP 0
)
.
The operator R is self-adjoint on E with domain D(R) = H2c (Rd) ⊕ H1(Rd). Let L =
L2(Rd)⊕ L2(Rd). It is useful to introduce the following unitary transform:
U : E −→ L, U = 1√
2
(
P 1/2 i
P 1/2 −i
)
,
which satisfies
U∗ = U−1 =
1√
2
(
P−1/2 P−1/2
−i i
)
and L = URU∗ =
1√
2
(
P 1/2 0
0 −P 1/2
)
.
The operator (L,D(L) = H1(Rd) ⊕ H1(Rd)) is self-adjoint. In order to establish a Mourre
estimate for L, it is sufficient to establish a Mourre estimate for P 1/2. We divide this section
into the study of the low, the intermediate and the high frequency part.
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3.1. Low frequency Mourre estimate.
For low frequencies, we will make a dyadic decomposition and use a conjugate operator
specific to each part of the decomposition. In this section, we will obtain a Mourre estimate
for each part. For λ ≥ 1, we set
(3.4) Aλ = ϕ(λP )A0ϕ(λP ),
where
A0 =
1
2
(xD +Dx), D(A0) =
{
u ∈ L2(Rd); A0u ∈ L2(Rd)
}
,
is the generator of dilations and ϕ ∈ C∞0 (]0,+∞[; [0,+∞[) satisfies ϕ(x) > δ > 0 on some
open bounded interval I ⊂]0,+∞[.
For the various estimates that we will establish in this section, the following formula for the
square root of an operator will be useful. Making a change of contour and using the Cauchy
formula, one can show that
(3.5) σ−1/2 =
1
π
∫ +∞
0
s−1/2(s+ σ)−1ds,
for σ 6= 0. Therefore, the functional calculus gives
(3.6) ϕ(λP )P 1/2 =
1
π
∫ +∞
0
s−1/2ϕ(λP )P (s + P )−1ds.
It is well known that P ∈ C1(A0). In particular, ϕ(λP ) : D(A0) −→ D(A0) and Aλ is
well defined on D(A0). Its closure, again denoted Aλ, is self-adjoint (see [3, Theorem 6.2.5,
Lemma 7.2.15]).
Proposition 3.1. i) We have (λP )1/2 ∈ C2(Aλ). The commutators adjAλ(λP )1/2, j = 1, 2,
can be extended to bounded operators and we have, uniformly in λ,∥∥[Aλ, (λP )1/2]∥∥ . 1,(3.7) ∥∥ ad2Aλ(λP )1/2∥∥ . { 1 ρ > 1,λε ρ ≤ 1,(3.8)
where ε > 0 can be chosen arbitrary small.
ii) For λ large enough, we have the following Mourre estimate:
(3.9) 1lI(λP )
[
i(λP )1/2,Aλ
]
1lI(λP ) ≥ δ
2
√
inf I
2
1lI(λP ).
iii) For 0 ≤ µ ≤ 1 and ψ ∈ C∞0 (]0,+∞[), we have∥∥|Aλ|µ〈x〉−µ∥∥ . λ−µ/2+ε,(3.10) ∥∥〈Aλ〉µψ(λP )〈x〉−µ∥∥ . λ−µ/2+ε,(3.11)
for all ε > 0.
The rest of this section will be devoted to the proof of the above proposition, which will
be divided into several lemmas.
Lemma 3.2. We have (λP )1/2 ∈ C1(Aλ).
10 J.-F. BONY AND D. HA¨FNER
The proof of Lemma 3.2 is analogous to the proof of [13, Lemme 3.3]. In this lemma,
it is shown that ((λP )1/2,Aλ) fulfill the original conditions of Mourre which imply the C1
regularity. We now have to estimate the commutators. First note that[
i(λP )1/2,Aλ
]
= iλ1/2ϕ(λP )
[
P 1/2, A0
]
ϕ(λP ).
Using formula (3.6), we find
(3.12) ϕ(λP )
[
P 1/2, A0
]
ϕ(λP ) =
1
π
∫ +∞
0
s−1/2ϕ(λP )
[
P (s+ P )−1, A0
]
ϕ(λP ) ds,
with [
P (s + P )−1, A0
]
= −s[(s+ P )−1, A0] = s(s+ P )−1[P,A0](s + P )−1.
A direct calculation gives[
P,A0
]
=− i
∑
j,k
g−1Dj
(
2g2gj,k −
∑
ℓ
xℓ∂ℓ(g
2gj,k)
)
Dkg
−1
− i
∑
ℓ
g−2xℓ(∂ℓg)
∑
j,k
Djg
2gj,kDkg
−1 − i
∑
j,k
g−1Djg
2gj,kDkg
−2
∑
ℓ
xℓ(∂ℓg)
=− 2iP + i
∑
j,k
g−1Dj
(∑
ℓ
xℓ∂ℓ(g
2gj,k)− 2gj,kg
∑
ℓ
xℓ(∂ℓg)
)
Dkg
−1
+
∑
j,k,ℓ
g−1∂j
(
g−1xℓ(∂ℓg)
)
g2gj,kDkg
−1 −
∑
j,k,ℓ
g−1Djg
2gj,k∂k
(
g−1xℓ(∂ℓg)
)
g−1
=− 2iP − 2i
∑
j,k
g−1Djaj,kDkg
−1 + 2i
∑
k
bkDkg
−1 − 2i
∑
j
g−1Djbj,(3.13)
where ∂αx aj,k = O(〈x〉−ρ−|α|) and ∂αx b = O(〈x〉−ρ−1−|α|) by (H1). In the following, a term rj ,
j ∈ N, will denote a smooth function such that
(3.14) ∂αx rj(x) = O
(〈x〉−ρ−j−|α|).
Moreover, to clarify the statement, we will not write the sums over j, k and j, k and replace
the remainder terms in (3.13) by ∂˜∗r0∂˜, ∂˜
∗r1 and r1∂˜
∗. Then,
(3.15) [P,A0] = −2i
(
P + ∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
)
.
and (3.12) becomes
ϕ(λP )
[
P 1/2, A0
]
ϕ(λP ) = −2i
π
∫ +∞
0
s1/2ϕ(λP )(s + P )−1(
P + ∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
)
(s+ P )−1ϕ(λP )ds.
Proceeding as in (3.6), one can show that∫ +∞
0
s1/2ϕ2(λP )P (s + P )−2ds =
π
2
ϕ2(λP )P 1/2.
Then, we finally obtain
(3.16)
[
i(λP )1/2,Aλ
]
= (λP )1/2ϕ2(λP ) +R,
with
(3.17) R =
2
π
λ1/2
∫ +∞
0
s1/2ϕ(λP )(s + P )−1
(
∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
)
(s+ P )−1ϕ(λP ) ds.
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The remainder term R can be estimated in the following way.
Lemma 3.3. Assume 0 ≤ γ ≤ d/4. Then, we have
‖Ru‖ . λ−γ+ε
∥∥〈x〉−min(ρ,d/2)+2γ+εu∥∥,
for all ε > 0 .
Proof. First, we write
ϕ(λP )(s + P )−1∂˜∗ = λ−1/2(s+ P )−1ϕ(λP )(λP )1/2P−1/2∂˜∗.
Using Lemma B.13 and the functional calculus, this term can be estimated by
(3.18)
∥∥ϕ(λP )(s + P )−1∂˜∗∥∥ . λ−1/2∥∥(s+ P )−11lsuppϕ(λP )∥∥ . λ−1/2(s+ λ−1)−1.
Moreover, applying Lemma B.12 (with β = 0 and γ = 1/2 ≤ d/4), we get∥∥ϕ(λP )(s + P )−1∂˜∗u∥∥ . (s+ λ−1)−1λ−1+ε‖〈x〉u‖,(3.19) ∥∥ϕ(λP )(s + P )−1u∥∥ . (s + λ−1)−1λ−1/2+ε‖〈x〉u‖.(3.20)
On the other hand, we write, for k ∈ N,
(s+ P )−1ϕ(λP ) = λ(λs+ λP )−1ψ(λP )(λP + 1)−k,
with ψ(σ) = ϕ(σ)(σ + 1)k ∈ C∞0 (]0,+∞[). Using the spectral theorem, we have
(3.21) (s+ P )−1ϕ(λP ) =
λ
π
∫
(λs+ z)−1∂ψ˜(z)(λP − z)−1(λP + 1)−kL(dz),
where ψ˜ ∈ C∞0 (C) is an almost analytic extension of ψ. From the form of ϕ, one can always
assume that supp ψ˜ ⊂ {z ∈ C; Re z > ε˜ > 0}. In particular,
(3.22) |(λs + z)−1| . (λs+ 1)−1,
uniformly for z ∈ supp ψ˜.
Using Proposition B.9, Lemma B.10 and Remark B.11, we obtain∥∥〈x〉−ρ(λP − z)−1u∥∥ . ∥∥〈x〉−ρ(λP − z)−1〈x〉min(ρ,d/2)−ε〈x〉−min(ρ,d/2)+εu∥∥
.
1
| Im z|C
∥∥〈x〉−min(ρ,d/2)+εu∥∥,(3.23)
and ∥∥〈x〉−ρ∂˜(λP − z)−1u∥∥ . ∥∥〈x〉−ρ∂˜(λP − z)−1〈x〉min(ρ,d/2)−ε〈x〉−min(ρ,d/2)+εu∥∥
.
λ−1/2
| Im z|C
∥∥〈x〉−min(ρ,d/2)+εu∥∥,(3.24)
for all ε > 0.
Let γ ≤ d/4 and fix k > γ + 2. Applying k times Proposition B.9, we get
(3.25)
∥∥〈x〉−min(ρ,d/2)+ε(λP + 1)−ku∥∥ . λ−γ+ε∥∥〈x〉−min(ρ,d/2)+2γ+2εu∥∥,
for all ε > 0.
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The formula (3.21) and the estimates (3.22), (3.23), (3.25) imply∥∥〈x〉−ρ(s+ P )−1ϕ(λP )u∥∥
. λ(λs+ 1)−1
∫
|∂ψ˜(z)|∥∥〈x〉−ρ(λP − z)−1(λP + 1)−ku∥∥L(dz)
. λ(λs+ 1)−1
(∫
| Im z|−C |∂ψ˜(z)|L(dz)
)∥∥〈x〉−min(ρ,d/2)+ε(λP + 1)−ku∥∥
. λ1−γ+ε(λs+ 1)−1
∥∥〈x〉−min(ρ,d/2)+2γ+2εu∥∥,(3.26)
for all ε > 0. The same way, using (3.24) instead of (3.23), we obtain
(3.27)
∥∥〈x〉−ρ∂˜(s+ P )−1ϕ(λP )u∥∥ . λ1/2−γ+ε(λs+ 1)−1∥∥〈x〉−min(ρ,d/2)+2γ+2εu∥∥,
for all ε > 0.
Let R1 be the term of (3.17) with ∂˜
∗r0∂˜. Using r0 = O(〈x〉−ρ), (3.18) and (3.27), we get
‖R1u‖ . λ1/2−γ+ε
(∫ +∞
0
s1/2(s+ λ−1)−1(λs + 1)−1ds
)∥∥〈x〉−min(ρ,d/2)+2γ+2εu∥∥
. λ−γ+ε
(∫ +∞
0
s1/2(s + 1)−1(s+ 1)−1ds
)∥∥〈x〉−min(ρ,d/2)+2γ+2εu∥∥
. λ−γ+ε
∥∥〈x〉−min(ρ,d/2)+2γ+2εu∥∥,(3.28)
for all ε > 0. The same estimate can be proved for the term of (3.17) with ∂˜∗r1 (resp. r1∂˜)
from r1 = O(〈x〉−ρ−1), (3.19) and (3.26) (resp. (3.20) and (3.27)). 
Lemma 3.4. For all ε > 0, [[
(λP )1/2,Aλ
]
,Aλ
]
= O(λε).
Remark 3.5. If we assume ρ > 1, Lemma 3.4 can be proved more simply. In fact, Lemma 3.3
and Lemma 3.6 give ‖Ru‖ . ‖〈x〉−1u‖ and ‖Aλu‖ . ‖〈x〉u‖. Using R∗ = R, these estimates
imply Lemma 3.4.
Proof. •We start with the commutator between Aλ and the first term on the right hand side
of (3.16). Let ψ(σ) = σϕ2(σ2) and ψ˜ be an almost analytic extension of ψ. Then, we have[
(λP )1/2ϕ2(λP ),Aλ
]
=
[
ψ
(
(λP )1/2
)
,Aλ
]
=− 1
π
∫
∂ψ˜(z)
(
(λP )1/2 − z)−1[(λP )1/2,Aλ]((λP )1/2 − z)−1L(dz).
From (3.16) and Lemma 3.3, [(λP )1/2,Aλ] is uniformly bounded. Therefore, the commutator
[(λP )1/2ϕ2(λP ),Aλ] is also uniformly bounded.
• We now study the commutator between Aλ and R defined in (3.16). One can write
(3.29) [Aλ, R] =
[
ϕ(λP ), R
]
A0ϕ(λP ) + ϕ(λP )[A0, R]ϕ(λP ) + ϕ(λP )A0
[
ϕ(λP ), R
]
,
that we note [Aλ, R] = S1 + S2 + S3. Since S3 = −S∗1 , we only study the two first terms.
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⋆ With (3.17) in mind, the operator S1 can be written
S1 =
2
π
λ1/2
∫ +∞
0
s1/2ϕ(λP )(s + P )−1
[
ϕ(λP ), ∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
]
(s+ P )−1ϕ(λP )A0ϕ(λP ) ds,(3.30)
where [
ϕ(λP ),∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
]
= −λ
π
∫
∂ϕ˜(z)(λP − z)−1[P, ∂˜∗r0∂˜ + ∂˜∗r1 + r1∂˜](λP − z)−1L(dz),(3.31)
and ϕ˜ is an almost analytic extension of ϕ. A direct calculation gives[
P, ∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
]
= ∂˜∗∂˜∗r1∂˜ + ∂˜
∗r2∂˜ + ∂˜
∗r3 + r3∂˜,
with the convention of (3.14). For the first term in this equality, we write
∂˜∗∂˜∗r1∂˜ =∂˜
∗(λP + 1)(λP + 1)−1∂˜∗r1∂˜
=(λP + 1)∂˜∗(λP + 1)−1∂˜∗r1∂˜ − λ[P, ∂˜∗](λP + 1)−1∂˜∗r1∂˜.
As before, a direct calculation gives
[P, ∂˜∗] = ∂˜∗r1∂˜ + ∂˜
∗r2,
with the usual decay on r1 and r2. Summing up, we get[
P, ∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
]
= (λP + 1)∂˜∗(λP + 1)−1∂˜∗r1∂˜
− λ(∂˜∗r1∂˜ + ∂˜∗r2)(λP + 1)−1∂˜∗r1∂˜ + ∂˜∗r2∂˜ + ∂˜∗r3 + r3∂˜∗.
Applying Lemma B.10 (with β = 1 and γ = 0 satisfying γ + β/2 ≤ d/4), Lemma B.10 (with
β = 0 and γ = 1/2), Remark B.11 and Lemma B.13, one can show that all the terms (say r˜)
of the last equation, with the exceptions of ∂˜∗r3 and r3∂˜, satisfy
(3.32)
∥∥(λP + 1)−1(λP − z)−1r˜(λP − z)−1u∥∥ . λ−3/2+ε| Im z|C ∥∥〈x〉−1u∥∥,
for all ε > 0. Writing
(λP + 1)−1(λP − z)−1∂˜∗r3(λP − z)−1 = (λP + 1)−1〈x〉−1〈x〉(λP − z)−1∂˜∗r3(λP − z)−1,
and using Proposition B.9 (with β = 0 and γ = 1/2), Lemma B.10 (with β = 1 and γ = 1/4)
and Proposition B.9 (with β = 1 and γ = 1/4), we get
(3.33)
∥∥(λP + 1)−1(λP − z)−1∂˜∗r3(λP − z)−1u∥∥ . λ−3/2+ε| Im z|C ∥∥〈x〉−1u∥∥.
Note that, in the case d = 3, we have γ + β/2 = d/4. It is why we can not use the additional
decay 〈x〉−ρ and loose λε. In a similar manner, Proposition B.9 (with β = 0 and γ = 3/4)
and Lemma B.10 (with β = 1 and γ = 1/4) imply
(3.34)
∥∥(λP + 1)−1(λP − z)−1r3∂˜(λP − z)−1u∥∥ . λ−3/2+ε| Im z|C ∥∥〈x〉−1u∥∥.
Combining the estimates (3.32), (3.33) and (3.34) with the identity (3.31), we obtain
(3.35)
∥∥(λP + 1)−1[ϕ(λP ), ∂˜∗r0∂˜ + ∂˜∗r1 + r1∂˜]u∥∥ . λ−1/2+ε∥∥〈x〉−1u∥∥.
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From the form of A0, we have
A0 = −ig−1∂xg + a,
with ∂αx a(x) = O(〈x〉−|α|). As in (3.21), we write
(3.36) (s+ P )−1ϕ(λP ) =
λ
π
∫
(λs+ z)−1∂ϕ˜(z)(λP − z)−1L(dz).
The above expression for A0, together with Lemma B.10 (with β = 1 and γ = 0), Proposition
B.9 (with β = 0 and γ = 1/2) and Remark B.11, gives∥∥〈x〉−1(λP − z)−1A0∥∥ . λ−1/2+ε| Im z|C .
Then, (3.36) (see also (3.22)) implies
(3.37)
∥∥〈x〉−1(s+ P )−1ϕ(λP )A0∥∥ . λ1/2+ε(λs+ 1)−1,
for all ε > 0.
Eventually, using the identity (3.30), the functional calculus and the estimates (3.35) and
(3.37), we obtain
‖S1‖ .λ1/2
∫ +∞
0
s1/2(s+ λ−1)−1λ−1/2+ελ1/2+ε(λs+ 1)−1ds
.λ3/2+2ε
∫ +∞
0
s1/2(λs+ 1)−2ds . λ2ε
∫ +∞
0
t1/2(t+ 1)−2dt . λ2ε,(3.38)
for all ε > 0.
⋆ We now study S2 = ϕ(λP )[A0, R]ϕ(λP ). Using (3.36), S2 can be decomposed as
(3.39) S2 = T1 + T2 + T3,
with
T1 =
2
π2
λ5/2
∫∫ +∞
0
s1/2∂ϕ˜(z)(λs + z)−1ϕ(λP )(λP − z)−1[P,A0](λP − z)−1(
∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
)
(s+ P )−1ϕ2(λP ) dsL(dz),
T2 =
2
π
λ1/2
∫ +∞
0
s1/2ϕ2(λP )(s + P )−1
[
A0, ∂˜
∗r0∂˜ + ∂˜
∗r1 + r1∂˜
]
(s+ P )−1ϕ2(λP ) ds,
T3 =
2
π2
λ5/2
∫∫ +∞
0
s1/2∂ϕ˜(z)(λs + z)−1ϕ2(λP )(s+ P )−1
(
∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜
)
(λP − z)−1[P,A0](λP − z)−1ϕ(λP ) dsL(dz).
Since T ∗3 = T1, we only treat T1 and T2.
From (3.15), we know that
[P,A0] = −2iP + ∂˜∗r0∂˜ + ∂˜∗r1 + r1∂˜.
Let r˜ be a term of the last equation and let r̂ be a term of the sum
∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜.
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Then the functional calculus, Proposition B.9 (with β = 0 and γ = 1/2), Lemma B.10 (with
β = 0 and γ = 1/2), Remark B.11 and Lemma B.13 show that∥∥(λP − z)−1r˜(λP − z)−1r̂(λP + 1)−1∥∥ . λ−2+ε| Im z|C ,
for all ε > 0. Then, T1 becomes
(3.40) ‖T1‖ . λ5/2
∫ +∞
0
s1/2(1 + λs)−1λ−2+ε(s+ λ−1)−1ds . λε,
for all ε > 0.
A direct calculation shows that[
A0, ∂˜
∗r0∂˜ + ∂˜
∗r1 + r1∂˜
]
= ∂˜∗r0∂˜ + ∂˜
∗r1 + r1∂˜ + r2.
From Proposition B.9 (with β = 0 and γ = 1/2) and Lemma B.13, every term (say r˜) of the
previous equation satisfies ∥∥(λP + 1)−1r˜(λP + 1)−1∥∥ . λ−1+ε.
Then, using the spectral theorem, T2 fulfills
(3.41) ‖T2‖ . λ1/2
∫ +∞
0
s1/2(s + λ−1)−1λ−1+ε(s + λ−1)−1ds . λε,
Combining (3.39) with the estimates (3.40), (3.41) and T ∗3 = T1, we obtain
(3.42) ‖S2‖ . λε.
⋆ The lemma follows from (3.29), (3.38), (3.42) and S3 = −S∗1 . 
Lemma 3.6. Let 0 ≤ µ ≤ 1 and ψ ∈ C∞0 (]0,+∞[). Then, we have∥∥|Aλ|µ〈x〉−µ∥∥ . λ−µ/2+ε,(3.43) ∥∥〈Aλ〉µψ(λP )〈x〉−µ∥∥ . λ−µ/2+ε,(3.44)
for all ε > 0.
Proof. From (3.4), we have
(3.45) Aλ = ϕ(λP )
(
g−1Dxg + i
(d
2
+ g−1x(∂g)
))
ϕ(λP ).
Lemma B.13 gives
ϕ(λP )g−1D = P 1/2ϕ(λP )P−1/2g−1D = O(λ−1/2).
Moreover, Lemma B.12 (with β = 1 and γ = 0) implies∥∥〈x〉ϕ(λP )u∥∥ . λε‖〈x〉u‖,
for all ε > 0. Summing up the previous estimates, we get
(3.46)
∥∥ϕ(λP )g−1Dxgϕ(λP )u∥∥ . λ−1/2+ε‖〈x〉u‖,
for all ε > 0. Using Lemma B.12 (with β = 0 and γ = 1/2) and that x(∂g) is bounded by
(H1), we obtain
(3.47)
∥∥∥ϕ(λP )(d
2
+ g−1x(∂g)
)
ϕ(λP )u
∥∥∥ . ∥∥ϕ(λP )u∥∥ . λ−1/2+ε‖〈x〉u‖.
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The inequality (3.43) follows from (3.45), (3.46) and (3.47) for µ = 1 and for 0 ≤ µ ≤ 1 by
interpolation. To prove (3.44), we write∥∥〈Aλ〉µψ(λP )〈x〉−µ∥∥ . ∥∥ψ(λP )〈x〉−µ∥∥+ ∥∥|Aλ|µψ(λP )〈x〉−µ∥∥ . λ−µ/2+ε,
where we have again used Lemma B.12 with β = 0 and γ = 1/2. 
Lemma 3.7. For λ large enough, we have
1lI(λP )
[
i(λP )1/2,Aλ
]
1lI(λP ) ≥ δ
2
√
inf I
2
1lI(λP ).
Proof. Recall that (3.16) gives[
i(λP )1/2,Aλ
]
= (λP )1/2ϕ2(λP ) +R.
On the other hand, we know by Lemma 3.3 that ‖Ru‖ . λ−eε‖u‖ for some ε˜ > 0. Using
ϕ(x) > δ > 0 on I and taking λ large enough, we get the lemma. 
3.2. Intermediate frequency Mourre estimate.
Here, we obtain a Mourre estimate for frequencies inside the compact [1/C,C]. For that,
we will use a standard argument in scattering theory. Mimicking Section 3.1, we set
(3.48) A = ϕ(P )A0ϕ(P ),
where ϕ ∈ C∞0 (]0,+∞[; [0,+∞[) with ϕ = 1 near [1/C,C]. As before, A is essentially self-
adjoint on D(A0) and we denote again A its closure.
Proposition 3.8. i) We have P 1/2 ∈ C2(A). The commutators adjA P 1/2, j = 1, 2, can be
extended to bounded operators.
ii) For each σ ∈ [1/C,C], there exists δ > 0 such that
(3.49) 1l[σ−δ,σ+δ](P )
[
iP 1/2,A]1l[σ−δ,σ+δ](P ) ≥ 1
2
√
C
1l[σ−δ,σ+δ](P ).
iii) For 0 ≤ µ ≤ 1, we have
(3.50)
∥∥〈A〉µ〈x〉−µ∥∥ . 1.
Proof. The points i) and iii) follow directly from Proposition 3.1 with λ = 1. Moreover, using
(3.16) and Lemma 3.3, we get [
iP 1/2,A] = P 1/2ϕ2(P ) +R,
where ‖Ru‖ . ‖〈x〉−νu‖ for some ν > 0. Then, Rϕ(P ) is a compact operator on L2(Rd). Let
σ ∈ [1/C,C]. Since σ is not an eigenvalue of P (see [9, Corollary 5.4]), we have
s–lim
δ→0
1l[σ−δ,σ+δ](P ) = 0.
Thus, we obtain
lim
δ→0
1l[σ−δ,σ+δ](P )Rϕ(P ) = 0,
in operator norm. Using
1l[σ−δ,σ+δ](P )
[
iP 1/2,A]1l[σ−δ,σ+δ](P ) ≥√σ − δ1l[σ−δ,σ+δ](P )
+ 1l[σ−δ,σ+δ](P )Rϕ(P )1l[σ−δ,σ+δ](P ),
part ii) of the proposition follows. 
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3.3. High frequency Mourre estimate.
In this section, we construct a conjugate operator at high frequencies. We work with the
simple σ–temperate metric
γ =
dx2
1 + x2
+
dξ2
1 + ξ2
.
We refer to [15, Section XVIII] for the Weyl calculus of Ho¨rmander. For m(x, ξ) a weight
function, let S(m) be the set of functions f ∈ C∞(Rd × Rd) such that
|∂αx ∂βξ f(x, ξ)| . m(x, ξ)〈x〉−|α|〈ξ〉−|β|,
for all α, β ∈ Nd. In fact, S(m) is the space of symbols of weight m for the metric γ. Let
Ψ(m) denote the set of pseudo-differential operators whose symbols are in S(m).
Let p(x, ξ) ∈ S(〈ξ〉2) be the symbol of P , and
p0(x, ξ) =
∑
j,k
gj,k(x)ξjξk ∈ S(〈ξ〉2),
be its principal part. We have p− p0 ∈ S(1). Let
Hp0 =
(
∂ξp0
−∂xp0
)
,
be the Hamiltonian of p0. Since the metric g is non-trapping by assumption, the energy
{p0 = 1} is non-trapping for the Hamiltonian flow of p0. Then, using a result of C. Ge´rard
and Martinez [12], one can construct a function b(x, ξ) ∈ S(〈x〉〈ξ〉) such that b = x · ξ for x
large enough, and
(3.51) Hp0b ≥ δ,
for some δ > 0 and all (x, ξ) ∈ p−10 ([1− ε, 1 + ε]), ε > 0. We set A = Op(a) with
a(x, ξ) = b
(
x, (p0 + 1)
−1/2ξ
) ∈ S(〈x〉).
Let f ∈ C∞(R;R) be such that f = 1 on [2,+∞[ and f = 0 on ] − ∞, 1]. As conjugate
operator at high frequency, we choose
(3.52) A∞ = f(P )Af(P ).
Let ϕ ∈ C∞0 (R) satisfy ϕ + f = 1 on [−1,+∞[. Since P ≥ 0, we have f(P ) = 1 − ϕ(P ).
On the other hand, from the functional calculus of pseudo-differential operators, ϕ(P ) ∈
Ψ(〈ξ〉−∞) and then f(P ) ∈ Ψ(1). To prove this assertion, one can, for instance, adapt
Theorem 8.7 of [8] or Section D.11 of [7] to the metric γ. In particular, A∞ is well defined as
a pseudo-differential operator, and we have
(3.53) A∞ = A+Ψ(〈x〉〈ξ〉−∞) ∈ Ψ(〈x〉).
The following proposition summarizes the useful properties of A∞.
Proposition 3.9. i) The operator A∞ is essentially self-adjoint on any core of 〈x〉 with
D(〈x〉) = {u ∈ L2(Rd); 〈x〉u ∈ L2(Rd)}. Moreover,
‖A∞u‖ . ‖〈x〉u‖,
for all u ∈ D(〈x〉).
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ii) We have P 1/2 ∈ C2(A∞). The commutators [P 1/2, A∞] and [[P 1/2, A∞], A∞] are in
Ψ(1) and can be extended as bounded operators on L2(Rd).
iii) For C > 0 large enough,
1l[C,+∞[(P )i[P
1/2, A∞]1l[C,+∞[(P ) ≥
δ
8
1l[C,+∞[(P ).
The rest of this subsection is devoted to the proof of this proposition. It is a direct
consequence of the next lemmas. For the first part of the proposition, we will use the following
extension of Nelson’s theorem due to C. Ge´rard and  Laba [11, Lemma 1.2.5] (see also Reed
and Simon [29, Theorem X.36]).
Theorem 3.10 (Nelson’s theorem). Let H be a Hilbert space, N ≥ 1 a self-adjoint operator
on H, H a symmetric operator such that D(N) ⊂ D(H) and
‖Hu‖ . ‖Nu‖,
|(Hu,Nu)− (Nu,Hu)| . ‖N1/2u‖2,
for all u ∈ D(N). Then, H is essentially self-adjoint on any core of N .
Lemma 3.11. The operator A∞ is essentially self-adjoint on any core of (〈x〉,D(〈x〉)) (in
particular, on the Schwartz space S(Rd)) and
‖A∞u‖ . ‖〈x〉u‖,
for all u ∈ D(〈x〉).
Proof. The operator N = 〈x〉 is self-adjoint on D(N) = D(〈x〉) and essentially self-adjoint on
S(Rd). Since A∞ ∈ Ψ(〈x〉) and N−1 ∈ Ψ(〈x〉−1), the operator A∞N−1 ∈ Ψ(1) is bounded on
L2(Rd) by Calderon and Vaillancourt’s theorem. Then, A∞ is defined on D(N) and
‖A∞u‖ . ‖Nu‖,
for all u ∈ D(N).
By pseudo-differential calculus, 〈x〉−1/2[A∞, 〈x〉]〈x〉−1/2 ∈ Ψ(〈ξ〉−1) is bounded on L2(Rd).
Then, working first on S(Rd), this gives
|(Au,Nu) − (Nu,Au)| . ‖N1/2u‖2,
for all u ∈ D(N). Thus, Theorem 3.10 implies that A∞ is essentially self-adjoint on any core
of D(〈x〉). 
Lemma 3.12. Let g ∈ C∞(R; [0,+∞[) be such that g = 0 on ]−∞, a] and g = 1 on [b,+∞[,
for some 0 < a < b. Then,
g(P )P 1/2 = Op
(
(p0 + 1)
1/2
)
+Ψ(1) ∈ Ψ(〈ξ〉).
We omit the proof of this classical result. It follows from (3.5) and the Beals lemma [4].
We refer to Section 4.4 of [14] for similar arguments (see also [4, Theorem 4.9]).
Remark 3.13. For the subsequent uses, a parametrix will be enough. In fact, since we
work with the metric γ, the remainder terms will decay like 〈(x, ξ)〉−∞. Therefore, they can
“absorb” the pseudo-differential operators of any weight. In particular, this allows to treat
the commutators.
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Lemma 3.14. We have [P 1/2, A∞] ∈ Ψ(1) and [[P 1/2, A∞], A∞] ∈ Ψ(〈ξ〉−1). These commu-
tators extend as bounded operators on L2(Rd).
Proof. Let g ∈ C∞(R) as in Lemma 3.12 be such that fg = f . Then,
(3.54)
[
P 1/2, A∞
]
=
[
g(P )P 1/2, A∞
]
.
Since g(P )P 1/2 ∈ Ψ(〈ξ〉) by Lemma 3.12 and A∞ ∈ Ψ(〈x〉), the pseudo-differential calculus
gives [g(P )P 1/2, A∞] ∈ Ψ(1). The same way, [[P 1/2, A∞], A∞] ∈ Ψ(〈ξ〉−1). Using Calderon
and Vaillancourt’s theorem and working first on S(Rd) which is dense in D(〈x〉) ∩ H1(Rd),
one can prove that these operators extend as bounded operator on L2(Rd). 
Lemma 3.15. We have P 1/2 ∈ C2(A∞).
Proof. Let H = 〈D〉 = Op(〈ξ〉) ∈ Ψ(〈ξ〉) be the self-adjoint operator with domain D(H) =
D(P 1/2) = H1(Rd) (see Lemma B.13). We remark that (H ± z)−1 = Op((〈ξ〉 ± z)−1) ∈ Ψ(1)
is a Fourier multiplier. Thus, D(〈x〉), which is a core of A∞ from Lemma 3.11, is stable by
(H ± z)−1. On the other hand, [H,A∞] ∈ Ψ(1) can be extend as a bounded operator on
L2(Rd). Then, Theorem A.1 implies H ∈ C1(A∞).
Since H ∈ C1(A∞) and [H,A∞] is bounded on L2(Rd), Lemma A.3 says that eitA∞ leaves
D(H) invariant. Then, eitA∞ leaves D(P 1/2) = D(H) invariant and [P 1/2, A∞] is bounded
from Lemma 3.14. Then, Theorem A.2 implies that P 1/2 ∈ C1(A∞).
The lemma follows from Theorem A.2, Remark A.4 and Lemma 3.14. 
Lemma 3.16. For C > 0 large enough,
1l[C,+∞[(P )i[P
1/2, A∞]1l[C,+∞[(P ) ≥
δ
8
1l[C,+∞[(P ).
Proof. Equation (3.53) and (3.54), Lemma 3.12 and the pseudo-differential calculus give
i
[
P 1/2, A∞
]
=i
[
g(P )P 1/2, A∞
]
=i
[
Op
(
(p0 + 1)
1/2
)
,Op(a)
]
+Ψ(〈ξ〉−1)
=
1
2
Op
(
(p0 + 1)
−1/2Hp0a
)
+Ψ(〈ξ〉−1)
=
1
2
Op
(
(p0 + 1)
−1/2(∂ξp0)(x, ξ) · (∂xb)
(
x, (p0 + 1)
−1/2ξ
)
− (p0 + 1)−1(∂xp0)(x, ξ) · (∂ξb)
(
x, (p0 + 1)
−1/2ξ
))
+Ψ(〈ξ〉−1)
=
1
2
Op
(
(Hp0b)
(
x, (p0 + 1)
−1/2ξ
))
+Ψ(〈ξ〉−1).(3.55)
For the last equality, we have used that p0 is a homogeneous polynomial of order 2 in ξ.
Note that
p0
(
x, (p0 + 1)
−1/2ξ
)
= (p0 + 1)
−1p0 ∈ [1− ε, 1 + ε],
for ξ large enough. Then, adding a cut-off function in ξ, (3.51) and (3.55) imply that
i
[
P 1/2, A∞
]
= Op(c) + Ψ(〈ξ〉−1),
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with c ∈ S(1) and c(x, ξ) ≥ δ/2. We write c(x, ξ) = δ/4 + d2(x, ξ) with d ∈ S(1) real valued.
Thus, by the pseudo-differential calculus,
i
[
P 1/2, A∞
] ≥ δ/4 + Op(d)∗Op(d) + Ψ(〈ξ〉−1)
≥ δ/4 + Ψ(〈ξ〉−1),(3.56)
as self-adjoint operators (one can also apply the G˚arding inequality).
Let R ∈ Ψ(〈ξ〉−1). Since P ∈ Ψ(〈ξ〉2), the operator
R∗(P + 1)R ∈ Ψ(1),
is a bounded operator on L2(Rd). Then, (P+1)1/2R is also bounded on L2(Rd). In particular,
we have ∥∥1l[C,+∞[(P )R∥∥ =∥∥1l[C,+∞[(P )(P + 1)−1/2(P + 1)1/2R∥∥
.
∥∥1l[C,+∞[(P )(P + 1)−1/2∥∥∥∥(P + 1)1/2R∥∥
.(C + 1)−1/2.(3.57)
The lemma follows from (3.56) and (3.57). 
4. Proof of the linear estimates
In this section, we will show the main estimates for the linear wave equation (Theorem 1.3
and Theorem 1.4). To prove these results, we will make a dyadic decomposition of the low
frequencies. We will often consider ϕ ∈ C∞0 (]0,+∞[; [0,+∞[) such that
(4.1)
∑
λ=2n, n≥0
ϕ(λx) = 1,
for x ∈]0, 1]. To ϕ, we will associate ϕ˜ ∈ C∞0 (]0,+∞[; [0,+∞[) satisfying ϕ˜ϕ = ϕ.
We begin with a technical lemma which proves Remark 1.5 ii).
Lemma 4.1. For all µ˜ < µ ≤ 3/2, we have∥∥〈x〉−µ∂˜ℓu∥∥ . ∥∥〈x〉−eµP 1/2u∥∥,∥∥〈x〉−µP 1/2u∥∥ . d∑
ℓ=1
∥∥〈x〉−eµ∂˜ℓu∥∥.
Proof. Since the two inequalities can be treated the same way, we only prove the first one.
We write ∥∥〈x〉−µ∂˜ℓu∥∥ ≤ ∥∥〈x〉−µ∂˜ℓΨ(P ≤ C)u∥∥+ ∥∥〈x〉−µ∂˜ℓΨ(P ≥ C)u∥∥ =: I1 + I2.
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• We first estimate I1. Let ϕ be as in (4.1). For µ˜ < µ, we have, using Lemma B.12,
I1 .
∑
λ dyadic
∥∥〈x〉−µ∂˜ℓϕ(λP )u∥∥
=
∑
λ dyadic
∥∥〈x〉−µ(λ1/2∂˜ℓ)ϕ(λP )(λP )−1/2〈x〉eµ〈x〉−eµP 1/2u∥∥
.
∑
λ dyadic
λ−
µ−eµ
2
+ε
∥∥〈x〉−eµP 1/2u∥∥
.
∥∥〈x〉−eµP 1/2u∥∥,
for ε small enough.
• We now estimate I2. By Lemma 3.12 and the pseudo-differential calculus, we know that
the operator
〈x〉−µ∂˜ℓΨ(P ≥ C)P−1/2〈x〉µ,
is bounded. Therefore,
I2 =
∥∥〈x〉−µ∂˜ℓΨ(P ≥ C)P−1/2〈x〉µ〈x〉−µP 1/2u∥∥ . ∥∥〈x〉−µP 1/2u∥∥.

Using the same type of proof, one can show the following estimate.
Lemma 4.2. For all µ > 1, we have∥∥〈x〉−µu∥∥ . ∥∥P 1/2u∥∥.
Remark 4.3. Let µ > 0 be given. Then, for all ε > 0, there exist 0 < µ˜ < µ, 0 < ε˜ < ε such
that F eε
eµ(T ) ≤ F εµ(T ). Then, it is sufficient to bound the different quantities we consider by
F ε
eµ(T ) rather than by F
ε
µ(T ).
Theorem 1.3 will follow from the corresponding result for the group e−itP
1/2
.
Proposition 4.4. Let 0 < µ ≤ 1. Then, for all 0 < ε < µ, we have∫ T
0
∥∥〈x〉−µe−itP 1/2v∥∥2dt . F εµ(T )‖v‖2.
Proof. We write∫ T
0
∥∥〈x〉−µe−itP 1/2v∥∥2dt .∫ T
0
∥∥〈x〉−µe−itP 1/2Ψ(P ≤ 1/C)v∥∥2dt
+
∫ T
0
∥∥〈x〉−µe−itP 1/2Ψ(1/C ≤ P ≤ C)v∥∥2dt
+
∫ T
0
∥∥〈x〉−µe−itP 1/2Ψ(P ≥ C)v∥∥2dt =: I1 + I2 + I3.
• We first estimate I1. Let ϕ, ϕ˜ be as in (4.1). Proposition 3.1 gives∥∥〈x〉−µϕ˜(λP )〈Aλ〉µ∥∥2 . λ−µ+ε1 ,
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for all ε1 > 0. Then,
I1 .
∑
λ dyadic
λ−µ+ε1
∫ T
0
∥∥〈Aλ〉−µe−itP 1/2ϕ(λP )v∥∥2dt
=
∑
λ dyadic
λ−µ+ε1+1/2
∫ λ−1/2T
0
∥∥〈Aλ〉−µe−is(λP )1/2ϕ(λP )v∥∥2ds
.
∑
λ dyadic
λ−µ+ε1+1/2+ε3F ε2µ (λ
−1/2T )‖v‖2,
for all ε2, ε3 > 0 with ε2 < µ. Here, we have used Proposition 3.1, Remark 2.3, Theorem 2.4
(for µ > 1/2) and Corollary 2.5 (for µ ≤ 1/2) with H = (λP )1/2.
⋆ If µ > 1/2, then, by choosing ε1, ε3 small enough, the sum is convergent and we find
I1 . ‖v‖2.
⋆ If µ ≤ 1/2, we find
I1 .
∑
λ dyadic
λε1+ε3−ε2T 1−2µ+2ε2‖v‖2.
Fixing first ε2 and then ε1, ε3 small enough makes the sum convergent.
• We now treat I2. Since [1/C,C] is a compact interval, Proposition 3.8 gives us a finite
number of open intervals Ik, k = 1, . . . ,K, satisfying (3.49) and
[1/C,C] ⊂
K⋃
k=1
Ik.
Then, applying Theorem 2.4 (for µ > 1/2) and Corollary 2.5 (for µ ≤ 1/2) on each Ik (slightly
reduced), we obtain
I2 . F
ε
µ(T )‖v‖2.
• Let us finally estimate I3. By Proposition 3.9 and an interpolation argument, we get∥∥〈x〉−µ〈A∞〉µ∥∥ . 1.
Thus, ∫ T
0
∥∥〈x〉−µe−itP 1/2Ψ(P ≥ C)v∥∥2dt .∫ T
0
∥∥〈A∞〉−µe−itP 1/2Ψ(P ≥ C)v∥∥2dt
.F εµ(T )‖v‖2,
where we have used Theorem 2.4 (for µ > 1/2) and Corollary 2.5 (for µ ≤ 1/2). 
For the proof of Theorem 1.3, we will need the following theorem of Christ and Kiselev [6]
in a form available in the article of Burq [5].
Theorem 4.5 (Christ–Kiselev). Consider a bounded operator T : Lp(R;B1) −→ Lq(R;B2)
given by a locally integrable Kernel K(t, s) with value operators from B1 to B2, where B1
and B2 are Banach spaces. Suppose that p < q. Then, the operator
T˜ f(t) =
∫
s<t
K(t, s)f(s) ds,
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is bounded from Lp(R;B1) to L
q(R;B2) by∥∥T˜ ∥∥
Lp(R;B1)→Lq(R;B2)
≤ (1− 2−p−1−q−1)‖T ‖Lp(R;B1)→Lq(R;B2).
Proof of Theorem 1.3. By linearity and uniqueness it is sufficient to consider separately the
cases (u0, u1) = 0, G = 0.
• G = 0. Thanks to the discussion at the beginning of Section 3, the solution of (1.4) is
given by (
u(t)
∂tu(t)
)
= e−itR
(
u0
u1
)
with R =
(
0 i
−iP 0
)
, R = U∗LU.
Using Lemma 4.1, we see that for µ˜ < µ we have∥∥〈x〉−µu′∥∥2
L2
.
∥∥∥〈x〉−eµM ( u(t)
∂tu(t)
)∥∥∥∥2
L2×L2
,
with
(4.2) M :=
(
P 1/2 0
0 1
)
, MU∗ =
1√
2
(
1 1
−i i
)
.
Using Proposition 4.4, we therefore have the following estimate∫ T
0
∥∥〈x〉−µu′∥∥2
L2
dt .
∫ T
0
∥∥∥〈x〉−eµMe−itR( u0
u1
)∥∥∥2
L2×L2
dt
.
∫ T
0
∥∥∥〈x〉−eµe−itLU( u0
u1
)∥∥∥2
L2×L2
dt
.F ε
eµ(T )
∥∥∥U( u0
u1
)∥∥∥2
L2×L2
= F ε
eµ(T )
∥∥(u0, u1)∥∥2E .
• (u0, u1) = 0. In this case, the solution of (1.4) is given by(
u(t)
∂tu(t)
)
=
∫ t
0
ei(s−t)R
(
0
G(s)
)
ds.
Thus, for all µ˜ < µ,
(4.3)
∫ T
0
∥∥〈x〉−µu′‖2L2 . ∫ T
0
∥∥∥∥∫ t
0
〈x〉−eµei(s−t)LU
(
0
G(s)
)
ds
∥∥∥∥2
L2×L2
dt.
Let
T f(t) =
∫
R
〈x〉−eµ1l[0,T ](s)1l[0,T ](t)ei(s−t)Lf(s) ds.
We estimate
‖T f‖2L2(R;L2×L2) =
∫ T
0
∥∥∥∥〈x〉−eµe−itL ∫ T
0
eisLf(s) ds
∥∥∥∥2 dt
.F ε
eµ(T )
∥∥∥∥∫ T
0
eisLf(s) ds
∥∥∥∥2
.F ε
eµ(T )
(∫ T
0
‖f(s)‖ ds
)2
.
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It follows
‖T ‖2L1(R;L2×L2)→L2(R;L2×L2) . F εeµ(T ).
The expression on the right hand side of (4.3) is∥∥T˜ U(0, G(s))∥∥2
L2(R;L2×L2)
,
with
T˜ f(t) =
∫
s<t
〈x〉−eµ1l[0,T ](s)1l[0,T ](t)ei(s−t)Lf(s) ds.
We can apply the theorem of Christ and Kiselev to conclude that∥∥T˜U(0, G(s))∥∥2
L2(R;L2×L2)
.F ε
eµ(T )
(∫ T
0
∥∥∥∥U ( 0G(s)
)∥∥∥∥
L2×L2
ds
)2
=F ε
eµ(T )
(∫ T
0
‖G(s)‖L2 ds
)2
,
which finishes the proof. 
Theorem 1.4 is now proved for N = 0 using in addition the usual energy estimate
(4.4) ‖u′‖L2(Rd) . ‖u′(0, ·)‖L2(Rd) +
∫ T
0
‖G(s, ·)‖L2(Rd)ds.
Note that in the usual energy estimate u′ is replaced by (∂tu, P
1/2u), but we have∑
k
∥∥∂˜ku∥∥ . ‖P 1/2u‖ .∑
k
∥∥∂˜ku∥∥,
by Lemma B.13. It will be useful to have similar estimates to the preceding containing a
L2(Rd+1, 〈x〉µdt dx) norm of G on the right hand side rather than a L1tL2x norm.
Proposition 4.6. Assume 0 < µ ≤ 1.
i) Let
(4.5)
{
(i∂t − P 1/2)v = G,
v|t=0 = 0.
Then we have, for all 0 < ε < µ,
(4.6)
∫ T
0
∥∥〈x〉−µv∥∥2dt . (F εµ(T ))2 ∫ T
0
∥∥〈x〉µG∥∥2dt.
ii) Let
(4.7)
{
(∂2t + P )u = G,
(u|t=0 , ∂tu|t=0) = 0.
Then we have, for all 0 < ε < µ,
(4.8)
∫ T
0
∥∥〈x〉−µu′∥∥2dt . (F εµ(T ))2 ∫ T
0
∥∥〈x〉µG∥∥2dt.
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Proof. i) We have∫ T
0
∥∥〈x〉−µv∥∥2dt . ∫ T
0
∥∥〈x〉−µΨ(P ≤ 1/C)v∥∥2dt+ ∫ T
0
∥∥〈x〉−µΨ(1/C ≤ P ≤ C)v∥∥2dt
+
∫ T
0
∥∥〈x〉−µΨ(P ≥ C)v∥∥2dt =: I1 + I2 + I3.
• We first estimate I1. Let ϕ, ϕ˜ be as in (4.1). By Proposition 3.1, we know that∥∥〈x〉−µϕ(λP )v∥∥2 = ∥∥〈x〉−µϕ˜(λP )〈Aλ〉µ〈Aλ〉−µϕ(λP )v∥∥2 . λ−µ+ε1∥∥〈Aλ〉−µϕ(λP )v∥∥2.
Therefore, we have
I1 .
∑
λ dyadic
λ−µ+ε1
∫ T
0
∥∥〈Aλ〉−µϕ(λP )v(t)∥∥2dt
=
∑
λ dyadic
λ−µ+ε1+1/2
∫ λ−1/2T
0
∥∥〈Aλ〉−µϕ(λP )v(λ1/2s)∥∥2ds.
Now observe that v˜(s) = v(λ1/2s) is solution of the equation{
(i∂s − (λP )1/2)v˜ = λ1/2G(λ1/2s),
v˜|s=0 = 0.
We now apply Corollary 2.8 with H = (λP )1/2. Using also again Proposition 3.1, we obtain∫ λ−1/2T
0
∥∥〈Aλ〉−µϕ(λP )v(λ1/2s)∥∥2ds
.(F ε2µ (λ
−1/2T ))2λ
∫ λ−1/2T
0
∥∥〈Aλ〉µϕ(λP )G(λ1/2s)∥∥2ds
.(F ε2µ (λ
−1/2T ))2λ1−µ+ε3
∫ λ−1/2T
0
∥∥〈x〉µG(λ1/2s)∥∥2ds
=(F ε2µ (λ
−1/2T ))2λ1/2−µ+ε3
∫ T
0
∥∥〈x〉µG(t)∥∥2dt.
Thus,
I1 .
∑
λ dyadic
λ1−2µ+ε1+ε3(F ε2µ (λ
−1/2T ))2
∫ T
0
∥∥〈x〉µG(t)∥∥2dt.
If µ ≤ 1/2, then we see that
I1 .
∑
λ dyadic
λε1+ε3−2ε2T 2(1−2µ+2ε2)
∫ T
0
∥∥〈x〉µG(t)∥∥2dt.
Once 0 < ε2 < µ fixed, it is therefore sufficient to choose ε1, ε3 small enough such that
ε1 + ε3 < 2ε2. If µ > 1/2, we choose ε1, ε3 small enough such that ε1 + ε3 < 2µ − 1. Then,
I1 .
∫ T
0
∥∥〈x〉µG(t)∥∥2dt.
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• We now study I2. Part iii) of Proposition 3.8 implies
I2 .
∫ T
0
∥∥〈A〉−µΨ(1/C ≤ P ≤ C)v∥∥2dt.
As in the proof of Proposition 4.4, Proposition 3.8 gives us a finite number of open intervals
Ik, k = 1, . . . ,K, satisfying (3.49) and
[1/C,C] ⊂
K⋃
k=1
Ik.
Then, applying Corollary 2.8 on each Ik (slightly reduced) and using Proposition 3.8, we
obtain
I2 . (F
ε
µ(T ))
2
∫ T
0
∥∥〈x〉µG∥∥2dt.
• We finally estimate I3. Proposition 3.9 and Corollary 2.8 yield
I3 .
∫ T
0
∥∥〈A∞〉−µΨ(P ≥ C)v∥∥2dt . (F εµ(T ))2 ∫ T
0
∥∥〈A∞〉µG∥∥2dt
. (F εµ(T ))
2
∫ T
0
∥∥〈x〉µG∥∥2dt.
ii) We first write (4.6) as a first order system
i∂t
(
u
∂tu
)
= R
(
u
∂tu
)
+ i
(
0
G
)
,
(
u
∂tu
)
|t=0 = 0.
It is sufficient to estimate, for µ˜ < µ,∫ T
0
∥∥∥∥〈x〉−eµM ( u∂tu
)∥∥∥∥2
L2×L2
dt =
∫ T
0
∥∥∥∥〈x〉−eµMU∗U ( u∂tu
)∥∥∥∥2
L2×L2
dt,
with M defined in (4.2). But v = U
(
u
∂tu
)
solves
(i∂t − L)v = iU
(
0
G
)
, v|t=0 = 0.
By (4.2) and part i) of the proposition, we find∫ T
0
∥∥∥∥〈x〉−eµM ( u∂tu
)∥∥∥∥2
L2×L2
dt .
∫ T
0
∥∥〈x〉−eµv∥∥2
L2×L2
dt
.(F ε
eµ(T ))
2
∫ T
0
∥∥∥∥〈x〉−eµU ( 0G
)∥∥∥∥2
L2×L2
dt
=(F ε
eµ(T ))
2
∫ T
0
∥∥〈x〉−eµG∥∥2
L2
dt.
which gives ii) thanks to Remark 4.3. 
We now want to prove Theorem 1.4 for general N . In contrast to the Minkowski case, this
does not follow directly from the case N = 0 because the vector fields Ω˜, ∂˜x do not commute
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with the equation. We will therefore need the form of certain commutators. As in (3.14), a
term rj or r˜j, j ∈ N, will denote a smooth function such that
∂αx rj(x) = O
(〈x〉−ρ−j−|α|),
∂αx r˜j(x) = O
(〈x〉−j−|α|).
These functions can change from line to line. Direct computations give
Lemma 4.7. We have[
∂˜j , ∂˜k
]
= r1∂˜,
[
Ω˜j,k, P
]
= r0∂˜∂˜ + r1∂˜[
∂˜∗j , ∂˜k
]
= ∂˜∗r1 + r2,
[
Ω˜j,k, ∂˜ℓ
]
= r˜0∂˜,[
P, ∂˜ℓ
]
= ∂˜∗r1∂˜ + r2∂˜.
As before, we have not written the sum over the indexes on the right hand sides.
We now observe that the vector fields ∂˜j can be replaced by powers of P .
Lemma 4.8. For 0 < µ ≤ 3/2 and n ≥ 2, we have
(4.9)
∥∥〈x〉−µ∂˜j1 · · · ∂˜jnu∥∥ . ⌊
n−1
2
⌋∑
j=0
d∑
q=1
∥∥〈x〉−µ∂˜qP ju∥∥+ ⌊
n
2
⌋∑
j=1
∥∥〈x〉−µP ju∥∥.
Proof. We first show
(4.10)
∥∥〈x〉−µ∂˜k∂˜ℓu∥∥ . ‖〈x〉−µPu‖+ d∑
q=1
∥∥〈x〉−µ∂˜qu∥∥.
Indeed, we have∥∥〈x〉−µ∂˜k∂˜ℓu∥∥ . ∥∥〈x〉−µ∂˜k(P + 1)−1∂˜ℓ(P + 1)u∥∥ + ∥∥〈x〉−µ∂˜k(P + 1)−1[P, ∂˜ℓ]u∥∥ =: A+B.
We estimate A.
A ≤
∥∥〈x〉−µ∂˜k(P + 1)−1∂˜ℓPu∥∥+ ∥∥〈x〉−µ∂˜k(P + 1)−1∂˜ℓu∥∥.
Noting that 〈x〉−µ∂˜k(P+1)−1∂˜ℓ〈x〉µ and 〈x〉−µ∂˜k(P+1)−1〈x〉µ are bounded by Proposition B.9
and Lemma B.10, we obtain
(4.11) A . ‖〈x〉−µPu‖+ ∥∥〈x〉−µ∂˜ℓu∥∥.
Now, recall from Lemma 4.7 that [
P, ∂˜ℓ
]
= ∂˜∗r1∂˜ + r2∂˜.
Thus, as for (4.11), we see that
(4.12) B .
∑
j
∥∥〈x〉−µ∂˜ju∥∥.
The inequalities (4.11), (4.12) give (4.10). We will show (4.9) by induction over n ≥ 2. For
n = 2 this is exactly (4.10). Assume n ≥ 3. Using (4.10), we obtain∥∥〈x〉−µ∂˜j1 ∂˜j2 · · · ∂˜jnu∥∥ . ∥∥〈x〉−µP ∂˜j3 · · · ∂˜jnu∥∥+ d∑
k=1
∥∥〈x〉−µ∂˜k∂˜j3 · · · ∂˜jnu∥∥.
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For the second term, we can use the induction hypothesis. For the first term we commute P
through ∂˜j3 · · · ∂˜jn . The commutators give terms which can be estimated by terms of the form
‖〈x〉−µ∂˜km · · · ∂˜knu‖, with 2 ≤ m ≤ n, which themselves can be estimated by the induction
hypothesis. It remains to consider the term ‖〈x〉−µ∂˜j3 · · · ∂˜jnPu‖, which can either be kept
(n = 3) or be estimated applying the induction hypothesis to Pu rather than to u. 
In order to show (1.6), it is sufficient to use vector fields in X. This is shown in the next
lemma.
Lemma 4.9. Assume ρ > 1. Let 1/2 ≤ µ ≤ 1, j ∈ 12N, β be a multi-index and N = 2j + |β|.
Then, for all ε > 0, there exists ηε > 1/2 such that
〈F εµ(T )〉−1
∥∥〈x〉−µ(P jΩ˜βu)′∥∥
L2([0,T ]×Rd)
.
∑
|α|≤N
(∥∥(Y αu)′(0, ·)∥∥
L2(Rd)
+
∫ T
0
‖Y αG‖L2(Rd)dt+
∥∥〈x〉−ηε(Xαu)′∥∥
L2([0,T ]×Rd)
)
.(4.13)
Moreover, for ρ = 1 and ε > 0, the same inequality holds with 〈F εµ(T )〉−1 replaced by 〈T 〉−ε.
Proof. The inequality will be proven by induction over |β|. Assume first ρ > 1. Since the
wave equation commutes with P , the case |β| = 0 follows from Theorem 1.3 and Lemma B.13.
Assume now |β| ≥ 1 and let v = P jΩ˜βu. The function v fulfills the following equation
(4.14)
{
(∂2t + P )v = P
jΩ˜βG+ P j
[
P, Ω˜β
]
u,
(v|t=0 , ∂tv|t=0) = (P
jΩ˜βu0, P
jΩ˜βu1).
Let v1, v2 be the solutions of
(4.15)
{
(∂2t + P )v1 = P
jΩ˜βG,
(v1|t=0 , ∂tv1|t=0) = (P
jΩ˜βu0, P
jΩ˜βu1),
(4.16)
{
(∂2t + P )v2 = P
j[P, Ω˜β ]u,
(v2|t=0 , ∂tv2|t=0) = 0.
Clearly v = v1 + v2. We have, for all µ˜ < µ,∥∥〈x〉−µv′1∥∥L2([0,T ]×Rd) . (F εeµ(T ))1/2(∥∥(P jΩ˜βu)′(0, ·)∥∥L2(Rd) + ∫ T
0
∥∥P jΩ˜βG∥∥
L2(Rd)
dt
)
,
where we have used Theorem 1.3. If µ > 1/2, we choose µ˜ > 1/2. We further estimate, by
Proposition 4.6,
(F ε
eµ(T ))
−1‖〈x〉−µv′2‖L2([0,T ]×Rd) .
∥∥〈x〉eµP j[P, Ω˜β ]u∥∥
L2([0,T ]×Rd)
.
Using Lemma 4.7, we see that 〈x〉eµP j[P, Ω˜β ]u is a sum of terms of the form
〈x〉eµ−ρ∂˜k1 · · · ∂˜kmΩ˜γu,
with 1 ≤ m ≤ 2j + 2 and |γ| ≤ |β| − 1. Using Lemma 4.8, we see that these terms can be
estimated in norm by terms of the form∥∥〈x〉eµ−ρ∂˜ℓ(P qΩ˜γu)∥∥ or ∥∥〈x〉eµ−ρP rΩ˜γu∥∥,
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with q, r ∈ N, 0 ≤ q ≤ (m − 1)/2 and 1 ≤ r ≤ m/2. Applying Lemma 4.1, we see that we
can replace P 1/2 in the second term by partial derivatives and apply the induction hypothesis
with ρ− µ˜ > 1/2.
In the case ρ = 1, it is enough to choose µ˜ = 1/2 − δ with δ > 0 small. 
Proof of Theorem 1.4. The energy term is easily estimated by the observation that ∂t and P
commute with the equation. The same way, note that we can restrict our attention to vector
fields in Y for the second term. Also, by Lemma 4.7, we can arrange for that the vector fields
∂˜x are always on the left of the vector fields Ω˜. Using Lemma 4.7, we see that we can replace
Y αu′ by (Y αu)′. Using Lemma 4.1, Lemma 4.8 and Lemma 4.9, we see that it is sufficient to
estimate
〈F εµ(T )〉−1
∥∥〈x〉−µP jv∥∥
L2([0,T ]×Rd)
,
in the case ρ > 1 and
〈T 〉−ε
∥∥〈x〉−µP jv∥∥
L2([0,T ]×Rd)
,
in the case ρ = 1. These terms can be estimated by Theorem 1.3, because P commutes with
the equation. 
5. Proof of the nonlinear result
In this section we will prove the main theorem, Theorem 1.1. The proof of the result will
follow closely the arguments of Keel, Smith and Sogge in the Minkowski case (see [20]). We
start with the now standard Sobolev estimate (see [22]).
Lemma 5.1. Suppose that h ∈ C∞(Rd). Then, for R > 1,
(5.1) ‖h‖L∞(R/2≤|x|≤R) . R
1−d
2
∑
|α|≤⌈d−12 ⌉+1
‖Y αh‖L2(R/4≤|x|≤2R).
We now define the bilinear form Q˜ by Q˜(u′, u′) = Q(u′). The following estimate for the
nonlinear part will be crucial.
Lemma 5.2. Let µd =
d−1
4 . Then, for L ≥ max
(
2
(⌈
d−1
2
⌉
+ 1
)
, |β|), we have∥∥ZβQ˜(u′, v′)∥∥2
L2(Rd)
.
( ∑
|α|≤L
∥∥〈x〉−µdZαu′∥∥2
L2(Rd)
)( ∑
|α|≤L
∥∥〈x〉−µdZαv′∥∥2
L2(Rd)
)
.
Proof. We clearly have the pointwise bound:∣∣ZβQ˜(u′, v′)(s, x)∣∣ .( ∑
|α|≤L
∣∣Zαu′(s, x)∣∣)( ∑
|α|≤⌊L2 ⌋
∣∣Zαv′(s, x)∣∣)
+
( ∑
|α|≤L
∣∣Zαv′(s, x)∣∣)( ∑
|α|≤⌊L2 ⌋
∣∣Zαu′(s, x)∣∣).
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We only estimate the first term. Using Lemma 5.1 for a given R = 2j , j ≥ 0, we get∥∥ZβQ˜(u′, v′)∥∥2
L2({|x|∈[2j ,2j+1[})
. 2j(1−d)
∑
|α|≤L
∥∥Zαu′∥∥2
L2({|x|∈[2j ,2j+1[})
∑
|α|≤⌊L2 ⌋+⌈ d−12 ⌉+1
∥∥Zαv′∥∥2
L2({|x|∈[2j−1,2j+2[})
.
∑
|α|≤L
∥∥〈x〉−µdZαu′∥∥2
L2({|x|∈[2j ,2j+1[})
∑
|α|≤L
∥∥〈x〉−µdZαv′∥∥2
L2({|x|∈[2j−1,2j+2[})
.
∑
|α|≤L
∥∥〈x〉−µdZαu′∥∥2
L2({|x|∈[2j ,2j+1[})
∑
|α|≤L
∥∥〈x〉−µdZαv′∥∥2
L2(Rd)
.
We also have the bound∥∥ZβQ˜(u′, v′)∥∥2
L2({|x|<1})
.
∑
|α|≤L
∥∥Zαu′∥∥2
L2({|x|<2})
∑
|α|≤L
∥∥Zαv′∥∥2
L2({|x|<2})
.
Summing over j gives the lemma. 
Proof of Theorem 1.1. We follow [20]. Let u−1 = 0. We define uk, k ∈ N inductively by
letting uk solve
(5.2)
{
guk = Q(u
′
k−1),
(uk |t=0 , ∂tuk |t=0) = (u0, u1).
For T > 0, we denote
Mk(T ) = sup
0≤t≤T
∑
1≤i+j≤M+1
∥∥∂itP j/2uk∥∥L2(Rd) + ∑
|α|≤M
Kn(T )
−1
∥∥〈x〉−µdZαu′k∥∥L2([0,T ]×Rd),
with
Kn(T ) =
{
T 1/n d = 3 or ρ = 1,
1 d ≥ 4 and ρ > 1.
Using Theorem 1.4, we see that there exists a constant C0 such that
M0(T ) ≤ C0δ,
for any T . We claim that, for k ≥ 1, we have
(5.3) Mk(Tδ) ≤ 2C0δ,
for δ sufficiently small and Tδ appropriately chosen. We will prove this inductively. Assume
that the bound holds for k − 1. By Theorem 1.4, we have, for δ small enough,
Mk(Tδ) ≤ C0δ + C
∑
|α|≤M
∫ Tδ
0
∥∥ZαQ(u′k−1)(s, ·)∥∥L2(Rd)ds
≤ C0δ + C
∑
|α|≤M
∫ Tδ
0
∥∥〈x〉−µdZαu′k−1∥∥2L2(Rd)ds
≤ C0δ + CKn(Tδ)M2k−1(Tδ)
≤ C0δ + CKn(Tδ)(2C0δ)2,
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where we have also used Lemma 5.2 and the induction hypothesis. Note that, to estimate
the term ‖(Zαuk)′(0, ·)‖L2 , we might have to use the equation and Lemma 5.2. We therefore
need δ to be small enough. Then, to prove (5.3), it is enough to have
(5.4) C0δ + CKn(Tδ)(2C0δ)
2 ≤ 2C0δ ⇐⇒ 4CC0Kn(Tδ)δ ≤ 1.
Therefore, we find:
• If d = 3 or ρ = 1, the estimate holds with Tδ = cnδ−n and cn small enough.
• If d ≥ 4 and ρ > 1, (5.4) is fulfilled if δ is sufficiently small and we can take Tδ =∞.
To show that the sequence uk converges, we estimate the quantity
Ak(T ) = sup
0≤t≤T
∑
1≤i+j≤M+1
∥∥∂itP j/2(uk − uk−1)∥∥L2(Rd)
+
∑
|α|≤M
Kn(T )
−1
∥∥〈x〉−µdZα(u′k − u′k−1)∥∥L2([0,T ]×Rd).
It is clearly sufficient to show
(5.5) Ak(T ) ≤ 1
2
Ak−1(T ).
Using Lemma 5.2 and repeating the above arguments, we obtain
Ak(Tδ) ≤ C˜
∑
|α|≤M
∫ Tδ
0
∥∥〈x〉−µdZα(u′k−1 − u′k−2)∥∥L2(Rd)
×
∑
|α|≤M
(∥∥〈x〉−µdZαu′k−1∥∥L2(Rd) + ∥∥〈x〉−µdZαu′k−2‖L2(Rd))ds.
By the Cauchy–Schwarz inequality, we conclude that
Ak(Tδ) ≤ C˜Kn(Tδ)(Mk−1(Tδ) +Mk−2(Tδ))Ak−1(Tδ).
Using (5.3), the above inequality leads to (5.5) if δ is small enough. Uniqueness and C2
property of the solution follow from [16, Theorem 6.4.10, Theorem 6.4.11] using that the
constructed solution is in HM+1loc (R
d+1) ⊂ C2(Rd+1). Note also that the solution is bounded
in C2 on the interval [0, Tδ ]. 
Appendix A. Regularity
Here, we give some results concerning the regularity with respect to an operator. More
details can be found in the book of Amrein, A. Boutet de Monvel and Georgescu [3] and in
the paper of C. Ge´rard and Georgescu [10]. We start with a useful characterization of the
regularity C1(A).
Theorem A.1 ([3, Theorem 6.2.10]). Let A and H be self-adjoint operators on a Hilbert
space H. Then H is of class C1(A) iff the following conditions are satisfied:
i) there is a constant c <∞ such that for all u ∈ D(A) ∩D(H),
|(Au,Hu) − (Hu,Au)| ≤ c (‖Hu‖2 + ‖u‖2) ,
ii) for some z ∈ C\σ(H), the set {u ∈ D(A); (H − z)−1u ∈ D(A) and (H − z¯)−1u ∈ D(A)}
is a core for A.
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If H is of class C1(A), then the following is true:
i) The space (H − z)−1D(A) is independent of z ∈ C\σ(H) and contained in D(A). It is a
core for H and a dense subspace of D(A) ∩D(H) for the intersection topology (i.e. the
topology associated to the norm ‖Hu‖+ ‖Au‖+ ‖u‖).
ii) The space D(A) ∩ D(H) is a core for H and the form [A,H] has a unique extension
to a continuous sesquilinear form on D(H) (equipped with the graph topology). If this
extension is denoted by [A,H], the following identity holds on H (in the form sense):[
A, (H − z)−1] = −(H − z)−1[A,H](H − z)−1,
for z ∈ C\σ(H).
We also have the following theorem coming from [3, Theorem 6.3.4].
Theorem A.2. Let A and H be self-adjoint operators in a Hilbert space H. Assume that the
unitary one-parameter group {exp(iAτ)}τ∈R leaves the domain D(H) of H invariant. Then
H is of class C1(A) iff [H,A] is bounded from D(H) to D(H)∗.
A criterion for the above assumption to be satisfied is given by the following result of
Georgescu and C. Ge´rard.
Lemma A.3 ([10, Lemma 2]). Let A and H be self-adjoint operators in a Hilbert space H.
Let H ∈ C1(A) and suppose that the commutator [iH,A] can be extended to a bounded
operator from D(H) to H. Then eitA preserves D(H).
In this paper, we will use the following characterization of the regularity C2(A).
Remark A.4. From Section 6.2 of [3], it is known that H if of class C2(A) if the following
conditions hold:
i) For some z ∈ C\σ(H), the set {u ∈ D(A); (H−z)−1u ∈ D(A) and (H−z)−1u ∈ D(A)}
is a core for A.
ii) [H,A] and [[H,A], A] extend as bounded operators on H.
Appendix B. Resolvent estimates at low energies
B.1. Estimates for the free Laplacian.
We begin with some estimates for the free Laplacian P0 = −∆.
Lemma B.1. Let α > 0. Then, for all ε > 0, we have∥∥(λP0 + 1)−αu∥∥ . λ−min(α−ε,d/4)∥∥〈x〉min(2α,d/2+ε)u∥∥,
uniformly for λ ≥ 1.
Proof. Here, we denote
‖u‖p =
( ∫
Rd
|u(x)|p dx
)1/p
,
the standard norm on Lp(Rd). Using the Ho¨lder inequality, we get∥∥(λP0 + 1)−αu∥∥ =( ∫ (λξ2 + 1)−2α|û(ξ)|2dξ)1/2
≤‖(λξ2 + 1)−α‖2p‖û‖2q,
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and we choose p = max( d4α + µ, 1), µ > 0, and p
−1 + q−1 = 1. In particular, 2q ≥ 2 and
4αp > d. Then, by the Hausdorff–Young inequality, we obtain
(B.1)
∥∥(λP0 + 1)−αu∥∥ . λ−d/4p‖u‖r,
with r−1 = 1− (2q)−1 = 2−1(1 + p−1) satisfying 1 ≤ r ≤ 2. Using one more time the Ho¨lder
inequality, we have
‖u‖r .
(∫
|u|rs〈x〉βsdx
)1/rs(∫
〈x〉−βtdx
)1/rt
,
with s−1 + t−1 = 1 and β > 0. We choose s = 2r−1 and β = d/t+ ν, ν > 0. Thus,
(B.2) ‖u‖r .
∥∥〈x〉βs/2u∥∥
2
.
The coefficient βs/2 satisfies
βs
2
=
ds
2t
+
νs
2
=
ds
2
− d
2
+
νs
2
=
d
r
− d
2
+O(ν) = d
2p
+O(ν)
=
d
2
min
(( d
4α
+ µ
)−1
, 1
)
+O(ν) = d
2
min
(4α
d
− 16α
2µ
d2
+O(µ2), 1
)
+O(ν)
=min
(
2α − 8α
2µ
d
+O(µ2), d
2
)
+O(ν).
On the other hand,
d
4p
=
d
4
min
(( d
4α
+ µ
)−1
, 1
)
= min
(
α+O(µ), d
4
)
.
Taking first µ and then ν small enough, the lemma follows from the estimates (B.1) and
(B.2). 
Lemma B.2. Let β ≥ 0, 0 ≤ γ ≤ min(1, d/4) and 0 ≤ δ ≤ d/4. Then, for all ε > 0,∥∥〈x〉β(λP0 + 1)−1u∥∥ . λβ/2−δ+ε∥∥〈x〉2δu∥∥+ λ−γ+ε∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1.
Remark B.3. In the previous lemma, assume γ+β/2 ≤ d/4. Then, we can chose δ = γ+β/2
and we have ∥∥〈x〉β(λP0 + 1)−1u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1.
Proof. Assume first that β ∈ N. Using
‖〈x〉u‖2 = 〈(x2 + 1)u, u〉 = d∑
j=1
‖xju‖2 + ‖u‖2,
it is enough to estimate ‖xa(λP0 + 1)−1u‖ where a ∈ Nd is a multi-index of length less or
equal to β. Since
xj(λP0 + 1)
−1 = (λP0 + 1)
−1xj − 2λ1/2
(
λ1/2∂j
)
(λP0 + 1)
−2,
the operator xa(λP0 + 1)
−1 can be written as a finite sum of terms of the form
T = λ
|a|−|b|
2
(
λ1/2∂
)c
(λP0 + 1)
−1−
|a+c−b|
2 xb,
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where b, c are non-negative multi-indexes such that b+ c ≤ a and |a + c − b| = |a|+ |c| − |b|
is even. Such a term can be written as
T =λ
|a|−|b|
2
(
λ1/2∂
)c
(λP0 + 1)
−1−
|a+c−b|
2 (λP0 + 1)
1+
|a|−|b|
2 (λP0 + 1)
−1−
|a|−|b|
2 xb
=λ
|a|−|b|
2 B(λP0 + 1)
−1−
|a|−|b|
2 xb,
where B is a bounded operator on L2(Rd) since it is a Fourier multiplier by a uniformly
bounded function.
Using Lemma B.1 to estimate the powers of the resolvent, we get
(B.3) T = Bλ
|a|−|b|
2
−min(α,d/4)+ε〈x〉|b|+min(2α,d/2+ε)
where B is an other bounded operator, 0 < ε and 0 ≤ α ≤ 1 + (|a| − |b|)/2. We choose
α = min(γ + (|a| − |b|)/2, δ) ≤ d/4 and note b0 = |a|+ 2γ − 2δ.
If |b| < b0, then α = δ and (B.3) becomes
T =Bλ
|a|−|b|
2
−δ+ε〈x〉|b|+2δ
=O(λ |a|2 −δ+ε〈x〉2δ + λ |a|−b02 −δ+ε〈x〉b0+2δ),
since y|b| ≤ yb0 + y0 for 0 ≤ b ≤ b0 and y ≥ 0. Using |a| ≤ β, we get
(B.4) T = O(λβ/2−δ+ε〈x〉2δ + λ−γ+ε〈x〉β+2γ).
If |b| ≥ b0, then α = γ + (|a| − |b|)/2 and (B.3) gives
(B.5) T = O(λ−γ+ε〈x〉β+2γ).
The estimates (B.4) and (B.5) imply the lemma for β ∈ N. The case β ∈ R+ follows from an
interpolation argument. 
Mimicking the previous proofs, one can show the following results
Lemma B.4. Let j ∈ {1, . . . , d}, β ≥ 0 and 0 ≤ γ ≤ 1/2 with γ + β/2 ≤ d/4. Then, for all
ε > 0, we have ∥∥〈x〉β(λ1/2∂j)(λP0 + 1)−1u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1.
Lemma B.5. Let j, k ∈ {1, . . . , d} and 0 ≤ β/2 ≤ d/4. Then, for all ε > 0, we have∥∥〈x〉β(λ1/2∂j)(λP0 + 1)−1(λ1/2∂k)u∥∥ . λε∥∥〈x〉βu∥∥,
uniformly for λ ≥ 1.
B.2. Estimates for an intermediate operator.
We now extend these results to the intermediate differential operator P˜ defined by
(B.6) P˜ = −
∑
j,k
∂jg
2gj,k∂k.
Recall from (H1) that g2gj,k−δj,k = O(〈x〉−ρ). The square roots of P˜ and P0 are comparable.
More precisely, we have
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Lemma B.6. For u ∈ D(P˜ 1/2) = D(P 1/20 ) = H1(Rd),
‖P˜ 1/2u‖ . ‖P 1/20 u‖ . ‖P˜ 1/2u‖.
Proof. For u ∈ H2(Rd), we can write
(P˜ u, u) =
∑
j,k
(g2gj,k∂ju, ∂ku) and (P0u, u) =
∑
j
(∂ju, ∂ju).
Using the ellipticity of P˜ and g2gj,k ∈ L∞(Rd), we get
(P0u, u) . (P˜ u, u) . (P0u, u).
In particular, we have, for u ∈ H2(Rd),
‖P˜ 1/2u‖ . ‖P 1/20 u‖ . ‖P˜ 1/2u‖
‖(P˜ + 1)1/2u‖ . ‖(P0 + 1)1/2u‖ . ‖(P˜ + 1)1/2u‖.
Then, we obtain D(P˜ 1/2) = D(P
1/2
0 ) = H
1(Rd) and the lemma follows. 
Lemma B.7. Let β ≥ 0 and 0 ≤ γ ≤ min(1, d/4) with γ + β/2 ≤ d/4. Then, for all ε > 0,
we have
(B.7)
∥∥〈x〉β(λP˜ + 1)−1u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1.
Remark B.8. Mimicking the proof of Lemma B.7, one can show that Lemma B.4 (for the
operators (λ1/2∂j)(λP˜ +1)
−1 and (λP˜ +1)−1(λ1/2∂j)) and Lemma B.5 hold with P0 replaced
by P˜ .
Proof. From (B.6), we have
P0 − P˜ =
∑
j,k
∂jrj,k∂k,
where rj,k = δj,k − g2gj,k = O(〈x〉−ρ). In the following, to clarify the statement, we will not
write the sum over j, k and simply note P0 − P˜ = ∂r∂. Iterating the resolvent identity, we
have
(λP˜ + 1)−1 =(λP0 + 1)
−1 + (λP0 + 1)
−1λ1/2∂rλ1/2∂(λP0 + 1)
−1
+
2N∑
j=1
(λP0 + 1)
−1(λ1/2∂)
(
r(λ1/2∂)(λP0 + 1)
−1(λ1/2∂)
)j
r(λ1/2∂)(λP0 + 1)
−1
+ (λP0 + 1)
−1(λ1/2∂)
(
r(λ1/2∂)(λP0 + 1)
−1(λ1/2∂)
)N
× r(λ1/2∂)(λP˜ + 1)−1(λ1/2∂)r
×
(
(λ1/2∂)(λP0 + 1)
−1(λ1/2∂)r
)N
(λ1/2∂)(λP0 + 1)
−1.(B.8)
Thanks to Remark B.3, the first term of the previous equation satisfies (B.7). To treat the
second term, we use two times Lemma B.4 with a gain equal to γ/2 ≤ max(1/2, d/4).
36 J.-F. BONY AND D. HA¨FNER
The sum over j can be studied in a similar way: using Lemma B.4, each exterior term
(λ1/2∂j)(λP0+1)
−1 gives a factor λ−γ/2+eε, and, using Lemma B.5, each interior factor (λ1/2∂)
(λP0+1)
−1(λ1/2∂) gives a factor λeε. Then, each term in the sum over j can be estimated by
λ−γ+(j+2)eε. Taking ε˜ = ε/(2N + 2), each term of the sum over j satisfies (B.7).
It remains to study the last term in (B.8). As usual, the first term can be estimated by
Lemma B.4: ∥∥〈x〉β(λP0 + 1)−1(λ1/2∂)u∥∥ . λ−γ/2+eε∥∥〈x〉β+γu∥∥.
Now, using r = O(〈x〉−ρ) together with Lemma B.5, we get
(B.9)
∥∥〈x〉µr(λ1/2∂)(λP0 + 1)−1(λ1/2∂)u∥∥ . λeε∥∥〈x〉max(µ−ρ,0)u∥∥,
for µ/2 ≤ d/4 + ρ/2. Using N times the last inequality, we obtain∥∥∥〈x〉β(λP0 + 1)−1(λ1/2∂)(r(λ1/2∂)(λP0 + 1)−1(λ1/2∂))Nu∥∥∥
. λ−γ/2+(N+1)eε
∥∥〈x〉max(β+γ−ρN,0)u∥∥ ≤ λ−γ/2+(N+1)eε‖u‖,(B.10)
for N large enough. Using two times Lemma B.6 and the functional calculus,
(B.11)
∥∥(λ1/2∂)(λP˜ + 1)−1(λ1/2∂)u∥∥ . ‖u‖.
Finally, applying N times (B.9), with N large enough, we get
(B.12)
∥∥∥〈x〉γ(r(λ1/2∂)(λP0 + 1)−1(λ1/2∂))N∥∥∥ . λNeε‖u‖,
since γ ≤ d/4. Moreover, using γ/2 ≤ 1/2 and taking the adjoint in Lemma B.4, we have∥∥〈x〉−γ(λ1/2∂j)(λP0 + 1)−1u∥∥ . λ−γ/2+eε∥∥u∥∥.
Combining the last estimate with the adjoint of (B.12), it follows
(B.13)
∥∥∥((λ1/2∂)(λP0 + 1)−1(λ1/2∂)r)N (λ1/2∂)(λP0 + 1)−1∥∥∥ . λ−γ/2+(N+1)eε‖u‖,
for N large enough. Summing up (B.10), (B.11), (B.13) and choosing ε˜ small enough with
respect to ε, the last term in (B.8) satisfies (B.7). 
B.3. Estimates for the perturbed Laplacian.
Here, we extend the previous results to the Laplacian P . From (B.6), we have P =
g−1P˜ g−1. In particular, the resolvent identity gives
(λP + 1)−1 =g(λP˜ + g2)−1g
=g(λP˜ + 1)−1g + g(λP˜ + 1)−1(1− g2)g−1(λP + 1)−1(B.14)
=g(λP˜ + 1)−1g + (λP + 1)−1g−1(1− g2)(λP˜ + 1)−1g.(B.15)
Note that, by (H1), (1− g2) = O(〈x〉−ρ).
Proposition B.9. Let β ≥ 0 and 0 ≤ γ ≤ 1 with γ + β/2 ≤ d/4. Then, for all ε > 0, we
have ∥∥〈x〉β(λP + 1)−1u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1.
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Proof. As in the proof of Lemma B.7, we iterate the resolvent identity (B.14) and obtain
(λP + 1)−1 =g(λP˜ + 1)−1g + g(λP˜ + 1)−1(1− g2)(λP˜ + 1)−1g
+
N∑
j=1
g(λP˜ + 1)−1
(
(1− g2)(λP˜ + 1)−1
)j
(1− g2)(λP˜ + 1)−1g
+ g(λP˜ + 1)−1
(
(1− g2)(λP˜ + 1)−1
)N+1
(1− g2)g−1(λP + 1)−1.(B.16)
The two first terms and the sum over j can be directly estimated by Lemma B.7. For the
last term in (B.16), we remark that Lemma B.7 gives
(B.17)
∥∥〈x〉βg(λP˜ + 1)−1u∥∥ . λ−γ+eε∥∥〈x〉β+2γu∥∥,
and
(B.18)
∥∥〈x〉µ(1− g2)(λP˜ + 1)−1u∥∥ . λeε∥∥〈x〉max(µ−ρ,0)u∥∥,
for all µ/2 ≤ d/4+ρ/2. Therefore, applying (B.17) and N +1 times (B.18) (this can be made
since (β + 2γ)/2 ≤ d/4), we get∥∥∥〈x〉βg(λP˜ + 1)−1((1− g2)(λP˜ + 1)−1)N+1u∥∥∥ . λ−γ+(N+2)eε∥∥〈x〉max(µ−(N+1)ρ,0)u∥∥
. λ−γ+(N+2)eε‖u‖,
for N large enough. Using ‖(λP+1)−1‖ ≤ 1 by the spectral theorem and taking ε˜ = ε/(N+2),
this implies∥∥∥〈x〉βg(λP˜ + 1)−1((1− g2)(λP˜ + 1)−1)N+1(1− g2)g−1(λP + 1)−1u∥∥∥ . λ−γ+ε‖u‖,
and the lemma follows. 
Mimicking the proof of Proposition B.9 and using (B.15) and Remark B.8, one can prove,
as for Lemma B.4, the following result.
Lemma B.10. Let j ∈ {1, . . . , d}, β ≥ 0 and 0 ≤ γ ≤ 1/2 with γ + β/2 ≤ d/4. Then, for all
ε > 0, we have ∥∥〈x〉β(λP + 1)−1(λ1/2∂˜∗j )u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥∥∥〈x〉β(λ1/2∂˜j)(λP + 1)−1u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥.
uniformly for λ ≥ 1.
Let j, k ∈ {1, . . . , d} and 0 ≤ β/2 ≤ d/4. Then, for all ε > 0, we have∥∥〈x〉β(λ1/2∂˜j)(λP + 1)−1(λ1/2∂˜∗k)u∥∥ . λε∥∥〈x〉βu∥∥,
uniformly for λ ≥ 1.
Remark B.11. The results of this section are given for (λP + 1)−1, but can be extended to
(λP −z)−1, with Im z 6= 0. In fact, following the previous proofs, one can see that (λP −z)−1
satisfies the same results, if we accept a lose of the form | Im z|−C , C > 0, in the estimates.
This is due to (λP0 +1)(λP0 − z)−1 = O(| Im z|−1) from the spectral theorem. Note that the
constant C does not depend on ε ∈]0, 1], and is uniform with respect to α, β, γ, δ in a compact
subset.
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For example, Proposition B.9 gives the following estimate for β ≥ 0, ε > 0 and 0 ≤ γ ≤ 1
with γ + β/2 ≤ d/4:
(B.19)
∥∥〈x〉β(λP − z)−1u∥∥ . λ−γ+ε| Im z|C ∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1 and z in a compact of C.
Using the spectral theorem, this remark implies the following result.
Lemma B.12. Let χ ∈ C∞0 (R), j, k ∈ {1, . . . , d} and β, γ ≥ 0 with γ+β/2 ≤ d/4. Then, for
all ε > 0, we have ∥∥〈x〉βχ(λP )u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥∥∥〈x〉β(λ1/2∂˜j)χ(λP )u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥∥∥〈x〉βχ(λP )(λ1/2∂˜∗j )u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥∥∥〈x〉β(λ1/2∂˜j)χ(λP )(λ1/2∂˜∗k)u∥∥ . λ−γ+ε∥∥〈x〉β+2γu∥∥,
uniformly for λ ≥ 1.
Proof. We only prove the first inequality since the others can be treated the same way. Let
k ∈ N be such that γ/k ≤ 1, ϕ(σ) = χ(σ)(σ + 1)k ∈ C∞0 (R) and ϕ˜ ∈ C∞0 (C) be an almost
analytic extension of ϕ. From the spectral theorem, we have
(B.20) 〈x〉βχ(λP ) = 1
π
∫
∂ϕ˜(z)〈x〉β(λP − z)−1(λP + 1)−kL(dz).
Estimate (B.19) with γ = 0 gives
(B.21)
∥∥〈x〉β(λP − z)−1u∥∥ . λeε| Im z|C ∥∥〈x〉βu∥∥.
Proposition B.9 with γ = γ/k ≤ 1 implies∥∥〈x〉µ(λP + 1)−1u∥∥ . λ−γ/k+eε∥∥〈x〉µ+2γ/ku∥∥,
if γ/k + µ/2 ≤ d/4. By iteration, we obtain∥∥〈x〉β(λP + 1)−ku∥∥ . λ−γ+keε∥∥〈x〉β+2γu∥∥,
since γ + β/2 ≤ d/4. Combining this estimate with (B.21) and taking ε˜ = ε/(k + 1), we get∥∥〈x〉β(λP − z)−1(λP + 1)−ku∥∥ . λ−γ+ε| Im z|C ∥∥〈x〉β+2γu∥∥,
and the lemma follows from (B.20). 
We now state a result which will help us to estimate the square root of P . Since this lemma
can be proved as Lemma B.6, we do not give the proof.
Lemma B.13. We have, for u ∈ D(P 1/2) = H1(Rd),
‖P 1/2u‖ . ‖∇g−1u‖ . ‖P 1/2u‖.
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