Individual-based models (IBM), as an ecological modeling paradigm, are being used widely in the analysis of fish populations in marine ecosystems. The flexibility and power of IBMs with respect to building detailed and realistic biological models have encouraged recent and important extensions, which include explicit spatial dynamics and biophysical forcing of certain life stage processes. Unfortunately, the usefulness of individual-based numerical simulation models is often negated by the difficulty in digesting and analyzing their voluminous and complicated output. Scientific visualization tools offer the capability to remedy this problem.
Introduction
Understanding the relationships between marine fish, their biological and physical environment, and how these translate into year-to-year variations in year class strength, is an extremely complex problem, one that can be usefully addressed through the use of individualbased models (IBMs) (DeAngelis and Gross, 1992; Huston et al., 1988; Judson, 1994) .
IBMs differ from more traditional aggregate modeling approaches because they model individual fish, their biological attributes (i.e. length, weight, age) and the way each individual interacts with its environment. This approach is theoretically appealing, especially since biologists have long recognized that population level dynamics are the cumulative result of individual fish surviving and dying. For example, turbulence fundamentally affects larval feeding at the scale of individual fish and their prey. The utility of IBMs stems from their many advantages: they are sufficiently flexible to accommodate a range of scales from individuals to populations or from very small time and space scales to aggregated population characteristics; and they can easily incorporate individual larval and prey behavior with the necessary mathematical and computational complexity. It is only in recent years that rapid advances in computing technology have enabled scientists to utilize individualbased models as a research tool. Consequently, they are gaining in popularity among fisheries oceanographers and resource managers.
Implementing an individual-based biophysical model, however, presents several practical problems. Highly complex models such as IBMs are difficult to develop without extensive information. Data and parameter needs are very high, and significant human resources are needed for the model's design and implementation. These models also require very fast computers, and large amounts of computing resources (CPU time, storage, and memory). Most of the difficulties mentioned above are addressable. However the problem of how best to digest, analyze and comprehend the IBM's voluminous, detailed, complicated and multi-dimensional output has not yet been effectively addressed.
The IBM we use in this study generates large multidimensional output files. The size of the output file is proportional to the number of individual cohorts being simulated. Figure 1 shows that the output file size for simulations tracking 100 individuals is about 2 megabytes in size while the output file for 100 000 individuals is about 2.5 gigabytes in size. While a population of 100 000 is not biologically realistic, the requirement of 2.5 gigabytes of RAM memory is a severe restriction that precludes working with numbers that large in a simulation exercise.
Techniques to effectively analyze data sets of this magnitude are limited. To make large output data files manageable they are often aggregated by averaging or by some other means. Unfortunately this loss of detail defeats the purpose of using an IBM since it conceals important features of the data. Examination of tabular output is certainly possible. In order to extract meaning from tabular output, however, the user is forced to make successive pair-wise arithmetic comparisons of elements in the table. Interpretation of a multivariable situation is slow for most people and impossible for some. Visualization systems, however, are designed to accommodate massive complex data sets and to communicate information through the use of shapes (e.g. traditional graphic forms such as stacked bars, histogram, lines) that capitalize on the use of form, color, texture, and motion to add perceptual dimension. Visualization systems rely on the amazing pattern recognition capabilities of the human brain and the involuntary brain/eye visual system. Marvin Patterson, former director of corporate engineering at Hewlett-Packard, estimates that we absorb pictorial data at rates equivalent to 50 million words per minute -a difference of more than four orders of magnitude compared to reading (Orr, 1990) . Thus, pictures represent a powerful form of data compression. So to communicate more data, we should be using pictures. Friedhoff and Benzon (1989, p. 13) report that when we visualize information through the use of computers, we restructure a problem so that more of it is processed by the preconscious part of our brain -the visual system that is our silent partner. In this way, consciousness can be more effectively devoted to the highest levels of analysis and synthesis. Through the use of scientific visualization, we reach an accord with Hamming (1962) , who said, ''The purpose of computing is insight, not numbers''.
The objective of this paper is to demonstrate how scientific visualization, as a research tool, can provide valuable assistance to the fisheries oceanographer in untangling complex simulation model dynamics. We will use an individual-based model of larval fish population dynamics as an example, to demonstrate how scientific visualization tools provide valuable assistance in untangling complex model dynamics, assist with model validation and diagnosis, help investigate trends and apparent oddities in the data, and facilitate the communication of model results.
Methods

Overview
We have developed a suite of models that includes a three-dimensional, eddy-resolving hydrodynamic model based on the Semispectral Primitive Equation Model (SPEM) described by Haidvogel et al. (1991) , adapted for use in the western Gulf of Alaska Stabeno and Hermann, 1996) . Stored output from that model is coupled to a spatially explicit lower trophic level ecosystem (NPZ) model and a spatially explicit individual-based model (IBM; Hinckley et al., 2001; Megrey and Hinckley, 2001; Hermann et al., 2001) of young walleye pollock recruitment dynamics in this region. Biological processes within the IBM, which focuses on early life history, are driven by spatially and temporally varying physical vector (current velocity) and scalar (temperature, salinity, etc.) fields produced by the SPEM model and prey fields produced by the NPZ model. Currently, we run this integrated suite of models on a CRAY C90 at the Arctic Region Supercomputing Center.
Features of the IBM model
The IBM, which is described by Hinckley et al. (1996) and Hinckley (1999) , follows individuals from spawning, through egg, yolk-sac larval, and feeding larval stages. Each life stage has stage-specific descriptions of development, growth, mortality, feeding, and bioenergetic processes. The model also includes individual behavior such as vertical migration and feeding. Model components describing the feeding larval life stage were modified to accommodate detailed descriptions of the turbulence/contact rate process. Generally, processes of the feeding larval life stage include descriptions of total mortality as a function of larval length, starvation mortality as a function of larval condition, consumption as a function of prey and larval parameters and wind-generated turbulence, and growth as a function of consumption, metabolism, and temperature. The consumption process for feeding larvae was enhanced considerably as described by Megrey and Hinckley (2001) . The IBM generates voluminous multi-dimensional output files. For each day of the simulation, 1000 cohorts were tracked, with each cohort consisting of one million individuals. For each cohort, 47 attributes of the individuals within the cohort were recorded in the output file. The size of this output file was 35 megabytes. Table 1 describes the attribute list. 
Results
In this section, we will describe some general features of our application and a specific example of how we used visualization to investigate apparently abnormal model behavior, to validate model processes and to understand some aspects of the model's dynamics.
Menu system
The MATLAB GUI provided all the tools necessary to design a menu system for application use, including GUI event driven programming constructs. The Main Menu welcomes the user and presents options to load data files, analyze data, or plot the data. The Plot Menu offers several presentation formats including plots of animal abundance through time grouped by life stage or grouped by whether the animal is alive or dead ( Figure  2 ). The Property-to-Property button leads to another menu (Figure 3a ) that allows the user to plot independent and dependent variables and to customize the presentation format (line, symbol, or bar plot). Selecting one of the drop-down lists from the Property-toProperty Menu (Figure 3b ) presents the user with a complete list of individual attributes that can be plotted. Selecting the Complete Suite button, off the Plot Menu (not shown), brings up the Complete Suite Menu (Figure 2c ), which allows the user to customize a collection of plots with respect to individual cohorts, individual days, or ranges of cohorts and days. In addition they can select the independent variable to be time, length, or age. Summary statistics are presented at the top of the menu to cue the user to the data limits of the data set being examined. An example of the graphic output from this menu is given in Figure 4 . The data represent curves for cohorts 35 and 36 over the time period Julian day 73 to 164.
Diagnostic analysis
The visualization tool was also useful for validating correct model behavior. For example, the consumption process for the larval stage within the IBM explicitly incorporates the effect of turbulence, prey density, and larval size after Rothschild and Osborn (1988) , Sundby and Fossum (1990) , and MacKenzie and Leggett (1991). These authors proposed the idea that the relative velocity differences between planktonic larval fish and their prey may be enhanced by turbulence in the ocean thus increasing contact rates. MacKenzie et al. (1994) additionally modeled the potential negative effects of higher rates of turbulent energy on the larval feeding process, specifically on the post-encounter components of consumption (pursuit, attack, and capture). The combination of these two conceptual models results in a dome-shaped consumption versus turbulence curve. In our model, we have used the MacKenzie et al. (1994) formulation modified by the fact that larval pollock are pause-travel predators (MacKenzie and Kirboe, 1995), not cruise predators as proposed in MacKenzie et al. (1994) . Plotting all individuals over all days of the simulation shows that larval starvation mortality is generally inversely related to the probability of successful pursuit (Figure 5a ) as we would anticipate. The probability of successful pursuit (PSP) is a function of reactive distance and turbulent velocity. As turbulent velocity increases, PSP decreases ( Figure 5c ). Also, as reactive distance increases, PSP approaches 1.0 (Figure 5b ). Plotted are prey density, consumption (C), growth (G), wind speed (Wind), reactive distance (RD), turbulent velocity (Turb vel), probability of successful pursuit (PSP), abundance (Abund), length, depth, age, condition factor (Cond fac), and total mortality (Z).
Investigating apparent anomalies
The visualization tool was useful for examining apparent anomalies in the output, as in the following example. Plotting the growth of the animals over time by cohort (Figure 6 ) showed two groups, which had similar growth trajectories. One group grew at a fairly constant rate while the other group showed substantial growth variability during the period between Julian day 150 and 164. Cohorts 35 and 36 are examples of these two groups. Looking at the complete suite of variables (prey density, consumption (C), growth (G), wind speed (Wind), reactive distance (RD), turbulent velocity (Turb vel), probability of successful pursuit (PSP), abundance (Abund), length, depth, age, condition factor (Cond fac), and total mortality (Z)) for the entire time period (Figure 4) shows some relationships and trends: first the cohorts were born at different times and this is responsible for the observed length differences; prey density is similar for the two cohorts; consumption drives variations in growth because of the bioenergetics mass balance equation; both cohorts experience the same wind field (a consequence of the 2D implementation); reactive distance is a little different but appears to be function of length; turbulent velocity is similar for the two cohorts; the trend in PSP is similar and is driven by variations in turbulent velocity; small differences in PSP are a result of this process being a function of length; there are differences in abundance level; and length, location in the water column, age, condition factor, and trends in mortality are different. Narrowing the data to the time window spanning Julian day 150 to 164 ( Figure 7 ) and plotting a complete suite of variables against time clearly shows the growth differences between the two cohorts, but the cause is not apparent. Plotting the data by age (Figure 8) shows the growth differences, but also does not give a hint as to what is causing the differences. Plotting the data by length, however (Figure 9 ) clearly shows the length effect. Focusing in on the five variables prey density, consumption, wind speed, turbulent velocity, and probability of successful pursuit for just cohort 35 plotted against length (Figure 10) shows that the variations in consumption coincide with variations in wind speed, turbulent velocity, and variations in prey density at about length 14.75 cm. These data show that the initial drop in consumption is a combined affect of prey dissipation and variations in the probability of successfully capturing a prey. Both of these processes are driven by turbulent velocity through wind speed. Also note that because of the way we formulated the effects of wind on feeding (a dome-shaped relationship after MacKenzie et al., 1994) increases in wind cease to be beneficial when wind speeds exceed 7.2 meters s 1 . This is approximately the wind speed at the first sharp drop in feeding.
Discussion
IBMs can generate data faster than analysts can analyze them. Researchers using IBMs are often faced with the task of needing to quickly analyze multi-dimensional data sets from simulation tests. Without the right tools, potentially important variables and relationships can go unexamined. Many relationships cannot be discovered easily with conventional statistical packages or mathematical software. The reason is that these packages either lack support for very large multi-dimensional data sets, expect you to have some idea of the form of the hidden relationship, or lack the interactive visualization tools needed to quickly reveal trends and patterns. Since the visual data analysis process is iterative, a tight linking of data access, processing, and visualization is essential. Immediate feedback lets analysts test ideas, review results, ask what-if questions, and see answers on the fly. Such interactive analysis can offer new insights into large data sets. We believe scientific visualization methods offer a solution to analysis of output from IBM simulations. Visual data analysis is the key to identifying trends and relationships, especially since IBMs track so many variables and incorporate so many subtle mechanistic and process-oriented relationships. Visualization tools help identify these subtle relationships and trends in the data because they allow the scientist to easily create, observe, and interactively manipulate the data as well as the visual presentation of data. Discerning relationships between variables is possible when multiple dependent variables are plotted against one independent variable. Moreover, the vector processing capabilities of MAT-LAB simplify manipulating and presenting multidimensional data.
The visualization application described in this paper is a prototype initially designed for use on a twodimensional version of the IBM. Ultimately, we plan to use our visualization application with the 3D version of the model. Once 3D dynamics are incorporated into the model, then spatial features that contribute to population dynamics can easily be observed. Volumetric visualization will allow the user to see intricate details inside a volume, spatial trajectories of individual cohorts, cohort attributes, and conditions of the physical environment in time and space.
In this paper we have demonstrated how visualization tools can be useful in analyzing output from IBM simulations. By using the MATLAB GUI tools, we developed an interface that lets the user manipulate, process and view the data by simply pointing and clicking on control windows. We have shown how the Length (mm) Figure 10 . Selected components of the turbulence/contact rate/feeding mechanism in the IBM simulation model for Julian days 150-164 and cohort 35. Plotted against length are prey density, consumption, wind speed, turbulent velocity, and probability of successful pursuit.
tools can be used for diagnostic model validation as well as investigating trends and apparent oddities in the data.
