Despeckling is a key and indispensable step in SAR image preprocessing, existing deep learning-based methods achieve SAR despeckling by learning some mappings between speckled (different looks) and clean images. However, there exist no clean SAR image in the real world. To this end, in this paper, we propose a self-supervised dense dilated convolutional neural network (BDSS) for blind SAR image despeckling. Proposed BDSS can still learn to suppress speckle noise without clean ground truth by optimized for L2 loss. Besides, three enhanced dense blocks with dilated convolution are employed to improve network performance. The synthetic and real-data experiments demonstrate that proposed BDSS can achieve despeckling effectively while maintaining well features such as edges, point targets, and radiometric. At last, we demonstrate that our proposed BDSS can achieve blind despeckling excellently, i.e., do not need to care about the number of looks.
I. INTRODUCTION
S YNTHETIC aperture radar (SAR) is an active image remote sensing system that transmits the microwave signals in a side looking direction towards the earths' surface. The benefit of SAR imaging systems over optical includes highresolution images independent of daylight and weather-related occlusions i.e., clouds, dust and snow [1] , [2] . This all-day and all-weather acquisition capability sometimes makes the SAR imaging system reliable than optical imaging system for analyzing earth resources, such as ground and sea monitoring, disaster assessment, and so on [3] .
However, a major problem of SAR image is the presence of speckle [4] . Speckle is a granular noise caused by constructive or destructive interference of backscattered microwave signals which results in the obtained active image quality. It strongly impairs the performance of the aforementioned tasks. Thus, speckle removal is a key and indispensable step in SAR image preprocessing.
To removal the speckle from SAR image, this called for an intense research activity on SAR despeckling in the past decade [5] . Overall, not absolutely, existing despeckling methods can be grouped into three categories, local window filters, non-local means (NLM)-based methods, and convolutional neural network (CNN)-based methods.
The most commonly applied filtering technique restores the center pixel in a moving window with an average of all the Y. Yuan, J. Sun and J. Guan are with the College of Computer Science and Technology, Harbin Engineering University, Harbin 150001, China (Corresponding author: J. Guan, e-mail: j.guan@hrbeu.edu.cn). pixels in the windows. In early years, scholars have proposed a lot of despeckling methods based local window filtering, such as, Lee filter [6] , Refined Lee filter [7] , Frost filter [8] , Kuan filter [9] , and Gamma-MAP filter [10] . These filters can smooth the speckle noise, however, different sizes of window and the number of looks can result in varying filtering quality, as the size of filter window and the number of looks increase, the more speckle noise is decreased and edge information is lost.
In order to overcome the deficiency of local window filters, the NLM-based methods have been applied to process SAR image in recent years [11] - [14] . In the NLM-based methods, filtering is carried out, through the weighted mean of all the pixels in a certain neighborhood. However, differing from the local window filters, the weight does not depend on the geometric distance between the target pixel and each given pixel, but on their similarity. The similarity is measured by the Euclidean distance between the patches surrounding the selected and the target pixels. This principle has inspired several methods, such as BM3D [15] , where the nonlocal approach is combined with wavelet shrinkage and Wiener filtering in a two-step process. And then, aimed to taking into account the SAR despeckling peculiarities, SAR-BM3D [16] , a SAR-oriented version of BM3D is proposed.
Local window filters and NLM-based methods both have the intensive computational complexity and burden. This may hinder their usage in practical applications. Other than this, for a given SAR image, these methods require the number of looks known. In other words, they can not achieve "Blind Despeckling". However, in many cases, the number of looks in a SAR image is unavailable due to the uncertainties of sensors.
Recently, deep learning has been a hot topic in image processing over the last decade [17] . Benefiting from the new thoughts and theories in this area, CNN-based despeckling methods have gradually emerged in recent years [18] - [24] . Their basic goal is to model the nonlinear relationship between speckle and clean images, i.e., supervised learning. This happens by training CNNs with numerous pairs of noisy inputs and clean targets. Differing from nature image denoising task, the significant problem of SAR despeckling is that there exist no clean targets in the real world. SAR-CNN [20] solve this problem by using multi-temporal SAR data of the same scene, where original data is used as noisy inputs and corresponding multi-look data as clean targets. Since it is not completely reliable to treat the multi-look images as clean targets, the despeckling effect of SAR-CNN is very limited. Differing from SAR-CNN, SAR-IDN [18] and SAR-DRN [22] use optical photographs as simulated clean SAR images and artificially add speckle as noisy images. In order to achieve blind despeckling, the approach of CNN-based methods is adding speckle noise of different levels to training data. Recent work, Noise2Noise [25] , demonstrate that clean targets are unnecessary for denoising task. Under some certain distributional assumptions, such as additive Gaussian noise, Poisson noise, and so on, CNNs can learn to predict the clean signal by training on pairs of independent noisy measurements of the same target. Although Noise2Noise only has noisy images, it can achieve the same well or even better results as if using clean targets. This kind approach of self-supervised learning bring some new ideas for SAR image despeckling.
In this paper, we propose a framework for blind despeckling of SAR image. The main contributions can be summarized as follows:
1) We propose a new state of the art for SAR image blind despeckling, which employs a self-supervised learning approach, i.e., no clean targets are used in the training process. Since the statistical distribution of speckle noise satisfies the unit mean, BDSS can still learn to suppress speckle noise by optimized for L2 loss when speckled images are used as ground truth. The noise level of speckle, i.e., the look of SAR images, is not cared about.
In other words, BDSS can achieve blind despeckling effectively.
2) The structure of BDSS mainly consists of three enhanced dense blocks, where dilated convolution is used for enlarging the field of view rather than common convolution. In addition, to improve despeckling ability and reduce computational complexity and memory usage, we remove batch normalization layers and replace ReLU with ParametricReLU from each dense block. 3) We confirm PSNR and SSIM on synthetic specke images are the new state of the art. In addition, we set a despeckling experiment on real SAR images from four different sensors. Compared with other methods in terms of visual results and quantitative evaluation indexes, BDSS can remain better image feature, such as edges, point targets, and radiometric while removing speckle noise effectively.
The rest of this paper is organized as follows: In Section II, the self-supervised blind despeckling theory and the structure of proposed BDSS model are described. In Section III, the synthetic and real-data experimental results and analysis are presented. Finally, our conclusion is given in Section IV.
II. METHODOLOGY

A. SAR Speckle Noise Degradation Model
Let y ∈ R W ×H be the observed signal, x ∈ R W ×H be the original signal (e.g., original data), and n ∈ R W ×H be the uncorrelated multiplicative speckle. Then assuming that the a SAR image is an average of L looks, the observed signal y is related to x by the following multiplicative model [26] :
It is well-known that, for a SAR image, n follows a Gamma distribution and has the following probability density function:
where Γ is the Gamma function with unit mean and variance 1 L , and n >= 0, L >= 1. Hence, the process of SAR image despeckling is to estimate the original signal (clean images) x from the observed signal (speckled images) y.
B. Self-Supervised Blind Despeckling Theory
Assume that we have a set of speckle measurements (y 1 , y 2 , . . .) of the SAR data, in existed CNN-based supervised methods, such as SAR-CNN, ID-CNN and SAR-DRN, a set of training pairs (y i , x i ) are used to minimize the network loss function in which y i is the noisy input image and x i is the corresponding clean target image. The network function f θ (x) is parameterized by θ:
where L denotes a loss function, normally the L 2 loss
The θ is found when f θ (y) has the smallest average deviation from the x. For the L 2 loss, the minimum of Eq. (3) is found at:
And then, in our introduced self-supervised SAR despeckling approach, we replace the clean targets x i with corresponding speckle measurement y i , as illustrated in Fig. 1 . The network function Eq. (3) becomes:
where y denotes another speckle SAR image, and both the inputs y and the targets y are drawn from a corrupted distribution (not the same) conditioned on the underlying. For the L 2 loss, the minimum of Eq. (5) is found at the arithmetic mean of the observations:
As described with Section II-A, multiplicative speckle noise in a SAR image satisfies unit mean distribution, the arithmetic mean of the observations is the same as clean target:
this means that Eq. (4) and Eq. (6) are equivalent. In other words, the optimal network parameters θ remain unchanged. In addition, noting that when the clean targets are replaced with speckle targets whose expected value is the same as the former, what the network learns will not be changed. The noise level of speckle, i.e., the number of looks, is not cared about. This means that the proposed BDSS can achieve reliable blind despeckling. The overall architecture of the BDSS framework is displayed in Fig. 2 . The detailed configuration of the proposed model is provided in Table I . BDSS can be decomposed into several parts: the convolution layer for extracting low-level features, three dense blocks for extracting high-level features, the bottleneck and reconstruction layers for generating the output. In each dense block, each dilated convolution layer is followed by a ParametricReLU (PReLU) [27] as activation function except the bottleneck and reconstruction layers. The details of the proposed network structure is described in the following.
1) Enhanced Dense Block: Inspired by DenseNet structure [28] , we proposed a kind of enhanced dense block. The structure of enhanced dense block is displayed in Fig. 3 . After adopting a convolution layer to the input speckled images for learning low-level features, three blocks are applied to extract the high-level features. Differing from ResNets [29] , the feature maps extracted by different convolution layers are concatenated rather than directly summed. In each dense block, the i th convolution layer (dilated convolution, described in the Section II-C2) receives the feature maps of all preceding layers as input:
where [X 0 , X 1 , . . . X i−1 ] refers to the concatenation of the feature-maps produced in layers 0, 1, . . . i − 1. H i (·) denotes the composite function. In [28] , the composite function is decomposed into three layers: batch normalization (BN) [30] , followed by a rectified linear unit (ReLU) and a 3 × 3 convolution (CONV). BN normalize the features using mean and variance in a batch during training and use estimated mean and variance of the whole training dataset during the testing. However, applying BN in image-to-image tasks is not optimal. BN tend to introduce unpleasant artifacts and limit the generation ability, which has proven in low-level computer vision problems such as PSNR-oriented super-resolution and deblurring tasks [31] [32] . Therefore, we remove BN to improve despeckling ability and reduce computational complexity and memory usage. In addition, we replace ReLU with PReLU and removed convolution in composite function.
In the structure of the proposed model, short connections are added between a layer and every other layer. This kind of connectivity strengthens the flow of information through deep networks, thus alleviating the vanishing-gradient problem. In addition, the reuse of feature substantially reduced the number of parameters, therefore, we can reduce memory usage and computation as much as possible while increasing network depth for high performance.
2) Dilated Convolution: For SAR despeckling, the context information can facilitate the reconstruction of the corrupted pixels. In CNN, enlarging the field of view (FOV) is the main way to augment the context information. Generically, there are two ways to achieve this purpose. We can either increase the size or depth of convolution. However, enlarging the size or increasing the depth both leads to more network parameters, which in turn increases computational complexity and memory usage. Thus, we introduce the dilated convolution (DCONV) [33] to our model. The main idea of DCONV is to insert "holes" (zeros) between filter elements, thereby, DCONV can increase the network's FOV while keeping the merits of convolution. Let I be an input discrete 2-dimensional matrix, i.e., a speckled image. Let k be a discrete filter of size r 2 . The discrete convolution operator * can be defined as:
Now, we replace CONV with DCONV, the l-dilated convolution operator * l can be defined as:
where l is a dilation factor. For common convolution, its field of view F OV c is the same as the size of filter:
and for dilated convolution, its field of view F OV d is: Fig. 4 gives the four kinds of 3 × 3 DCONV used in BDSS, their dilation factors are respectively set to 1, 2, 3, 4. For the 1dilated convolution in Fig. 4 (a) , i.e., the common convolution, its FOV is 3 × 3. And for others dilated convolutions in Fig. 4  (b 
III. EXPERIMENTS AND ANALYSIS
To verify the effectiveness of the proposed method, both synthetic and real-data experiments are performed, as described below.
A. Setup 1) SAR-like dataset: The training data is 0.21 million images from the ILSVRC 2017 ImageNet [34] . Regarding these images, we mainly refer to histograms of SAR images, transforming the ImageNet images into the SAR-like images with a similar distribution intensity as the training dataset. As shown in Fig. 5 , whether the human visual observation or the histogram features of the corresponding images, it can be seen that the transformed images and the SAR images are extremely similar. For achieve blind despeckling in our proposed BDSS, the different speckle noise levels of looks L = rand [1, +∞) are set up for training data. All images sent to the network for training are cropped to 112 × 112 pixels.
2) Parameters Setting and Network Training: The proposed model is trained using the Adam [35] algorithm as the gradient descent optimization method, with momentum β 1 = 0.9, β 2 = 0.999, and ε = 10 −8 . The learning rate α is initialized to 0.001 for the whole network and is decayed to half every three epochs. The training process of BDSS take 16 epochs. An epoch is equal to about 1.3×10 4 iterations, batch size is 16. We employ the PyTorch [36] framework to train the proposed BDSS on a PC with 128-GB RAM, an Intel Core i7-6900K CPU, and an NVIDIA 1080Ti GPU.
3) Assessment Indexes: For the experiment on synthetic speckled images, the clean reference is x available, so the performance assessment becomes much simpler. We choose two full-referenced indexes, the peak signal to noise ratio (PSNR) and structural similarity index (SSIM) [37] . For the index of PSNR, a higher value means a better recovery of underlying signal, while a higher value of SSIM means a better recovery of underlying structural information.
For the experiment on real SAR images, no clean reference can be used, so the performance assessment only relies on some no-reference measures. In this paper, we evaluate performance of despeckling methods from four cases [38] [39]:
Case 1: Speckle Reduction. The equivalent number of looks (ENL) [40] usually is used to assess the amount of speckle in SAR images, it is generally computed as:
where µ and σ respectively represent the mean and standard deviation of a homogeneous area. The larger value of the ENL, the better performance of speckle suppression. Case 2: Point Target Feature Preservation. A strong point target is usually characterized by a cluster of pixels whose reflectivity values are much higher than the mean reflectivity of the surrounding scene. Based on this condition, a targetto-clutter ratio (TCR) is employed in [5] , which measures the difference in the intensity ratios between point targets and the surrounding areas before and after despeckling by:
where I s and I d are respectively the speckled images and the despeckled images. Subscript p denotes the patch containing a point target, and max p and mean p are computed over the patch.
Case 3: Edge Feature Preservation. The edge-preservation degree based on the ratio of average (EPD-ROA) is given by [41] : [42] , SAR-BM3D [16] , fast adaptive nonlocal SAR despeckling (FANS) [43] , SAR-IDN [18] and SAR-DRN [22] . The first four methods can only achieve despeckling of SAR image with a specified look, and the other two CNNbased methods, SAR-IDN and SAR-DRN, can achieve blind despeckling of SAR image. In these methods, SAR-IDN and SAR-DRN are considered as the state of art. In following experiments, the parameter settings used in PPB filter, SAR-BM3D and FANS are set, respectively, as suggested in [42] , [16] and [43] . For SAR-IDN and SAR-DRN, the learning rate, the number of training iterations and batch size are set to be the same as proposed BDSS, and other parameters settings are set as suggested in [18] and [22] . The input training data of SAR-IDN and SAR-DRN is the same as proposed BDSS, and their ground truth data is original clean images without speckle noise.
B. Experiment on Synthetic Speckled Images
The use of synthetic speckled images allows an objective performance assessment of the speckle suppression efficiency. To achieve this goal, the common approach in the literature is to use a virtually noiseless optical image as a clean reference and to inject speckle on it. In this experiment, we use UC Merced land use dataset [44] for the test, which of images are manually extracted from large images from the USGS National Map Urban Area Imagery collection for various urban areas around the country, and which of the pixel resolution is 1 foot. The dataset has 21 classes land -use image and each class has 100 images with a size of 256 × 256 pixels. We choose 360 images (18 classes, each class have 20 images) for the test. To verify the despeckling effectiveness with known speckle look, we set four different speckle noise levels of looks L = 1, 2, 4 and 8. To acquire an integrated comparison for the other methods and the proposed BDSS, quantitative evaluation indexes (PSNR and SSIM) and a visual comparison are used to analyze the results of different methods. In Table II, Table II , the best performance for each quality index is marked in red and the second-best performance for each quality index is blue.
As shown in Table II , the proposed BDSS obtains all the best PSNR and SSIM results in four speckle noise levels, and SAR-DRN obtains second-best results. The PSNR and SSIM results of these methods have all improved with the increase of speckle noise levels. For PPB filters, whether noniterated and 25-iterated PPB filter, their PSNR results have a certain degree of improvement compared with input speckled images. However, their SSIM results have not been significantly improved, even reduced. Specifically, the SSIM results of PPB-nonit underperforms input speckled images by about 0.01, and these of PPB-it25 outperforms only input speckled images by about 0.04. SAR-BM3D, FANS, and SAR-IDN perform moderately, of which of SAR-BM3D is a better method. Compared with SAR-BM3D, the performance of supervised SAR-DRN and our proposed method BDSS has been greatly improved, by at least 5 and 0.1 on PSNR and SSIM, respectively. In addition, the difference in speckle noise level has less impact on BDSS and SAR-DRN. Compared with L = 8, the results of BDSS on PSNR and SSIM are reduced by about 0.4 and 0.08 respectively when L = 1, while the results of SAR-BM3D are reduced by about 6.8 and 0.24 respectively. Though never seen clean reference, our proposed BDSS even perform better, compared with state-of-the-art SAR-DRN. Figs. 6, 7, 8 and 9 give some visual samples. Fig. 6 (a) is a Runway image contaminated by 1-look speckle. This image contains some ground signs with distinct edge feature such as an arrow. Two PPB filters, SAR-BM3D, and FANS simultaneously result in a certain degree of distortion. SAR-PSNR/SSIM 16.05/0.2044 20.34/0.5098 18.45/0.4869 21.84/0.5799 20.66/0.6338 22.08/0.3777 31.21/0.7602 31.74/0.7673 IDN performs well on edge feature preservation, while does not effectively despeckling. As shown in Fig. 6 (h) and (i), SAR-DRN and BDSS can keep ground signs clear while despeckling effectively. A similar situation is also reflected in Fig. 7 , which is more obvious. The PSNR and SSIM values of two PPB filters are lower with the input speckled images.
The SSIM values of SAR-BM3D and FANS are improved obviously, while PSNR values are not. Fig. 8 (a) is a Forest image contaminated by 4-look speckle, which contains lots of texture detail. As shown in Fig. 8 (c), (d) , (e), and (f), two PPB filters, SAR-BM3D, and FANS loss much texture detail in order to image smoothing. This is reflected in that, their PSNR values are improved compared with Fig. 8 (b) (input speckled images), while their SSIM values are reduced. Fig. 9 (a) is a Beach image contaminated by 8-look speckle, which contains a homogeneous sea area, a homogeneous land area and a wave area with much texture detail. Similarly, we can see that two PPB filters, SAR-BM3D, and FANS remove much speckle noise in two homogeneous, while loss much texture detail in wave area. SAR-IDN has the opposite performance. SAR-DRN and proposed BDSS perform well on despeckling and texture detail preservation, and BDSS performs better.
C. Experiment on Real SAR Images
In this section, to further verify the effectiveness of the proposed BDSS, four real SAR images obtained at different scenes with different remote sensors are used for evaluation. The real SAR images are: 1) a harbor nearby Lianyungang, China. (downloaded from https://sentinel.esa.int/web/sentinel/missions/sentinel-1/dataproducts, obtained by Sentinel-1, C-band, one-look, as shown in Fig. 10 (a) ); 2) a harbor nearby Rotterdam, Netherlands. (downloaded from https://www.intelligence-airbusds.com, obtained by TerraSAR, X-band, one-look, as shown in Fig. 11 Fig. 12 (a) ); and 4) an agricultural area nearby Flevoland, Netherlands. (downloaded from https://earth.esa.int, obtained by AIRSAR, L-band, 4-look, as shown in Fig. 13 (a) ). These images are all cropped to 600 × 600 pixels. The corresponding visual results are given in Figs 10, 11, 12 and 13 . Due to the lack of the true signal of real SAR images, the indexes including ENL, EPD-ROA, TCR, and MOR are adopted for evaluation. The numerical results are given in Tables III, IV . The best performance for each quality index is marked in red and the second-best performance for each quality index is blue.
As shown in Table III , the ENL values of two PPB filters, SAR-BM3D and FANS are quite huge which of the largest is even hundreds of thousands, while the ENL values of original input SAR images are only about 200 even lower. This phenomenon is also shown in Figs 11, 12 and 13 (b)-(e), it seems that over-smoothing exist for these methods. In the above experiment on synthetic speckled images, their lower SSIM values also confirm this. This kind of over-smoothing image is obviously not desirable in practical applications such as target detection and classification. An ideal method should try to despeckling while maintaining well feature such point target, edge and radiometric.
SAR-IDN, SAR-DRN, and our proposed BDSS do well on the trade-off between despeckling and feature preservation. From the mean EPD-ROA, TCR and MOR values shown in Tables IV, V and VI, BDSS perform best on edge feature, point target, and radiometric preservation. SAR-DRN perform second-best, and SAR-IDN performs third-best on edge and radiometric preservation, fourth-best on point target preservation. From the ENL values shown in Table III , we can see that proposed BDSS perform best on speckle reduction compared with SAR-IDN and SAR-DRN.
Based on the analysis above, we can conclude that the proposed BDSS method can notably suppress speckle with well feature preservation such as edge, point target, and radiometric. SAR-DRN has comparable performance with BDSS.
D. Blind Despeckling Performance Analysis
To verify the blind despeckling effectiveness of the proposed method, we design an experiment. We add random speckle noise levels of looks L = random [1, 10] on clean optical images, which are same as with these in Section III-B. Tabel VII gives the PSNR and SSIM values between original clean images and despeckled images with different methods. With a certain SAR image, the known number of looks is necessary for PPB, SAR-BM3D, and FANS. Therefore, we set four looks L = 1, 2, 4, 8 for each method respectively. From the Table VII, we can see that, as the number of looks set by these methods increase, the PSNR and SSIM values also increases. For PPB-nonit with L = 1, 2, PPB-it25 with L = 1, SAR-BM3D with L = 1, FANS with L = 1, 2 and SAR-IDN, their PSNR values are not improved compared with input speckled images. Similarly, for PPB-nonit with L = 1, 2, 4, PPB-it25 with L = 1, 2, SAR-BM3D with L = 1, 2, FANS with L = 1, 2 and SAR-IDN, their SSIM values are not improved. Compared with input speckled images, the PSNR and SSIM values of proposed BDSS has a significant improvement, up to 10.83 and 0.3799 respectively. SAR-DRN has a second-best performance. Though without clean references in the training process, our proposed BDSS has a better blind despeckling performance than SAR-DRN. The possible reason is that, in order to complete despeckling for different speckle noise levels, SAR-DRN based on supervised learning, needs to learn multiple mappings (different levels of speckle noise to clean). However, BDSS based self-supervised learning only need to learn a kind of mapping (speckle noise to speckle noise).
IV. CONCLUSION
In this paper, self-supervised learning is first introduced to achieve blind despeckling of SAR image. Differing from the other deep learning-based methods, inputs and references in BDSS's training process both are drawn from a distribution corrupted by speckle noise. Due to the multiplicative speckle noise in a SAR image satisfies unit mean distribution, BDSS can output the arithmetic mean of the speckled images, i.e., clean images. Dense connection is employed to reduce memory usage as much as possible while increasing network depth for high performance. Dilated convolutions are used to enlarge the receptive field. To train BDSS, a SAR-like dataset based ImageNet is created, which is similar to real SAR images in whether human visual observation or the statistical distribution. We design two experiments on synthetic speckled images and real SAR images. Comparing with some thestate-of-art despeckling methods, a reasonable performance is achieved by our proposed BDSS, in terms of the speckle reduction and the preservation of edges, point targets, and radiometric. In addition, we give the experiment results of random speckle level (look) with different methods, BDSS do best in blind despeckling.
