The Cold Land Processes Experiment (CLPX) had a goal of describing snow-related features over a wide range of spatial and temporal scales. This required linking disparate snow tools and datasets into one coherent, integrated package. Simulating realistic high-resolution snow distributions and features requires a snow-evolution modeling system (SnowModel) that can distribute meteorological forcings, simulate snowpack accumulation and ablation processes, and assimilate snow-related observations. A SnowModel was developed and used to simulate winter snow accumulation across three 30 km ϫ 30 km domains, enveloping the CLPX mesocell study areas (MSAs) in Colorado. The three MSAs have distinct topography, vegetation, meteorological, and snow characteristics. Simulations were performed using a 30-m grid increment and spanned the snow accumulation season (1 October 2002-1 April 2003). Meteorological forcing was provided by 27 meteorological stations and 75 atmospheric analyses grid points, distributed using a meteorological model (MicroMet). The simulations included a data assimilation model (SnowAssim) that adjusted simulated snow water equivalent (SWE) toward ground-based and airborne SWE observations. The observations consisted of SWE over three 1 km ϫ 1 km intensive study areas (ISAs) for each MSA and a collection of 117 airborne gamma observations, each integrating area 10 km long by 300 m wide. Simulated SWE distributions displayed considerably more spatial heterogeneity than the observations alone, and the simulated distribution patterns closely fit the current understanding of snow evolution processes and observed snow depths. This is the result of the MicroMet/SnowModel's relatively finescale representations of orographic precipitation, elevation-dependant snowmelt, wind redistribution, and snow-vegetation interactions.
Introduction
Snow is an integral component of Earth's atmospheric, hydrologic, and ecologic systems. In many high-latitude and mountainous regions of the world, most of the annual precipitation falls as snow (e.g., Serreze et al. 1999 ). Of the various features that influence Earth's surface radiation balance, the location and du-ration of snow cover comprise two of the most important seasonal variables. In the Northern Hemisphere, the mean monthly land area covered by snow ranges from 5%-45% during the annual cycle (Robinson et al. 1993) , making snow cover the most rapidly varying large-scale surface feature on earth. Snow's high albedo has a considerable influence on air temperatures and atmospheric circulation patterns (Ellis and Leathers 1999; Cohen and Entekhabi 2001) . At finer scales, snow cover influences atmospheric and ground temperatures by moderating the conductive, sensible, and latent energy transfers among the atmosphere, snow cover, and ground Hinzman et al. 1998; Nelson et al. 1998 ). Snow's low thermal conductivity insulates the soil from low winter air temperatures, leaving soils much warmer than they would be otherwise, and leading to lower nighttime air temperatures (Taras et al. 2002; Zhang et al. 2003) . Snow cover affects soilmoisture conditions, runoff, and active-layer characteristics (Kane et al. 1991; Hinzman et al. 1996; Marsh 1999) , and the spatial distribution of snow can influence spring snowmelt runoff timing, magnitude, and spatial variability (Luce et al. 1998 ).
In the Rocky Mountains, snow cover and depth patterns influence growing season length and plant distributions (Billings 1973; Fagre et al. 2003) . Snow distributions affect atmospheric chemical inputs (Williams et al. 2002) , ensuing meltwater distribution (Billings and Bliss 1959) , mineral weathering (Benedict 1993) , soil properties and development (Seastedt 2001) , and decomposition and mineralization (Brooks et al. 1999) . And finally, snow distributions play a critical role by acting as a freshwater reservoir, producing runoff for agricultural, domestic, industrial, and other uses. This snowmelt is particularly crucial for populations living in midlatitude arid regions, such as the southwestern United States. Snow-covered mountainous terrain in the headwaters of these arid regions can contribute 50%-80% of the annual downstream water supply (Wahl 1992) .
In light of the role snow cover plays in influencing energy and moisture cycles within land, atmospheric, hydrologic, and ecologic systems, it is essential that models used to describe these systems include snowrelated processes. Key snow distribution and evolution features include the considerable spatial and temporal variability that characterize snow accumulation and ablation processes. These variations are controlled by a combination of spatially and temporally variable atmospheric forcing conditions and how those forcings interact with relatively static local topography and vegetation distributions. Collectively, interactions among meteorology, topography, and vegetation produce snow covers that can have considerable spatial variability and can change significantly over time (e.g., Elder et al. 1991; Blöschl 1999; Balk and Elder 2000; Liston and Sturm 2002; Liston et al. 2002; Pomeroy et al. 2003; Essery and Pomeroy 2004; Gelfan et al. 2004; Hiemstra et al. 2006a ).
The National Aeronautics and Space Administration (NASA) conducted the Cold Land Processes Field Experiment (CLPX) in Colorado during the winters of 2002 and 2003 (Elder et al. 2008a ) to improve our understanding of, and our ability to describe with remote sensing and numerical models, the spatial distribution and temporal evolution of seasonal snow found within cold regions and seasons. The CLPX experimental design included a collection of nested study areas, covering five different spatial scales. The middle-scale areas were called mesocell study areas (MSAs) and covered three 25 km ϫ 25 km areas in north-central Colorado (Fig. 1) . Each MSA was chosen because it represented a distinct cold region physiographic regime, as defined by the area's topography, forest cover, meteorology, and snow characteristics. Nested within each of these MSAs were three 1 km ϫ 1 km intensive study areas (ISAs). Snow-related observations for the ISAs included ground-based snow depth and density measurements (Elder et al. 2008a) . Snow observations for the MSAs included airborne gamma radiation surveys (for snow water content), conducted along discrete flight lines over portions of each MSA .
In this paper, a snow-evolution modeling system (SnowModel; Liston and Elder 2006a ) was used to simulate winter snow accumulation during the 2002 / 03 fall, winter, and early spring, for each of the three CLPX MSAs. Atmospheric forcings for the simulations were distributed using a meteorological model (Mi-croMet; Liston and Elder 2006b) . To produce snow distributions consistent with CLPX snow observations, SnowModel assimilated available ISA and MSA snow measurements using the snow data assimilation (Snow-Assim) submodel (Liston and Hiemstra 2008) . The resulting datasets include daily (from fall to spring) snow water equivalent (SWE) distributions for each of the three MSAs at 30-m resolution. Because the data assimilation scheme constrains the model simulation to closely match the observations when and where they occur, simulated SWE distributions closely match coincident observational datasets and, because of the iterative nature of the method, they also represent temporally continuous and realistic distributions throughout the snow accumulation season. Thus, the resulting datasets are available for use in applications such as: comparing remote sensing datasets, providing subgrid snow distributions for relatively large-scale atmospheric and terrestrial modeling applications, defining subgrid snow distribution for remote sensing products such as the 25 km ϫ 25 km Advanced Microwave Scanning Radiometer for Earth Observing System (AMSR-E) SWE datasets, and hydrologic applications such as snowmelt runoff studies.
Model description
SnowModel (Liston and Elder 2006a ) is a spatially distributed snow-evolution modeling system, designed for application in all landscapes, climates, and conditions where snow occurs. It is an aggregation of the following three submodels: EnBal Liston et al. 2000) calculates surface energy exchanges, Snow-Pack (Liston and Hall 1995) simulates snow depth and water-equivalent evolution, and SnowTran-3D (Liston and Sturm 1998; Liston et al. 2007 ) accounts for snow redistribution by wind.
SnowModel is designed to run on grid increments of 1-200 m and temporal increments of 10 min-1 day. It can be applied using much larger grid increments, if the inherent loss in high-resolution (subgrid) information (Liston 2004 ) is acceptable. Simulated processes include an accumulation from snow precipitation; blowing-snow redistribution and sublimation; interception, unloading, and sublimation within forest canopies; snow density evolution; and snowpack ripening and melt. SnowModel incorporates first-order physics, required to simulate snow evolution within each of the global snow classes (i.e., ice, tundra, taiga, alpine/ mountain, prairie, maritime, and ephemeral) defined by Sturm et al. (1995) . An attractive feature of the distributed SnowModel is that, for example, it can blow and drift snow in an alpine area of the simulation domain while simultaneously melting valley snow. Required SnowModel inputs include temporally varying fields of precipitation, wind speed and direction, air temperature, and relative humidity, obtained from meteorological stations and/or an atmospheric model located within or near the simulation domain, and spatially distributed, invariant fields of topography and vegetation type.
Meteorological forcings required by SnowModel are provided by MicroMet (Liston and Elder 2006b ), a quasiphysically based high-resolution (e.g., 1 m-1 km horizontal grid increment) meteorological distribution model. MicroMet is a data assimilation and interpolation model that uses meteorological station datasets and/or gridded atmospheric model, or analyses datasets. MicroMet minimally requires screen-height air temperature, relative humidity, wind speed and direction, and precipitation data. The model uses known relationships between meteorological variables and the surrounding landscape (primarily topography) to distribute those variables over any given landscape in physically plausible and computationally efficient ways. MicroMet performs two kinds of adjustments to the meteorological data: 1) all available data, at a given time, are spatially interpolated over the domain; and 2) physically based submodels are applied to each Mi-croMet variable to quantify topographic and elevation effects at any given point in space and time. Station interpolations (horizontal) to a regular grid are done using a Barnes objective analysis scheme (Barnes 1964 (Barnes , 1973 Koch et al. 1983 ). The Barnes scheme applies a Gaussian distance-dependent weighting function, in which the weight that a station contributes to the overall value of the grid point decreases with increasing distance from the observation. Interpolation weights are objectively determined as a function of data spacing and distribution. At each time step, MicroMet gener-ates distributions of air temperature, relative humidity, wind speed and direction, incoming solar and longwave radiation, surface pressure, and precipitation, and makes them accessible to SnowModel.
SnowModel also includes SnowAssim (Liston and Hiemstra 2008) . The data assimilation scheme is consistent with optimal interpolation approaches in which the differences between observed and modeled snow values constrain modeled outputs. The calculated corrections are applied backward in time to create improved fields prior to the assimilated observations. Thus, one of the values of this scheme is improved simulation of snow-related distributions throughout the entire snow season, even when observations are only available sporadically or late in the accumulation and/ or ablation periods. Because of this, the technique is particularly applicable to reanalysis applications, such as those presented herein. The methodology includes the ability to stratify the assimilation into regions where either the observations and/or model has unique error properties, such as the differences between forested and nonforested snow environments.
Model simulations a. Model configuration and simulation domains
Winter snow evolution was simulated from 1 October 2002 to 1 April 2003 for each of the three CLPX MSAs defined by Elder et al. (2008a) : Fraser, North Park, and Rabbit Ears in north-central Colorado (Fig. 1 ). For the mountainous terrain of Fraser and Rabbit Ears, this simulation period spans the snow accumulation season, from initial snow accumulation in the fall to beginning ablation in the spring. North Park also accumulates snow during this period, but because it is at a lower elevation and in the precipitation shadow of the surrounding mountains, snow depths are shallower, and the snowpack is short lived and possibly intermittent. The spatial domain of each simulation covered a 30 km ϫ 30 km area centered over each 25 km ϫ 25 km CLPX MSA; we defined these larger areas to ensure that our model simulations and outputs always included MSA-related observations. In the discussions that follow, MSA refers to the 30 km ϫ 30 km simulation areas. Model simulations were performed using a 30-m horizontal grid increment over each MSA (1001 grid cells in each of the x and y directions, or ϳ1 000 000 grid cells). This 30-m grid increment strikes a balance between available computer resources and the need to accurately represent the driving snow-distribution processes found within each of the MSAs. In addition, the simulations used a 1-day time increment to keep computational requirements within acceptable limits. Al-though this may not be acceptable during the ablation season when diurnal melt cycles are often important to resolve, it is expected to have minimal influence during the accumulation season. Topographical data (30-m horizontal and 1-m vertical resolution) for the MSA domains were obtained from the U.S. Geological Survey National Elevation Dataset. Vegetation data of identical horizontal resolution were obtained from the 1992 National Land Cover Data (Vogelmann et al. 2001 ) and reclassified to match SnowModel's defined vegetation classes (Liston and Elder 2006a) .
The Fraser MSA is characterized by complex, mountainous topography, with a large north-south topographic gradient (Fig. 2a ). The southern half of the MSA contains the highest and most rugged peaks, whereas the northern half has more gentle mountain slopes and broad valleys. It has minimum, maximum, and mean elevations of 2489, 4052, and 3081 m, respectively. Vegetation (Fig. 2b ) at the relatively low elevations to the north consists of irrigated meadows and lodgepole pine (Pinus contorta var. latifolia) forests. The highest elevation areas in the south are predominantly alpine tundra or bare rock. The montane areas in between are dominated by coniferous forests, generally with spruce-fir (Picea engelmannii and Abies lasiocarpa) on the wetter north-facing slopes and lodgepole pine on the drier south-facing slopes. The Fraser MSA typically has moderate-to-deep snow covers that increase with elevation.
The North Park MSA lies within the center of a broad high-elevation parkland, approximately 40 km in diameter. Compared with the Fraser MSA, North Park is relatively flat (Fig. 3a ). It has minimum, maximum, and mean elevations of 2399, 2804, and 2502 m, respectively. Vegetation in the area is mostly sagebrush (Artemisia tridentata var. vaseyana) shrubland, with meadows in the wetter areas near rivers and streams ( Fig.  3b ). Relatively little snow accumulates within North Park because of the precipitation shadows caused by surrounding mountain ranges.
The Rabbit Ears MSA includes the flat uplands of Rabbit Ears Pass across the Park Range of northcentral Colorado (Fig. 4a ). The uplands are flanked to the east and west by steep valleys and the relatively flat terrain of the river valleys and basins below. It has minimum, maximum, and mean elevations of 2025, 3330, and 2678 m, respectively. The upland portion of the MSA contains low-to-moderate topographic relief that extends north-south through the middle of the MSA. In the upland areas, forest cover consists of spruce fir, lodgepole pine, and aspen (Populus tremuloides), interspersed with broad glades and grassy meadows ( Fig. 4b) . Vegetation in the lower elevations to the east and west consists of shrublands and pastures. The upland area receives heavy snowfall during the winter and spring, often developing the deepest snowpacks in Colorado (Doesken and Judson 1996) .
b. Snow observations
The data assimilation incorporated two kinds of observational datasets: 1) ground-based snow depth and density observations collected at each of the nine ISAs (19-25 February; IOP1 and IOP3) , when frozen conditions and relatively dry snow conditions are typical; and 2) early spring (25 March-1 April; IOP2 and IOP4), when transitional (e.g., frozen and thawed) conditions and relatively wet snow conditions are prevalent. The simulations presented herein focus on winter 2002-03 and IOP3 and IOP4. CLPX ground-based snow depth and density observations from IOP3 and IOP4 were used to estimate area-averaged SWE for each of the nine CLPX ISAs. All snow depth measurements were averaged over each ISA, including zero-depth values resulting from observations made at snow-free observation points. With 684 potential depth observations randomly distributed over each 1-km 2 ISA [see Elder et al. (2008a) for a detailed description of the measurement protocols], this mean depth value was assumed to serve as an effective surrogate for mean ISA snow depth and includes the effective snow-covered area. Because of survey conditions and available personnel, depth values collected in each ISA ranged from 455 to 684, with the majority close to 684 (15 of the 18 cases had more than 625 points). Mean density was calculated using all available snow pit densities for each ISA and IOP. The number of snow pit density profiles varied from 3 to 16 between sites as a result of weather constraints, with the majority of ISAs having close to 16 (14 of the 18 cases had 16 density profiles). The mean SWE for each ISA and for IOP3 and IOP4 was calculated as the product of mean depth and percent (snow/water) mean density (Table 1) .
The gamma SWE observations are derived from measurements of natural terrestrial gamma radiation emitted from potassium ( 40 K), uranium ( 238 U), and thorium ( 232 Th) radioisotopes in the upper 20 cm of soil. As part of the measurement program, the radiation is measured from an aircraft flying 150 m above the ground. Terrestrial gamma rays are attenuated by the atomic cross section of intervening mass (e.g., water in any phase, vegetation, and air) between the soil and the aircraft. The measurement of the attenuation (i.e., the difference between measurements over dry soil and measurements over moist soil or snow) has been found to be a reliable basis for soil moisture and SWE measurements (Jones and Carroll 1983) . Using the Gamma Radiation Detection System (GAMMA), this technique has been used operationally by the National Weather Service (NWS) since 1979 to measure mean areal SWE and soil moisture along aircraft flight lines (Peck et al. 1980; Jones and Carroll 1983; Carroll 1987) . The instrument and aircraft used for CLPX were operated by the NWS National Operational Hydrologic Remote Sensing Center (NOHRSC). This was used to calibrate the background radiation measurements, accounting for the attenuation effects of existing soil moisture. The absorption and reradiation of gamma radiation by intervening vegetation mass was also accounted for in the snow-free calibration gamma observations. Subsequent measurements of terrestrial gamma radiation over the flight lines during the experiment were used to determine the attenuation of the radiation signal solely because of the intervening water mass in the snow and soil. SWE was determined by estimating the proportion of attenuation resulting from soil moisture. In this case, the subnivean soil moisture was assumed to be identical to the background calibration. If this assumption is incorrect, for example, a 5% gravimetric soil moisture increase (decrease) corresponds to an approximately 0.8-cm SWE increase (decrease; T. R. Carroll and D. W. Cline 2007, personal communication) , because the GAMMA system is measuring changes in both soil moisture and SWE. Depending on soil field holding capacities, the total possible error is a few centimeters. This potential error varies with overall snow depth and snowpack characteristics. Although deeper snowpacks can be affected, the possible errors are relatively small compared with deeper SWE. In contrast, the relative error for shallow snowpacks can approach the actual SWE. Furthermore, the likelihood that this assumption is incorrect increases in areas with shallow snowpacks, where soil moisture can change rapidly throughout the winter as snow arrives and melts and the resulting soil moisture evaporates.
The North Park GAMMA flight plan consisted of 28 parallel series of three 9-km flight lines, with each series spaced 1 km apart ( Fig. 3a) . Together, these 84 SWE samples provide coverage of approximately 30% of the MSA area. A comparison of average SWE for the three North Park ISAs during IOP3 (1.43 cm) and IOP4 (0.85 cm; Table 1) , with North Park GAMMA observations for IOP3 (4.62 cm) and IOP4 (5.40 cm; Cline et al. 2008) , suggested that considerable errors may exist in the GAMMA values and assumptions over North Park's shallow snow. To account for soil moisture changes that occurred between the fall 2001 gamma-ray background calibration flight and the IOP3 and IOP4 flights, soil moistures measured during IOP3 and IOP4 were used to adjust the original GAMMA values. For IOP3, 84 gravimetric soil moisture observations yielded minimum, maximum, mean, and standard deviations of 10%, 85%, 29%, and 18%, respectively (Elder et al. 2008a) . Assuming that the soil moisture for each flight line was estimated with 0% error during the fall background calibration, the difference between the 29% moisture during IOP3 and the nominal 15% value used during the calibration yielded [(29-15)*0.8/5], a reduction of 2.2 cm SWE for each IOP3 flight line. For IOP4, 37 gravimetric soil moisture observations yielded minimum, maximum, mean, and standard deviations of 6%, 31%, 15%, and 5%, respectively. Therefore, because the mean observed soil moisture equaled the nominal This effectively produced GAMMA values that averaged to equal the ISA mean, while still preserving the spatial variability contained within the uncorrected GAMMA observations. The Fraser MSA had 23 flight lines ( Fig. 2a ) and the Rabbit Ears MSA had 22 flight lines (Fig. 4a ). For these study sites, ground coverage by the flight lines was much less than North Park (Fig. 3a) , as a result of terrain constraints on low-altitude flight. The lines generally followed valleys, ridges, and elevation contours. Soil moisture error was not an issue in the relatively deep Fraser and Rabbit Ears snowpacks. The GAMMA SWE data used in the model simulations, for IOP3 and IOP4, are listed in Tables 2-4, for Fraser, North Park, and Rabbit Ears, respectively.
c. Meteorological forcing
Meteorological data used in the model simulations take two primary forms: meteorological station data (Elder et al. 2008b ) and atmospheric analysis data (Liston et al. 2008) . A network of ground-based meteorological observing stations was deployed as part of CLPX (Elder et al. 2008b ). The objective of measuring meteorological parameters was to quantify variability from local to regional scales within various snow environments and to provide forcing data for algorithm and model development and verification. Ten identical 12-m instrument towers were erected at CLPX study sites during summer 2002 (one reason why we do not TABLE 2. Fraser MSA ground-based observations from ISAs and GAMMA flights (ID numbers correspond to those given in Fig. 2a ). Shown are the coordinates of the ISA and flight line centers and the mean SWE for the corresponding areas. Also included are the differences for the corresponding ISA and flight line areas (difference ϭ modeled Ϫ observed present simulations from the 2001-02 snow season is because these ISA meteorological towers were not yet installed). Nine towers were placed at or near the center of the nine ISAs, and one was installed near the headquarters building at the Fraser Experimental Forest. At each of these towers, air temperature, relative humidity, and wind speed and direction were measured from a cross arm mounted 10 m above the ground surface and used for the simulations presented herein (see Elder et al. 2008b for a complete list of the measured variables). In addition, a CLPX eddy covariance flux tower was installed in the North Park MSA, and 16 other meteorological stations were available from a variety of existing networks maintained by the Forest Service, the Natural Resource Conservation Service, Remote Automated Weather Stations (RAWS), and the Desert Research Institute (DRI). Table 5 provides a listing of the meteorological stations used and the associated variables. Station locations are also identified in Fig. 1b . Atmospheric analysis data from the Local Analysis and Prediction System (LAPS; McGinley et al. 1991; Albers 1995; Albers et al. 1996; Birkenheuer 1999; Hiemstra et al. 2006b ) were also used to provide meteorological forcing for the MSA simulations. During CLPX, LAPS was run by the National Oceanic and Atmospheric Administration's Earth System Research Laboratory (NOAA/ESRL) using a 10-km horizontal grid (125 ϫ 105), with 21 isobaric vertical levels and hourly temporal resolution. The LAPS analysis domain covers Colorado, Wyoming, and parts of the surrounding states. These analyses incorporated a wide range of observational datasets, including: 1) surface observations from regional surface networks every 5 min-3 h, 2) hourly surface aviation observations, 3) Doppler radar volume scans every 6-10 min, 4) wind and temperature radio acoustic sounding system (RASS) profiles from the NOAA Demonstration Profiler Network every 6-60 min, 5) satellite visible data every 15-30 min, 6) multispectral image and sounding radiance data every 60 min, 7) global positioning system (GPS) total precipitable water vapor determined from signal delay, and 8) automated aircraft observations. The resulting LAPS outputs include spatially and temporally continuous atmospheric state variables over the analysis domain (Liston et al. 2008 ). Each 5 ϫ 5 group of LAPS grid cells that covered a CLPX MSA was used in the MicroMet-SnowModel-SnowAssim simulations (Fig.  1b) .
To prepare the meteorological station and LAPS datasets for the model simulations, the MicroMet preprocessor (Liston and Elder 2006b ) was used to analyze and correct the original data. First, missing values were identified. Second, the preprocessor performed three quality assurance/quality control (QA/QC) data tests following Meek and Hatfield (1994) . Test 1 checked for values outside acceptable ranges, test 2 looked for consecutive values that exceed acceptable increments, and test 3 found constant consecutive values with no observed change. Third, the preprocessor filled missing data with calculated values; this was done in a variety of ways, all designed to preserve diurnal cycles and other characteristics of the remaining data [see Liston and Elder (2006b) for additional details]. In addition, for stations located within or below forest canopies, wind speed and direction observations were assumed to be missing (Table 5) ; this allowed MicroMet to first simulate top-of-canopy wind fields and then calculate canopy-appropriate wind speed reductions and distributions.
To ensure consistent precipitation forcing among the three MSAs, all precipitation data were provided by LAPS analyses (Table 5 ). Because of the known limitations in the ability of relatively coarse-resolution atmospheric models to simulate true precipitation in mountainous terrain (see Hiemstra et al. 2006b; Liston and Elder 2006b) , LAPS precipitation fields for each MSA were multiplied by an adjustment number, such that the MSA-average SnowModel data assimilation correction factor for the MSA averaged near unity for the two IOPs (these correction factors are discussed further in the next section). Resultant precipitation adjustment numbers were 9, 3, and 66, for the Fraser, North Park, and Rabbit Ears MSAs, respectively. The high value for Rabbit Ears is a result of the minimal precipitation data available for use in the LAPS assimilation; thus, LAPS defined low precipitation values and possibly the relatively high precipitation values found in this area. MicroMet identified which meteorological variables are available from the collection of possible meteorological stations and LAPS grid points and uses those to create the necessary distributions. After performing these preprocessing steps, MicroMet created the required daily spatial distributions of the meteorological variables for SnowModel.
Model results
The main model simulation results are presented in three four-panel figures, one for each MSA (Figs. 5-7 for Fraser, North Park, and Rabbit Ears, respectively). These panels represent the spatial distributions of the observed SWE, the data adjustments imposed by Snow-Assim, the model-simulated SWE, and the differences between the modeled and observed SWE. IOP3 results are not shown for Fraser and Rabbit Ears; the patterns are similar, but the SWE magnitudes are reduced because IOP3 was earlier in the snow accumulation season. North Park MSA SWE magnitudes were greater in IOP3 than IOP4 (Table 3) ; thus, Fig. 6 displays IOP3 data. Figure 5 displays the results of the Fraser MSA simulation for IOP4. For reference, Fraser ISA and GAMMA observation masks were superimposed on Figs. 5a and 5d . The ISA and GAMMA SWE observations were interpolated to the simulation grid using Mi-croMet's Barnes spatial interpolation scheme (Fig. 5a ). To perform this interpolation, the average SWE for each ISA and GAMMA flight line was defined to fall in the center of the ISA/flight line, and the resulting point values were interpolated over the domain. The relatively deep snow in the northwest corner of the domain is a result of the highest observed SWE value on Fraser flight line 104, located in that corner ( Fig. 2a; Table 2 ). Flight lines 104 and 115 were the only Fraser GAMMA lines that followed ridges; all others occurred in valleys or relatively flat areas.
During model simulations, SnowModel performed an initial simulation over the entire period. The results of this simulation were compared against concurrent observations. Under the assumption that the differences between the model and the observations are largely the result of errors in the precipitation fields, a precipitation correction was calculated (Liston and Hiemstra 2008) . Although this assumption is considered justified in light of the previous discussion of the LAPS precipitation fields used in the model simulations, it has not been made using a rigorous analyses of the precipitation errors and the errors associated with the other input fields. The imposed correction can be different for each interval between available observations. The precipitation correction factor distributions (Fig. 5b) were then used to scale the precipitation fields in the initial simulation, and this new precipitation forcing was used for a secondary and final simulation (Fig. 5c ). The final SWE distribution displays relatively finescale structure related to orographic precipitation, lowelevation melt, wind redistribution (snow drifts above treeline), and patterns associated with the vegetation distribution. Intuitively, the general distribution patterns simulated by the model (Fig. 5c ) are considerably more realistic than those defined by observations alone (Fig. 5a ).
Using the observations defined in Fig. 2a , the average modeled SWE (Fig. 5c ) corresponding to each ISA and GAMMA flight line was calculated. Figure 8a compares the modeled and observed SWE for each Fraser observation area. Differences between the simulated and observed values (modeled minus observed; Table  2 ) were then interpolated across the simulation domain using the Barnes scheme (Fig. 5d ). The largest difference occurred in the south-southeast area of the domain and is heavily leveraged by GAMMA flight line 115 SWE values. This flight line traverses an alpine ridge that, in the natural and modeled systems, is characterized by alternating large snow erosion areas and deep snowdrifts located within a few meters of each other [see Elder et al. (1991) and Sturm et al. (2001) for descriptions of this phenomenon]. Thus, small deviations in GAMMA flight positioning have important consequences for measured SWE. Unfortunately, we do not have enough ground-based observations to quantify these potential errors. In addition, the GAMMA system saturates under conditions of very deep snow, and SWE variations over a flight line also produce SWE underestimates (Cork and Loijens 1980; Carroll and Carroll 1989a) . Thus, GAMMA SWE is potentially underestimated under flight line 115.
The North Park MSA simulation results for IOP3 are presented in Fig. 6 . The IOP4 SWE distributions are close to zero (Table 1 ). The Barnes-interpolated ISA and GAMMA SWE observations (Fig. 6a ) display a relatively uniform distribution, with higher values in the northern and eastern parts of the domain. The SWE values are considerably lower than the Fraser MSA. To improve clarity, the ISA and GAMMA observation masks were omitted in Fig. 6 .
The North Park precipitation correction factor distributions had a general east-west gradient (Fig. 6b) . As with the Fraser simulation, the model-generated North Park IOP3 SWE distribution (Fig. 6c) shows much more spatial structure than existing observations (Fig.  6a) . Again, the general distribution patterns simulated by the model are intuitively more realistic than those defined by the observations. Using the observations defined in Fig. 3a , the average modeled SWE (Fig. 6c ) TABLE 4. Rabbit Ears MSA ground-based observations from ISAs and GAMMA flights (ID numbers correspond to those given in Fig. 4a ). Shown are the coordinates of the ISA and flight line centers and the SWE for the corresponding areas. Also included are the differences for the corresponding ISA and flight line areas (difference ϭ modeled Ϫ observed 
corresponding to each ISA and GAMMA flight line was calculated. Figure 8b compares the modeled and observed SWE for each North Park observation area.
The differences between the simulated and observed values (modeled minus observed; Table 3 ) were then interpolated across the simulation domain using the Barnes scheme (Fig. 6d ). Rabbit Ears MSA simulation results for IOP4 are presented in Fig. 7 . The Barnes-interpolated ISA and GAMMA SWE observations (Fig. 7a ) include a northsouth band of higher values through the center of the domain, with relatively lower values to the east and west. The highest SWE values in this center band are located in the northern part of the domain. For reference, the Rabbit Ears, IOP4, and ISA and GAMMA observation areas are included in Fig. 7 .
The Rabbit Ears precipitation correction factor distributions mimicked observed SWE distributions (Fig.   7b ). These essentially provided different corrections for the eastern area, central highlands, and western valleys of the simulation domain. As with the Fraser simulation, the model-generated Rabbit Ears IOP4 SWE distribution (Fig. 7c) shows much more spatial structure than the observations. And, similar to the North Park simulation, the Rabbit Ears simulation (Fig. 7c ) generally reproduced the regional pattern found in the observations (Fig. 7a) . Again, the general distribution patterns simulated by the model are intuitively more realistic than those defined by the observations.
Using the observation mask defined in Fig. 4a , the average modeled SWE (Fig. 7c ) corresponding to each ISA and GAMMA flight line was calculated. Figure 8c compares the modeled and observed SWE for each Rabbit Ears observation area. The differences between the simulated and observed SWE (modeled minus observed; Table 4 ) were interpolated across the simula-TABLE 5. Meteorological data sites and variables used in the model simulations (Fig. 1b ).
Site description
Station ID Easting (m) Northing (m) Elevation (m) Variables* tion domain using the Barnes scheme (Fig. 7d ). The largest difference occurred in the northeast area of the domain and is influenced by SWE values associated with GAMMA line 311. The model simulation (Fig. 7c ) included several deep drifts in the northeast corner that were underneath flight line 311. This yielded corresponding modeled SWE values that were nearly 3 times greater than the GAMMA observations (Table 4 ). Either the model overestimates snowdrift SWE, and/or the GAMMA system underestimates SWE in very deep drifts because the system saturates [e.g., Carroll and Carroll (1989b) used GAMMA to measure 60-cm SWE in forests, with errors of approximately 12%; other NOHRSC efforts indicate any gamma radiation emitted through more than 70-90 cm SWE is minimal (T. R. Carroll and D. W. Cline 2007, personal communication) ]. Model simulations produce the full accumulation season over each of the MSA domains. As an example, the midmonth time evolution of Fraser MSA SWE is provided in Fig. 9 . In this area, there were two main accumulation periods: early winter (October-November) and late winter (February-March), with little accumulation occurring in January-February. 
Discussion
The modeling system and associated model simulations represent a combined approach in which the Mi-croMet and SnowModel physics defines the spatial SWE patterns and observations and the associated SnowAssim reconcile SWE magnitudes. Naturally, the quality of the output depends on the limitations of the modeling system and input datasets. Because general model limitations have been recently discussed elsewhere Elder 2006a, 2006b; Liston and Hiemstra 2008; Liston et al. 2007 ), here we present additional details of the observational datasets relevant to these simulations.
ISA-specific ground-based snow depth and density measurements and MSA-wide airborne GAMMA SWE measurements were used in the simulations. The ISA measurements included numerous snow depth observations within each 1-km 2 ISA (Elder et al. 2008a Model simulations incorporated GAMMA observations in a similar fashion to ISA observations to capture regional SWE variations, whereas SnowModel defined the finer details. These GAMMA data provide an integrated (average) SWE over flight line areas covering approximately 10 km ϫ 300 m. For the Fraser (Fig. 2) and Rabbit Ears (Fig. 4) MSAs, individual flight lines span considerable topographic gradients, which are likely associated with a wide range in SWE. In addition, for these two cases, flight lines possess a considerable bias toward lines following streams. Although this was done largely for flight crew safety, the lack of ridge and cross-valley observations imposes biases in the model outputs.
Comparison of the ISA and GAMMA observations listed in Tables 2 and 4 raise questions regarding the appropriateness of assimilating the block-corrected GAMMA observations for the Rabbit Ears case. The Fraser ISA and GAMMA data values (Table 2) are equivalent and, in general, the topography and vegetation represented by the ISAs are similar to the GAMMA lines. In contrast, there are distinct differences in the Rabbit Ears (Table 4) data. For Rabbit Ears, the ISA observations are approximately 2-3 times greater than the GAMMA measurements. We believe it is reasonable that the Buffalo Pass and Walton Creek ISAs are greater than any of the GAMMA lines; there are no full GAMMA lines at elevations similar to these ISAs, and these ISAs routinely possess some of the deepest snow in Colorado (Doesken and Judson 1996) . Although the Spring Creek ISA is roughly at the same average elevation of GAMMA lines 306, 308, 309, and 312, and the general aspect of these lines and the ISA are also similar, these flight lines extend from the deeper SWE areas at elevations above Spring Creek ISA to the shallow SWE areas in the lowlands below ( Fig. 4) . Spring Creek in situ observations had roughly 2 times more SWE than these GAMMA lines. Even if the GAMMA observations in this area are error free, they may not be representative of the ISAs where in situ observations were collected, or of the mean MSA conditions. Unfortunately, we have no way to quantify this possible error.
As part of these simulations, we ran the model only during the winter accumulation season. Part of our reasoning for not including the spring ablation period was the lack of snow observations. It is certainly possible to run the model during that time, but it would do so unconstrained by observations and possibly contain unacceptable errors. As part of a forthcoming simulation effort, we anticipate using melt-period sonic sounder and reflected-radiation observations from the meteorological stations, as well as various remote sensing datasets, to constrain the model during snowmelt. To satisfy computational constraints, model simulations during the accumulation period were performed using a one-day time step. As part of the model simulations during the spring and early summer ablation periods, the simulations must resolve the diurnal cycle (e.g., for temperature and incoming solar radiation) to realistically reproduce snow cover depletion. The ablationperiod observations and higher temporal resolution simulations would be used as part of other data assimilation model runs that would complete the full annual snow cycle for each of the CLPX MSAs.
As with any snow-evolution simulations, a significant challenge to the modeling effort is to define appropriate precipitation forcing for the model runs. We chose to use LAPS precipitation fields as our starting point, under the assumption that they provided a consistent dataset covering each MSA simulation domain. In reality, because the data assimilated as part of the LAPS analyses are not the same across each of the MSAs (e.g., the radar-defined precipitation fields originating in Denver, Colorado, did not reach the Rabbit Ears MSA), the precipitation data used required different corrections for each MSA. Alternative precipitation datasets that could have been used to drive the simulations include those available from the snowpack telemetry (SNOTEL) and other meteorological stations listed in Table 5 . Unfortunately, most of these did not measure winter precipitation, and the ones that did have their own deficiencies and limitations that require correction before use (Yang et al. 1998 (Yang et al. , 2005 Liston and Sturm 2004) . 
Conclusions
As part of the NASA CLPX project, we recognized the need to unite disparate snow-related tools and datasets into one coherent package. Simulating realistic, high-resolution snow distributions require a snowevolution modeling system that includes the ability to distribute available meteorological forcing, simulate snowpack accumulation and ablation processes, and assimilate snow-related observations. Available tools that needed to be developed and merged for this system included a high-resolution meteorological model; a snow model capable of accounting for snow-forest interactions, blowing and drifting snow, snow-property evolution, and snowmelt; and a data assimilation model capable of pushing model simulations toward snow observations. Available snow-related observations included ground-based measurements, airborne-based observations, and satellite-based remote sensing datasets. Additional supporting datasets available for use included high-resolution (e.g., 30 m) topography and vegetation distributions. To accomplish our CLPX goals, we developed and merged a collection of three models: MicroMet, SnowModel, and SnowAssim. Mi-croMet provided the meteorological distributions required to drive SnowModel. SnowModel was used to evolve the distributed snowpack and its associate snow properties; it is made up of three submodels: EnBal calculates surface energy exchanges, SnowPack simulates snow depth and water-equivalent evolution, and SnowTran-3D accounts for snow redistribution by wind. SnowModel was coupled to SnowAssim, which adjusted simulated SWE distributions toward available ground-based and remotely sensed SWE observations.
The combined MicroMet-SnowModel-SnowAssim modeling system was used to create SWE distributions for three 30 km ϫ 30 km study areas in north-central Colorado as part of the CLPX program. The modeled distributions included snow-forest interactions, windtransported snow, and the orographic influence on atmospheric forcing variables such as temperature and precipitation. The simulated SWE distributions were characterized by high-resolution (30 m and greater) spatial distributions governed by the combined interactions among wind, snow, and vegetation. Areas without trees included drifts formed by wind redistribution of snow. The forested areas had relatively uniform snow distributions, which displayed the influences of tem- perature and precipitation and their interactions with local and regional topography. The simulated snow distributions were much more complex and spatially variable than the distributions created using the observed SWE alone. In fact, generating spatial distributions using just the observations generally created physically unrealistic snow distributions. The resulting datasets represent our best estimate of snow distributions in the complex landscapes of northcentral Colorado. They provide examples of subgrid snow distributions for coarse-scale atmospheric and terrestrial modeling applications, for defining subgrid snow distributions in remote sensing products such as the 25 km ϫ 25 km AMSR-E SWE datasets, and for water resource applications concerned with spring snowmelt runoff. The methodologies presented could also be applied to other cold regions and cold season landscapes to help understand snow-distribution characteristics and features in those areas.
