This paper examines two aspects of bank risk with a particular emphasis on examining the interaction between them. Moreover, throughout the analysis we differentiate between non-complex and complex banks, the latter of which could be seen as holding a further level of risk. We wish to establish how these risk behaviours interact with bank specific, market structure and economic factors. Key results indicate that earnings volatility (business risk) increases with market power but decrease with size and output. While risk-taking (managerial risk) decreases with market power and increases with size and output. Furthermore, in examining return per unit of risk, results demonstrate that increase return and risk-taking is associated with bank specific factors and the economic environment, whereas decreased risk taking is associated with market structure. This suggests a management of risk, which increases around factors under bank control or improving external environment but decreases with the interaction of competitors. Overall, the results suggest that policy should focus on liquidity and equity buffers that should operate countercyclicality but size and market structure per se are not determining factors for higher risk. In terms of the recent financial crisis, it is likely that the great moderation that proceeded it lead to higher risk-taking due to higher economic growth but without the necessary buffers being built up. Abstract This paper examines two aspects of bank risk with a particular emphasis on examining the interaction between them. Moreover, throughout the analysis we differentiate between non-complex and complex banks, the latter of which could be seen as holding a further level of risk. We wish to establish how these risk behaviours interact with bank specific, market structure and economic factors. Key results indicate that earnings volatility (business risk) increases with market power but decrease with size and output. While risk-taking (managerial risk) decreases with market power and increases with size and output. Furthermore, in examining return per unit of risk, results demonstrate that increase return and risk-taking is associated with bank specific factors and the economic environment, whereas decreased risk taking is associated with market structure. This suggests a management of risk, which increases around factors under bank control or improving external environment but decreases with the interaction of competitors. Overall, the results suggest that policy should focus on liquidity and equity buffers that should operate countercyclicality but size and market structure per se are not determining factors for higher risk. In terms of the recent financial crisis, it is likely that the great moderation that proceeded it lead to higher risk-taking due to higher economic growth but without the necessary buffers being built up.
Introduction.
This paper seeks to examine two aspects of bank risk, with a particular emphasis on how they interact with each other and how this impacts across banks comprised of differing complexity and with the aim of revealing the attendant policy implications. Following the financial crisis, much policy discussion has surrounded bank size and market structure. However, a complete set of empirical evidence regarding bank risk is lacking in which to ensure such policy is informed. The aim and contribution of this paper is to enhance our understanding of bank risk but rather than examine elements of risk isolation, the objective here is to examine the interaction between different components of risk, including business risk and managerial risk as well as bank organisational complexity. The results of this paper should improve the evidence-based environment in which policy is established.
In examining bank risk, first, we model the determinants of earnings volatility with the aim of uncovering the links between volatility and three sets of variables; bank specific factors, market structure and economic activity. While, this approach, which captures business risk, has previously (though not extensively) been considered within the literature, it serves as a base for the remainder of the paper. Second, we examine the relationship between earnings and earnings volatility; that is, the return and risk trade-off. This, therefore, captures management risk and has not been widely considered previously. Again, we are interested in how the three sets of variables (bank specific, market and economic) affect the return-risk trade-off. Having considered these two elements risk separately, we are particularly interested in how they interact, specifically in terms of whether the variables that are associated with an increase or decrease in volatility are the same variables that strengthen or weaken the tradeoff with returns. Moreover, each of these analyses are conducted within the context of separating banks that are considered as complex versus those that are considered as noncomplex with regard to their structure.
The aim of this paper is to contribute to the debate regarding bank risk and to provide possible policy implications. In particular, volatility provides a proxy for risk, where such risk in turn has implications for economic stability. Thus, knowledge of how bank specific and market structure factors as well as economic performance impact on risk has obvious policy implications. Furthermore, the nature of the relationship between earnings and earnings volatility can lead to inferences about the risk preferences of bank management, which again can lead to policy implications in designing incentives for management. An understanding and examination of such risk is important given the recent crisis period.
Furthermore, we separate banks into two risk categories as defined by a complexity indictor assigned to bank holding companies by the Federal Reserve. Again, greater complexity can be regarded as a risk factor. This is of interest as policy discussion usually surrounds only whether banks are large or not rather than more specific detail regarding whether the institutional is complex and the nature of that risk.
While there has been a significant amount of research examining the determinants of bank earnings themselves, there is a relative paucity of studies examining earnings volatility and the relationship between the volatility and mean of earnings. In particular, highly volatile earnings will affect a bank's capital base and could lead to instability in the banking sector (see, for example, Albertazzi and Gambacorta, 2009; Couto, 2002) . In turn, a banking system that lacks sufficient stability could impact negatively upon economic growth (e.g., Loayza and Rancière, 2006; Lin and Huang, 2012) . While within this context we may be able to infer manager risk-taking behaviour through the relationship between the mean and volatility of earnings. In this respect, therefore, understanding the factors that affect earnings volatility will also contribute to the policy debate following the crisis, for example, regarding bank size and bank market concentration. That is, whether large banks are better able to withstand significant volatility without impact upon their operations and are able to diversify in order to reduce volatility (Stever, 2007) . Similarly, a concentrated banking system may be less prone to volatility and exhibit greater stability (e.g., Beck et al, 2006; Schaek et al, 2009) . Although, an alternative view exists whereby more concentrated banking systems become more fragile (Boyd and De Nicolo, 2005) . Further, understanding periods when banks appear to exhibit higher levels of risk, perhaps undertake more risk, when managers of banks are more prone to engage in risk-taking behaviour and whether this differs between banks of differing complexity can enhance the discussion surrounding regulation, governance and incentives for risk (Gonzalez, 2005; Laeven and Levine, 2009 ).
As noted above, there exists a range of studies that have examined the relationship between various market and bank characteristics and bank earnings, however, there is relatively few that have examined earnings volatility. With regard to the former, a small selection includes Levonian (1993) , Roland (1997) and Berger et al (2000) for the US, Goddard et al (2004 Goddard et al ( , 2010 for Europe and Liu and Wilson (2013) for Japan, while, Goddard et al (2013) examine a range of markets. With regard to the literature more closely related to this paper, Boyd and Runkle (1993) argue that there exists a negative relationship between earnings volatility and bank size for US bank holding companies, while Stiroh (2004) argues that no such relationship exists. Most recently, De Haan and Poghosyan (2012a,b) examine the relationship between size and earnings volatility both for commercial banks and bank holding companies. De Haan and Poghosyan (2012a) examining commercial banks argue that there is a negative relationship between bank size and earnings volatility, although the negative relationship is weakened with increased market concentration. This result was based on examining US banks over the relatively short period of 2004 . De Haan and Poghosyan (2012b examining bank holding companies over a period from the mid-1990s also argue that bank size is negatively related to volatility, however, that relationship reverses over a particular size threshold.
In regards of the relationship between earnings volatility and earnings, this issue has hitherto been overlooked in banking research. From a standard finance perspective, we would expect there to exist a positive relationship between return and volatility (risk). While this is generally accepted within the asset pricing literature, with respect to company behaviour a negative relationship has often been reported, in what has become known as Bowman's paradox (Bowman, 1980) . This negative relationship would imply that managers are willing to accept greater risk for a lower reward and has been widely reported (for a review see Nickel and Rodriguez, 2002) . The positive relationship between return and volatility (risk) arises from the crucial assumption of risk aversion. That is, investors will only accept higher risk if they are rewarded by a higher (expected) return. However, if we allow managers to exhibit risk-seeking behaviour then a negative relationship between earnings and earnings volatility will exist. Such risk-seeking behaviour would be undesirable from an investors perspective, however, may be desirable for managers depending on their contractual incentives.
1 While we may not expect mangers to be consistently risk-seeking, it would perhaps be reasonable to assume that there may be periods of time where managers are riskaverse and other periods of time where managers are risk-seeking. Hence, there may exist periods of time where the relationship between return and risk switches between positive and negative. In this vein, the negative relationship can be seen through the application of prospect theory (Kahneman and Tversky, 1979) , where managers become risk-seeking following bad outcomes and risk-averse following good outcomes.
2 From the perspective of the banking sector, an examination of the nature of the return-risk relationship will aid our understanding of the dynamics of risk.
1 Discussions regarding managerial incentives and risk-taking has a long history (e.g., March and Shapira, 1987; Beatty and Zajac, 1994; Wiseman and Gomez-Mejia, 1998) , while with reference to banks, see for example, Jeitschko and Jeung, 2005; Chesney et al, 2012) . 2 Evidence of prospect theory has been reported by Fiegenbaum and Thomas (1988) and Johnson (1994) .
We begin by examining these two issues separately through standard panel regression approaches. First, modelling the determinants of US bank earnings volatility in a manner broadly similar to that of De Haan and Poghosyan (2012a,b) . However, we extend that analysis in three directions. First, we consider a sample period of over twenty-five years as opposed to six (2012a paper) and fifteen (2012b paper). Enhancing the sample period will improve the robustness of the results as it will cover numerous periods of high and low volatility. Second, we include two key additional variables, first, a measure of the market power held by an individual bank through the Lerner index, and second, the economic environment, through GDP growth. In contributing to the discussion regarding large banks and market concentration, both market power and the economic environment in which they operate must also play a role in determining their behaviour. 
Data and Empirical Methodology.
We obtain annual data on US Bank Holding Companies from the website of the Federal
Reserve Bank of Chicago. The data is obtained over the period from 1986 to 2013. Our key measures of earnings and earnings volatility are based on bank return on assets and return on equity, with volatility determined by the standard deviation of each. 3 We obtain the standard deviation as a three-year rolling average (a five-year rolling average is also considered for robustness but not reported) based on quarterly data. That is, the annual standard deviation is obtained using observations from the past twelve quarter's.
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To examine the determinants of bank earnings volatility and the interactions with earnings in the return-risk analysis, we consider a range of bank, market and economic factors. Notably, we are interested in the effects of bank size, market structure and economic growth. To assess the impact of size on earnings volatility we use (the natural logarithm of) total assets. Market structure is captured in two ways. First, market concentration is captured by the Herfindahl-Hirschman Index (HHI). The HHI measure is calculated as:
, where is market share of bank i, and N is the total number of banks in the industry. Second, market power is captured through the Lerner Index which is calculated as Lernerit = (PTAit -MCTait) / PTAit, where PTAit is the price of total assets, which is proxied by the ratio of total revenues (interest and non-interest income) to total assets, for bank i at time 3 Results are also available for the variance and absolute deviation but are similar to those reported. 4 de Haan and Poghosyan (2012b) report results based on four, eight and twelve quarters.
t; and MCTAit is the marginal cost of total assets for bank i at time t. 5 The annual change in GDP is used to capture the effects of economic conditions. As a series of further bank specific characteristics we consider several ratios: market share; equity-to-assets as a measure of leverage; loans-to-assets as a measure of liquidity; non-interest income-to-total income as a measure of diversification; non-interest expenditure-to-total income as a measure of costs;
non-performing loans-to-total loans as a measure of loan portfolio risk. Table 1 presents some simple summary statistics.
To model the relationship between earnings volatility and the above identified factors, we consider the following empirical fixed effects panel model specification:
vi,t = α + γi + β1 Si,t + β2 Ht + β3 Si,t x Ht + β4 Lt + β5 Si,t x Lt + θ Δyt + ∑j=1
where v refers to the measure of volatility for bank i, S is the measure of size for bank i, H is the HHI measure, L is the Lerner Index, Δy is output growth and x contains the bank specific factors. In modelling this equation, it might be expected that larger, more liquid and more diversified banks will be able to absorb shocks better and have lower earnings volatility. In contrast, more levered banks, with higher costs and higher loan risk would have higher volatility. Our expectation would also be that GDP growth would have a counter-cyclical effect on earnings volatility, with greater volatility during economic downturns when macroeconomic risk is also higher.
5 Marginal cost is calculated using the following translog cost function:
ln Costit = β0 + β1lnQit + 2 2 ln 2 + β3 lnW1 + β4 lnW2 + β5 lnW3 + β6 lnQit lnW1 + β7 lnQit lnW2 + β8 lnQit lnW3 + β9 lnW1 lnW2 + β10 lnW1 lnW3 + β11 lnW2 lnW3 + β12 Trend + β13 Trend 2 + β14 lnQit Trend + β15 lnW1 Trend + β16 lnW2 Trend + β17 lnW3 Trend + εit where Qit is a proxy for bank output (total assets) for bank i at time t and Wk,it represent the input prices of labour (ratio of personnel expenses to total assets), funds (ratio of interest expense to total deposits) and fixed capital (ratio of other operating and administrative expenses to total assets), the trend terms are included to capture technical changes in the cost function over time.
To examine the relationship between return and volatility (risk) we consider the following basic equation:
where π measures earnings for bank i and again v refers to the measure of volatility. We would ordinarily expect this relationship to be positive, whereby managers would only increase risk if there was an accompanying increase in returns. This assumes that managers risk preferences are characterised by risk-aversion. However, a negative relationship could arise if managers exhibit either risk-seeking behaviour or a behavioural bias such as that described by prospect theory. In this latter case, risk preferences switch between risk-aversion and risk-seeking according to whether current performance is one of either a positive or a negative outcome. More generally, it is conceivable that risk preferences will change with current performance or economic conditions. In light of this last point, therefore, we examine whether the value of beta in equation (2) changes in accordance with the bank, market and economic factors outlined above. Hence, we consider interaction effects between the variables noted in equation (1) and return-risk relationship of equation (2). Thus, we consider whether the principle factors that affect earnings volatility (organisational risk) also affect the relationship between return and risk (managerial risk) and augment equation (2) as such:
πi,t = α + γi + β1 vi,t + β2 vi,t x Si,t + β3 vi,t x Ht + β4 vi,t x Lt + β5 vi,t x Δyt + εit
where we allow the nature of the relationship between return and risk to vary with size, concentration, market power and output growth. 6 This will allow us to determine whether managerial risk varies with such systematic factors, with attendant implications for regulation regarding market structure.
In examining the interaction between the bank specific, market and economic factors on both risk (earnings volatility) and the return-risk trade-off, we are able to identify factors that are statistically significant in both regressions (1) and (3). Further to this, we can construct a Sharpe ratio type measure given as earnings dividend by the standard deviation of earnings and thus obtain a measure of return per unit of risk. This Sharpe ratio can then be examined in a regression framework similar to equation (1) as such:
Si,t = α + γi + β1 Si,t + β2 Ht + β3 Si,t x Ht + β4 Lt + β5 Si,t x Lt + θ Δyt + ∑j=1
where S represents the Sharpe ratio as defined above and the remaining terms remains as defined under equation (1).
In addition, we also categorise our bank holding companies according to their complexity indicator as identified by the Federal Reserve. This complexity indicator identifies bank holding companies that are regarded as non-complex against those that are regarded as complex for a variety of factors. These factors can include the nature of creditextending activities, non-financial factors, high risk activities, management factors and a combination of multiple factors. It is our contention that the degree of volatility and risk will differ between banks regarded as complex and those regarded and not complex. In particular, while we may think that more complex banks will be exposed to greater risk due to their complexity, they are also likely to be larger and more diversified and less exposed to idiosyncratic shocks. Thus, it is possible that such banks will be exposed to less risk.
Therefore, we augment the regressions in equations (1), (3) and (4) with a dummy variable that takes the value of one if a bank holding company is identified as complex and zero otherwise. The dummy is introduced both as a level term and an interaction terms thus allowing us to examine whether being designated as complex affects not only the average level of volatility but also how different factors interact with volatility.
3. Empirical Results. This is consistent across both ROA and ROE measures and the two models considered.
Modelling Earnings Volatility
Furthermore, that the strength of this negative relationship increases with bank holding company complexity (significantly so for the ROA measure). Equally, the relationship between earnings volatility and growth is negative. However, this time the strength of that negative relationship declines with bank complexity (nonetheless, the relationship remains negative). Bank market share, while predominantly exhibiting a negative relationship with earnings volatility, is however, statistically insignificant across the two different measures of volatility and the two models.
With regard to market structure variables, the HHI, which measures market concentration suggests a largely, but not exclusively, positive relationship; however, it is insignificant throughout the different modelling approaches. In contrast, the Lerner index, which is a firm-level indication of market power, is statistically significant. Specifically, the Lerner index supports a positive relationship with earnings volatility. Thus, as banks gain more market power (and are able to price mark-up over marginal cost) so the volatility of earnings increases. However, that effect is tempered in two ways, first, through the interaction terms with bank size (although only significantly so for ROA), and second, through the complexity dummy. Thus, larger and more complex bank, which are likely to have greater market power, exhibit only a weak positive relationship with volatility. Finally, the number of banks has a negative relationship with earnings volatility, albeit that the coefficient value is small and statistically insignificant.
Regarding the other variables, we can observe a broadly consistent relationship between the two measures of earnings volatility and GDP growth. GDP growth exhibits a significant negative impact upon earnings volatility. In other words, volatility increases during a recessionary period and declines during an expansionary period. Thus, heightened macroeconomic risk is positively associated with increased bank earnings risk. This relationship remains unchanged by complexity, with the interaction term insignificant.
Elsewhere, we can see that a higher equity-to-assets ratio is associated with higher volatility, although is insignificantly lower with complex banks. This suggests that the discipline of higher debt ratios may positively affect risk. Lower liquidity (higher loans-to-assets ratio) increases earnings volatility, although the effect is not significant. Increased bank diversification (higher non-interest income-to-total income) leads to a reduction in volatility, as diversification is intended to do so, although this measure is not significant for ROE volatility. Higher costs (higher non-interest expenditure-to-total income) has a negative effect on volatility, albeit with a small coefficient and limited significance across the different measures. Finally, higher loan portfolio risk (higher loan loss provision-to-total loans) increases earnings volatility.
The results presented here suggest that larger banks exhibit lower volatility; arguably such banks will be better able to withstand shocks and is consistent with De Haan and Poghosyan (2012b). In contrast, bank market power increases volatility, this is similar to the result in De Haan and Poghosyan (2012a) for commercial banks (although they exclusively use HHI). This result suggests that banks with market power may take larger risks in lending and investment practise. For example, this result could be seen together with the positive effect on volatility arising from loan portfolio risk. However, it is noticeable that both large and more complex banks exhibit a weaker relationship between market power and volatility.
Such banks may recognise their complex character and undertake measures to reduce risk.
Indeed, this could be seen as consistent with the result that increased diversification leads to lower volatility. Overall, these results support the view that larger and more diversified banks with lower loan risk can reduce volatility; this will be due to greater diversification of earnings sources and a greater ability to absorb shocks. In addition, these effects are stronger with more complex banks, who perhaps recognise their nature could give rise to additional risk and take steps to reduce it. Furthermore, positive output growth leads to lower volatility and the role of economic conditions cannot be ignored. In terms of policy debate, larger banks per se do not increase volatility, although greater market power does but that is tempered as banks become larger and more complex.
Modelling Earnings and Earnings Volatility
Having examined the factors that affect earnings volatility, we now turn to examine the relationship between earnings and earnings volatility. In particular, standard finance theory based upon risk aversion would suggest that there is a positive relationship between these variables (i.e., between return and risk). However, where managers may exhibit risk-taking behaviour either completely or in response to certain factors, for example, in the context of losses according to prospect theory, then that positive relationship may be overturned. Table   3 presents the estimation results of equation (3) above, again both without the complex dummy (Model 1) and with the complex dummy (Model 2) and for both ROA and ROE earnings and volatility.
7 Evident in Table 3 is that the simple relationship between return and risk is positive, regardless of whether we use ROA or ROE, however, the strength of the relationship is weaker with the ROE measure. It is also noticeable that for complex banks the positive relationship is weaker, suggesting that the level of risk aversion is lower within such banks.
To investigate how other bank, market and economic factors interact with the return-risk trade-off we consider the interaction effects. Of notable interest, there are several cases where there is some divergence in the results between complex and non-complex banks. Bank size has a negative influence on the return and risk relationship, however, that affect disappears for complex banks. Similarly, the equity-to-assets ratio has a negative effect on the trade-off but again for complex banks the extent of that relationship is reduced. In the reverse direction, the Lerner index contributes to a positive relationship between return and risk, however, for complex banks that relationship disappears (only for the ROA measure).
Elsewhere, we can see that GDP growth, market share and the non-performing loans ratio has a negative impact on the return-risk relationship, while the HHI has a positive effect, regardless of whether banks are identified as complex or not.
These results suggest that, in general, banks are more likely to engage in risk-taking behaviour when economic conditions are good, when they are larger and have a larger market share, when they are less levered, when there is higher risk within their loan portfolio and when they have a lower level of liquidity. Such banks may take on greater risk because they feel safer (e.g., positive economic growth, more capital and market share) or they feel the need to increase risk (e.g., because of higher loan portfolio risk and lower liquidity). This last rationale, although not a direct test, does suggest the potential for a prospect theory dynamic, with banks taking on greater risk due to potential losses. Large complex banks are less likely to use a higher capital ratio to take further risk indicating they understand the need to maintain a capital buffer. However, greater market power may lead to increased risk-taking as such banks may feel less threatened by competition.
Discussion
The above sub-sections have examined bank behaviour from two perspectives, examining earnings volatility and the relationship between earnings and earnings volatility. Of course, these two perspectives are likely to be related to each other and thus, we can compare the bank, market and economic characteristics that may provide links between banks that, for example, have higher earnings volatility and a risk-taking disposition.
To that extent, we have seen that higher earnings volatility is typically linked with market power, loan portfolio risk and declining output growth. Lower earnings volatility is typically found with larger and more diversified banks and increasing economic growth. A positive returns-volatility relationship is consistent with greater market power and concentration and decreased GDP. A negative impact on the return-risk relationship arises from increased bank size and market share, a growing economy, and bank risk from decreased liquidity and increased non-performing loans. Therefore, examining those variables that are significant in both regressions, reveals an interesting relationship between the determinants of earnings volatility and the return-risk relation. In other words, between organisational or business risk and managerial risk. Of particular note, those variables associated with an increase (decrease) in earnings volatility and also associated with an increase (decrease) in the positive return-risk relationship (e.g., the Lerner index, bank size and GDP growth). In other words, as these variables lead to increased business risk they also lead to an increase in risk-aversion, or a decrease in managerial risk. For example, larger banks exhibit lower earnings volatility but a lower degree of risk aversion, while banks with greater market power exhibit higher volatility but greater risk aversion. Equally, periods characterised by expanding economic growth are consistent with decreasing earnings volatility and increased risk-taking.
These results crucially suggest that risk-taking behaviour by banks is related to both economic conditions and those factors that affect earnings volatility. Simply put, when earnings volatility is higher, banks are more likely to operate in a risk averse way, while when volatility (risk) is lower than bank are more likely to increase risk-taking. This suggests that banks are aware of the environment and the degree of risk in which they operate and adjust risk-taking accordingly. In the context of the financial crisis, the period prior to 2007 was marked with strong economic growth (part of the great moderation), which leads to lower earnings volatility and increased risk-taking. Similarly, over this time banks grew in size and became more diversified. All these factors are linked with lower earnings volatility but greater risk-taking. Furthermore, there are two exceptions to the pattern identified above.
First, the equity-to-assets ratio and second, the non-performing loans ratio. In both cases an increase in either ratio leads to both higher volatility (higher business risk) and lower risk aversion (higher managerial risk). This suggests that bank who recognise they have higher loan portfolio risk may also seek risk elsewhere as compensation for the potential losses from loan default. Equally, banks with larger equity ratios, perhaps feel better positioned to absorb shocks, and exhibit greater business and managerial risk. These two factors may also tie risk to prospect theory, where potential losses can lead to greater risk-taking.
Sharpe Ratio
To examine in greater detail the relationship between the two sets of findings above (i.e., as they relate to earnings volatility and the return/risk relationship) we now consider regressions for a Sharpe ratio variant. Here, we examine the influence on the level of earnings per unit of risk. This allows us to delve further in to the interaction between earnings volatility (an increase in which, all other things remaining constant would reduce the Sharpe ratio) and the risk-taking nature of the bank.
We repeat the regression for earnings volatility as given in equation (1) for the Sharpe ratio and these are reported in Table 4 . However, our key interest is in the interaction between these variables on the Sharpe ratio, earnings volatility and the degree of risk-aversion (risktaking) and so these are summarised in Table 5 . Examining Table 4 briefly we can observe a certain amount of similarity between the results for ROA and ROE, albeit with some differences. Of particular note, across both ROA and ROE there is a positive relationship with the market structure variables HHI and the Lerner Index, as well as bank specific loansto-assets ratio and the non-performing loans ratio and GDP growth. It is worth noting that with the exception of GDP growth all of these variables also have a positive effect on earnings volatility, suggesting a proportionately greater increase in profits. A negative relationship with both the ROA and ROE Sharpe ratios can be seen with size, size multiplied by HHI, non-interest income to total income, non-interest expenditure to total income and the number of banks. Of the variables that change sign across the two measures of profit (e.g., growth and market share) it should be noted that they are not statistically significant in at least one model. The obvious exception is for the equity-to-assets ratio. The key difference between ROA and ROE is the inclusion of leverage in the latter and as the equity-to-assets ratio is an inverse measure of leverage it directly affects ROE (which increases with leverage). This implies that banks are undertaking action that interact with both the return and risk generating elements. To see this in Table 5 , we can look at the columns that indicate whether each factor is related to managers becoming more risk averse or risk taking. Here we can see that risk aversion is associated with market structure variables (HHI and Lerner), while greater risk-taking is associated with economic conditions (GDP growth) or bank specific factors. Hence, greater risk-taking is associated with taking advantage of conducive economic conditions and with factors under bank control. This is an important distinction in how bank behaviour relates to risk. Again, although not a direct test, these results do points towards evidence in favour of prospect theory in managerial behaviour. In particular, we observe an increase in risk-taking behaviour associated with decreases in the Sharpe ratio. Equally, we see an increase in risk-taking associated with higher earnings volatility (except for the market structure related variables).
We repeat the same exercise focussing on complex banks as defined by the dummy.
We do not tabulate the results as they are of qualitatively a similar nature. However, we do notice that the strength of these relationships differ between complex and non-complex banks. Of particular note, while most of the variables have a smaller impact on the Sharpe ratio for complex firms the opposite is true for the Lerner Index, GDP growth and the nonperforming loans ratio, all of which have a positive relationship. Furthermore, the Lerner Index itself presents an interesting set of results when comparing non-complex and complex banks. For complex banks the Lerner Index is associated with a small positive effect on earnings volatility, has a net zero effect on the return/risk relationship and has a larger positive effect on the Sharpe ratio in comparison to non-complex banks. Again, this indicates that the complexity of a bank does not necessarily mean greater risk.
As we have seen across the sum of the above analysis, market structure itself does not increase risk. In that while they are associated with higher earnings volatility, they equally are associated with higher profit per unit of risk and greater risk-aversion behaviour. Therefore, policy directed at market structure is likely to be misdirected. Instead, regulatory policy should be directed towards ratios relating to leverage and liquidity, which lead to higher earnings volatility and risk-taking (albeit are also associated with a higher Sharpe ratio) and should be designed to operate counter-cyclically to the business cycle. Thus, episodes of risktaking will be counter-acted through the enhancement of buffers against loss.
Summary and Conclusion.
This paper seeks to examine two key aspects of bank earnings volatility. First, to examine the factors that may help explain earnings volatility and its relationship with bank specific, market and economic variables; that is to examine bank (organisational) risk. Second, to examine the relationship between earnings and earnings volatility from which inferences about risk attitudes can be gleamed; that is to examine managerial risk. Understanding these relationships is important; as volatility can proxy for risk and understanding risk in the banking sector is important for economic stability. Thus, knowing whether specific bank or market characteristics contribute to such risk, or whether wider economic conditions are more important, is crucial in policy-making. Furthermore, being able to infer management behaviour in reference to its attitude to risk is equally important in considering appropriate incentive schemes for bank management or in designing policy to counterweight their behaviour. Moreover, the overarching theme is to examine the interaction between these two sources of risk together with a third source which concerns whether banks are described as complex or non-complex by regulators.
We initially consider earnings volatility and the return-risk relationship against a range of bank specific, market structure and economic variables separately. Results suggest that higher volatility is associated with increased market power, higher loan portfolio risk and an economic downturn. Lower volatility is associated with larger banks that are more diversified and is also related to economic expansions. Regarding the relationship between earnings and earnings volatility, a positive relationship is supported by increased market power and market concentration and a reduction in liquidity. A negative relationship occurs with increased bank size and market share, output growth, lower liquidity and higher loan portfolio risk (and to an extent higher equity ratios).
In linking these results from bank (organisational) risk and managerial risk an interesting pattern develops. In general, those factors associated with higher earnings volatility and bank risk (e.g., market concentration and power and an economic contraction)
are also associated with a positive return-risk relationship and, hence, lower bank risk. This suggests that managers increase risk-taking when they believe economic circumstances are right (e.g., economic expansion) but reduce risk-taking when faced with market structure considerations. These results are confirmed through a Sharpe ratio analysis, which does highlight a further issue. With respect to bank specific factors surrounding equity buffers, liquidity and loan portfolio risk, these are associated with higher volatility and higher risktaking and, of course, are under the control of managers. These suggest an element of behaviour that is consistent with prospect theory where risk-taking increases with potential losses (through bad loans or lower liquidity).
In respect of policy, these results suggest that large banks or a concentrated banking sector itself does not increase risk as different risk components offset. In contrast, the results point towards to need for buffers in equity and liquidity to be established and enhanced in a counter-cyclical fashion. Thus, during an economic expansion reserves can be established to counteract the risk-taking associated with higher loan risk and lower liquidity. ROA is return on assets; ROE is return on equity; Size is the log of total assets; Growth is the difference of size; HHI is the Herfindahl-Hirschman Index' GDP Growth is the difference log of GDP; E/A is the equity to assets ratio; L/A is the loans to assets ratio; NII/TI is the non-interest income to total income ratio; NIE/TI is the noninterest expenditure to total income ratio; NPL/TL is the non-performing loans to total loans ratio. (2) and (3). 
