Abstract. We present a framework for studying discontinuous solutions of the Cauchy problem for nonlinear conservation laws, in particular entropy solutions of scalar conservation laws. The space of generalized solutions is constructed as the completion of the space of continuously differentiable functions with respect to a suitable uniform convergence structure. Within this context the well-posedness of the problem follows in an easy and natural way. Furthermore, we show that the space of solutions is a subspace of the space of Hausdorff continuous interval valued functions which improves significantly on the current regularity results of the entropy solution.
INTRODUCTION
We study the solutions of the initial value problem
It is well known that, except for the particular case of monotone increasing initial value, problem (1)- (2) does not have a classical solution. In order to accommodate the naturally arising discontinuities (shocks) the entropy solution (weak solution in distributional sense satisfying the entropy condition) is typically used in the literature. The main novelty in this paper is that the theory of entropy solution of scalar conservation laws is re-developed in an operator-theoretic setting by using the convergence space completion method. In this regard, we introduce suitable convergence vector spaces M and N and we associate a mapping
with the initial value problem (1)- (2) . Thus, (1)-(2) may be written as a single equation
for a suitable h ∈ N . The vector space convergence structures on M and N are constructed in such a way that the mapping (3) is uniformly continuous. In this way we obtain a canonical uniformly continuous extension T : M −→ N of (3) to the completions M and N of M and N , respectively. Any solution u ∈ M of the equation
is interpreted as a generalized solution of the initial value problem (1)- (2) . In addition to proving existence and uniqueness, we prove that the space of generalized solutions may be identified with a set of Hausdorff continuous functions, which represents a substantial improvement on the current regularity results of the entropy solution. Furthermore, within the operator -theoretic setting the well-posedness of the problem is obtained in an easy and natural way.
The rest of this paper is organized as follows. In the next section we construct suitable convergence vector spaces and the general solution of the problem (1)-(2) via convergence space completion. The regularity result for the generalized solution is obtained in the third section in terms of Hausdorff continuous interval valued functions. Some concluding remarks are given in the last section.
CONVERGENCE VECTOR SPACE COMPLETION METHOD FOR CONSERVATION LAWS
As mentioned, the novelty of the paper is based mostly on the different way of constructing the operator equation (4) for problem (1)- (2) . Let
and
where U 0 is a set of initial conditions. In the literature U 0 is defined in different ways. Here we take
We consider the operator
defined by
Then the problem (1)- (2) can be written as the operator equation (4) with h = 0 u 0 . In what follows we make the usual assumption that the function f is Lipshitz on compacta. The uniqueness of a classical solution of (1) - (2) is extended to the following more general proposition.
Proposition 1 The operator T is injective.
Proof. Theorem 5 from the Appendix is applied. Indeed, let
By the continuity of u and v this implies u = v. Let us recall that a convergence structure is a topological process specifying the set of convergent filters, [6] . It is more general than the concept of topology in the sense that a convergence structure in not necessarily topological. For convenience the definition of convergence structure is given in the Appendix. As usual the set of filters converging to u with respect to a convergence structure λ is denoted by λ (u). We proceed with defining a suitable convergence structure on the space M .
On M we consider the following convergence structure which we denote as λ 1 . Given a filter F on M , we have
Here the interval [α n , β n ] is considered in M with respect to the usual point-wise order, that is, [α n , β n ] = {v ∈ M : α n (x,t) ≤ v(x,t) ≤ β n (x,t), x ∈ R, t ∈ [0, ∞)}. Let us note that the convergence structure λ 1 is defined similarly to the order convergence structure λ o on C 0 (R × [0, ∞)), see [4] , the difference being that (ii) in (11) is replaced by the condition sup{α n : n ∈ N} = u = inf{β n : n ∈ N}.
It is easy to see that if a filter converges in λ 1 then it also converges in λ o .
Proposition 2
The convergence structure λ 1 is a Hausdorff vector space convergence structure.
The proof is rather technical and is given in the Appendix.
Similar to linear topological spaces, convergence vector spaces have a natural uniform convergence structure associated with them. The Cauchy filters under this uniform convergence structure have the following simple characterization. A filter F on M is Cauchy if and only if
On the space N we consider the final uniform convergence structure J N ,T induced by the operator T . We now apply the completion process with M and N denoting the completions of M and N with respect to the respective uniform convergence structures. More precisely, the Wyler completion method is applied where the elements of the completion can be represented as the equivalence classes of Cauchy filters. Since T : M −→ N is uniformly continuous, there exists a unique uniformly continuous mapping
commutes, where i M and i N are the uniformly continuous embeddings associated with the completion M and N respectively. Furthermore, since T is injective, it follows by the definition of J N ,T that T is a uniformly continuous embedding. That is, T −1 is uniformly continuous on T (M ) ⊂ N . Therefore, T is injective and the mapping (T ) −1 is defined and continuous on (T (M )) ⊆ N . In this way, we obtain with no further effort a well-posedness result for the generalized equation (5) . Namely, equation (5) has a unique solution continuously depending on the data, for all h ∈ (T (M )) . One can characterize the elements of N . However, this is not really necessary since in practice we are interested in the case when h ∈ N ⊆ N . Therefore, the interesting question is if the inclusion N ⊆ (T (M )) holds. In fact considering the original problem (1)- (2) the question is much simpler, namely, do we have
The proof of the inclusion (14) for the Burgers equation is given in [5] . Proof for the general problem (1)- (2) is still outstanding.
Remark. There is a subtle difference between the spaces (T (M )) and T (M ). While as sets they are the same, the convergence structure on T (M ) is the subspace convergence structure induced by N which can be richer than the convergence structure on (T (M )) . Hence, (T ) −1 is continuous on (T (M )) but not necessarily on T (M ). For more details on uniform convergence space completions see [9] .
THE SPACE OF HAUSDORFF CONTINUOUS FUNCTIONS
In this section we give a representation of the completion M of M as a set of functions, thus establishing the regularity of the generalized solution of (4) provided by (5). More precisely, using the connection between the convergence structure λ 1 and the order convergence structure, the space M is identified with a set of finite Hausdorff continuous interval-valued functions. Let IR denote the set of all extended real intervals and let X be a metric space. An interval function f : X → IR is S-continuous if its graph is a closed subset of X × R. Alternatively, the Scontinuous functions are upper semi-continuous (with respect to inclusion) interval set-valued maps from X to R.
An interval function f : X → IR is called Hausdorff continuous (H-continuous) if it is an S-continuous function which is minimal with respect to inclusion, that is, for any S-continuous function ϕ :
Let H(X) denote the set of all H-continuous functions on X. Clearly C(X) ⊆ H(X). Moreover, H(X) is a relatively small extension of C(X) which preserves some of the essential properties of the continuous functions. For example if f , g ∈ H(X) are equal on a dense subset of X they are equal on X. Furthermore, for any
• f is a normal lower semi-continuous function.
• f is a normal upper semi-continuous function.
• The set W f ,ε = {x ∈ X : f (x) − f (x) ≥ ε} is a closed and nowhere dense subset of X.
• The set W f = {x ∈ X : f (x) > f (x)} is of first Baire category and f is continuous on X \W f .
• f is completely determined by either f or f . Hence H(X) can be identified with the space of normal lower semi-continuous functions or with the space of normal upper semi-continuous functions.
Particularly relevant to this exposition is the fact, [4] , that the convergence vector space completion of C(X) with respect to the order convergence structure is the set H f t (X) of all finite H-continuous functions.
Here denote H f t (X) shortly by H. Consider some p ∈ M . Then there exists a Cauchy filter G on M such that G −→ p in M . Hence G is Cauchy with respect to λ o as well. Using (15), there exists u ∈ H such that G −→ u in H with respect to the order convergence structure on H. We define the mapping η :
It is easy to see that the map η is well defined, that is, if G , V are Cauchy filters in M and G , V −→ p in M , then G and V converge to the same limit u in H. Indeed, if
Cauchy filter with respect to λ 1 and hence also with respect to λ o . Therefore it converges in H.
Theorem 3
The map η is injective.
Proof. Let η(p) = η(q) = u for some p, q ∈ M . There exist Cauchy filters
n ) be the sequences associated with G i , i = 1, 2 in terms of (12). Let α n = inf{α
, that is, α n is the point-wise minimum of α (1) n and α (2) n . Similarly, β n = sup{β (1) n , β (2) n }. Clearly, α n , β n ∈ C 0 (R × [0, ∞)) and the sequences (α n ), (β n ) are monotone increasing and decreasing respectively. It is also easy to see that [{[α n , β n ] : n ∈ N}] ⊆ G 1 ∩ G 2 . In order to associate the sequences (α n ) and (β n ) with G 1 ∩ G 2 in terms of (12) we need to show that the property (12)(ii) is satisfied. From the definition of the order convergence structure we have α
n (x,t) i = 1, 2. Using the fact that max{x, y} ≤ x + y for x ≥ 0, y ≥ 0 we obtain
n (x,t). (2) n (x,t) − α (2) n (x,t))dx −→ 0. Therefore G 1 ∩ G 2 is a Cauchy filter with respect to λ 1 in M . This means that
Then we have
Then G 1 and G 2 , each being finer that G 1 ∩ G 2 , also converge to w. Hence p = w = q. Identifying η(p) with p we obtain M ⊆ H, so that the generalized solutions of the problem (1)- (2) defined via the equation (5) are H-continuous functions.
CONCLUSION
We showed in this paper that the physically meaningful generalized solutions of nonlinear scalar conservation laws can be obtained via the convergence space completion method. As such they belong to the set H f t (X) of finite Hausdorff continuous functions. This improves substantially on the current L 1 regularity of the entropy solution.
The space of H-continuous functions has been associated with the general theory of Partial Differential Equations (PDEs) earlier as well. For example,
• it was shown in [3] that the solutions by the order completion method of very large classes of nonlinear PDEs can be assimilated with H-continuous functions; • the theory of viscosity solutions was extended to H-continuous functions providing a better framework for dealing with discontinuous solution then, e.g., the concept of envelope solution, [2] .
These results which are obtained in completely different ways but lead to the same space of solutions led us to believe that possibly all physically meaningful solutions of the PDEs in Mathematical Physics are actually Hausdorff continuous functions. Proving or disproving this conjecture is the aim of what we call the Universal PDE Space project, [8] .
In the current state of the art any class of PDEs comes with its own space, its own concept of generalized solution and its own method of singling out a unique physically meaningful solution. The formulated conjecture, if true, seems to be a major step towards building a unified approach or theory for PDEs.
APPENDIX A1. Convergence spaces
Recall that a filter F on a set X is a nonempty collection of subsets of X such that (i) The empty set does not belong to F .
(ii) For all F ∈ F and for all
Definition 4 Let X be a nonempty set. A convergence structure on X is the mapping λ from X to the power set of the set of all filters on X that satisfies the following for all x ∈ X :
The pair (X, λ ) is called a convergence space. Whenever F ∈ λ (x) we say F converges to x and write "F −→ x".
A2. Useful Theorem
The following result is an extended formulation of Theorem 6.2 in [7] .
Then there exists L such that 
A3. Proof of Proposition 2
We first show that λ 1 is a convergence structure on M by showing that λ 1 satisfies the conditions (i), (ii) and (iii) in Definition 4.
(i) Consider u ∈ M . In (11) set α n = β n = u for all n ∈ N. We see that conditions (i) and (ii) in (11) are satisfied, and
(ii) Let F , G ∈ λ 1 (u) be filters on M . Then there exist sequences (α
n ) on C 0 (R, [0, ∞)), converging to the same limit, which can be associated with filters F and G respectively according to (11). Denote α n = inf{α
Therefore,
It follows from (i) -(iii) above that λ 1 is a convergence structure. Next, we show that addition and scalar multiplication are continuous. In this regard, let F −→ u and G −→ v with respect to λ 1 . Then there exist sequences
that can be associated with the filter F according to (11) and sequences
that can be associated with the filter G according to (11). Therefore, we have n (x,t)] : n ∈ N}] ⊆ F + G . It thus follows from (a) -(c) above that F + G ∈ λ 1 (u + v), which shows that addition is continuous.
To show that scalar multiplication is continuous, let F ∈ λ 1 (u) and let (α n ), (β n ) on C 0 (R, [0, ∞)) be sequences associated with F according to (11). Then for any constant c ∈ R, c ≥ 0 we have (a) cα n ≤ cα n+1 ≤ cu ≤ cβ n+1 ≤ cβ n (b) ∀ t ≥ 0, a, b ∈ R, a ≤ b b a (cβ n (x,t) − cα n (x,t))dx = b a c(β n (x,t) − α n (x,t))dx −→ 0 (c) ∀ n ∈ N ∃ F ∈ F such that cF ⊆ [cα n , cβ n ]. Which implies [{[cα n , cβ n ] : n ∈ N}] ⊆ cF .
