Abstract: Advanced Persistent Threat (APT) attack, an attack option in recent years, poses serious threats to the security of governments and enterprises data due to its advanced and persistent attacking characteristics. To address this issue, a security policy of big data analysis has been proposed based on the analysis of log data of servers and terminals in Spark. However, in practical applications, Spark cannot suitably analyze very huge amounts of log data. To address this problem, we propose a scheduling optimization technique based on the reuse of datasets to improve Spark performance. In this technique, we define and formulate the reuse degree of Directed Acyclic Graphs (DAGs) in Spark based on Resilient Distributed Datasets (RDDs). Then, we define a global optimization function to obtain the optimal DAG sequence, that is, the sequence with the least execution time. To implement the global optimization function, we further propose a novel cost optimization algorithm based on the traditional Genetic Algorithm (GA). Our experiments demonstrate that this scheduling optimization technique in Spark can greatly decrease the time overhead of analyzing log data for detecting APT attacks.
Introduction
Advanced Persistent Threat (APT) attack is an attack pattern whereby attackers adopt advanced attack means to make long-term and persistent network attacks on a particular target [1] . Generally, the attackers in an APT attack have a specific target. In the first step, they invade into the target network by various means of social engineering. Then, they continuously lurk in the target network to gather intelligence rather than immediately launch attacks. This stage can last for a year or several years until an attack network is built. Then, attackers launch a final attack to unnoticeably steal confidential documents of governments and enterprises or to cause serious damage to important infrastructures.
Advanced persistent threat attacks have several characteristics which make them difficult to detect [2] : (1) They are advanced: Typically, the attackers actively invade into the target network by social engineering or zero-day vulnerabilities. Meanwhile, they adopt a wide range of existing attack techniques to build the subsequent attack network. (2) They are hidden: The attackers usually lurk in the target network for a long time without being discovered. (3) They are persistent: The attackers continuously lurk in the target network to gather intelligence in a long term and wait for the final attack. Moreover, APT attacks are extremely devastating since they can result in the theft of confidential documents of governments and enterprises and the destruction of country's important infrastructures [1] [2] [3] [4] . For example, the events of Operation Aurora of Google in 2009 [5] and the Stuxnet attack of Iran's nuclear centrifuges in 2010 [6] . To address the above issues, four types of security policies against APT attacks have been proposed [2, 3] : (1) Host file protection: In this security policy, the execution of applications is strictly controlled by creating a white list to prevent the execution of malicious codes. (2) Malicious code detection: In this security policy, the propagation of malicious code is examined repeatedly. (3) Network intrusion detection: The security policy involves analyzing and detecting the command and control channels of APT attacks by deploying network intrusion detection systems to network borders. (4) Big data analysis: The security policy is a kind of network forensics. First, the original flow of network equipment and the logs of terminals and servers are comprehensively collected. Then, the data is stored in a centralized way and subjected to deep analysis. When any clue of APT attack is detected, the whole attack scenarios are reconstructed as early as possible. This security policy is the most effective policy to defend against APT attacks because its analysis covers the whole attack process. Therefore, we adopt the big data analysis policy to defend against APT attacks.
For the big data analysis policy, a big data processing framework is necessary to analyze massive amounts of log data. As a distributed data processing framework based on memory, Spark [7] [8] [9] [10] [11] has characteristics of high efficiency, high fault tolerance, and high scalability, and it is suitable framework for data analysis. Therefore, Spark is selected as the log processing framework in this study and the system model is as shown in Fig. 1 . The log data of terminals and servers are uploaded to the Spark system. Then, Spark analyzes the input data and sends the results to the output panels for decisionmakers to make the next decision.
However, in application scenarios of multiple servers and multiple terminals, Spark cannot meet the performance requirements. In fact, the calculation results of some Spark applications can be reused by other applications to reduce the execution time of these applications [12] . Considering that Spark is a distributed data processing framework, there are many reusable calculation results when huge log data is analyzed. If these calculation results can be effectively reused, it would tremendously improve Spark performance. However, for the existing Spark mechanism, applications cannot reuse the same calculation results.
Reuse techniques [13] [14] [15] are traditionally used as database optimization methods, which involve reuse of the same query results. Therefore, in this study, a method of combining Spark with reuse techniques is investigated to improve Spark performance. To achieve the maximum reuse between multiple applications, a scheduling optimization technique based on reuse is proposed and implemented. Besides, some experiments are conducted to prove its feasibility. The innovations of this optimization technique are listed as follows:
(1) The concept of the reuse degree of Spark applications is defined and a formula to calculate it is proposed.
(2) Two novel concepts which are the relative location and the redundancy operation based on the reuse degree are defined. To obtain the optimal application sequence, a global optimization function based on the two concepts is proposed.
(3) To obtain the global optimal solution, a cost optimization algorithm is designed and implemented based on the traditional genetic algorithm.
The remaining parts of this paper are organized as follows. The related works are introduced in Section 2. In Section 3, we define and formulate the reuse degree. The global optimization function is introduced in Section 4. In Section 5, we propose and implement the cost optimization algorithm based on Genetic Algorithm (GA). In Section 6, we conduct experiments to prove the feasibility of our optimization technique, and in Section 7, we present our conclusion about the study.
Related Work

Data structure of Spark
Spark has a unique data structure: Resilient Distributed Dataset (RDD) [16] , which is a kind of read-only data structure. The read-only property is embodied so that operating an RDD will generate a new RDD rather than change the contents of original RDD. The new and original RDDs form a dependent relationship: the original RDD is named father RDD, the new one is named son RDD. Each RDD records its dependency with other RDDs in its dependency list. From the first RDD to the last RDD, all RDDs form a Directed Acyclic Graph (DAG) [17] that can be directly transformed from Spark applications. Therefore, we can analyze DAGs instead of Spark applications to achieve the same purpose. Figure 2 shows a DAG with several different RDDs.
In Fig. 2 , RDDs are denoted as uppercase alphabets from A to G. The different RDD operations are denoted by the words such as map, union, etc. RDD operation refers to a function that acts on an RDD to generate a new RDD. These operations can be divided into transformation operation and action operation. Here, transformation operation is an inert operation, which means the transformation operation between two RDDs is not executed immediately, but waits to be triggered by an action operation. In addition, action operation triggers the submission of Spark jobs. Table 1 shows common RDD operations.
Reuse mechanism of Spark
Reuse refers to an effective utilization of the original information. In the fields of software development and databases, reuse techniques are widely adopted, which can greatly reduce the overhead of data processing by avoiding data to be repeatedly uploaded, built or calculated. In most databases, reuse is generally implemented by caching mechanisms, such as data blocks, pages, tables, tuples, and semantic cache [14, 18] . Until now, the reuse of RDDs in a single application is the only reuse technique in Spark. To store RDDs for resue, users need to perform manual programming by using the built-in cache function or persist function in Spark. Then, users can retrieve RDDs from the cache to reuse them by utilizing unpersist function. However, in real cases, it is difficult for users to decide when to save RDDs for resue and how to organize, manage and utilize these reusable RDDs. These characteristics restricts reuse in Spark.
Scheduling mechanism of Spark
In distributed clusters, cluster resources are not usually enough to use. Thus, the scheduling problem [19] still exists. Common scheduling algorithms in distributed clusters are First-In First-Out (FIFO) [20] , round-robin scheduling [21] , priority scheduling [22] , and fairness scheduling [23] . Until now, the scheduling mechanism of Spark can be divided into two levels: The first level is scheduling between different applications and the second is scheduling within an application. They adopt different scheduling algorithms. The FIFO scheduling algorithm Table 1 The common RDDs operations.
reduce.f W .T; T / D> T / W RDDOET D> T save.pat h W St ri ng/ W Outputs RDD to storage system; e.g., HDF S I is adopted in the first level: Applications are placed into an application queue according to their submission orders. Then, the cluster resource scheduler tests the cluster resources. If the current cluster resources can meet the need of the first application in queue, this application will obtain the corresponding resources and be immediately executed; if not, the resource scheduler will continue to test other applications behind the first one in the queue.
The second level in Spark schedules different jobs decomposed from an application by constructing scheduling pools which are like containers. A scheduling pool has three main parameters to implement its scheduling:
(1) Scheduling mode: This parameter supports FIFO scheduling algorithm and FAIR scheduling algorithm. Here, FAIR algorithm adopts round-robin to guarantee every job fairly obtains cluster resources.
(2) Weight: This parameter reflects that one scheduling pool owns the amount of the cluster resources compared with other scheduling pools. Its default value is 1, which means that all the scheduling pools obtain the same amount of cluster resources. Users can set this parameter in the configuration file.
(3) MinShare: This parameter reflects that every scheduling pool can obtain the amount of minimum resources. In FAIR scheduling algorithm, every scheduling pool must obtain the minimum resources according to the minShare value.
Optimization problems and optimization algorithms
In practical applications, we often need to find the maximum or minimum value of a function from all feasible values; this problem is called an optimization problem. Common optimization problems include solving the objective function to obtain the maximum or minimum value in a linear programming problem [24] and solving the shortest travel distance in a traveling salesman problem [25] . Optimization problems can be solved by a certain algorithm, called the optimization algorithm. The common optimization algorithms include hill climbing algorithm [26] , simulated annealing algorithm [27] , and GA [28] . Here, GA simulates biological evolution. After several iterations, GA can usually obtain the optimal solutions of problems. In each iteration, the best individuals are selected from parent population to form a progeny population by GA selection function, which guarantees that the progeny population is superior to the parent population. In addition, some individuals in the progeny population are forced to cross and mutate to produce some new individuals. There, GA can jump out of the local optimal solution and get the global optimal solution in GA. Compared to hill climbing algorithm and simulated annealing algorithm, GA usually has better solutions for optimization problems.
Reuse Degree
From this section, we discuss the proposed scheduling optimization technique based on the reuse of DAGs in Spark, and we begin by defining the reuse degree, which is the first part of the technique.
In Section 2, we mention that a DAG composed of many RDDs can be transformed from a Spark application. From Fig. 3 , we can find two different DAGs and each DAG has an RDDC. If the RDDC generated in Fig. 3a is stored into the cache in advance, we would only need to directly read the RDDC results from the cache when the DAG in Fig. 3b is executed. This is the reuse technique investigated in this study.
Definition of reuse degrees
The execution of RDDs transformation operations requires time. We define this execution time as the execution cost of these operations. The formula for calculating the execution cost is shown as Eq. (1).
Here, OP i denotes the execution cost of the i -th transformation operation of RDDs, S d i denotes the input data size of the i-th transformation operation, and W ti denotes the relative weight of the i -th transformation operation compared with the map operation, which we view as the basic transformation operation. To calculate the relative weight of the i -th transformation operation operat i on i , we propose a simple algorithm as shown in Algorithm 1. In Algorithm 1, the size of input data remains unchanged to calculate the execution time T i , and the algorithm is run on the same hardware configuration. We test the T i severally and calculate the average, denoted as T i . Then, we can obtain the relative weight of transformation operations by comparing the average execution times. The formula to calculate the relative weight is shown as Eq. (2).
Here, W ti , W tj , and W t k denote the relative weight of the i -th, j -th, and k-th transformation operations, respectively. Likewise, T i , T j , and T k denote the average execution time of the i-th, j -th, and k-th transformation operations, respectively. Table 2 shows the relative weight of some common RDDs transformation operations (approximate ratio). When the relative weight of transformation operations is obtained, we can calculate their execution cost by Eq. (1). The reuse degree is defined based on the execution cost: the sum of execution cost of reusable RDDs between two different DAGs. For example, the reuse degree of DAGs in Fig. 3 is the sum of the execution cost of map operation and filter operation.
Algorithm 1 The algorithm to the execution time of
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Calculation of reuse degree
Once the reuse degree is defined, the formula for calculating it can be derived from its definition. For arbitrary two DAG i and DAG j , the formula for calculating the reuse degree between them is shown as Eq. (3).
Here, C r denotes the size of the reuse degree between the two DAGs, and C i denotes the execution cost of the i -th reusable RDD of the two DAGs, which can be calculated as Eq. (4).
Here, OP i can be calculated by Eq. (1), and n i denotes the number of the i -th transformation operation appearancing in the i -th RDD. For example, for the two DAGs in Fig. 3 , assuming the size of input data is 10 MB, referring to Table 2 , the size of the reuse degree between the two DAGs is C r D OP map C OP f i lt er D 2 10 C 2 10 D 40. However, our goal is to obtain the reuse degree of a DAG sequence. For a DAG sequence, the total size of reuse degree can be calculated by the formula shown as Eq. (5).
Here, C rij denotes the size of reuse degree between DAG i and DAG j , which can be calculated by Eq. (3), n denotes the number of DAGs in the DAG sequence, and C ra denotes the total size of reuse degree of the DAG sequence. Our goal is to maximize the C ra .
Global Optimization Function
The global optimization function is the second part of the scheduling optimization technique, which is designed to obtain the maximized C ra . To achieve this goal, we propose two novel concepts: relative location and redundant operation.
Relative location
To reuse different DAGs, the reusable calculation results must first be stored into the reuse warehouse of Spark. Obviously, this warehouse cannot be infinite. The warehouse may not have enough capacity to store reusable calculation results when very many DAGs are processed simultaneously. In addition, the cached results in the reuse warehouse have to be replaced by some replacement strategies. For two DAGs with reusable parts, the reuse results are different for different locations in the DAG sequence: If they are close to each other, the reuse probability is relatively higher. Otherwise, it is much likely that the reusable parts in the reuse warehouse have been replaced by some other calculation results when the second DAG is executed, which means the probability of reusing the two DAGs is much smaller. Therefore, to realize reuse, the location of DAGs in a DAG sequence must be considered.
We propose the concept of relative location to denote the distance between two DAGs in a DAG sequence. The formula for calculating the relative location is shown as Eq. (6).
Here, i denotes the location subscript of DAG i in the DAG sequence, j denotes the location subscript of DAG j in the DAG sequence, and L ij denotes the relative location of the two DAGs. For two DAGs, the larger the size of their reuse degrees, the smaller their relative location. We define the size of relative location to reflect this trait. The formula for calculating the size of relative location is shown as Eq. (7).
Here, C lij denotes the size of the relative location between DAG i and DAG j ; C rij and L ij denote the size of reuse degree in Eq. (3) and relative location in Eq. (6) between DAG i and DAG j , respectively. From Eq. (7), we can find that the size of reuse degree and the relative location between two DAGs are both considered in the size of relative location. When C rij is large and L ij is small, then, C lij will be large. This suggests the two DAGs should be reused, which is reasonable.
Redundant operation
As Fig. 4 shows, the two different DAG sequences have the same DAGs but different DAG orders. In Fig. 4a , the second DAG can reuse the calculated RDDB results of the first DAG, and the third DAG can reuse the RDDC results of the first DAG. The reuse process is as follows: The first DAG calculates RDDB and RDDC and caches the two results into the reuse warehouse of Spark. The second and third DAGs directly read the calculated RDDB and RDDC results from the reuse warehouse, respectively. In Fig. 4b , the situation is different. The second DAG reuses the RDDB result in the first DAG, so the first DAG needs to first calculate the RDDB and then cache the result into the reuse warehouse. Meanwhile, the third DAG reuses the RDDC result in the second DAG. However, the first DAG and the second DAG belong to different applications, and the second DAG has to calculate RDDC from RDDA, which will consume much execution time. Therefore, compared with the DAG sequence in Fig. 4a , the DAG sequence in Fig. 4b needs more execution time.
To describe the above phenomenon, we propose the concept of redundant operation, whereby DAG sequence has different DAG orders. To realize the reuse of DAGs, some orders of the DAG sequence need some extra RDD operations; these operations are called redundant operations. For example, relative to Fig. 4a , the redundant operation in Fig. 4b is the map operation between RDDA and RDDB. We define redundant operation gain based on redundant operation. The redundant operation gain refers to the reduced execution time of some DAG orders of a DAG sequence because the execution of redundant operations is avoided. The formula for calculating redundant operation gain for some parts of a DAG sequence is shown as Eq. (8).
Here, OP i denotes the execution cost of the i -th redundant operations, n denotes the number of redundant operations in this part, and C s denotes the redundant operation gain for some parts of the DAG sequence. The larger the redundant operation gain of a DAG sequence is, the more its execution time is reduced. The redundant operation gain of the total DAG sequence is shown as Eq. (9).
Here, C si denotes the redundant operation gain of the i -th part of DAG sequence, and C sa denotes the redundant operation gain of the total DAG sequence.
Design of the global optimization function
The global optimization function is designed based on the relative location and redundant operation. The input of the function is the reuse degree information of a DAG sequence. First, the size of relative location and redundant operation gain of the DAG sequence are calculated by this function according to the reuse degree information. Then, the function seeks out the optimal DAG sequence with the largest size of relative position and redundant operation gain. Finally, the function outputs the optimal DAG sequence. The core part of the global optimization function is to calculate the optimal DAG sequence, which has the least execution time. The implementation of the global optimization function is discussed in next section.
Cost Optimization Algorithm Based on GA
To implement the global optimization function, we propose a GA-based cost optimization algorithm, which is the third part of the scheduling optimization technique. GA is chosen as the basic algorithm in this paper for the following reasons:
(1) Compared with hill climbing algorithm, simulated annealing algorithm and other common iterative algorithms, GA can overcome the disadvantage of falling easily into local optimal solutions and obtain the global optimal solution.
(2) Compared with traditional enumerated and heuristic optimization algorithms, GA converges easily, which ensures less execution time.
(3) Considering the studied problem, GA does not require too much, and it is well suitable as a DAG sequence is analogous to a chromosome and the DAGs in the DAG sequence to the genes of a chromosome.
The GA process is described as follows: According to the size of the fitness function, GA chooses a certain proportion of individuals from the parent population to form the progeny population. To ensure that the number of individuals in the progeny population is the same as that in the parent population, these chosen individuals are crossed to produce new progeny individuals according to a certain crossover rule. Then, some individuals in the progeny population are chosen to randomly mutate to produce some new progeny individuals. After the mutation, one iteration is completed. The above process is repeated until the final iteration. Next, We introduce some innovative modules of the GA-based cost optimization algorithm.
Algorithm encoding
GA cannot directly deal with the actual problem space of parameters. These parameters need to be converted into individuals with a genetic structure that GA can deal with. This process is called encoding. Considering the one-to-one correspondence between DAGs in the DAG sequence and their subscripts, these subscripts are integers. Therefore, we adopt integer encoding to encode the problem space. For example, a DAG sequence encoded with five DAGs is shown as Table 3 .
Fitness function
In GA, the fitness function is used to evaluate the quality of different individuals in a population to select the best. In Section 4, we have discussed that the global optimization function has two factors: relative location and redundant operations. Therefore, we design the fitness function with two factors: the size of relative location and the redundant operation gain. To address the problem of the fitness function with two factors, the relative weight is proposed, which considers the weight of the size of relative position in the fitness function denoted as w l and the weight of the redundant operation in the fitness function denoted as w s . The formula for calculating the fitness function in the cost optimization algorithm is shown as Eq. (10).
Here, C la denotes the size of the relative location of the DAG sequence, calculated as Eq. (7); C sa denotes the redundant operation gain of the DAG sequence, calculated as Eq. (9); and C f denotes the fitness function. The relationship between w l and w s is shown as Eq. (11).
The relative weight reflects the significance of each factor in the fitness function. How to set the relative weight values depends on the real cases. We set w l as 0.6 and w s as 0.4 in our subsequent experiments.
Crossover function
The discrete crossover function, single-point crossover function, and multi-points crossover function are the common crossover functions. However, these crossover functions are too random, and in many cases, their effects are not acceptable. To avoid this problem, we adopt a novel crossover function, named revolving double heuristic crossover function. The detailed process of this function is described as follows:
(1) Two DAG sequences are randomly selected from a population (they must be different, otherwise, the selection is repeated). For example, two different DAG sequences with five DAGs have been selected as shown in Table 4 .
(2) The fitness of the first two DAGs of the two DAG sequences are compared. If the fitness between DAG 1 and DAG 3 in the first DAG sequence is larger than that between DAG 4 and DAG 5 in the second DAG sequence, then the first DAG sequence remains unchanged in this round of crossover, and the DAGs in the second DAG sequence are rotated counterclockwise until DAG 1 reaches the head of the second DAG Table 4 Two DAG sequences without crossover. sequence and becomes fixed. Again, the remaining four DAGs are rotated counterclockwise until DAG 3 reaches the second location of the second DAG sequence. This process is shown as Table 5 . (3) The fitness of the second and the third DAGs of the two DAG sequences are compared and the above process is repeated until the last two DAGs in the two DAG sequences finish their crossovers. Crossing is stopped when the two DAG sequences are absolutely the same. The result is shown as Table 6 .
(4) One of the original two DAG sequences is randomly replaced with the new DAG sequence produced by the above crossover process. The other original DAG sequence remains unchanged. Therefore, the output of the crossover function is shown as Table 7 (the first DAG is replaced by the new DAG sequence).
At every step of the above crossover process, the DAGs are rotated counterclockwise according to the fitness of DAGs. Therefore, revolving double heuristic crossover function belongs to the heuristic function and its effect is much better than those of the common discrete crossover function, single-point function, and multi-point random crossover function.
Experiments
To prove the efficiency of the GA-based cost optimization algorithm and the scheduling optimization technique based on reuse, we discuss the design of two experiments in this section. Table 6 Two DAG sequences with the last crossover. Table 7 The output of crossover function. 
Experiment of the cost optimization algorithm based on GA
To produce the initial population of the GA-based cost optimization algorithm, an experiment was carried out, in which some DAG sequences were randomly produced by a random function. After several iteration rounds, the DAG sequence with the largest fitness in final population was outputted. To verify the improvement of the GA based-cost optimization algorithm, the individual fitness of population in each iteration was outputted to a text file and compared with those in other iterations. The experimental parameter settings are as follows: The size of population is 20, the DAG sequence length is 10, the number of algorithm iterations is 5, selection probability is 0.8, crossover probability is 0.6, mutation probability is 0.02, relative weight w l is 0.6, and w s is 0.4. The size of reuse degree of DAGs is randomly set from 0 to 50 by a random function in DAG sequence. The experimental result is shown as Fig. 5 .
The horizontal axis in Fig. 5 denotes the individual of a population; the vertical axis denotes the individual fitness. The five colors denote five populations at different iterations as the figure shows. The colored dots denote the individual of a certain population and certain individual fitness. The colored broken lines denote the tendency of individual fitness of different populations. From Fig. 5 , we can find that the further the population is, the higher the location of the broken line of the population is in the coordinate system, which means its individual fitness is larger than that of the previous populations. This proves that the individual fitness of different populations is continually improved by the GA-based cost optimization algorithm. We can further see that the largest individual fitness of the last population is more than 140, which is much larger than the largest individual fitness of the first population, whose value is less than 100. Thus, the GA-based cost optimization algorithm can significantly improve the individual fitness of population.
Experiment of the scheduling optimization technique based on reuse
To prove the feasibility of the scheduling optimization technique based on reuse to defend against APT attack, our programs are run on three different Spark systems. Then, we can conclude by comparing the average turnaround times of applications and the system throughputs of the three different systems. The three different Spark systems are the native Spark system, which is the existing Spark system without any changes, and it is named as native system; the Spark system with reuse technique, which is the native system with a reuse module to realize DAG reuse but is without any scheduling, and it is named as reuse system; and the Spark system with the proposed scheduling optimization technique based on reuse and it is named as scheduling system. Our experimental programs are run on a single machine, whose configuration is as follows: Intel core i3-3240 processor, 4 cores, 3.4 GHz clock speed, 12 GB memory, and 500 GB disk capacity. Software includes Ubuntu 14.04, jdk 1.8.0-60, maven 3.3.9, Spark 1.6.1, and VMware Workstation 11. We constructed a distributed Spark system with three nodes by simulating two worker nodes by a virtual machine. The whole Spark system is faced with resource shortage. Our experimental data is downloaded from the big data benchmark data set of AMPLab [29] , which is developed by Pavlo and some other researchers to describe the site visits suitable for representing log data in APT attacks. The size of experimental data is 1.1 GB, which is large enough for our Spark system. We design three groups of experiment on the aforementioned three systems. Their corresponding data sizes are 100 MB, 500 MB, and 1 GB. The average turnaround time of applications of the three systems is shown as Fig. 6 . Here, the horizontal axis denotes the data size and the vertical axis denotes the average turnaround time of applications. As shown in Fig. 6 , the average turnover time of applications of the native system is larger than those of the other two systems regardless of the data size. This suggests that reuse technique and the scheduling optimization technique can improve Spark performance in using log analysis to detect APT attack. Meanwhile, when the data size is 100 MB, the average turnaround time of the reuse system is slightly lower than that of the scheduling system. The scheduling system may have considerable extra scheduling overhead at a small data size. However, for the reuse system, with the increase of experimental data size, the average turnover time is gradually larger than that of the scheduling system, which suggests the scheduling system is much more efficient.
The system throughput of the three systems is shown as Fig. 7 . Here, the horizontal axis denotes the system throughput and the vertical axis denotes the data size. From Fig. 7 , we can find the system throughput of the scheduling system continues to increase with data size and is maximum at 21.63. However, the system throughputs of the other two systems fluctuate to some degree and their values are gradually smaller than that of the scheduling system. This means that the performance of the scheduling system increases with data size. Therefore, the effectiveness of our scheduling optimization technique to detect APT attacks confirmed.
Conclusions
In this paper, we propose a scheduling optimization 
