Abstract-Signature verification techniques employ various specifications of a signature. Feature extraction and feature selection have an enormous effect on accuracy of signature verification. Feature extraction is a difficult phase of signature verification systems due to different shapes of signatures and different situations of sampling. This paper presents a method based on feature learning, in which a sparse autoencoder tries to learn features of signatures. Then learned features have been employed to present users' signatures. Finally, users' signatures have been classified using one-class classifiers. The proposed method is signature shape independent thanks to learning features from users' signatures using autoencoder. Verification process of proposed system is evaluated on SVC2004 signature database, which contains genuine and skilled forgery signatures. The experimental results indicate error reduction and accuracy enhancement.
I. INTRODUCTION
People Authentication, has been known as an intrinsic part of social life. In recent century, biometric technology is used to verify people. Biometric authentication systems have been used in wide range of applications, such as; banking consumer verification, access control systems, etc.
People recognition systems which are based on biometrics, have two main categories [1] :
Physiological biometrics: It is based on some physical parts of the human body, such as fingerprint, retina, hand scan recognition, etc. Behavioral biometrics: It is based on measuring some characteristics and behaviors of the human, such as handwritten signature, voice, etc. Recognition refers to two different tasks: identification and verification. Identification specifies which user provides a given biometric parameter among a set of known users. However, verification determines if the given biometric parameter is given by a specific known user or is a forgery.
Handwritten signature recognition is one of the most common techniques to recognize identity of a person. However, when dealing with signatures, most of the proposed systems are verification rather than identification thank to daily usage of signature verification systems [2] .
There are two types of signature verification including Offline (static) and Online (dynamic) verification. In offline setting, we have the shape of the signature by capturing or scanning them from papers and system must extract features from the picture of the signature. However, for online setting, system uses devices for capturing extra information while the user is signing [3] . Online signatures have extra information for extraction such as time, pressure, pen up and down, azimuth, etc.
Two types of features can be extracted from a signature: local and global. Local features are so-called because of their relation to each point of signature, such as; x/y positions, pressure, etc. Global features are so-called because of their relation to the whole of the signature and signing process, such as; total time, average pressure, average speed, etc. This paper is organized as follows: Section II presents a brief description of related work in the field of online signature verification. Section III introduces the proposed method. This section includes the feature representation and the classification method. Experimental results and their comparisons have been described in section IV. Finally, section V presents the conclusion for this paper and suggestions for future work.
II. RELATED WORK
There is an extensive literature in the field of signature verification. Most of recent approaches have been described in [1, 4] . The process of signature verification usually divides to three phases:
A. Preprocessing
The signature database must take some preprocesses since there is no guaranty that the signatures of one user will be the same. Several processes have been proposed for this phase, which generally consist of smoothing, rotation and normalization.
Cubic splines can be employed for smoothing purposes to solve the jaggedness in the signatures. Signatures can become rotation-invariant by rotating each signature based on orthogonal regression (Eq.1).
Where and are variance and ( , ) is covariance of the horizontal and vertical components [3] .
The signatures of one person must have same size for better performance. The horizontal and vertical components of the signatures can be normalized to make a standard size of signature (Eq. 2, 3).
Where and are original and and denote the normalized coordinates [5] .
B. Feature extraction
Feature selection and feature extraction play an important role in verification systems. Many studies have been done in the field of feature selection to choose the best set of features for extraction. List of common features have been described in Table 1 [3] . Furthermore, some non-common features have been described in other papers [5] [6] [7] [8] [9] [10] .
C. Classification
After the feature extraction phase, the system must learn the features extracted from reference signature. For classification phase, each signature must compare against reference signature and the difference between features of test signature and reference signature would have been calculated. By having the distances between test and reference signatures, the system can decide for accepting or rejecting the test signature.
There are different options for distance calculation like dmin/max which is minimum/maximum distance between a signature and the patterns of the reference set, dcentral which is the distance between a signature and the center of mass of the reference set, etc. [11] . One of the important parameters in verification system is the threshold value for accepting or rejecting a signature. Consequently, choosing the best threshold is one of the crucial steps. There are two types of thresholds: global and local. For global threshold, system will choose one threshold value for all users. On the other hand, for local threshold, system must choose one threshold per user so that, this approach could lead to better results [11] . There are two types of classifications:
Multi-class classification: In this type of classification, the goal is to distinguish between multiple classes. This type of classification is useful in problems that there are more than one class of features, such as user signature identification, fingerprint identification, etc. One-class classification: In contrary with multi-class classifiers, one-class classifiers' aim is distinguishing one type of class (target) from other classes (outlier). Signature verification problem, outlier detection and machine diagnostics are some applications of oneclass classification. Method PWC+MD-DTW have been described by [3] . Classifying the signatures by TAS/TASS+RLCSS have been used in [6] . SVM classifier have been used in [7] . Probabilistic model classifier and neural network classifier have been described in [8] . Classification by mellin transform, MFCC and neural network have been used in [12] .
As mentioned above, signature recognition problem is an abstract concept, which comprises signature identification and signature verification. In daily usage of authenticating systems such as banking systems, handwritten signature of users have been used to verify the identity of official documents. In these sorts of problems, the main goal is verifying whether a signature belongs to one identified person or not. For classifying a signature as genuine or forgery, one-class classifiers have been commonly used [11] to divide the set into two categories: target and outlier (Figure 1 ). In first step, which is named feature learning, features have been learned by autoencoder. In classification step, database of system has been built using classified represented data from users' reference signatures. These two steps are parts of system training section [10] . Finally, in verification step, which is system-working section, new unknown signatures have been compared against system database (classified data) to be verified. There are three principal phases among described steps which are preprocessing, feature learning using autoencoder, and classification. These phases are explained as follows.
A. Preprocessing
As mentioned, in the preprocessing phase, the first step is normalizing size of the signature. This aim can be achieved by scaling the signature size. At the next step, the mean of the data must become equal to zero for data normalization.
Principal Component Analysis (PCA) is an algorithm that reduces dimensions of signature data and can be used to significantly speed up unsupervised feature learning algorithm. Since the system is training based on signature images, adjacent pixel values are highly correlated and the raw input is redundant. Whitening can make the input less redundant, the features become less correlated with each other and the features all become the same variance.
B. Feature Learning using Autoencoder
There are several techniques for representing raw data with a specific model. The representation of raw data can be exploited to create models of data in an n-dimensional space in which, n refers to number of features in a representation.
For learning features from signatures, a linear autoencoder with sparsity have been used. Figure 3 shows the autoencoder architecture. The signature points have been set for Input and output and autoencoder has been set features to map input to output. This autoencoder has been designed based on gradient descent. The cost function of the spares autoencoder and its related formula have been shown in (Eq. 4-6)
1 . Then learned features have been convolved with large patch. After obtaining features using convolution, mean pooling method has been exploited in order to obtain pooled convolved features. These pooled features can be used for classification (Figure 4 ). 
C. Classification
The significant issues of classification in this type of problems are differences between same user's signatures, diverse circumstances of signing, low amount of signature samples, and forgery signatures. For resolving such issues, selecting an appropriate classifier is very important.
The classifier of the proposed system has a target class, which is class of the user whose signature is being compared with input signature, and the outlier class is other users' sample signatures. As a result, the classifier must create a model of target class for each user.
IV. EXPERIMENTAL RESULTS
In the evaluating process of proposed approach, test signatures have been comprised by comparing their features against reference signatures. SVC2004 Database [13] has been exploited for this phase. SVS2004 database has two categories named Task1 and Task2. Each signature includes a sequence of points, which contains X, Y coordinates, time and pen up/down. Additional information such as azimuth, altitude and pressure are available in Task2. This database provides 20 genuine and 20 skilled forgery signatures from 40 users. Figure 5 shows some examples of genuine and forgery signatures. 
A. Feature Learning
In feature learning phase, all of the users' genuine train samples have been used for training autoencoder. The autoencoder comprises one hidden layer with 1600 nodes and the limited Broyden-Fletcher-Goldfarb-Shanno algorithm (L-BFGS) method with 300 iterations for minimization function.
The size of hidden layer has been selected based on an experiment on autoencoder with hidden size of 500, 1000, 1200, 1600, and 2000 nodes in which the percent of train samples used was 50% and iteration value was set to 300. The results shown a decrement in equal error rate (EER) and an increment in area under the receiver operating characteristic (ROC) curve (AUC) rate while facing hidden layer size increment. The rate of enhancement of EER and AUC rates, decreased for hidden sizes larger than 1600 while computational costs increased and had been prone to overfitting and curse of dimensionality. Finally, the size 1600 has been selected thanks to its computational efficiency and appropriate accuracy.
In addition, another experiment was employed to choose the iteration value. An autoencoder with hidden layer size of 1600 has been trained with different iteration values: 50, 100, 200, 300, 400, and 500.Results shown an increment in AUC and a decrement in EER when iteration value was increased up to 300, so the iteration value has been set to 300.
B. Verification
In verification process, like the SVC2004 Task2 evaluation process, which consist time and pressure data, each user's genuine signatures have been compared against other users' genuine signatures and skilled forgeries of his/her signature. For evaluating proposed method, three one-class classification methods have been used. These classifiers are SVM with RBF (radial basis function) kernel and sigma parameter of 50, KNN with auto-optimized parameter and Gaussian. K-Means with one cluster and PCA based classifier with fraction of explained variance of 0.1 also used for outlier detection. All of the classifiers are available in Matlab open source Data Description toolbox 2 (dd_tools). This toolbox has the ability of obtaining optimal coefficients for classifiers.
For system evaluation, the training set varies from 10% to 90% of genuine signatures. Figures 6 and 7 show the changes of EER and AUC respectively. It is concluded that the number of training and testing signatures has a strong effect on performance of verification system. Figure 6 shows, as the number of train signatures increases, the error rate of proposed method reduces. Gaussian and KNN have the lowest EER. However, SVM and K-Means have the highest EER. For comparison at a certain point, working point of the proposed system has been set to 50% for training set. Figure 8 and 9 show EER and ACU comparison respectively, between classifiers for 50% training set. As a comparison between the proposed system and other approaches, table 3 illustrates the result of other published work with same database. Table 3 Different on-line signature verification methods with skilled forgery Different on-line signature verification methods with skilled forgery Method EER (%) SVC2004 competition [13] 2.89 Fallah et al. [12] 3 Mohammadi et al. [9] 6.33 Alhaddad et al. [8] 5 Rashidi et al. [3] 3.37 Barkoula et al. [6] 5.33 Yahyatabar et al. [7] 4.58 Ansari et al. [5] 2.46 Proposed method (with KNN classifier) 2.15
V. CONCLUSIONS AND FUTURE WORK
The proposed method described in this paper is based on feature learning. Unlike the other works that choose features by hand and have the problem of choosing the best set of features, this system uses unsupervised leaning to choose and extract features from the signature database automatically. The strength of this method is proven experimentally by testing with 1600 signatures of 40 different users involving genuine signatures and forgeries. Experimental results shown EER reduction and AUC enhancement in comparison against other methods. Not only did this method improve the accuracy, but also, it is databaseindependent and has the ability of presenting an ideal system based on obtained results. For the future work, system can be tested on other Latin and non-Latin signature databases. In addition, the proposed system has been designed base on one hidden layer. It can be tested with more than one hidden layer to make use of deep networks advantages.
