Arctic sea ice extent has been of considerable interest to scientists in recent years, mainly due to its decreasing temporal trend over the past 20 years. In this article, we propose a hierarchical spatio-temporal generalized linear model for binary Arctic sea-ice-extent data, where statistical dependencies in the data are modeled through a latent spatio-temporal linear mixed effects model. By using a fixed number of spatial basis functions, the resulting model achieves both dimension reduction and non-stationarity for spatial fields at different time points. An EM algorithm is proposed to estimate model parameters, and an empirical-hierarchical-modeling approach is applied to obtain the predictive distribution of the latent spatio-temporal process. We illustrate the accuracy of the parameter estimation through a simulation study. The hierarchical model is applied to spatial Arctic sea-ice-extent data in the month of September for 20 years in the recent past, where several posterior summaries are obtained to detect the changes of Arctic sea ice cover. In particular, we consider a time series of latent 2 x 2 tables to infer the spatial changes of Arctic sea ice over time. we propose a hierarchical spatio-temporal generalized linear model for binary Arctic sea-ice-extent data, where statistical dependencies in the data are modeled through a latent spatio-temporal linear mixed effects model. By using a fixed number of spatial basis functions, the resulting model achieves both dimension reduction and nonstationarity for spatial fields at different time points. An EM algorithm is proposed to estimate model parameters, and an empirical-hierarchical-modeling approach is applied to obtain the predictive distribution of the latent spatio-temporal process.
Introduction
With the advent of remote sensing campaigns and high-resolution, computationally efficient geographic information systems (GIS), spatio-temporal data on many different variables are becoming available to geoscientists, aiding in the understanding of both spatial variability and temporal dynamics of environmental variables of interest. In this paper, we analyze Arctic sea ice extent, which has drawn considerable attention in recent years due to the decreasing trend of ice cover in very high northern latitudes (e.g., Parkinson et al., 1999; Meier et al., 2007; Stroeve et al., 2007; Comiso et al., 2008; Parkinson, 2014a) . Declining sea ice cover impacts the polar biogeochemical cycles, resulting in changes of behaviors for species that use ice as a habitat or depend on the presence of ice during their life cycles (Meier et al., 2014) . Further, since the Arctic is an important component of Earth's climate system, a persistent reduction of sea ice can cause climate change, such as changes in the Arctic sea surface temperatures (Screen et al., 2013) and more extreme weather in mid-latitude regions (Mori et al., 2014; Cohen et al., 2014) . Recent studies also show that understanding the variability in Arctic sea ice can enhance seasonal climate forecasts of sea surface temperatures associated with the El Niño-Southern Oscillation (ENSO) effect (Cohen et al., 2017) .
Critically, Arctic sea ice has very high albedo values that reflect much of the incoming solar radiation back to space. Therefore, declining sea ice cover means more solar energy will be absorbed by the darker ocean surface and hence retained in Earth's energy system. As a result, there is a feedback effect where the ocean's decreased albedo leads to further retreat of ice cover (e.g., Screen et al., 2013; Pistone et al., 2014) .
Previous studies of Arctic sea ice have mainly focused on purely spatial or purely temporal data summaries. For example, Parkinson (2014a) considered the sea ice extent of both the Arctic and Antarctica for a 35-year period; by visualizing the time series of monthly and yearly areas of sea ice, an increasing trend of Antarctic sea ice cover and a decreasing trend of Arctic sea ice cover were observed. Parkinson (2014b) also considered the length of the Arctic sea ice season (i.e., the number of days for a given Arctic area to be covered by sea ice) and created a spatial map for the reduction of the Arctic sea ice season, which shows spatial information on changes of the Arctic sea ice cover. An analysis of ranks of the monthly Arctic/Antarctic sea ice extents for different years can be found in Parkinson and DiGirolamo (2016) . Although these studies have conveyed useful information on declining Arctic sea ice cover, there are no uncertainty measures associated with their summary statistics. Hence, it is very desirable to apply statistical models to the Arctic sea ice data to make inferences on the underlying spatio-temporal process and associated summaries.
Spatio-temporal statistical models have been well developed in the past two decades, and these models may be divided into two paradigms: "descriptive" spatio-temporal models that describe dependence in both space and time by their covariances, and "dynamic" spatio-temporal models where current spatial variability depends mechanistically on past behaviors. For the former paradigm, the spatio-temporal dependence structure is modeled with a valid spatio-temporal covariance function (e.g., Cressie and Huang, 1999; Gneiting, 2002; Stein, 2005) . Recent developments of descriptive spatio-temporal models mainly focus on large Gaussian datasets (e.g., Higdon, 2002; Bevilacqua et al., 2012; Bai et al., 2012; Zhang et al., 2015; Datta et al., 2016; Zammit-Mangion and Cressie, 2017) . For the latter paradigm, dynamic spatio-temporal models target the process' evolution that is often discretized over time with a first-order vector autoregressive relationship (e.g., Wikle and Cressie, 1999; Wikle et al., 2001; Xu et al., 2005; Katzfuss and Cressie, 2011; Finley et al., 2012; Bradley et al., 2015) .
Arctic sea ice extent is defined here as the total area of Arctic grid cells, each of whose sea-ice concentration is greater than or equal to a cut-off value (e.g., Parkinson et al., 1999; Parkinson, 2014a) . Hence, the data used to calculate the extent are binary, equal to one if a grid cell is specified to be covered with ice and equal to zero otherwise. Related research on calibrating binary outputs from computer models of ice sheets can be found in Chang et al. (2016a,b) . For modeling non-Gaussian spatial observations, the exponential family of distributions and a spatial generalized linear model (GLM) framework proposed by Diggle et al. (1998) is very flexible, where the spatial dependence of observations is captured through a latent Gaussian process. This spatial GLM framework has been applied to modeling large non-Gaussian spatial datasets (e.g., Sengupta and Cressie, 2013; Sengupta et al., 2016; Bradley et al., 2016; Guan and Haran, 2018; Bradley et al., 2017; Shi and Kang, 2017; Linero and Bradley, 2018) . Fitting spatial GLMs to large datasets has computational challenges, since evaluating the likelihood based on a model that includes latent highdimensional Gaussian random effects involves expensive matrix factorizations for large matrices. When applying this framework in the spatio-temporal context, computational challenges are typically magnified due to the larger sizes of spatio-temporal datasets.
Spatial Gaussian-process models can meet the computational challenges by incorporating dimension-reduction or sparse approximations. These include the predictive process model (Banerjee et al., 2008) , the projection-based dimension-reduction approach (Hughes and Haran, 2013; Guan and Haran, 2018) , the sparse approximation by covariance tapering (e.g., Furrer et al., 2006; Kaufman et al., 2008) , the stochastic partial differential equation (SPDE) approach using INLA (e.g., Rue et al., 2009; Lindgren et al., 2011; Blangiardo et al., 2013) , and reduced-rank models that rely on basis-function representations (e.g., Wikle, 2010) .
In this paper, we focus on a low-rank spatial linear mixed effects model Johannesson, 2006, 2008 ) to achieve dimension-reduction for the latent random effects in the spatio-temporal GLM, where the spatio-temporal correlations are modeled by a dynamic spatio-temporal model (e.g., Wikle et al., 2001; Kang et al., 2010; Katzfuss and Cressie, 2011) . Recent developments on efficient Bayesian inference based on spatio-temporal GLMs can be found in Holan and Wikle (2016) ; Bradley et al. (2018) ; Hu and Bradley (2018) and references therein. Through pre-specified basis functions, the spatial linear mixed effects model induces a nonstationary spatial field at different time points, which is very flexible and, in regional, oceanic, and global applications, may be preferred over parametric (stationary) covariance models. In addition, choosing a relatively small fixed number of basis functions makes the computations feasible for very large spatiotemporal datasets.
Following Xu et al. (2005) and Sengupta and Cressie (2013) , we use an EM algorithm (Dempster et al., 1977) to obtain the maximum likelihood estimates (MLEs) of spatiotemporal model parameters. These estimates are then substituted into the hierarchical model to obtain an empirical predictive distribution of the latent probability that a grid cell is covered by sea ice. It is also desirable to look at ice-to-water and water-to-ice transitions from one time point to the next and at neighboring grid cells for a given time.
This involves the joint predictive distribution of 2 × 2 tables of latent probabilities, from which maps and time series show the decrease of Arctic sea ice over the recent past 20 years.
Our proposed dynamic spatio-temporal statistical model can provide well justified uncertainty measures at pixel-scale resolution based on predictive distributions. Then any set of statistical summaries (including ones referred to earlier) can be predicted with proper uncertainty quantification. For example, the spatial map of ice-to-water transition probabilities (see Section 6) provides a risk measure of sea-ice loss at the pixel scale. These local predictions could be used to forecast sea-ice change in specific polar regions under the jurisdiction of different countries. Further, the local spatio-temporal behavior of Arctic sea ice could help with studies of the impact of declining sea ice on polar biogeochemical cycles and on albedo-sea-ice feedback.
The rest of the paper is organized as follows. Section 2 formulates the hierarchical spatio-temporal model for the binary Arctic sea-ice data based on a latent autoregressive process. Section 3 gives the details of the EM algorithm for estimating the model's parameters. Choices of basis functions and a discussion on parameterizing the autoregressive process' propagator matrix are provided in Sections 4.1 and 4.2. We return to the EM algorithm in Section 4.3 and discuss the important problem of specifying its starting values.
In Section 5, we evaluate the performance of the EM algorithm through a simulation study.
Our application to Arctic sea ice is given in Section 6, where the proposed spatio-temporal model is fitted to monthly sea-ice-extent data for the month of September over the recent past 20 years. Section 7 concludes the paper with a brief summary and a discussion of future research. (An appendix provides further details of the EM algorithm and the MCMC algorithm used in our spatio-temporal analyses; and online Supplemental Material contains visualizations and summaries of the EM estimates of the covariance-matrix parameters obtained from fitting a dimension-reduced spatio-temporal model to the Arctic sea ice data.)
Hierarchical Spatio-Temporal Statistical Model
Let z t (s) be a binary spatio-temporal datum observed at a spatial location s ∈ D, where D is the spatial domain of interest, and at a time point t ∈ {1, 2, . . . , T }. Following Diggle et al. (1998) , we model the data as conditionally independent Bernoulli random variables conditional on a latent process {y t (s) : s ∈ D, t = 1, . . . , T }. That is, independently,
where y t (s) = g(p t (s)) and g(·) is a given link function; here we use the logit function,
, and hence y t (s) = log(p t (s)/(1 − p t (s))). The latent process {y t (s)} is further modeled through the following spatio-temporal linear mixed effects model (e.g., Wikle et al., 2001; Kang et al., 2010; Katzfuss and Cressie, 2011) :
where for a time point t = 1, . . . , T , x t (s) is a p-dimensional covariate vector at location s ∈ D; β t is a p-dimensional vector of regression coefficients; η t is an r-dimensional meanzero Gaussian random vector; S t (s) ∈ R r is a basis-function vector evaluated at s; and ξ t (s)
is a Gaussian random variable with mean zero and variance σ 2 ξ,t that models the fine-scale variations. We further assume η t and ξ t (s) are spatially and temporally independent of each other and cov(ξ t (s), ξ u (s )) = σ 2 ξ,t I(u = t; s = s), where I(·) is an indicator function. The temporal dependence of the data is introduced through the latent Gaussian random vectors {η 1 , . . . , η T }. We use a lag-one vector-autoregressive process to model {η t : t = 1, . . . , T } (e.g., Cressie and Wikle, 2011, Ch.7) :
where {H t : t = 2, . . . , T } and {U t : t = 2, . . . , T } are the r × r propagator and r × r innovation matrices at time t, respectively. The propagator matrix H t captures the temporal correlations of random effects between time points t and t − 1. We shall treat H t and U t as unknown parameters to be estimated and assume that for the time period t = 2, . . . , T , H t ≡ H and U t ≡ U. This assumption can be weakened to the case that H t and U t are constant only within shorter time periods (e.g., see discussions in Katzfuss and Cressie, 2011) . We shall develop our methodology below for H t ≡ H and U t ≡ U during a single time period chosen in advance, but in our modeling of the Arctic sea-ice-extent data we allow the two matrices to be different across successive periods (each of five or six years).
It is easy to see that for t > 1, var(η t ) ≡ K t = H t K t−1 H t +U t , where K 1 ≡ K. In addition, for two time points t 1 and t 2 such that 1 ≤ t 1 < t 2 ≤ T , the cross-covariance between η t 1 and η t 2 is cov(η t 1 , η t 2 ) = K t 1 (H t 2 H t 2 −1 · · · H t 1 +1 ) . Hence, the resulting covariance function for the latent spatio-temporal process y t (s) is given by,
which in general is a nonstationary covariance function in both space and time. This is true, even when H t and U t do not depend on t.
Let S t ≡ {s t,1 , s t,2 , . . . , s t,Nt } be the observation locations at time t ∈ {1, . . . , T }; note that the observation locations can be any location s in the continuous spatial domain D. In practice, such locations may be rubbersheeted to the nearest grid-point on a fineresolution grid. For time t, let Z t ≡ (z t (s t,1 ), . . . , z t (s t,Nt )) be the observation vector and ξ t ≡ (ξ t (s t,1 ), . . . , ξ t (s t,Nt )) be the vector of the fine-scale-variation process evaluated at S t .
We stack all the space-time observations into Z ≡ (Z 1 , . . . , Z T ) ; then the likelihood is,
where p(·|·) are conditional probability densities; we write
. . , ξ T ) ; and the parameter set θ ≡ {β 1 , . . . , β T , K, H, U, σ 2 ξ,1 , . . . , σ 2 ξ,T }. Our strategy in this paper is to substitute an estimateθ into the hierarchical model given by (1) and (2). The result is an empirical hierarchical model (EHM).
Since the likelihood (3) does not have an analytical form, we shall use the EM algorithm (Dempster et al., 1977) to obtain maximum likelihood estimates of the parameters θ. The EM algorithm has been successfully applied to estimate the model parameters of spatial and spatio-temporal linear mixed-effects models for Gaussian data (e.g., Xu et al., 2005; Katzfuss and Cressie, 2011) and spatial mixed-effects latent process models within the exponential family of distributions (e.g., Sengupta and Cressie, 2013; Sengupta et al., 2016; Shi and Kang, 2017) . The next section gives a detailed discussion of estimation of θ using the EM algorithm.
Parameter Estimation via the EM Algorithm
In this section, we obtain maximum likelihood estimates (MLEs) of model parameters through the EM algorithm (Dempster et al., 1977) . When the likelihood is difficult to evaluate or maximize, the EM algorithm can be applied to obtain MLEs based on the socalled complete likelihood that is easier to evaluate and maximize. The complete likelihood involves unobserved random variables (the "missing data") and the observations. For the hierarchical model defined in Section 2, we treat the latent random effects η and the finescale-variation vector ξ as unobserved random variables. That is, in (3), we remove the double integrals over η and ξ, resulting in the complete likelihood. The complete log-
where c 1 is a constant (i.e., does not depend on θ).
The E-step (or expectation step) of the EM algorithm is with respect to the posterior conditional density of unobserved random variables, p(η, ξ|Z, θ), but this does not have an analytical form. We resolve this problem by using a Laplace approximation, which has been seen to work well for spatial GLMs (e.g., Sengupta and Cressie, 2013; Sengupta et al., 2016) . Alternatively, the Monte Carlo EM algorithm (MCEM, e.g., Wei and Tanner, 1990; McCulloch, 1997; Booth and Hobert, 1999 ) could be applied to obtain estimates of model parameters and, after the EM algorithm converges, the samples from p(η, ξ|Z,θ) generated in the MCEM algorithm might be used as samples from the empirical predictive distribution of (η , ξ ) . The MCEM algorithm typically needs to draw m Monte Carlo samples from p(η, ξ|Z,θ) at each EM-iteration in order to perform the E-step. Since p(η, ξ|Z,θ) does not have an analytical form, the Metropolis-Hasting algorithm within a Gibbs sampler is needed to draw empirical posterior samples of η and ξ (e.g., McCulloch, 1997) . Using the Laplace approximation, we do this with just oneθ, but the MCEM requires many before the EM algorithm converges. Thus, we prefer the Laplace approximation for computational reasons, and we expect MCEM to be computationally problematic in this spatio-temporal setting due to the very large size of the Arctic sea ice dataset.
Suppose we have completed the -th iteration for the EM algorithm resulting in θ ( ) ; then at the ( + 1)-th iteration, the E-step is
where c 2 is a constant. To apply the Laplace approximation to approximate the expectation of c (θ), we need to obtain the posterior mode of (η, ξ) assuming θ = θ ( ) . Since
the mode of p(η, ξ|Z, θ ( ) ) can be obtained equivalently by maximizing the complete likelihood, p(Z, η, ξ|θ ( ) ), with respect to η and ξ. Then the Laplace approximation replaces the conditional posterior distribution, p(η, ξ|Z, θ ( ) ), with a multivariate Gaussian distribution whose mean is given by the posterior mode of (η, ξ), and whose covariance matrix is given by the inverse of the negative Hessian matrix of the posterior distribution evaluated at the mode.
Next we introduce some notation to form the quadratic term in η. Define B * 1 ≡ (I r , 0, . . . , 0), B * 2 ≡ (−H, I r , 0, . . . , 0), . . ., and B * T ≡ (0, . . . , −H, I r ); then
Further define B ≡ (B * 1 , . . . , B * T ) and C ≡ blockdiag{K, U, . . . , U}; then
Note that B is a sparse lower-triangular matrix with ones along the diagonal. Further, let
Then the first-order derivatives of c (θ) with respect to η and ξ t,i ≡ ξ t (s t,i ) are
Similarly, for t = 1, . . . , T and i = 1, . . . , N t , the second-order derivatives are
Hence, the conditional posterior mode of (η, ξ) can be obtained iteratively by running the Fisher-scoring algorithm (e.g., Jennrich and Sampson, 1976) , which is based on the first-order and second-order derivatives above, until convergence. Let He(η, ξ) denote the Hessian matrix for log p(η, ξ|Z, θ ( ) ):
Then the conditional posterior variances of η and ξ can be approximated by −He(η,ξ) −1 , where (η,ξ) is the estimated posterior mode of p(η, ξ|Z, θ ( ) ). Since He(η, ξ) is highdimensional, the Sherman-Morrison-Woodbury inversion formula (e.g., Henderson and Searle, 1981 ) is used to compute the inverse of the negative Hessian efficiently (see Appendix A).
After the E-step of the ( + 1)-th iteration, the M-step (or maximization step) yields
, and U at this step are available:
However, EM estimates of the fixed-effects regression coefficients, {β t , t = 1, . . . , T }, do not have an analytical form since the algorithm would be based on evaluating E(log(1 + exp(−(2z t,i −1)y t,i ))|Z, θ ( ) ). Following Sengupta and Cressie (2013) , we use a second-order Taylor expansion at the posterior mode of (η, ξ) to approximate this expectation, and then we estimate {β t } using a one-step Newton-Raphson update within the EM algorithm (see Appendix B).
After obtaining the EM estimates of the model parameters, denoted byθ, we substitute them into the predictive distribution to yield the empirical predictive distribution, p(η, ξ|Z,θ). Our approach is then to simulate from this distribution using Markov chain Monte Carlo (MCMC), which in turn yields a predictive distribution of {y t (s) : s ∈ D, t = 1, . . . , T } obtained from (2). Since the full conditional distributions, p(η|ξ, Z,θ) and p(ξ|η, Z,θ), do not have a closed form, the Metropolis-Hastings algorithm within the Gibbs sampler (e.g., Gelfand and Smith, 1990; Gelman et al., 2014 ) is used to obtain the predictive samples of η and ξ (see Appendix C).
4 Implementation Details for the Spatio-Temporal Generalized Linear Model
Specification of basis functions
We first discuss how to choose the basis functions {S t (·) : t = 1, . . . , T }. We assume them to be temporally homogeneous during {1, . . . , T } and consider the basis-function vector S(·) ≡ (S 1 (·), . . . , S r (·)) , although specifying some or all to depend on t causes no extra difficulty in fitting the model. Previous studies on selection of basis functions for the spatial random effects models can be found in Bradley et al. (2011) and Tzeng and Huang (2018) . Here we focus on the compactly supported bisquare function, since it has been successfully applied to capture dependence structures of very large Gaussian and nonGaussian spatial data (e.g., Cressie and Johannesson, 2008; Sengupta and Cressie, 2013) .
Other types of basis functions could also be applied (e.g., wavelets, splines, Wendland, and logistic principal components; see Section 7.1.3 in Cressie and Wikle, 2011) . For
where c j is the center of the j-th basis function S j (·), φ is the radius of its spatial support, and I(·) is an indicator function.
Having multi-resolution spatial basis functions is an effective way to capture different dependence scales (e.g., Cressie and Johannesson, 2008; Nychka et al., 2015; Katzfuss, 2017) . For the simulation studies in Section 5, we adopted a quad-tree design (such as found in for basis-function centers, here for two spatial resolutions.
In addition, some basis functions with centers outside the study domain were included to accommodate the boundary effects . When the multi-resolution basis functions are used, the support radius φ for each resolution is chosen as 1.5 times the shortest distance between basis centers of the same resolution, which allows them to have overlapping non-zero supports (Cressie and Johannesson, 2008) .
Parameterization of the propagator matrix
In this subsection, we discuss how to parameterize the propagator matrix H for modeling the temporal correlations of the spatio-temporal random effects. Since the temporal dependence for the process model in (2) is introduced through {η t }, we can further parameterize H to model temporal correlations both for within-resolution basis functions and for between-resolution basis functions. Recall that here we are considering basis functions with just two resolutions: There are r 1 Resolution-1 basis functions and r 2 Resolution-2 basis functions, where r = r 1 + r 2 . Then we can specify the r × r propagator matrix H as,
where ρ 1 and ρ 2 ≡ ρ 1ρ2 ∈ (0, 1) model the within-resolution auto-correlations for Resolution-1 and Resolution-2 basis functions, respectively; ρ 3 ≡ ρ 1ρ3 ∈ (0, 1) models the betweenresolution auto-correlations of basis functions; the matrix R is an r 2 × r 1 sparse matrix with non-zero entries equal to 1 if a finer-resolution basis function is a (spatial) neighbor of a coarser-resolution basis function. For illustration, consider the simulation study in basis function is indexed as the first basis function; then each row of R corresponding to its four Resolution-2 neighbors has its first element equal to 1 and the other 3 elements equal to 0. Note that H is a square r × r matrix that is not necessarily symmetric.
Estimation of the propagator-matrix parameters {ρ 1 , ρ 2 , ρ 3 } can be embedded easily into the EM algorithm in Section 3. For ρ 1 , its EM update in the M-step has a closed-form solution; for ρ 2 and ρ 3 , closed-form EM updates are not available, so we use a one-step Newton-Raphson update within the EM algorithm (see Appendix B). In the more general case where the propagator matrices are {H t }, the parameters are {ρ 1,t , ρ 2,t , ρ 3,t }. 
Starting values for the EM algorithm
For hierarchical spatial generalized linear mixed models, Sengupta and Cressie (2013) 
t (s), of y t (s) by using g(z t (s) − 0.05) when z t (s) = 1 and g(z t (s) + 0.05) when z t (s) = 0, where recall that g(·) is the logit transform. The starting values of the regression coefficients {β t } can be obtained by using the classical fixed-effects estimates, denoted as {β (0) t }, for the generalized linear models based on covariates {x t (s)} and data {z t (s)}. Then we can obtain the estimated detrended process,
To obtain starting values for K and σ 2 ξ,1 , we first obtain a target covariance matrix
1 )}, which has a closed-form solution (see Cressie and Johannesson, 2008) , and S 1 ≡ (S(s 1,1 ) 
t (s t,i )) 2 /N t , for t = 2, . . . , T .
t (s t,1 ), . . . , 
t }, as follows. The lag-one vector-autoregressive relation of the r-dimensional vector η t implies that
where recall that r = r 1 + r 2 , η t,1 is the subvector of η t made up of the first r 1 entries, and η t,2 is the subvector of η t made up of the last r 2 entries. The subvectors u t,1 and u t,2 are similarly defined from u t , which is the r-dimensional innovation vector that is Gaussian with mean zero and covariance matrix U. Therefore, the starting values, ρ
1 , ρ 
2 , and ρ
3 into (6). After H (0) is obtained, the starting value for the innovation vector u is
T −1 ) ) . Finally, the starting value of U is chosen as
I r , where I r is the identity matrix of size r.
With starting values specified above, we have found that the Fisher-scoring algorithm used to find the conditional posterior mode of (η, ξ) converges very fast (typically within 10 iterations). In our application to the spatio-temporal Arctic sea ice data (Section 6), the EM algorithm with the Laplace approximation in the E-step works well and converges within 40 iterations.
Simulation Study
This section consists of a small simulation study to illustrate the validity of the inferential procedure proposed in Section 3.
Simulation configuration
The spatial domain is on a unit square, time points. We generated L = 100 simulated datasets from the hierarchical model given in (1) and (2). For the trend term, we set β t ≡ β = (0.5, 1) and the covariate for the simulation is {s i,1 : i = 1, . . . , N }, namely, the first coordinates of the spatial locations
To generate the realizations of the spatial random effects, we need to specify the basis-function matrix S, the covariance matrix K, the matrices H and U, and the finescale-variation variances {σ 2 ξ,t }. Figure 1 shows bisquare basis-function centers with two resolutions: Resolution 1 contains r 1 = 2 × 2 = 4 basis functions, and Resolution 2 contains r 2 = 6 × 6 = 36 basis functions. Hence, in the simulation there are r = r 1 + r 2 = 40 spatial basis functions in total. Some Resolution-2 basis centers are outside the study domain to account for boundary effects . We standardized each basis function by subtracting its sample mean and dividing by its sample standard deviation obtained from evaluating the basis function at all the observation locations.
Then we specified the covariance matrix K ≡ var(η 1 ) such that SKS approximates a target covariance matrix Σ 0 , where Σ 0 was generated from an exponential covariance function, σ 2 exp(−h/ψ) with σ 2 = 1 and ψ = 0.2 (practical range = 0.6). Specifically, we first
in order to have 95% of the total variation due to the random effects. Further, H is given by (6), where we used the nearest four Resolution-2 neighbors for each Resolution-1 basis function to define R and specified ρ 1 = 0.4, ρ 2 = 0.4, and ρ 3 = 0.035. The innovation matrix is U = K − HKH , which is positive-definite for the model parameters specified above. Fine-scale-variation variances were specified as σ 2 ξ,t = 0.05 for t = 1, . . . , T , to make the total variation always equal to 1.
Simulation results
The EM-estimation results are shown in Table 1 and Figure 2 . It is seen that the means of the EM estimates of matrices K and U can capture the main patterns of the true matrices.
The dependence structure of random effects associated with basis functions within the same resolution and between two resolutions are well preserved in the EM estimates of K and U. For estimating the scalar parameters β 0 , β 1 , ρ 1 , ρ 2 , ρ 3 , and {σ 2 ξ,t }, the means of the EM estimates given in Table 1 are also very close to their respective true values. We can see that the EM algorithm with a Laplace approximation in the E-step works well in our simulation study. Climate Data Record (CDR) of passive microwave sea ice concentrations (e.g., Peng et al., 2013; Meier et al., 2017) , which provides consistent daily observations on Arctic sea ice.
Currently, both daily and monthly datasets are available from July 1987 to December 2015. The Arctic sea ice extent is obtained as the sum of the areas of grid cells whose sea ice concentration is greater than or equal to 15%. The 15% cut-off value has been used in numerous studies on sea ice extent of polar regions (e.g., Parkinson et al., 1999; Zwally et al., 2002; Meier et al., 2007; Parkinson, 2014a) to create a binary variable that declares whether or not a grid cell is covered by sea ice. Previous studies showed that Arctic sea ice extent has a seasonal cycle and reaches its minimum in September (e.g., Parkinson, 2014a) . We shall focus on the binary data of sea ice extent for the month of September over the 20 years from 1996 to 2015 inclusive. Since Arctic sea/ice locations with latitudes below 60
• North are mostly water in September, our study domain is defined by locations with latitudes greater than or equal to 60
• , which covers the Arctic region ranging from the south end of Greenland to the North Pole (see the left panel of Figure 3 ). The spatial locations of the monthly September data in our spatial domain are the same for different Then we applied the proposed spatio-temporal model to data in each of these four time periods, assuming that H t ≡ H and U t ≡ U in a given period, but allowing them to be different from one period to the next. Notice that there is an overlapping endyear and an overlapping start-year for two consecutive periods, which was deliberate, since our interest is in ice-water transitions for pairs of consecutive years.
To fit the proposed model to the binary spatio-temporal dataset, we need to specify basis functions covering the whole study domain. We used the generic bisquare basis function given in (5) Table 2 : EM estimates of the regression coefficients {β t ≡ (β 0,t , β 1,t ) } and the fine-scalevariation variances {σ The estimates of the propagator-matrix parameters are given in Table 3 , where we fixed ρ 3 = 0 for Period 3, since its estimate was very close to zero. It can be seen that the temporal correlations of the random effects are mainly present for the within-resolution basis functions, and the between-resolution correlations are very weak. A figure and other Figure S1 in the supplementary material).
6.2 Summary statistics based on the empirical predictive distribution of {y t (s)} After obtaining the EM estimates of model parameters, we used MCMC samples generated from the empirical predictive distributions of {η t } and {ξ t } (see Appendix C); then we can readily infer the empirical predictive distribution of {y t (s)} (and hence that of {p t (s)}) based on the MCMC samples. Figure 4 shows the predictive means and predictive standard errors of the latent process {y t (s)} at selected years, from which we can observe spatial regions of high and low values of y t (·) for those selected years. The predictive means and predictive standard errors of the probability process {p t (s)} at year 1999 are given in Figure 5 . Clearly, the latent process, p t (s) = exp(y t (s))/(1+exp(y t (s))), contracts the scale of spatial variability into an almost dichotomous spatial process. On the transformed (logit) scale, it is clear that prediction uncertainties are particularly large for spatial locations around the boundaries of the Arctic sea ice cover, since it is more difficult to determine whether or not those boundary areas are covered by ice. Similarly, in the Canadian Arctic Archipelago region where ice was interlaced with water, the prediction standard errors are also relatively large. We could also classify a spatial pixel to be covered by ice if its predictive mean of p t (s) is greater than or equal to a cut-off value 0.15, in line with the cut-off that defines z t (s). While that map is not shown here, it can be seen to match very closely to the observed sea ice extent. Now we consider summaries based on the predictive distributions of {y t (s)} to infer changes of Arctic sea ice cover over time. In particular, for any two spatial locations s, s ∈ D and any two time points t ≤ t ∈ {1, . . . , T }, consider the following 2 × 2 table:
Here A and B are two sets of possible values of {y t (s) : s ∈ D, t = 1, . . . , T } which, due to the monotonic nature of the logit function, correspond to two sets of possible values of {p t (s)}. We can specify different sets, A and B, to infer the spatial changes of Arctic Figure 5 : Plots of the data and the predictive distribution of {p t (s)} for year 1999. From left to right, the sea-ice-extent data, the predictive means, and the predictive standard errors of {p t (s)}. 
sea ice cover between different time points. For example, we can choose s = s , t = t + 1, A ≡ {y t (s) ≥ g(0.15)}, and B ≡ {y t+1 (s) < g(0.15)}, which can be used to infer icewater transition probabilities for each spatial pixel from t to t + 1 (see Table 5 ), where recall that g(·) is the logit function and 0.15 is an often-used sea-ice-concentration cutoff value to classify whether or not a spatial grid cell is covered by ice. The predictive distribution of y t (s) is obtained from the L samples, {y ( ) t (s) : s ∈ D, t = 1, . . . , T }, using an MCMC algorithm. Then the predictive probability, π 11 (s; t, t + 1) that pixel s is covered by ice at time t but has transitioned to water at time t + 1, can be obtained from
15)); other predictive probabilities in Table 5 can be estimated analogously. 
The "risk" that a spatial pixel at location s is in water at time t + 1 given it is in ice at time t is the conditional probability, π t+1|t (s) ≡ π 11 (s; t, t + 1)/π 1· (s; t), where π 1· (s; t) ≡ π 11 (s; t, t+1)+π 12 (s; t, t+1) > 0. This conditional probability is the ice-to-water transition probability at time t + 1. Spatial regions where this risk is high are of most concern. The upper panels in Figure 6 show the spatial maps of these ice-to-water transition probabilities for years t + 1 = 1997 and t + 1 = 2012, where high-risk values (shown in darker red)
indicate areas with retreating sea ice. The blue background represents (water) pixels where π 1· (s; t) = 0. Maps of all years were created but only two are shown here.
We can also define the weighted average over all spatial pixels of the ice-to-water transition probabilities:
, which is a risk measure of the proportion of the ice regions at time t that have changed to water at time t + 1. The upper panel in Figure 7 shows the time series of the spatially averaged ice-to-water transition probabilities, where a relatively large IWT t+1 value for a given year indicates sharply shrinking Arctic sea ice cover in year t + 1. For example, much larger IWT t+1 are obtained at years t + 1 = 2007 and 2012, which makes sense since in September of those years, some of the smallest sea-ice-cover regions in history were observed.
In an analogous manner, the conditional probability, π 22 (s; t, t + 1)/π 2· (s; t), where π 2· (s; t) ≡ π 21 (s; t, t + 1) + π 22 (s; t, t + 1) > 0, gives the probability obtained from the predictive distribution that a spatial pixel at location s is in ice at time t + 1 given it is in water at time t. This is the water-to-ice transition probability at time t + 1. The lower panels in Figure 6 show the spatial maps of the water-to-ice transition probabilities for years t + 1 = 1997 and t + 1 = 2012, where high values (shown in darker green) indicate the areas that are likely to gain ice in the following year. The light grey background represents (ice) pixels where π 2· (s; t) = 0. Maps of all years were created but only two are shown here.
Similarly, the weighted average over all spatial pixels of the water-to-ice transition The conditional probability map of the ice-to-water transition probability for years t + 1 = 1997 and 2012; the blue color indicates the water regions with π 1· (s; t) = 0, and high-risk areas are indicated by a darker red. Lower panels: The conditional probability map of the water-to-ice transition probability for the same years; the light grey color indicates the ice regions with π 2· (s; t) = 0, and the areas with large probability to gain ice in the following year are indicated by a darker green.
probabilities is given by,
, which provides another summary of the changes of Arctic sea ice extent over time. The lower panel in Figure 7 shows the time series of the WIT t+1 , where a relatively large value for a given year indicates increasing Arctic sea ice cover in year t + 1. For the two years shown in Figure 6 , sea-ice losses clearly outweigh gains.
From the joint predictive distribution of y t (s) at all pixels s and all times, the 2 × 2 table in Table 5 allows summaries based on marginal and joint probabilities and spatial Averaged water-to-ice transition probabilities
Figure 7: The ice-to-water transition probabilities and water-to-ice transition probabilities averaging over space for different years t + 1 = 1997, . . . , 2015.
averages of them. Recall that π 1· (s; t) is the marginal predictive probability of a grid cell to be covered by ice at location s and time t; then the spatial average of the marginal probability of being in ice at time t is given by
. This is easily seen to be equal to the predictive mean of the (latent) sea-ice-extent proportions (SIEP) determined using a cut-off value of 0.15, and hence it is a useful summary of the overall Arctic sea ice extent at time t. Figure 8 shows the time series of the predictive mean of the SIEPs, from which we can observe a decreasing temporal trend in this 20-year period. This time series aligns closely with a time series of sea ice extents shown by Comiso et al. (2008) , which was based directly on the data {z t (s)}.
Furthermore, we can consider all the joint probabilities in the 2 × 2 table given in Table 5 and average them over all the observation locations. In an analogous manner, these are equal to the predictive means of spatial proportions of different ice-water states for consecutive years. 
SIE proportion
Figure 8: The predictive sea-ice-extent proportions for different years. Note that the predictive standard errors are too small to be presented.
declining ice-to-ice area for consecutive years. In contrast, the water-to-water proportion is slightly below 0.5 for 1996, but it increases gradually to 0.6 for 2014, implying a growing water-to-water area for consecutive years. The trends of these two states' proportions represent another quantification that Arctic sea ice cover has retreated over the past two decades. Compared with the ice-to-ice and water-to-water proportions, the overall ice-towater and water-to-ice proportions fluctuate more across different years. We find that the conditional predictive probabilities (Figure 7 ) are more informative for seeing changes in Arctic sea ice extent than the latter two proportions. Proportions ice-to-water ice-to-ice water-to-ice water-to-water Figure 9 : Time series of the predictive means of the spatial proportions of different icewater states for consecutive years. Note that the predictive standard errors are too small to be presented.
Summary and Discussion
In this paper, we have proposed a hierarchical spatio-temporal generalized linear model for analyzing binary sea-ice-extent datasets over time, which builds from the spatial GLM framework in Diggle et al. (1998) . The spatio-temporal correlations of the binary data are modeled by a latent spatio-temporal linear mixed-effects model, which achieves both dimension-reduction for computational efficiency and a flexible nonstationary spatial field at different time points. Then an EM algorithm is developed to estimate the model parameters, and an empirical hierarchical modeling approach is taken, where predictive distributions of the latent probability process {y t (s)} are obtained from an MCMC algorithm.
Based on the predictive samples of {y t (s)}, we proposed several summaries that provide different perspectives on the changes over time of Arctic sea ice cover. In particular, we considered a latent 2 × 2 table based on the joint empirical predictive distribution of y t (s) and y t+1 (s) at two consecutive time points, which is helpful for detecting the trends of the ice-to-water and water-to-ice transition proportions across years. A relative risk could also be computed, based on (π 11 (s; t, t + 1)/π 1· (s; t))/(π 21 (s; t, t + 1)/π 2· (s; t)), which is the ice-to-water risk relative to the water-to-water risk. Other 2×2 tables could be constructed to consider the spatial relationship between neighboring pixels at the same time or indeed at successive times.
From Figure 7 we can see that the fluctuation of September Arctic SIE becomes larger with a longer period after 2005. This may be due to the loss of thick, multi-year Arctic sea ice in previous years (e.g., Kwok et al., 2009) , and consequently September Arctic sea ice becomes more vulnerable to atmospheric forcing.
We wish to make clear that the analysis given is based on the predictive distribution of the latent process y t (s) (equivalently p t (s)). The maps in Figures 4, 5, 6 , and the time series in Figure 8 give a new way to represent the retreating sea ice in the Arctic region, and they come with uncertainty quantification. The signal in the data is in fact very strong, so that predictive standard errors, for example in Figure 8 , are too small to be represented.
In contrast, Figure 7 shows two functionals of the predictive distribution and, apart from Monte Carlo error, there is no uncertainty to attach to them.
Future research will include modeling of the original sea-ice-concentration datasets which may provide more information about Arctic sea ice changes than binary datasets; then the 0-1 inflated model (for cloud cover) given in Sengupta et al. (2016) could be incorporated into the data model in Section 2. Another research direction is the joint modeling of albedo and Arctic-sea-ice data from two satellite instruments, where modeling their spatio-temporal relationship and detecting the albedo-ice feedback effects are of interest (e.g., Pistone et al., 2014 Appendix B. Estimation of the regression coefficients and the propagator matrix EM estimates of the regression coefficients, {β t : t = 1, . . . , T }, do not have a closed-form solution, but they can be obtained using a one-step Newton-Raphson update (Sengupta et al., 2016) within the EM algorithm. Let δ t ≡ (η t , ξ t ) and w t,i ≡ (S t (s t,i ) , e t,i ) , where e t,i is the i-th row of I Nt . Then in the expectation step, given the current parameter vector θ ( ) and the updated estimates of the latent vectors η ( +1) and ξ ( +1) ,
A t,i ≡ −E(log(1 + exp(−(2z t,i − 1)y t,i ))|Z, θ ( ) ) ≈ − log(1 + exp(−(2z t,i − 1)y Based on the first and second derivatives given above, {β 
