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Abstract
In this paper we study a free boundary problem for a ratio-dependent predator-
prey system in one space dimension, with the free boundary only causing by
the prey. We get the existence and uniqueness of the global solution. Then
we discuss the long time behaviors of solution as t → ∞. Moreover, we es-
tablish a spreading-vanishing dichotomy and the criteria for spreading and
vanishing. Finally, when spreading occurs, an accurate limit of the asymp-
totic speed of h(t) is provided as t→∞.
Keywords: free boundary, ratio-dependent model,
spreading-vanishing dichotomy, criteria, asymptotic speed
1. Introduction
The expanding of an alien or a invasive species and the conservation
of native species are the most important topics in biological mathematics.
Many mathematical models are proposed and investigated on the basis of
biomathematics by lots of mathematicians. For example, Du [11, 10, 13, 12],
Wang [24, 23, 25, 21, 20, 19, 22] and other scholars [4, 5, 7, 8] have studied
a lot of biomathematics models with a free boundary and established many
remarkable results. The predator-prey model in a one-dimensional habitat is
represented by the following system{
ut − uxx = λu− u2 − bf(u, v)v, t > 0, x > 0,
vt − dvxx = νv − v2 + cf(u, v)v, t > 0, x > 0,
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where u(t, x) and v(t, x) denote the population densities of prey and preda-
tor at some time t and position x respectively; λ, ν, b, d, c are positive
constants; the function f(u, v) represents functional response. The classical
Lotka-Volterra model assumes that f(u, v) = u. As far as we know, this
model displays the “paradox of enrichment” raised by Hairston et al [14],
which states that sufficient enrichment or increase of the prey-carrying ca-
pacity will destabilize the otherwise stable interior equilibrium. Another is
the so-called “biological control paradox” which proposed by Luck [18], stat-
ing that you can not have both a low and stable prey equilibrium density.
While the ratio-dependent response function f(u, v) = u
u+mv
(m > 0) does
not own both defects. More and more evidences show that in some specific
ecological environments, especially when the predators have to actively seek,
share and plunder the preys, a more reasonable predator-prey model should
be the ratio-dependent model[26, 2, 1].
In the real world, the following phenomenons are very common to us,
(i) One kind of species (prey) inhabits in a initial region. At some time,
another kind of species (the alien or invasive species, predator) invades such
region.
(ii) At the initial state, a kind of pest species (prey) occupied an area
(initial habitat). In order to control and eliminate such pest species, the most
economical and environment-friendly approach is to use biological control, in
other words, to put a certain natural enemy of pest species (predator) in this
area.
Both predator and prey tend to migrate outward to get a new habitat.
On one hand, the prey has a stronger tendency to avoid being hunted in
both cases above. On the other hand, the predator can survive without such
prey because the predator may have other natural sources of food. That is
to say, the expansion of predator is quite independent of spreading of prey.
So it is rational that the free boundary is determined only by the prey. We
assume that the left boundary is fixed and the right boundary is free, and
the spreading front speed is proportional to the prey’s population gradient
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at the front. Thus, the biometrics model is established as follows,

ut − uxx = λu− u2 − buvu+mv , t > 0, 0 < x < h(t),
vt − dvxx = νv − v2 + cuvu+mv , t > 0, 0 < x < h(t),
ux(t, 0) = vx(t, 0) = 0, t ≥ 0,
u(t, x) = v(t, x) = 0, t ≥ 0, x ≥ h(t),
h′(t) = −µux(t, h(t)), t ≥ 0,
u(0, x) = u0(x), v(0, x) = v0(x), h(0) = h0, 0 ≤ x ≤ h0,
(1.1)
where µ, h0 are given positive constants and x = h(t) is the free boundary
to be solved. The initial functions u0(x) and v0(x) satisfy
u0, v0 ∈ C2([0, h0]), u0(x), v0(x) > 0, x ∈ [0, h0),
u′0(0) = u0(h0) = v
′
0(0) = v0(h0) = 0.
Recently Wang and Zhang [21] investigated the same spreading mecha-
nism of the classical Lotka-Volterra type prey-predator model (i.e. f(u, v) =
u). They discussed the asymptotic behaviors of two species and established
the criteria for spreading and vanishing. In particular, they found some new
phenomena. For instance, the sharp criteria for spreading and vanishing in
regard to the initial habitat h0 is not true in some cases. Besides, Wang [19]
studied a free boundary causing by a ratio of prey and predator of the clas-
sical Lotka-Volterra type prey-predator model. Wang and Zhao [24] studied
a double free boundaries in one space dimension and they generalized these
results to higher dimension and heterogeneous environment in [27]. Wang
and Zhang [22] also studied a free boundary causing only by prey in left
boundary and predator in right boundary.
This paper is organized as follows. In section 2, we prove the global
existence and uniqueness of solution to (1.1). In section 3, we study the
long time behaviors of (u, v) when t → ∞. In section 4, we establish the
spreading-vanishing dichotomy and provide the criteria for spreading and
vanishing. Section 5 is devoted to an accurate limit of the asymptotic speed
of h(t). Finally, in section 6 we have a brief discussion.
2. Existence and uniqueness
In this section, we study the existence and uniqueness of the global so-
lution of problem (1.1). Firstly, we prove the local existence and uniqueness
for t ∈ [0, T ] by the Schauder fixed point theorem.
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Set
DT := {(t, x) ∈ R2 : 0 ≤ t ≤ T, 0 ≤ x ≤ h(t)}, ∆t = [0, t]× [0, 1],
and denote
h∗ = −µu′0(h0), Γ = {h0, h∗, ‖u0‖W 2p ([0,1]), ‖v0‖W 2p ([0,1])}.
Theorem 2.1. For any α ∈ (0, 1), there is a 0 < T ≪ 1 such that the
problem (1.1) admits a unique solution
(u, v, h) ∈ [C(1+α)/2,1+α(DT )]2 × C1+α/2([0, T ]),
furthermore,
‖u‖C(1+α)/2,1+α(DT ) + ‖v‖C(1+α)/2,1+α(DT ) + ‖h‖C1+α/2([0,T ]) ≤ C(Γ).
Proof. Step 1. Straighten the free boundary. Let
y = x/h(t), w(t, y) = u(t, h(t)y), z(t, y) = v(t, h(t)y),
then it changes the free boundary x = h(t) into y = 1. Thus (1.1) for
t ∈ (0, T ] is equivalent to

wt − 1h2(t)wyy − h
′(t)
h(t)
ywy = λw − w2 − bwzw+mz := f, 0 < t ≤ T, 0 < y < 1,
zt − dh2(t)zyy − h
′(t)
h(t)
yzy = νz − z2 + cwzw+mz := g, 0 < t ≤ T, 0 < y < 1,
wy(t, 0) = zy(t, 0) = 0, 0 ≤ t ≤ T,
w(t, 1) = z(t, 1) = 0, 0 ≤ t ≤ T,
w(0, y) = u0(h0y), z(0, y) = v0(h0y) 0 ≤ y ≤ 1,
(2.2)
and {
h′(t) = −µh−1(t)wy(t, 1), 0 < t ≤ T,
h(0) = h0.
(2.3)
It is a remarkable fact that (2.2) is an initial-boundary value problem with a
fixed boundary. Moreover, the problem (2.2) has a unique positive solution
(w, z) and (w, z) ∈ [W 1,2p (∆T )]2 with p > 31−α (see Proposition A.1 of Ap-
pendix for proof). To get Theorem 2.1, we just need to prove the existence
and uniqueness of problem (2.2) and (2.3).
Step 2. Existence of the solution (w, z, h) to (2.2) and (2.3). Define
∆hT = {h ∈ C1([0, T ]) : h′(0) = h∗, ‖h′ − h∗‖C([0,T ]) ≤ 1}. (2.4)
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Clearly, ∆hT is a bounded and closed convex set of C1([0, T ]). Notice that
w(t, y) > 0 and w(t, 1) = 0, we have wy(t, 1) < 0 by the Hopf boundary
lemma. For a definite solution (w, z) of problem (2.2), the initial value prob-
lem (2.3) has a unique solution, denoted by h˜(t). If there exists a positive
constant C1 depending only on Γ (we write it as C1(Γ)), such that
‖w‖C(1+α)/2,1+α(∆T ) + ‖z‖C(1+α)/2,1+α(∆T ) ≤ C1(Γ), (2.5)
then h˜(0) = h0, h˜
′(0) = h∗ and
h˜′(t) > 0, h˜′ ∈ Cα/2([0, T ]), ‖h˜′‖Cα/2([0,T ]) ≤ C2(Γ), ∀h ∈ ∆hT . (2.6)
Define a mapping G : ∆hT → C1([0, T ]) by G(h) = h˜. Obviously, G is
continuous in ∆hT . Since h ∈ C1+α/2([0, T ]) is bounded and the imbedding
C1+α/2([0, T ]) →֒ C1([0, T ]) is compact we know that the mapping G is com-
pact. By (2.6), for 0 < T ≤ C−2/α2 (Γ),
‖h˜′ − h∗‖C([0,T ]) ≤ ‖h˜′‖Cα/2([0,T ])T α/2 ≤ C2(Γ)T α/2 ≤ 1.
So G maps ∆hT to ∆hT . Consequently, G has at least one fixed points h ∈ ∆hT
by the Schauder fixed point theorem.
Now we prove the estimate (2.5). For the given h ∈ ∆hT , we can extend h
along the tangential direction of h at point t = T to a new function, denoted
by itself , such that h ∈ ∆hT1 , where T1 ≥ T is to be determined. So when
h ∈ ∆hT we have h ∈ ∆hT1 . By (2.4), it is easy to know that ‖h′‖∞ ≤ 2 + h∗.
So we have
|h(t)− h0| ≤ T1‖h′‖∞ ≤ T1(2 + h∗) ≤ h0/2, ∀t ∈ [0, T1]
as long as T1 = min{1, h02(2+h∗)}. Therefore, h0/2 ≤ h(t) ≤ 3h0/2 for all
t ∈ [0, T1]. By Proposition A.1, there exists a 0 < T∗ ≤ T1, depending
on Γ and the bound of f(t, y, w, z) and g(t, y, w, z) on [0, T1] × [0, 3h0/2] ×
[0, ‖u0‖∞+1]×[0, ‖v0‖∞+1] such that the problem (2.2) has a unique positive
solution (w(t, y), z(t, y)) = (w(t, y; h), z(t, y; h)) and
‖w‖W 1,2p (∆T∗ )⋂ C(1+α)/2,1+α(∆T∗ )+‖z‖W 1,2p (∆T∗ )⋂ C(1+α)/2,1+α(∆T∗ ) ≤ C1(Γ, T∗, T
−1
∗ ).
Since the bound of f and g on [0, T1]×[0, 3h0/2]×[0, ‖u0‖∞+1]×[0, ‖v0‖∞+1]
depends only on Γ, we may think that T∗ depends only on Γ. So we can write
C1(Γ, T∗, T
−1
∗ ) as C1(Γ). So
‖w‖W 1,2p (∆T∗)⋂ C(1+α)/2,1+α(∆T∗) + ‖z‖W 1,2p (∆T∗ )⋂ C(1+α)/2,1+α(∆T∗ ) ≤ C1(Γ).
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Therefore, when 0 < T < T∗, w satisfies
‖w‖W 1,2p (∆T ) + ‖w‖C(1+α)/2,1+α(∆T ) + ‖z‖W 1,2p (∆T ) + ‖z‖C(1+α)/2,1+α(∆T )
≤ ‖w‖W 1,2p (∆T∗ ) + ‖w‖C(1+α)/2,1+α(∆T∗ ) + ‖z‖W 1,2p (∆T∗ ) + ‖z‖C(1+α)/2,1+α(∆T∗ )≤ C1(Γ).
So (2.5) holds.
Step 3. Uniqueness of the solution to (2.2) and (2.3). Suppose (w1, z1, h1)
and (w2, z2, h2) are solutions of the problem (2.2) and (2.3). Then (wi, hi)
with z = zi (i = 1, 2) solves (2.2)and (2.3). Set w = w1 − w2, h = h1 − h2,
we have

wt − h−21 (t)wyy − h
′
1(t)
h1(t)
ywy − a(t, y)w
= (h−21 (t)− h−22 (t))w2yy + (h
′
1(t)
h1(t)
(t)
−h′2(t)
h2(t)
)yw2y + yhb(t, y), 0 < t ≤ T, 0 < y ≤ 1,
wy(t, 0) = 0, w(t, 1) = 0, 0 ≤ t ≤ T,
w(0, y) = 0, 0 ≤ y ≤ 1,
(2.7)
and {
h′(t) = −µh−11 wy(t, 1)− µ(h−11 − h−12 )w2y(t, 1), 0 < t ≤ T,
h(0) = 0,
(2.8)
where
a(t, y) =
f(t, h1(t)y, w1)− f(t, h1(t)y, w2)
w1 − w2 ,
b(t, y) =
f(t, h1(t)y, w2)− f(t, h2(t)y, w2)
(h1(t)− h2(t))y .
Recall ‖wi‖W 1,2p (∆T ) + ‖zi‖W 1,2p (∆T ) ≤ C1(Γ) and 0 < h′i(t) ≤ C2(Γ), h0 ≤
hi(t) ≤ h0 + 1, i = 1, 2. Applying the Lp theory to the problem (2.7) we get
‖w‖W 1,2p (∆T )
≤ C3(Γ)‖(h−21 (t)− h−22 (t))w2yy‖Lp(∆T )
+ ‖(h′1/h1 − h′2/h2)yw2y‖Lp(∆T ) + ‖yhb‖Lp(∆T )
≤ C4(Γ)‖h‖C1([0,T ]).
(2.9)
By the Sobolev embedding theory we can show that there exists a constant
C independent of T−1 such that
[w]Cα/2,α(∆T ), [wy]Cα/2,α(∆T ) ≤ C‖w‖W 1,2p (∆T ).
6
Thus
[wy]Cα/2,α(∆T ) ≤ CC4(Γ)‖h‖C1([0,T ]).
This with (2.8) yields
[h′]Cα/2([0,T ]) ≤ µ[h−11 wy]Cα/2([0,T ]) + [(h−11 − h−12 )w2y]Cα/2([0,T ])
≤ C5(Γ)‖h‖C1([0,T ]).
By means of h(0) = h′(0) = 0, it is easy to get
‖h‖C1([0,T ]) ≤ T α/2‖h′‖Cα/2([0,T ]) ≤ C5(Γ)T α/2‖h‖C1([0,T ]).
We can choose 0 < T˜ (Γ) ≪ 1 such that when 0 < T ≤ T˜ (Γ), h = 0.
By (2.9) we know w = 0. Similarly, we have z := z1 − z2 = 0. Then for
0 < T ≪ 1, we have (w1, z1, h1) = (w2, z2, h2). So for 0 < T ≪ 1, we have
(u1, v1, h1) = (u2, v2, h2). The proof is completed. 
To show the global existence of solution of the problem (1.1), we need to
estimate u, v, h′ as following.
Lemma 2.1. Let (u, v, h) be a solution to problem (1.1), then there exist
constants M1, M2 and M3 independent of T such that
0 < u(x, t) ≤M1, 0 < t ≤ T, 0 < x ≤ h(t),
0 < v(x, t) ≤M2, 0 < t ≤ T, 0 < x ≤ h(t),
0 < h′(t) ≤ M3, 0 < t ≤ T.
(2.10)
Proof. Notice that u > 0, v > 0 in [0, T ]× [0, h(t)). Moreover, u satisfies

ut − uxx = λu− u2 − buvu+mv ≤ λu− u2, 0 < t ≤ T, 0 < x < h(t),
ux(t, 0) = u(t, h(t)) = 0, 0 ≤ t ≤ T,
u(0, x) = u0(x) > 0, 0 ≤ x ≤ h0.
It follows from the compare principle that u ≤ max{‖u0‖∞, λ} := M1. Simi-
larly, v satisfies

vt − dvxx = νv − v2 + cuvu+mv ≤ (ν + c)v − v2, 0 < t ≤ T, 0 < x < h(t),
vx(t, 0) = v(t, h(t)) = 0, 0 ≤ t ≤ T,
v(0, x) = v0(x) > 0, 0 ≤ x ≤ h0.
So v ≤ max{‖v0‖∞, ν + c} := M2.
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By Theorem 2.1, we know that wy(t, 1) < 0. So ux(t, h(t)) < 0. It
follows that h′(t) > 0. It remains to show that there exists a constant M3
independent of T such that h′(t) ≤M3. Define
ΩM := {0 < t < T, h(t)−M−1 < x < h(t)},
and construct an auxiliary function
ω(t, x) := M1[2M(h(t)− x)−M2(h(t)− x)2].
We will choose a properM so that ω(t, x) ≥ u(t, x) holds over ΩM . By direct
calculations, for (t, x) ∈ ΩM , we have
ωt = 2M1Mh
′(t)[1−M(h(t)− x)] ≥ 0,
−ωxx = 2M1M2, λu− u2 − buv
u+mv
≤ λM1.
If M2 ≥ λ/2, then
ωt − ωxx ≥ 2M1M2 ≥ λM1 ≥ λu− u2 − buv
u+mv
, (t, x) ∈ ΩM .
It is obvious that
ω(t, h(t)−M−1) = M1 ≥ u(t, h(t)−M−1), ω(t, h(t)) = 0 = u(t, h(t)).
Thus if we can choose M such that u0(x) ≤ ω(0, x) for x ∈ [h0 −M−1, h0],
then u(t, x) ≤ ω(t, x) in ΩM . So
ux(t, h(t)) ≥ ωx(t, h(t)) = −2MM1, h′(t) = −µux(t, h(t)) ≤M3 := 2MM1µ.
Next we will find some M independent of T such that u0(x) ≤ ω(0, x) for
x ∈ [h0 −M−1, h0]. Divide this interval [h0 −M−1, h0] into [h0 −M−1, h0 −
(2M)−1] and [h0 − (2M)−1, h0]. For x ∈ [h0 − (2M)−1, h0], if we choose
M = max{h−10 ,
√
λ/2,
4‖u0‖C1([0,h0])
3M1
},
then
ωx(0, x) = −2MM1[1−M(h0 − x)] ≤ −MM1 ≤ u′0(x).
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Combining with ω(0, h0) = u0(h0) = 0, we can deduce that
ω(0, h0) ≥ u0(h0), x ∈ [h0 − (2M)−1, h0].
On the other hand, for x ∈ [h0 −M−1, h0 − (2M)−1], if M ≥ 4‖u0‖C1([0,h0])3M1 ,
then
ω(0, x) ≥ 3M1/4, u0(x) ≤ ‖u0‖C1([0,h0])M−1 ≤ 3M1/4.
So u0(x) ≤ ω(0, x) in [h0−M−1, h0−(2M)−1]. Therefore, u0(x) ≤ ω(0, x), x ∈
[h0 −M−1, h0]. 
Theorem 2.2. The solution of problem (1.1) exists and is unique for all
t ∈ (0,∞).
Proof. Suppose Tmax be the maximal time that the solution exists. We
know Tmax > 0 by Theorem 2.1. It remains to show that Tmax = ∞. We
assume that Tmax < ∞. By Lemma 2.1, there exist M1, M2 and M3 inde-
pendent of Tmax such that
0 < u(x, t) ≤M1, 0 < v(x, t) ≤M2, 0 < h′ ≤ M3,
h0 ≤ h(t) ≤ h0 +M3t, t ∈ [0, Tmax), x ∈ [0, h(t)].
Fix δ0 ∈ [0, Tmax). By using of Theorem 2.1, we know that for t ∈ [δ0, Tmax),
v(t, ·), u(t, ·) ∈ C1+αloc [0,+∞). And there exists a constant C∗ > 0 inde-
pendent of Tmax such that ‖u(t, ·)‖W 2p ([0,h(t)]) + ‖v(t, ·)‖W 2p ([0,h(t)]) ≤ C∗ for
t ∈ [δ0, Tmax]. According to the proof of Theorem 2.1, there exists a τ > 0
independent of Tmax such that the solution of problem (1.1) with initial time
Tmax − τ/2 can be extended uniquely to the time Tmax + τ/2. But this con-
tradicts the assumption Tmax <∞. This completes the proof. 
3. Long time behavior of (u, v)
In this section, we will study the long time behavior of the solution (u, v)
of (1.1).
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3.1. Vanishing case h∞ <∞
By Lemma 2.1, x = h(t) is monotonically increasing. So there exists
h∞ ∈ (0,∞] such that lim
t→∞
h(t) = h∞. In order to discuss the long time
behavior of (u, v), we give a vital estimate as the following proposition. The
proof is similar to Proposition 3.1 of [19], so we omit it.
Proposition 3.1. Let (u, v, h) be a solution of problem (1.1). If h∞ < ∞,
then there exists a positive constant M such that
‖u(t, ·)‖C1([0,h(t)]) ≤ M, ∀t > 1, (3.11)
lim
t→∞
h′(t) = 0. (3.12)
The following theorem tells us that if the prey u can not spread to the
whole space, then they will be vanished.
Theorem 3.1. Let (u, v, h) be the solution of problem (1.1). If h∞ < ∞,
then
lim
t→∞
max
0≤x≤h(t)
u(t, x) = 0. (3.13)
Proof. On the contrary we assume that there exist a constant σ > 0 and a
sequence {(tj , xj)}∞j=1 with 0 ≤ xj < h(tj) and tj →∞ as j →∞ such that
u(tj, xj) ≥ 4σ, j = 1, 2, · · · . (3.14)
In view of xj < h∞ < ∞, there exist a subsequence of {xj}, noted by itself,
and x0 ∈ [0, h∞] such that xj → x0 as j → ∞. We claim x0 6= h∞. On the
contrary x0 = h∞, then xj −h(tj)→ 0 (j →∞). By use of (3.14) firstly and
(3.11) secondly, it follows that
|4σ/(xj − h(tj))| ≤ |u(tj, xj)/(xj − h(tj))|
= |(u(tj, xj)− u(tj, h(tj)))/(xj − h(tj))|
= |ux(tj , xj)|
≤M,
where xj ∈ (xj , h(tj)) and M is defined by Proposition 3.1. It is a contradic-
tion as xj − h(tj)→ 0.
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By use of (3.11) and (3.14), there exists δ > 0 such that x0+ δ < h∞ and
u(tj, x) ≥ 2σ, ∀x ∈ [x0, x0 + δ]
for all large j. Since h(tj)→ h∞ (j →∞), without loss of generality we can
think of h(tj) > x0 + δ for all large j. Define
rj(t) = x0 + δ + t− tj .
Because of h′(t) > 0 and h∞ < ∞, there exists a unique τj > tj such that
h(τj) = rj(τj). Thus x0 + δ + τj − tj = rj(τj) = h(τj) < h∞.
Define
Ωj = (tj , τj)× [x0, rj(t)],
uj(t, x) = σe
−k(t−tj )(cos yj(t, x) + cos θ), (t, x) ∈ Ωj ,
with
yj(t, x) = (π − θ)2(x− x0)− (δ + t− tj)
δ + t− tj ,
where θ (0 < θ < π/8) and k are positive constants to be chosen later.
It is easy to calculate that |yj(t, x)| ≤ π − θ for (t, x) ∈ Ωj which implies
uj(t, x) ≥ 0 in Ωj .
We want to compare u(t, x) and uj(t, x) in Ωj. Clearly,
u(t, x0) ≥ 0 = uj(t, x0), u(t, rj(t)) ≥ 0 = uj(t, rj(t)), ∀t ∈ (tj , τj),
u(tj, x) ≥ 2σ > uj(tj , x), ∀x ∈ [x0, x0 + δ].
Thus if θ, k > 0 can be chosen independent of j such that
(uj)t − (uj)xx − uj(λ− uj − b/m) ≤ 0, (x, t) ∈ Ωj , (3.15)
then u ≥ uj in Ωj by the comparison principle. Owing to h(τj) = rj(τj) and
u(τj, h(τj)) = uj(τj , rj(τj)) = 0, we have
ux(τj , h(τj)) ≤ (uj)x(τj , rj(τj)) < 0.
Since θ < π/8 and δ + τj − tj < h∞, then
(uj)x(τj , rj(τj)) = −2σ(pi−θ)δ+τj−tj e−k(τj−tj) sin(π − θ) ≤ − 7σpi4h∞ e−kh∞ sin θ.
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Thus
h′(τj) ≥ −µ(uj)x(τj , rj(τj)) ≥ 7µσπ
4h∞
e−kh∞ sin θ.
This contradicts with (3.12) when τj →∞. Thus (3.13) is true.
Now we state that if θ and k satisfy
θ <
π
8
, sin θ <
(π − θ)2δ2
πh3∞
, (3.16)
k >
2πh∞
δ2(cos θ − cos 2θ) + (
2π
δ
)2 + 2σ +
b
m
, (3.17)
then (3.15) holds for large j. In fact, due to 0 ≤ uj ≤ 2σ and δ+τj−tj < h∞,
it can directly compute that, for (t, x) ∈ Ωj ,
(uj)t − (uj)xx − uj(λ− uj − bm)
= −kuj − σe−k(t−tj)(yj)t sin yj + σe−k(t−tj )(yj)2x cos yj − uj(λ− uj − bm)
≤ (−k + (2pi
δ
)2 + 2σ + b
m
)uj − σe−k(t−tj )[(2(pi−θ)h∞ )2 cos θ −
2pi(x−x0)
δ2
sin yj]
= σe−k(t−tj ) · I
:= Π,
where I = [(−k+(2pi
δ
)2+2σ+ b
m
)(cos yj+cos θ)−(2(pi−θ)h∞ )2 cos θ+
2pi(x−x0)
δ2
sin yj].
Since −(π − θ) ≤ yj ≤ π − θ when (t, x) ∈ Ωj, we can decompose Ωj =
Ω1j
⋃
Ω2j , where
Ω1j = {(t, x) ∈ Ωj : tj < t < τj , π − 2θ < |yj(t, x)| ≤ π − θ},
Ω2j = {(t, x) ∈ Ωj : tj < t < τj , |yj(t, x)| ≤ π − 2θ}.
We easily get | sin yj| ≤ sin 2θ when (t, x) ∈ Ω1j and cos yj ≥ − cos 2θ when
(t, x) ∈ Ω2j . Thanks to x − x0 ≤ h∞ in Ωj , taking advantage of (3.16) and
(3.17) we calculate
Π ≤ σe−k(t−tj)[−(2(π − θ)
h∞
)2 cos θ +
2πh∞
δ2
sin 2θ] < 0
when (t, x) ∈ Ω1j , and
Π ≤ σe−k(t−tj )[(−k + (2π
δ
)2 + 2σ +
b
m
)(cos θ − cos 2θ) + 2πh∞
δ2
] < 0
when (t, x) ∈ Ω2j . So (3.15) holds. 
Now we discuss the long time behaviors of v when h∞ <∞.
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Lemma 3.1. Assume that h∞ <∞. (i) If h∞ > pi2
√
d/ν, then
lim
t→∞
max
0≤x≤h(t)
|v(t, x)− V (x)| = 0, (3.18)
where V (x) is the unique positive solution of the following problem{ −dVxx = V (ν − V ), x ∈ (0, h∞),
V ′(0) = V (h∞) = 0.
(3.19)
(ii)If h∞ ≤ pi2
√
d/(ν + c), then
lim
t→∞
max
0≤x≤h(t)
v(t, x) = 0. (3.20)
(iii) If pi
2
√
d/(ν + c) < h∞ ≤ pi2
√
d/ν, then
0 ≤ lim inf
t→∞
max
0≤x≤h(t)
v(t, x) ≤ lim sup
t→∞
max
0≤x≤h(t)
v(t, x) ≤ V (x). (3.21)
Proof. Case (i), h∞ >
pi
2
√
d/ν. Take ε > 0 so small that h∞− ε > pi2
√
d/ν
and h∞−ε > h0. So there exists T > 0 such that h(t) > h∞−ε for all t > T .
Let Vε(t,x) be the unique positive solution of

Vt − dVxx = V (ν − V ), t > T, 0 < x < h∞ − ε,
Vx(t, 0) = V (t, h∞ − ε) = 0, t > T,
V (T, x) = v(T, x), 0 ≤ x ≤ h∞ − ε.
By the comparison principle we have v(t, x) ≥ Vε(t, x) for t > T and x ∈
[0, h∞ − ε]. Since h∞ − ε > pi2
√
d/ν, we get lim
t→∞
Vε(t, x) = Vε(x) uniformly
on [0, h∞ − ε], where Vε(x) is the unique positive solution of{ −dVxx = V (ν − V ), 0 < x < h∞ − ε,
Vx(0) = V (h∞ − ε) = 0.
Therefore, we have lim inf
t→∞
v(t, x) ≥ Vε(x) uniformly on [0, h∞ − ε]. By using
the continuity of Vε in ε and letting ε→ 0, we get
lim inf
t→∞
v(t, x) ≥ V0(x) = V (x) (3.22)
uniformly on any compact subset of [0, h∞).
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On the other hand, by (3.13), for any 0 < δ ≪ 1, there exists Tδ > 0,
such that when (t, x) ∈ QhTδ := {(t, x) : t ≥ Tδ, 0 ≤ x ≤ h(t)}, we have u < δ.
Let wδ(t, x) be the unique solution of

wt − dwxx = νw − w2 + cδwδ+mw , t > Tδ, 0 < x < h∞,
wx(t, 0) = w(t, h∞) = 0, t ≥ Tδ,
w(Tδ, x) = ρ(x), 0 ≤ x ≤ h∞,
(3.23)
where
ρ(x) =
{
v(Tδ, x), 0 ≤ x ≤ h(Tδ),
0, h(Tδ) < x ≤ h∞.
Then v(t, x) ≤ wδ(t, x) in QhTδ by the comparison principle. By Corollary 3.4
of [6], when h∞ >
pi
2
√
d/(ν + c), we have lim
t→∞
wδ(t, x)→ Vδ(x) uniformly on
[0, h∞], where Vδ(x) is the unique positive solution of{ −dwxx = νw − w2 + cδwδ+mw , 0 < x < h∞,
wx(0) = w(h∞) = 0.
(3.24)
Letting δ → 0, by use of the continuity of Vδ(x) in δ, it follows that Vδ(x)→
V (x). Thus, when h∞ >
pi
2
√
d/ν > pi
2
√
d/(ν + c), we have lim sup
t→∞
v(t, x) ≤
V (x) uniformly on any compact subset of [0, h∞). This combined with (3.22)
deduces that
lim
t→∞
v(t, x) = V (x) in Cloc([0, h∞]). (3.25)
Now we prove (3.18). On the contrary we assume that (3.18) is not true.
Then there exists σ > 0 and {(tj , xj)}∞j=1, with 0 ≤ xj < h(tj) and tj → ∞
as j →∞, such that
|v(tj, xj)− V (xj)| ≥ 2σ, j = 1, 2, ... (3.26)
For 0 ≤ xj < h∞, there exists a subsequence of {xj}, denoted by itself, and
x0 ∈ [0, h∞], such that xj → x0 as j →∞. (3.25) and (3.26) imply x0 = h∞,
i.e., xj−h(tj)→ 0 as j →∞. Since V (x) is continuous in [0, h∞], V (h∞) = 0
and xj → ∞, and by (3.26), we have |v(tj, xj)| ≥ σ for all j ≫ 1. Same as
the first paragraph of the proof of Theorem 3.1, we can get a contradiction.
Case (ii), h∞ ≤ pi2
√
d/(ν + c). In such case, the solution of (3.23) satis-
fying lim
t→∞
wδ(t, x) = 0 uniformly on [0, h∞]. Thus
lim sup
t→∞
v(t, x) ≤ lim
t→∞
wδ(t, x) ≤ 0 (3.27)
14
uniformly on [0, h∞]. Combining with v(t, x) ≥ 0, we have
lim
t→∞
v(t, x) = 0 in Cloc([0, h∞]). (3.28)
Similar to the proof of (3.18), we get (3.20).
Case (iii), pi
2
√
d/(ν + c) < h∞ ≤ pi2
√
d/ν. By the proof of case (i), we
get lim sup
t→∞
v(t, x) ≤ V (x) uniformly on any compact subset of [0, h∞) when
h∞ >
pi
2
√
d/(ν + c). Combining with v(t, x) ≥ 0, we get (3.21). The proof is
finished. 
3.2. Spreading case h∞ =∞
Theorem 3.2. Assume h∞ =∞.
(i)If mλ > b then the solution (u, v) of problem (1.1) satisfies
u ≤ lim inf
t→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ u,
v ≤ lim inf
t→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ v
uniformly on the compact subset of [0,∞), where u, u, v and v are determined
by (3.34) and (3.35).
(ii)If 0 < mλ− b < bν/c, then
lim
t→∞
u(t, x) = u∗ :=
A+
√
∆1
2(b+ cm2)
, lim
t→∞
v(t, x) = v∗ :=
u∗(λ− u∗)
b−m(λ− u∗) ,
where A = λ(2cm2 + b) − mb(ν + 2c), ∆1 = A2 + 4(b + cm2)[(b(ν + c) −
mcλ)](mλ− b).
Proof. The proof uses the iteration method.
Step1. Let M = max{M1,M2}, where M1, M2 are defined by Lemma
2.1. For any fixed L≫ 1 and 0 < ε ≪ 1, let lε be given by Proposition B.1
with d = 1, β = λ and f(u) ≡ 1. Taking accounting to h∞ =∞, we can find
T1 > 0 such that h(t) ≥ lε when t > T1. In view of u ≥ 0, v ≥ 0, we have{
ut − uxx ≤ u(λ− u), t > T1, 0 < x < lε,
ux(t, 0) = 0, u(t, lε) ≤M, t > T1.
Since u(T1, x) > 0 for [0, lε], by using Proposition B.1, we have
lim sup
t→∞
u(t, x) ≤ λ+ ε uniformly on [0, L].
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The arbitrariness of ε and L implies that
lim sup
t→∞
u(t, x) ≤ λ := u1 (3.29)
uniformly on any compact subset of [0,∞).
Step2. For any fixed L≫ 1, 0 < δ ≪ 1 and 0 < ε≪ 1, let lε be given by
Proposition B.1 with β = vδ1 and f(v) = m(v − vδ2)/[(u1 + δ) +mv]. Thanks
to (3.29), there exists T2 > T1 such that u(t, x) < u1 + δ for t > T2. Thus
vt − dvxx ≤ νv − v2 + c(u1+δ)v(u1+δ)+mv
= −vmv2−[mν+(c−1)(u1+δ)]v−(u1+δ)
(u1+δ)+mv
= mv
(v−vδ2)(v
δ
1−v)
(u1+δ)+mv
,
and
vx(t, 0) = 0, v(t, lε) ≤M2, ∀ t > T2,
where M2 is given by Lemma 2.1 and
vδ1 =
mν + (c− 1)(u1 + δ) +
√
[mν + (c− 1)(u1 + δ)]2 + 4m(u1 + δ)ν
2m
> 0,
vδ2 =
mν + (c− 1)(u1 + δ)−
√
[mν + (c− 1)(u1 + δ)]2 + 4m(u1 + δ)ν
2m
< 0.
According to v(T2, x) > 0 for x ∈ [0, lε] and Proposition B.1, we have
v(t, x) < vδ1 + ε uniformly for t > T2 and x ∈ [0, L]. The arbitrariness of ε, δ
and L implies that
lim sup
t→∞
v(t, x) ≤ v01 := v1 (3.30)
uniformly on the compact subset of [0,∞), where
v1 =
mν + (c− 1)u1 +
√
[mν + (c− 1)u1]2 + 4mνu1
2m
> 0.
Step 3. For given L ≫ 1, 0 < δ ≪ 1 and 0 < ε ≪ 1, let lε be given by
Proposition B.1 with d = 1, f(u) = (u− uδ2)/[u+m(v1 + δ)] and β = uδ1.
By (3.30), there exists T3 > T2 such that v(t, x) < v1 + δ. Thus
ut − uxx ≥ λu− u2 − bu(v1+δ)u+m(v1+δ)
= −uu2−[λ−m(v1+δ)]u−(mλ−b)(v1+δ)
u+m(v1+δ)
= u
(u−uδ2)(u
δ
1−u)
u+m(v1+δ)
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and
ux(t, 0) = 0, u(t, lε) ≥ 0, t > T3,
where
uδ1 =
λ−m(v1 + δ) +
√
[λ−m(v1 + δ)]2 + 4(mλ− b)(v1 + δ)
2
> 0,
uδ2 =
λ−m(v1 + δ)−
√
[λ−m(v1 + δ)]2 + 4(mλ− b)(v1 + δ)
2
< 0.
According to u(T3, x) > 0 for x ∈ [0, lε] and Proposition B.1, it follows
that u(t, x) > uδ1 − ε uniformly for t > T3 and x ∈ [0, L]. The arbitrariness
of ε, δ and L implies that
lim inf
t→∞
u(t, x) ≥ u01 := u1 > 0. (3.31)
uniformly on the compact subset of [0,∞), where
u1 =
λ−mv1 +
√
[λ−mv1]2 + 4(mλ− b)v1
2
.
step4. For given L ≫ 1, 0 < δ ≪ 1 and 0 < ε ≪ 1, let lε be given by
Proposition B.1 with β = vδ3 and f(v) = m(v − vδ4)/[(u1 − δ) +mv]. By use
of (3.33), there exists T4 > T3 such that u(t, x) > u1 − δ for t > T4. Thus
vt − dvxx ≥ νv − v2 + c(u1−δ)v(u1−δ)+mv
= −vmv2−[mν+(c−1)(u1−δ)]v−(u1−δ)ν
(u1−δ)+mv
= mv
(v−vδ4)(v
δ
3−v)
(u1−δ)+mv
,
and
vx(t, 0) = 0, v(t, lε) ≥ 0, ∀ t > T4,
where
vδ3 =
mν + (c− 1)(u1 − δ) +
√
[mν + (c− 1)(u1 − δ)]2 + 4mν(u1 − δ)
2m
> 0,
vδ4 =
mν + (c− 1)(u1 − δ)−
√
[mν + (c− 1)(u1 − δ)]2 + 4mν(u1 − δ)
2m
< 0.
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Similar to Step 3, we have
lim inf
t→∞
v(t, x) ≥ v03 := v1 (3.32)
uniformly on the compact subset of [0,∞), where
v1 =
mν + (c− 1)u1 +
√
[mν + (c− 1)u1]2 + 4mνu1
2m
> 0.
Step5. For given L ≫ 1, 0 < δ ≪ 1 and 0 < ε ≪ 1, let lε be given
by Proposition B.1 with β = uδ3 and f(u) = (u− uδ4)/[u+m(v1 − δ)]. By
(3.32), there exists T5 > T4 such that v(t, x) > v1 − δ for t > T5. Thus
ut − uxx ≥ λu− u2 − bu(v1−δ)u+m(v1−δ)
= −uu2−[λ−m(v1−δ)]u−(mλ−b)(v1−δ)
u+m(v1−δ)
= u
(u−uδ4)(u
δ
3−u)
u+m(v1−δ)
and
ux(t, 0) = 0, u(t, lε) ≥ 0, t > T5,
where
uδ3 =
λ−m(v1 − δ) +
√
[λ−m(v1 − δ)]2 + 4(mλ− b)(v1 − δ)
2
> 0,
uδ4 =
λ−m(v1 − δ)−
√
[λ−m(v1 − δ)]2 + 4(mλ− b)(v1 − δ)
2
< 0.
Similar to Step 2, we have
lim sup
t→∞
u(t, x) ≤ u03 := u2 > 0. (3.33)
uniformly on the compact subset of [0,∞), where
u2 =
λ−mv1 +
√
(λ−mv1)2 + 4(mλ− b)v1
2
.
Repeating the above processes, we can find four sequences {ui}, {vi},
{ui}, {vi} such that for all i,
ui ≤ lim inf
t→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ ui,
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vi ≤ lim inf
t→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ vi
uniformly on the compact subset of [0,∞). Moreover, for s > 0, denote
φ(s) =
λ−ms+√(λ−ms)2 + 4(mλ− b)s
2
,
ψ(s) =
mν + (c− 1)s+√[mν + (c− 1)s]2 + 4mνs
2m
,
then
vi = ψ(ui), ui = φ(vi), vi = ψ(ui), ui+1 = φ(vi), i = 1, 2, 3, ...
And the sequences {ui}, {vi}, {ui}, {vi} satisfy
u1 ≤ · · · ≤ ui ≤ lim inf
t→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ · · · ≤ ui ≤ · · · ≤ u1,
v1 ≤ · · · ≤ vi ≤ lim inf
t→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ · · · ≤ vi ≤ · · · ≤ v1.
Since {ui} and {vi} are monotonically non-increasing with upper boundaries
and {ui} and {vi} are monotonically non-decreasing with lower boundaries,
then {ui}, {vi}, {ui}, {vi} have limits which denoted by u, v, u, v respectively
as i→∞. Furthermore,
λ− u− bv
u+mv
= 0, λ− u− bv
u+mv
= 0, (3.34)
ν − v + cu
u+mv
= 0, ν − v + cu
u+mv
= 0. (3.35)
Evidently, we have
u ≤ lim inf
t→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ u,
v ≤ lim inf
t→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ v.
By the upper-lower solutions principle of parabolic equations, the problem
(1.1) for spreading case has an unique solution (u∗, v∗), which satisfies{
λ− u− bv
u+mv
= 0,
ν − v + cu
u+mv
= 0.
(3.36)
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By the first equation of (3.36), we have
v =
u(λ− u)
b−m(λ− u) . (3.37)
Substituting (3.37) into the second equation of (3.36), we have
(b+ cm2)u2 − [λ(2cm2 + b)−mb(ν + 2c)]u− [b(ν + c)−mcλ](mλ− b) = 0.
The assumption mλ− b < bν/c implies b(ν + c)−mcλ > 0. Then
u1 =
A+
√
∆1
2(b+ cm2)
> 0, u2 =
A−√∆1
2(b+ cm2)
< 0.
So u∗ = u1 and v
∗ = u
∗(λ−u∗)
b−m(λ−u∗)
. Moreover, when 0 < mλ− b < bν/c, we get
(u∗, v∗) := (
A +
√
∆1
2(b+ cm2)
,
u∗(λ− u∗)
b−m(λ− u∗)).

4. The spreading-vanishing dichotomy and the criteria of spreading
and vanishing
In this section, we want to establish the spreading-vanishing dichotomy
and study the criteria of spreading and vanishing of problem 1.1. We first
study an eigenvalue problem.
For any given l > 0, let σ1(l) be the first eigenvalue of{ −φxx − (λ− bm)φ = σφ, 0 < x < l,
φx(0) = 0 = φ(l).
(4.38)
Lemma 4.1. Assume mλ > b. If h∞ <∞, then σ1(h∞) ≥ 0.
Proof. We assume σ1(h∞) < 0 to get a contradiction. By the continuity
of σ1(l) < 0 in l and h(t) in t, there exists T ≥ 1 such that σ1(h(T )) < 0.
Suppose w(t, x) be the unique solution of

wt − wxx = w(λ− bm − w), t > T, 0 < x < h(T ),
wx(t, 0) = w(t, h(T )) = 0, t ≥ T,
w(T, x) = u(T, x), 0 ≤ x ≤ h(T ).
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By using the compare principle, we have
w(t, x) ≤ u(t, x), t ≥ T, 0 ≤ x ≤ h(T ).
In view of σ1(h(T )) < 0, it is well known that w(t, x) → w∗(x) as t → ∞
uniformly in compact subset of [0, h(T )), where w∗ is the unique positive
solution of { −w∗xx = w∗(λ− bm − w∗), 0 < x < h(T ),
w∗x(0) = w
∗(h(T )) = 0,
(4.39)
Thus, lim inf
t→∞
u(t, x) ≥ lim
t→∞
w(t, x) = w∗(x) > 0. This contradicts (3.13). The
proof is completed. 
Lemma 4.2. Let
A = {(m, b, λ) : mλ > b}, B = {(m, b, d, λ, ν) : mλ > b+ mν
d
}.
If either
(m, b, λ) ∈ A and π
2
√
m
mλ− b < h∞ <∞
or
(m, b, d, λ, ν) ∈ B and π
2
√
d
ν
< h∞ <∞,
then σ1(h∞) < 0. This contradicts Lemma 4.1. In consequence, if (m, b, d, λ, ν) ∈
A ∪ B, then we get either h∞ =∞ or
h∞ ≤
{
pi
2
√
m
mλ−b
, when (m, b, λ) ∈ A,
min{pi
2
√
d
ν
, pi
2
√
m
mλ−b
} = pi
2
√
m
mλ−b
, when (m, b, d, λ, ν) ∈ B.
That is to say, h∞ =∞ or h∞ ≤ pi2
√
m
mλ−b
when (m, b, d, λ, ν) ∈ A ∪ B.
Proof. As is well-known,
σ1(h∞) = inf
φ∈X
∫ h∞
0
(φ′)2 dx− ∫ h∞
0
(λ− b
m
)φ2 dx∫ h∞
0
φ2 dx
,
where X = {φ ∈ C1([0, h∞]) : φ′(0) = φ(h∞) = 0}.
When (m, b, λ) ∈ A. Choose φ(x) = cos pix
2h∞
. Then φ(x) ∈ X and∫ h∞
0
(φ′)2 dx = pi
2
8h∞
,
∫ h∞
0
φ2 dx = h∞
2
. By h∞ >
pi
2
√
m
mλ−b
, we have∫ h∞
0
(φ′)2 dx−
∫ h∞
0
(λ− b
m
)φ2 dx =
π2
8h∞
− (λ− b
m
)
h∞
2
< 0.
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When (m, b, d, λ, ν) ∈ B and h∞ > pi2
√
d
ν
. As a result of (3.19), we have
V (x) ∈X and d ∫ h∞
0
(V ′)2 dx =
∫ h∞
0
νV 2 − V 3 dx. Hence,∫ h∞
0
(V ′)2 dx−
∫ h∞
0
(λ− b
m
)V 2 dx =
∫ h∞
0
(
ν
d
+
b
m
−λ)V 2 dx−1
d
∫ h∞
0
V 3 dx := I.
Evidently, we have I < 0 when (m, b, d, λ, ν) ∈ B. 
Define
Λ :=
π
2
√
m
mλ− b.
Combining Lemma 4.1 with 4.2, we can draw the following conclusion.
Theorem 4.1. Let (m, b, d, λ, ν) ∈ A ∪ B and (u, v, h) be the solution of
problem (1.1). If h∞ < ∞, then h∞ ≤ Λ. Accordingly, h0 ≥ Λ implies
h∞ =∞ for all µ > 0.
To emphasize the dependence of h on µ and h0, we substitute h(t) with
h(µ, h0; t).
Lemma 4.3. Suppose (m, b, d, λ, ν) ∈ A ∪ B. For any given h0 > 0, there
exists µ0 depending on h0, such that h(µ, h0;∞) =∞ for all µ > µ0.
Proof. We adopt the method in the reference [17]. By Lemma 2.1 there
exists a constant δ∗ > 0 such that{
λu− u2 − buv
u+mv
≥ −δ∗u,
νv − v2 + cuv
u+mv
≥ −δ∗v.
We firstly consider the following equations

wt − wxx = −δ∗w, t > 0, 0 < x < r(t),
zt − dzxx = −δ∗z, t > 0, 0 < x < r(t),
wx(t, 0) = zx(t, 0) = 0, t ≥ 0,
w(t, r(t)) = z(t, r(t)) = 0, t ≥ 0,
r′(t) = −µwx(t, r(t)), t ≥ 0,
w(0, x) = u0, z(0, x) = v0, 0 ≤ x ≤ h0,
r(0) = h0.
(4.40)
Similar to the proof of the problem (1.1), the problem (4.40) has a unique
global solution (w, z, r). According to Proposition C.1, it follows that
u(t, x) ≥ w(t, x), v(t, x) ≥ z(t, x), h(t) ≥ r(t), ∀t > 0, x ∈ [0, r(t)]. (4.41)
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Now we first choose a smooth function r(t) such that
r(0) = h0/2, r
′(t) > 0, r(1) = 2Λ, ∀t > 0.
Then, we consider the following equations

wt − wxx = −δ∗w, t > 0, 0 < x < r(t),
zt − dzxx = −δ∗z, t > 0, 0 < x < r(t),
wx(t, 0) = zx(t, 0) = 0, t ≥ 0,
w(t, r(t)) = z(t, r(t)) = 0, t ≥ 0,
w(0, x) = w0, z(0, x) = z0, 0 ≤ x ≤ r(0),
(4.42)
where the initial value (w0, z0) is smooth and satisfies
0 < w0(x) ≤ u0(x), x ∈ [0, h0/2], w′0(0) = w0(h0/2) = 0, w′0(h0/2) < 0,
0 < z0(x) ≤ v0(x), x ∈ [0, h0/2], z′0(0) = z0(h0/2) = 0, z′0(h0/2) < 0.
According to the choices of r(t) and w0(x), there exists a constant µ
0 > 0
such that for all µ > µ0, we have
r′(t) ≤ −µwx(t, r(t)), t ∈ [0, 1].
By Proposition C.1, we have
w(t, x) ≥ w(t, x), z(t, x) ≥ z(t, x),
r(t) ≥ r(t), t ∈ [0, 1], x ∈ [0, r(t)]. (4.43)
Combining (4.41) with (4.43), it implies
lim
t→∞
h(t) > h(1) ≥ r(1) ≥ r(1) = 2Λ.
Then Theorem 4.1 deduces h(µ, h0;∞) =∞. 
Define
E = {k > 0 : h(µ, h0;∞) =∞, ∀ h0 ≥ k, ∀ µ > 0},
F = { k > 0 : ∀ 0 < h0 < k, ∃ µ0 > 0, s.t. h(µ, h0;∞) <∞, ∀ 0 < µ ≤ µ0}.
Set h∗ := inf E and h∗ := supF . If (m, b, d, λ, ν) ∈ A ∪ B, then [Λ,∞) ⊂
E . In this case, we have h∗ ≤ Λ. In addition, we draw an important conclu-
sion as the following lemma shows.
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Lemma 4.4. h∗ ≥ Λ.
Proof. We want to construct a suitable upper solution of (1.1). We employ
the method in reference [9]. Define
δ =
π
4h0
√
λ
, σ(t) = h0(1 + δ − δ
2
e−γt), t ≥ 0; V (y) = sinπy
2
, 0 ≤ y ≤ 1,
and
w(t, x) = Ke−αtV (
x
σ(t)
), t ≥ 0, 0 ≤ x ≤ σ(t),
where K > 0 is to be determined. We choose K sufficiently large such that
u0(x) ≤ K sin(pi2 xh0(1+δ/2) ), and easily get
u0(x) ≤ w(0, x), σ(0) = (1 + δ
2
)h0 > h0, 0 < x < σ(t),
wx(t, 0) = w(t, σ(t)) = 0, t > 0.
Set α := 1
2
[(pi
2
)2(1 + δ)−2h−20 − λ] > 0. A direct calculations deduce that
wt − wxx − w(λ− w)
= w[−α + (pi
2
)xσ−2(t)σ′(t) cot(pi
2
x
σ(t)
) + (pi
2
)2σ−2(t)− λ+ w]
≥ w[−α + (pi
2
)2σ−2(t)− λ]
≥ w[(pi
2
)2(1 + δ)−2h−20 − λ− α]
> 0, t > 0, 0 < x < σ(t).
Let µ0 = µ0(K) :=
δγh20
Kpi
and α = γ, then for any 0 < µ ≤ µ0, we have

wt − wxx ≥ λw − w2, t > 0, 0 < x < σ(t),
wx(t, 0) = w(t, σ(t)) = 0, t ≥ 0,
σ′(t) ≥ −µwx(t, σ(t)), t ≥ 0,
w(0, x) ≥ u0(x), σ(0) > h0, 0 ≤ x ≤ σ(0).
Hence u(t, x) ≤ w(t, x) and h(t) ≤ σ(t) for t > 0 and 0 ≤ x ≤ σ(t) by
applying Lemma C.1. Thus σ(t)→ h0(1+δ) as t→∞ implies h(µ, h0;∞) <
∞. Hence, Λ ∈ F . Thus, we have h∗ ≥ Λ. 
It is natural that h∗ ≤ h∗. Combining h∗ ≤ Λ and Lemma 4.4, the
following lemma is obtained.
Lemma 4.5. h∗ = h∗ = Λ.
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From the above discussions, we have the spreading-vanishing dichotomy
and the criteria for spreading and vanishing.
Theorem 4.2. Assume that (m, b, d, λ, ν) ∈ A ∪ B. Then either spreading
(h∞ =∞) or vanishing (h∞ < Λ) holds. To be more precisely,
(i)h(ν, h0;∞) =∞ for all h0 ≥ Λ and µ > 0;
(ii)for any given h0 > 0, there exists µ
0 > 0, which depends on h0, such
that h(ν, h0;∞) =∞ for all µ > µ0;
(iii)for any given 0 < h0 < Λ, there exists µ0 > 0,which also depends on
h0, such that h(ν, h0;∞) < Λ for all 0 < µ ≤ µ0.
5. Asymptotic speed of h
In this section, we mainly show that the expanding front speed h(t) is an
ultimate constant 2
√
λ for large time.
Definition 5.1. Assume that u(t, x) is a nonnegative function for x > 0,
t > 0. We call c∗ as the asymptotic speed of u(t, x) if
(a) lim
t→∞
sup
x>(c∗+ε)t
u(t, x) = 0 for any given ε > 0,
(b) lim
t→∞
inf
0<x<(c∗−ε)t
u(t, x) > 0 for any given ε ∈ (0, c∗).
For the following diffusive logistic equation

wt − dwxx = w(a− bw), t > 0, x > 0,
wx(t, 0) = 0, x ≥ 0,
w(0, x) = w0 > 0, t ≥ 0.
It is well known that (see Section 4 in [3]) c∗ := 2
√
ad and
lim inf
t→∞
inf
x<(c∗−ε)t
w(t, x) =
a
b
, lim sup
t→∞
sup
x>(c∗+ε)t
w(t, x) = 0.
for any small ε ∈ (0, c∗).
For the classical logistic problem with a free boundary problem, [11] and
[4] has proved that the expanding front h(t) moves at a constant speed for
large time, that is,
h(t) = (c0 + o(1))t as t→∞.
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And c0 is determined by the following auxiliary elliptic problem

dq′′ − cq′ + q(a− bq) = 0, 0 < y <∞,
q(0) = 0, q′(0) = c/µ, q(∞) = a,
c ∈ (0, 2√ad); q′(y) > 0, 0 < y <∞,
(5.44)
where µ, d, a, b are positive constants.
Proposition 5.1. ([4]) The problem (5.44) has a unique solution (q(y), c)
and c(µ, d, a, b) is strictly increasing in µ and a, respectively. Moreover,
lim
aµ
bd
→∞
c(µ, d, a, b)√
ad
= 2, lim
aµ
bd
→0
c(µ, d, a, b)√
ad
bd
aµ
=
1√
3
. (5.45)
For t ≥ 0 and x ≥ 0, the following inequalities are natural,{
(λ− b/m)u− u2 ≤ λu− u2 − buv
u+mv
≤ λu− u2,
νv − v2 ≤ νv − v2 + cuv
u+mv
≤ (ν + c)v − v2. (5.46)
By the comparison principle, we can deduced that
lim sup
t→∞
h(t)
t
≤ c(µ, 1, λ, 1), (5.47)
lim inf
t→∞
h(t)
t
≥ c(µ, 1, λ− b/m, 1). (5.48)
Define
c1 = 2
√
λ− b/m, c2 = 2
√
λ, c3 = 2
√
dν, c4 = 2
√
d(ν + c).
Evidently, we have Theorem 5.1 as follows. We omit the proof.
Theorem 5.1. For any given 0 < ε≪ 1, the following conclusions hold,
lim sup
µ→∞
lim sup
t→∞
h(t)
t
≤ 2
√
λ, lim inf
µ→∞
lim inf
t→∞
h(t)
t
≥ 2
√
λ− b/m.
Moreover, when µ→∞,
lim inf
t→∞
inf
x>c2+ε
u(t, x) = 0, lim sup
t→∞
sup
0<x<c1−ε
u(t, x) ≥ λ− b
m
,
lim inf
t→∞
inf
x>c4+ε
v(t, x) = 0, lim sup
t→∞
sup
0<x<c3−ε
v(t, x) ≥ ν.
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Intuitively, the prey u should spread faster than the predator v in both
biological invasion and pest control. Before the predator occupies a new
habitat, the prey has colonized the habitat, which provides the predator with
more food. Besides, both the prey and predator live in a region enclosed by
free boundary causing only by the prey, which decides that the spreading
speed of prey is no less than that of predator. Thus, it is rational to assume
that c1 ≥ c4.
Theorem 5.2. Assume that λ− b/m ≥ d(ν + c). Then
lim
µ→∞
lim
t→∞
h(t)
t
= 2
√
λ, (5.49)
and
lim inf
t→∞
inf
0<x<(c2−ε)t
u(t, x) > 0. (5.50)
Proof. We want to construct an lower solution of u(t, x). The assumption
λ− b/m ≥ d(ν + c) implies c1 ≥ c4. Let s := 2M2λ−b/m . Recall that v ≤M2 and
lim inf
t→∞
inf
0<x<c1−ε
u(t, x) ≥ λ − b/m, then there exists a large τ > 0 such that
v(t, x) ≤ su(t, x) for all t > τ and 0 < x < c1 − ε. Let ψ be defined by

ψt − ψxx = (λ− ψ − bsdν+msψ)ψ, t > τ, 0 < x < g(t),
ψx(t, 0) = ψ(t, g(t)) = 0, t > τ,
g′(t) = −µψx(t, g(t)), t > τ.
By Proposition C.2 we have u(t, x) ≥ ψ(t, x) and h(t) ≥ g(t) for t > τ
and 0 < x < g(t). According to Proposition 5.1, we get lim
µ→∞
lim
t→∞
g(t)
t
=
c(µ, 1, λ, 1 + bs
dν+ms
). Thus
lim inf
µ→∞
lim inf
t→∞
h(t)
t
≥ 2
√
λ = c2,
lim inf
t→∞
inf
0<x<(c2−ε)t
u(t, x) ≥ λ
1 + bs/(dν +ms)
> 0.
Combining with Theorem 5.1, we get (5.49) and (5.50). 
Furthermore, similar to Lemma 4.6 of [16], we have the following theorem.
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Theorem 5.3. Assume 0 < mλ− b < bν/c. For any ε ∈ (0, c3), we have
lim inf
t→∞
inf
0<x<(c3−ε)t
u(t, x) = lim sup
t→∞
sup
0<x<(c3−ε)t
u(t, x) = u∗,
lim inf
t→∞
inf
0<x<(c3−ε)t
v(t, x) = lim sup
t→∞
sup
0<x<(c3−ε)t
v(t, x) = v∗,
where (u∗, v∗) is defined by Theorem 3.2.
6. Discussion
This paper is concerned with a ratio-dependent predator-prey system with
Neumann boundary condition and a free boundary x = h(t), which describes
the process of movement for prey species. We proved a spreading-vanishing
dichotomy, in other words, either h∞ =∞ (spreading) or h∞ ≤ Λ (vanishing)
holds. Meanwhile, we found a critical value
Λ =
π
2
√
m
mλ− b ,
which can be called a “spreading barrier” such that the prey will spread
and successfully establish itself if it can break through this barrier Λ, or will
vanish and never break through this barrier. In addition, we obtained a sharp
criteria for spreading and vanishing with respect to the initial habitat h0:
(i)Spreading happens if the size of initial habitat h0 is more than or equal
to Λ, or the moving parameter µ is large enough (µ > µ0) regardless of
the initial habitat’s size (Theorem 4.2(i)(ii)). Furthermore, if mλ > b, then
u(t, x) and v(t, x) satisfy
u ≤ lim inf
t→∞
u(t, x) ≤ lim sup
t→∞
u(t, x) ≤ u,
v ≤ lim inf
t→∞
v(t, x) ≤ lim sup
t→∞
v(t, x) ≤ v
uniformly on the compact subset of [0,∞), where u, u, v and v are de-
termined by (3.34) and (3.35); if 0 < mλ − b < bν/c, then lim
t→∞
u(t, x) =
u∗, lim
t→∞
v(t, x) = v∗, where (u∗, v∗) is the positive equilibrium solution de-
fined by Theorem 3.2.
(ii)Vanishing happens if the size of initial habitat h0 is less than Λ and
the moving parameter µ is less than µ0 (Theorem 4.2(iii)).
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Finally, we get the asymptotic speed of h(t). We want to draw a com-
parison with the uncoupled case. If (1.1) is uncoupled (b = c = 0), then the
prey satisfies 

φt − φxx = φ(λ− φ), t > 0, 0 < x < ς(t),
φx(t, 0) = φ(t, ς(t)) = 0, t ≥ 0,
ς ′(t) = −µφx(t, ς(t)), t ≥ 0,
ς(0, x) = u0(x), 0 ≤ x ≤ ς(0).
By Proposition 5.1, we have
lim
µ→∞
lim
t→∞
ς(t)
t
= 2
√
λ.
More importantly, Theorem 5.2 shows that the ratio h(t)/t has an accurate
limit of 2
√
λ when λ− b
m
≥ d(ν+c) as µ→∞ and t→∞, which implies that
the predator has few influence on the prey’ asymptotic speed. Furthermore,
Theorem 5.3 implies that when 0 < mλ − b < bν/c, if an observer are to
move to the right at a fixed speed less than 2
√
dν, it shall observe that the
two species will stabilize at the unique positive equilibrium state.
This paper has the same boundary conditions as the paper [21], but it
gets different conclusions from it. A striking difference between them is that
the predator v does not impact the critical value Λ in the ratio-dependent
prey-predator problem so that we obtain a sharp criteria for spreading and
vanishing with respect to the initial habitat h0. While in [21] we can not get
such sharp criteria in some cases.
Some results are instructive in real life. On one hand, we confirm that
alien species can have serious impacts on the native species: two species can
coexist (the spreading case), or more seriously, the invasive species (predator)
may upset the ecological balance and wipe out the local species (prey) (the
vanishing case). On the other hand, in order to control and eliminate the pest
species (prey), we must take both approaches at the same time: (i)reduce
the size of the initial habitat of the prey, (ii)decrease the coefficient of the
free boundary. Significantly, it is useful to introduce its natural enemies
(predator) when the initial habitat of the pest species is not very large.
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Appendix
A. The existence and uniqueness of positive solution to (2.2)
Proposition A.1. For any 0 < α < 1 and p > 3
1−α
, there exists a constant
0 < T ≪ 1 such that the problem (2.2) has a unique positive solution (w, z)
and (w, z) ∈ [W 1,2p (∆T ) ∩ C(1+α)/2,1+α]2. Moreover,
‖w‖W 1,2p (∆T )∩C(1+α)/2,1+α + ‖z‖W 1,2p (∆T )∩C(1+α)/2,1+α ≤ C1(Λ, T, T−1).
Proof. Define
UT = {(w, z) ∈ Lp(∆T )× Lp(∆T ) : ‖w − u0‖p,∆T + ‖z − v0‖p,∆T ≤ 1}.
Then UT is closed and convex. The problem (2.2) can divide into (A.1) and
(A.2) 

wt − 1h2(t)wyy − h
′(t)
h(t)
ywy = f, 0 < t ≤ T, 0 < y < 1,
wy(t, 0) = w(t, 1) = 0, 0 ≤ t ≤ T,
w(0, y) = u0(h0y), 0 ≤ y ≤ 1,
(A.1)


zt − dh2(t)zyy − h
′(t)
h(t)
yzy = g, 0 < t ≤ T, 0 < y < 1,
zy(t, 0) = z(t, 1) = 0, 0 < t ≤ T,
z(0, y) = v0(h0y), 0 ≤ y ≤ 1.
(A.2)
Because f and g are continuous in t and x, so they are bounded in Lp(∆T ).
Since h(t) ∈ C1[0, T ], by Lp theory [15], for any given (w, z) ∈ UT , the
problem (A.1) owns a unique solution w˜ ∈ W 1,2p (∆T ) and
‖w˜‖W 1,2p (∆T ) ≤ C(T, h0, h∗)(‖f‖p,∆T + ‖u0‖W 2p ([0,1]))
≤ C(T, h0, h∗, ‖u0‖W 2p ([0,1]))‖f‖p,∆T .
(A.3)
Similarity, (A.2) owns a unique solution z˜ ∈ W 1,2p (∆T ) and satisfies
‖z˜‖W 1,2p (∆T ) ≤ C(T, h0, h∗, ‖v0‖W 2p ([0,1]))‖g‖p,∆T . (A.4)
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Define F(w, z) = (w˜, z˜), then F : UT → Lp(∆T )× Lp(∆T ).
Now we prove the operatorF is continuous and compact. Let (wi, zi), (w, z) ∈
UT and satisfy ‖wi − w‖p,∆T → 0, ‖zi − z‖p,∆T → 0 as i→ 0. Thus
‖f(wi, ·)− f(w, ·)‖p,∆T → 0, ‖g(·, zi, )− g(·, z)‖p,∆T → 0, i→∞.
So
‖F(wi, zi)− F(w, z)‖W 1,2p (∆T )
≤ C(‖f(wi, ·)− f(w, ·)‖p,∆T + ‖g(·, zi)− g(·, z)‖p,∆T )
→ 0, i→∞,
which indicates that F is continuous. Since the imbedding W 1,2p (∆T ) →֒
Lp(∆T ) is compact, the inequality (A.3) and (A.4) show that F : UT →
Lp(∆T )× Lp(∆T ) is a compact operator.
Now we prove that F : UT → UT as long as T is small enough. By the
estimates (A.3) and (A.4) we know
‖F(w, z)− (u0, v0)‖W 1,2p (∆T )
≤ C(T,Λ)(‖f‖p,∆T + ‖g‖p,∆T ), ∀(w, z) ∈ UT .
By the Sobolev embedding theory, we can find q > p such that W 1,2p (∆T ) →֒
Lq(∆T ) and ‖F(w, z) − (u0, v0)‖q,∆T ≤ C(T )‖F(w, z) − (u0, v0)‖W 1,2p (∆T ).
Then we have
‖F(w, z)− (u0, v0)‖p,∆T
≤ C|∆T |(q−p)/pq‖F(w, z)− (u0, v0)‖q,∆T
≤ C(T,Λ)(‖f‖p,∆T + ‖g‖p,∆T )T (q−p)/pq
< 1, ∀u ∈ UT ,
provided 0 < T ≪ 1, where T = T (Λ, ‖f‖p,∆T , ‖g‖p,∆T ). That is F(w, z) ∈
UT . So the operator F has at least one fixed point (w, z) ∈ UT by the
Schauder fixed point theorem. That is to say, the problem (2.2) has at least
one solution (w, z) ∈ UT . Clearly, (w, z) is also in [W 1,2p (∆T )]2. By the
embedding theory, for p > 3
1−α
we have W 1,2p (∆T ) →֒ C(1+α)/2,1+α(∆T ), so
(w, z) ∈ [C(1+α)/2,1+α(∆T )]2. Moreover,
‖w‖W 1,2p (∆T )∩C(1+α)/2,1+α + ‖z‖W 1,2p (∆T )∩C(1+α)/2,1+α ≤ C1(Λ, T, T−1).
Finally, we prove the uniqueness. Suppose (w, z) is another solution of
problem (2.2), by means of continuity of the f(w, ·) and g(·, z), for some
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q > p,
‖(w, z)− (w, z)‖p,∆T
≤ CT (q−p)/pq‖(w, z)− (w, z)‖q,∆T
≤ CT (q−p)/pq‖(w, z)− (w, z)‖W 1,2p (∆T )
≤ CT (q−p)/pq(‖f(w, ·)− f(w, ·)‖p,∆T + ‖g(·, z)− g(·, z)‖p,∆T )
≤ CT (q−p)/pq‖(w, z)− (w, z)‖p,∆T .
This implies (w, z) = (w, z) as long as 0 < T ≪ 1.
Notice that f, g ≥ 0, u0(h0y), v0(h0y) > 0 in (0, T ] × (0, 1), we have
w, z > 0 in [0, T ] × (0, 1). So the solution (w, z) of the problem (2.2) is
positive. The proof is finished. 
B. Estimates of solutions to parabolic partial differential inequali-
ties
Let d, β be positive constants and f(s) be a positive C1 function for s > 0.
Proposition B.1. For any given ε > 0 and L > 0, there exist Tε > 0 and
lε > max{L, pi2
√
d/βf(0)} such that when the continuous function w(t, x) ≥ 0
satisfies 

wt − dwxx ≥ (≤)wf(w)(β − w), t > 0, 0 < x < lε,
wx(t, 0) = 0, t > 0,
w(0, x) > 0, 0 < x < lε,
and w(t, lε) ≥ k if k = 0, while w(t, lε) ≤ k if k > 0 for t > 0, then we have
w(t, x) > β − ε (w(t, x) < β + ε), ∀ t > Tε, x ∈ [0, L].
Furthermore,
lim inf
t→∞
w(t, x) > β − ε (lim sup
t→∞
w(t, x) < β + ε)
uniformly on [0, L].
This proof is similar to the proof of Proposition 8.1 in [24], so we omit it.
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C. Comparison Principle with Free Boundary
Proposition C.1. Suppose that T > 0, u, v ∈ C1,2(OT ), h ∈ C1([0, T ]),
where OT = {(t, x) ∈ R2 : 0 < t < T, 0 < x < h(t)}, and (u, v, h) satisfies

ut − uxx ≥ (λ− u)u, t > 0, 0 < x < h(t),
vt − dvxx ≥ (ν + c− v)v, t > 0, 0 < x < h(t),
ux(t, 0) ≤ 0, vx(t, 0) ≤ 0, t > 0,
u(t, h(t)) = v(t, h(t)) = 0, t > 0,
h
′
(t) ≥ −µux(t, h(t)), t > 0.
If
u(0, x) ≥ u(0, x), v(0, x) ≥ v(0, x), h(0) ≥ h0, x ∈ [0, h(0)],
then the solution (u, v, h) of the problem (1.1) satisfies
u(t, x) ≤ u(t, x), v(t, x) ≤ v(t, x), (t, x) ∈ DT ,
h(t) ≤ h(t), t ∈ [0, T ],
where DT is defined as in the previous part of Theorem 2.1.
Proposition C.2. Let h ∈ C1([0,∞]) with h(t) > 0 for t ∈ [0,∞) and
u ∈ C1,2(O˜T ) with O˜T = {(t, x) ∈ R2 : t > T, 0 < x < h(t)}. Assume that
(u, h) satisfies

ut − uxx ≤ (λ− κu)u, t > T, 0 < x < h(t),
ux(t, 0) = u(t, h(t)) = 0, t > T,
h′(t) = −µux(t, h(t)), t > T
and 0 ≤ u(0, x) ≤ u0(x) on [0, h(0)] and 0 < h(0) ≤ h0. Then
v(t, x) ≥ v(t, x), (t, x) ∈ O˜T , h(t) ≥ h(t), t ∈ [0,∞).
The proofs of Proposition C.1 and C.2 are similar to Lemma 3.1 in [24], and
the proofs are omitted.
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