Abstract. In this paper, by use of affine biquadratic elements, we construct and analyze a finite volume element scheme for elliptic equations on quadrilateral meshes. The scheme is shown to be of second-order in H 1 -norm, provided that each quadrilateral in partition is almost a parallelogram. Numerical experiments are presented to confirm the usefulness and efficiency of the method.
Introduction
Consider the following elliptic boundary value problem:
−∇ · (p(X)∇u) = f (X), X ∈ Ω,
where Ω is a bounded polygonal domain in R 2 with boundary ∂Ω and X = (x, y). Assume that f (X) ∈ L 2 (Ω), p(X) is Lipschitz continuous with the Lipschitz constant L, and 0 < p * ≤ p(X) ≤ p * . Here p * and p * are positive constants.
Finite volume element (FVE) methods [3, 6, 7, 16, 17] , also named as generalized difference methods [13, 14, 19, 22] or box methods [1, 11] , have been widely used in several engineering fields, such as fluid mechanics, heat and mass transfer or petroleum engineering. The FVE methods involve two spaces. One is the solution space S h of piecewise polynomial functions over the primal partition, and another is the test space S * h of piecewise constant functions over the dual partition. Similar as the finite element methods the unknowns are approximated by a Galerkin expansion. FVE procedures are usually easier to implement than finite element procedures and offer most of the advantages of flexibility for handling complicated domain geometries. More important, the test space S such meshes have been considered in [4, 7, 9, 10] . However, for complex geometries, it seems difficult to generate these meshes. Another approach is choosing higher order finite elements as solution space. This approach seems more suitable to handle complex geometries. FVE discretization for Poisson equations, with quadratic basis on different dual partitions, was developed in [15, 19] . Then the method was extended to analyze some nonlinear convection diffusion problems in [23] . In [20, 21] , such approach is adopted to construct more general higher order schemes on unstructured grids, but no theoretical analysis was presented. By use of Gauss integration and approximation replacement of the weak forms, analysis of a discrete biquadratic FVE scheme on rectangular meshes was presented for elliptic problems in [22] . In this paper, we will put forward a second order FVE method for elliptic problems on more general quadrilateral meshes. By use of the properties of affine mapping, we obtain the optimal error estimates in H 1 norm of the scheme under some "almost parallelogram" assumptions about the meshes.
The rest of the paper is organized as follows. In the next section we introduce some necessary notations and obtain a discrete FVE scheme for problem (1) . In Section 3, some auxiliary results about the grids and the FVE weak form are proved. Then we prove an optimal H 1 -error estimates of second-order under some regularity condition. In the last section, numerical examples are presented on uniform and nonuniform quadrilateral meshes to show the efficiency of the method.
Throughout this paper we use C to denote a generic positive constant independent of discretization parameters.
Meshes and notation
Let T h = {Q} be a quadrilateral partition of Ω , which is named primal partition, where the intersection of any two closed quadrilaterals is either an entire side or a common vertex. Let h Q denote the diameter of the element Q and ρ Q denote the maximum diameter of circles contained in Q. We denote by m(Q) the measure of Q.
The primal partition T h is assumed to be regular, i.e., there exists a positive constant C * such that
We also assume that each quadrilateral Q in T h is close to a parallelogram, i.e., (see Fig. 1 )
where h = max{h Q |Q ∈ T h }.
Remark 2.1. We can obtain a family of almost parallelograms satisfying the condition (3) by recursively refining each quadrilateral in any reasonable coarser grid into four smaller quadrilaterals by connecting the opposite midpoints.
in thexŷ-plane be a reference element with the verticeŝ
For any quadrilateral Q ∈ T h , where P i = (x i , y i ), there exists a unique invertible bilinear transformation F Q which maps Q onto Q such that
Let J FQ denote the Jacobian matrix of F Q atX and
denote the Jacobian matrix of Figure 2 . Control volumes in a quadrilateral element.
The approximate solution of (1) will be sought in the discrete space S h defined below. Let S h ( Q) be the standard biquadratic polynomial space on the reference element Q. Then set
In order to establish the FVE scheme, we shall introduce a dual partition T * h of T h , whose elements are called control volumes. For any element Q ∈ T h (see Fig. 2 ) with vertices P i , 1 ≤ i ≤ 4, let M i denote the midpoints of four edges and O denote the averaging center. On each edge, a point P ij is chosen such that
Let i + 1 = 1 if i = 4 and let i − 1 = 4 if i = 1. Then the control volume in Q of a vertex P i is the subregion
Then for each vertex P , we associate a control volume Q * P , which is built by the union of the above subregions, sharing the vertex P . For each midpoint M on an element edge, we associate a control volume Q * M , which is built by the union of the above subregions, sharing a common edge including M . For each averaging center O, we associate a control volume Q
where n denotes the unit outer normal vector to ∂Q * . Let S * h be a piecewise constant space associated with the dual partition T * h . Multiply (5) by a test function v ∈ S * h and sum the result over T * h to yield
Reordering by elements, we have (see Fig. 2 )
where n Pi , n Mi and n O denote the unit outer normal vectors of the involved integral domain.
andā
We can rewrite (6) in the following FVE weak form
Now we introduce two interpolation operators Π and Π * , where Π :
and Π * : S h → S * h is a piecewise constant interpolation operator. Then the finite volume element scheme of (1) is defined by: 
Convergence analysis
In this section, we first investigate several properties of the quadrilateral meshes used in this paper. We will use P Q to denote a line segment, |P Q| to denote its length, and − − → P Q to denote a vector from a point P to a point Q.
Lemma 3.1. Suppose that the quadrilateral P 1 P 2 P 3 P 4 (see Fig. 3 ) satisfies the almost parallelogram condition (3) and
Proof. In Figure 3 , we draw the auxiliary line P 3 P 7 parallel to P 4 P 1 so that P 1 P 7 is parallel to P 4 P 3 , and draw the auxiliary line P 6 P 8 parallel to P 3 P 7 .
Since in the parallelogram P 1 P 7 P 3 P 4 , the line P 6 P 8 is parallel to P 3 P 7 , then
Thus, the proof of Lemma 3.1 is completed.
Lemma 3.2. For any quadrilateral P 1 P 2 P 3 P 4 (see Fig. 3 ), let O 1 and O 2 denote the midpoints of the two diagonals of P 1 P 2 P 3 P 4 respectively. Then the condition (3) is equivalent to the following midpoints-distance condition
Proof. If the point P 7 falls on the line P 2 P 4 , then
Otherwise, consider P 2 P 7 P 4 . Since the quadrilateral P 1 P 7 P 3 P 4 is a parallelogram, then O 1 and O 2 are the midpoints of P 2 P 4 and P 7 P 4 . Hence, O 1 O 2 is parallel to the line P 7 P 2 , and
Therefore, if the condition (3) holds, then (13) is true. On the other hand, (13) also implies condition (3).
According to the results in [5] , we have the following lemma. 
Lemma 3.4. Consider the same assumptions as in Lemma 3.2. Then
and
Proof. From Lemma 3.2 and Lemma 3.3, we know that the condition (3) is equivalent to the small angles condition (14) . Then, by Lemma 3.1, we know that the quadrilateral P 1 P 5 P 6 P 4 satisfies the small angles condition (14) . We consider the parallelogram P 1 P 8 P 6 P 4 to see that
where θ 1 is the acute angle between the two normals to the P 1 P 4 and P 5 P 6 , and θ 2 is the acute angle between the two normals to opposite sides the P 1 P 5 and P 4 P 6 . Similarly, we have
Thus, the proof is completed. Now we define a discrete H 1 semi-norm on S h (see Fig. 2 ):
where
Here P i+1 = P 1 if i = 4. The following lemma gives the equivalence of the normal H 1 semi-norm and the discrete one.
Lemma 3.5. Assume that the partition T h satisfies the conditions (3) and (4) . Then for any u h ∈ S h , there exist positive constants C 0 and C 1 independent of h such that
Proof. According to Lemma 3.2 and [8, 18] , we have
Hence,
Let Y u h ,Q and Z u h ,Q denote two vectors related to u h on Q satisfying (see Fig. 2 )
Here G is the element mass matrix and H is produced from the element stiffness matrix of one dimensional quadratic basis. So that by using a computer algebra system (CAS) like maple one can verify the following equality
From the properties of tensor product [2, 12] , maximum and minimum eigenvalues of H ⊗ G and G ⊗ H can be evaluated by the products of the eigenvalues of the matrices H and G:
So using maximum and minimum eigenvalues and equality
we obtain the following estimates immediately
.
Combining this estimate with (19) and summing the result over T h , we get the desired result.
The following trace theorem [8] will be used in Lemma 3.6 about the continuity of a(·, Π * ·): for any domain Ω with a Lipschitz boundary, we have
Proof. In view of (7), we reorder by edges to get
It follows from the Cauchy-Schwartz inequality, trace theorem and (10) that
According to the definition of the discrete H 1 semi-norm, it is obvious that
So we estimate the rest terms similarly and combine the results to obtain
Gathering over all elements and using Lemma 3.5 gives
Thus, we get the desired result.
To obtain the coercivity of the bilinear form a(·, Π * ·), we will have to use the following two lemmas about partitioned matrix. Proof. First, suppose that the matrix A κB κB T κ 2 A is positive definite. Since κ = 0, for any α ∈ R 1×n , we note that
So the matrices (A ± B + B 
Note that (α 1 + κα 2 ) = (α 1 − κα 2 ) = 0 only when α = 0. So the above inequality becomes an equality only when α = 0. Therefore, the matrix A κB κB T κ 2 A is positive definite.
As a direct deduction of Lemma 3.7, we have the following result. 
Lemma 3.8. Let A and B be two partitioned matrices such that
Now we make another assumption about the quadrilateral elements in T h . Let θ Q denote any interior angle of Q ∈ T h . Assume that
where τ ≥ 0 is a constant to be determined later. (2), (3) and (21) . Then for sufficiently small h, there exists a constant C 0 > 0 such that
Lemma 3.9. Suppose that the partition T h satisfies the conditions
Proof. According to the definition (8), reordering by edges gives 
the quadratic basis in one dimension. After the the geometry transformation, we integrate the above equation along the reference element edges with respect to tensor product to give that
where the partition matrix
Here the matrices (A 1 ) 6×6 and (A 1 ) 6×6 reflect the contraction distortion, while the matrices (A 2 ) 6×6 and (A 2 ) 6×6 reflect the rotational distortion. The entries of these matrices are specified as follows
0, else, and The matrices A 1 and A 2 take a similar form as above. In order to study the properties of the matrix A, we shall first introduce an auxiliary matrixÃ. Since the grids considered in this paper are almost parallelograms, we assume that Q is a parallelogram first, then setÃ = 1 2 (A + A T ). Without loss of generality, choose Fig. 2 ). Let κ = |P 1 P 4 |/|P 1 P 2 |. Therefore, We can calculate that the minimum principal minor determinant of the matrices It is easy to verify that the function F (t) is monotone decreasing for t ∈ [0, 1] and there exists a root t 0 ∈ (0, 1) (this root ≈ 0.7598). So we can choose τ < t 0 in (21) such that F (| cos(θ Q )|) > 0. Then the principal minor determinants of the above matrices are all positive. Thus these matrices are positive definite. Now by Lemma 3.8 we know that the matrix ⎡
is positive definite too with its minimum eigenvalue λ τ > 0, which is depending on the constant τ . Then using the regularity condition (2), Lemma 3.2 and ( [18] , Lem. 1), we have
where λ min (Ã) denotes the minimum eigenvalue ofÃ.
We now should consider the difference between the matrixÃ on a parallelogram and the matrix 1 2
Under the condition (3), we see from [13] that
Using Lemma 3.1 and Lemma 3.4, we see that
Thus by (24)- (26), we can verify that when h is small enough,
Since the partition is regular, then h
where λ max (D) denotes the maximum eigenvalue of the matrix D.
Combining the results above with the definition (17), we havē
From the Lipschitz continuity of p(X), we have
Proceeding similarly as in Lemma 3.6 gives
Hence, using Lemma 3.5 and the Poincaré's inequality, for sufficiently small h,
Thus, the proof is completed. 
Proof. From (9), (11) and Lemma 3.9, we have
It follows from Lemma 3.6 that
Thus,
Then from the triangle inequality and interpolation estimates (10), we have
Thus, the proof of the theorem is completed.
Numerical experiment
In this section, we present some numerical results for the scheme discussed in this paper. Let Ω = (0, π)×(0, π) and p(X) = (x + 1) 2 + y 2 in problem (1). Let u(X) = sin x sin y be the exact solution. The source term f (X) is determined by the above data. Then the performance of the method, in terms of the computed orders of convergence, is reported for two families of meshes (see Fig. 4) .
The left one in Figure 4 is a uniform rectangular mesh T 
1.98
We compute the error in discrete H 1 semi-norm and L ∞ norm, which is denoted by e 1,h = |Πu − u h | 1,h and e 2,h = u − u h L ∞ respectively. The numerical order of convergence is then measured by comparing the computed error on two successive mesh level calculations, which is given by the standard formula Rate = log 2 e i,h e i,h/2 , i = 1, 2. Tables 1 and 2 show the results for respectively the case of uniform rectangular mesh T r h and nonuniform quadrilateral mesh T q h . We see that the convergence rates in discrete H 1 semi-norm and L ∞ norm for both meshes are second order accurate indeed and the results in these cases display a well agreement with our theoretical results.
