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Summary (English)
The central goal of the present research was to study single and multiple interacting wind
turbine wakes using both full-scale lidar experiments and high fidelity CFD numerical
approaches.
Firstly, single wake dynamics have been studied experimentally using full-scale (nacelle
based) pulsed lidar measurements conducted on a stall regulated 500 kW turbine at the
DTU Wind Energy, Risø campus test site. As part of the experimental analysis, basic
Dynamic Wake Meandering modeling assumptions were validated. A wake center tracking
algorithm was used to estimate the measured wake advection velocity and to obtain an
estimate of the wake expansion in a fixed frame of reference. A comparison of selected
datasets from the campaign showed good far wake agreements of mean wake expansion
with Actuator Line CFD computations and simpler engineering models. An empirical
relationship, relating maximum wake induction and wake advection velocity, is derived
and linked to the characteristics of a spherical vortex structure. Additionally, a new
empirical model for single wake expansion is proposed based on an initial wake expansion
in the pressure driven flow regime and a spatial gradient computed from the large scale
lateral velocities, and thus inspired by the basic assumption behind the Dynamic Wake
Meandering model.
Secondly, the impact of the atmospheric stability on wind turbine wake deficit is studied
experimentally and numerically. The measurements collected from the previous pulsed
lidar campaign was reused as part of the experimental analysis. An inflow wind sector
of 30◦ is selected based on both a wind resource and a lidar data assessment. Wake
measurements are averaged within a mean wind speed bin of 1 m/s and classified according
to atmospheric stability using 3 different approaches: the Obukhov length, the Bulk-
Richardson and the Froude number approach. Three test cases are subsequently defined
covering various atmospheric conditions. Simulations based on the EllipSys3D ABL flow
solver are carried out using Large Eddy Simulation and Actuator disc rotor modeling.
The turbulence properties of the incoming wind are adapted to the thermal stratification
using a newly developed spectral tensor, which includes buoyancy effects. Discrepancies
are discussed as basis for future model development and improvement. Moreover, the
impact of atmospheric stability and terrain on large/small scale wake flow characteristics
ii
was investigated.
Later, wake interaction resulting from two stall regulated turbines aligned with the in-
coming wind were studied experimentally and numerically. The experimental work was
based on a new dedicated full-scale measurement campaign involving 3 nacelle mounted
Continuous Wave scanning lidars. A thorough analysis and interpretation of the mea-
surements was performed to overcome either the lack or the poor calibration of relevant
turbine operational sensors, as well as other uncertainties inherent to wake resolving from
full-scale experiments. The numerical work was based on the in-house EllipSys3D CFD
flow solver, using Large Eddy Simulation and fully turbulent inflow, where the rotors are
modeled using the Actuator Disc technique. A mutual validation of the CFD model with
the measurements is proposed for a selected dataset where wake interactions occur. An
excellent agreement between measurement and simulation is seen in both the fixed and
the meandering frame of reference. A benchmark of several wake accumulation models is
performed as a basis for the subsequent development of an engineering model for wake
interaction.
Finally, the validated numerical CFD model is used as part of a parametric study where
wake interaction is studied in a generic way, under several turbine spacings, mean wind
speeds and turbulence intensities and in the fixed and the moving frame of reference of the
wake. The analysis revealed that the industry widely used quadratic summation of single
wake deficits for modeling the resulting double wake deficit is only relevant at high turbine
thrust coefficients. For high wind speed and low thrust coefficient, linear summation should
be primarily used. The first iteration of a new engineering model capable of modeling the
overlapped wake deficit is formulated and its performance is tested again double, triple
and quadruple wake deficits. Good performance in the prediction of both the maximum
merged wake deficit and wake width is observed.
Summary (Danish)
Formålet med nærvæ rende forskningsprojekt har dels været at studere wakes efter enkelt-
stående vindmøller, dels at studere flere interagerende wakes - baseret på så vel fuldskala
LiDAR må linger som på detaljerede CFD simuleringer.
Indledningsvist er dynamikken af enkelt-wakes studeret gennem analyser af fuldskala
(nacelle-baserede) pulsede LiDAR målinger udført på en 500kW vindmølle placeret på
testområdet ved DTU’s Risø campus. Som en del af den eksperimentelle analyse er der
foretaget en validering af den basale antagelse bag Dynamic Wake Meandering (DWM)
modellen. Baseret på en wake lokaliseringsalgoritme er waken’s nedstrøms transportha-
stighed herudover fastlagt, og der er udviklet en empirisk relation som sammenknytter
waken’s nedstrøms transporthastighed med wake-deficittet’s amplitude. Denne relation er
afslutningsvist sammenkædet med karakteristika en sfærisk hvirvelstruktur. Endelig er
målingerne anvendt til at kvantificere wake-ekspansion i et fast initial system, og analyser
af udvalgte datasæt viser fin overensstemmelse med analoge numeriske resultater opnået
fra Actuator Linje (AL) CDF simuleringer. For så vidt angår fjernfeltet er overensstem-
melsen med eksisterende simple empiriske modeller også god, mens større afvigelser ses
i nærfeltet. Som konsekvens heraf er der udviklet en ny empirisk model inspireret af de
grundlæggende antagelser bag DWM modellen. Denne model er således baseret på en ini-
tial wake-ekspansion i det trykdominerede strømningsregime kombineret med en rumlig
ekspansionsgradient defineret i termer af stor-skala laterale turbulenskarakteristika.
Dernæst er effekten af atmosfærisk stabilitet på wake-karakteristika studeret eksperimen-
telt og numerisk. Den eksperimentelle analyse bygger på de ovenfor beskrevne fuldskala da-
ta, hvor en indstrømningssektor på 30◦ er udvalgt baseret på analyser af såvel vindresurse-
som LiDAR data. Derpå er wake-målingerne midlet indenfor individuelle 1m/s middel-
vindhastigheds bins og efterfølgende klassificeret i forhold til atmosfærisk stabilitet ved
anvendelse af 3 forskellige klassifikationsparametre: 1) Monin-Obukhov længde; 2) Bulk
Richardson tallet; og 3) Froude tallet. Tre testtilfælde, som repræsenterer forskellige at-
mosfæriske stabilitets tilstande, er derefter udvalgt for nærmere analyse og modellering
ved anvendelse af EllipSys3D ABL CFD koden. Modelleringen er baseret på Large Eddy
Simulering (LES) med rotoren modelleret som en Actuator Disc (AD), og turbulensegen-
skaberne af det indstrømmende vindfelt er tilpasset den aktuelle termiske stratifikation
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ved hjælp af en nyligt udviklet spektraltensor som på konsistent vis inkluderer opdriftsef-
fekter. Afvigelser mellem modelforudsigelser og målingerne er diskuteret med henblik på
udvikling af fremtidige forbedringer. Endvidere er effekten fra atmosfærisk stabilitet samt
terræn på så vel stor- som småskala wake strømningskarakteristika undersøgt.
Efter analyserne af wakes efter enkeltstående vindmøller rettes fokus mod vekselvirkning
mellem flere wakes. Til dette formål er vekselvirkningen mellem wakes hidrørende fra
to stall regulerede vindmøller analyseret, så vel eksperimentelt som numerisk, i tilfælde
hvor den indkommende vindretning er rettet langs møllernes forbindelseslinje. Den eks-
perimentelle del er baseret på en ny dedikeret fuldskala målekampagne som involverer 3
synkroniserede nacelle-monterede Continuous Wave LiDAR’s. Der er gennemført en meget
detaljeret analyse og fortolkning af målingerne dels for at kompensere for mangel på - eller
ringe kalibrering - af relevante mølledriftssensorer, dels for at håndtere andre udfordrin-
ger knyttet til at oplø se wake’s baseret på fuldskalamå lingerne. Den numeriske del af
analysen er baseret på DTU’s EllipSys3D CFD løser under anvendelse af LES med fuldt
turbulent indstrømning og med vindmøllerotorerne repræsenteret som AD’s. En indbyrdes
validering af CFD modellen og målingerne er udført for et udvalgt datasæt, hvor veksel-
virkning mellem wakes optræder, og der er opnået en meget fin overensstemmelse mellem
disse i så vel det meandrerende som i det faste koordinatsystem.
Afslutningsvist er den validerede CFD model anvendt til et parameterstudie, hvori veksel-
virkning mellem wakes er studeret for forskellige afstande mellem de wake-genererende mø
ller, for forskellige middelvindshastigheder, og for forskellige turbulensintensiteter. Analy-
serne er gennemført i både det faste og i det meandrerende koordinatsystem. Disse analyser
viser at den udbredte "industristandard", hvor enkelt-wakes sammensættes til integrere-
de/akkumulerede wakes under anvendelse af kvadratisk addition, kun kan retfærdiggøres
for store aksialtrykskoefficienter. For høje vindhastigheder, og dermed lave aksialtryksko-
efficienter, bør en lineær akkumulering anvendes. Som konsekvens heraf er der formuleret
en ny wake-akkumuleringsalgoritme, og dens performance er efterfølgende testet mod dob-
belte, tredobbelte og firedobbelte wake deficits. Resultaterne af testen er tilfredsstillende
både hvad angår bredden og amplituden af deficittet.
Preface
This thesis was prepared at the department of Wind Energy at the Technical University
of Denmark (DTU), and partially at the National Renewable Energy Laboratory (NREL),
Louisville Colorado, USA, in fulfillment of the requirements for acquiring a Ph.D. degree.
The work as the whole is a collection of scientific publications published by the author
Ewan Machefaux, under the supervision of Gunner C. Larsen and Jakob Mann during the
3 years Ph.D. study. Parts of the present thesis are yet unpublished work.
The central goal of the present research was to study single and multiple interacting
wind turbine wakes using both full-scale lidar experiments and high fidelity CFD nu-
merical approach, highly relevant for accurate predictions of load and power production
of turbines located in wind farm environments. The full-scale wake measurements were
obtained using cutting-edge technologies in wind energy remote sensing such as LiDAR
(i.e. WindScanner developed at DTU Wind Energy, WindCube and ZephiR). The goal of
the experimental analysis was to characterize the organized flow structures as well as the
wake generated turbulence resulting from a single wake or the interaction of two wakes as
function of downstream distance from the wake generating rotors. The characterization
of the organized part of the flow field encompassed a generic analysis of the interaction
of the flow structures as well as their downstream attenuation, expansion and transporta-
tion. The numerical study was conducted using the in house EllipSys3D flow solver, and
covered a large range of generic wind turbine operation. Non-stationary flow conditions
were accounted for using the LES (Large Eddy Simulation) approach, and non neutral
atmospheric flow were simulated using a newly developed extension of the EllipSys3D
flow solver which includes buoyancy effects. The results from experiments and numerical
studies are then condensed into several engineering models capturing the essential physics
though still sufficiently computational efficient to be of practical relevance. These model
are consistent with the existing model entitled the Dynamic Wake Meandering model,
thus improving the model formulation for single wakes and extending its application from
solitary turbines to wind farms.
Roskilde, December 10th, 2014
Ewan Machefaux
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Chapter 1
Introduction
1.1 Motivation
According to the latest half year 2014 report from the World Wind Energy association
[1], the world wide wind energy market has reached an installed capacity over 336 Gi-
gawatt, with an expected 360 Gigawatt by the end of the year 2014. For the first time,
Asia has overtaken Europe as leading wind continent in installed capacity, where China
represents more than 100 GW on its own. Newcomers are directly responsible for the
sustained growth of wind power capacity: Brazil is now the third largest market for new
wind turbines installation. Such momentum of growth can not only be attributed to the
dynamic of emerging economies in China, Brazil and India. The increasing competitive-
ness of wind energy driven by technology development and fundamental research, and
the pressing need for emission-free energy solutions due to an increased awareness of the
human responsibilities in climate change, are direct contributor to the wind energy growth.
In order to fulfill the continuously increasing wind energy demand while ensuring prac-
ticability and economical viability, the majority of wind turbines are clustered in wind
farms. Specifically, erecting wind turbine in wind farms reduces land ownership, facilitate
maintenance operations and mitigate the electrical infrastructure costs. There is how-
ever a major drawback with wind turbine clustering known as wind farm wake losses. A
wake is defined as the flow regime downstream of a wind turbine rotor, characterized by
a reduced wind speed associated to an increased turbulence intensity. The lower wind
speed behind an upstream turbine can severely affect the performance of the downwind
turbines. Another major impact on turbine-to-turbine wake interaction is a substantial
increase on fatigue loads for the downwind turbines. On a modern wind farm level, wake
losses typically account for 10 to 20 % of annual energy production losses [15], whereas
downwind turbines experience a flapwise loading which can increase up to 100% in the
most severe cases [33].
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This is why modeling the complex flow fields in a wind farm has become one of the
most prioritized topics of wind energy research in the past decade. Despite the large
breakthrough in wake modeling, facilitated by the ever increase in computational power,
wind turbine wakes modeling and its integration in wind turbine and wind farm design
remains challenging for the wind industry. The complexity of wind farm flow fields is not
only due to the highly turbulent nature of the wake, but also influenced by its interaction
with other wakes and the atmospheric boundary layer. The dynamic of the wake flow
field thus covers a large range of turbulence length scales, which can only be predicted by
computationally expensive models. In turns, the wind energy industry relies on lower order
models capturing the essential physics of the wake while remaining of practical relevance
for their integration in wind farm topology optimization tool.
The present PhD thesis aims at a more detailed characterization and modeling of wind
farm flow fields, highly relevant for accurate predictions of loads and power production
of turbines located in wind farms. The project in particular focus on the dynamic of a
single wind turbine wake and its interaction with downwind rotors, resulting in multiple
or ’merged’ wakes. The scientific approach proposed in the present thesis is based on
detailed Computational Fluid Dynamics studies combined with analysis of dedicated in-
novative full-scale recordings using cutting-edge remote sensing technologies such as lidars.
The condensed results from experiments and numerical studies are utilized to, among oth-
ers, validate an existing model entitled the Dynamic Wake Meandering model and make
proposal to extend its application from solitary turbines to wind farms.
1.2 State-of-the-art of wind turbine wake research
The present section aims to give a condensed overview of the key aspects of the horizontal
axis wind turbine wake dynamics, and how the improvements on wake modeling can
contribute to lowering the cost of wind energy. Furthermore, a brief introduction of the
wind turbine wake and wind farm flow models of relevance for the present PhD study is
given, where the challenges associated to the extension from single wake to multiple wake
dynamics is emphasized. This section is not meant to provide a complete state-of-art
litterature survey of wind turbine wake but rather a list of key aspect and useful concepts
used throughout the present research thesis.
1.2.1 Wake research and the Cost of Energy (CoE)
There are several key drivers for lowering the cost of wind energy. Over the last 20
years of research, most of the effort have been put in reducing costs at the wind turbine
level. Specifically, improvements of the aerodynamic and structural design associated to
the development of better turbine control strategy have improved drastically the overall
efficiency of a wind turbine, i.e. its capacity to extract as much (available) energy as
possible and to operate closer to the theoretical limit known as the the Lanchester-Betz
limit. Material and components research breakthrough have also contributed to improve
the operational availability of wind turbines. Modern wind farms have reduced their
downtime for technical maintenance to less than 2% [76].
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Moreover, increasing or ’upscaling’ the turbine size contributes to lowering the Cost of
Energy (CoE) as they produce more power with less infrastructure and maintenance costs,
and benefits from higher and less turbulent wind resources due to the use of taller towers.
However, upscaling introduces new design and manufacturing challenges and therefore
requires substantial development of aero-elastic models and design tool as for the 10MW
DTU reference turbine [13].
The last driver is based on the cost reduction at the wind farm level, highly relevant in
the present PhD study. Wake effects are considered as a major source of uncertainties
in the wind farm design process and were not accounted for in a sufficient manner in
the early IEC standards according to Crespo et al. in [33]. This is mainly because the
standard design process does not include any physical based model for the wind turbine
wake that account for both individual turbine loads and overall wind farm power perfor-
mance together. The EU-TOPFARM project ([64]) objective was therefore to develop a
comprehensive wind farm design platform, where wakes are treated in a physical manner
to model their unsteady effect on both the turbine loading and production.
The PhD study is primarily based on the core wake model of this optimization platform,
the Dynamic Wake Meandering model [71] which is described subsequently. In this project,
validations techniques and solutions for extending its application to improve the modeling
of overlapping wakes are proposed. By developing more powerful wake superposition
models, the uncertainty in power production of the overall wind farm can be reduced,
thus participating in lowering the financial risks of a wind farm project and therefore the
CoE.
1.2.2 Wind turbine wake dynamics
1.2.2.1 Wake development
In this section, a concise description of the dynamic behavior of a wind turbine wake is
proposed. Very detailed literature survey of wind turbine wake can be found in the article
by Crespo et al. in [33], the survey by Sanderse [123] and the literature text book by
Burton et al [22]. The air flow accross a wind turbine rotor can be divided into 4 regions.
In the induction zone, defined as the area upstream and in the vicinity of the rotor, the
approaching air experiences a gradual slow down in wind speed and an increase in pressure.
As the air parcel crosses the rotor disk, a sudden drop of air pressure is observed to reach
a level below the atmospheric pressure. At this stage, kinetic energy from the incoming
wind is convert to mechanical energy on the rotor, and the air is slowed down.
In the near wake region, corresponding to the region immediately downstream of the rotor
as depicted in Fig. 1.1, the flow is highly non-uniform and complex. Vortex structures
are shed from the blades trailing edge and become to form a coherent vortex system
consisting of helical tip vortices, interpreted as a cylindrical shear layer which separates
the fast moving fluid of the ambient flow with the slow one in the wake. As the pressure
gradually increases to reach the ambient pressure, the cylindrical shear layer expands and
the wake centerline velocity drops until reaching its minimum between 1 and 2 diameters
downstream. At this stage, the end of the near wake region is reached.
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In the intermediate wake region, often referred to as the transition region to the far wake
and typically extending from 2-3 to 5 rotor diameters downstream, the turbulent pro-
duction in the shear layer, where the velocity gradients is the highest, is the dominant
mechanism in the flow. This turbulent diffusion causes the shear layer thickness to in-
crease until it reaches the wake centerline axis.
In the far wake region, the wake velocity and turbulence intensity profiles are assumed axi-
symmetric (or Gaussian) if the contribution of the atmospheric sheared flow is removed.
Under this assumption, the wake has a self similar cross sectional distribution, and the
only turbine properties influencing the characteristic of the wake profiles is the thrust
on the turbine and the total kinetic energy produced by the rotor itself. The rate of
recovery of the advected wake is influenced by both the turbulence generated in the wake
shear layer and the level of ambient turbulence in the atmosphere. The latter, according
to the description by Ainslie in [5], is primarily a function of the surface roughness, the
turbine hub height and the atmospheric stability. The large scale turbulent structures in
the atmosphere with eddy size large in comparison with the rotor size, are responsible
for the wake meandering, referred to as the sideways motion of the wake deficit as it is
transported downstream of the rotor. The combination of wake deficit evolution and wake
meandering together describe the key aspect of the dynamic of a solitary wind turbine
wake in the atmospheric boundary layer.
1D 2D 3D 4D 5D
Near wake Intermediate wake Far wake
Shear layer
Ambient flow Wake flow
Mean sheared inflow
Figure 1.1: Sketch of the wake deficit profile associated to three flow regions: the near
wake (< 2D), the intermediate wake (3 to 5D) and the far wake (5D). The
mean wind profile at different location in the flow is sketched in blue whereas
the boundary of the shear layer is shown in green. The double bell shape
of the near wake velocity profile reflects the distribution of the axial force
(thrust) on the blades.
1.2.2.2 Wake meandering
Wake meandering is a key aspect in modeling the power production and wind turbine
loading in the wind farm, as it describes the unsteady motion of the wake deficit as it
as transported or ’advected’ downstream. The effect of wake meandering is long known
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empirically from comparison of wind tunnel wake measurements with available field data in
the early 1980s, where the measured wake deficits in the field were systematically smaller
than those from the wind tunnel. It was initially attributed that wind direction variability
causes the wake to meander and thus the resulting average profile to display lower deficit,
as first modeled by Ainslie [4].
However, Högström et al. [47] argued that Ainslie’s approach is incorrect as the wind
direction variability is caused by eddies of all sizes including those that are smaller than
the wake diameter, and that a corresponding low pass filter must be applied to the wind
direction fluctuation signal to accurately model wake meandering.
It is only recently with the work of Larsen et al. [71] that the single wake meandering was
addressed in a consistent and physical way in the so-called Dynamic Wake Meandering
model (DWM). In this approach, the wake is assumed to follow the large scale eddies in
the atmosphere (with length scale larger than 2 rotor diameters), using a passive tracer
analogy as depicted in Fig. 1.2. This conjecture was further validated by dedicated full-
scale lidar based measurements in the work by Bingöl et al. [18] and Trujillo et al. [152].
Wind tunnel experiments conducted by España et al. in [36] also revealed that the wake
meandering is governed by the incoming turbulence and specifically correlates with the
large eddies.
In a situation where the mean wind direction is perfectly aligned with two rotors, the
downstream one will experience situation of full and partial wakes due to the meandering
of the upstream wake. By properly adressing wake meandering, better prediction of power
production and turbine load are achieved.
Figure 1.2: Sketch of the idealized wake meandering using the passive tracer analogy.
Courtesy of G. Larsen, from [70].
1.2.2.3 Influencing parameters in wake dynamics
Wind turbine wakes in the atmospheric boundary layer are complex turbulent flow, and
their accurate physical description cannot be reduced to a set of few parameters. Modeling
wakes on the wind farm level combines environmental aspects such as terrain topography,
site roughness, ambient turbulence and wind farms characteristics such as turbine spacing
and wind farm control strategy. However, comprehensive wind tunnel, full-scale experi-
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ment and detailed high fidelity CFD study allows to study the effect of key parameters
influencing single wake characteristics, and thus facilitating the development of lower or-
der engineering wind farm models. The following is not an exhaustive list but focus on
the commonly used parameters in engineering models, as they are strongly correlated to
other omitted flow and turbine properties.
The ambient turbulence intensity is a key parameter governing the wake downstream
evolution. Several experimental and numerical studies by Larsen at al. [74], Schepers at
al. [128], Barthelmie et al. [16], Hansen et al. [44], Toldborg et al. [144], and Keck [56]
demonstrated that wake recovery occurs faster for increased ambient turbulent level. The
magnitude of wake meandering is also increased with increased turbulence intensity as
demonstrated by España [36] and Bingöl et al. [18].
In the present thesis, the impact of atmospheric stability on the wake characteristics is also
studied experimentally and numerically. As observed by Larsen at al. [70], the change in
length and velocity scale of the inflow turbulence due to varying atmospheric stability has
a direct impact on the magnitude of meandering and recovery of the wake. Specifically,
stable conditions are characterized by a decrease of energy content of the low frequency
part of the turbulent spectrum and thus by an attenuation of the wake meandering. For a
downstream turbine perfectly aligned with the 10 minutes mean wind direction of the wake
generating turbine, this will lead to a more pronounced mean wake deficit and therefore
to an increase in mean production loss. Contrary, unstable conditions are dealing with an
increased in the energy content of the low frequency part of the turbulent spectrum leading
to more intense wake meandering compared to the neutral situation. The downstream
turbine experiences an attenuated mean wake and thus lower power deficit.
One of the key turbine-related parameter that governs the wake is the thrust. As exten-
sively described in [113], the thrust is the axial force acting on the wind turbine rotor. It
is often defined as the actual reaction force of the wind turbine on the wind, as the rotor
acts as an obstacle to the flow. Thus, the wake of a highly loaded rotor has a deeper ve-
locity deficit and larger wake expansion, as demonstrated experimentally and numerically
[81]. According to 1-D momentum theory [46], the axial induction factor is related to the
thrust, which is in turn used to determine the wake velocity deficit in the N.O. Jensen
model [54] and the wake expansion in the semi-analytical wake model by Larsen [60].
When considering operational conditions of modern, variable speed, wind turbines, the
tip-speed ratio affects the wake dynamics drastically as depicted in Fig. 1.3 from the
study by Troldborg [144]. At high tip speed ratio, the vortex structures break down after
a short downstream distance whereas they are preserved over the entire wake span for low
tip speed ratio. This implies that the wake dynamics above rated power on variable speed
turbine is affected as the tip speed ratio decreases.
1.2.3 Wind turbine wake modeling
Wake models have been intensively developed by the research community over the last 40
years. In fact, the diversity of available models is so large that confusion arises within wind
farm developers on what specific assumptions, design envelop and calibration procedures
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Figure 1.3: Downstream development of the wake visualized using vorticity contours.
The rotor is located to the left; a) λ = 11.78 (U∞ = 6 m/s); b) λ = 7.07
(U∞ = 10 m/s); c) λ = 5.05 (U∞ = 14 m/s); d) λ = 3.21 (U∞ = 22 m/s).
Courtesy of Troldborg [144].
are used for each of them. Lack of clear guidelines associated to the wake models have
been exposed in the study in [107]. Wake models comes with a wide degree of complexity
and practicability. They are commonly classified in three families: the kinematic ’explicit’
models, the roughness length based models and the field ’implicit’ models. A complete
overview of the state-of-the-art in wake modeling of various complexities can be found in
the literature survey by Crespo et al. [33], Vermeer et al. [153], Sanderse [123], [124] and
Gaumond [40].
1.2.3.1 Kinematic models
Kinematic models are the simplest and fastest wake models as they rely on crude assump-
tion of the wake flow: rotational symmetry and self-similarity of the velocity deficit. The
velocity profile is often assumed of Gaussian type, and obtained from experimental and
theoretical analysis on co-flowing jets as in [3]. The wake growth or ’expansion’ rate is
related to the ambient turbulence, the turbulence created by the shear in the wake (the
so-called added wake turbulence) and the turbulence generated by the turbine itself. The
magnitude of the downstream transported velocity deficit is then obtained from global
momentum conservation, whereas ground effect is often treated as a reflexion (or symmet-
rical) surface for the velocity deficit. The advantage of kinematic models is the simplicity
of their formulation and low computer power requirements, however their performance
is only acceptable when empirical coefficients are properly adjusted. They are therefore
not suited for detailed investigations of wake development and interaction with the at-
mospheric boundary layer, however, they are extremely practical and useful in wind farm
optimization platforms such as TOPFARM [64]. Some of the popular kinematic models
include the N.O Jensen model [54], the PARK model [55] and the G.C. Larsen model [60].
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1.2.3.2 Roughness length based models
In the roughness length modeling approach, wind turbines are treated as obstacle elements
or ’roughness’ elements that impact the logarithmic atmospheric wind profile. Such ap-
proach is specifically suited for studying wake losses over large wind farms or farm-to-farm
interaction. The Infinite Wind Farm Boundary-Layer (IWFBL) model of Frandsen [38]
and its recent extension to include the effect of atmospheric stability in [105] is a commonly
used roughness model.
1.2.3.3 Field models
Finally, field models refer to Computational Fluid Dynamics (CFD) models that solve the
Navier-Stokes equations governing the entire flow field. In wake aerodynamics, four type
of CFD models with increasing complexity are typically used: Linearized Navier-Stokes
(LNS), Parabolised Navier-Stokes (PNS), Reynolds Averaged Navier-Stokes (RANS) and
Large Eddy Simulation (LES). Among these methods, a large number of techniques are
involved in the simplification of the Navier-Stokes equation to overcome the turbulence clo-
sure problem. Among these techniques we commonly found the eddy-viscosity approach,
the two-equation turbulence closure (k-) and LES.
Eddy-viscosity closure The eddy-viscosity approach was first introduced by Ainslie [5]
and successfully applied to wake flow. The approach was further elaborated on by Larsen
in [67], [60] and [68] in a semi-analytical wake model where the Prandtl’s mixing length
closure [109] was combined to an empirical closed form of the wake expansion to model
single wind turbine wake. This simple closure technique was later on reemployed by Larsen
G.C., Larsen T. and Madsen in [71], [73] and [84] within the DWM. In this approach,
the "split in turbulent scales" assumption was proposed, where small scale turbulence,
responsible for the wake diffusion, are modeled by the eddy-viscosity technique which are
in turn decoupled from the large-scale turbulence in the atmosphere responsible for the
wake meandering.
Ott et al. proposed a fast linearized CFD model for wakes (FUGA) [100], where the simple
eddy-viscosity closure is adopted. The author motivated his choice by the fact that the
eddy viscosity approach well describes the physics of wake diffusion with the surrounding
ambient flow, i.e. for process involving eddy size smaller than the wake width. However,
the FUGA model lacks to model the large scale features that represent meandering, which,
according to [100], may only be possible using a time resolved model that include thermal
effects and Coriolis force, such as LES that includes temperature.
The two-equations closure The two-equations turbulence k- closure detailed inWilcox
[159] is unarguably the most popular turbulence model for industrial applications. How-
ever, several studies by Kasmi et al. [35], Rados et al, [110], Réthoré [114], Réthoré et al.
[117] among others pointed out the very poor performance of this turbulence model for
wake flow. The key issue is that a wind turbine wake in the atmosphere is influenced by
turbulence on a very wide range of scales that are not properly captured by this model.
Recently, Van der Laan et al. [59] proposed an extension to this model which includes a
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flow-dependent Cµ parameter that is sensitive to high velocity gradients, e.g., at the edge
of a wind turbine wake. The model validation showed encouraging results for 8 selected
test cases with significant improvement compared to the original formulation.
Large Eddy Simulations Large Eddy Simulations (LES), well described in the text
book by Pope [108], are typically conducted when large computer resources are available.
As opposed to the previous two equations turbulence modeling approach, LES fully re-
solves the large-scale turbulence eddies while modeling small-scale turbulence using an
eddy viscosity model. The most advanced rotor modeling technique makes use of the
full blade geometry so that the viscous boundary layer developing at the airfoil is fully
resolved. This approach was used in the full rotor simulation studies of Sørensen N. [136],
Zahle et al. [162] and [163], Réthoré et al. [118]. As opposed to the full rotor technique,
two additional approaches are widely used by the wind energy industry and the research
community, to model the turbine rotor in a consistent and efficient manner: the Actuator
Disc (AD) and the Actuator Line (AL) approaches.
The Actuator Disc uses equivalent forces to represent the rotor while the surrounding flow
field is governed by the Navier-Stokes equations thus requiring much lower grid resolution
than the full rotor approach. The generalized Actuator Disc is an extension of the Blade
Element Momentum method (BEM) [46], where the aerodynamic forces acting on the
rotor are computed from two dimensional airfoil characteristics, typically corrected for
three dimensional effects based on a model such as the Bak 3D correction [12], using a
blade element approach. The finite number of blades is accounted for by applying a tip
correction on the computed forces. This approach have been extensively used in several
numerical wake study by Sørensen [53], Amarra et al. [8], Mikkelsen in [94] and [95],
Ivanell et al. [51], among others. The main limitation of its initial formulation ([94]) is the
assumption of rotationally symmetric flow introduced in the evenly azimuthal distribution
of the spanwise dependent forces. It implies that blades are not explicitly represented
and thus the influence of tip vortices is not captured. The subsequent model version was
improved to account for an azimuthal dependence of the forces acting on the disc. Finally,
Réthoré et al. in [114], [119] and [116] extended the AD model to the so-called Actuator
Shape (AS) model, which improved the force allocation algorithm and allow the use of the
Actuator Disc model on a coarse computation mesh.
In 2002, Sørensen and Shen [134] developed the Actuator Line model. In this approach, the
aerodynamic loading is distributed along lines representing the wind turbine blades in a
three dimensional domain. This technique was extensively used to study properties of the
wake in various type of inflow conditions. Mikkelsen et al. presented AL computations
of both isolated turbines in [95] and rows of wind turbines in [96] where body forces
introduced in the entire computational domain were used to prescribed a sheared velocity
profile. Ivanell et al [52] performed high resolution AL of a single wake to study stabilities
property of tip and root vortices in laminar inflow. Troldborg extensively used the AL
model to study wake characteristics in uniform inflow and turbulent inflow [144], [147] as
well as the wake interaction between two turbines at various inflow conditions in [146].
Recently, Churchfield et al. [29] performed LES-AL simulations of the entire Lillgrund
offshore wind farm, requiring about one million processor hours for a full 10 minutes
unsteady simulation.
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These studies demonstrated that combining Actuator Disc or Line models with LES are
excellent research tools to study complex flow structures such as wake interaction of 2
or more wind turbines. When considering computer ressources, the study by Troldborg
et al. in [149] revealed that the AD technique is, with respect to the prediction of wake
deficits, as accurate as the AL model, and should therefore be of primary use when limited
ressources are available.
1.2.4 Wind farm wake interaction modeling
In wind farm environment, upstream turbines generate wakes that interact with down-
wind machine. This unwanted effect is typically mitigated by farm layout optimization
associated to the knowledge of the site specific wind rose, so that the most severe wake
situations, i.e. when the mean wind inflow direction is aligned with several downwind tur-
bines, only occurs a fraction of the time. Modeling wake interaction in wind farm is not
trivial, mainly because the way velocity deficits and wake generated turbulence physically
accumulate at locations where wakes merge is not well understood.
The commonly used approach in wind farm design code is to combined single wake calcu-
lations with assumption on superposition to determine the combined characteristics of the
merged wake. They key issue in this type of engineering approach, according to Crespo
et al. [33], is that the ambient flow in which a downstream wake diffuses is fundamentally
different than the one at upstream locations.
A first way to model overlapping wakes is the linear superposition of wake deficits, first
introduced by Lissaman in [78]. As argued by Crespo et al. [33], this assumption failed for
large perturbations where many upstream wakes are superimposed, as negative velocities
may arise.
Contrary, Katic et al. in [55] proposed to apply a linear superposition of the squares
of the velocity deficits (quadratic summation rule). Various results are found from the
performance assessment of this summation method. Crespo et al. [33] argued that this
method is beneficial in the case where many wakes are combined, giving better agreement
with experimental results than the linear superposition for a small wind farm.
A different approach for simulating the interaction of several wakes was used by Voutsi-
nas et al. in [155] and [156], where an explicit energy equation was formulated. In this
methodology, the energy conservation is adopted to relate the total energy loss of all wind
turbines to the energy loss of each individual turbine, and is turn used to calculate the
inflow velocity for each turbine, thus capable of predicted their respective power produc-
tion.
More recently, and based on experimental observation at the modern offshore wind farm
Horns Rev, Gaumond [40] argued that the quadratic rule associated to the standard
industry wake model N.O. Jensen model [54] using a constant wake expansion rate α is
not suitable for large wind farms as it fails to capture properly the physics of merging
wakes from neighboring rows of turbine, which occurs at a certain distance downstream
of the first rotor. Although these two results may appear contradictory, they are not.
The quadratic formulation of Katic at al. was tested for experimental data on a small
wind farm, while the effect of neighboring wakes merging occur at a certain downstream
1.2 State-of-the-art of wind turbine wake research 11
distance only visible on large offshore wind farm as Horns Rev. In the latter observation,
the quadratic rule failed to model deep array effects as it reaches an equilibrium state
(where the velocity deficit becomes constant) too quickly.
In [40], the author also investigated the performance of the N.O. Jensen model with a
linear summation rule instead, on power production along a row of turbines at the Horns
Rev offshore wind farm. It appears that the linear summation of wake deficits performs
better than the quadratic one, although conditioned to the use of a large value for wake
expansion rate, not physically representative for the single wake. This agreement was also
conditioned to the use of a 30 degrees wide wind sector for the definition of the power
production data.
Instead the results of [40] demonstrated that the linear summation should be used in
the so-called InfiniPark model proposed by Rathmann et al [112], where the rate of wake
expansion should be decreased each time a new turbine is reached in the wake propagation
row. The InfiniPark is essentially increasing the robustness of the N.O. Jensen model
for the single wake case, but does not correct the under prediction when narrow wind
sectors of 5 degrees are used for the averaging experimental power production data. Such
discrepancy for the narrow wind sectors was later on addressed as a consequence of the
wind direction uncertainty associated to the validation data. This effect was accounted
for in [41].
Most recently, Nygaard presented a comprehensive study of wakes losses in five very large
operational offshore wind farm and extended his study to farm-to-farm interaction in [99].
His analysis, was based on the N.O. Jensen model [54] associated with the quadratic
summation rule of wake deficits [55] and a wake expansion rate α = 0.4. This set up
remains today’s standard industry model for calculating modern wind farm wake losses
despite its initial development 30 years ago in an era with much smaller turbines and
wind farms. This summation rule is also the standard implementation of WAsP [89] site
assessment and topography package as well as the software WindPRO. The performance
of the model was poor for a flow case with low turbulence intensity where wake losses
were underestimated dramatically. An improvement of this standard wake model where
turbulence intensity is included explicitly or implicitly, such as in the study by Peña [105],
may overcome these discrepancies.
As part of the in-house coupling between the Aeroelastic code HAWC2 and the DWM
model, overlapping wakes are modeled using the so-called dominant wake approach. In
this approach, the merged wake at a given location in a wind farm is assumed to be
characterized by the most dominant deficit of all upstream wakes contribution. In this
way, the most attenuated and expanded upstream wakes contributes to the merged wake
deficit more than the conventional quadratic and linear summation. This method proved
robust to determine load and power production of a wind farm. The completed description
of the method and validation is available in the study by Larsen at al. in [74].
A summary of the current state-of-art of wake superposition assumptions can be made from
the work of Crespo et al. in [32]. When considering the superposition of two wakes abreast,
it was found that linear superposition of the small velocity deficits in the interference
region is performant for predicting the resulting overlapped wake characteristics. However,
when considering the situation where two turbines are in a row, the linear superposition
assumption overestimates substantially the velocity deficit. This means that large deficit
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cannot be summed based on a linear assumption, and instead, the quadratic summation
by Katic et al. [55] proved to perform better. This conclusion is also in agreement with
the observations made by Gaumond in [40], the semi-empirical superposition law of Smith
and Taylor [34] as well as with the engineering model based on momentum conservation
by Larsen in [69]. It will therefore be the basic assumption of the first iteration of a new
engineering model developed as part of this Ph.D. study.
The present research makes use of high fidelity CFD-LES models combined with Actuator
Disc and Lines techniques. These advanced models are capable to simulate the unsteady
flow field of overlapping wakes and therefore can be used to assess the performance and
further develop lower engineering models.
1.3 The present study
1.3.1 Scope
This PhD project is about detailed non-stationary characterization and modeling of wind
farm flow fields, highly relevant for accurate predictions of load and power production of
turbines located in wind farm environments. The project in particular focus on interact-
ing wind turbine wakes and aims at a more fundamental understanding of this physical
phenomenon. The scientific approach is based on detailed CFD studies combined with
analysis of dedicated innovative full-scale recordings.
The full-scale wake measurements are obtained using cutting-edge technologies in wind
energy remote sensing such as LiDAR (i.e. WindScanner developed at DTU Wind En-
ergy, WindCube and ZephIR). The goal of the experimental analysis is to characterize
the organized flow structures as well as the wake generated turbulence resulting from the
interaction of two wakes as function of downstream distance from the wake generating
rotors. The characterization of the organized part of the flow field encompasses a generic
analysis of the interaction of the two flow structures as well as their downstream attenu-
ation, expansion and transportation. The characterization of the turbulent part includes
an analysis of the interaction of turbulence originating from 3 sources - the ambient tur-
bulence and the wake generated turbulence originating from the two wind turbine rotors,
respectively.
The numerical study is conducted using the in house EllipSys flow solver, and covers a
large range of generic wind turbine operation. Non-stationary flow conditions will be
accounted for using the LES approach. A mutual validation between results from ex-
periments and numerical studies is performed. Observation from the validated numerical
approach are condensed into a set of proposal serving as basis to the extension of the
Dynamic Wake Meandering model from solitary turbines to wind farms. An investiga-
tion of the performance of the two previously introduced wake summation rules using a
parametric numerical study on multiple wakes is proposed.
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1.3.2 The experimental approach
The present experimental approach is heavily based on lidar technologies. In the present
section, an introduction to remote sensing in wind energy and the various lidar technologies
is proposed. A detailed description of remote sensing for wind energy is available in the
collection of paper by Peña et al. [104].
1.3.2.1 Remote sensing in wind energy: a growing interest
Remote sensing in wind energy is a popular topic of research combined with a fast growing
industrial development over the last decade. The need for integrating remote sensing
devices such as lidars or sodars in the standard wind resource and power performance
assessments is easily understood.
Wind turbines are nowadays installed in offshore, hilly, forested areas or complex moun-
tainous terrain. Furthermore, wind turbine size gradually increases and reach higher region
of the atmospheric boundary layer flow with little knowledge of the wind resources and
turbulence properties.
The traditional method for performing wind resource assessment and power performance
measurements at a given site is to mount a calibrated cup anemometer at hub height
on a tall meteorological masts, ideally located 2 to 4 rotor diameters upstream of the
turbines (IEC 61400-12-1 standard). As wind turbine rotors reach 160 m in diameter
(as for the Vestas 8MW-V164), it becomes evident that single point measurements is not
representative of the incoming flow over the entire rotor plane. Consequently, multiple
measurement locations at multiple heights are required to characterize the wind speed,
shear and veer over such rotor planes. Wind lidars are the best solution to answer this
problematic at moderate cost.
Similarly, multi-points multi-heights measurement of the wind are of great interest for
model validation of wind profile, wind turbine wakes or measurement of the induction
zone of a wind turbine. Lidars are also extensively use in wind turbine control research,
and may become fully integrated to wind turbines in the future.
1.3.2.2 Continuous Wave and Pulsed lidars
Wind lidars are wind measurement devices able to detect the Doppler shifts in the backscat-
tered light by using light beams. The recorded Doppler shift is proportional to the wind
speed in the beam direction (also referred to as line-of-sight direction) in the wind lidar’s
adjustable measurement volumes. A sketch of working principle is depicted in Fig. 1.4.
There are two types of wind lidars available in the market for measuring the mean and
turbulent wind characteristics: 1) the Continuous Wave (CW) lidars and 2); the Pulsed
lidars.
CW lidars have the particularity to focus a continuous transmitted laser beam at a se-
lected height or horizontal distance (when mounted on the turbine nacelle) and determine
also continuously the Doppler shift in the detected backscatter. When measurements at
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Figure 1.4: Sketch of lidar system. A small fraction of the transmitted light is tapped off
by a beamsplitter to form a reference beam. This is superimposed at a second
beamsplitter with the weak return scattered from moving aerosols. The
detector picks up the resulting beat signal; this undergoes spectral analysis
to determine aerosol velocity. Courtesy of M. Harris, from Chapter 4 of
[104].
different heights or upstream/downstream distances are required, the CW lidar adjusts
the focus of its telescope accordingly. This change in focus distance requires a certain
time lapse to complete, depending on the device used. The measurement ranges and the
spatial resolution of a CW lidar is directly related to the focal properties of the telescope.
Consequently, the shorter the focus distance and the bigger the aperture, the more con-
fine is the line-of-sight measurement volume. Similarly to any telescope, the focal depth
increases with the square of distance to the focused measurement point. Therefore, CW
lidar have limitations on their range of measurement, typically in the order of 200 m.
Pulsed lidar works with a different scanning approach. They transmit a sequence of
many short pulses and detect the Doppler shift in the backscattered light from each pulse
propagating at the speed of light. As opposed to CW lidars measuring at one range, pulsed
lidar are able to measure the wind speed at several simultaneous ranges. Additionally, the
spatial resolution of a pulsed lidar is independent to the measurement range. Instead,
the resolution of a pulsed lidar is controlled by its pulse width and the distance the pulse
travels while the lidar samples the detected backscatter.
Therefore both technologies have their advantages and disadvantages: while the CW lidar
maximum range is conditioned to the increasing averaging volume, the pulsed lidar max-
imum range is limited to its Carrier-to-Noise ratio. Moreover, a standard CW lidar can
typically sample up to 400 individual wind speed measurements per second while a pulsed
lidar of similar laser power achieves 2 to 4 wind speeds per second, however, recorded
simultaneously at up to 10 different along-beam downstream locations.
1.3.2.3 Lidar application in wind turbine wake research
Most of the lidar assisted wind energy research is orientated towards vertical scanning
or ’wind profiling’ of the atmospheric boundary later. The use of lidars applied to wake
research is relatively new. Bingöl et al. [18] used a nacelle mounted CW lidar to study the
1D wake meandering of the Tellus turbine at the DTU test site, and validate the passive
tracer approach of the DWM model. Trujillo et al. [152] extended this work to 2D cross
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sectional scanning of the wake and demonstrated the capabilities of lidar to study wake
turbulence. Smalikho et al. [132], Aitken et al. [6], Lundquist et al. [80] performed large
scale observation of wind turbine wakes on long range lidar on both single turbine and
large wind farms. Iungo et al. in [49] and [48] performed 2D field measurements and
3D volumetric scans of wind turbine wakes to study the qualitative effect of atmospheric
stability on wind turbine wake.
In the present PhD study, the two technologies previously introduced are used for distinct
applications. CW lidar are presently used to investigate detailed flow structures in cross
section of a wind turbine wake, allowing characterization of the streamwise turbulent
components. Pulsed lidar recordings facilitate the analysis of wake meandering, expansion
and transportation due to their ability to scan several downstream cross sections. The used
CW lidar is a prototype called Windscanner developed at DTU based on the commercially
available ZephIR lidar by Natural Powers. The pulsed lidar is a prototype based on the
commercial WindCube WLS7 lidar further developed and adapted to wake cross sectional
scanning by SWE from the University of Stuttgart.
The lidar used throughout the present experimental work are tested and calibrated using
a standard procedure. This process is based on correlating the lidar measured wind speed
profile with the one recorded by calibrated cup anemometers on a 125 m tall meteorological
mast at DTU Risø campus. Details on the calibration procedure can be found in Wagner
at al. [157], where correlation coefficient in the order of ∼ 0.99 were found.
1.3.3 The numerical approach
The computation of the unsteady wake flow field is carried out using the EllipSys3D flow
solver developed by Michelsen, [92] [93], and Sørensen [135]. The incompressible Navier-
Stokes equations formulated in general curvilinear coordinates are discretized and solved
using a block structured finite volume approach. The EllipSys3D solver is formulated
in primitive variables (pressure-velocity) in a non-staggered grid arrangement. A more
detailed description of the numerical scheme is available in [144].
Large Eddy Simulation are used to model the small unresolved length scales of turbulence
in the wake flow field. The LES model is based on a spatial filtering of the time dependent
governing Navier-Stokes equations, where eddies below a certain size are filtered out. These
eddies are subsequently modeled by the simple eddy-viscosity model introduced earlier.
In the present numerical approach, the finite volume discretization of the flow equations
essentially works as an active filter where scales smaller than the chosen grid spacing are
modeled by the sub-grid scale model of Ta Phuoc [141]. This sub-grid scale model both
accounts for the energy dissipation and the interaction between small scales responsible
for the wake diffusion and large scale driving the wake meandering. Both Actuator Disc
and Line modeling techniques are used in the present thesis.
1.3.4 Summary
The present dissertation is organized as followed.
Chapter 2 an 3 are dedicated to a combined experimental and numerical study of the
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single wake meandering, expansion and advection.
In Chapter 4, the experimental and numerical work is extended to the study of single wake
in non neutral atmospheric boundary layer.
Chapter 5 is dedicated to full scale experimental work and numerical study of the merged
wake behind two upstream rotors conducted at two different test site and turbine type.
Chapter 6 makes use of the validated numerical model to study the performance of simple
engineering method for wake superposition. This analysis is later on extended to a para-
metric numerical study based on large eddy simulation with various inflow conditions and
turbine spacing. An engineering model for predicting the merged wake deficit from single
wake contribution of the upstream turbines is proposed.
Finally, chapter 7 concludes the present thesis with future work and recommendations.
Chapter 2
Wake meandering
2.1 Introduction
This chapter deals with about validation of simple wake engineering models and CFD
models using full-scale experimental data obtained from a pulsed lidar system. These
validations are facilitated by the recent breakthrough in remote sensing technologies, their
increasing reliability and the ease of installation in remote locations such as wind turbine
nacelles. Specifically, three main aspects of the wake dynamics are studied in the present
work: 1) the wake expansion in the meandering frame of reference, which corresponds to
the increase in radial extend of the wake deficit caused by small scale turbulent diffusion
and pressure recovery, as it convects downstream; 2) the advection velocity, which is the
speed of the downstream transportation of the wake; and 3) the wake meandering, which
relates to the continuous change of the lateral and longitudinal position of the wake deficit
caused by the large turbulent structures of the atmosphere.
A previous study by Frandsen [39] showed, that wakes have a large impact on the aerody-
namic behavior and lifetime of turbines within a wind farm. Therefore, good confidence
in wake engineering models is required, so that they can be used extensively to assess and
improve the performance of a wind farm layout or a rotor as well as wind farm control
strategy.
A measurement campaign, resulting in full-scale wake lidar measurements, was conducted
during the spring of 2011 at the DTU Wind Energy Risø campus test site. It involved
a WindCube pulsed lidar system with a scanner device developed and adapted by the
University of Stuttgart (SWE) to facilitate 2D lidar scan features. The lidar was mounted
on the back of the nacelle of a stall regulated 500kW Nordtank wind turbine enabling
scanning of the wake flow field simultaneously at different downstream cross sections. As
opposed to the study in [83] based on continuous wave lidar technology, where the full-scale
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wake measurements are obtained in one particular downwind cross section only, a pulsed
lidar offers measurement of the wake expansion simultaneously in a specified number of
downstream cross sections.
The meandering path of the wake can be extracted by identifying the wake center for
each lidar sweep in all cross sections. It is consequently possible to compare prediction
of wake meandering obtained from the Dynamic Wake Meandering model (DMW) [71]
with the measured wake meandering in the specified cross sections. Such comparisons
are of relevance for model calibration and validation, and provide more insight into the
downwind convection of the wake.
Finally, CFD simulations are conducted with atmospheric characteristics and turbine op-
erational conditions identical to a selected 10min time series from the campaign. The
simulations are conducted using the Large Eddy Simulation approach for modeling the
large atmospheric turbulence scales combined with the Actuator Line technique (AL) to
model the rotor. CFD results on average wake expansion in the fixed frame of reference
are compared with measurements as well as predictions obtained from simple engineering
models.
2.2 Experimental approach
2.2.1 The test set up
The DTU Wind Energy Risø campus test site consists of several turbines and meteoro-
logical masts on a nearly uniform and flat land nearby Roskilde Fjord, Denmark. Fig.
2.1 is a sketch of the test site with a description of turbines and met mast with their
relative spacing. The present analysis focuses on single wake measurements behind the
stall regulated Nordtank 500kW turbine for incoming winds with an inflow direction of
289 ◦, where the met mast can provide undisturbed inflow measurements to the turbine.
The measurement set up involves a standard pulsed lidar system, Windcube WLS 7, where
the scanner device has been adapted. Details on the adaptation and testing can be found
in [120]. The raw lidar spectra are post processed by a software developed at SWE and
stored in a database at DTU - Risø Campus, together with the data from the met mast
and turbine operational sensors. The line-of-sight velocity vectors provided by the lidar
system are projected on the main flow direction using the method described in [83]. Time
synchronization between lidar and turbine related sensors is performed by the developed
post processing software. A robust filtering procedure is implemented, in order to identify
erroneous measurements resulting from ground reflection or nearby obstacles. This filtering
basically relies on the plausibility of the measured wind speed and the CNR value of the
laser beam. During the campaign, two distinct half-opening angle were used. The narrower
scanning pattern corresponds to a half-opening angle of approximately 8.5 ◦, and the wider
one has a half-opening angle of 16.7 ◦. A Cartesian scanning pattern, consisting of a set
of 49 measurement target points each spanning 5 planes located at approximately 1,2,3,4
and 5 rotor diameters downstream is used, as depicted in Fig. 2.2. An example of the
10 min average line-of-sight velocities across the 5 scanning planes is shown on Fig. 2.3.
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Figure 2.1: Risø test site descriptions, centered around the stall regulated Nordtank
500kW turbine, with a lidar mounted. Concentric circle indicates distance
in meter from the Nordtank turbine. The location of a nearby turbine and
obstacle have been determined by GPS during a previous campaign. The
blue line 289 ◦ represent the mean flow direction of the present study.
The duration of a single sweep scanning, consisting of 49 measurements over each of the
5 planes, is approximately 7.8s.
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Figure 2.2: Superimposed grid based on the five lidar focus distances with a half-opening
angle of 8.5 ◦. The color points represent measurement locations at differ-
ent downstream position. The beam trajectory is represented in dash lines
for the plane at 200m downstream (≈ 5D, D corresponding to the rotor
diameter).
2.2.2 Resolving the wake
In this section, the methods used to resolve the wake are detailed. The wake is resolved in
two frames of reference: 1) the nacelle frame of reference (also referred as fixed frame of
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Figure 2.3: Projected view of a 10 minutes average wake flow field scanned by the pulsed
lidar in the fixed frame of reference. The black dots are representing cartesian
measurement points in the domain. The lower truncation of the 2 most
downwind planes is the consequence of ground or obstacles detection. The
coordinate system used in this study is right handed with x-axis along the
main flow direction, the y-axis directed in the lateral direction, and z-axis
vertical and pointing upwards.
reference if we assume no yawing activity of the nacelle); and 2) the meandering frame of
reference following the displacement of the wake. In order to determine the unsteady wake
in the nacelle frame of reference, i.e. a set of 2D wake profiles corresponding to successive
lidar sweeps, a “short term” wake averaging procedure is implemented similarly to that
described in [83]. Each lidar sweep volume measurement are assigned into a so-called
“wake slice”, with release time corresponding to the time average of all measurements
within that particular sweep. Thus, “trains” of wake releases are resolved for each focus
distance. Each wake slice is re-interpolated over a finer grid in order to handle the changes
in grid spacing for each focus plane. The grid spacing of this global refined grid is equal
to 1m, corresponding to half of the grid spacing of the Cartesian scan pattern, at focus
distance 40m. A sketch of this averaging procedure is shown in Fig. 2.4.
The wake deficit is computed for each slice as based on the wake flow field, where the shear
contribution is preliminary removed. Two methods are tested for the computation of the
sheared inflow. The first one is based on the three sonic anemometer wind speed recorded
at the met mast and uses a power law fitting to obtain a mean inflow profile. The second
method is to use directly the lidar measurements at the boundaries of the most downwind
scanning planes to get an estimate of the shear profile. This latter approach is only used
with time series, where the large half opening angle is used, in order to avoid any wake
effect on the vertical wind profile. Furthermore, an averaging over a small vertical band of
a few meters in horizontal extension is required to reduce the random scatter in the wind
profile. Once the shear profile is known, the shear compensated flow is interpolated on
the same global grid, in order to facilitate computation of the instantaneous wake deficit.
An example, showing the comparison between the shear profile computed from each of
the two methods, is shown in Fig. 2.5. It is seen that qualitatively the wind speeds are in
fair agreement between the two methods when comparing with the lidar measurements at
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Figure 2.4: Sketch of the sweep averaging procedure seen from the side of the rotor. 2
Lidar sweeps are shown, one in blue and one in red. The 49 measurements
points per sweep are shown in blue dots together with the measurement path
as function of time. All measurements within one sweep are associated with
a “2D wake slice” (dark), where its release time is defined by tsweep, the time
average for the relevant sweep.
the two most downwind planes. However, a nearly constant offset along the vertical span
in the order of 0.2− 0.3m/s is observed, and the same trend is seen in other investigated
datasets. The cause of this mismatch is currently being investigated. It is speculated that
the combination of terrain orographic and roughness shift effects at the test site and from
westerly winds affects the shear profile downwind, as measured by the lidar. This has
to be taken into account in the subsequent wake expansion determination, since it will
influence the choice of a suitable free wind speed. In the subsequent analysis, the use of
the lidar for determining the shear is adopted. The fair shear gradient agreement seen in
Fig. 2.5 gives a good confidence in using this method.
The transformation from the nacelle to the meandering frame of reference is performed
by identifying the wake center for each wake slice, and subsequently transform the instan-
taneous flow field recordings to a Cartesian meandering frame of reference with origin at
the wake center. The instantaneous wake center is obtained using an optimization based
method similar to the one described in [18].
2.3 Numerical approach
2.3.1 The flow solver and computational domain
The computation of the wake flow field has been carried out using the 3-D flow solver
EllipSys3D developed by Michelsen and Sørensen [93], [135]. It solves the discretized
incompressible Navier-Stokes equations in general curvilinear coordinates using a block-
structured finite volume approach. EllipSys3D is formulated in primitive variables (pressure-
velocity) in a non-staggered grid arrangement. The pressure correction equation is solved
using the SIMPLE algorithm, and pressure decoupling is avoided using the Rhie/Chow
interpolation technique. The convective terms are discretized using a hybrid scheme com-
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Figure 2.5: Comparison of the shear profile extracted from the met mast and using a
power law fit (blue) with the profile measured by the lidar for two down-
stream cross sections. This profile is averaged over a 3m width band in both
the left and the right boundaries of the scanning window. The horizontal
dash lines represent the lower and upper part of the rotor.
bining the third-order accurate Quadratic Upwind Interpolation for Convective Kinematics
(QUICK) scheme (90%) and the fourth order Central Difference (CDS) Scheme (10%).
The LES approach is adopted, employing the mixed sub-grid scale (SGS) model described
in [141]. The used mixed SGS viscosity model depends on a filter function and empirically
determined constants chosen according to previous work on wake simulations [145].
The wind turbine rotor is simulated using the ACL model developed in [134]. This model
combines a three-dimensional (3-D) solver with a technique, in which body forces are
distributed radially along lines representing the blades of the wind turbine and smeared
azimuthally using a suitable Gaussian smearing function. The standard deviation of the
Gaussian function is taken as 3∆x, where ∆x is the local grid spacing at the rotor, as
based on recommendations from a previous numerical wake study [144]. The body forces
are obtained by a look-up table of airfoil data where the local angle of attack is used. In
the present study, the blade is discretized using 31 point per radius in the ACL model.
Assuming a homogeneous turbulent field, the modeling of the atmospheric boundary layer
(ABL) is done based on the average turbulent intensity and the shear profile as extracted
from the measurements. Similarly to [145], the sheared atmospheric mean velocity field is
imposed at the inlet of the domain. Additionally, the turbulence field, represented by all
three turbulence components of a 3-D incompressible flow field is generated prior to the
computation using the Mann algorithm [87], which reproduces homogeneous, stationary,
Gaussian and anisotropic turbulence with the same spectral characteristics as observed in
the neutrally stratified atmosphere. The Mann spectral tensor is developed using rapid
distortion theory combined with a model for eddy lifetime as well as with assumptions of
linear shear and neutral stratification. The dimensions of the generated turbulence box
is approximately (Lx,Ly, Lz) = (18R, 18R, 300R), where R is the rotor radius, and the
number of grid points in the box is 128X128X2048, resulting in a grid with a resolution
corresponding to 7 grid points per rotor radii. The turbulence is introduced in a cross
section plane 1.5D upstream of the rotor.
The computational domain has 17.92 million grid points. The dimensions of the grid
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used (Lx,Ly, Lz), expressed in terms of rotor radius R, are respectively (28R, 28R, 36R).
The grid layout and the boundary conditions are in accordance with previous studies on
wake computation [145] and [83]. The inlet of the domain is applied with the desired
average wind shear profile as measured at the test site; the outlet has unsteady convective
conditions; the ground of the domain has a wall no slip condition; and the top boundary is
set to the farfield velocity. The cells are concentrated with a constant spacing of ∆x = R30
in the finest resolved wake region in order to resolve and preserve the wake structures.
Upstream of the location, where turbulence is introduced, a coarser equidistant region
with a spacing ∆xc = R15 is used. Finally, stretched regions extend to the inlet and outlet
of the domain, respectively. A layout of the computational domain is shown in Fig. 2.6.
Figure 2.6: Overview of the computational domain. Every 4th cell face is represented.
The average streamwise, velocity extracted from a cross section in the middle
of the domain (Lx = 14R), is shown in a background contour plot. The red
line indicates the location of introduced turbulence generated using the Mann
model prior to the computations. The locations of the Nordtank turbine is
shown in the black line at Lz = 15R. The most downwind lidar cross section
is shown in black line at Lz = 24.75R.
2.3.2 Validation of the numerical model
In this section, a validation of the numerical model is performed. First of all, the ACL
model implementation is validated by comparing the measured power curve and thrust
curve (derived from two tower bottom bending moment signals) of the Nordtank 500kW
with results from the simulations. The measured power curve is determined according
to the IEC-61400 standard. The electrical power produced is obtained assuming 7% loss
from the available rotor mechanical power, according to [106]. Results of the comparison
are shown in Fig. 2.7a.
From Fig. 2.7a, it is seen that the CFD simulations are able to predict fairly well the
electrical power produced up to 12m/s. Above that wind speed, the rated wind speed
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Figure 2.7: Comparison between measured power and thrust curve at standard condi-
tions (TI < 10%, 15oC and 1013.3mbar) with simulations. (a), Power curve
of stall regulated 500kW Nordtank turbine. The overshoot seen in the simu-
lation at high wind speed is due to the stall not being modeled. (b), thrust
curve derived from two tower bottom bending moment signals. The blue
dash lines represent ±σP and ±σT , the standard deviation of the power and
the thrust, respectively.
of the stall regulated turbine is reached, and the separation occurring in the stall region
is not properly captured by the model. This, however, has no impact on the subsequent
study, since time series with 10 minutes average wind speeds of up to 8.5m/s are used in
the analysis. Equally good agreement is seen with the thrust comparison.
Secondly, single wake deficit resolved in the meandering frame of reference are compared
to measurements for the five available cross sections. The determination of the wake deficit
in the meandering frame of reference for the nearest cross section (1D downstream) is not
reliable due to the restricted amount of time, where the wake center is located within the
scanning area.
Results of the comparison are presented in Fig. 2.8. From Fig. 2.8, discrepancies are
observed between the measured and the simulated wake deficit around the wake center,
1D and 2D downstream, respectively. The measured wake deficit at 2D is not symmetric
and is slightly distorded. This is due to the difficulties for the tracking procedure to
identify the wake center for the entire 10 minutes time span. The discrepancies at the
wake center tends to disappear with increasing downstream distance, where the reliability
of the tracking procedure increases due to the increase of the lidar scanning area in lateral
direction. The overall agreement between measurement and simulation is good.
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Figure 2.8: Normalized wake deficit at hub height in the meandering frame of reference
for all five available downstream cross sections. The top x-axis represents the
downstream position in rotor diameters. The bottom x-axis show the nor-
malized wake deficit. The y-axis represents the normalized lateral position.
D0 denotes the rotor diameter and U0, the average free stream velocity.
2.4 Results and discussion
2.4.1 Single wake meandering dynamics
2.4.1.1 DWM model implementation
The main conjecture behind the Dynamic Wake Meandering model [71] is that the trans-
port of wakes in the atmospheric boundary layer (ABL) can be modeled, by considering
the wakes to act as passive tracers driven by the large-scale turbulence structures. In the
present study, the DWM model is implemented similarly to [18], where the modeling of the
wake meandering relies on a suitable description of the large-scale turbulence structures
of the atmospheric boundary layer, as well as of a suitable definition of cut-off frequency.
On one hand, the wake dynamics along the main flow direction is modeled using Taylor’s
frozen turbulence hypothesis. The downstream advection of the “emitted” wake deficits is
assumed to be driven by the constant Taylor advection velocity UT , which in the present
work is computed as the reduced wind speed behind a rotor as initially proposed in the
N.O. Jensen’s model [54] and summarized in [111]. This simplification decouples the wake
along wind deficit profile (and expansion) and the downstream transportation process.
On the other hand, the wake dynamics in the lateral and vertical directions is modeled
by considering a cascade of wake elements (also referred previously to as “wake slices")
displaced according to the large-scale lateral and vertical turbulence velocities at the posi-
tion of the particular wake cascade element at each time instant. The transverse velocity
field (vc(t), wc(t)), associated with the large scale part of the turbulence field, recorded by
means of 3 sonics anemometers located upstream of the rotor (at 89m, ≈ 2.2D), with the
mean wind direction aligned towards the rotor, and where large scale filtering is applied
using a cut-off frequency corresponding to a spatial scale of two rotor diameter, as based
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on previous recommendations by Larsen et. al. [71].
In order to compute a wake displacement at a specific position and time, time synchro-
nization of the various signals is required. Specifically, the signal time lag t0 caused by the
spatial separation between the met tower (sonic signals) and the turbine (thrust derived
signals, yaw signals) is determined as specified in Eq. 2.1, whereas a second time lag
tw(FC), representing the time an air particle uses to travel from the rotor to the down-
stream position FC, is estimated as in Eq. 2.2. Consequently, the total transportation
time t(FC) for an air particle to move from the sonic anemometers location to a lidar
scanning plane is the sum of both time lags tw(FC) and t0 (Eq. 2.3).
t0 =
Dmr
U0
(2.1)
tw(FC) =
FC
Uadv
(2.2)
t(FC) = t0 + tw(FC) (2.3)
where Dmr is the distance between the mast and the rotor (≈ 89m), U0 is the average
free stream velocity, FC is the lidar focus distance, in this case (40,80,120,160 and 200m),
respectively, and Uadv is the advection velocity computed according to N.O Jensen’s model.
In order to compute the wake displacement at a given downstream position (FC) and
at a given time, the transverse large scale transverse turbulence velocities (vc,wc), the
wind directions obtained from the sonic anemometers and the turbine related sensors
are expressed in a common time frame t˜(FC). This common time frame ensure that all
sensors are synchronized with respect to the 5 downstream position, and that the relevant
time delay is applied to each signal. A sketch representing signal time lines and their
corresponding delay is shown on Fig. 2.9.
Thus, following the DWM hypothesis, the lateral and vertical wake meandering dynamics
(wake displacements) are determined for all downstream cross sections as:
0 20min
ts−t0−tw(FC)
ts
tt−t0
tt
10min
tl(FC)
t˜(FC)
Met.mast Turbine Wakelidar
−t0−tw(FC)
Figure 2.9: Timeline of various measurements. 20 min met mast and turbine measure-
ments are used to cover a 10 minute lidar measurement time series with
random start and stop time.
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y(FC, t˜) = vc(t˜) · t˜(FC) + hyaw(FC, t˜) (2.4)
z(FC, t˜) = wc(t˜) · t˜(FC) + htilt(FC, t˜)
The tilt contribution htilt(FC, t˜) is disregarded in the present study since the lidar scanning
head was aligned horizontally with the ground and not with the nacelle titled by 2o. Thus,
only the sideways meandering motion of the wake is investigated. The contribution of the
turbine yaw misalignment hyaw(FC, t˜) to the wake displacement is taken into account as:
hyaw(FC, t˜) = FC · tan (θs − θyaw(t˜(FC))) (2.5)
where the misalignment angle is computed from the measurement of yaw position of the
turbine θyaw(t˜(FC)) and the mean wind direction from the met. mast sonic sensors
(average of 3 available heights) θs, as detailed in Fig. 2.10.
θy
θs − θy
U0
θs−θy
FC
hyaw
n
Uw W
x
θs
Figure 2.10: Sketch of the wake displacement due to yaw misalignment. The rotor ori-
entation angle θy is the reference and is obtained from the absolute yaw
position sensor. The misalignment angle is the difference between the wind
direction (θs) and the absolute rotor position.
2.4.1.2 Comparison of measured meandering with results from DWM
A dataset was selected with the inflow direction aligned along the line connecting the
turbine and met mast, a low yawing activity throughout the 10 minutes and a mean free
stream velocity of 8.1m/s. Furthermore, the mean turbulence intensity, defined as the
ratio between the standard deviation and the mean of the wind speed, is 11% and the
shear exponent obtained from power law fitting of the free wind profile is 0.1. With input
from the met mast, the DWM model is used to predict the wake center displacements
as function of time using the implementation described in the previous section, whereas
the result from the tracking algorithm gives an estimate of the wake center displacements
from the lidar measurements. Both results are compared in Fig. 2.11 for a downstream
distance of 3 rotor diameters.
The agreement between measured (blue curve) and modeled meandering (magenta curve)
is reasonable, however; an offset or ”time lag" is seen which is most pronounced between
100s and 140s. In this time interval, the tracking procedure doesn’t perform properly due
to the restriction of finding the wake center within the measurement area. It seems that
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the wake meandering is too large, so that the wake center is outside the lidar scanning
area, however, the model is able to predict such large meandering of the wake. The time
lag indicates that, in the context of DWM modeling, the use of the reduced wind speed
behind a rotor according to the N.O. Jensen’s model is not representative for the wake
advection velocity, however, the overall fair agreement confirms that it is a good initial
guess. Furthermore, the offset can be the consequence of using a constant advection
velocity over the considered time span where large scale velocity trends in the mean wind
direction is not accounted for. As good agreement can be observed for a given period
within a 10 minutes time series, whereas larger deviation can occur elsewhere. This seems
to be the most plausible explanation of the local deviation seen in the present comparison.
In order to quantify the time offset, and thus get an estimate of the mean advection time
difference, a cross correlation study is performed between measured (Wm) and simulated
time series (Ws). The DWM time series is slided in time τ (where τ is approximately
ranging as −600s < τ < 600s) relative to the tracked time series, and the cross correlation
coefficient is computed for each τ . The time offset τ , that yields the maximum cross
correlation coefficient, is the sought time offset.
ρ(τ) = R(τ)
σWsσWm
(2.6)
= E [(Ws(t+ τ)−<Ws>)(Wm(t)−<Wm>)]
σWsσWm
where E is the expected value operator, t is the time, σW is the standard deviation of the
displacement, and < W > refers to the average of the wake center displacement in time.
In practice, a cross correlation algorithm doesn’t change the characteristics of the time
series, as it slides one relative to the other, however, it the context of the DWM, the change
in transportation time affect the amplitude of the meandering as seen from Eq. 2.4 and
depicted in Fig. 2.11. It is seen, that the amplitude of displacement of the green curves is
increasing when increasing the transportation time (which in turn decreases the advection
velocity since a longer time is required to reach a particular downstream position). The
blue curve represents calibrated DWM result yielding the highest cross correlation. The
corresponding mean transportation time lag is in the order of 5.5s, which is smaller than
the sweep averaging time. Results of the analysis are summarized in the following Table
2.1, where the raw DWM results are shown together with the modified advection time and
advection velocity obtained from the cross correlation calibration.
Table 2.1: Advection velocities and transportation time at 3D downstream and from the
two estimation methods. U0 = 8.1m/s and t0 = 11s. Uw from the N.O Jensen
model is computed as: Uw =
√
1− CT · U0.
Uw t tadv
DMW Raw 3.4m/s (N.O. Jensen) 46s 35s
DMW Calibrated 4.06m/s 40.5s 29.5s
To conclude, the mean advection velocity of a wake “slice” during its convection from
the rotor location to 3D diameters downstream is, in the present case, underestimated by
using N.O Jensen model formulation.
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Figure 2.11: Lateral wake meandering analysis at FC=120m (≈ 3D). The tracked wake
deficit center (using similar technique as in [18]) is shown in red dotted
line. The prediction from the DWM model, obtained using the spatially
averaged inflow velocity of three sonic anemometers minus the measured
nacelle displacement (yaw contribution), is shown in magenta. The back-
ground gray density plot represents the measured wake at hub height. Low
wind speed is shown in black, and higher wind speed is shown in white.
The green dashed lines represent several transportation time lags τ from
the cross correlation study. The blue line is the model prediction leading
to the highest cross correlation with the tracked wake.
2.4.2 Single wake expansion
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Figure 2.12: Wake velocity field extracted from a slice of the computational domain at
hub height and wake width determination from CFD LES ACL. TOP: 10
minute average wake velocity, and BOTTOM: quasi-instantaneous wake
velocity. Wake boundaries are shown in black line.
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Figure 2.13: Example of wake velocity field extracted from the lidar measurement at hub
height and seen from above. 2-D interpolation between the cross sections
is performed to obtain the average flow field in the entire measurement
region.
In this section, the wake expansion in the fixed frame of reference is computed from a
selected dataset representing high rotor thrust coefficient and well resolved wake in all 5
downstream cross sections. The selected dataset has an inflow and operational conditions
similar to the previous dataset, i.e., an average free stream velocity of 8.6m/s, a shear
exponent of 0.08 and a turbulence intensity of 13.5%. The large lateral half opening angle
of the scanner head of 16.7 ◦ is used. By operating the lidar at a large opening angle, it is
ensured that the full extent of the wake meandering is captured for the expansion study.
Typically, the 10 minute average wake width is computed as the extend defined by the
lateral coordinates of the intersection between the average wake deficit at hub height and
the mean free stream velocity. In practice, the choice of a suitable free stream velocity,
giving a realistic wake expansion, is rather challenging. In fact, as discussed previously
in the experimental approach section, the observation of several time series shows that
the measured free stream velocity at the met mast is often higher than the free stream
velocity measured by the lidar around the wake, as depicted on Fig. 2.5.
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Figure 2.14: Comparison of 10 minutes measured average wake expansion including pres-
sure recovery with a modified Frandsen engineering mode, Theodorsen’s
near wake analytical solution; and CFD ACL LES simulation. Black dots
are measurements.
Results for the wake expansion coefficient, as defined by the ratio of the wake width, at
a given downstream position, and the rotor diameter D0, are compared to the modified
wake expansion model of Frandsen in Rathmann et. al. [111], the Theodorsen Near
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Wake Analytical solution derived in [142] and implemented in [19], and the present CFD
ACL LES unsteady simulation similar to [145] and [83]. The average wake expansion is
determined from CFD by computing the wake width from the average streamwise velocity
at hub height, as depicted in Fig. 2.12(a). The 10min average streamwise velocity field is
obtained in the fixed frame of reference by averaging all instantaneous velocity field (Fig.
2.12(b)), extracted during the computation with a time resolution of 2sec.
The comparison presented on Fig. 2.14 shows good agreement between the measured
and the CFD simulated average expansion. Furthermore, Theordorsen’s analytical near
wake model seems to predict fairly well the near wake expansion, when compared to the
results from CFD LES ACL. Larger deviation are seen in the use of the modified Frandsen
engineering model for downstream position up to 3 diameters. The agreement becomes
more convincing in the far wake.
2.5 Summary
In the present study, single wake characteristics have been studied both experimentally
and numerically. The measured wake meandering pattern is obtained from the tracking
of the wake center and is compared with the predictions from the DWM model. Good
agreement is observed despite of a phase lag due to the uncertainties in using the constant
wake advection velocity as predicted in N.O Jensen model. A cross correlation study
revealed a time offset of 5.5sec in average between the measured and modeled meandering
paths.
The average wake expansion in the fixed frame of reference is determined from the available
lidar cross sections and subsequently compared to simple engineering models as well as
results from CFD simulations using LES and ACL. Good agreement is observed.
The present analysis is currently being extended to the development of a new wake expan-
sion engineering model and an empirical relationship between the wake deficit magnitude
and the advection velocity determined from the available meandering patterns. More-
over, selected consequences of the DWM approach are currently being validated using this
pulsed lidar measurement campaign.
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Chapter 3
Wake advection and expansion
3.1 Introduction
The study presented in this chapter combines full-scale experimental validation of both
wake engineering models and wake CFD models with the development of new empirical
models for single wind turbine wake characteristics (i.e. wake expansion and wake ad-
vection velocity). This type of analysis is recently facilitated by use of detailed full-scale
wind field data obtained from a pulsed lidar. The recent breakthrough in remote sensing
technologies, their increasing reliability and ease of installation in unusual locations, such
as wind turbine nacelles, allows the research community to benefit from a large amount
of high resolution full-scale wake measurements, presenting several advantages when com-
pared to conventional met mast based wake measurements. Specifically, the ability to
measure the quasi-instantaneous wake wind field in several downwind cross sections si-
multaneously is very useful for the study of wake dynamics.
The measurement campaign used in this study was conducted during the spring of 2011
at the DTU Wind Energy Risø campus test site. It uses a WindCube pulsed lidar system
equipped with a scanner device, developed and adapted by the University of Stuttgart
(SWE), to facilitate 2D spatial lidar scan features. The lidar was mounted on the rear
of the nacelle of a stall regulated 500kW Nordtank wind turbine thus enabling scanning
of the wake flow field simultaneously at several downstream cross sections. As opposed
to the study in [83] which was based on continuous wave lidar technology, delivering the
full-scale wake measurements in one particular downstream cross section only, a pulsed
lidar offers measurements of the wake characteristics simultaneously in a specified number
of downstream cross sections, giving more insight into the advection velocity of the wake,
as well as its expansion and recovery.
The present study is a direct continuation of the initial analysis presented in [82]. In [82],
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the measured wake meandering obtained from the full scale measurements was shown to
agree fairly well with predictions from the DWM model, developed by Larsen et. al. ([71]).
However, the uncertainties in the initially specified advection velocity, as derived from N.O.
Jensen’s model [54], introduced a time lag in the downstream wake transportation. In the
present study it is demonstrated, that the use of vortex cylinder theory can improve the
advection velocity modeling in the context of wake meandering analysis. In the study in
[82], the measured wake expansion determined in the fixed frame of reference, was found
in good agreement with predictions from CFD computations using Large Eddy Simulation
combined with Actuator Line Technique while in comparison to an existing engineering
model [111] significant discrepancies were obtained in the near wake regime.
In this respect, the objectives of the present study are to overcome the inaccuracies in the
wake advection velocity estimation found in [82], and to propose a new wake expansion
model through an engineering approach based on the basic conjecture of the Dynamic
Wake Meandering model. As for advection, a new method to estimate the wake advection
velocity is proposed, which relies on a technique involving the cross correlation of the lateral
wake meandering time patterns measured in the resolved downstream cross sections. These
meandering patterns are obtained from the wake center tracking procedure developed in
[152]. This method allows a derivation of an empirical formulation of wake advection
velocity as function of the wake velocity deficit, and some analogies with known spherical
vortex structures described in [7] are identified. Finally, a new engineering wake expansion
model is proposed. This model is based on an initial pressure driven wake expansion
in the vicinity of the rotor obtained from theoretical considerations in [65], combined
with a spatial expansion gradient in the downstream direction based on the conjecture
of the DWM model as well as on the previously obtained empirical formulation of wake
advection velocity. The performance of this empirical model is assessed using of 3 datasets
representing various inflow conditions and turbine loadings.
3.2 Experimental and numerical approach
3.2.1 The experimental test set up
The DTU Wind Energy Risø campus test site consists of several turbines and meteoro-
logical masts on a nearly uniform and flat terrain nearby Roskilde Fjord, Denmark. The
instrumented turbine is a Nordtank 500kW stall regulated turbine equipped with 19.1 m
long blades manufactured by LM Wind Power. The turbine has a rotor diameter of 41
m. The measurement setup involves a standard pulsed lidar system, Windcube WLS 7,
as shown in Fig. 3.1a, where the scanner device has been adapted to facilitate 2D spatial
recordings. Details on the adaptation and testing can be found in [120]. Fig. 3.1b presents
a sketch of the site layout together with the turbines and met masts. The data sets se-
lected for the subsequent analysis corresponds to westerly inflow directions, in which the
met mast provides undisturbed inflow measurements.
The raw lidar spectra are post processed using a software developed at SWE and sub-
sequently stored in a database at DTU - Risø Campus, together with the data from the
Nordtank met mast and data from turbine operational sensors. The measured line-of-sight
velocity vectors, provided by the lidar system, are projected on the mean flow direction us-
3.2 Experimental and numerical approach 35
(a) The nacelle mounted Windcube WLS 7.
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Figure 3.1: (a) Photography of the nacelle mounted Windcube WLS 7 on the rear of
the 500kW stall regulated Nordtank turbine. (b) DTU - Risø Campus test
site descriptions, centered around the Nordtank 500kW turbine instrumented
with the lidar. Concentric circles indicate distances in meter from the Nord-
tank turbine. The location of a nearby turbine and obstacle have been
determined by GPS during a previous campaign. The blue line in direction
289 ◦ represents the flow direction for perfect alignment between the instru-
mented mast and the Nordtank turbine. This flow direction was used for
the wake meandering analysis in [82].
ing the method described in [83]. Time synchronization between lidar and turbine related
sensors is ensured by the developed post processing software. A robust filtering procedure
is implemented, in order to identify and discard erroneous measurements resulting from
ground reflection or nearby obstacles. This filtering basically relies on the plausibility of
the measured wind speed and the CNR value of the laser beam signal.
During the campaign, two different half-opening angles were used. The narrow scanning
regime corresponds to a half-opening angle of approximately 8.5 ◦, while the wider one has
a half-opening angle of 16.7 ◦. A Cartesian scanning pattern is used that simultaneously
covers 5 downstream cross sections at ∼ 1, 2, 3, 4, 5 rotor diameters (Fig. 3.2b), each of
which contains 49 measurement target points (Fig. 3.2a). The duration of a single scanning
sweep is approximately 7.8s, resulting in approximately 77 individual lidar sweeps over a
10 min period.
3.2.2 Resolving the wake
The wake is resolved in two frames of reference: 1) the nacelle frame of reference (also
referred to as the fixed frame of reference if we assume no yawing activity of the nacelle);
and 2) the meandering frame of reference following the displacement of the wake center.
In order to resolve the unsteady wake in the nacelle frame of reference, a “short term”
wake averaging procedure is implemented identically to that described in [83] and [82].
Each lidar sweep volume measurement is assigned to a so-called “wake slice”, with release
time corresponding to the time average of all measurements within that particular sweep.
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(a) Scanning pattern. (b) Measured wake flow field.
Figure 3.2: (a) Superimposed grid based on the five lidar focus distances for the large
half-opening angle of 16.7 ◦. The colored grid points represent measure-
ment locations at different downstream position. Beam trajectories are
shown/indicated as dashed lines for the plane located 200 m downstream
(≈ 5D, where D denotes the rotor diameter). The beam trajectory follows
the order of the 49 measurements points shown for the plane at the 200 m
downstream position. (b), Three-dimensional view of a 10 minutes average
wake flow field scanned by the pulsed lidar and shown in a fixed frame of ref-
erence, using the large half-opening angle scanning. The black dots represent
Cartesian measurement points in the domain. The coordinate system used
in this study is right handed with the x-axis along the main flow direction,
the y-axis directed in the lateral direction, and z-axis vertical and pointing
upwards. The free stream velocity is 12 m/s.
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Thus, “sequences” of wake releases are resolved for each focus distance. Each wake slice
is subsequently re-interpolated over a finer grid in order to handle the differences in grid
spacing between the individual focus planes, as illustrated in Fig. 3.2a.
The instantaneous wake deficit is determined for each wake slice from the wake flow field,
after subtraction of the mean wind shear (profile). The mean shear profile is determined
directly from the lidar measurements at the boundaries of the two most downwind scanning
planes, where wake effects are neglectable. An averaging over a small vertical band a few
meters wide in the horizontal direction is required to reduce the random scatter in the wind
profile. Once the shear profile is known, the shear compensated inflow is interpolated on
the same global grid, in order to facilitate computation of the instantaneous wake deficit.
The transformation from the nacelle to the meandering frame of reference is performed by
identifying the wake center in each individual wake slice, and subsequently by mapping
the instantaneous flow field on a Cartesian meandering frame of reference with origin at
the wake center. The instantaneous wake center is obtained using an optimization based
method identical to the one described in [152].
3.2.3 Numerical approach
The numerical computation of the wake flow field has been carried out using the 3-D
flow solver EllipSys3D developed by Michelsen and Sørensen [93], [135]. It solves the dis-
cretized incompressible Navier-Stokes equations in general curvilinear coordinates using a
block-structured finite volume approach. EllipSys3D is formulated in primitive variables
(pressure-velocity) for a non-staggered grid arrangement. The pressure correction equa-
tion is solved using the SIMPLE algorithm, and pressure decoupling is avoided using the
Rhie/Chow interpolation technique. The convective terms are discretized using a hybrid
scheme combining the third-order accurate Quadratic Upwind Interpolation for Convec-
tive Kinematics (QUICK) scheme (90%) and the fourth order Central Difference (CDS)
Scheme (10%). The LES is adopted, employing the mixed sub-grid scale (SGS) model
described in [141]. The used mixed SGS viscosity model depends on a filter function and
empirically determined constants chosen according to previous work on wake simulations
[145]. The wind turbine rotor is simulated using the ACL model developed in [134]. De-
tails on the computational domain layout, the boundary conditions and a validation study
of this numerical model are available in [82].
3.3 Single wake advection
In this section, single wake advection is studied using three different approaches: 1) simple
theory such as 1D momentum theory and vortex theory; 2) detailed analysis of full scale
lidar measurements; and 3) high resolution CFD LES-ACL simulations.
The aim is to improve the accuracy by means of two new predictive approaches for the
characterization of the wake advection velocity. In the first approach, a closed form ex-
pression of the advection velocity is derived from vortex tube theory, thus resulting in
a model based on idealized physical first principles. This new approach presents a more
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physical variation of the flow velocity passing the rotor. Specifically, the rotor induction
decelerating the incoming wind velocity is now taken into account as well as the non linear
change of the advection velocity in the flow wise direction.
The performance of this method is tested against the DWM model predictions in [82], and
a substantial reduction of the time lag discrepancies observed in [82] is obtained.
The second approach is an empirical approach based on detailed analyses of the full-
scale lidar wake measurements. This model assumes that the wake advection velocity
relates linearly to the wake deficit magnitude. This type of advection dynamics is also
found in spherical Hill’s vortex theory [7] and the goal of this study is thus twofold -
1) to validate the conjecture that, under real atmospheric conditions, the transportation
process of a wind turbine wake, has advection dynamics that are qualitatively similar to
that of a spherical Hill’s vortex; and 2) to identify the model parameter giving the best
possible quantitative agreement between model and full-scale observations. To consolidate
this result, a set of CFD LES-ACL computations, with similar inflow conditions (mean
wind speed, shear and turbulence intensity) as the ones observed during the full-scale
experiment, has been performed and subsequently analyzed using the same approach as
for the full-scale experiments.
Finally, the quantitative results (i.e. the model parameter estimates) from the full-scale
experiments and the CFD computations, respectively, are compared with an analog result
derived from spherical Hill’s vortex theory. The performance of this later method is tested
against the DWM model predictions in [82] together with the advection time obtained
from the vortex tube formulation. It is shown that they contribute significantly to the
elimination of the time lag.
3.3.1 Advection velocity from 1D momentum and vortex tube
theory
A combination of 1D momentum theory relating the axial induction factor, a and the
rotor thrust coefficient CT with the far field wake advection velocity formulation by N.O
Jensen’s model ([54]), can be generalized to any normalized location x˜ = xD as:
U(x˜) = U∞(1− a · f(x˜)) (3.1)
Where D denotes the rotor diameter. The basic 1D momentum approach for the advection
velocity variation of an air parcel across a rotor is to consider the advection velocity equal
to the free stream velocity U∞ upstream of the rotor and equal to U∞
√
1− CT in the
wake regime. Therefore, the function f(x˜) based on the previous assumption is defined
as:
f(x˜) =
{
0 for x˜ ≤ 0
2 for x˜ > 0 (3.2)
The vortex tube theory uses the same generalized formulation for wake advection as the
1D momentum (cf. Eq. 3.1), however, with a different expression of the axial induction
factor function fv(x˜):
fv(x˜) = 1 +
x˜√
x˜2 + 1
(3.3)
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A comparison of the normalized advection velocity profile from 1D momentum and vortex
tube formulations, respectively, is shown in Fig. 3.3a for locations ranging from 2D up-
stream to 3D downstream and a high turbine loading corresponding to a thrust coefficient
of 0.75. It is obvious, that the advection velocity difference observed in Fig. 3.3a implies a
different downstream wake transportation times for the two formulation. For a given start
position, xS , and a given end position, xE , the advection time difference, ∆T , between
the two approaches is derived using the following formulation for the advection time T :
dt = 1
U(x)dx; T =
∫ XE
XS
1
U(x)dx (3.4)
In non dimensional time, T˜ = TU∞D , the advection time difference is thus given by:
T˜ =
∫ x˜E
x˜S
dx˜
U(x)
U∞
; ∆T˜ =
∫ x˜E
x˜S
(
1
U(x˜)
U∞
− 1
Uv(x˜)
U∞
)
dx˜ (3.5)
with U(x˜) being the advection velocity given by Eq. 3.1, with the axial induction factor
function f(x˜), defined in Eq. 3.2, whereas Uv(x˜) denotes the advection velocity resulting
from the axial induction function fv(x˜) in Eq. 3.3.
Introducing Eq. 3.1 into Eq. 3.5, we obtain:
∆T˜ =
∫ x˜E
x˜S
(
1
1− a · f(x˜) −
1
1− a · fv(x˜)
)
dx˜ (3.6)
An illustration of the advection time difference as function of the normalized distance
to the rotor is shown in Fig. 3.3b. The accuracy of the vortex tube based advection
model is subsequently tested against the measured wake advection under real atmospheric
conditions.
3.3.2 Advection velocity estimation from wake lidar measurements
A first approach to determine experimentally the measured wake advection velocity is
to identify a distinct turbulence structure in the near wake and subsequently tracking it
during its downstream transportation. The time resolution of the lidar system, and the
number of scan cross sections used in the present campaign do not suffice for this method.
However, alternatively it is possible to take advantage of the passive tracer assumption
of the DWM framework, and combine this assumption with the available of 2D lidar
cross section recordings to obtain wake advection estimates as function of downstream
distance. Within the DWM framework, the meandering patterns, defined as the wake
center position time series at a given downstream location, have identical generic shapes.
They differ from one downstream location to another only by their amplitude and a phase
shift due to the different transportation times. The observed meandering patterns are
obtained from the wake center tracking procedure described in [152], resulting in discrete
wake center positions as function of time with resolution defined by the sweep time of the
lidar system.
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Figure 3.3: (a) Comparison of the normalized advection velocity resulting from vortex
tube theory with the N.O Jensen’s formulation based on 1D momentum
theory. The red curve corresponds to the vortex tube formulation in Eq.
3.3, and the blue curve is the 1D momentum based formulation in Eq. 3.2.
The CT value is 0.75 giving an axial induction factor a = 0.25. (b) Non
dimensional advection time difference corresponding to an advection distance
between 2 rotor diameters upstream and 3 rotor diameters downstream.
Initially, a mapping from the discretely tracked wake center to continuous time distri-
butions is performed using spline interpolation. Due to spatial limitations in the cross
sectional scanning area at low focus distances (cf. Fig. 3.2a), the plane at 1D downstream
is excluded from the analysis. An example of typical continuous wake meandering pat-
terns is shown in Fig. 3.4 for the remaining 4 cross sections. It is seen, that the wake
patterns as expected are strongly correlated, shifted in phase and scaled in amplitude,
thus consolidating the validity of using the DWM framework in the present context.
250 300 350 400
−20
−10
0
10
20
30
Time [s]
M
ea
nd
er
in
g 
po
sit
io
n 
y−
ax
is 
[m
]
 
 
   
FC=80m
FC=120m
FC=160m
FC=200m
Figure 3.4: Wake center position in the lateral direction as function of time. Four differ-
ent downstream cross sections are represented. The continuous meandering
displacements is obtained from discrete sweep displacement using a spline
interpolation.
A quantification of the time lag between the meandering patterns shown in Fig. 3.4 is
obtained by performing a cross correlation study between consecutive pairs of meandering
paths (Sk;Sk+1). The maximum of the cross correlation coefficient ρ which, in the present
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context, is the advection time estimate, obtained for a specific time shift τ :
ρ(τ) = R(τ)
σSk
σSk+1 =
<(Sk(t+ τ)− Sk)(Sk+1(t)− Sk+1)>
σSkσSk+1
(3.7)
<Sk > and σSk are the average and the standard deviation of the wake center position
in cross section k, respectively. With the time shift τ being the sought advection time, a
direct estimation of the advection velocity between pairs of cross sections, whose mutual
distances are known, is possible.
This cross correlation technique is in turn applied to determine the advection velocity, Ua,
as function of the downstream position, which subsequently is compared to the results
from the analysis in [82]. For the particular 10 min time series investigated, the tracking
procedure fails in finding the wake center in the most downstream cross section plane due
to the fast recovery of the wake. Furthermore, and as previously mentioned, the plane,
located approximately 1D downstream, is too restricted in size for an effective tracking
over a full 10 min period. In fact, the wake center is found within the scanning area only
for a limited amount of time. Consequently, the advection time estimation is based on the
three remaining planes, respectively 2D, 3D and 4D downstream the rotor. Two advection
velocities can then be computed. One obtained from the cross correlation study between
meandering patterns using the advection distance (2D → 3D), and the second using the
advection distance (3D → 4D). The results are summarized in Table 3.1.
Table 3.1: Advection velocities and transportation times 3D downstream based on the
various estimation methods. U∞ = 8.1 m/s.
Ua t tadv
DMW Raw (from [82]) 3.4 m/s (NO Jensen) 46 s 35 s
DMW Calibrated (from [82]) 4.06 m/s 40.5 s 29.5 s
Vortex tube theory 4.21 m/s 39.2 s 28.5 s
Meandering patterns method
80-120 m: 3.95 m/s 41.4 s 30.4 s
120-160 m: 4.49 m/s 37.7 s 26.7 s
< Ua >: 4.22 m/s 39.4 s 28.4 s
The results in Table 3.1 seems to confirm the trend obtained in [82], where the actual
wake transportation time from the rotor plane to a location 120 m downstream is ap-
proximately 5 s less than the DMW predictions based on 1D momentum theory and the
simple advection model. The advection velocity is seen to increase as the wake convects
downstream, in accordance with classical theory on wake recovery. Also, the estimate
emerging from the meandering pattern method agrees very well with the prediction from
the vortex cylinder theory.
3.3.3 Empirical relation between advection velocity and maxi-
mum wake deficit.
The previously introduced cross correlation based method to estimate a measured wake
advection velocity directly showed good agreement with vortex tube theory for the se-
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lected time series. In this section, this method is applied to a larger set of data, in order
to investigate the relation between wake advection velocity and wake deficit magnitude
(located at the wake center). The study is based on both experimentally and numerically
derived wake properties. Further, a possible link to results following from spherical vortex
theory is investigated.
General formulation for CFD and measurements
In Fig. 3.5, the measured wake deficit profiles associated with each of the 5 pulsed lidar
cross sections, and resolved in the meandering frame of reference, are shown. For the most
downstream profile, the maximum wake deficit, located at the wake center, and denoted
∆u is indicated. Additionally, the wake advection velocity, Ua and the mean self induced
velocity, Ui are also represented. These last two quantities are related as:
Ua = U∞ − Ui (3.8)
where U∞ denotes the mean free stream velocity. We assume the maximum deficit ∆u to
be related to the wake self induced wake velocity Ui as:
Ui = c∆u (3.9)
where c is a constant to be determined empirically. This determination is performed using
the knowledge of the advection velocity as function of downstream position, obtained from
the cross correlation analysis described in the previous section, and the measured wake
deficit magnitude. In dimensional and non dimensional forms, Eq. 3.8 and Eq. 3.9 reduce
to respectively:
Ua = U∞ − c∆u; Ua
U∞
= 1− c∆u
U∞
(3.10)
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Figure 3.5: Sketch of the measured wake deficit in the meandering frame of reference,
its self induced velocity and the free stream velocity. The maximum wake
deficit yielding the minimum wake wind speed is located at the wake center.
The mean advection velocity obtained from the cross correlation study is associated to
the mean downstream location of the 2 cross sections (sections Sk and Sk+1) used for its
calculation. However, the maximum wake induced velocities are measured directly at a
specific section Sk.Consequently, they are linearly interpolated to the same location the
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advection velocities are ascribed.
Spherical vortex theory
From the general vortex theory by Akhmetov in [7], an expression for the constant c in
Eq. 3.9 can be obtained by approximating the wake deficit with a Hill’s spherical vortex.
Such vortex structures of radius a have a self induced stream wise velocity, Ui, of the flow
velocity inside the sphere. In a fixed coordinate system attached to the vortex itself and
in an uniform flow characterized by velocity U0 in a direction of the negative x-axis:
2 1 0 1 2
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Figure 3.6: Streamline pattern of a Hill’s spherical vortex, with a radius a = 1 and
coordinate system with vertical z and horizontal x axis. This streamline
pattern was computed from the expression of U and V velocity components
in [7].
Ui(x, z, a) =
3
2U0
(
1− 2z
2 + x2
a2
)
(3.11)
Similarly, the flow velocity outside the sphere (z2 + x2 > a2) is derived from Hill’s stream
function formulation as:
Ui(x, z, a) = U0
[(
a2
x2 + z2
) 5
2 2x2 − z2
2a2 − 1
]
(3.12)
An illustration of the streamline pattern of Hill’s vortex is shown in Fig. 3.6 together with
a definition of the corresponding coordinate system.
The velocity at the center of the vortex sphere (Eq. 3.11) (x = 0, z = 0), expressed in the
same fixed coordinate system, is:
Ui(0, 0, 0) =
3
2U0 (3.13)
The velocity outside the sphere for x = 0 and z →∞ is obtained from Eq. 3.12 as:
Ui(0,∞, a) = −U0 (3.14)
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The maximum vortex structure deficit ∆u therefore reduces to:
∆u = Ui(0, 0, 0)− Ui(0,∞, a) = 52U0 (3.15)
In the fixed coordinate system, the corresponding advection velocity is Ua = −U0, which
corresponds to the induction at the center of the vortex structure. Therefore, when the
vortex structure is advected at a velocity equal to the free stream velocity (U∞ 6= 0), the
advection velocity in absolute coordinates becomes:
Ua = U∞ − U0
= U∞ − 0.4∆u (3.16)
An expression for the advection velocity of a Hill’s spherical vortex is thus obtained as:
Ua
U∞
= 1− 0.4 ∆u
U∞
(3.17)
Results
An empirical analysis is now conducted using a wide range of datasets representing the
various inflow conditions occurring during the measurement campaign, as listed in Table
3.7b. In addition, 5 full 10 minutes unsteady CFD LES-ACL computations with sheared
inflow and atmospheric turbulence are conducted, which are also listed in Table 3.7b.
Results of the comparison are shown in Fig. 3.7a.
The assumption/hypothesis stating that the maximum wake deficit is related to the wake
induction by a constant c is confirmed, since all measurements display a fairly linear
relationship. From Fig. 3.7a, it is further seen, that both measurements and CFD results
are in good agreement. However, their respective linear slopes, c, are larger than the one
obtained from Hill’s spherical vortex theory. The scatter of the measurements is larger than
the scatter obtained from the CFD simulations, which may be due to general uncertainties
of lidar based full scale measurements associated with e.g. the inflow wind profile, the
lidar averaging procedure and the unavoidable velocity projections. Furthermore, the
meandering tracking procedure is more challenging to operate on the measured wind field
as compared to the CFD generated flow fields, since the lidar spatial resolution is much
coarser than the resolution provided by the CFD results.
3.4 Single wake expansion
Initially, an investigation of the single wake expansion in the fixed frame of reference is
conducted. A comparison is performed between the measured wake expansion from the
pulsed lidar recordings, the numerical results from the CFD LES-ACL computations and
Frandsen’s empirical expansion model, as implemented by Rathmann et al in [111]. This
study is conducted for two selected datasets with different turbulence intensities and mean
wind speeds, and discrepancies are discussed both in the near and the far wake regime.
Subsequently, a new empirical expansion model is proposed taking advantage of the DWM
framework. One of the strengths of using the DWM formulation for wake expansion
3.4 Single wake expansion 45
0 0.1 0.2 0.3 0.4 0.5 0.6 0.70.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
1.1
Meas: Ua/U∞ = −0.51 ·∆u/U∞ + 0.88
CFD: Ua/U∞ = −0.63 ·∆u/U∞ + 0.96
U
a
/
U
∞
[-
]
∆u/U∞ [-]
 
 
   
Meas. Ws: <6.4−12.2>m/s, TI: <9.4−17.5>%, nu:<0.09 −0.21>
Hills vortex theory
Mean of Lidar measurements
CFD Ws: <6.0−12.9> m/s, TI: <8.8−10.2>%, nu: <0.07 −0.11>
Mean of CFD
(a) Empirical analysis.
# WS
[m/s]
TI
[-]
CT
[-]
α
[-]
Ua
[m/s]
Pow.
[kW]
M
ea
su
re
m
en
ts
1 6.4 0.09 0.83 0.18 2.63 75.9
2 6.7 0.17 0.81 0.21 2.93 134.0
3 8.1 0.13 0.71 0.09 4.37 211.7
4 8.2 0.14 0.70 0.14 4.40 181.9
5 8.5 0.12 0.68 0.07 4.79 200.9
6 8.9 0.14 0.64 0.16 5.34 241.1
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(b) Selected datasets.
Figure 3.7: (a) Empirical relationship obtained from linear fitting of observations from
full-scale measurements and from CFD respectively. A comparison with the
theoretical spherical vortex solution is also shown. Dash lines represent linear
fit of the measurements points (crosses). The mean of the lidar measurements
and the CFD results are also shown together with their respective error bars.
The following empirical constants are obtained: cCFD = 0.63, cmeas = 0.51.
(b) List of selected datasets. Ua is the simple theoretical advection velocity
equal to U∞
√
1− CT , and α is the mean wind shear exponent. All quantities
are 10 minutes averages.
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modeling is that the influence of ambient turbulence is included in the modeling primary
through the relation between the magnitude of meandering and the intensity of the large
scale turbulence. In this analysis, the far wake expansion is assumed to be dictated by
the Gaussian distributed lateral wake meandering, whereas 1D momentum theory gives
valuable insight into the wake expansion in the vicinity of the rotor. Both conjectures are
validated in the present analysis. Time series where large wake deflections (i.e. significant
meandering) occur are used in order to facilitate the validation.
Several formulation of the wake expansion gradient are investigated using different nor-
malization and scaling of the lateral velocities. The most advanced gradient formulation
makes use of the previously developed empirical wake advection model. The accuracy of
the different formulations are tested using three selected full-scale datasets representing
different inflow conditions.
3.4.1 Measured and modeled wake expansion.
The wake expansion in the fixed frame of reference is determined from two selected datasets
representing different mean wind speeds. The first dataset (labeled #5 in Table 3.7b)
represents a situation with moderate rotor thrust coefficient (0.63) and mean wind speed
(8.5 m/s) resulting in pronounced wakes in all 5 downstream cross sections. The inflow
turbulence level is moderate for this onshore wind turbine site (12%). The second selected
dataset (labeled #9 in Table 3.7b) has a lower thrust coefficient (0.44), a larger mean wind
speed (12.2 m/s), and a higher stream-wise turbulence level of 16%.
The two selected datasets are recorded using the large lateral half opening angle of the
scanner head of 16.7 ◦. By operating the lidar at a large opening angle, it is ensured that
the full extent of the wake is captured for the expansion study of the three most downwind
cross sections. However, the recording area for the first and second cross sections may not
extend sufficiently to measure the entire wake span for some datasets.
In addition, numerical simulations are conducted with inflow characteristics closed to the
ones observed in the measurements and labeled #2 and #5, respectively in Table 3.7b.
More specifically, these simulations are CFD ACL LES unsteady simulations similar to
those described in [145] and [83].
For both measurements and CFD results, the 10 min average wake width is obtained as
the vector length defined by the two points intersection between the average wake deficit
and the mean free stream velocity.
Results from full-scale measurements and CFD simulations are compared to the wake
expansion model of Frandsen in Rathmann et. al. [111]. In the adaptation of Frandsen’s
expansion model in Rathmann et. al. [111], the wake expansion, EF , is expressed as
function of downstream distance:
EF (x) = D0 max
[
β, α
x
D0
] 1
2
(3.18)
where α = 0.7 is an empirical constant determined in [111], D0 is the rotor radius, and β
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is defined by:
β =
1
2 − 12
√
1− CT√
1− CT
(3.19)
where CT is the rotor thrust coefficient.
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and CFD (dataset #2).
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(d) Expansion: meas. (dataset #9)
and CFD (dataset #5).
Figure 3.8: (a) and (b) Normalized wake deficit in the meandering frame of reference
from measurements and CFD simulations ; (c) and (d) comparison of mea-
sured 10 min mean wake expansion with predictions from Frandsen’s en-
gineering model as well as with CFD ACL LES simulations for the same
datasets. The α value in the empirical formulation in Rathmann et. al.
[111] is 0.7.
The comparison presented in Fig. 3.8 shows good agreement between the measured and
the CFD-simulated average expansions. Larger deviations are seen between measurements
and the modified Frandsen engineering model, especially for downstream positions up
to 3 diameters where pressure recovery is dominant relative to the turbulent diffusion.
The agreement becomes more convincing in the far wake. This is in agreement with
the limitations of Frandsen’s model, which is empirical and based on met mast far wake
measurements. Whereas the empirical value of α = 0.7 shows good agreement with the
lidar data in the far wake of moderate wind speed dataset (Fig. 3.8c), the agreement is
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less convincing for the high wind dataset (Fig. 3.8d), revealing a lack of accuracy for high
turbulence intensity cases.
3.4.2 Verification of a DWM model assumption.
The time lag between each of the meandering patterns obtained from the cross correlation
study performed in Sec. 3.3.2 are used to “de-lag” the wake center positions recorded at
different downstream cross sections, as illustrated in Fig. 3.9a.
By removing the time lag, a direct visualization of the “trace” of an imaginary air parcel
advected in the wake and following the wake center is facilitated. This allows validation
of a DMW consequence, namely that the characteristic lateral displacement velocities in
the near wake are approximately constant for each deficit "release". This consequence is
first verified graphically in Fig. 3.9b where the wake center displacements, for a random
set of sweeps selected within a dataset, are plotted against the downstream location. It is
observed, that the wake centers are lying approximately on a straight line through the 4
investigated cross sections, thus indicating constant lateral velocities in the near wake as
predicted by the DWM model.
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Figure 3.9: (a) Wake center lateral motion for four downstream cross sections recorded
during a period of 2.5 min. On the left figure, the raw signal is shown, and
on the right figure the signals with the relative time lag eliminated is shown.
The red vertical segment on the right figure represents the lateral deflection
of an imaginary particle following the wake center between two consecutive
cross section scanning planes. R1, R2 and R3 denote regions, which are used
to verify the DWM consequence in focus. (b) Tracked wake center positions
as function of downstream position. Specific lidar sweep measurements are
numbered and selected randomly from the 10 min dataset.
The meandering patterns shown in Fig. 3.9a are used to compute the lateral velocities
vSk at a cross section, Sk, based on the knowledge of the mean advection time between
two cross sections obtained from the previous section. This analysis is first performed on
three imaginary air parcels over a time span of 20 s. The air parcels, denoted R1, R2
and R3 respectively, correspond to regions where the wake deflections are large, hence
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facilitating the validation locally. Finally, the entire 10 min dataset is used. The average
lateral velocity < vSk > over a region Rk is then obtained as:
< vSk >=
< dy(Sk,t) >
τ(Sk)
(3.20)
where dy(Sk,t) represents the time dependent lateral displacement of the wake center, and
τ(Sk) is the time used for an air parcel to travel from the rotor to a given cross section
Sk. Results are summarized in the Table 3.2.
Table 3.2: Lateral velocities derived from three test regions as well as the average over
the entire dataset span as function of downstream cross sections. The ad-
vection time is the time a ‘wake slice‘ used to travel from the rotor to the
corresponding downstream scanning plane.
Downstream
location
[m]
Adv.
time τ
[s]
vSk
at R1
[m/s]
vSk
at R2
[m/s]
vSk
at R3
[m/s]
10 min
[m/s]
80 27.0 0.31 -0.23 -0.28 -0.17
120 39.2 0.33 -0.27 -0.25 -0.14
160 49.9 0.36 -0.32 -0.28 -0.14
200 59.2 0.41 -0.28 -0.32 -0.12
The results in Table 3.2 confirm that the lateral velocities are reasonably constant through-
out the entire dataset, with a maximum deviation of 0.05 m/s and a tendency to decrease
slightly in magnitude with respect to the distance from the rotor. This is most likely
associated with deviations from the near wake assumption.
3.4.3 Wake expansion derived from the measured wake center
tracking
In Sec. 3.4.1, the measured expansion coefficient is obtained from an analysis of the
recorded 2D cross sections in the wake flow field. The subsequent analysis focuses on the
development of a method, where the wake expansion in the far field is determined from
the measured wake center displacements only. A linear extrapolation of the expansion in
the far wake regime into the near wake regime and ultimately to the rotor position is per-
formed. This in turn determines an imaginary initial expansion just after the rotor plane,
where pressure recovery drives the wake flow field. This initial expansion is subsequently
compared to the theoretical formulation by Larsen et al. [65].
Analysis of expansion gradients from full-scale measurements. The positive and
negative gradients of the wake center position expansion in the fixed frame of reference, at
a downstream distance k, denoted respectively α+(k, t) and α−(k, t), are depicted in Fig.
3.10. They can be computed as the ratio between the time dependent lateral displacement
dy(k, t) and the downstream position dx(k), where dy(k, t) refers to the instantaneous lat-
eral wake center position. Physically, these slopes can be directly related to the expansion
of the wake due to wake meandering. Two types of gradients are defined: 1) the so-called
global gradients, defined from the rotor plane location to each downstream cross section;
and 2) the local gradients defined as the ratio between the displacement increment and the
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downstream distance between the kth and the (kth− 1) plane (Eq. 3.21). These gradients
are sketched in Fig. 3.10 (left).
αlocal(k, t) =
dy(k, t)− dy(k−1, t)
dx(k)− dx(k−1) ; αglobal(k, t) =
dy(k, t)
dx(k)
(3.21)
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Figure 3.10: (Left) Sketch of the expansion gradients expressed in the fixed frame of ref-
erence. Each individual gradients is computed for every available instant,
t, and the results are time averaged to obtain the mean expansion gradient.
Furthermore, the maximum displacement is also extracted, which eventu-
ally defines the wake envelope. (Right) Decomposition of the contributions
to the total expansion coefficient at a given downstream cross section k.
The average wake center displacement gradient, < α(k) >, is the average of the absolute
value of all negative and positive gradients. This implies, that large and small excursions
from the mean displacement are equally weighted. The normalized average gradient is
denoted α˜(k), and two normalization constants K are investigated:
α˜(k) =
< α(k) >
K
(3.22)
The first option is defined by Ka = σv/ < Ua >, where < Ua > is a mean characteristic
advection velocity of the wake (obtained from averaging the downstream-dependent known
advection velocities), and σv is the standard deviation of the lateral velocities obtained
from three sonic anemometers recording the undisturbed inflow characteristics. The sec-
ond option is defined by Kb = σvc/ < Ua >, where σvc denotes the standard deviation of
the large scale lateral velocity fluctuations. vc corresponds to the low frequency content of
the lateral velocity power spectrum, as detailed in [82] and [71]. Similarly, the maximum
wake center displacement gradient αM (k) is defined as the average of the maximum posi-
tive and the absolute value of the minimum negative gradient and normalize with the two
expressions for the constants, Ka and Kb, defined previously. To summarize, there are 4
non-dimensional average gradients (one local, one global with two dimensional constants
each) plus the maximum global slope.
The non dimensional values of these 5 gradients are computed for the time series labeled #5
in the table in Fig. 3.7b, and the results are shown in Fig. 3.11a. The normalized gradients
are compared to two constants: 1) the mean absolute deviation (MAD) which is defined
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as the mean of an absolute deviation of a set of data about the data’s mean or median,
and for a standard normal distribution equal to
√
2/pi; and 2) the normalized gradient
equal to 1. Thus, for the normal distribution, the MAD is about 0.8 times the standard
deviation. From Fig. 3.11a, it is seen that the choice of global or local determination
of the gradient has hardly any impact on the results. However, local slopes are typically
more sensitive and less accurately determined, since the lateral displacements scales are
smaller than the ones for the global slopes. Furthermore, it is seen, that the normalization
based on all lateral velocities gives a gradient of
√
2/pi, whereas the normalization based
on the large scales only gives a gradient of 1. This last normalization factor will be used
in the formulation of the subsequent engineering model.
Finally, the normalized maximum gradient shown in Fig. 3.11a has a value ranging 3.1
from 3.4, depending on the downstream distance. For the present meandering stochastic
process, the most likely extreme within a specified time span T and normalized with the
process standard deviation is known as the peak-factor, kp. Following the analysis in [25],
the peak-factor for a Gaussian process, illustrated in Fig. 3.11b can be expressed as:
kp =
√
2 ln(νT ) + γ√
2 ln(νT )
(3.23)
where γ is the Euler constant, and ν is the zero crossing frequency of the process given by
ν =
√
m2/m0. The spectral moments, mi, are in turn defined as:
mi =
∫ ∞
0
niS(n)dn (3.24)
in which n denotes a frequency, and S(n) is the (single sided) power spectrum of the
process. For a wind speed process, kp is typically in the range of [2.5; 3.5] for a time span
of 10 minutes.
In the present study, the peak factor has been determined using three different types of
input: 1), the meandering path time series as depicted in Fig. 3.9; 2), the full lateral
turbulence component v of the undisturbed flow and 3), the low pass filtered lateral com-
ponent vc of the undisturbed flow. The calculated peak factors are listed in Table 3.3.
It is seen in Table. 3.3 that the peak factor associated to the large scale lateral turbu-
lence component is as expected lower than the one obtained from the "full" lateral velocity
component, due to the attenuation of extrema by the low pass filtering. It is further seen
in Table. 3.3 that the peak factors obtained from the measured meandering path time
series are in good agreement with the normalized maximum wake deflection depicted in
Fig. 3.11a, and with the theoretical peak factor of a Gaussian process. This result will be
subsequently used to define the wake expansion envelop.
Formulation of wake expansion from full-scale measurements. The measured
wake expansion Et, as introduced in Sec. 3.4.1, is now assumed to be the sum of two
contributions: the expansion caused by the wake meandering and the yaw contribution
to the lateral wake displacement. The wake expansion as function of downstream cross
section location (k = 2, .., 5), as depicted in Fig. 3.10 (right), is thus defined as:
Et(k) = D0 + 2 kD0 <α(k)> +2hyaw(k) (3.25)
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Table 3.3: Peak factor kp of the wake meandering Gaussian processed, using three dif-
ferent inputs.
Input Peak factor kp
Large scale lateral turbulence component vc 2.79
"Full" lateral turbulence component v 3.57
Meandering path time series
(function of downstream po-
sition)
2D: 3.04
3D: 3.00
4D: 3.25
5D: 3.24
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Figure 3.11: Normalized gradient investigation and relation to normal distribution char-
acteristics. (a) Mean and maximum of the expansion gradient of the wake
center lateral displacements computed for each cross sections normalized
using all lateral velocities and the large scale lateral velocities, respectively;
and (b), example of normal distribution with zero mean and standard de-
viation of 0.5 with illustrated confidence intervals.
In Eq. 3.25, the wake expansion has three terms. The first term is the rotor diameter
D0, the second term corresponds to the linear wake expansion due to wake meandering
in the turbulent diffusion dominated regime of the wake, and the third term represents
a fictitious wake expansion contribution caused by turbine yaw misalignment. The latter
contribution is an artifact of the lidar being mounted on the rear of the turbine nacelle. The
determination of the mean yaw misalignment contribution, hyaw, is described extensively
in [82]. The corresponding standard deviation of the directly observed wake expansion is
defined as:
σEt(k) = 2
√
var (hyaw(k)) + k2D20 var (α(k)) + 2k2D0 cov (hyaw(k), α(k)) (3.26)
The calculated covariance between the mean yaw contribution hyaw(k) and the lateral
meandering displacement contribution to the expansion coefficient α(k) is very close to
zero; therefore the involved stochastic quantities are assumed to be independent, and the
covariance term in Eq. 3.26 is consequently dropped.
A comparison between the expansion as defined by Eq. 3.25 with the results from CFD
simulations and the pulsed lidar measurements is shown in Fig. 3.12, where an expansion
3.4 Single wake expansion 53
coefficient, E˜t(k), defined as E˜t(k) ≡ Et(k)/D0 is shown. For all 4 downstream locations,
very close agreement is seen between the expansion obtained from Eq. 3.25 and the CFD
results. Furthermore, a slow-down in wake expansion is observed for the cross section with
the largest distance from the rotor. The origin of this decrease is investigated by removing
the yaw misalignment contribution from Eq. 3.25. As the same slow-down magnitude still
appears, it is believed that this clear gradient decrease of the expansion may be related to
an acceleration of the wake recovery, or simply an artifact associated to the uncertainty
of the present analysis.
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Figure 3.12: Expansion coefficient obtained from Eq. 3.25 compared to the one obtained
from CFD and lidar measurements. The linear extrapolation cross the
origin at E˜0,t = 1.13. The wake expansion coefficient envelope is shown in
dash red lines.
Finally, a linear extrapolation from 80 m (i.e. approximately 2D) to the origin is per-
formed using the local slope at 80 m. It intersects the origin axis at E˜0,t = 1.13. The
previously obtained initial expansion coefficient in the vicinity of the rotor is compared to
the theoretical work conducted by Larsen et. al [65] describing wake expansion caused by
pressure relaxation. Typically, the pressure close to the rotor is lower than the ambient
pressure. In the current engineering approach, by performing a linear extrapolation from
0 to 2 rotor diameters, it is implicitly assumed that the pressure recovers 2D downstream,
and it is known from theory ([65]), that a simple relationship between the rotor thrust
and the expansion due to pressure recovery can be described as:
Dw0 = D0
√
1
2 +
m
2 ; m =
1√
1− CT
; E˜0,t =
Dw0
D0
(3.27)
Using the mean thrust coefficient of 0.67, derived from the bending moment load at the
tower bottom and the rotor diameter D0 = 41 m, the initial wake radius is Dw0 =
48.0 m giving an initial wake expansion coefficient of E˜0,t = 1.17. The initial expansion
as predicted from theory and the pressure driven initial expansion obtained from the
measurements in Fig. 3.12 are therefore in good agreement, with a dimensionless deviation
of 0.08 corresponding to a difference in wake expansion of about 1.6 m. The wake expansion
obtained from the wake center measurement as function of the cross section plane index
k = 2, .., 5 is reformulated as:
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Et(k) = Dw0 + 2 kD0 <α(k)> +2hyaw(k) (3.28)
3.4.4 Engineering model for wake expansion
Introduction
In this section, a new engineering wake expansion model is proposed and validated. The
model takes advantage of the framework of the DMW model described in [71]. As exten-
sively described in [5], the single wake expansion in a fixed frame of reference is the result
of: 1) the wake meandering attributed to the large turbulent scale of the wake flow; 2)
the near field pressure recovery; and 3) the turbulent diffusion taking place after two to
three diameters downstream of the rotor and associated with the small turbulent scale of
the wake flow. In Sec. 3.4.3 , it was demonstrated, that the initial expansion relation
formulated in terms of rotor thrust coefficient has proven accurate. Consequently, this
will be the basis of a new expansion engineering approach conserving the treatment of
the near wake expansion. It is also demonstrated in Sec. 3.4.3, that the non dimensional
expansion scales with the large scale lateral velocity fluctuations and a characteristic mean
advection velocity obtained as in Sec 3.3.2. Furthermore, the distribution of lateral wake
displacements is assumed to be a zero mean Gaussian process. However, as indicated in
Fig. 3.13a, and confirmed by a Kolmogorov-Smirnov test, a distribution based on a 10
min time span may not always be Gaussian and symmetric around the origin. Since the
focus is on large scale behavior, longer time series are required to validate or reject the as-
sumption. As seen in Fig. 3.13b, showing the normal distribution fitting based on 90 min
time series, the use of longer time series is much more convincing. Furthermore, the yaw
misalignment has a direct impact on the center of the lateral displacement distribution for
short observation times, as it can be seen from the asymmetric distribution in Fig. 3.13a.
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Figure 3.13: Frequency histogram of the non dimensional lateral displacement of the
wake center at FC=160m (approximately 4D), with the number of bins
corresponding to the number of complete sweeps within a 10 min lidar
scanning. (a) using a 10 min time series and (b) using a 90 min time series.
D denotes the rotor diameter. A Gaussian fit of the distribution is plotted,
with the fitted mean µ = −0.03 and a standard deviation of σ = 0.47.
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Gradient investigation
In the present engineering approach, the wake expansion coefficient E˜(k), is defined in
its general form as the wake width at a given downstream lidar cross section k divided
by the rotor diameter D0. Based on the previous qualified assumptions, the proposed
engineering model is composed of a theoretical initial expansion Dw0 in the vicinity of the
rotor and a downstream expansion defined by the expansion gradient αt, where t is an
index corresponding to a tested expansion gradient. It is thus expressed as:
E(k) = Dw0 + 2kD0αt (3.29)
where αt is the expansion gradient, Dw0 is the initial wake diameter defined according to
Eq. 3.27, and k = 2, .., 5. Several wake expansion gradients (αt) are tested, as listed in
Tab. 3.4.
Table 3.4: List of the various expansion gradients investigated for the development of an
engineering expansion model.
t: Expansion angle αt: Description:
1 α1 =
σv
< Ua >
Constant advection velocity
2 α2 =
σv˜c
< Ua >
With cut-off length scales of 1D,
2D and 3D, respectively. Con-
stant advection velocity
3 α3 =
√
2
pi
·
(
σv
< Ua >
)
Verify similarity with α2 at 2D.
Constant advection velocity
4 α4(k) = σ˜vc · τ(k)
bmeas·U∞·τ(k)+cmeas·
∫ τ(k)
0
D(τ(k))dτ(k)
bmeas = 0.88, cmeas = −0.51
from Fig. 3.7a. Variable advec-
tion velocity. Cut off length scale
is 2D.
In Tab. 3.4, v˜c represents the large scale fluctuations of the lateral wind velocity, v, at
various cut off length scales. < Ua > is the average wake advection velocity. τ(k) is
the transportation time as function of the downstream section k obtained from the cross
correlation technique detailed in Sec. 3.3.2, D(τ(k)) is the maximum of the wake deficit as
function of transportation time directly obtained from the measurement, and cmeas and
bmeas are two constants obtained empirically in Sec. 3.3.2 and equal to 0.51 and 0.88,
respectively.
While the 3 first gradient expressions are directly related to the analysis in Sec. 3.4.3 and
have a constant expansion gradient, the last formulation makes use of the empirically-
determined non constant advection velocity derived in Sec. 3.3.3. It therefore includes
more physics by treating the advection as a deficit-dependent quantity, which is in turn
dependent on the distance from the wake emitting rotor . α4(k) is formulated using the
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expression derived for the advection velocity in Sec. 3.3.3 as:
α4(k) =
σ˜vcτ(k)
bmeas ·
∫ τ(k)
0 U∞dτ + cmeas ·
∫ τ(k)
0 D(τ(k))dτ(k)
= σ˜vcτ(k)
0.88 · U∞ · τ(k)− 0.51 ·
∫ τ(k)
0 D(τ(k))dτ(k)
; k = 2, 3, 4, 5. (3.30)
where the empirical relation obtained in Fig. 3.7a i.e. bmeas = 0.88 and cmeas = 0.51, has
been introduced.
Results of the gradient investigations are shown in Fig. 3.14 for the dataset labeled #5 in
the table in Fig. 3.7b.
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Figure 3.14: Expansion gradients investigation. Comparison of expansion coefficient
obtained from CFD, full-scale measurements, and model predictions with
the investigated gradients.
It is seen in Fig. 3.14a that the slope α2 associated with a cut-off length scale of 2D,
seems to agree best with the lidar measurements, the CFD computations and the expan-
sion from the wake center tracking procedure. As depicted in Fig. 3.11a, and confirmed
with the comparison shown in Fig. 3.14a, the expansion taken as (
√
2/pi)σv/ < Ua >
and σ˜vc/ < Ua > are almost identical. An excellent agreement with the the slope α4(k)
is observed in Fig. 3.14b. However, a more thorough validation is needed to verify the
accuracy of the model with different turbulence intensity and turbine loading.
General formulation
The empirical formulation of the single wake expansion coefficient in Eq. 3.30 is generalized
to any downstream location x. Expanding the initial wake expansion at the rotor location
from Eq. 3.27, the final expression takes the following form:
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E(x) = 1
D0
D0
√
1
2 +
1√
1−CT
2 +m · 2x ·
(
σ˜vc · τ(x)
bmeas · U∞ · τ(x) + cmeas ·
∫ τ(x)
0 D(τ(x))dτ
)
(3.31)
where m is a factor equal to 1 when determining the average wake expansion and equal
to kp (the Gaussian process peak factor in Sec. 3.4.3) when determining the maximum
wake envelop. The accuracy of the new expansion model is tested on 3 selected datasets
representing different rotor loadings and turbulence intensities of the ambient flow. The
results are shown in Fig. 3.15. In Fig. 3.15a, the deviation between the CFD results and
the empirical formulation is rather large in the near wake regime for the dataset with high
thrust coefficients, possibly because pressure recovery is not taking place "instantaneously"
in real life, and gradually reduces further downstream. Another important factor, which
can lead to deviation in the near wake regime is the uncertainty of the CFD model due
to lack of nacelle modeling. An increased blockage due to the presence of a nacelle may
contribute to an increase in wake diameter close to the rotor. This deviation is less severe
for the lower thrust coefficient datasets (Fig. 3.15b and Fig. 3.15c). The agreement with
the measurements remains excellent in the far wake, for all three cases.
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(b) Moderate thrust.
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Figure 3.15: Validation of the new expansion engineering model against CFD LES-ACL
simulations and pulsed lidar measurements. The overall agreement is good
for all three different turbine loading cases in the far wake. The case with
high thrust coefficient (a) shows, however, larger discrepancies in the near
wake.
3.5 Summary
In the present chapter, single wake advection and expansion have been studied both ex-
perimentally using pulsed lidar measurements and numerically using CFD LES-ACL sim-
ulations. As a spin off, basic consequences of the Dynamic Wake Meandering modeling
are validated from the present experiment. The advection velocity is estimated from ex-
perimental full-scale data using a method based on cross correlation of the meandering
patterns, defined by the discrete wake center lateral positions as function of time at par-
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ticular cross sections. Vortex tube theory is used to overcome limitations of N.O Jensen’s
advection velocity formulation and was shown to compare well with results from the ex-
periment.
Further, an empirical model, relating the maximum wake deficit at the wake center to
the wake advection velocity, is developed and linked to characteristics of Hill’s spherical
vortex structures.
Finally, a new empirical model for single wake expansion is proposed, based on an ini-
tial wake expansion in the near field derived from 1D momentum theory, and a far wake
expansion gradient formulated within the DWM framework, making use of the presently
obtained empirical advection model. This model has been found accurate when bench-
marked against 3 selected datasets representing various inflow conditions.
Chapter 4
Wake in the non-neutral
atmospheric boundary layer
4.1 Background
Throughout the last decades of wind energy research, wind turbine wakes have always
played an important part of investigations, since wakes are not only of concern in the
design stage of a wind turbine (load cases calculations and structural design) but also in
the design and operating stage of the entire wind farm (micro sitting, park performance
and wake losses). Therefore, large efforts have been made to develop powerful and accurate
wake models with different levels of complexity and practicability.
Today, most wake models are able to predict with a good degree of accuracy (depending on
their complexity) the average wind speed deficit caused by each of the turbines clustered in
a wind farm under neutral atmospheric conditions, giving a fairly reliable estimate of the
annual energy production (AEP). This fair performance, discussed by Pena et al. in [105],
is attributed to the fact that, when considering long term observations, most atmospheric
static stability conditions at typical European onshore sites are generally close to neutral,
slightly biased to stable side over land and to unstable side over water. However, the
modeling of wind turbine wakes in neutral atmosphere may not be relevant in the context
of short term forecasting of power production, highly relevant for wind farm operators, as
the state of the atmosphere can change rapidly at a given site, as seen in the study by
Vincent at al. in [154]. Furthermore, Sathe et al. [127] argued that the neutral condition,
in which buoyancy effects have negligible influence on the vertical turbulence, is only
experienced a fraction of the time in the atmosphere.
The qualitative effect of atmospheric stability on wind farm production is now better
understood, as high quality experimental data from operating onshore and offshore wind
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farms become available. Larsen et al. [62] attributed the influence on atmospheric stability
on wake meandering as the main effect on wind farm power production. He conjectured
that stable conditions are characterized by a decrease of energy content in the low fre-
quency part of the turbulent spectrum of velocity fluctuations and thus by an attenuation
of the wake meandering. For a downstream turbine perfectly aligned with the 10-minute
mean wind direction of the wake generating turbine, this will lead to a more pronounced
mean wake deficit and therefore to an increase in mean production loss. Conversely, un-
stable conditions lead to an increase in the energy content of the low frequency part of the
turbulent spectrum, leading to more intense wake meandering compared to the neutral
situation. The downstream turbine experiences an attenuated mean wake and thus lower
power deficit. These effects are captured by the Dynamic Wake Meandering model [71],
and further elaborated on in the study by Keck at al. [56].
Similar observations where made by Barthelmie et al. in [16], where they found that the
Nysted offshore wind plant in the Baltic sea under-produced during stable conditions,
due to decreased turbulence intensity and more gradual wake mixing and recovery further
downstream. Other experimental studies have also documented the effects of atmospheric
stability on turbine loads and power production: Hansen et al. [44], Wharton et al. [158],
Chamorro et al. [26].
The work presented in this paper aims to understand the fundamental nature of wakes
and wake dynamics under flow conditions different from neutral, and to validate the in-
house EllipSys3D flow solver and specifically its newly developed extension which includes
buoyant forces. The validation data are obtained from a full-scale experiment based on
a setup, where a pulsed lidar device is mounted on a 500kW stall regulated Nordtank
turbine, located at the site of DTU Wind Energy, Risø campus.
In the present context, the use of lidar technologies is of great benefit for model vali-
dation, since it allows full scale measurement of wake velocities remotely and offers a
much greater spatial resolution and less flow disturbance than point measurements de-
livered by conventional cup or sonic anemometers mounted on meteorological masts, as
observed in previous met mast-based wake measurement campaign such as Sexbierum [30]
and ECN WTW farms [128]. The use of lidar for studying wake dynamics under non
neutral atmospheric conditions has been increasingly popular in the recent years, as seen
in the comprehensive studies by Iungo et al. [48] and Aitken et al [6]. The present lidar
measurements are supplemented with a highly instrumented meteorological mast, among
other sensors equipped with three 3-D sonic anemometers at different heights, facilitating
the characterization of the atmospheric stability and the turbulence characteristics of the
incoming wind.
A limited amount of 10 min time series from the present measurement campaign have
already been used for the investigation of advection, expansion and meandering charac-
teristics of the wake under neutral stratification by Machefaux et al. [82] as well as for the
development of a new wake expansion empirical model [81]. The present analysis makes
use of the entire campaign recordings in order to gather a sufficient amount of data for
performing bin averaging of wake profiles under several atmospheric stability and inflow
wind speed conditions.
As part of the experimental analysis, three different atmospheric stability classification
approaches are investigated: 1) using the definition of the Monin-Obukhov length scale
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L and the corresponding classification found in the study by Pena et al. [103]; and 2)
the classification based on the Bulk-Richardson number as used in [44], and based on
the empirical derivation in [42]; and 3) the Froude number approach similar to the study
of flow over complex terrain in [122]. The combined effect of non flat terrain and very
stable conditions is further analyzed experimentally, especially the impact on the wake
meandering. Three test cases of various stability and characterized by similar mean wind
speeds are selected from the available datasets.
The numerical validation is conducted with the EllipSys3D flow solver using Large Eddy
simulation (LES) and Actuator Disc to model both wind turbine rotor and nacelle. In this
approach, we commonly superpose turbulence generated from the neutral spectral tensor
models developed by Mann [88] onto a neutral logarithmic inflow profile, similarly to the
work of Ivanell et al. [50] and Troldborg et al. ([144], [146]). In order to account for the
change of turbulent structures in the atmosphere for stable and unstable stratification, a
newly developed generalization of the Mann model [27] is adopted, and combined with
Monin-Obukhov similarity [98] theory for the modeling of the mean inflow profile as well
as a precursor diurnal cycle simulation for the determination of the inflow temperature
profile. Finally, thermal and Coriolis effects are explicitly added as external force terms
in the momentum equations as described subsequently and based on the work of Koblitz
et al [58]. The LES model uses a mixed subgrid scale model developed by Ta Phuoc [141]
regardless of the simulated atmospheric stability, and the solver parameters are identical
to previous work in [146].
The generation of turbulence in the present approach fundamentally differs from other
more fundamental and computationally expensive techniques as the one developed by
Churchfield et al. [29]. In their study, the turbulent atmospheric inflow fields for unstable
stratification are generated by precursor LES simulations conducted on a much larger
domain and for a longer simulation time. Furthermore, the Smagorinsky model [131] is
used to model the subgrid-scale (SGS) turbulent fluxes of momentum and heat.
Stoll and Porté-Agel [137] developed a more sophisticated dynamic subgrid-scale model
for modeling the stable boundary layer (SBL), and Lu et al. applied it to LES simulations
of very large wind farms under stable conditions in [79]. Such scale-dependent dynamic
models proved to better resolve the flow statistics near the surface than traditional scale-
invariant dynamic models.
In this respect, the present numerical approach can be regarded as a simpler extension
of the neutral LES simulations where focus is rather on the adaptation of the length and
velocity scale of the superimposed synthetic turbulence and thermal effects are accounted
for in a consistent manner with regard to the superposed flow.
4.2 Experimental approach
4.2.1 The test site
The measurement campaign was conducted from June 2011 to early January 2012 at the
DTU Wind Energy, Risø Campus test site located in the south-east end of Roskilde Fjord
in Denmark.
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This onshore site is mainly characterized by farm land, grass and nearby buildings and
trees. It has a moderate to high inflow turbulence intensity typically ranging from 9 to 15%
thus associated with a roughness length of approximately 10 cm. Furthermore, a constant
downhill slope of ≈ 0.3% is observed from the base of the installed Nordtank turbine
towards the fjord corresponding to inflow directions from the sector 120 − 150◦. Despite
its low magnitude, this terrain effect will have some impact on the wake measurements
especially under very stable condition as will be discussed subsequently.
4.2.2 The measurement set up
In this campaign, a Nordtank 500 kW turbine was equipped with a pulsed lidar mounted
on a platform at the rear of the nacelle, with its laser pointing downstream. The Nord-
tank is a stall regulated turbine with a hub height of 36 m and a rotor diameter of 41
m, equipped with LM 19.1 m blades. The wind turbine is instrumented with a data
acquisition system for recording meteorological properties (wind speed, wind direction,
air temperature, atmospheric pressure and rain) from the 57 m tall meteorological mast
located nearby in direction 283◦ from the turbine.
Additional wind turbine operational parameters (electric active power, generator torque,
rotor azimuthal position) and structural loads measured by strain gauges are also acquired
by a PC based data acquisition system.
The installed pulsed lidar is based on a Windcube WLS 7 lidar (as shown in Fig. 4.1a),
where modifications of the scanner device have been performed to facilitate 2D cross
sectional recordings ([120] and [121]).
The lidar scanning strategy is based on a Cartesian pattern consisting of 49 measurement
points over 5 simultaneous downstream cross sections ranging from approximately 1 to 5
rotor diameters. A complete description of the lidar scanning capabilities as well as the
post processing of the raw data is presented by Machefaux et al. in [82] and [81]. An
assessment of the measured wind resources from the sonic anemometer at 34.5 m altitude
is performed. This analysis is conducted on time series where the lidar data are considered
fully valid, based on a filtering procedure described in [129]. This analysis revealed that
the dominant wind sector observed during the measurement period is a south east sector
associated with mean inflow directions between 120◦ and 150◦. In this sector, the wind
speed distribution above cut-in wind speed includes bin ranges from 4 to 12 m/s, with
approximately 900 datasets available.
4.2.3 Data availability and validation
The campaign was initiated on the 8th of June 2011, and terminated on the 6th of January
2012. During the 212 days of measurements, the lidar was operating 22% of the time.
This low data availability is due to several user interactions on the system, maintenance
schedules on the turbine and the lidar, and updates of the base software of the lidar
system. As a result, around 4000 sets of 10 min long datasets of raw measurements were
collected during the campaign for different purposes: i.e. wake measurement as well as
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(a) Photography of the lidar (b) Test site
Figure 4.1: (a) Photography of the nacelle mounted Windcube WLS 7, on the rear of
the 500kW stall regulated Nordtank turbine. (b) Wind rose showing the
frequency distribution of wind direction at 34.5 m altitude from the wind
vane and the corresponding wind speed distribution at the same height from
the sonic anemometer. The bin width is 15◦. The dominant sectors between
120◦ and 150◦ are selected for the subsequent wake study. The background
picture is a Google Earth satellite picture of the test site centered at the
Nordtank turbine. The met mast (M.M) is not ideally located to the west of
the Nordtank turbine for these inflow directions. Source: Google Maps, co-
ordinates: 55◦41′4.29”N , 12◦5′47.72”E for the determination of the Coriolis
parameter. Google and the Google logo are registered trademarks of Google
Inc., used with permission.
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lidar validation and calibration.
Additional exclusion of data points as well as entire 10 min blocks were further conducted
on this database. Data points are excluded for several reasons: bad synchronization, bad
Carrier Noise Ratio (CNR) or hard target detection, as described in [129].
4.3 Experimental analysis
4.3.1 Atmospheric stability classification
In the context of full-scale measurements, the classification of the atmospheric stability is
not trivial, as it requires a precise knowledge of the physical and thermodynamic state of
the ambient air throughout the experiment. Specifically, measurements of absolute atmo-
spheric pressure, skin surface temperature, specific humidity and potential temperature
fluctuations at several heights within the surface layer are often required for obtaining a
reliable atmospheric stability characterization. The measurement quality of such thermo-
dynamical properties depends critically on the use of proper and well calibrated sensors.
Therefore, three dimensional sonic anemometers, when available, are often used for sta-
bility classification, since they offer recordings at high sampling frequency of the relevant
turbulent co-variances involved in the determination of the Obukhov length and the heat
flux.
Three classification methods are tested in the present analysis. The first method uses the
classical definition of the Monin-Obukhov length and its relation to 7 commonly defined
stability classes. In this approach, the recordings from the sonic anemometers are used to
determine directly the kinematic heat flux at a given height.
The second method, entitled the Bulk-Richardson approach, is based on a combination of
wind speed and temperature gradients. The Bulk-Richardson number Rib is in turn related
to the Monin-Obukhov length number L through empirical relationships. Compared to
the first method, this approach is typically more sensitive to the quality of the wind speed,
temperature and pressure sensor recordings.
The last method uses an approach adapted from the study of idealized flows over hills,
presented in a textbook by Stull [139]. This classification makes use of the internal Froude
number, defined in the present context as the ratio of natural wavelength of the air to the
effective wavelength of an obstacle. The possible adaptation of this method from flows
over hills to flows across wind turbine rotor is investigated presently.
4.3.1.1 The Obukhov length approach
This first approach was initially derived by Monin and Obukhov in [98]. They introduced
what has become the most commonly used quantity to characterize atmospheric stability,
the Obukhov length L; this loosely represents the height at which the production of
turbulent energy from buoyancy is equal to the shear induced turbulent production.
Experimentally, this quantity is easily determined by means of three dimensional velocity
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and temperature measurements. The Obukhov length, at a given height H, is defined as:
LH = − u
3
∗θv
κg
(
w′θ′v
)
H
(4.1)
In Eq. 4.1, (w′θ′v)H is the mean virtual potential temperature flux at the height H
directly measured by the sonic anemometer, g is the gravitational constant, κ is the
Von Karman constant ∼ 0.4, and θv is the mean potential temperature. The friction
velocity, or turbulence velocity scale u∗, is presently calculated via u∗ = |u′w′|1/2. The
measured Obukhov length is then attributed to one of the 7 stability classes outlined
in [103]: −100 ≤ L ≤ −50, very unstable (VU); −200 ≤ L ≤ −100, unstable (U);
−500 ≤ L ≤ −200, near unstable (U); |L| ≥ 500, neutral (N); 200 ≤ L ≤ 500, near stable
(NS); 50 ≤ L ≤ 200, stable (S); 10 ≤ L ≤ 50, very stable (VS). The Monin-Obukhov
similarity theory is only valid in the surface layer, which typically represents the first
tenth of the total atmospheric boundary layer height. Therefore, in the case of very stable
stratification, the sonic anemometer at 16.5 m a.g.l. should be primarily used, as the
higher sensors may not be located in the surface layer when highly stable stratification
occurs.
The impact of the sensor height is presently investigated. In Fig. 4.2a, the distribution of
z/L values as function of the mean wind speed for the selected inflow sector 120◦ - 150◦ is
shown for the three available sonic anemometers. For the present dataset, it is seen that the
measurements associated with low wind speeds are typically on the stable side, becoming
progressilvely unstable for the bin 7-8 m/s. Asymptotically, the mean atmospheric stability
for higher wind speeds approach near neutral conditions. This is a consequence of an
increased shear production due to higher mean wind speeds that progressively balance the
buoyant forces, thus characterizing a neutrally stratified atmospheric boundary layer. As
expected, the most notable difference between the three tested sensor height is found for
the stable atmosphere situations, while remaining fairly insensitive elsewhere.
In Fig. 4.2b, the z/L distribution of 33 very stable datasets (determined as based on the
16.5 m sensor), which corresponds to less than roughly ∼ 1/3 of stable cases (Kelly et
al. [57]) and for the wind speed bin 6-7 m/s is investigated. The corresponding Obukhov
length derived for the two sonic anemometers at higher altitude shows a much wider
spread, and a drift of the observations towards stable conditions. This reveals the large
sensitivity of the measuring height on the stability class quantification.
4.3.1.2 The Bulk Richardson approach.
The atmospheric stability condition within the surface layer can be determined from an
empirical relation relating the Richardson number to the corresponding Obukhov length.
The current approach follows the work by Larsen et al. described in Appendix A of [62].
The Bulk-Richardson number Rib has the advantage over the classical Richardson number
Ri to be based on single height wind speed and temperature measurements, thus avoiding
the introduction of summation errors from multiple sensors. It is determined from the
specific humidity q, the temperature gradient ∆T , the surface temperature T0, the velocity
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Figure 4.2: (a) Stability analysis of the selected datasets from the wind sector 120◦ -
150◦ using the three available sonic anemometers at different heights. The
wind speed range from 4 to 11 m/s with a bin width of 1 m/s. One standard
deviation of the integer stability class is also indicated in error-bars. (b)
Box plot of Obukhov length distribution for the very stable stability class
determined at 16.5 m height. The red line indicate the median, the edges are
the 25th and 75th percentiles, and the whiskers are the non outliers extreme
data points.
u at height z2 (where the Rib is estimated from) as:
Rib ≈
g
(
∆T∆z − (1−q)(∆z)21−0.1q · 0.01
)
(1 + 0.61q)
T0(u(z2))2
(4.2)
Businger, Dyer, Pandolfo derived an empirical expression based on full-scale measurements
in [23] and [101] which relates the Obukhov length to the Bulk-Richardson number as:
z2
L
= 10Rib for unstable stratification ;
z2
L
= 10Rib1− 5Rib for stable stratification
(4.3)
The calculation of the Bulk-Richardson number is, in the present study, not straightfor-
ward due to the lack of reliable sensors at the surface. As demonstrated in the work of
Sathe at al. [126], the Bulk-Richardson classifiation often fails at characterizing atmo-
spheric stability. The first source of uncertainties comes from the definition of T0, the
surface temperature. The sensor located the closest to the ground (1 m a.g.l.) displayed
some inconsistent temperature values throughout the campaign and was therefore disre-
garded. The most reliable surface temperature available is determined from a temperature
difference sensor between 10 m and 54 m and an absolute temperature recording at 54 m.
The derived temperature at 10 m is then extrapolated to the surface (z = 0) using the local
temperature gradient between 10 m and the 16.5 m temperature recordings, where the 16.5
m recording originate from the lowest located of 3 three dimensional sonic anemometers.
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Due to the use of two different sensor closely spaced in height, this technique is associated
with a high degree of uncertainties.
The mean velocity at height z2 is obtained from the sonic anemometer at 16.5 m. Finally,
the specific humidity q is not known with the available equipment. In turn, we assume
a mean relative humidity of 65%, which corresponds to the humidity typically observed
in Denmark during the season where the campaign took place. The specific humidity q
is then computed following the procedure described in Appendix A of [62]. The use of
a constant relative humidity is an acceptable guess, as it does not affect the Rib value
significantly. However, the determination of a proper temperature gradient and surface
temperature condition impacts the quality of this classification.
By using the sonic anemometer at 16.5 m for the Rib calculation, it is ensured that the
previous empirical relationships, only applicable in the surface layer (i.e. the first 10% of
the ABL height), are also valid for very stable stratification where the total ABL height is
greatly reduced as compare to a neutral atmosphere. The stability determined from the
Obukhov approach is used to guide the choice between the stability dependent Richardson
number from Eq. 4.3.
4.3.1.3 The Froude number approach
The method behind the present stability classification is an adaptation of the IEA Task
31 "Wakebench" study of Rodrigo in [122] and [125] . In this work, the complex flow over
the hill of Alaiz is studied experimentally using several highly instrumented masts located
on the top and downstream of the hill. The measurements collected are used to verify
models of flow in complex terrains under different stability conditions. The atmospheric
stability classification proposed in [122] is based on the theory described in [139], however,
including empirical adjustments as based on observations. The present adaptation first
considers the turbine itself as a flow disturbance similarly to a terrain obstacle, and the
subsequent analysis investigate the validity of this assumption for performing a robust
stability classification.
In stable conditions, a perturbed air parcel, i.e. an air parcel of given temperature dis-
placed vertically into different temperature, oscillate vertically at the Brunt-Väisälä fre-
quency, Nbv. This oscillating air parcel, when advected in an air flow of mean wind speed
U , create a wave trace. The wavelength of this oscillation is proportional to 2piU/Nbv,
its natural air wavelength. The length scale of an obstacle disturbing the flow is denoted
WT , and its effective wavelength is 2WT . The internal Froude number is then defined as
the ratio of the natural air wavelength to the effective obstacle wavelength as:
Fr = piU
NbvWT
(4.4)
where the Brunt-Väisälä frequency is defined as:
Nbv ≡
√
g
θ0
∂θ
∂z
(4.5)
where θ0 is the potential temperature at or near the ground, g is the gravitational constant,
and ∂θ∂z is the gradient of potential temperature with height.
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For Fr << 1, the flow is very stable ([139]) and therefore goes rather around the hill than
above, and when Fr >> 1, the flow is considered neutral. At the resonance, i.e. Fr ∼ 1,
lee waves or mountain waves are formed behind the hill. Observations at the Alaiz test site
revealed that a maximum in wind shear, characterizing a stable stratification, is observed
and arbitrary assigned to Fr = 1. This way, the length scale of the obstacleWT is inferred.
In unstable conditions the characterization of WT is more challenging and the sign of the
potential temperature gradient is used instead to differentiate the unstable and stable
regime. Therefore, Eq. 4.5 becomes:
Nbv ≡ sign(∂θ
∂z
)
√
g
θ0
|∂θ
∂z
| (4.6)
An application of the stability classification of the Alaiz test case in [125] in the present
experimental context is attempted. We consider the characteristic velocity to be the hub
height wind speed. The potential temperature gradient ∂Θ∂z is obtained from a differential
absolute temperature sensor between 10 and 54 m. The reference temperature Θ0 is
assumed to be the mean of the two previous mentioned temperature levels. The absolute
atmospheric pressure sensor located at the bottom of the met mast is used to determined
the potential temperature gradient.
The characteristic obstacle length scale WT is determined by investigating the Froude
number as function of the wind shear exponent based on two assumptions: the first ap-
proach assumes the obstacle length scale to be equal to the rotor diameter, whereas the
second approach assumes the obstacle length scale to equal the wind turbine height H,
similarly to [125]. As depicted in Fig. 4.3a, a peak in the wind shear assigned to a Froude
number of 1 is observed for a value WT = H. This value of WT also displays a better dis-
tribution among the stability classes defined in [125], as opposed to the distribution using
the lower length scale. However, both approaches suffer from a very limited number of
unstable, very unstable and very stable datasets. As seen in Fig. 4.3b, an inverse Froude
number of 1 is associated to low turbulence intensity, typically characterizing a stable
atmosphere. However, since this method is for the first time adapted to wind turbines, it
is not possible to verify whether the chosen obstacle length is site-dependent or turbine
dependent.
4.3.2 Wake bin averaging
Bin averaging of the lidar measurements is performed using mean wind speed bins of 1
m/s width ranging from 4 to 12 m/s, over the 7 stability classes. The stability bins are
obtained from the classification approach based on the Obukhov length determined at 16.5
m a.g.l., which is justified in the next section.
A test case matrix of 8 (mean wind speed bins) by 7 (stability bins) is then defined. These
narrow bins are a trade off between large enough number of observations within individual
bins to obtain statistically converged mean wake profiles while remaining short enough to
limit ensemble variability. As a result, the 625 lidar datasets collected from the selected
inflow sector, does not fill up the entire test matrix.
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Figure 4.3: (a) Influence of the characteristic obstacle length scale on the Froude number
based stability classification as function of inflow shear exponent. The length
WT is inferred to H where a distinct peak is observed in the wind shear for a
Froude number of 1. The atmospheric stability classes are derived from the
classification introduced in the study [122]. (b) Mean hub height turbulence
intensity as function of the Froude number derived stability classes. Stable
cases have a turbulence intensity of the order of 9%, whereas unstable cases
are associated to turbulence intensities in the order of 17%.
Three test cases from the previously defined test matrix are selected for the subsequent
experimental and numerical analysis: 1 neutral, 1 unstable and 1 very stable case all with
similar mean inflow velocities. An overview of these test cases and their respective ambient
parameters is available in Table A.1. The mean speed at hub height are obtained as the
mean of all individual 10 min average velocities within that particular stability bin. The
hub height velocity presented in Table A.1 is based on the velocity recorded at 34.5 m
a.g.l at the mast location, corrected to account for the relative height difference between
the instrument and the actual hub height of the turbine (36 m) as well as the elevation
different of approximately 2 m between the ground level at the turbine and the mast
location. This correction is based on the evaluation of the mean wind speed at corrected
height based on a fitted logarithmic profile.
All datasets are, prior to performing the bin averaging, normalized by the mean free
stream velocity at hub height. Several techniques for determining the normalization wind
speed are considered in the present study: 1) the use of the mean power produced and
the standard turbine power curve also referred to as PTC method in [115]; (2) the use
of sonic or cup anemometer measurements of the free stream velocity near the turbine at
hub height; and 3) the direct use of the wind speed lidar measurements recorded outside
the wake at the most downwind cross section.
An independent sanity check of each of these techniques revealed that the latter method is
the most accurate with the limitations of the experiment, as it provides a direct measure-
ment of the free stream velocity with the best possible spatial correlation with the lidar
measurements as opposed to the nearby mast. Contrary, the two first techniques displays
more variability resulting in occasionally large discrepancies for highly turbulent datasets.
Finally, the test site roughness length z0 is determined from the empirical approach de-
scribed in [102], which consists in solving the following equation for z0 for all test cases
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Table 4.1: Main parameters of the test cases with similar inflow velocities. Each quanti-
ties are obtained as the mean of all individual 10 minutes time series of each
test case. The values in parentheses correspond to wind speed standard devi-
ations and the standard deviation of the bin stability measure, respectively.
The shear exponent is obtained from a power law fitting to the 3 heights sonic
measurements of the average test case profile.
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Obukhov
length
16.5m a.g.l.
[m]
3D inflow
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hub height
[m/s]
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[-]
Measured
Elec.
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[kW]
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po-
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ν [-]
Dataset
length
[h]
#1
(N)
Neutral
|(L)|≥500
1677.7
(362.9)
7.03 (0.97) 0.14 1.42 0.75 125.61 0.19 3.2
#2
(U)
Unstable
−200 ≤ L ≤
−50
-84.8 (19.2) 6.82 (1.02) 0.15 1.55 0.71 120.25 0.16 3.3
#3
(VS)
Very stable
10 ≤L≤ 50
29.0 (11.3) 6.76 (0.70) 0.10 0.73 0.83 96.44 0.26 5.5
with the test matrix (function of the hub height wind speed UH and the Obukhov length
L):
TI16.5m(UH , L) =
1
log( 16.5z0 )
(4.7)
Based on the streamwise turbulence level recorded by the 16.5 m a.g.l. sonic anemometer,
the mean roughness length is estimated to 9.5 cm with an uncertainty of ± 3 cm.
4.3.3 Wake deficit and stability classification method
The impact of the atmospheric stability on the wake profile is presently investigated for the
wind speed bin including measurements in the range 6-7 m/s and for both the stable and
unstable cases. A comparison of the normalized wake deficit, as function of downstream
distance from the rotor is for the three classification methods shown in Fig. 4.4a and 4.4b
for the stable and unstable case, respectively. Additionally, the frequency distribution of
datasets within each of the 7 stability classes is shown in Fig. 4.4c.
It is seen in Fig. 4.4a that the wake profile is fairly invariant to the classification method
for the stable case. The only notable disagreement is observed for the Froude based profile,
which display a deeper deficit in the left side of the wake when facing the rotor. The impact
of the stable atmosphere is clearly seen at the most downwind location in Fig. 4.4a, where
the unstable profile displays a fully recovered wake as opposed to the deep deficit of the
stable wake profile.
The agreement among classification approaches is less pronounced for the unstable case in
Fig. 4.4b. The Obukhov length approach seems to be the only method showing a faster
wake recovery, typically characterizing an unstable atmosphere. As seen in Fig. 4.4c, the
Froude number classification shows a large frequency of unstable cases, which is not seen
with the other methods. This may be a consequence of the definition of the stability bin
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limits proposed in [125], determined empirically for a different site. Fig. 4.4c therefore
indicates that the Froude number intervals, defining the different stability classes, should
be reconsidered to obtain a better agreement with the classical approaches.
Based on the above observations, it was decided to classify the wake validation data from
the Obukhov length approach at 16.5 m a.g.l. This further ensures that the observation
height is inside the surface layer even for a very stable atmosphere.
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Figure 4.4: Sensitivity analysis of the stability classification method on the ensemble
averaged wake profile for the wind speed bin 6-7 m/s. (a) Normalized wake
velocity expressed in the fixed frame of reference (FFoR) as function of the
downstream distance for the stable atmosphere. The corresponding unsta-
ble profile is also shown for a better appreciation of the stability impact.
The profile determined from the Froude number approach is obtained from
combining the bins (U-NU) and (NS-S) respectively, due to the lack of data
in the target bin U and S bins. (b) Similar analysis for the unstable case.
(c) Frequency distribution of the 625 selected datasets among the stabil-
ity classes determined from the 3 methods. The percentage indicates the
amount of bins not included in any class.
4.3.4 Wake meandering and stability
As based on the assumption of the ’split in scales’ in the DWM model [71], the ambient
turbulence can be decomposed into two parts: the large scale turbulence (with length scales
≥ 2D), assumed to be responsible of the wake meandering; and the small scale turbulence
(≤ 2D) dictating on the wake deficit evolution in the meandering frame of reference. As
further discussed in [56], the stable atmosphere has a lower amount of energy in scales
larger than 2D and a larger energy on the diffusive scales as compared to the unstable
atmosphere. With the present experimental approach, the validity of this assumption can
be assessed by resolving the wake in both fixed and meandering frame of reference (FFoR
and MFoR).
By removing the meandering contribution to the wake profile, all three stability cases
display a similar wake expansion and thus deficits in MFoR as depicted in Fig. 4.5.
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The obtained wake profiles are almost invariant to atmospheric stability, where the only
notable difference is the larger deficit seen for the stable profile. This can, at least partly,
be explained by the variation of the thrust coefficients among the test cases, where the
rotor loading is the highest for the stable case.
In Fig. 4.5a , the inverted shape of the profile at 1D downstream corresponds to mea-
surement of the inner part of the double bell near wake shape characterizing the unloaded
inboard part of the rotor. This wake characteristic is not observed in the MFoR in 4.5b,
as the 2D Gaussian tracking algorithm fails to capture the real wake center and instead
typically uses the largest deficit peak to perform the fit. With that respect, near wake
profile at 1D in the MFoR are not reliable and a new tracking procedure will be develop
in the future based on an adapted fitting function for the near wake.
This analysis demonstrates that the effects of atmospheric stability can be modeled by
adapting the length and velocity scale of the atmospheric turbulence, and that the wake
large scale dynamics can be decoupled from the wake deficit evolution, as assumed in the
Dynamic Wake Meandering (DWM) model ([62]), and further elaborated on in [56]. This
findings were used in the recent study by Larsen et al. [63] to validate the extension of
the DWM model to non neutral atmosphere.
Unstable stratification enhances lateral and vertical wake meandering thus attenuating
the mean deficit in the FFoR as opposed to stable atmosphere. An illustration of this
is depicted in Fig. 4.5c, where the magnitude of wake meandering, determined as the
standard deviation of the wake center position, is plotted against the various stability
class. For a very unstable atmosphere, the lateral meandering displacement standard
deviation is almost doublet compared to the same metric for a very stable atmosphere. A
validation of the empirical model for wake expansion in [81] will be conducted using the
present non neutral datasets.
4.3.5 Terrain effect and stability
The lidar measurements collected from the selected inflow section are performed with the
scanning head horizontally leveled. However, the test site terrain has a downhill slope
characterized by a height difference of 5.5 m (determined from STRM based terrain data)
from the rotor location to the most downstream cross section.
This configuration facilitates the study of the impact of the terrain on the wake measure-
ments for varying atmospheric stability. The present investigation is done by extracting
the mean vertical skew angle of the wake χz, which is defined as the angle between the
horizontal plane and the mean vertical displacement of the wake center as function of
downstream position, as depicted in Fig. 4.6a. The time series of the vertical wake center
position are, for all available downstream cross sections, determined from an optimization
algorithm described in [152], based on a 2D Gaussian profile fitting of the cross sectional
unsteady wake measurements. The effect of wind veer on the vertical wake center position
is presently neglected due its small magnitude over the extent of the rotor: (very unstable:
0.5◦; neutral: 1.8◦ and stable: 2.5◦), as determined from the sonic anemometers at 16.5
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Figure 4.5: Wake resolved in (a) the fixed and (b) the meandering frame of reference.
The impact of stability is strongly diminished in the MFoR. (c) Wake mean-
dering intensity characterized by the standard deviation of the wake center
displacement for three downstream positions as function of the atmospheric
stability. The dash lines show the vertical components and the full lines
show the lateral components of wake center displacement.
and 52.5 m. The average vertical wake skew angle is then defined as:
χz(FC) = arctan(dz/FC) (4.8)
where FC denotes the focus distance, dz is the 10 min average vertical position of the wake
center.
In Fig. 4.6b, the average wake skew angle is shown for different atmospheric stabilities.
Fig. 4.6b shows an experimental evidence that the wind turbine wake has a strong ten-
dency to ’follow’ the terrain for stable and very stable conditions, as revealed by the very
close agreement between the terrain slope angle and the vertical wake skew angle. This
effect is not observed for the wake measurements under unstable stratification where the
downstream transportation of the wake follows the horizontal plane.
This is in accordance with classical theory of atmospheric turbulence, where a stable strat-
ification is characterized by a strong downward buoyancy force acting as a ’lid’ on the wake
flow field. This is characterized by a strong correlation between velocity field streamlines
and the terrain irregularities. Such effect are important when subsequently comparing
vertical measured wake profiles with numerical simulation conducted on perfectly flat and
homogeneous domain, as the height at which the velocity field is extracted is then stability
dependent.
4.4 Numerical simulations
Previous wind turbine wake simulations using the EllipSys3D flow solver, ([91], [135] and
[93]), were carried out under neutral atmospheric conditions only, where neutral turbu-
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Figure 4.6: (a) Sketch of the vertical motion of the wake under stable atmosphere. The
wake skew angle χz is indicated. (b) Investigation of the wake center vertical
position as function of the atmospheric stability. The y-axis represents the
mean vertical wake skew angle, defined as the angle between the vertical
position of the wake center and a horizontal plane. The dash line shows the
terrain slope angle. This analysis reveals the wake tendency to follow the
surrounding terrain for stable stratification.
lence generated from the Mann spectral tensor, ([86]), is introduced in a cross section
upstream of the rotor ([144], [83], [147]). In these numerical studies, based on Large Eddy
Simulations, the rotor was modeled with either an Actuator Line [144] or an Actuator
Disc technique [94], and the mean sheared inflow was typically imposed at the inlet of the
computational domain using a logarithmic law.
The present work aims to extend the previous modeling approach of wind turbine wakes
to non neutral atmospheric stratification. There are several aspects that differentiate the
wake flow modeling under neutral and non neutral atmospheric conditions, respectively. A
non neutral atmospheric boundary layer (ABL) enhances (unstable) or attenuate (stable)
turbulent fluctuations through the magnitude of buoyant forces. Furthermore, Peña et al.
[103] argued that modeling a non neutral atmosphere requires proper characterization of
the shifts in length and velocity scales of the turbulence. Finally, stable and unstable strat-
ification have different effects on the mean wind profile, which makes the corresponding
wind shears differ from the typical logarithmic profile of the neutral ABL.
In the present numerical work, the three test cases described in Table A.1 are simulated
using two numerical approaches described subsequently.
4.4.1 The "classical" approach
The first (classical) approach is based on the EllipSys3D flow solver using Large Eddy
Simulation. Both the rotor and the nacelle are modeled by two permeable Actuator Discs.
This model, based on the Actuator Shape model [116], makes use of both 3D corrected
airfoil data and the local flow conditions at the discs to determine the aerodynamic loading
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acting on a blade element, [119]. The nacelle is modeled as a disc with a diameter of 3 m
normal to the incoming flow. The force distributed over the disc area is equal to the total
drag force of a bluff body with a cylindric shape. The drag coefficient was set to 0.95,
according to the definition in [35]. As was observed in [20], the contribution of the nacelle
on the near wake deficit is fairly small. Both rotor and nacelle are represented on two 2D
polar grids with 90 radial and 180 angular elements.
Synthetic inflow turbulence are generated from the Mann model ([88]) with the three input
parameters obtained from a spectral fitting of the 3D sonic anemometer measurements.
These three model parameters are: 1) a parameter linking mean wind shear magnitude
with eddy life time (Γ) 2), the turbulence length scale (L) and 3), the viscous dissipation
of turbulent kinetic energy (α2/3). Although the Mann model does not include buoyancy
effects, it has occasionally been used to model wind spectra of a non neutral atmosphere
as in [103], [62] and [127]. The validity of this approach is re-assessed in the present study.
The computational domain and boundary conditions are set according to Fig. 4.7. The
inlet profile is modeled by a logarithmic law when neutral atmospheric condition is sim-
ulated. It is obtained from a least-square fit procedure where the friction velocity value
is varied to obtain the best agreement with the measured averaged wind profile. In this
fitting routine, the empirically defined site roughness z0 = 9.5 cm is kept constant.
The φ−function from Monin-Obukhov similarity theory summarized in [160] is used for
modeling the mean wind profile of the non neutral atmosphere. A good agreement between
the wind speed profile measured at the met mast and the modeled inflow was observed
for the unstable test case. However, a large discrepancy was observed for the stable case,
where the modeled MO inlet was much more severely sheared as compared to measurement,
as a consequence of the very low measured Obukhov length. In this case, a power law
was used instead. Due to the restriction on computational resources, the unsteady LES
computations are performed for only 10 min after the rotor wake has reached for the first
time the end of the computational domain, i.e. that transient phenomena does not appear
in the solution.
The performance of this approach was reassessed as part of this analysis on three neutrally
stratified dataset representing various inflow mean wind speed ranging from 6 to 10 m/s.
The observed agreement was excellent for downstream distance of 2 diameters and above,
however displaying an underestimated deficit at the very near wake. Results are available
in Appendix A.3.
4.4.2 The extended model
The second approach is an extension of the classical approach accounting consistently for
thermal effects. It makes use of the same rotor / nacelle modeling technique based on
the two Actuator Discs, and computations are carried out on the same computational
domain. The adaptation of the governing Navier-Stokes equations inside the EllipSys3D
flow solver is done by adding up explicitly thermal and Coriolis effects as external force
terms in the momentum equations. A complete description of the ABL flow model and
its implementation in the EllipSys3D flow solver is available in [58].
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Figure 4.7: Overview of the non uniform Cartesian mesh, in a coarser representation.
The dimensions are (Lx = 20DN , Ly = 14DN , Lz = 14DN ) where x, y and
z denotes the streamwise, lateral and vertical coordinates, respectively, and
DN denotes the Nordtank turbine rotor diameter. The boundary conditions
are shown on the sketch. The domain has a total of 19.9 millions cells.
The fine region in the near wake has a grid spacing equivalent to dx =
DN/60,dy = DN/60,dz = DN/41.
4.4.2.1 Modeling synthetic turbulence for non neutral atmosphere
The synthetic turbulence is generated using a newly developed generalization of the clas-
sical Mann model, which includes the effect of non neutral stratification on the turbulence
structure ([27]). In addition to the three parameters describing the classical Mann spectral
tensor, this model has two parameters: the gradient Richardson number, Ri, and the rate
of destruction of temperature variance nθ.
These parameters may be determined by fitting the non-zero model spectra to their mea-
sured analogues - i.e. the u-, v-, w- and θ auto-spectra as well as the uw-, uθ- and wθ-
co-spectra. However, primarily due to large scatter in the temperature auto- and co-
spectra, it turned out to be challenging to obtain satisfactory fits to all available spectra
simultaneously.
Therefore an alternative strategy was applied. The present study requires only simula-
tion of the turbulent velocities, whereas the temperature fluctuations are only indirectly
relevant. Therefore, it was decided to fit the generalized spectral tensor only to the ve-
locity spectra, and thus omit the measured temperature related spectra. This is possible
due to the inherent flexibility of the generalized spectral tensor which allow to perform a
consistent velocity spectra fit for non neutral stability conditions without introducing ad-
ditional uncertainties caused by scattered temperature spectra. The fitting was performed
using a Chi-Square approach, in which the spectra are variance normalized, reflecting
that the (u,v,w) turbulent fluctuations are considered of equal importance for the CFD
simulations. To initiate the fitting optimization procedure for the 5 generalized tensor
parameters, it was found appropriate to first fit the classical Mann spectral tensor to the
measured spectra, and then subsequently to use the result of this fitting as start values.
For both type of fittings suitable high pass filtering was initially performed, since the very
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low wave numbers, which hardly relates to conventional turbulence, are without interest
for the present study and therefore essentially acts as a source of increased inaccuracy for
the subsequent turbulence simulation.
The cut-off wave number was defined as kcut = 0.1/z, where z denotes the altitude at
which the measurements were performed. It should, however, be noted that for strongly
unstable conditions this prescription may give slightly too large cut-off wave numbers
since, if the ABL depth is large enough, the peak of the u-spectrum tends to go as the
inverse of the boundary layer depth. However, as mentioned above, a counter argument
is that the buoyant RDT is not meant to model/capture what is going on at those large
scales, where there are organized motions/rolls. Once the spectral fitting is completed, the
fitted generalized tensor parameters are in turn used as input to a turbulence generator,
which is then analog to the procedure based on the neutral Mann model.
4.4.2.2 Modeling the ambient conditions
The mean potential temperature and velocity profiles imposed at the inlet of the compu-
tational domain are determined from a transient precursor computation, which simulates
the time-varying vertical structure of the whole ABL. The complete description of the
precursor simulation is available in Chapter 3.6 of [58]. The simulated diurnal cycle is
based on the test case GABLS2, where the experimental data were collected as part of an
experiment performed in Kansas [140]. The time selection of the diurnal cycle for each of
the 3 test cases is done by seeking the best agreement with both the measured average
velocity and the profile of potential temperature. The simulated temperature profile is
presently normalized with the surface temperature θ0. The obtained temperature gradi-
ent is in turn compared to the measured temperature gradient, as based on the two sonics
sensors at 16.5 m and 52.5 m a.g.l., respectively. Results are shown in Fig. 4.8d. Because
of the lack of surface temperature measurements, the measured potential temperature is
normalized with the lowest sonic measurements θs at 16.5 m. To compensate for the differ-
ence in absolute surface temperature between the two geographically distant experimental
sites, the measured gradient is adjusted to the simulated one by forcing the two absolute
temperatures at 16.5 m a.g.l. to collapse with each other.
Because the lidar campaign took place at a test site with different characteristics compared
to the Kansas site, on which the precursor simulation is based (higher roughness due
to nearby vegetation, terrain and nearby fjord), it is in practice impossible to obtain a
full agreement between the combined temperature and velocity profiles. In the present
numerical approach, we focus on obtaining the best possible agreement with the potential
temperature gradient for the three selected test cases in Table A.1)).
As seen in Fig. 4.8d, the measured potential temperature gradient has a fair agreement
with the selected diurnal cycle time for all three test cases and is further in accordance
with the mean time where the measurements were collected, 06:15, 12:40, and 16.10,
respectively. However, as seen in Fig. 4.8c, the agreement is rather poor when considering
the wind profile for all three test cases. The stable case shows a rather large shear compared
to the measurements, whereas the neutral wind profile is even further off.
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Figure 4.8: Diurnal precursor simulations. (a) shows the diurnal cycle of wind speed
profile. (b) shows the diurnal cycle of the potential temperature profile.
Dash lines in (a) and (b) indicates the selected time instant for the subse-
quent numerical simulation and is done as a compromise between day time
agreement with the test case measurements and good agreement with the
potential temperature gradient in (d). Due to local test site effects, the wind
profile depicted in (c) shows rather larger discrepancies with the simulated
one. ASL denotes the atmospheric surface layer. WS denotes the wind
speed.
4.4.2.3 Model limitation and discussion
In order to perform simulations with wind condition similar to the measured ones, we
disregard the precursor simulated wind profile and used only the transient temperature
profile. The wind profile is identical to the classical approach, i.e. logarithmic profile for
neutral stability and the Monin Obukhov φ-function for the non neutral stability.
The model currently doesn’t take into account roughness effect at the bottom of the
domain, but uses instead a simpler slip wall conditions. This clearly doesn’t capture the
true behavior of the flow near the ground, as the flow tends to accelerate due to the lack
of friction. This does not introduce a major issue in the analysis, as the focus is given on
the wake characteristics and not the entire surface layer flow. The implementation of a
rough wall in LES will be performed in the near future, as based on the PhD thesis work
of Andreas Bechmann, [17].
Another point of discussion originates from the insertion of the synthetic turbulence.
The turbulence from the kinetic models is in general not in balance with the flow in
which it is inserted, which causes distortion of turbulence properties in the computation.
An amplification of the turbulence fluctuations is therefore performed before hand to
compensate for this distortion and to adjust the total turbulence intensity to the one
measured at the test site.
An improvement of the current numerical approach would be to perform a complete 3D
transient precursor simulation with a mesh generated from the terrain data, and subse-
quently extracting the diurnal cycle at the exact location of the met mast.
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4.5 Results and discussions
In this section, the ambient flow properties and the turbine production are mutually com-
pared between measurements and simulations, respectively, to validate the present nu-
merical approach. The modeled turbulence characteristics is further compared to velocity
spectra resolved by the CFD simulations. The wake properties, in terms of mean horizon-
tal and vertical velocity deficit, and the wake meandering intensity are also analyzed for
the selected atmospheric stability cases.
4.5.1 Flow field properties
4.5.1.1 Mean ambient conditions
The key ambient condition parameters, turbine thrust and power production are mutually
compared between the measurements and the two tested CFD models. Results of this
comparison are shown in Tab. 4.2.
As seen in Tab. 4.2, the overall agreement is fair for the three selected test cases. The
agreement in the hub height turbulent properties was reached after several simulation
attempts, where the amplification factor of the inserted turbulence was tuned to best fit
the measured turbulent properties of the test cases. The observed deviations with the
simulation was found in the order of ±5%. This agreement is far worse when considering
wind fluctuation at the lowest altitude of 16.5 m, due to the lack of wall modeling in the
simulation. The average wind profile agrees within ±3% with the measured one for all
simulations. The model prediction accuracy for the thrust coefficient and power produc-
tion is acceptable when considering the typically large uncertainties on the strain gauges
based thrust measurements and the definition of turbine efficiency for the conversion from
mechanical to electrical power.
4.5.1.2 Turbulence characteristics
The simulated turbulence from the two CFD models is compared to the spectral tensor
model input as well as the measured spectra by the sonic anemometers. This comparison
aims to validate the turbulent properties of the simulated flow. This analysis is performed
on a cross section upstream of the rotor and downstream of the insertion of the synthetic
turbulence. Results of this analysis are shown in Fig. 4.9.
The spectral bandwidth of the LES simulations is restricted to both the large scales and
the small scales side due to the relatively low simulation period and limitations on the cell
spacing, respectively. A contamination of the spectra is seen in the high frequency range
towards a wavenumber of 1 m−1, corresponding to the lowest resolved wavenumber in the
simulations. However, in general the agreement is fair between the modeled turbulence
and the resolved turbulence for all three test cases, thus strengthening the robustness of
the subsequent near wake deficits comparison
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Table 4.2: Ambient parameters associated with the measured and modeled test cases.
"LES" refers to the "classical" modeling approach and "LES-ABL" refers to the
extended model both described in Section 4. The percentage error between
modeled and measured quantities is added in parentheses. The turbine effi-
ciency was set to 0.93 in the conversion from mechanical to electrical power
according to the specification in [106]. ’HH’ refers to as hub height in the
present table.
Neutral #1 Unstable #2 Stable #3
Definition Meas.LES LES-
ABL
Meas.LES LES-
ABL
Meas.LES LES-
ABL
Nb. of 10 min sets 19 1 1 20 1 1 33 1 1
< U16.5m > (m/s):√
u216.5+v216.5+w216.5
6.06 6.14
(+1.3%)
6.04
(-0.3%)
6.02 6.14
(+2.0%)
6.16
(+2.3%)
5.49 5.51
(+0.4%)
5.49
(+0.1%)
< UHH > (m/s):√
u2HH+v
2
HH+w
2
HH
7.03 6.93
(-1.4%)
6.91
(-1.7%)
6.82 6.93
(+1.6%)
6.87
(+0.7%)
6.76 6.65
(-1.6%)
6.64
(-1.8%)
< U52.5m > (m/s):√
u252.5+v252.5+w252.5
7.55 7.39
(+2.1%)
7.35
(+2.6%)
7.24 7.37
(+1.8%)
7.40
(+2.2%)
7.47 7.46
(+0.1%)
7.45
(+0.3%)
σU16.5 (m/s):√
1
3 (<u
′
iu
′
i>16.5m)
0.86 1.04
(+21.0%)
0.99
(+15.2%)
0.98 1.23
(+25.6%)
1.02
(+4.2%)
0.53 0.68
(+29.2%)
0.72
(+36.8%)
σUHH (m/s):√
1
3 (<u
′
iu
′
i>HH)
0.97 1.03
(+5.8%)
0.98
(+0.7%)
1.02 1.07
(+5.0%)
1.06
(+3.8%)
0.70 0.66
(-5.6%)
0.66
(-4.9%)
σU52.5 (m/s):√
1
3 (<u
′
iu
′
i>52.5m)
0.92 1.16
(+26.5%)
0.94
(+2.5%)
0.92 1.04
(+12.6%)
0.99
(+7.1%)
0.56 0.74
(+31.3%)
0.62
(+10.0%)
TKE (m2/s2): 32σ
2
UHH
1.42 1.59
(+12.0%)
1.44
(+1.4%)
1.55 1.71
(+10.3%)
1.67
(+7.7%)
0.73 0.65
(-11.0%)
0.66
(-9.6%)
Iref (-): σUHH /UHH 0.14 0.15(+7.3%)
0.14
(+2.5%)
0.15 0.15
(+3.4%)
0.15
(+3.0%)
0.10 0.10
(-4.1%)
0.10
(-3.2%)
CT (-): Strain gauges /
Act. Disc
0.75 0.80
(+6.7%)
0.78
(+4.0%)
0.71 0.81
(+14.1%)
0.83
(+16.9%)
0.83 0.80
(-3.6%)
0.83
(-0.1%)
Power Elec. (kW):
SCADA / Act. Disc
125.6 127
(+1.4%)
119
(-5.2%)
120.3 119
(-0.9%)
127
(+5.8%)
96.4 108
(11.7%)
117
(+20.9%)
Shear coeff.: α (-) Power
law fit
0.19 0.17 0.18 0.16 0.18 0.18 0.26 0.27 0.27
4.5.2 Near wake deficits
The normalized wake velocity obtained from the simulations is compared to the lidar
measurements for both the vertical and the horizontal wake profile and for all three types
of stratification. Results of this analysis are shown in appendix A.4.
For the very stable cases, and as motivated in section 4.3.5, the CFD results are extracted
at a different altitude (as function of the downstream position) than the horizontal plane,
to compensate for the absence of terrain modeling in the simulation.
It is seen in Appendix A.4a that the agreement is excellent at downstream distance of
4D and further downstream. In the vicinity of the rotor, the simulated profile shows
a lack of wind deficit close to the rotor centerline, which progressively disappear from
3D downstream. This disagreement is probably a combination of modeling issues and
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(b) Very stable case
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(c) Neutral spectral fit
Figure 4.9: Spectral analysis of the turbulence field. For each test case, the resolved
turbulence upstream of the rotor by the LES model is compared to the mea-
sured turbulence by the sonic anemometer, the model input of the neutral
spectral tensor and the non neutral spectral tensor. The red, green, light
blue and purple line and crosses represents the u-, v-, w- and uw- component
of the velocity, respectively.
experimental uncertainties.
On the modeling side, a bad representation of the nacelle, the lack of tower modeling or
uncertainties related to the airfoil data in the actuator disc modeling may explain the
observed discrepancies.
On the experimental side, the normalization of the very near wake wake profile using the
mean wind speed measured at 5D downstream may explain the observed discrepancies as
the mean wind speed may not be well correlated in the far wake due to the inhomogeneous
terrain. The latter seems the most plausible cause of the observed disagreement.
In Appendix A.4b, the discrepancies observed near the bottom of the domain are a con-
sequence of the slip wall boundary conditions. A further implementation of the model
will include a consistent rough wall formulation which will enhance agreement near the
surface.
The unstable case shows a rather well preserved wake in the simulations as opposed to the
measurements at the most downstream position. This indicates a possible underestimation
of the wake meandering intensity leading to a too slow wake recovery. A more thorough
analysis of the magnitude of wake meandering will be subsequently performed.
There are no major difference on the wake deficit predictions between the classical ap-
proach and the extended model for the two non neutral cases. This can be explained
by the relatively small length scales involved in this experiment both from the turbine
(total height of approx 60 m) and from the investigated wake downstream transportation
distance (up to 5D). A qualitative representation of the stability effect on the mean and
instantaneous wake velocity and potential temperature contour is shown in Fig. 4.11.
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(a) Wake deficit at hub height.
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(b) Vertical wake deficit profile.
Figure 4.10: Comparison of measured and modeled wake velocity in the near wake of the
Nordtank turbine under three different atmospheric stability conditions.(a)
represents the wake deficit at hub height and seen from the top. (b) is the
corresponding vertical profile along a vertical axis aligned with the turbine
tower. Dash lines indicates the mean inflow profile.
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Figure 4.11: Contour plot of the 10 min average mean wake velocity at hub height and
seen from the top (a: very stable), (b: unstable); and the corresponding in-
stantaneous wake flow field in (c: very stable), (d: unstable). The potential
temperature contour plot is shown in (e: very stable) and (f:unstable).
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4.5.3 Near wake dynamics
The magnitude of wake meandering, understood presently as the standard deviation of the
wake center position as function of the downstream position, is investigated. The goals
of this analysis is to validate the dynamic behavior of the wake in the CFD simulations,
relevant for a future analysis on load and power prediction under non neutral stratification.
As seen in Fig. 4.12a, the meandering magnitude increases with instability, similarly to
the observation in the numerical study by Abkar et al. in [2]. The apparent difference
in meandering magnitude with the later study is explained by the large sampling time
required by the pulsed lidar to complete a lidar sweep as opposed to the high resolution
of wake meandering in [2]. Additionally, a fair agreement between the measured dynamic
by the pulsed lidar and the CFD model is observed.
The sudden gradient change in the lateral meandering at 5D downstream for the unstable
stratification confirms the lack of lateral wake meandering and the poor agreement in Fig.
A.4.
When resolving the wake deficit in the meandering frame of reference (MFoR), the wake
deficit is fairly invariant to stability conditions for downstream location above 3D (Fig.
4.12b), as similarly observed in the experimental analysis.
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Figure 4.12: (a) Analysis of the simulated wake meandering in the EllipSys3D LES-ABL
model compared to the measured one. The discrete wake center position
are determined at the same sampling time as the one the lidar performs.
(b) Results of the LES-ABL computations in the MFoR.
4.6 Summary
In the present chapter, single wind turbine wake were analyzed under varying atmospheric
stability conditions both experimentally using full-scale pulsed lidar measurements and
numerically using Large Eddy Simulation based on the EllipSys3D flow solver.
The numerical set-up involved a simple approach where the modeled terrain, as opposed to
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the one of the experiment, is assumed flat and homogeneous. A validation of the numerical
model is performed on three datasets of similar incoming mean wind speed, where the
superimposed synthetic turbulence is generated from a newly developed spectral tensor
which include buoyant effects.
A fair agreement is seen for the wake deficit profile for downstream distances of 3 rotor di-
ameters and above. The poor agreement in the near wake is suspected to be a consequence
of the lidar measurement normalization procedure, where the used wind speed at the most
downstream location is not well correlated with the near wake due to inhomogeneity of
the terrain. Moreover, a reasonable agreement between the wake meandering magnitude
and key ambient and turbine parameters is observed, taking into account the uncertainties
inherent to one-to-one mapping of lidar measurements with LES models.
As part of the model benchmark, the extended LES-ABL model with buoyant forces
displayed comparable results and performance with the classical LES approach which
do not model atmospheric stability. It is however expected that the use of the LES-ABL
model is beneficial when simulating on a larger domain a real wind farm involving multiple
wakes.
Experimental evidence that the wake under very stable conditions tends to follow the
terrain during its downstream transportation as opposed to the quasi-horizontal advection
in unstable stratification was found. This will be further investigated by analyzing the
streamlines path from a terrain simulation and correlate it to the wake path.
The present analysis further validated the main conjecture of the engineering Dynamic
Wake Meandering model when applied in stability condition’s different from neutral,
namely that a wind turbine wake profile is virtually invariant to atmospheric stability
when observing from the moving frame of reference.
This numerical model is the initial step of an on-going development, where new numerical
techniques will be implemented and tested in the near future. The surface boundary
condition will be replaced by a consistent formulation of the rough wall, and simulations
will be conducted on a similar terrain as the one of the experiment. This numerical
approach will further be used for a parametric study of overlapping wakes, aiming at
developing a simpler engineering model of practical relevance.
The measurements presented in this paper are formulated as a new test case for the IEA -
Task 31 "WakeBench" framework, where all relevant informations required for reproducing
the present results are available. A benchmark will be conducted in the near future using
advanced CFD models such as NREL’s CFD model [29].
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Chapter 5
Multiple wake dynamics
5.1 Introduction
As the capacity of wind farm exceeds 300MW with more than 100 turbines as in Walney,
Anholt and the London Array, the financial uncertainties in relation to the overall wind
farm performance become proportionally larger. It is therefore vital for a wind farm
developer to rely on accurate wind farm flow models in order to lower the uncertainty on
both the energy production and the turbine loading at the design stage and consequently
lower the cost of energy.
One of the main research areas connected to lowering the cost of energy is the alleviation
of wind farm wake loss. The research community can now benefit from several years of
operational data from modern offshore wind farms such as Horns Rev, Nysted and Lill-
grund. These long term observations have been extensively used to assess the performance
of standard engineering models used by the industry [14], or to understand key parame-
ters affecting the wind farm performance and wake losses [45]. Recently, the focus shifted
towards wake effects in very large wind farms, known as deep array effects and interac-
tion between large wind farms. Nygaard et al. [99] studied these effects using the Jensen
model [54] coupled with a quadratic overlapping wakes model and showed clear limitation
in the wake losses prediction and thus a necessity to extend the industry standard models
to remedy over and underestimation of wake losses inside large arrays. This can only be
achieved by a better understanding of the physical phenomenon of overlapping wakes and
deep array effects within wind farms.
Today, the model of Frandsen [39] is used in the design standards for wind turbines in wind
farms. In this model the power production of turbines in a wind farm is predicted based on
1D momentum considerations similar to the work of Jensen [54], while the fatigue loading
is based on the so-called effective turbulence intensity, [39]. The model of Frandsen works
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in general well but occasionally reveals discrepancies when compared to measurements.
Recently Ott et al. developed the FUGA model [100], which is a very fast linearized CFD
model tool for simulation of wind farm wakes. This model was used to predict the power
output from the Horns Reef and Nysted wind farms and revealed good agreement when
compared with measurements. However, because FUGA is a steady state model, it is not
well suited for predicting loads.
In order to formulate a fast unifying theory that account for both power production and
loads on wind turbines in wind farms, Larsen et al. developed a “poor man’s” LES, i.e.
the unsteady Dynamic Wake Meandering model [71], where the main assumption is, that
the wake meandering is governed by large scale turbulence structures in the atmosphere.
This interpretation is supported by lidar measurements by Bingöl et al. [18] as well as by
hot wire and PIV measurements in a boundary layer wind tunnel conducted by España
et al. [36]. The DWM model has previously proven accurate for predicting single wake
development [84], but recently also for predicting power output and loads of a whole wind
farm when combined with the aero-elastic code HAWC2 and suitable assumptions about
merging wakes, [72]. Despite the promising results of the DWM model there is still room
for improvements in terms of wake deficit and turbulence characteristics, which are derived
assuming axisymmetry of the wake. For future improvement, a better understanding of
the characteristics of merged wakes is necessary.
With the newest remote sensing technology such as lidars, both industry and research com-
munity can now benefit from detailed full-scale measurements of wakes, giving a large and
valuable source of knowledge for deeper analysis and model validation of wake generation,
development and interaction. Specifically, two-dimensional lidar scanning of wakes have
been conducted by Larsen et al. [66] on a stall regulated 95kW Tellus turbine at Risø and
on a 2MW wind turbine at the Tjæreborg site to characterize the wake meandering as well
as the quasi-steady wake deficit and wake turbulence under real atmospheric conditions.
Wake interaction and characteristics have also been studied extensively using computa-
tional fluid dynamic. Fletcher and Brown [37] simulated the aerodynamic interaction
between two wind turbines operating in uniform flow conditions using a lifting line tech-
nique. Troldborg et al. [145], Storey et al. [138] and Lee et al. [75] used the actuator line
model to simulate wake interaction between two turbines operating in the atmospheric
boundary layer. In the latter study the influence of both roughness and atmospheric sta-
bility was investigated and shown to be of major importance for turbine loads and power
production. Simulations of a whole wind farm have been carried out by Ivanell [50] using
the actuator disc method as well as by Churchfield et al. [28] using the actuator line
model. Such simulations provide valuable information about wakes and can be used to
calibrate simpler engineering models [84].
The first part of the present chapter is a continuation of the study of Troldborg et al.
[145]. It aims to contribute to the overall understanding of two interacting wakes, also
referred to as double wake, by the use of lidar measurement recorded from the nacelle of
a modern 2MW turbine combined with a numerical study of the same turbine exposed to
similar external flow field conditions. This numerical study, similar to the one conducted
in [145], uses the Risø DTU in-house 3D Navier-Stokes solver EllipSys3D. Analysis and
comparison of merged wake characteristics is performed for two different turbine spacings
and inflow conditions. It is a one to one mapping of experimental results on numerical
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predictions.
The second part of this chapter aims at investigating the simplest possible wind farm
configuration and attempts to characterize the wake interaction generated by two aligned
turbines using both an extensive full-scale experiment and CFD LES. The experiment
involves 3 scanning lidars, a fully instrumented meteorological mast and two stall regulated
turbines, located at the DTUWind Energy, Risø campus test site. This test site has hosted
several lidar measurement campaigns in the past decade. In the study by Bingöl et al.
[18] and pursued by Trujillo et al. [152], a prototype ZephIR Continuous Wave (CW)
lidar was installed on the back of a Tellus 95 kW stall regulated turbine to study 1D and
2D cross sectional wake measurements. In these two studies, instantaneous wake deficits
of wind turbines were, for the first time, measured and analyzed in one- (1D) and two
dimensions (2D). More recently, a study by Machefaux et al. [81] made use of the nearby
Nordtank 500 kW turbine equipped with a pulsed lidar system to characterize single wake
meandering, advection and expansion. The numerical work combines CFD LES of the
flow and actuator disk modelling of the rotor. As part of a mutual validation of the
measurements and computations, the wake deficit and the wake generated turbulence as
well as the power and rotor thrust was compared for a selected time series under near
neutral atmospheric stratification. Through this comparison, the capability of CFD LES
and advanced wake lidar measurements to accurately capture flow characteristics of an
overlapped wake is demonstrated.
With the increasing growth of computational capacity, properly validated CFD tools can
be used to develop and validate simple engineering models for overlapping wakes based on
parametric studies, and also to understand the physics of deep array effect in large wind
farms, similarly to the work by Calaf et al. [24].
5.2 The Tjæreborg experiment
The experimental data were obtained from a full-scale experiment conducted at Tjæreborg
Enge wind farm, as part of the EU-TOPFARM project [64]. It is an onshore wind farm
located south of the city of Esbjerg and approximately 15km from the west coast of
Denmark. The site is open land with low roughness; it has thus typically low shear
and low turbulence for the prevailing westerly winds. The layout of the wind farm is
sketched in Figure 1. During the measurement campaign, the NEG MICON NM80 wind
turbine denoted WT3 was instrumented with a nacelle mounted lidar, which scanned
2D flow fields in its wake at different downstream cross sections. A ZephIR Continuous
Wave lidar system manufactured by QinetiQ was adapted to comply with the specific
project needs and details of this equipment and its adaptation can be found in [18]. The
level of uncertainties associated with lidar anemometry has been studied by Lindelöw-
Marsden [77], and it is likely that a ZephIR equipment can extract the wind velocity with
a deviation of ±2% when compared with cup anemometers. The lidar measurements were
synchronized with simultaneous 20 Hz wind field measurements from the nearby 93 m
high intensively instrumented reference mast (M1), as well as with 1 Hz measurement on
WT3 of various operational conditions (yaw, power, rotor speed and pitch).
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Figure 5.1: Tjæreborg wind farms and selected main wake directions. The graphic is
scaled based on rotor diameters (80m). The wind farm consists of 3 Vestas
V80-2MW and 5 NEG MICON NM80 turbines owned by DONG Energy
A/S and Vatenfall AB, respectively.
As a part of the experimental analysis, the rotor wake longitudinal flow field is discretized
by associating lidar cross sectional recordings with non-overlapping grid cells of 2× 10m2
from a particular laser beam sweep. By averaging all measurements within a cell for each
“passage”, the flow field statistics will appear on a regular grid. The lidar is averaging
the velocities along the beam over a distance which depend on the range. This distance
(≈ 50m at focus distance of 200m) is significantly larger than the grid cells, thus in turn
justifying the applied cell averaging. An illustration of a typical lidar sweep pattern and
the corresponding averaging grid is shown on Fig. 5.2a. Fig. 5.2b shows the measurements
spherical envelop defined by the lidar focus distance, viewed from the top.
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Figure 5.2: (a) lidar wake resolving grid at a focus distance of 200m (≈ 2.5D). The blue
dots represent one sweep pattern, the gray crosses are consecutive sweeps.
The superposed resolving grid is also shown with its cell centers in red circle.
(b) View from the top and expressed in the lidar axis coordinate (x-axis is
the flow direction)
The subsequent analysis involves 2 merged wake situations: 1) the double wake from
wind turbines WT2/WT3 with a large turbine spacing (≈ 5.5D); and 2) the double wake
from wind turbines WT4/WT3 with a lower turbine spacing (≈ 3D). The comparison is
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conducted using 10-minute averaged time series associated with a 200m downstream focus
distance. In order to mimic the experimental conditions, the computed data are obtained
using specific measured ambient conditions as listed in Table 5.1 (cf. Section 5.3). Both
10-minutes measurements have a neutral atmospheric stability class (obtained with the
use of temperature sensors and computed with the Monin-Obukhov similarity theory).
Finally, the 10-minutes average wind direction is equal to the ideal full wake direction,
and its standard deviation does not exceed 5◦ in both cases.
Table 5.1: Case study 10min average quantities
Site measurements WT2-WT3 WT4-WT3
Wind speed [m/s] 8.50 7.24
Shear coef. [-] 0.14 0.08
Inflow turbulence level [-] 0.05 0.03
RPM upstream [-] 15.00 15.90
RPM downstream [-] 13.15 12.22
Turbine separation [m] 446 246
lidar Focus distance [m] 200 200
In order to perform a fair comparison between the main flow direction component U from
the computations and the line of sight velocity (Ulos) from the laser beam, an additional
correction is proposed. The angle between the laser beam and the main flow direction
(z-axis) can increase significantly outside of the wake core. We denote the instantaneous
flow velocity vector expressed in the fixed frame of reference by:
(v(t), w(t), U + u(t)) ≡ U(t) (5.1)
where U is the mean streamwise velocity in the wake, u(t) is the fluctuating longitudinal
part, v(t) is the fluctuating lateral part, and w(t) is the fluctuating vertical part. Similarly,
we denote the instantaneous flow velocity vector expressed in the lidar beam frame of
reference by: (
v˜(t), w˜(t), U˜(t) + u˜(t)
) ≡ U˜(t) (5.2)
As previously shown on Fig. 5.2a(a), the lidar beam is moving with 2 degrees of freedom
in the fixed frame of reference. The pan angle, denoted θP , represents the beam angle
resulting from the rotation around the x-axis (illustrated in Fig. 5.3), whereas the tilt
angle θT is the rotation angle around the y-axis.
θp
z
y
Rotor NM80
x
Figure 5.3: Representation of the pan angle of the laser beam in the fixed frame of
reference.
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The transformation matrix defining a panning, θP (t), of the fixed frame of reference is:
T
P
≡
 1 0 00 cos θP (t) − sin θP (t)
0 sin θP (t) cos θP (t)
 (5.3)
Similarly, the transformation matrix associated with tilting the fixed frame of reference is:
T
T
≡
 cos θT (t) 0 sin θT (t)0 1 0
− sin θT (t) 0 cos θT (t)
 (5.4)
with θT (t) denoting the tilt angle. The velocity vector U can be transformed to the lidar
beam frame of reference by calculating the product U˜ = T
P
T
T
U :
U˜ =

w(t) cos θT (t) + (U + u(t)) sin θT (t)
v(t) cos θP (t) + w(t) sin θP (t) sin θT (t)
· · · − (U + u(t)) sin θP (t) cos θT (t)
v(t) sin θP (t)− w(t) cos θP (t) sin θT (t)
· · ·+ (U + u(t)) cos θP (t) cos θT (t)
 (5.5)
The line-of-sight velocity Ulos is expressed as:
Ulos ≡ U˜(t) + u˜(t) (5.6)
= v(t) sin θP (t)− w(t) cos θP (t) sin θT (t)
+ (U + u(t)) cos θP (t) cos θT (t)
For moderate tilt and pan angles and for a conventional atmospheric boundary layer, the
following conditions apply:
1. v(t) sin θP (t) (U + u(t)) cos θP (t) cos θT (t)
2. w(t) sin θT (t) (U + u(t)) cos θT (t)
Thereby, the z- component of Eq. 5.5 reduces to:
Ulos(t) ' (U + u(t)) cos θP (t) cos θT (t)
(U + u(t)) ' Ulos(t) · 1cos θP (t) cos θT (t)
(5.7)
To conclude, the projection of Ulos along the streamwise velocity in the fixed frame of
reference is computed as:
Ulidar(t) = Ulos(t) · 1cos arcsin ( YFC ) cos arcsin ( XFC ) (5.8)
where X and Y are vertical and horizontal position of the beam, respectively, and FC is
the lidar focus distance. A 2D representation of the correction for the pan angle is shown
on Fig. 5.4.
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Figure 5.4: Velocity triangle for a lidar measurement. The line of sight velocity (Ulos)
is projected on the main flow direction for comparison with numerical com-
putations.
Finally, as opposed to the analysis conducted in [61], the present analysis of the wake is
done in a fixed frame of reference to simplify matters, due to the complexity of imple-
menting a meandering tracking algorithm for merged wakes.
5.3 Numerical approach
The computation of the flow field has been carried out by LES approach using the 3D
flow solver EllipSys3D developed by Michelsen and Sørensen [93], [135]. The wind turbine
rotor is simulated using the actuator line model developed by Sørensen and Shen [134].
The modelling of the atmospheric boundary layer (ABL) is done in two parts: a model for
the sheared atmospheric mean velocity field and a model for the ambient turbulence. The
mean velocity field is imposed using a technique where steady body forces are initially
computed and applied to the entire domain, while synthetic turbulent fluctuations are
introduced in a cross-section upstream of the rotors by using an unsteady actuator.
The turbulence field is generated prior to the computation using the Mann algorithm
[87], which produces homogeneous, stationary, Gaussian and anisotropic turbulence with
the same spectral characteristics as observed in the neutral atmosphere. The unsteady
computation are performed until at least 10 minutes average statistic of the wake flow can
be extracted and compared to the measurements.
Two Cartesian computational domains have been used in the present study: one for the
case with 3D spacing; and one for the 5.5D spacing. The grid layout and boundary
conditions are in accordance with previous studies on wake computation [145], where the
inlet is applied with the desired wind shear profile; the outlet has unsteady convective
conditions; the ground of the domain has a wall no slip condition; and the top boundary
is set to the farfield velocity. The dimensions of the grid used for the 5.5D spaced turbines
is (Lx,Ly,Lz): (24R, 24R, 37.4R) while the one for the 3D spacing is (24R, 24R, 31.8R),
where Lz denotes the length in flow direction, Ly the domain height, and Lx the domain
width, and R is the rotor radius. The two grids have 3.981 and 2.949 millions cells,
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respectively. The cells are in both grids concentrated equidistantly with a spacing of
0.04R in the region around and between the turbines in order to resolve and preserve the
wake structures. An overview of the computational domain is shown in Fig. 5.5a for the
y-z plane and in Fig. 5.5b for the x-y plane. Note that only every 16th cell boundary is
shown in the Figures.
(a) (b)
Figure 5.5: (a) Average streamwise velocity field extracted from a cross section in the
middle of the domain (Lx = 12R). The red plane (Lz = 9.2R) indicates the
location of introduced turbulence generated using the Mann model prior to
the computations. The location of the two turbines are symbolized by the
white planes. Finally the location of the lidar recording plane is shown in
black. (b) Average streamwise velocity field extracted from a reduced size
cross section (Lz = 24R).
5.4 Results and discussion
5.4.1 Merged wake at 2.5D downstream for 3D turbine spacing
The average wake characteristics at hub height 2.5D downstream of WT3 when operating
fully in the wake of WT4 (i.e. 3D spacing) are shown in Fig. 5.6a. A first computation
conducted with the same parameters as measured on the mast M1 showed poor agree-
ment with the measured deficit as seen on Fig. 5.6a(a). The streamwise wake velocity
extracted from the computation is everywhere larger than the measured one, which might
be a consequence of a possible over estimation of the inflow wind speed. Moreover, the
computed power of both turbines is not consistent with neither the NM80 power curve
nor their respective measured power. This confirms that the wind speed measured at the
mast is not representative for the actual upstream rotor wind speed, which explains the
discrepancies previously observed on Fig. 5.6a. Additionally, the RPM of the upwind
turbine is not known accurately, due to the fact that only integer variables were used for
this sensor recording in the database.
Consequently, a sensitivity analysis is performed where RPM, turbulence level and inflow
velocity are slightly changed around the measured values. For each case, the relative
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error on the power production (as defined by Eq. 5.9) is investigated, and the results are
summarized in Table 5.2.
Table 5.2: Relative error on power production
TI [%]; U0 [m/s];
RPM [-]
Rel.
error
WT4
[%]
Rel.
error
WT3
[%]
Rel.
error
power
ratio
[%]
5%; 8.5m/s; 15
(measured)
13.20 18.34 5.92
10%; 8.5m/s; 15 5.52 35.16 31.37
5%; 7.0m/s; 15 -56.03 -47.60 5.41
5%; 7.0m/s; 17 -47.04 -34.74 8.37
5%; 8.5m/s; 17 9.14 19.10 10.97
5%; 8.0m/s; 15 -2.84 3.43 6.09
 = 100 · PEllipSys3D − Pmeas
PEllipSys3D
(5.9)
With reference to Fig. 5.6a, it is seen that the best wake velocity and turbulence level
agreement obtained for computations with a free stream velocity of 7.0 m/s. However, for
the two RPM-cases associated with this wind speed, large deviations of around 50% are
observed on the power production, as seen in Table 5.2. This emphasizes the sensitivity of
the power production with respect to a change in wind speed, since the power is function
of the cube of the free-stream velocity.
The minimum wake wind speed has the best agreement with the computation performed
at 8.0 m/s under the same RPM and turbulence level setting as measured. Also both
mechanical power and power ratio have a deviation of less than 4% from the measurement.
For this case, the agreement remains less convincing outside the core of the wake, where
the wind speed recovery is less abrupt in the measurement. The measured wake center
location deviates from the computed one with a lateral offset of magnitude 10-12m. The
analysis suffers from the lack of knowledge of the measured wind speed outside of the wake,
due to the limitations in the lidar spatial coverage. This deviation may be a consequence
of the influence of a nearby turbine, uncertainties of the yaw misalignment of the turbines,
or other mounting issues. Moreover, it must be stated that discrepancies exists while
comparing only one 10-minute timeserie with another, due to natural variability. Finally,
it is also possible that the meandering of the wake in the LES computations is too low due
to the “limited” size of the turbulence box in the lateral direction. In the work conducted
by Madsen et al. [84], the turbulence box is extended to several kilometers.
Additionally, contour plots of the measured and computed streamwise wake velocities
(corresponding to U0 = 8.0m/s) are shown on Fig. 5.7a, and similarly the turbulence
level are shown on Fig. 5.8a. It is seen on Fig. 5.7a, that the measured wake has a more
rapid transition into a bell shaped form and is more asymmetric than the computed wake
for the given downstream position. Finally, the measured wake has a larger expansion,
maybe due to meander, which is clearly seen in Fig. 5.6b.
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Figure 5.6: Comparison of (a) measured (lidar) and computed (CFD) stream wise wake
velocity; and (b) turbulence intensity at hub height for the double wake situ-
ation generated by WT4 and WT3. The bold text in the legend corresponds
to the computation using the measured ambient condition which shows poor
agreement with the full-scale flow recordings. The dots represent full-scale
measurements.
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Figure 5.7: Comparison of (a) measured (lidar); and (b) computed (CFD) contour plot
of streamwise wake velocity for the double wake situation generated by WT4
and WT3.
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Figure 5.8: Comparison of (a) measured (lidar); and (b) computed (CFD) contour plot
of wake turbulence level for the double wake situation generated by WT4
and WT3
5.4.2 Merged wake at 2.5D downstream for 5.5D turbine spacing
Similar analysis is conducted for the wake interaction of turbines WT3 and WT2 as shown
on Fig. 5.9a. In this case, the recorded overall wake wind speed and turbulence level shapes
are in very good agreement with the computations as is the power produced. Once again,
a lateral offset is clearly seen in the mean profile. At 200m downstream, this offset is of the
order of 10 to 15m in both cases, corresponding to an angle of 2.9 ◦ to 4.2 ◦ at the nacelle.
Because of the moderate magnitude of this angle, the observed offset could realistically be
the consequence of a small mounting misalignment of the lidar beam axis to the nacelle
axis.
The comparison of contour plots of wake velocity and turbulence profile shows similar
discrepancies as observed for the lower turbine spacing case; i.e. the measured wake has
a larger expansion and more pronounced asymmetry as compared to the computed one.
In both cases, the turbulence profile seen on Fig. 5.6a and Fig. 5.9b, respectively, has a
non symmetric profile, which most likely relates to the combined wake rotation and shear,
as described in the study by Zahle and Sørensen [161]. The turbulence level around the
wake core is less than the computed one, and this could be the consequence of the spatial
averaging of the lidar.
A quantitative measure of the previous comparisons is given by the cross correlation coef-
ficient R with respect to the lateral position X denoted R(X). When considering deficit
and turbulence profiles as data series, the normalized cross correlation coefficient, ρ, of the
two random variables (Dm;Dp) representing the measured and predicted wake velocity, is
given by:
ρ(X) = R(X)
σDmσDp
(5.10)
= E [(Dm(x+X)−<Dm>)(Dp(x)−<Dp>)]
σDmσDp
The formulation is similar in the case of the turbulence level represented by an analog
couple of “random variables” (Tm;Tp). E is the expected value operator, X is the lateral
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position in meter, σD is the standard deviation of the deficit, <D> refers to the average of
the deficit in space, and subscripts m and p refer to measured and predicted, respectively.
For each case, the maximum normalized cross correlation coefficient is found at a particular
lateral offset. The results of this analysis are summarized in Table 5.3. From Table 5.3, it is
seen that the magnitude of the lateral offset is nearly constant for the two cases, reinforcing
the conjecture of having a combination of yaw and lidar mounting misalignment. The
cross correlation coefficient is very close to 1, indicating a high correlation between the
data series analyzed and therefore good agreements in the comparison.
Table 5.3: Normalized cross correlation coefficients and corresponding lateral offsets.
Turb.
WT4-
WT3
Turb.
WT4-
WT3
Ws
WT2-
WT3
Ws
WT2-
WT3
ρ(X) [-] 0.979 0.982 0.984 0.988
X [m] 5 6 6 7
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Figure 5.9: Comparison of (a) measured (lidar) and computed (CFD) stream wise wake
velocity; and (b) turbulence intensity at hub height for the double wake
situation generated by WT2 and WT3. The dots represent full-scale mea-
surements.
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Figure 5.10: Comparison of (a) measured (lidar); and (b) computed (CFD) contour plot
of streamwise wake velocity for the double wake situation generated by
WT2 and WT3.
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Figure 5.11: Comparison of (a) measured (lidar); and (b) computed (CFD) contour plot
of wake turbulence level for the double wake situation generated by WT2
and WT3.
5.5 Summary from the Tjæreborg lidar experiment
In the present analysis, two wind turbine double wake cases are investigated using full-scale
experimental data and CFD LES ACL computations on a NM80 turbine in the Tjæreborg
wind farm. A sensitivity analysis is performed to enhance agreement and to overcome
the uncertainties related to the recording of ambient wind field conditions and turbine
sensors. A lateral offset between the wake variance profiles is observed, which may be
a consequence of either a calibration issue on the yaw sensor or a misalignment of the
lidar mounting with respect to the nacelle. In one of the two cases, larger deviations are
seen in the turbulence level around the wake core. The reason of this discrepancy is not
fully understood yet, but it is expected to be the consequence of the averaging procedure
of the lidar, potentially attenuating in particular the small scale fluctuating part of the
wind velocity, thus reducing the turbulence level around the wake core. However, the
wake characteristics is very close to the computations, giving high confidence in both the
measuring techniques and the CFD LES ACL model.
A subsequent analysis of merged wakes, as part of the DSF FlowCenter project, will
comprise a set-up where both up and downstream turbines are mounted with synchronized
lidar’s and where the downstream lidar has a very high spatial and temporal resolution
with a laser pattern optimized for wake measurement. Thus this analysis will not only
benefit from the overall increased resolution, but the use of an additional upstream lidar
system will give detailed knowledge of the single wake inflow to the downstream turbine.
In the context of full wakes, it would be then possible to investigate the added wake
turbulence and deficit generated by the downstream turbine. It will also be possible to
investigate the merged wake deficit in more details.
5.6 The Risø campus full-scale experiment
In this section, a detailed description of the Risø full-scale experimental setup is given. It
starts with a brief overview of the Risø test site and the operating turbines, supplemented
by a more detailed description of the remote sensing devices, specifically their technical
functionality and scanning capabilities.
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5.6.1 The Risø test site
The Risø test site is located by the Roskilde Fjord, on the Risø campus of the Technical
University of Denmark. It is an onshore test site with moderate to high inflow turbulence
intensity typically ranging from 9% to 15% depending on the flow direction, and a 1.5−2%
fairly constant slope extending from the fjord towards the eastern inland. Primary inflow
directions are from westerly winds, where an internal boundary layer (IBL) develops due
to the sudden change of surface roughness in the transition between water and land. The
primary merged wake inflow direction, of interest in the present study, is winds coming
from a south-southwesterly wind direction around 197◦.
Two stall regulated wind turbines are used for the merged wake experiment; a Nordtank
500 kW [106] and a Tellus 95 kW [85]. The Nordtank turbine is equipped with LM 19.1
m blades and has a total rotor diameter of 41 m and a hub height of 36 m. The Tellus,
mounted with 9.5 m LM Wind Power blades and a lattice tower with a height of 29.3 m,
is an anti clockwise rotating rotor as opposed to the clockwise rotation of the Nordtank
rotor. Their respective rotational speed are 27.1 rpm and 36 rpm.
A satellite photograph of the test site is shown in Fig. 5.12. A Vestas V27 turbine located
3 rotor diameters north of the Nordtank turbine, was not operating during the campaign.
Additionally, nearby office buildings are located north of the test site at a distance of
about 270 m from the Nordtank turbine and thus, do not affect the wake measurements.
Finally, the technical control room, seen between the two turbines in Fig. 5.12, has a
height of only 2.5 m, and thus, do not present a major obstacle to the wake flow.
120m
80m
40m
197◦
M.M
NTK 500kW
Tellus 95kW
Vestas 200kW
90◦
180◦
El. 11m
El. 0m
Primary MW direction
Figure 5.12: Satellite picture of the DTU Wind Energy, Risø Campus test site, centered
around the Nordtank turbine. The nearby fjord in blue is located West /
Northwest of the Nordtank. Concentric circles, representing the distances
in rotor diameter from the Nordtank rotor, are drawn. The main meteoro-
logical mast (met. mast) is indicated as "M.M" (yellow star), whereas the
lidar mounted Nordtank and Tellus turbines are indicated with red triangle
and blue dots, respectively. The primary merged wake inflow direction of
197◦ is also indicated. Source: Google Maps. Google and the Google logo
are registered trademarks of Google Inc., used with permission.
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5.6.2 The test set-up
A sketch of the test set-up in a merged wake situation is depicted in Fig. 5.13. A meteo-
rological mast located 92 m to the west of the Nordtank turbine is used for characterizing
the ambient conditions of the experiment. It is equipped with several cup anemometers,
wind vanes, three-dimensional sonic anemometers, absolute and differential temperature
sensors as well as absolute atmospheric pressure sensors. These recordings are synchro-
nized with the Nordtank turbine operational sensors, strain gauges, power production and
rotational speed among others, and stored in a database. The Tellus turbine does not have
standard operational sensors, and was not specifically instrumented for this experiment.
Three lidars are used in this full-scale experiment: two of them are mounted on the nacelle
of the Nordtank turbine and one is located at the back of the Tellus turbine nacelle. One
of the Nordtank lidars is directed towards the incoming wind, whereas the second one,
installed on a platform on the back of the nacelle, sensed the velocity in the wake. All
lidars and met. mast sensors are time synchronized using a time stamp delivered by the
DTU Wind Energy server. In a merged wake event, occurring for an inflow direction
close or equal to 197◦, the Tellus lidar perform recordings of the so-called reference wake
affected inflow (RW) advecting downstream towards the Nordtank turbine. Accordingly,
the downstream scanning Nordtank WindScanner measures the wind speed within the
so-called merged (double) wake (DW).
The measurement campaign took place from October 2012 to the end of May 2013. The
first four months were dedicated to testing of the lidar equipment. During this phase, the
lidars were not operating continuously and not simultaneously. Several technical problems
with the downwind scanning lidar systems delayed the beginning of the merged wake
measurements phase to mid-February 2013. The failures on the Nordtank wake lidar were
mainly occurring on the moving mechanism under high duress due to the very high speed
of the scanner. Other failures occurred on the Tellus wake lidar, where deteriorated optical
cables needed to be replaced. Finally, some of the Nordtank turbine related operational
sensors were malfunctioning or upgraded during the testing phase. In total, about 10 major
maintenance operations were needed in the testing phase, revealing the challenge faced by
the technicians to operate this ambitious experiment. This resulted in the collection of
approximately 1600 10 min time series where both wake lidar are fully operating. However,
due to the low occurrence of southerly wind, only about 2 hours of merged wake event
were recorded.
5.6.3 The remote sensing devices
5.6.3.1 The reference wake lidar
The reference wake lidar, mounted on a small platform on the back of the Tellus nacelle as
depicted in Fig. 5.14a, has a set-up as described by Bingöl et al. [18]. It is a Continuous
Wave (CW) lidar built from a copy of the first prototype of the ZephIR instrument man-
ufactured for DTU by QinetiQ in 2004. Initially designed for vertical scanning focusing
between 10 and 200 m, the equipment went through several hardware upgrades in 2005 to
adapt it to line-of-sight projected wind velocity measurements in a 2D scan plane. Each
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Tellus 95kW
DT : 19m
HT : 29.3m
ω: 36 rpm
Nordtank 500kW
DN : 41m
HN : 36m
ω: 27.1 rpm
Met Mast 63m AMSL
57m
54m
52.5m
45m
36m
34.5m
27m
18m
16.5m
10m
8m AMSL
10.5m AMSL
11.5m AMSL
ZephIR prototype CW Lidar
DTU WindScanner
Zephir Unit 351 Conical scanning Lidar
40m ≈ 2DT
20m ≈ RN
40m ≈ DN
Reference wake (RW) Merged (double) wake (DW)
Figure 5.13: Principle sketch of the experimental set-up in a merged wake event, where
the inflow wind comes from the left side (southerly winds). The met. mast
is, in this sketch, located to the left of the Tellus for the sake of clarity,
which differs from its real location to the west of the Nordtank turbine, as
seen in Fig. 5.12. The spatial locations of the lidar recordings, lying along
an arc in this 2D representation,represents a typical focus distance set-up
for merged wake recordings. DT , DN and RN denotes the diameter and
radius of the Tellus and Nordtank turbine, respectively. AMSL denotes
"above mean sea level".
line-of-sight projected wind speed is obtained from a centroid peak detection technique
[21], applied to the mean Doppler spectrum obtained from the averaging of 256 individual
spectra. The quality of the reference wake lidar has been assessed by Branlard et al. [21]
and Smith et al. [133] by measuring vertical wind profiles and documenting good agree-
ment with corresponding Risø cup anemometer measurements. In [133], the correlation
coefficient ranged from 0.96 at 40 m to 0.98 at 100 m above ground.
The prototype ZephIR has an optical wedge which, associated with an oscillating mech-
anism, generates a vertical movement of the lidar beam. This tilting movement is in
turn combined with a mechanically generated panning movement. The whole system is
installed on the back of the turbine nacelle thus allowing for 2D cross sectional scanning
of the Tellus turbine rotor wake.
For this campaign, the half-opening angle of the pan mechanism θp, defined as the lateral
movement on each side of the axis center, was set to 25.8◦, whereas the half opening angle
of the tilt displacement is θt = 8.2◦. The prototype lidar sampling rate of wind speeds
were 348 samples/s, and since the focus distance was kept constant the scanning pattern
followed a sphere scan mode [18, 83], which corresponds to a small patch of a spherical
surface. As motivated in [83], we presently assume that spherical effect is not significant
and that its effect is taken into account in the line-of-sight projection technique described
in Sec. 5.7.1.1. A typical scanning pattern is illustrated in Fig. 5.14b and presents a spatial
distribution of measurement points that is intended for a fairly accurate reconstruction of
a complete 2D cross section of the "quasi-instantaneous" flow field.
The speed of the lateral beam movements defines the sweep time, i.e. the time required
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for the mechanism to complete a 2D scan. For the present measurement campaign, the
sweep time was approximately 6 seconds, thus giving about 100 2D cross sectional scans
for a 10 minutes time series. Furthermore, a technical problem, with the wedge translation
mechanism, which is responsible for the tilting of the beam, occurred in the middle of the
merged wake campaign and was unfortunately not detected before the measurement cam-
paign finished. This caused the tilting movement to be several times slower than the design
speed and as depicted in Fig. 5.14b lowered the spatial resolution significantly. Whereas
the intended configuration gives around 15 tilting cycles per lidar sweep, only one cycle
is observed in the faulty mode. However, the data sampling rate was not affected by the
technical problem with the mechanical scanner motion and because the scanning pattern
continuously change from one sweep to another, the faulty scan pattern was still capable
of covering a fair extent of the wake when more than one lidar sweep were considered,
as shown in Fig. 5.14b. The consequence of using several lidar sweeps and thus a longer
scan averaging period for resolving the quasi-instantaneous wake profile is investigated in
section 5.7.3.
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Figure 5.14: (a) Photo of Tellus prototype ZephIR lidar, taken from an earlier experi-
ment [18]. (b) Sketch of the lidar measuring pattern for a focus distance of
40 m (≈ 2DT ). The blue and red dots are two consecutive faulty scanning
patterns where one every 10 recordings are shown. The black crosses show
all measurements location obtained from the standard pattern. The arrow
represent the location of a lidar sweep start. The background grid is used
to discretize the wake line-of-sight projected wind speed.
5.6.3.2 The forward scanning lidar
The lidar Unit 351 is a prototype ZephIR Dual Mode (DM) CW lidar. The standard
ZephIR DM operates a single beam-diverting rotating prism that scans the lidar beam
around a conical scan pattern. In this experiment, it was mounted on the top of the
Nordtank turbine nacelle at a height of 37.5 m AMSL (above sea level) and scans the
incoming wind through the rotor, as shown in Figs. 5.15a and 5.15b. The delay of acqui-
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sition between two averaged spectra is 20.48 ms, giving a 48.8 Hz line-of-sight wind speed
assessments on the conically scanned circle. As a result approximately 49 measurements
of the line-of-sight projected wind speed is measured per full revolution cone scan every
second. The wind speed estimation is performed using the proprietary ZephIR program
Waltz and is based on a large number of collected spectra (typically 4000 spectra per wind
estimation). A complete description of the Continuous Wave ZephIR conical lidar and the
post processing algorithms is provided in the Chapter 4 of Peña et al. [104].
For this experiment, the forward scanning lidar was operated with two standard configu-
rations: 20 m and 91 m constant set focus distance, respectively. The first set-up was used
during merged wake events, in order to provide redundant measurements on the reference
wake. The second focus distance was used for validation, where a direct comparison with
the met. mast measurement is facilitated.
As part of the data analysis, a sanity check based on two datasets of moderate and high
mean wind speeds is conducted. The comparison showed good agreement between the
mean wind profile obtained from the met. mast and the forward scanning lidar, as depicted
in 5.15c.
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Figure 5.15: (a) - (b) Photo of the ZephIR 351 Unit mounted on the top of the Nordtank
nacelle while conically scanning forward through the rotor. The aerial film
drone photos are taken by Rune Mikkelsen (OpenHouse.dk). (c) Compar-
ison of the average lidar wind profile of two 10 minutes average datasets
(low and high mean wind speed) against the cup anemometers measure-
ment mounted on the met. mast. The gray dots represent the line-of-sight
recordings filtered from blade detection. The projected streamwise veloc-
ity is obtained from the technique described subsequently in Eq. 5.11 and
developed in [83].
5.6.3.3 The merged wake lidar.
In order to capture the merged wake characteristics with high detail, a newly developed
prototype lidar with a high spatial and temporal resolution is mounted on a platform
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extending from the back of the Nordtank 500kW nacelle. The so called "spinner lidar", is
a new 2D scanning device developed by DTU Wind Energy in collaboration with ZephIR.
It includes two rotating prisms with a fixed ratio of the rotation speeds integrated on the
top of a modified ZephIR 300 CW coherent Doppler lidar, [130].
A selectable rate of up to 500 measurements per second is achievable with the current
set-up. For the major part of the campaign, the adjustable scanning speed was set so that
a complete two-dimensional scan pattern (or lidar sweep) is achieved in only 2 seconds
corresponding to a rate of 312.5 measurements per second. In this way, the lidar operates
at a very high speed while still operating far from its design limits to allow for long term
recordings and reduce over-heating risks. The fastest configuration was tested for a short
period at the end of the campaign to provide high spatial and time resolved single wake
measurements.
The selected scanning pattern is an optimized distribution of points in space for wake
measurements. It is obtained from the two rotating prisms that deflect the laser beam
direction by 15◦ each, resulting in a full opening angle θs of 60◦. Similarly to the reference
wake lidar, the obtained scanning geometry is a spherical patch. An illustration of the
2D scanning pattern is shown in Fig. 5.16a, whereas an example of a 10 minutes average
wake flow field is shown in Fig. 5.16b. The absolute measurement positions are calculated
from the instantaneous positions of the two optical prisms.
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Figure 5.16: (a) Sketch of the wake lidar scanning pattern at a focus distance FC of
approximately 2DN . (b) Example of 10 min average line-of-sight velocities
in high yaw misalignment situation (−10◦). The black areas at the center of
the scanning area are disturbances caused by laser reflection of the incident
beam by the exit window. The blue area in the bottom are low wind speeds
recorded near the ground that are below 3 m/s. The black dot shows the
mean wake center (y=-19 m, x=0 m). The "stairs" effect at the edge of the
scanning domain is an artifact of the wake resolving procedure described
in Sec. 5.7.1.1
.
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5.7 Analysis of measurements
In a wind tunnel based experiment, the ambient conditions is carefully monitored and
tailored to a specific test, in which all parameters related to the test section geometry are
accurately characterized by means of high precision measuring equipment and thorough
monitoring.
Such precise control of experimental conditions is not achievable in a full-scale experi-
ment. Larger uncertainties are typically caused by the bigger experimental scale which
relate to both geometrical (turbine separation, rotor diameter) and environmental (ter-
rain, atmospheric turbulence, flow homogeneity and variability effects). It is critical to
characterize these quantities as well as possible for subsequent numerical comparison with
measurements.
In the present extensive campaign, the use of two turbines combined with a meteorological
mast and 3 nacelle mounted remote sensing lidars present a challenge for estimating the key
parameters characterizing a merged wake situation in both the fixed and the meandering
frame of reference. These issues are addressed in the present section, after the description
of the key lidar post processing techniques.
5.7.1 Lidar post processing techniques
5.7.1.1 Resolving the reference wake
In order to derive the unsteady wake from the reference lidar measurements, the quasi-
instantaneous line-of-sight velocity in the wake is initially extracted. The quasi-instantaneous
wake is defined as the collection of all individual recordings during one lidar sweep. A
lidar sweep starts when the laser crosses the lateral center of the scanning region and stops
the next time the laser crosses this origin in the same direction.
Thus, a short-term averaging is performed, where the recordings during one lidar sweep
are assigned to one wake slice or snapshot of the unsteady wake as described by Machefaux
et al. [82]. This method is only valid as long as the sweep time is small enough to ensure
that individual measurements within a sweep are time correlated.
Once the wake slices are determined, the line-of-sight velocity field in the wake is discretized
by representing lidar cross sectional recordings with a spatial resolution corresponding to
non overlapping cells of 1 × 1 m2 for each lidar sweep as described by Machefaux et al.
[83]. Subsequently, an interpolation method based on the Delaunay triangulation is used
to interpolate linearly wind speeds in between the irregularly distributed measuring points
of the lidar. This allows the reconstruction of a full 2D contour of the wake.
A robust filtering procedure is implemented at this stage of the data processing to discard
erroneous wake tracking resulting from poor spectra quality, poor spatial coverage of the
wake, ground or obstacle detection or other unwanted effects. This filtering is based on a
plausibility check of the recorded line-of-sight velocities, e.g. wind speeds near or below
zero, or very large outliers.
Finally, the line-of-sight velocities are projected on the main flow direction using the
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approach described by Machefaux et al. [83]. This method assumes that, for moderate
pan, θp, and tilt, θt, angles of the laser beam, the lateral and vertical wind components
are much smaller than the streamwise one and that horizontal homogeneity is fulfilled.
This is generally a valid assumption for atmospheric boundary layer flows. However, if the
rotor is yawed, the lidar is not aligned with the mean wind direction, and the horizontal
homogeneity assumption no longer applies. The mean yaw misalignment is therefore added
as a fixed contribution to the pan angle in the projection. A similar correction is necessary
to compensate for vertical misalignment between the ground and the zero tilt beam angle,
thus:
Ulidar(t) = Ulos(t) · 1cos(θp + θyaw) cos(θt + θtilt) (5.11)
where θyaw is the yaw angle and θtilt is the angle between the zero tilt beam angle and
the ground. The lidar scanning head was mounted parallel to the ground and therefore
θtilt = 0o. As the Tellus turbine was not equipped with a yaw sensor, the estimation of
the turbine yaw misalignment is based on an empirical model as described in section 5.7.2.
5.7.1.2 Forward scanning lidar blade passage filtering
As the recording of the incoming wind is performed through the Nordtank rotor, frequent
signal distortion caused by blade passage occurs. Fig. 5.17a shows the power spectrum of
the line-of-sight velocity measured during a 10 minutes time series. Several distinct peaks
corresponding to 3P/2, 3P and their higher harmonics are observed. The dominant peak
is obtained at a frequency corresponding to 3P/2, meaning that blade detection may not
occur at every blade passage as initially anticipated. While this remain under investigation,
it is speculated that the continuous change of co- and counter rotating motion of the lidar
beam relative to the blades motion may result in situation where blade are not detected
by the lidar, specifically in counter rotating situations where the relative velocity of the
two motions is very high. For this reason, the recordings of the blade passage are filtered
out in the time domain instead.
To do this a simple geometrical model is used as sketched in Fig. 5.17b. This model
assumes that the rotational movement of the cylindrical hub extender of diameterD = 1 m
can simplistically be represented as the translation of three cylinder elements passing the
laser beam at a constant time interval. The velocity of this translation is easily determined
from the constant rotor rotational speed ω and the distance from the rotational axis r
as: V = rω. The distance of the lidar horizontal axis to the rotor rotational axis and
the distance from the laser output to the cylinder surface have been estimated from the
photographies of the experimental setup to be r = 1.5 m and s = 0.5 m, respectively.
In Fig. 5.18, the line-of-sight velocities are plotted against the phase angle φ of the
conical lidar in both linear and polar representation, indicating that the vertical position
of the beam pointing upwards is obtained at a beam phase of 0◦. From [97] and [11], the
expression of the line-of-sight velocity from a spinner mounted wind lidar in the frame of
reference aligned with the wind turbine’s axis of rotation, neglecting yaw and tilt, is given
as:
ULOS = ux cos θc + uy sin θc sinφ+ uz sin θc cosφ (5.12)
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Figure 5.17: (a) Power spectrum of the raw line-of-sight velocity signal for a time series
corresponding to a focus distance of 91 m. The peak with the largest
energy content at a frequency of 0.69 Hz corresponds to the 3P/2 frequency.
Several higher harmonics are observed. (b) Sketch of the geometrical model
for blade detection. The red dashed lines indicates different angles at which
the laser hit the moving blade.
where (ux,uy,uz) are the wind components of the instantaneous wind vector, assuming the
mean wind to be aligned along the x-axis, θc is the lidar off axis deflection angle and equal
to 30.4◦. Following the assumptions of the simplistic geometrical model, the streamwise
and vertical component of the blade motion are assumed to be zero, thus Eq. 5.12 gives:
Ublade = |rω sin θc sinφ| (5.13)
This function is show in red in Fig. 5.18a. As a result, all line-of-sight velocities satisfying
this equation are discarded.
5.7.1.3 Velocity estimation of the merged wake lidar
The line-of-sight velocities are estimated from the collected Doppler spectra using a median
frequency estimator approach, as described in [10]. In this approach, the frequency of the
Doppler shift is found by determining and removing the cumulative backscatter signal of
the instantaneous spectra and then calculating the median of the obtained distribution.
This method is particularly robust when Doppler spectra display two closely spaced peaks,
or when the spectral width is large and asymmetric. This is often the case for nacelle
based wake measurements, as the turbulence is typically 2 to 3 times higher than for the
undisturbed flow, which in turn substantially increase the width of the Doppler spectral
peak.
Before applying the median frequency approach, the background noise of the spectra is
first eliminated by subtracting the mean noise from the raw signal. This increases the
reliability of the median frequency estimator, as only the main Doppler shift peak is left
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Figure 5.18: (a) Line-of-sight velocity distribution for a 10 min time series with a scan-
ning range of 91 m as function of the lidar phase angle. The blade detection
function is shown in red. A small tolerance is applied to the filter. (b) Cor-
responding polar plot. The green points are measurements of the blade
passage, whereas the blue points are valid line of sight velocities.
in the spectra, and all the other frequencies are zero. An additional filtering is applied
to the low frequency part of the spectra, where residual peaks are often present due to
ground detection. This can also be seen in the lower part of Fig. 5.16b.
After having determined the line-of-sight velocity the unsteady wake flow field is extracted
following the same short term averaging procedure as described in section 5.7.1.1.
5.7.2 Quantification of rotor yaw misalignments
A preliminary inspection of the mean wake profile, as based on a large number of time
series, indicated that the reference wake was always displaced to the left in the scanning
domain. As this occured systematically, it was conjectured that this was either the con-
sequence of a lidar mounting misalignment (i.e. a constant offset angle between the lidar
zero pan angle and the normal direction to the rotor), or a systematic yaw misalignment
of the turbine.
In order to investigate this, the wake skew angle χ, defined in Fig. 5.19a, was extracted
from the reference lidar measurements. Fig. 5.19b shows the 10 minute averaged χ angle
measured at a focus length of 2DT and 3DT , respectively, for 330 non continuous datasets
obtained throughout the campaign. The mean and standard deviation of the 10-minute χ
time series is fairly invariant to focus distance and is 9.3◦ and 2◦, respectively. The most
plausible cause for such large skew angles is a systematic turbine yaw misalignment, as
the typical mounting precision of the lidar system is in the order of 2◦. This assumption
was further reinforced by a post campaign inspection of the Tellus and Nordtank rotors
for easterly and westerly winds. A clear non parallel behavior was observed between the
two rotors well above the wind veer magnitude. It is further speculated that this large
yaw misalignment may be caused by the miscalibration of the wind vane connected to the
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turbine controller, which in turn assign the rotor azimuthal position. Based on the above
condiderations and the fact that no specific information about the lidar mounting error is
available, we assume that the mounting errors of all three lidars is zero.
To overcome the lack of an absolute rotor yaw position sensor on the Tellus turbine, the
θy
U0
FC
dywake
n
Uw W
x
χ
θy
Defl
ecte
d w
ake
Wa
ke c
ente
r
(a) Sketch of a skewed wake.
0 50 100 150 200 250 300 350
−20
−15
−10
−5
0
W
ak
e 
ce
nt
er
 o
ffs
et
 a
ng
le
 [d
eg
]
Datasets numbers [−]
   
40
45
50
55
60
Li
da
r f
oc
us
 d
ist
an
ce
 [m
]
(b) Mean wake skew angle func-
tion of FC
Figure 5.19: (a) Sketch of the Tellus rotor in a pronounced yaw. The angle of the de-
flected wake χ is larger than the inflow yaw angle. The measured lateral
wake center displacement dywake at a given focus distance FC is indicated,
together with the normal to the rotor plane n, the mean free stream ve-
locity U0 and the induced velocity in the wake W . (b) Investigation of the
mean skew angle evolution throughout the campaign, performed on 330 10
minutes datasets. The mean skew angle (black curve) appears constant and
equal to −9.26◦ and −9.31◦ for focus distances of 2D and 3D respectively
(green curves). The standard deviation (green lines) of the skew angle
also remains constant with respect to the focus distance (red curve) and
approximately equal to 2◦.
yaw misalignment is directly estimated from the measured wake skew angle and the thrust
coefficient of the rotor using the following result from a theoretical vortex cylinder model
[22, 31] combined with investigations by Micallef et al.[90].
χ(N,T ) = (0.3CT + 1)θy(N,T ) (5.14)
where subscripts N and T denote the Nordtank and Tellus turbine. For simplicity, the
wake skew angle is assumed constant during the investigated 10-minute periods, and the
wake expansion is neglected. The thrust coefficient, CT , in Eq. 5.14 is computed using a
BEM model with 3D tabulated airfoil data of the LM 9.5 m blade.
The validity of the present wake skew angle model in Eq. 5.14 is assessed by applying it to
lidar measurements in the wake of the Nordtank turbine and then compare its prediction
with the yaw misalignment measured by subtracting the mean rotor yaw position from
the mean inflow direction. The dataset used for the validation is the one shown in Fig.
5.16b where a clear wake displacement is observed. The mean wake skewness angle χn
in Fig. 5.16b is measured to be χn = −8.46◦, which using Eq. 5.14 gives a yaw angle
of θyN = −7.0◦, whereas the directly measured yaw misalignment is θyN = −7.25◦. This
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good agreement is repeatedly observed on consecutive datasets, thus validating the present
model approach, and at the same time giving sanity of the Nordtank yaw sensor.
5.7.3 Resolving the wake in the meandering frame of reference
In the present study, the wake is resolved in both the nacelle frame of reference (or fixed
frame or reference, FFoR, assuming no yawing activity in the observation period) and in
the meandering frame of reference (MFoR). The MFoR of the wake follows the center of
the wake as it is transported downstream [71]. In order to determine theMFoR, a bivariate
2D Gaussian function is fitted to each of the quasi-instantaneous wake slices as described
by [152]. However, the quality of the fit depends on how well the quasi-instantaneous
wake is resolved by the lidar. In practice it was found that more than one lidar sweep
was sometimes necessary to achieve a robust fit especially for the reference lidar after
the tilting mechanism failure occurred. However, increasing the number of lidar sweeps
used for reconstructing the quasi-instantaneous wake results in an increasingly diffused
wake due to large scale wake meandering. The optimal number of sweeps used for the
reconstruction is the one where the Gaussian fit yields the most distinct wake, i.e. the
deepest and narrowest quasi-instantaneous wake deficit. This is one of the theoretical
consequences results from the Dynamic Wake Meandering (DWM) framework [71].
Fig. 5.20a shows the mean normalized maximum velocity deficit in theMFoR as a function
of the averaging time used for reconstructing the individual wake slices. Additionally, the
wake width metric, obtained from the σy quantity of the bivariate 2D Gaussian function
part of the wake center tracking algorithm, is shown in Fig. 5.20b. The shown curves
are based on two 10 minute datasets at similar ambient conditions, and all results are
normalized with respect to the value when using only one lidar sweep.
Note that the scatter of the mean profiles in the MFoR typically increases when increasing
the number of sweeps used for reconstructing each wake slice, because the number of wake
slice samples within the 10 minute dataset is then reduced.
From Figs. 5.20a and 5.20b it appears that a scan averaging time of T = 2 s (1 sweep)
best characterize the quasi-instantaneous wake profile of the Nordtank turbine, whereas
the corresponding optimal averaging times for the Tellus wake lidar during the design and
faulty mode is T = 12 s (2 sweeps) and T = 24 s (4 sweeps), respectively.
The identified averaging periods defines the best possible time increments between each
wake slice in this experiment. However, in order to facilitate cross-correlation studies
between the two type of lidars the temporal resolution of the reference lidar tracking
analysis was increased to 2 s. This is achieved by decomposing the 10 min lidar time
series into sets of overlapping records defined by a time increment of 2 s and a time span
equal to the identified optimal averaging period. The unsteady wake in both the FFoR
and the MFoR is then determined for each of these overlapping segments of data.
As argued by Larsen et al. [71], the idealized cut-off frequency, where the split between
the large (responsible of meandering) and the small (diffusive) turbulence scales, may be
defined as fc = U/2Dw, where Dw denotes the instantaneous wake deficit diameter, and
U is the mean hub height wind speed.
A relevant validation of the presentMFoR characterization is to perform a spectral analysis
of the meandering paths (i.e. wake center) and observe whether the high energy content
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Figure 5.20: Investigation of the maximum wake deficit (a) and the corresponding wake
width (b) as function of the lidar averaging period for both the reference
wake and merged wake lidars. The averaging period giving the deepest and
narrowest wake profile is shown in black vertical dashes. Each configuration
has two curves corresponding to the two tested time series, labeled 1 and
2.
of the spectra is observed at frequencies lower than fc. This analysis is conducted on the
same datasets as used for Fig. 5.20.
Results of the spectral analysis is shown in Fig. 5.21. It is seen in Fig. 5.21 that the
conjectured cut-off frequency associated with the spectra of the Nordtank wake meandering
paths (blue curve) delimits well the high and the low energy regimes of the meandering
power spectrum. This is not seen in the spectra of the Tellus meandering paths, as the
energy has decreased of a factor of 100 when reaching the conjectured cut-off frequency.
This is because the reference lidar measurements of the wake effectively have been filtered
using a moving window of T = 12 s and T = 24 s, respectively. This corresponds to
effective Nyquist frequencies of approximately 0.04 Hz and 0.02 Hz respectively, which are
both larger than the conjectured cut-off frequency for the Tellus turbine. This is however
the best possible approach given the technical limitations of the present experiment.
5.7.4 Merged wake test case definition
In this section, a merged wake test case is selected from the campaign using a specific
set of criteria. The turbine positions and yaw orientation with respect to the incoming
wind are determined using the techniques introduced in the previous section. The relative
lateral displacement of the two rotors is determined through a spatial correlation study
making use of both the forward scanning and the reference (ZephIR) wake lidar.
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5.7.4.1 Selection criteria
During the recording phase of the campaign, more than 28 days of valid measurements
were collected where both wake lidar were operating simultaneously. A simple tool is
developed to extract possible candidates for a merging wake analysis. The main selection
criteria are based on the operational condition of the instrumented downwind Nordtank
turbine, and the ambient conditions at the recorded mast.
Firstly, the mean inflow direction measured at the met. mast by the sonic at 34.5 m
a.g.l. (above ground level) should be contained between ±15◦ of the theoretical turbine
alignment of 197◦. Furthermore, the measured rotational speed of the generator should
not drop below 1495 RPM, ensuring that no generator decoupling occurs within the 10
minutes period, i.e. the turbine is in full operation. Additionally, a visual inspection of
the presence of a reference wake from the Tellus turbine is required to ensure that the
non instrumented Tellus rotor is in operation. Finally, at least 90% of the total amount of
velocities recorded by the lidars should remain available after filtering. Lower availability
are often due to heavy rain or snow conditions, or when the laser is frequently pointed
towards a moving obstacle. Applying the preceding set of criteria, approximately 2 hours
of merged wake recordings from southerly winds are obtained.
The use of two turbines of different size introduce asymmetries in the test. The reference
wake, typically half the size of the Nordtank rotor, causes a situation of partial wake
inflow and induced yawing due to a strong azimuthal asymmetry of the incoming flow
field downstream to the wind turbine. Therefore, the Nordtank rotor is most of the
time operating in yaw when it is in the wake of the Tellus turbine. Furthermore, it was
previously observed that the Tellus constantly operates in yaw throughout the campaign,
therefore increasing the asymmetry and complexity of the overall test.
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Another source of uncertainty originates from the two rotor alignments with the incoming
wind. The selection of a dataset associated with a mean wind direction close to 197◦ (i.e.
the theoretical alignment) and based on the sonic recordings at 34.5 m may not guarantee
a perfect alignment of the two turbines due to wind directional uncertainties. However, a
correlation analysis, based on the use of the forward conical lidar and the reference wake
lidar, can as mentioned improve considerably the estimation of the relative lateral turbine
displacement δl, as discussed subsequently.
A dataset with a mean inflow direction of 191◦ is selected from the database following
the previous acceptance criteria. The mean wind speed measured at 34.5 m a.g.l. is 7.1
m/s, and the streamwise turbulence level of the incoming wind is 14.5%. The atmospheric
stability, determined from the Obukhov length at 16.5 m a.g.l., is near neutral, slightly on
the stable side. A sketch of this merged wake situation seen from above with all relevant
parameters is illustrated in Fig. 5.22. The yaw of the Nordtank, θyN , and the Tellus, θyT ,
determined from the wake skew angle model, are equal to 6◦ and −10◦, respectively. In
the same figure, the coordinate systems specific to each lidar is indicated. The idealized
deflected wake boundaries and wake centre are drawn, together with the scanning regime
of all 3 lidars.
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Figure 5.22: Sketch of the selected merged wake event seen from above. The Tellus
turbine is yawed positively (θyT = 6◦), whereas the Nordtank rotor is yawed
negatively (θyN = −10◦) due to the imposed partial wake situation. The
deflected wake boundaries are shown in green, whereas the lidar scanning
boundaries are indicated in pink. The coordinate system associated with
each lidar is also indicated. Further, the projection from line-of-sight to
streamwise component is sketched. DW refers to as double wake, SW refers
to single wake, RW denotes reference (or inflow); FS denotes free stream.
5.7.4.2 Estimation of the rotors lateral spacing
The lateral rotor spacing (δl as sketched in Fig. 5.22) is another quantity that needs to be
determined from the experiment. A rough estimate of δl can be found by applying simple
trigonometry on the velocity triangle composed by the mean wind direction from the sonic
anemometer at hub height and the perfect turbine alignment angle. This estimation may,
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however, be biased by strong wind veer across the different turbine hub heights.
A more robust approach is based on a spatial correlation analysis making use of both the
Tellus wake lidar and the Nordtank forward scanning lidar. This approach is illustrated
in Fig. 5.23a, where the location of the lidars overlapping/redundant measurement points
seen from upstream are shown. This overlapping area is constituted by two arcs resulting
from the conical forward scanning. A so-called overlapping grid, with a cell width equal
to 1 m and a cell height of 0.5 m, is defined around the two arcs.
The cell averaged stream wise velocity is compared between both lidar recordings for each
pair of overlapping grid cells (from the left and right arc), at different heights h conditioned
on the lateral displacement δx. The objective is to minimize the velocity difference metric,
denoted Pn(δx), which is defined by:
Pn =
N∑
i=1
[|Ul,RW (i)− Ul,FW (i)|+ |Ur,RW (i)− Ur,FW (i)|] (5.15)
where the subscript l and r denote left and right arc respectively, RW and FW refer
to "reference wake" and "forward wake", and i is a counter corresponding to measuring
heights between h0 and H (i.e. the lower and upper vertical position of the overlapping
grid).
Minimizing the metric Pn gives the best possible estimate of the rotor lateral displacement,
thus δl = min(Pn). For the previously selected dataset, it is found as δl = 6.5 m.
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Figure 5.23: (a) Upstream view of the overlapping scanning area from the conical for-
ward scanning lidar and the cross sectional reference wake lidar. Only the
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tank turbine. Pn(δx) as function of the lateral displacement of the reference
measured profile.
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5.8 Numerical simulations
In this section, the numerical simulations used for comparing with the measurements are
described.
5.8.1 Numerical methods
The simulations were conducted using the incompressible Navier-Stokes solver EllipSys3D
[92, 93, 135] and combines Large Eddy Simulations (LES) of the flow field with actuator
disc modelling of the rotors. The atmospheric turbulence is modelled using the method
presented by Troldborg et al. [151], where pre-generated turbulence is inserted in a cross-
section upstream of the rotors. The used actuator disc model is based on the actuator
shape model [116] combined with a blade element approach, where the aerodynamic load-
ing is determined from the local flow conditions at the disc and 3D corrected aerofoil data
as described by Réthoré et al. [119]. The LES model uses a sub grid scale model devel-
oped by Ta Phuoc [141], and the used solver parameters are identical to previous work
[81, 83, 150].
5.8.2 Computational meshes
The simulations are carried out in a regular Cartesian mesh of dimensions (Lx = 20DN ,
Ly = 14DN , Lz = 14DN ) where x, y and z denotes the streamwise, lateral and vertical
coordinates, respectively, and DN denotes the Nordtank turbine rotor diameter. The grid
layout and the boundary conditions are in accordance with previous studies [150, 83]. The
boundary conditions are as follows: Dirichlet conditions at the inlet and upper boundary
(x = 0 and z = 14DN ), Neumann conditions at the outlet (x = 20DN ), symmetry
condition at the bottom (z = 0) and cyclic boundary conditions on the sides (y = 0 and
y = 14DN ).
In the region around and downstream of the rotors the grid spacing is equivalent to
dx = DN/60 in the lateral and vertical direction and dz = DN/39 in the stream-wise
direction. The cells are stretched away from the wake region towards the domain bound-
aries, resulting in a total number of cells of 19.9 millions inside the domain.
Each actuator disc is represented with a separate 2D polar grid with 94 radial and 180
angular elements.
5.8.3 Inflow boundary conditions
The mean inflow used in the simulations was specified to follow a logarithmic profile:
U = u∗
κ
ln(z/z0) (5.16)
5.8 Numerical simulations 117
where the roughness length z0 is determined from the turbulence intensity TIu measured
by the sonic at 16.5 a.g.l. assuming the following empirical expression [102]:
TIu ≈ 1ln(z/z0) (5.17)
The friction velocity u∗ is subsequently determined through a least square fit of Eq. 5.16
to the mean velocity profile measured by the cup and sonic anemometers as well as the
wake lidars. Note that the shear profile measured by the lidars was obtained by averaging
measurements in vertical bands of 3 m in order to reduce scatter. Fig. 5.24a compares the
fitted mean velocity profile used for the simulations with the measured profiles and shows
that the agreement is good.
The turbulence used in the simulations was generated using the Mann turbulence gen-
erator [88], which is based on a model of the spectral tensor. In the present work, the
parameters describing the spectral tensor were determined by fitting it to the measured
spectral characteristics obtained at the site during the campaign. Fig. 5.24b compares
the measured and fitted spectra. Generally, the agreement is good, but there are some
differences, which are mainly due to the assumption of neutral stratification in the Mann
algorithm. Since the turbulence generated with the Mann generator is not in balance with
the flow in which it is inserted, it will be distorted by the Navier-Stokes solver and to
compensate for this it is therefore amplified before inserted at the turbulence plane.
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Figure 5.24: (a) Logarithmic inflow profile determination using an empirical roughness
length and a best fit with the measured sheared profile by the lidars, the
cup and the sonic anemometers. (b) Average u−, v− and w− spectral
components, and the uw co spectrum at 34.5 m a.g.l. extracted from the
3D sonic anemometer during the 10 min selected merged wake case. Full
lines are the corresponding Mann model fits. The three obtained model
parameters are α2/3 = 0.0077m4/3s−2, Γ = 4.47 and L = 61.74m.
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5.9 Results
The present full-scale experimental approach and its subsequent analysis is mutually vali-
dated with the EllipSys3D flow solver using the previously described computational set-up.
The organized flow structure of the wake, characterized by its deficit and turbulence char-
acteristics is firstly investigated. Finally, the simulated power production and thrust force
are compared to the available turbine measurements.
5.9.1 Normalized wake velocity and added streamwise wake tur-
bulence
In Fig. 5.25, the measured normalized wake velocity deficit, defined as the 10 min average
wake velocity divided by the mean free stream velocity at hub height U0, is compared to
results from the CFD computations. The comparison is conducted for both the horizontal
wake profile at hub height and the vertical profile along the rotor center position.
This analysis is performed for both the MFoR and the FFoR. Error bars, corresponding
to ±1σ (σ is the standard deviation of the velocity) are added to the measured profile
in the FFoR. A good agreement is observed for both the reference and the merged wake
profiles in Fig. 5.25a and in Fig. 5.25d, respectively. As expected, the wake resolved in the
MFoR displays a narrower and deeper deficit than the wake deficit resolved in the FFoR.
Furthermore, the horizontal profiles displays an asymmetric trend due to the simulated
yaw misalignment.
Discrepancies in the vertical profile (Fig. 5.25b and in Fig. 5.25e) of the merged wake
are observed near the ground. They are a consequence of the no slip wall modeling in the
simulations as opposed to the rough wall in the full-scale measurements. As a consequence,
speed up effects are seen in down stream cross sections outside the wake affected regime.
This does not influence the quality of prediction in the wake region. The inflow mean
wind speed profile for the CFD computations is shown in Fig. 5.24(a), where the mean
wind speed comes close to zero near the ground. The so-called wake turbulence factor,
defined as the ratio between the streamwise turbulence intensity in the wake divided by
the mean inflow turbulence intensity, is presently investigated. The streamwise turbulence
T˜ Iu is defined as
√
u′2/U0 where u′ represents the fluctuating wake velocity. To facilitate
the comparison with the lidar measurements, the fluctuating wake velocities from the
simulation are extracted at the same frequency as the one the scanning lidars perform,
which reduces the variance of the simulated turbulence but improve the consistency of
the comparison. In this approach, the lidar measurements are not corrected for volume
averaging effects. Results of the comparison is shown in Fig. 5.25c and in Fig. 5.25f
for the FFoR. It is seen that the wake turbulence factor is in good agreement with both
the magnitude and the width of the merged wake in the limited lidar-resolved region, but
slightly less convincing for the reference wake, where the CFD predicts lower turbulence
factors.
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Figure 5.25: Comparison between lidar measured and simulated wake profiles for the
selected merged wake case in both the MFoR (blue dots and lines) and the
FFoR (black dots and lines). Profiles are extracted at 2 DT and 2 DN ,
from the upstream Tellus turbine and the downstream Nordtank turbine,
respectively. Error bars representing the uncertainty on the mean value
±1σ/√n are indicated in gray for the FFoR measured profile. The inflow
profiles in (b) and (e) refer to the downstream wind profile outside the wake
regime.
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5.9.2 Mean power and thrust
The simulated 10 min average mechanical power produced as well as the thrust force are
compared to the measurements from the instrumented Nordtank turbine. The electrical
power was measured at the generator, whereas the thrust force is derived from the tower
bottom strain gauges measurement. According to the technical report of the Nordtank
turbine [106], the typical loss from mechanical to electrical power is in the order of 7%. A
similar loss is assumed for the Tellus turbine. Results are summarized in Table 5.4.
It is seen from Table 5.4 that the power production of the upstream Tellus turbine agrees
well with both power and thrust derived from turbine specifications. For the downwind
turbine, the CFD predictions are slightly overestimated in the order of 5 to 10 %. This
discrepancies may be explained by uncertainties on the actual rotor yaw misalignment
or the amplitude of the wake meandering of the upstream wake. The combined effect of
yawed rotor and wake shadowing reduce the power produced of the Nordtank by 40% as
compared to free stream velocity based power curve predictions at standard conditions.
Table 5.4: Comparison between simulated and measured power production and thrust
force. All quantities are 10 min averages. The last column shows the design
value extracted from the measured turbines power curve and thrust curve at
standard condition. A BEM generated thrust curve is used for the Tellus
turbine, due to the lack of turbine instrumentation.
Simulated Measured Design
Nordtank Elec. power [kW] 86.0 kW 81.8 kW 137.2 kW
Thrust [kN] 28.9 kN 25.4 kN 31.9kN
Tellus Elec. power [kW] 26.2 kW - 24.7 kW
Thrust [kN] 5.9 kN - 6.8 kN
5.9.3 Wake accumulation in the double wake experiment
The present CFD model showed accurate prediction of the merged wake profile associ-
ated with the correct turbine loading and power production for the selected full-scale
measurement time series. Thus, the model can be used to investigate the performance
of state-of-the-art wake superposition models. This is done by decomposing the previous
merged wake profile into 2 simulated single wake contributions: 1) the single wake (8D
downstream) of the Tellus turbine; and 2) the stronger single wake (2D downstream) of
the Nordtank turbine. Both contributions are extracted at the same downstream location
as the measured merged wake profile, and simulations were performed under the same
inflow and yawing conditions as the selected time series.
Four engineering wake superposition models are tested presently: 1) linear summation of
deficits (linear); 2) Root-Sum-Square operator on the deficits (RSS); 3) the strongest (or
maximum) wake deficit at a given downstream position which defines the accumulated
wake (maximum), in [74]; and finally 4) the average results of method #1 and #2 (ARL).
A complete overview of the wake flow model, typically associated with these accumulation
models, is available in [115].
Results of benchmarking is shown in Fig. 5.26a. It is seen in Fig. 5.26a that the best
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agreement between the simulated merged wake profile and the accumulated wake is using
the ARL method. The linear summation of wake overestimates the deficit in the order
of 15% at the wake center, whereas the use of the maximum (strongest) wake slightly
underestimate the merged wake centerline deficit with about 8%. The good performance
of the ARL method has been previously observed in the study in [43], where the Horns
Rev wind farm wake loss estimated from SCADA data agrees well with the modeled wind
farm wake loss obtained by combining the Ainslie eddy-viscosity wake model with the
ARL overlapping wakes model. In the next section, a generic investigation of single wake
summation techniques is performed for several turbine spacing, turbulence intensity and
mean wind speed.
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Figure 5.26: Benchmarking of four wake accumulation model. (b) Snapshot of the
streamwise velocity component from the EllipSys 3D LES computation
seen from above. Approximate location of the extraction plane and the
rotors are shown in black lines. The contour plot was obtained from a slice
at the Tellus hub height. The mean wind speed at the Nordtank hub height
is 7.1 m/s.
5.10 Summary
In the present study, full-scale lidar based measurements of overlapping wakes generated
by two aligned stall regulated turbines have been collected. A thorough analysis and
interpretation of the wake measurements using, among other techniques, a cross correlation
based analysis of the redundant reference wake measurements combined with an empirical
determination of the mean turbine yaw angle, was performed to overcome the uncertainties
of the respective turbine yawing and the relative lateral displacement.
An excellent agreement was found between measurements and simulation for both the
reference and the merged wake deficit / streamwise turbulence for a selected time series
with the inflow direction aligned with both turbines. The simulated power production and
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thrust force agreed also well with the SCADA measurements of the downwind turbine.
Future improvements will be made in the CFD simulation to include a more realistic
dynamic yawing of the turbine based on a generic controller implemented in the aeroelastic
code HAWC2 [143] coupled to the CFD code.
This will allow a detailed parametric CFD study emphasizing the influence of turbine
lateral and longitudinal spacing, free stream turbulence intensity and other relevant pa-
rameters on the wake overlapping mechanism.
Finally, the present investigation will be supplemented by analysis of additional single and
double wake datasets recorded at a higher scanning speed. The main objectives of the
combined study will be: 1) to characterize wake turbulence from lidar spectrum width; 2)
to study the impact of wake interaction on the meandering dynamics; and 3) to extend
the formulation of the Dynamic Wake Meandering model to multiple wakes on a rational
basis.
5.11 Post publication comments
The change of rotor modeling technique from Actuator Line to Actuator Disc was moti-
vated by the gain in computational speed and the strong similarity in wake mean velocity
and turbulence profile, as discussed in the work by Troldborg et al. in [148]. An analysis
depicted in Appendix A.2 shows the difference in the single and merged wake velocity
and turbulence profile for downstream distances ranging from 1D to 5 diameter down-
stream. This analysis was conducted on a Nordtank turbine using LES under neutral
atmosphere at a mean wind speed of 7.5 m/s. The inflow turbulence was identical for the
two simulations. In this comparison, the gain of computational time was in the order of
5.
Several TB of data were collected from all three lidars as part of the campaign. A post pro-
cessing software was developed using a user interface present in Appendix A.1, facilitating
the investigation of unsteady wake measurements.
Chapter 6
Modeling of wake superposition
6.1 Parametric Large Eddy Simulation study
6.1.1 Introduction
This chapter presents the initial results of an ongoing (and therefore unpublished) re-
search aiming at a generic study of merging wakes. This analysis therefore complets the
present Ph.D. thesis with an analysis of mutual interaction of the organized wind farm
flow structures, i.e. the wake deficits studied extensively experimentally and numerically
in the 4 previous chapters. The present chapter specifically deals with the evaluation of
3 different engineering wake superposition approaches against detailed CFD simulations,
which covers different turbine interspacing, different ambient turbulence intensities and
different number of interacting wakes.
As part of the double wake experiment described in Section 5.6, a validation of the Large
Eddy Simulation - Actuator Disc approach was performed with 10 minutes lidar measure-
ments of an overlapped wake flow field generated by two turbines in yaw at the DTU Wind
Energy test site. Additionally, a preliminary assessment of the performance of commonly
used wake summation techniques revealed that averaging quadratic and linear summation
of single wake deficit can predict with a fair degree of accuracy the merged wake deficit
for a selected datasets associated to a mean wind speed of 7.1 m/s.
This numerical approach is now reused as part of a parametric CFD study aiming at
studying the behavior of interacting wakes in a more generic way, i.e. under different
turbulence conditions, wind speeds (varying CT ) and turbine spacings. This analysis is
conducted on a set up where two Nordtank turbines are used, to relate more closely to
conventional wind farms as opposed to the previous Tellus / Nordtank tandem. As the
rotational speed is kept constant throughout the parametric study, a wide range of tip
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speed ratio and wake flow regimes are covered.
As part of the analysis, two turbine spacings are tested: a ’small’ spacing of 4 rotor
diameters, corresponding to a rather severe wake condition similar to the Middelgrunden
wind farm outside Copenhagen harbor; and a ’larger’ 7 diameters spacing often used for
offshore wind farm layouts. The two simulated ambient turbulence intensities correspond
to typical offshore and onshore values of respectively 6% and 12%. Four mean wind speeds
are chosen covering different turbine loadings and thus various wake flow regimes.
The inflow wind profile is assumed neutral and modeled using a logarithmic law, where the
roughness is equal to 0.5 and 5 cm, for the low and high turbulence case, respectively. The
friction velocity is adjusted to satisfy the prescribed hub height wind speed for all cases.
Additionally, single wake simulations under the same atmospheric and inflow conditions
as the double wake cases are also performed. This determines the undisturbed wake
generated from the most upstream turbine referred to as T1 and further used as the
wake generated by the downstream turbine T2 as part of a first wake summation analysis
described subsequently. A test case matrix summarizing the study is shown in Tab 6.1.
Table 6.1: LES parametric study. Test cases matrix. The turbulence intensity corre-
sponds to the free stream turbulence intensity Iref , as resolved by the CFD
computations.
5 m/s 8 m/s 11 m/s 15 m/s
4D spacing 6.3% 12.2% 6.3% 11.9% 6.3% 11.9% 6.4% 12.1%
7D spacing 6.3% 12.2% 6.3% 11.9% 6.3% 11.9% 6.4% 12.1%
Single wake T1 6.3% 12.2% 6.3% 11.9% 6.3% 11.9% 6.4% 12.1%
6.1.2 Numerical set up
6.1.2.1 Computational set up
As part of this parametric study, a similar set up as used in Section 5.8 is adopted. In
order to study the double wake profile at several downstream location, the computational
grid is extended to Lz = 24DN in the stream-wise direction, and present a cross sectional
dimension of Lx = 14DN and Ly = 14DN , where DN is the diameter of the Nordtank
turbine equal to 41 m. In the region around and downstream of the rotors, the grid spacing
is equivalent to dz = DN/60 in the lateral and vertical direction and dz = DN/62 in the
stream-wise direction. The domain has a total of approximately 39.81 millions cells, and
its layout is similar to the one depicted in Fig. 6.1a. Boundary conditions are identical to
the one applied in Section 5.8. Each actuator disc is represented with a separate 2D polar
grid with 94 radial and 180 angular elements. Axial and tangential loads on the disc are
extracted at 5 Hz and stored for a future analysis in the study of the time variant rotor
flapwise and edgewise loading under half and full wake situations.
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6.1.2.2 Extraction of simulation results
The velocity field is extracted along several cross sections in the wake flow field ranging
from 1 to 15 rotor diameters from the upstream turbine T1 in the configuration where
two turbines are inserted in the domain. Each cross section is made of 164 by 80 points
in the lateral and vertical directions, respectively. The dimensions of the cross sectional
plane are 164 by 80 meters, giving a resolution of 1 m. The solution is extracted every
0.2 s of simulation time, giving a sampling frequency of 5Hz. Additionally, the solution is
extracted along an horizontal plane at hub height covering the entire wake region with a
resolution of 1 m. Fig. 6.1a shows the coarse representation of the computational domain
seen from the top, and the location of extraction planes.
The total computational resources used for simulating all 24 cases listed in Table 6.1 for
10 minutes unsteady simulations was approximately 200000 processor hours, and the total
amount of raw binary data extracted is in order of 150GB. Each simulation makes use of
360 processors.
(a) Computational domain seen from the
top. Horizontal cross section at hub
height.
(b) Side view of the cross sections of the wake ex-
tracted.
Figure 6.1: (a) Coarse representation of the computational domain seen from the top.
The dark colors correspond to the wake of turbine T1 and T2 separated
from 7 rotor diameters. Dash lines are wake cross sections extracted at 5Hz.
The white rectangle is a longitudinal extraction plane at hub height also
extracted at 5Hz. (b) Side view of the cross sectional contours of the mean
wake deficit for a turbine spacing of 4D. The first plane is located 1 diameter
upstream of T1 and shows the logarithmic inflow profile.
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6.2 First modeling approach of wake accumulation
6.2.1 Linear and quadratic superposition
The present section aims at evaluating the performance of the two commonly used ap-
proaches to model the merged wake deficit at hub height. Firstly, the linear superposition
of wake deficits consisting of a simple summation of the upstream single wake deficits as
applied in e.g. Fuga [100]. The normalized wake velocity deficit is presently defined as:
∆u = 1− uw
U0
(6.1)
where uw is the velocity in the wake, and U0 is the mean free stream velocity. The linear
summation of n upstream velocity deficit contributions is then expressed as:
∆un+1 =
n∑
j=1
(∆uj) (6.2)
The quadratic superposition, as applied in the widely used PARK program [55], is obtained
as the square root of the sums of the upstream single wakes contribution. Thus, the
quadratic summation of n upstream velocity deficit contributions reads:
∆un+1 =
√√√√ n∑
j=1
(∆uj)2 (6.3)
As a first modeling approach, we consider that the wake deficit profile generated by the
second turbine T2 at a given downstream position from T2 is similar to the one generated
by the upstream turbine T1 at the same downstream position from T1. This presents the
advantage of reducing drastically the amount of computations required to perform a wake
summation analysis as the single wake computations of the upstream turbine T1 can be
used to estimate both single wake contributions from turbine T1 and T2 with only one
simulation. However, this is a rather crude assumption as the real inflow conditions of the
second turbine is associated to a reduced mean wind speed due to the upstream wake and
an increase in turbulence intensity, which, under specific inflow conditions, can generate
a quite different wake deficit.
The performance of the linear and quadratic summation is presently assessed on all double
wake situations described by the test matrix in Table 6.1. This benchmark serves as
basis for the development of a new superposition model. The observations are conducted
initially at downstream positions from the second turbine corresponding to the two turbine
spacings. Thus, the following set of observation aims at investigating the performance
of these two summation techniques to determine the inflow profile of a fictitious ’third’
downstream turbines in a uniformly spaced row of turbines. The subsequent set of wake
deficits at hub height are shown in both the fixed and the meandering frame of reference
of the wake. Due to the large amount of figures, they are shown in a separate Appendix
A.4.
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6.2.2 Preliminary assessment
From the results presented in Appendices A.5, A.6, A.7 and A.8, one can observe a strong
correlation between the performance of each of the summation technique and the simulated
mean wind speed.
At low wind speeds and regardless of spacing and turbulence intensity (sub figures (b)
in Appendices. A.5, A.6, A.7 and A.8), the quadratic summation seems to accurately
determine the merged wake deficit in the fixed frame of reference.
At high mean wind speed (sub figures (k) in Appendix A.5, A.6, A.7 and A.8), the merged
wake deficit is fairly well captured by a linear summation of the single wake contributions.
For intermediate wind speeds (sub figures (e) and (h) in Appendix A.5, A.6, A.7 and A.8)
both summation techniques appear to poorly represent the double wake deficit. Specifi-
cally, the quadratic summation underestimates the deficit, whereas the linear summation
overestimates it. Thus, averaging the results of both techniques may enhance the agree-
ment, as observed in Section 5.9.3.
When considering the meandering frame of reference, the quadratic wake summation seems
to perform fairly well for all cases regardless of ambient conditions and turbine configura-
tion.
6.2.3 Extension to multiple downstream locations
The previous observations were conducted at a fixed downstream location in the merged
wake regime equivalent to the two turbines interspacing. The present section aims at
confronting the previous trend to all available downstream distances in the merged wake,
i.e. covering the near and the far ’merged wake’ regions. Due to limitation of the fixed
computational domain length, the analysis is limited to 7 diameters downstream of T2 for
the large turbine spacing case and to 10 diameters downstream of T2 for the low spacing
case.
In Fig. 6.2, the maximum wake deficit, in the FFoR, predicted by the two summation rules
and the simulated one are plotted against the downstream distance (in rotor diameters)
from the downstream turbine. As seen in Fig. 6.2, the difference between the two predicted
curves are fairly constant as function of downstream distance.
Additionally, and as previously observed in Section 6.2.1, the merged wake deficit in the
meandering frame of reference seems to be well captured by a quadratic summation of the
two single wake deficits for all downstream locations presently investigated.
This indicates that the previous set of observations can be generalized to all downstream
locations exceeding two rotor diameters. In the vicinity of the turbine, i.e. in the near
merged wake region of less than two diameters from the rotor, the present analysis appears
biased by the pronounced double bell shape profile displayed by the merged wake deficit.
In this region, comparing maximum deficits is therefore not relevant and the wake center
deficit may be subsequently used instead.
On Fig. 6.2p, the maximum deficit exceeds substantially the one predicted by the linear
summation. An analysis of the mean wake velocity contour at hub height indicates that
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the maximum wake deficit of the two single wakes is only in the order of 5% of the free
stream velocity at the downstream location corresponding to the turbine spacing. This
shows that the linear summation of single wake contribution leads to an underestimation
of the merged wake profile for a high wind speed case associated to highly turbulent inflow.
In this situation, the upstream wake appears almost fully recovered when the flow reaches
the downwind turbine.
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Figure 6.2: Maximum deficit in the merged wake as function of downstream distance
from T2 and in the FFoR. For the low spacing cases, the analysis is conducted
at locations up to 10 diameters downstream, as opposed to only 7D for the
large spacing cases.
130 Modeling of wake superposition
MFoR
2 4 6 8 100
0.2
0.4
0.6
0.8
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(a) 5 m/s-4D-6%
2 4 6 8 100
0.2
0.4
0.6
0.8
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(b) 5 m/s-4D-12%
1 2 3 4 5 6 70
0.2
0.4
0.6
0.8
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(c) 5 m/s-7D-6%
1 2 3 4 5 6 70
0.2
0.4
0.6
0.8
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(d) 5 m/s-7D-12%
2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(e) 8 m/s-4D-6%
2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(f) 8 m/s-4D-12%
1 2 3 4 5 6 70
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(g) 8 m/s-7D-6%
1 2 3 4 5 6 70
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(h) 8 m/s-7D-12%
2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(i) 11 m/s-4D-6%
2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(j) 11 m/s-4D-12%
1 2 3 4 5 6 70
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(k) 11 m/s-7D-6%
1 2 3 4 5 6 70
0.1
0.2
0.3
0.4
0.5
0.6
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(l) 11 m/s-7D-12%
2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(m) 15 m/s-4D-6%
2 4 6 8 100
0.1
0.2
0.3
0.4
0.5
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(n) 15 m/s-4D-12%
1 2 3 4 5 6 70
0.1
0.2
0.3
0.4
0.5
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
   
(o) 15 m/s-7D-6%
1 2 3 4 5 6 70
0.1
0.2
0.3
0.4
0.5
M
ax
im
um
 d
ef
ici
t [−
]
MW dowstream distance
 
 
   
MW
Lin.
Quad.
(p) 15 m/s-7D-12%
Figure 6.3: Maximum deficit in the merged wake as function of downstream distance
from T2 and in the MFoR. For the low spacing cases, the analysis is con-
ducted at location up to 10 diameters downstream, as opposed to only 7D
for the large spacing cases.
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6.2.4 Definition of wake superposition regimes
6.2.4.1 Basic assumptions
In this first modeling approach, it was observed that the way wakes accumulate is strongly
dependent on the wind speed and more specifically on the thrust force acting on the tur-
bine. Low wind speed associated with a high thrust coefficient generates very pronounced
wake deficits. Their resulting overlapped wake appears well captured by a quadratic sum-
mation in both FFoR and MFoR. Oppositely, at high mean wind speed, the turbine is more
’transparent’ to the flow and linear summation of the very attenuated single wakes seems
to be more representative of the merged wake deficit. At moderate wind speed, none of
the summation technique is able to capture the merged wake deficit. The quadratic sum-
mation underestimates the deficit whereas the linear summation overestimates it. Based
on this result, and as observed in the analysis in Section 5.9.3, it is assumed that averaging
the results of both techniques lead to the most accurate prediction of the overlapped wake
deficit.
6.2.4.2 Wake superposition regimes
The present section aims at condensing all the observations from Section 6.2.1 in a generic
way in order to quantify the performance of each of the summation techniques as function
of the rotor thrust coefficients, and subsequently to formulate a simple empirical approach
for predicting the double wake deficit profile. A first approach is to consider the deviation
in maximum wake deficit between the various methods.
For this analysis the metric F is introduced. It is defined as the absolute difference in
maximum hub height wake deficit (or wake depth) between the profile obtained from
each of the summation techniques and the simulated merged wake deficit. This metric
is obtained as the average of all available downstream cross sections ranging from 1 to k
diameters downstream, in order to account for the various merged wake flow regime. The
F metric is expressed as:
Flin =
1
k
k∑
j=1
|
(
max(∆uT1T2|k1(j))−max(∆uT2|k2(j) + ∆uT1|k1(j))
)
|
Fquad =
1
k
k∑
j=1
|
(
max(∆uT1T2|k1(j))−max(
√
∆u2T2|k2(j) + ∆u
2
T1|k1(j)
)
)
| (6.4)
where k1(j) = j · D is the number of rotor diameters from the upstream turbine T1,
k2(j) = k1(j) − S, where S is the turbine spacing in rotor diameters, ∆uT1T2 is the
deficit generated by the two upstream turbines T1 and T2, ∆uTi is the single wake deficit
generated by the turbine Ti, with i = 1, 2. From the previously introduced first modeling
assumption, the following relation holds:
∆uT2|k1(j)−S = ∆uT1|k1(j) (6.5)
Fig. 6.4 illustrates the downstream location where wake deficits are extracted for j = 6.
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Figure 6.4: Sketch of the wake summation analysis. The merged wake deficit (upper
figure) is decomposed into two single wake contributions (middle and lower
figures), representing the wake of T1 at 6D downstream and the wake of T2 at
2D downstream, respectively, and under the same inflow neutral logarithmic
inflow characterized by a mean wind speed U0 at hub height.
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Figure 6.5: Value of the metric F for the first modeling approach as function of CT in
the FFoR (a), and the MFoR (b).
Results of the F metric computations are shown in Fig. 6.5. It is seen in Fig. 6.5a, that the
three conjectured thrust-dependent summation regimes from the observations Fig. A.5,
Fig. A.6, Fig. A.7 and Fig. A.8 can be more accurately specified. The chosen delimitation
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of the three regions is the following: the low thrust coefficient region (CT < 0.5) where
linear summation is applied; the intermediate region for CT ranging from 0.5 to 0.6 where
the so-called ’ARL’ summation formulated in Section 5.9.3 is valid and finally; the high
CT region where quadratic summations provide the best agreement with the simulated
deficit.
In Fig. 6.5b, the obtained F metric is the lowest when applying a quadratic wake summa-
tion throughout the entire tested CT range.
6.2.4.3 Relation to the turbine CT curve
The distribution of the power produced and thrust forces among the 16 test cases listed
in Tab. 6.1 is depicted in Fig. 6.6, together with the CP and CT curves.
The thrust and power curves were obtained from SCADA measurements collected on the
Nordtank turbine for several years. Additionally, a BEM computation using the same
tabulated airfoil data as the one used in the CFD Actuator Disk model is used to validate
the measured power and thrust curves.
As seen in Fig. 6.6b, the power production of the upstream T1 turbine is quasi invariant
to each of the 4 tested wind speeds whereas the downstream turbine T2 experience a
wide range of power production. The most severe power drop is, as expected, observed
for the low turbine spacing associated with the lowest turbulence case as shown for the
simulation at mean wind speed 11 m/s. In Fig. 6.6c, the thrust coefficient is shown with
the three conjectured wake summation regimes. The transition region from quadratic
to linear summation region corresponds to the regime just after the maximum CP of
the turbine is reached, as shown in Fig. 6.6d. It is further observed in Fig. 6.6c that
the magnitude of the thrust coefficient is distributed among the 3 observed regimes, so
that the quadratic summation contribution may be proportional to CT whereas the linear
summation contribution appears proportional to (K − CT ) where K is a constant to be
adjusted empirically.
6.2.5 Model formulation
6.2.5.1 General formulation
The defined wake aggregation regimes and basic model assumption are formulated into a
simple engineering model. In this model, and as conjectured in Section 6.2.1, the double
wake deficit at hub height is assumed to be defined by a weighted average of quadratic
and linear summation of hub height single wake deficits, where the weighting coefficients
is related to the mean thrust coefficient of the two wake generating turbines. The double
wake deficit at hub height and in the FFoR generated by the wake interaction of turbine
T1 and T2, denoted ∆uT1T2 is presently formulated as:
∆uT1T2|k1 = CTT1T2 ·
(√
(∆uT1|k1)2 + (∆uT2|k2)2
)
+(K−CTT1T2)·(∆uT1|k1 + ∆uT2|k2)
(6.6)
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Figure 6.6: Repartition of computed thrust, power, thrust coefficient and power coeffi-
cient for all test cases in Tab. 6.1. Black dots represents the power produced
by the upstream turbine (T1), quasi-invariant to the turbine spacing and tur-
bulence intensity. Blue dots show the production and thrust loading of the
downstream turbine (T2), affected by the test conditions. The 3 regions
preliminary defined are depicted in (c) and (d).
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where k2 = k1 − S, S is the turbine spacing, CTT1T2 is the mean of the two turbines
thrust coefficient, K is an empirical constant to be determined subsequently, ∆uT1|k1 is
the single wake deficit of T1 at a distance k1, ∆uT2|k2 is the single wake deficit of T2 at
a distance k2.
Based on the previous observations, the corresponding first model formulation in the MFoR
is:
∆u˜T1T2|k1 =
√
(∆u˜T1|k1)2 + (∆u˜T2|k2)2 (6.7)
where ∆u˜ denotes the deficit in the MFoR.
6.2.5.2 Empirical constant calibration
As seen in Fig. 6.6c, and formulated in Eq. 6.6, the CT coefficient distribution is assumed
to be a weighting factor of the quadratic and linear wake summation. The K value is, as
a first guess, assumed to be equal to 1. A sensitivity analysis is performed to determine
which K value leads to the smallest deviation in maximum deficit between the simulated
merged wake profile and the one obtained from the present modeling approach. Results
of this sensitivity analysis are shown in Fig. 6.7. It is seen that an adjustment of the K
value is necessary to reach the minimum deviation for all tested thrust coefficients.
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Figure 6.7: Sensitivity analysis for varying K value in the first modeling approach in
Eq. 6.6. The minimum deviation is reached for a K value of 0.95 for 0.75 <
CT < 1, K = 1 for 0.45 < CT < 0.75 and K = 1.05 for CT < 0.45.
6.2.5.3 Model performance assessment
The performance of the present double wake model is tested for several cases, in both
the fixed and the meandering frame of reference, at a fixed downstream distance equal to
the turbine spacing. Results are shown in Fig. 6.8. The overall agreement seen in Fig.
6.8 is fair, as the model predicts with a good degree of accuracy the maximum deficit.
When considering the merged wake expansion, the present summation approach appears
to underestimate the wake width with the same magnitude in both FFoR and MFoR.
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When analyzing the case with the highest spacing, mean wind speed and turbulence
intensity, a poor agreement is observed as shown in Fig. 6.9. In this case, the summation
of the two single wake contributions is highly unreliable due to the very low magnitude
of deficit caused by the high level of turbulence and wake recovery. The simulated double
wake deficit is larger than the one obtained from summation. Increasing the K value to
1.35 enhances the maximum deficit agreement although the wake expansion is not well
captured. Similarly, a large underestimation of the wake expansion in the meandering
frame of reference in observed in Fig. 6.9b.
The observed discrepancies in mean wake expansion are a consequence of the crude as-
sumption that the single wake contribution of turbine T2 is identical to the upstream
turbine T1 at a given similar downstream distance. In fact, in all simulated cases, the
downwind turbine T2 experiences a reduced mean speed and thus a higher CT which, in
turn, enhances the downwind wake expansion. This increased downwind expansion will
contribute to reduce the observed discrepancies.
6.3 Second modeling approach of wake accumulation
6.3.1 Downwind turbine wake
In order to overcome the uncertainties on the mean wake expansion, the wake generated
by the downstream turbine T2 is simulated at different inflow conditions than in the first
modeling approach where the logarithmic incoming wind of T1 was used as depicted in
Fig. 6.4.
The new inflow profile presents the same wind shear and turbulence intensity as used for
the single wake calculations of T1, however, associated to a reduced mean wind speed
caused by the upstream wake. This reduced mean wind speed is determined from the
mean power produced by turbine T2 and the standard turbine power curve depicted in
Fig. 6.6b, when the turbine operates in the wake of turbine T1. This approach present
the advantage of using a more realistic downstream single wake, typically associated to
a larger wake expansion, which is expected to reduce the previously observed expansion
discrepancies. However, this analysis requires 16 new unsteady LES computations of
the wake flow field of T2 under the inflow conditions listed in Table 6.2. Because of
computational time constraints, the length of the domain has been reduced to Lz = 17D,
and the single wake cross sections are extracted from 1 to 8D downstream of turbine T2.
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(c) FFoR 8 m/s, spacing 4D, 12%
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(e) FFoR 11 m/s, spacing 7D, 6%
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(g) FFoR 15 m/s, spacing 7D, 6%
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Figure 6.8: Validation of double wake deficit model for 4 test cases of various spacing,
mean wind speed and turbulence intensity.
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Figure 6.9: Investigation of model accuracy for the highest spacing, turbulence inten-
sity and wind speed. A poor agreement is observed in the model under
standard empirical K value where the double wake deficit is underestimated.
Increasing the K value for 1.35 improves the prediction.
Table 6.2: Large Eddy Simulation of the wake generated by turbine T2 at a reduced
mean wind speed caused by the upstream wake of T1. The turbulence in-
tensity corresponds to the total free stream turbulence intensity Iref for all
three velocity components and is assumed to be identical to the free stream
turbulence intensity.
U0 T1 5 m/s U0 T1 8 m/s U0 T1 11 m/s U0 T1 15 m/s
Iref 6.3% 12.2% 6.3% 11.9% 6.3% 11.9% 6.4% 12.1%
SW T2, 4D 3.95 m/s 4.5 m/s 6.45 m/s 7.24 m/s 9.22 m/s 10.05 m/s 12.84 m/s 14.02 m/s
SW T2, 7D 4.32 m/s 4.85 m/s 7.04 m/s 7.62 m/s 9.88 m/s 10.36 m/s 13.04 m/s 14.19 m/s
6.3.2 Model assessment
6.3.2.1 Maximum deficit investigation
In this section, a similar assessment as proposed in Section 6.2.3 is repeated but based
on the new approach making use of a more realistic downwind single wake contribution.
In Fig. 6.2 and Fig. 6.3, the maximum merged wake deficit as function of downstream
distance as simulated by the LES, and predicted by the linear and quadratic superposition
are shown.
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Figure 6.10: Maximum deficit in the merged wake as function of downstream distance
from T2 and in the FFoR. For the both turbine spacing, the analysis is
conducted at locations up to 7 diameters downstream.
It is seen in Fig. 6.10 and Fig. 6.11 that the conclusions taken from the preliminary
assessment of the first modeling approach may differ with the present observations. When
considering the FFoR in Fig. 6.10, the maximum merged wake deficit seems to be smaller
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than the one predicted from quadratic superposition for situations with high thrust coef-
ficients (Fig. 6.10a, 6.10b) and very close to the curve representing the prediction from
quadratic summation for almost all simulated wake conditions. Remarkably, it is only
seen in Fig. 6.10p, 6.10p that the linear superposition is valid. This indicates that the
previous model calibration constant K which describes the weighting average coefficients
should be re-calibrated to fit this new set of observations, as the quadratic summation
becomes more important accross the tested CT range.
MFoR
When considering the meandering frame of reference, the assumption that the quadratic
superposition is valid for all conditions does not longer hold. For small velocity deficit,
typically obtained at 15 m/s (Fig. 6.11m, 6.11n, 6.11o and 6.11p), the magnitude of
maximum deficit is approximately 20% smaller than the one predicted by the quadratic
summation rule. This indicates that a similar weighted average formulation than the FFoR
is required for the second modeling approach.
6.3.3 Wake summation regimes
The F metric in Eq. 6.4 is recalculated for the second model, in order to quantify the
impact of this approach on the previous set of observations. Results are shown in Fig. 6.12.
It is seen in Fig. 6.12 that a similar trend as for the first modeling approach is observed,
however, associated with a shift in the CT values where the regions are located. This is
explained by a deeper wake deficit generated by T2 with the use of the reduced inflow
wind speed. This, in turn, causes the quadratic summation region to extend to CT values
ranging from 0.4 to 1. The region where linear summation is the most accurate is not
simulated presently, but instead is represented by linear extrapolation of the metric F in the
low CT region as seen in Fig. 6.12 . Similarly to the first model, the quadratic summation
is several order of magnitude more accurate for the prediction of the maximum deficit in
the MFoR. However, this procedure does not longer shows acceptable performance at low
CT where the absolute difference increases rapidly. Therefore, a new formulation of the
wake superposition in the MFoR (Eq. 6.7) is required.
6.3.4 Model formulation
6.3.4.1 General formulation
Based on the observations conducted in Fig. 6.11 and 6.12, a new formulation of the
MFoR wake superposition is proposed, following the same methodology as for the FFoR,
i.e.:
∆u˜T1T2|k1 = CTT1T2·
(√
(∆uT1|k1)2 + (∆uT2|k2)2
)
+(Km−CTT1T2)·(∆uT1|k1 + ∆uT2|k2)
(6.8)
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Figure 6.11: Maximum deficit in the merged wake as function of downstream distance
from T2 and in the MFoR. For the both turbine spacings, the analysis is
conducted at locations up to 7 diameters downstream.
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Figure 6.12: Value of the metric F for the second modeling approach as function of CT
in the FFoR (a), and the MFoR (b).
where, in the second modeling approach:
∆uT2|k1(j)−S 6= ∆uT1|k1(j) (6.9)
The model formulation for the FFoR is, in this second modeling approach, identical to Eq.
6.6, however, requiring a re-calibration of the constant K to take into account the shit in
wake aggregation regimes across the CT range as observed in Fig. 6.12.
6.3.4.2 Model constant recalibration
The constant K is re-calibrated, similarly to the analysis in Section 6.2.5.2. As seen in
Fig. 6.13a, the K value leading to the least deviation is equal to 0.9. Oppositely to the
first model analysis depicted in Fig. 6.7, this value seems to be universal for the entire CT
range encountered in the parametric analysis.
As seen in Fig. 6.13b, the calibration of the constant Km is slightly more challenging as
the optimal value varies strongly from 0.75 to 0.95 along the tested CT range. However,
a linear relation relating Km and CT can be determined as depicted in Fig. 6.13c.
6.3.5 Model performance
The performance of the newly calibrated second modeling approach is tested against 4 wake
overlapping cases of various configurations, similarly to the benchmark proposed in Section
6.2.5.3. The predictions from the first model, the linear and quadratic superposition and
the single wake deficit from T1 and T2, respectively, are depicted in Fig. 6.14. As
previously speculated, it is seen that this new approach captures with a higher degree
of accuracy the mean merged wake expansion. Specifically, the agreement in the MFoR
is very good for both deficit and expansion for the presented configurations involving
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Figure 6.13: (a) Re calibration of the second model constant K from Eq. 6.6, for the
FFoR. The minimum deviation is reached for a K value of 0.9 for all the
observed CT range. (b) Determination of the corresponding model constant
Km, for the MFoR. (c) Linear relationship determination between Km and
CT : Km = 0.3CT + 0.65.
various spacings, wind speeds and turbulence intensities. In the FFoR, the model still
underestimates the mean wake expansion but less than the first modeling approach.
The cases in Fig. 6.15a depicting the scenario with the highest mean wind speed, turbine
spacing and turbulence intensity exhibits a poor agreement as was previously observed
with the first modeling approach in Fig. 6.9.
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(a) FFoR 5 m/s, spacing 4D, 6%
−1.5 −1 −0.5 0 0.5 1 1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
Non dimensional lateral position x/D0 [−]
N
or
m
al
iz
ed
 w
ak
e 
ve
lo
cit
y 
U/
U0
 [−
]
 
 
   
SW T2
SW T1
DW T1T2
Linear
Model 2nd
Quad.
(b) MFoR 5 m/s, spacing 4D, 6%
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(c) FFoR 8 m/s, spacing 4D, 12%
−1.5 −1 −0.5 0 0.5 1 1.5
0
0.1
0.2
0.3
0.4
0.5
0.6
Non dimensional lateral position x/D0 [−]
N
or
m
al
iz
ed
 w
ak
e 
ve
lo
cit
y 
U/
U0
 [−
]
 
 
   
SW T2
SW T1
DW T1T2
Linear
Model 2nd
Quad.
(d) MFoR 8 m/s, spacing 4D,
12%
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(e) FFoR 11 m/s, spacing 7D, 6%
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(f) MFoR 11 m/s, spacing 7D, 6%
Figure 6.14: Validation of double wake deficit model for 3 test cases of various spacing,
mean wind speed and turbulence intensity.
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(a) FFoR 15 m/s, spacing 7D,
12%
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Figure 6.15: Validation of double wake deficit model for 3 test cases of various spacing,
mean wind speed and turbulence intensity.
6.4 Multiple wake overlapping
6.4.1 Introduction
The two formulated models have proven robust to predict the maximum double wake
deficit at hub height for several cases within the limits of ambient flow conditions and
turbine spacing of the present parametric study. Additionally, the prediction of the mean
merged wake expansion was found good in the MFoR and acceptable in the FFoR when
using the second modeling approach. This level of agreement in merged wake expansion
was not achieved when using the first model.
This section aims at investigating the performance of the two models for set up involving
multiple wakes. Specifically, the present investigations focus on triple wakes and quadruple
wakes, i.e. the overlapped wake generated from 3 and 4 closely spaced turbines. The latter
configuration is illustrated in Fig. 6.16.
Figure 6.16: Instantaneous streamwise velocity in the wake flow field generated by 4
closely spaced Nordtank rotors at 8 m/s mean wind speed and a turbulence
intensity of 12%. Large scale wake structures responsible of the sideways
displacement of the superposed wake are clearly visible after the third rotor.
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6.4.2 First modeling approach with multiple wakes
In this investigation, two configurations of merged wake deficit are investigated: triple
wake (upper Fig. 6.17a) and quadruple wake (upper Fig. 6.17b). In analogy with Fig.
6.4, the 2 configurations seen in Fig. 6.17 are extracted at location shown by the blue line,
whereas the single wake contributions are extracted at the dash blue lines on the single
wake contour plot.
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(b) 4 turbines and 2D downstream
Figure 6.17: Average wake deficit and location of extraction plane in both the multiple
wake flow field (upper) and single wake flow field (lower) for the 2 tested
configurations. The horizontal single wake velocity contour is not complete
but cross sectional planes are available up to 14D downstream. White
vertical lines represent the rotors. The dash blue lines are single wake
extraction locations whereas the full blue line is the merged wake extraction
location.
Results of the multiple wake analysis is shown in Fig. 6.18. As observed previously, the
wake expansion is underestimated in the triple wake cases. When further increasing the
number of turbines, the agreement with the modeled wake expansion becomes worse while
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remaining fair for the maximum wake deficit.
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(a) FFoR, triple wake
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(b) MFoR, triple wake
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(c) FFoR, quadruple wake
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(d) MFoR, quadruple wake
Figure 6.18: Investigation of the performance of the merged wake deficit model for mul-
tiple wake configuration. (a), (c) and (e): FFoR; (b), (d) and (f): MFoR
This indicates that the first model still performs fairly well for predicting the maximum
wake deficits of the merged wake in configuration involving multiple turbines, but lack of
accuracy in the prediction of the wake expansion.
6.4.3 Engineering wake expansion correction
The need for studying the wake expansion of each individual single wake contributions
and the combined multiple wake expansion is motivated by the following:
• the wake expansion discrepancies between the model and the simulated profile in-
creases with increasing number of turbines.
• the maximum wake deficit is well captured by the model in both FFoR and MFoR
regardless of the number of turbines.
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• the shear layer interaction of all four single wakes depicted in Fig. 6.18c seems to
enhance deficit at the edge of the accumulated wake. This effect is underestimated
by the present model and may be the source of expansion discrepancies.
• The lateral wake meandering magnitude at any given downstream position may be
used to determined the wake expansion as following the modeling approach of Section
3.4.4. This in turn may be used as an engineering-based correction factor for the
modeled deficit.
6.4.3.1 Multiple wake meandering
The lateral meandering of the multiple wake depicted in Fig. 6.19a is investigated. As
seen in Fig. 6.19c, 6.19d, 6.19e and 6.19f the overall meandering magnitude increases with
respect to the downstream distance, following the conjecture of the DWM model for single
wakes. However, a decrease in meandering at cross sections 4D, 5D, 8D, 9D, 12D, 13D
corresponding to each of the rotor position and 1D downstream of them, respectively, is
observed. This indicates that at a location where wake overlapping occurs, the nearest
and most dominant wake governs the meandering dynamics and that a sharp decrease in
wake expansion is observed. This effect can be observed in Fig. 6.19a. It is also seen that
the time lag between the correlated meandering paths gradually increases with respect
to the downstream distance, so that the accumulated wake advection velocity gradually
decreases. As part of a future analysis, the validation of the empirical advection velocity
model of Section 3.3.2 will be performed for multiple wakes.
6.4.3.2 Multiple wake expansion
The model formulated in Eq. 3.25, which relates the wake expansion generated from the
lateral wake meandering combined with an initial wake expansion obtained from momen-
tum theory, is presently reused. In Fig. 6.20, the single wake expansion coefficient is
plotted together with the wake expansion along the row of 4 turbines as function of down-
stream distance from T1. It is seen in Fig. 6.20 that the along-row wake expansion does
not grow monotonically, as opposed to the single wake growth. The expansion gradient is
higher after each rotor as the mean wind speed decreases along the turbine row which is
associated with an increased CT .
As seen on Fig. 6.18, the simulated deficit displays a larger expansion that the modeled
one. It appears that, in multiple wake configuration, the single wake expansion displayed
by the most upstream turbine influences the wake width of the multiple wake more dras-
tically than predicted by the model. Two corrections are considered at this stage: 1) a
different wake summation strategy outside the wake core corresponding to the portion of
the wake outside the 1 diameter width, which can be motivated by the fact that the axial
force distribution along a blade is not uniform or 2), an artificial expansion correction
which essentially act as a scaling of the lateral position.
In the latter, the scaling would be determined as the ratio between expansion coefficient
from the single wake expansion shown in Fig. 6.20 and the one from the along-row wake
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(b) Lateral meandering paths for 10 minute time series.
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(c) Paths of single wake, 5 min
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(d) Paths of double wake, 5 min
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(e) Paths of triple wake, 5 min
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(f) Paths of quadruple wake, 5 min
Figure 6.19: Multiple wake meandering investigation.
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Figure 6.20: (a) Expansion coefficient for the single wake of T1 and the multiple wake
as depicted in (b) as function of the downstream distance from T1.
expansion, at a given downstream position. Therefore this scaling would increase with
increasing number of turbine, as the difference between expansion magnitude becomes
larger as we move downstream the row of turbine.
The lateral scaling is then defined as:
s(k) =
˜ET1k
˜EMWk
(6.10)
where k is the downstream distance in rotor diameters, ˜ET1 is the wake expansion co-
efficient of turbine 1 only, ˜EMW is the multiple wake turbine expansion involving all 4
turbines. The corresponding s(k) values are 1.11, 1,29 and 1.31 for the double, triple and
quadruple wake, where k = 8, 12, 15 rotor diameters, respectively.
6.4.3.3 Application of engineering expansion correction
The previous wake stretching s(k) coefficients is applied to the uncorrected model results
shown in Fig. 6.18. Results are shown in Fig. 6.21. The present calibration expansion
seems to enhance substantially the agreement between modeled and simulated deficit after
2, 3, and 4 turbines respectively. However, this lateral stretching is purely engineering-
based and therefore is not justified in any physical respect. Furthermore, such artificial
expansion correction alter significantly the momentum related to the turbine thrusts.
Thus, this analysis should only be regarded as an investigation of the contribution of the
most upstream generated wake to the total expansion of 4 overlapped wakes.
6.4.4 Second modeling approach with multiple wakes
The performance of the second model is tested on the configuration involving 3 turbines.
Due to the lack of downstream cross section above 8 diameters downstream for T2, it was
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(a) FFoR, triple wake
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(b) MFoR, triple wake
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(c) FFoR, quadruple wake
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(d) MFoR, quadruple wake
Figure 6.21: Investigation of the performance of the expansion correction of the merged
wake deficit model for multiple wake configuration. (a), (c) and (e): FFoR;
(b), (d) and (f): MFoR.
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not possible to perform the analysis for the quadruple wake configurations generated by
the 4 upstream turbines.
As seen in Fig. 6.22, the performance of the second modeling approach in triple wake
configuration is fair when considering the FFoR and good for the MFoR. Both maximum
deficit and wake width are captured with a good level of accuracy.
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Figure 6.22: Comparison of the wake deficit generated by 3 turbines in a row predicted
by the second modeling approach with the simulated profile by EllipSys3D.
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6.5 Summary
In this chapter, 2 overlapping wind turbine wakes have been studied numerically based on
a parametric LES AD study involving 10 minutes unsteady simulations under 4 various
mean wind speeds, 2 turbine spacing and 2 turbulence intensities. The performance of two
commonly found single wake summation techniques has been assessed using a test matrix
covering all kinds of wake flow regime.
As part of a first order approach, the single wake generated by the downstream turbine
was assumed similar to the one generated by the upstream turbine, which implies that
both inflow conditions of both turbines are identical. This analysis revealed that the
performance of each of the summation techniques in the fixed frame of reference is highly
dependent on the wind turbine thrust loading. High thrust coefficients obtained at low
wind speed generates situations where very pronounced wake deficits should be added
quadratically to obtain a fair representation of the double wake deficit profile after the
downstream turbine. Single wake generated from wind turbine at low thrust coefficients
(high mean wind speeds) should be added linearly to represent with a fair degree of
accuracy the double wake deficit. At an intermediate regime, corresponding to thrust
coefficients of the order of 0.5, both contribution from quadratic and linear summation
should be averaged to properly capture the double wake deficit. In the meandering frame
of reference of the wake, the quadratic summation shows a good performance for all tested
situations.
An engineering model, based on a weighted average of the linear wake superposition and
the square root of sums of squares wake superposition, was developed where the weighting
factor is linked to the turbine thrust coefficient. The performance of this model was tested
on configurations involving 2, 3 and 4 overlapping wakes, respectively. The prediction
accuracy of this new model was found to be fair for predicting the maximum wake deficit
in the merged wake flow field, however, associated to a rather large underestimation of
the wake expansion.
Furthermore, a second modeling approach aiming at improving the superposed wake ex-
pansion was proposed. In this approach, a more realistic inflow conditions, making use
of a reduced wind speed generated by the wake of the upstream turbine, was adopted to
simulate the double wake flow field. A comparison of model predictions and simulations
on 2 and 3 superposed wakes revealed that the model is able to capture with a good
level of accuracy both the merged wake maximum deficit and the wake expansion for the
present set up involving two stall regulated turbines. A future investigation is required to
assess the performance of the model using modern pitch regulated turbines. Specifically, a
verification of the present model assumption as well as its calibration is required to further
evaluate the model accuracy.
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Chapter 7
Conclusion
7.1 Summary of the research
In the present thesis, wind turbine single and multiple wakes have been studied experi-
mentally and numerically. The experimental work comprised a detailed characterization
of the wake flow field based on several continuous wave and pulsed lidar measurement
campaigns. As part of the pulsed lidar experimental data analysis, basic assumption of
the Dynamic Wake Meandering model were validated by studying the so-called mean-
dering path of the wake during its downstream transportation. Furthermore, empirical
relationship of wake advection velocity and mean wake expansion were developed, based
on the main assumptions of the validated DWM model, combined with momentum and
vortex theory.
High speed continuous wave lidars were used to characterize the mean velocity and tur-
bulence field in the wake of 2 turbines at the Tjæreborg Enge wind farm, and at the
DTU Wind Energy Risø campus test site. In the latest experiment, the analysis proved
challenging due to the lack of properly calibrated sensor and uncertainties inherent to
full-scale measurements.
Additionally, the impact of the atmospheric stability on the wind turbine wake dynamics
was studied as part of a IEA - Task 31 ’WakeBench’ benchmark to assess the performance
of an in house CFD code to model wakes in non neutral atmospheric surface layer. As
part of the analysis, the impact of atmospheric stability on the large and small scale wake
flow characteristics was investigated, as well as the applicability of the DWM with non
neutral atmospheric flows.
The various full-scale measurement campaigns were used to validate the in house CFD
model EllipSys3D, using LES and AL / AD techniques. This high fidelity model was
used as part of a parametric study aiming at studying overlapping wake characteristics
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in a generic way, i.e. under various turbine loading, spacing and turbulence intensity. A
merged wake modeling attempt was proposed based on a combination of quadratic and
linear summation of single wake deficits. The present form of the model proved robust for
predicting both the maximum overlapped merged wake deficit and the merged wake mean
expansion.
7.2 Future work
7.2.1 Experimental work
As part of the double wake experiment, the WindScanner was set to a very high scanning
speed corresponding to 400 measurements per second and 1 second per wake lidar sweep
during the last week of the measurement campaign. In this period, several single wake
situation were recorded at a very high time and spatial resolution. An analysis focusing
on the turbulence characterization of these single wake recordings will be conducted in the
future using two approaches.
The first approach is to use the measured line-of-sight velocity at this high scanning rate
to study the agreement in the average streamwise Reynolds stress tensor between lidar
measurement and CFD simulations. This validation may serve as basis to the study of
wake added turbulence in a row of wind turbines.
The second approach is to investigate the possibility of extracting the line-of-sight turbu-
lence properties of the flow directly from the analysis of the raw Doppler spectral width
as based on the work by Branlard et al. in [21] and Sathe at al. in [126]. This analysis
would give more insight into turbulence mechanism in the merged wake flow field.
Another future experimental research will be based on the newly developed 3D Wind-
Scanner lidar, composed by 3 synchronized lidar beam capable of resolving the 3D wind
components. In order the reduce the uncertainties due to terrain effect observed at the
DTU Wind Energy Risø test site, it is recommended that this new experiment would take
place in a uniform flat terrain such as the Høvsøre test site. Such measurement campaign
would give more insight into the 3D characteristic of the wake flow field and further val-
idate numerical model. Specifically, measurement of the lateral wind component in the
atmosphere is of great interest for the study of wake meandering.
Furthermore, the highly detailed wake measurements recorded by the WindScanner can
be used as part of a new wake analysis framework making use of Proper Orthogonal
Decomposition (POD) of the wake flow field, similar to the work by Andersen et al. in
[9]. In this investigation, the main wake turbulent structures from measurements will be
compared to CFD using the POD framework, in both single and double wake situations.
This analysis would then serve as basis to the development of lower order engineering
model of wind farm flows.
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7.2.2 Modeling / numerical work
The newly developed advection, expansion and wake deficit accumulation models will be
integrated in various in house engineering tools for power and load prediction (DWM
model) as well as wind farm topology optimization (TOPFARM platform). A sanity test
will be performed on a similar case as the study by Larsen et al in [74]. The performance
of the wake expansion model developed in Section 3.4.4 for non neutral flow condition will
be investigated in the near future. It is assumed presently that the various atmospheric
stabilities are formulated inside this model through the large scale lateral turbulence σ˜vc
which varies with the atmospheric stratification.
The research presented in Chapter 6 will be further extended to study the turbulence
characteristics in the merged wake flow field as function of the ambient turbulence and
the turbines generated turbulence. This study will be based on numerical simulation
of large wind farm making use of modern pitch regulated turbines. Moreover, a new
formulation of this model making use of a radially dependent thrust coefficient may also
be tested. In this approach, the deficit summation technique would depend on the radial
position along the actuator discs, which could lead to a more universal formulation of wake
superposition when turbine are not perfectly aligned with each other, i.e. when half wake
situation or sideways wake interaction originating from 2 parallel rows of turbine occur.
Additionally, the time series of normal and tangential load extracted for all computations
at several radial and azimuthal positions on the actuator disc will be analyzed. Specifically,
an analysis where correlation between the relative position of the wake (obtained from the
meandering paths), the instantaneous power production and the rotor loading will be
investigated.
Furthermore, the present sets of computation will be used as part of a wake overlapping
benchmark. In this benchmark, two additional models will be tested. The first one
is presently used with the Dynamic Wake Meandering model which assumes that the
wake affected downstream flow field is determined by a superposition of the ambient flow
field and the dominating wake among contributions from all upstream turbines at any
spatial position (at any time instant). The second approach is based on newly developed
overlapping wake model [69]. This model is based on a successive type of approach which
combines wake deficits two-by-two where, in each step, the continuity equation as well as
momemtum conservation on a control volume approach is assured.
The newly developed in-house coupled Aeroelastic / CFD framework (HAWC2/EllipSys3D)
will be used as part of a detailed investigation of wake induced load in half and full wake
situation, thus extending the work of Troldborg et al. in [146]. This analysis will benefit
from the generic turbine controller implemented in the Aeroelastic code which allow the
turbine to freely respond to the incoming wind as opposed to the present approach at
fixed yaw position. Therefore, modern pitch regulated turbine will be used as opposed to
the stall regulated turbines used in the present research.
Finally, the present LES ABL modeling approach will be further developed to include a
more realistic modeling of the rough wall at the bottom of the domain, as well as extending
its application to flow over non uniform terrain.
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Appendix A
Appendix
A.1 Post processing GUI of multiple lidar campaign
Figure A.1: Screenshot of the post processing program developed as part of the double
wake lidar experiment. Investigation of unsteady wake velocity is facilitated
by the scrolling bar scanning through the 10 minutes time series.
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A.2 EllipSys3D AL and AD comparison
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Figure A.2: Double wake analysis using both AD and AL rotor modeling methods. The
dash lines showns the AL results and the full line shows the AD results.
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Figure A.3: Double wake analysis using both AD and AL rotor modeling methods. The
dash lines showns the AL results and the full line shows the AD results.
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A.3 Wakes in non neutral ABL: validation of 3 neutral
test cases
1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0
−1.5
−1
−0.5
0
0.5
1
1.5
Normalized deficit [−]
 
 
LES #1 N
LES #2 N
LES #3 N
Lidar #1 N
Lidar #2 N
Lidar #3 N
NTK 1D 2D 3D 4D 5D
N
on
 d
im
en
sio
na
l la
te
ra
l p
os
itio
n 
x/
R0
 [−
]
LESmeasneutral
(a) Wake at hub height.
0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0 0.5 0.75 1.0
−0.8
−0.6
−0.4
−0.2
0
0.2
0.4
0.6
0.8
1
Normalized vertical deficit [−]
 
 
LES #1 N
LES #2 N
LES #3 N
Lidar #1 N
Lidar #2 N
Lidar #3 N
Inflow NTK 1D 2D 3D 4D 5D
N
on
 d
im
en
sio
na
l v
er
tic
al
 p
os
itio
n 
x/
R0
 [−
]
LESmeasneutralvert
(b) Vertical wake profile.
Figure A.4: Comparison of measured and modeled wake velocity in the near wake of the
Nordtank turbine under neutral atmospheric stability conditions for three
different wind speeds listed in the table below.(a) represents the wake at
hub height and seen from the top. (b) is the corresponding vertical profile
along a vertical axis aligned with the turbine tower. Dash lines indicates
the mean inflow profile.
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Table A.1: Main parameters of the test cases with similar inflow velocities. The values
in parentheses correspond to bin mean of all relevant 10 minute wind speed
standard deviations and the standard deviation of the bin stability measure,
respectively. The shear exponent is obtained from a power law fitting to the
inflow measurements at 16.5 m, 34.5 m and 52.5 m altitude.
Test
case
in-
dex
Stability class and
bin limits
Obukhov
length
16.5m a.g.l.
[m]
Inflow ve-
locity at
hub height
[m/s]
Turbulence
inten-
sity at
hub
height
Iref [-]
Turbulent
ki-
netic
en-
ergy
[m2/s2]
Measured
thrust
coeffi-
cient
[-]
Measured
Elec.
power
[kW]
Shear
ex-
po-
nent
ν [-]
Dataset
length
[h]
#1
(N)
Neutral |(L)|≥500 1677.7
(362.9)
7.03 (0.89) 0.14 1.42 0.75 125.61 0.19 3.2
#2
(N)
Neutral |(L)|≥500 1326.3
(803.9)
8.92 (1.15) 0.13 1.83 0.66 250.32 0.17 4.7
#3
(N)
Neutral |(L)|≥500 2441.5
(964.0)
9.86 (1.38) 0.14 2.47 0.63 309.88 0.18 5.5
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A.4 LES parametric study: merged wake deficits
A.4.1 Observations at 4D spacing and 6% turbulence intensity
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Figure A.5: Merged wake after two upstream turbines separated by 4 D under low atm.
turb. In (a), (d), (g) and (j), the blue line represents the location where
wake are extracted and analyzed. In (b), (e), (h) and (k), the single wake
contributions are shown in green and red for the most upstream turbine T1
and the downstream turbine T2, respectively.
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A.4.2 Observations at 7D spacing and 6% turbulence intensity
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Figure A.6: Merged wake after two upstream turbines separated by 7 D under low atm.
turb. In (a), (d), (g) and (j), the blue line represents the location where wake
deficits are extracted and analyzed. In (b), (e), (h) and (k), the single wake
contributions are shown in green and red for the most upstream turbine T1
and the downstream turbine T2, respectively.
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A.4.3 Observations at 4D spacing and 12% turbulence intensity
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Figure A.7: Merged wake after two upstream turbines separated by 4 D under high
atm. turb. In (a), (d), (g) and (j), the blue line represents the location
where wake deficits are extracted and analyzed. In (b), (e), (h) and (k), the
single wake contributions are shown in green and red for the most upstream
turbine T1 and the downstream turbine T2, respectively.
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A.4.4 Observations at 7D spacing and 12% turbulence intensity
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Figure A.8: Merged wake after two upstream turbines separated by 7 D under high
atm. turb. In (a), (d), (g) and (j), the blue line represents the location
where wake deficits are extracted and analyzed. In (b), (e), (h) and (k), the
single wake contributions are shown in green and red for the most upstream
turbine T1 and the downstream turbine T2, respectively.
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