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Abstract
Test suite augmentation techniques are used in regression testing to
help engineers identify code elements aﬀected by changes, and gener-
ate test cases to cover those elements. Researchers have created vari-
ous approaches to identify aﬀected code elements, but only recently have
they considered integrating, with this task, approaches for generating test
cases. In this paper we explore the use of genetic algorithms in test suite
augmentation. We identify several factors that impact the eﬀectiveness of
this approach, and we present the results of an empirical study exploring
the eﬀects of one of these factors: the manner in which existing and newly
generated test cases are utilized by the genetic algorithm. Our results re-
veal several ways in which this factor can inﬂuence augmentation results,
and reveal open problems that researchers must address if they wish to
create augmentation techniques that make use of genetic algorithms.
1 Introduction
Software engineers use regression testing to validate software as it evolves. To
do this more cost-eﬀectively, they often begin by reusing existing test cases.
Existing test cases, however, are often inadequate to retest code or system
behavior that is aﬀected by changes. Test suite augmentation techniques (e.g.,
[1, 14, 20]) help with this, by identifying where new test cases are needed and
then creating them.
Despite the importance of augmentation, most research on regression testing
has focused instead on test suite reuse. There has been research on algorithms
1for identifying where new test cases are needed by identifying aﬀected elements
[1, 2, 6, 12, 14], but these approaches do not then generate the required test
cases, leaving that task to engineers. There has been research toward generat-
ing test cases given pre-supplied coverage goals (e.g., [4, 10, 11, 15, 17]), but
approaches for integrating the test generation task with reuse of existing tests
and with techniques that identify aﬀected elements have not been explored.
In [20], Xu et al. present a directed test suite augmentation technique, that
uses a regression test selection algorithm [13] to identify where new test cases
are needed, and existing test cases applicable to those needs, while integrating
this information with a concolic approach [15] for test case generation. However,
the approach can be applied only on systems where concolic testing can be used,
and currently such testing is limited in applicability due to restrictions on the
eﬀectiveness and eﬃciency of the constraint solvers on which concolic testing
depends.
Search-based algorithms can be used to generate test data, and are not as
restricted as concolic techniques. Thus, we have been researching a test suite
augmentation technique that uses genetic algorithms. In the course of this work,
however, we have discovered that there are several factors that can inﬂuence the
performance of such augmentation techniques beyond the normal parameters for
tuning a genetic algorithm, through eﬀects on the algorithm’s population size
and its diversity. These factors include: (1) the algorithm used to identify
aﬀected elements; (2) the size and composition of the existing test suite; (3) the
order in which program elements are considered while generating test cases; and
(4) the manner in which existing and newly generated test cases are harnessed
by the genetic algorithm.
We believe that understanding the foregoing factors is essential if we wish to
create cost-eﬀective test suite augmentation techniques using genetic algorithms.
To begin to build such an understanding, we have conducted an empirical study
exploring the fourth factor, which we believe is likely to be the most signiﬁcant in
its eﬀects. Our results show that the factor can aﬀect the cost and eﬀectiveness
of test suite augmentation techniques that use a genetic algorithm for test case
2generation. This has implications for researchers wishing to create and study
such techniques.
2 Background and Related Work
Let P be a program, P ′ be a modiﬁed version of P, and T be a test suite for P.
Regression testing is concerned with validating P ′. To facilitate this, engineers
may use the retest-all technique, re-executing all viable test cases in T on P ′, but
this can be expensive. Regression test selection (RTS) techniques (e.g., [2, 13])
use information about P, P ′ and T to select a subset T ′ of T with which to
test P ′.
Test suite augmentation techniques, unlike RTS techniques, are not con-
cerned with reuse of T. Rather, they are concerned with the tasks of (1) iden-
tifying aﬀected elements (portions of P ′ or its speciﬁcation for which new test
cases are needed), and then (2) creating or guiding the creation of test cases
that exercise these requirements.
Various algorithms have been proposed for identifying aﬀected elements in
software systems following changes. Some of these [3] operate on levels above
the code such as on models or speciﬁcations, but most operate at the level of
code, and in this paper we focus on these. Code level techniques [2, 6, 12]
use various analyses, such as slicing on program dependence graphs, to select
existing test cases that should be re-executed, while also identifying portions
of the code that are related to changes and should be tested. However, these
approaches do not provide methods for generating actual test cases to cover the
identiﬁed code.
Four recent papers [1, 11, 14, 20] speciﬁcally address test suite augmentation.
Two of these [1, 14] present an approach that combines dependence analysis and
symbolic execution to identify test requirements that are likely to exercise the
eﬀects of changes, using speciﬁc chains of data and control dependencies to point
out changes to be exercised. A potential advantage of this approach is a ﬁne-
grained identiﬁcation of coverage needs; however, the papers present no speciﬁc
3algorithms for generating test cases. A third paper [11] presents a more general
approach to program diﬀerencing using symbolic execution, that can be used
to identify requirements more precisely than [1, 14], and yields constraints that
can be input to a solver to generate test cases for those requirements. However,
this approach is not integrated with reuse of existing test cases.
As mentioned in Section 1, the test suite augmentation approach presented
in [20] integrates an RTS technique [13] with an adaptation of a the concolic
test case generation approach presented in [15]. This approach leverages test
resources and data obtained from prior testing sessions to perform both the
identiﬁcation of coverage requirements and the generation of test cases to cover
these. A case study of the approach shows that it can be eﬀective and eﬃcient;
however, the approach is applicable only in cases in which concolic testing can
be applied cost-eﬀectively.
In other related work [21], Yoo and Harman present a study of test data
augmentation. They experiment with the quality of test cases generated from
existing test suites using a heuristic search algorithm. While their work is similar
to the technique that we consider in this paper, in that it uses a search algorithm
and starts with existing test cases, their deﬁnition of augmentation diﬀers from
ours. They focus on duplicating coverage in a single release in order to improve
fault detection, not on obtaining coverage of aﬀected elements in a subsequent
release.
Genetic algorithms for structural test case generation begin with an initial
(often randomly generated) test data population and evolve the population to-
ward targets that can be blocks, branches or paths in the CFG of a program
[7, 9, 10, 16, 18]. To apply such an algorithm to a program, we ﬁrst provide a
representation of the test problem in the form of a chromosome, and a ﬁtness
function that deﬁnes how well a chromosome satisﬁes the intended goal. The
algorithm proceeds iteratively by evaluating all chromosomes in the population
and then selecting a subset of the ﬁttest to mate. These are combined in a
crossover stage to generate a new population of which a small percentage of
chromosomes in the new population are mutated to add diversity back into the
4population. This concludes a single generation of the algorithm. The process is
repeated until a stopping criteria has been met and the solution has converged.
3 Factors Aﬀecting Augmentation
As mentioned in Section 1, in studying the augmentation problem using a ge-
netic algorithm and beginning with existing test suites, we have identiﬁed several
factors that are independent of genetic algorithm parameters, but that could po-
tentially aﬀect how well such algorithms perform, by impacting both population
size and diversity. We now describe these factors.
F1: Algorithm for identifying aﬀected elements
As discussed in Section 2, various algorithms have been proposed for identi-
fying aﬀected parts of software systems following changes. The numbers and
complexity of identiﬁed aﬀected elements can clearly impact the cost of sub-
sequent test generation eﬀorts by aﬀecting the numbers of inputs that genetic
algorithms must generate, and the complexity of the paths through code that
the algorithms must target.
F2: Characteristics of existing test suites
Test suites can diﬀer in terms of size, composition, and coverage achieved. Such
diﬀerences in characteristics could potentially aﬀect augmentation processes.
For example, the extent to which an existing suite achieves coverage prior to
modiﬁcations can aﬀect the number and locations of coverage elements that
must be targeted by augmentation. Furthermore, test suite characteristics can
impact the size and diversity of the starting populations utilized by genetic
algorithms.
F3: Order in which aﬀected elements are considered
For genetic algorithms that utilize existing test cases to generate new ones, the
order in which a set of aﬀected elements are considered can aﬀect the overall
cost and eﬀectiveness of test generation, and thus, the cost and eﬀectiveness of
5augmentation. For example, if elements executed earlier in a program’s course
of execution are targeted ﬁrst, and if test cases are found to reach them, these
may enlarge the size and diversity of the population of test cases reaching other
aﬀected elements later in execution, giving the test generation algorithm addi-
tional power when it considers those – power that it would not have if elements
were considered in some other order.
F4: Manner in which test cases are utilized
Given a set of aﬀected elements, a set of existing test cases, and an augmentation
algorithm that uses existing test cases to generate new ones, there are several
ways to interleave the use of existing and newly generated test cases in the
augmentation process. Consider, for example the following approaches:
1. For each aﬀected element, let the augmentation approach work with all
existing test cases.
2. For each aﬀected element, analyze coverage of existing test cases to deter-
mine those that are likely to reach it and let the augmentation approach
use these.
3. For each aﬀected element, let the augmentation approach use existing test
cases which, based on their execution of the modiﬁed program, can reach
it.
4. For each aﬀected element, let the augmentation approach use existing test
cases that can reach it in the modiﬁed program (approach 3), together
with new test cases that have been generated thus far and reach it.
5. For each aﬀected element, begin with approach 4 but select some subset
of those test cases, and let the augmentation approach use these.
Each of these approaches involves diﬀerent tradeoﬀs. Approach 1 incurs no
analysis costs, but may overwhelm a genetic algorithm approach by providing
an excessively large population. Approach 2 reduces the test cases used by the
6genetic algorithm, but in relying on prior coverageinformation may be imprecise.
Approach 3 passes a more precise set of test cases on to the genetic algorithm,
but requires that these ﬁrst be executed on the modiﬁed program. None of the
ﬁrst three approaches takes advantage of newly generated test cases as they are
created, and thus they may experience diﬃculties generating test cases for new
elements due to lack of population diversity. population Approaches 4 and 5
do use newly generated test cases along with existing ones, and also use new
coverage information, but diﬀer in terms of the number of new test cases used,
again aﬀecting size and diversity.
Summary
The foregoing list of factors is not meant to be complete. For example, ulti-
mately, the test case generation approach utilized in augmentation is likely to
be an important factor in success, and characteristics of the programs being
tested are also likely to be a factor.
Having said that, we believe that the factors we have described are partic-
ularly likely to inﬂuence the cost and eﬀectiveness of test suite augmentation
techniques that use genetic (or more generally, search-based) test generation
algorithms. Moreover, among these four factors, we believe that F4 is of partic-
ular interest, because it provides a range of approaches potentially diﬀering in
cost and eﬀectiveness for using genetic algorithms in augmentation tasks. We
thus set out to perform a study investigating this factor.
4 Empirical Study
To investigate factor F4, we ﬁx the values of other factors at speciﬁc settings as
discussed below. The research questions we address are:
RQ1: How does factor F4 aﬀect the cost of augmentation using a genetic
algorithm?
RQ2: How does factor F4 aﬀect the eﬀectiveness of augmentation using a
genetic algorithm?
74.1 Objects of Analysis
For our experiment, we chose a non-trivial Java software application, Nanoxml,
from the SIR repository [5]. Nanoxml has multiple versions and more than
7000 lines of code. We focused on performing augmentation as the system goes
through three iterations of evolution, from versions v0 to v1, v1 to v2, and v2 to
v3. In other words, we augmented the test suite for v1 using the suite for v0,
augmented the test suite for v2 using the suite for v1 and augmented the test
suite for v3 using the suite for v2. The test suites for v0, v1, and v2 contain 235,
188, and 234 speciﬁcation-based test cases applicable to the following versions,
respectively. These test cases cover 74.7%, 83.6% and 78.5% of the branches in
versions v0, v1, and v2, respectively.
4.2 Genetic Algorithm
To investigate our research questions we required an implementation of a genetic
algorithm tailored to ﬁt our object program. We used an approach suitable to
the object, that could be modiﬁed to work on other string-based programs.
Our chromosome consists of strings containing two parts: test drivers that
invoke an application and input ﬁles (XML ﬁles) that are the target of the
application. The driver is a single gene in the chromosome. The XML ﬁles give
way to a set of genes; one for each character in the ﬁle.
We treat each part of the chromosome diﬀerently with respect to crossover
and mutation. For the test drivers, we use a pool of drivers that are provided
with the application. We do not modify this population, but rather modify
how it is combined with the input ﬁles that are evolved. We do not perform
crossover on the drivers; we use only mutation. When a chromosome’s driver
gene is selected for mutation, the entire driver is replaced with another (ran-
domly selected) valid driver from our pool of potential drivers. This prevents
invalid drivers from being generated.
In the XML part of our chromosome, we perform a one point crossover by
randomly selecting a line number that is between 0 and the number of lines of
8the smaller ﬁle. We then swap everything between ﬁles starting at that row to
the end of the ﬁle. We do not test the ﬁle for well-formed XML, but rather
use it as-is. During mutation, each character in the input ﬁle is considered a
unit. We randomly select the new character from the set of all ASCII upper
and lower case letters combined with the set of special characters found in the
pool of input ﬁles, such as braces and underscores.
Our search targets are branches in the program, therefore for our ﬁtness
function we use the approach level described in [19]. (We do not combine this
with the branch distance.) The approach level is a discrete count that measures
how far we were from the predicate controlling the target branch in the CFG
when we deviated course during testing. The further away we are from this
predicate, the higher the ﬁtness, therefore we are trying to minimize this value.
If we reach the predicate leading to our target, the approach level is 0.
For selection, we select the best half of the population to generate the next
generation; we keep the selected chromosomes in the new generation. We rank
the chromosomes and divide them into two parts. The ﬁrst chromosome in the
ﬁrst half is mated with the ﬁrst chromosome in the second half, and the second
chromosome in the ﬁrst half with the second chromosome in the second half,
etc.
We use a three stage mutation. First we select 30% of the test cases in the
population for mutation and mutate the driver for this test case. Next we select
30% of the lines in the ﬁle part of the chromosome for these test cases, and
then select 30% of the genes in these rows for mutation. Our stopping criteria
is either coverage of the required program branch, or ten generations of our
genetic algorithm; whichever is reached ﬁrst.
Note that we manually tuned the parameters used by our algorithm so that
we can cover as many branches of a program for a straight test case generation
problem before starting our experiments, and this process also led us to choose
the values of 30/30/30. However, we performed this tuning for normal test case
generation, not augmentation, and we did it on the base version of the program.
This is appropriate where augmentation is concerned, because in a regression
9testing setting, a test generation algorithm can be tuned on prior versions of
the system before being utilized to augment test suites for subsequent modiﬁed
versions.
4.3 Factors, Variables, and Measures
4.3.1 Fixed Factors
Our goal being to consider only the eﬀects of factor F4, we selected settings for
the other factors described in Section 3 and held these constant.
For better understanding, we use the example in Figure 1 to explain factors.
The ﬁgure shows portions of two versions of a program, in a control ﬂow graph
notation. The graph on the left corresponds to an initial version a and the graph
on the right corresponds to a subsequent version b. Nodes represent statements
within methods, and root nodes are indicated by labels m1 through m6. Solid
lines represent control ﬂow within methods and dashed lines represent calls.
Labels on dashed lines represent test cases in which the associated method call
occurs. From version a to b, changes occur in method m3 in which one branch
is added to call a new method m6. Other methods remain unchanged.
F1: Algorithm for identifying aﬀected elements
As aﬀected elements we use a set of potentially impacted coverage elements in
P ′. To calculate these, we use the analysis at the core of the DejaVu regres-
sion test selection technique [13]. This analysis compares control-ﬂow graph
(CFG) representations of the methods in programs P and P ′, where P ′ is a
modiﬁed version of P, by performing a simultaneous depth-ﬁrst traversal the
CFGs. This analysis identiﬁes for each method m the pairs of corresponding
edges, e ∈ CFG(m,P) and e′ ∈ CFG(m,P ′), that reach statements that have
been modiﬁed. We call e (or e′) a dangerous edge because it leads to code that
may cause program executions to exhibit diﬀerent behavior. We treat methods
containing dangerous edges as “dangerous methods”, and then apply an algo-
rithm that walks the interprocedural control ﬂow graph for P ′ to ﬁnd the set
of aﬀected methods that can be reached via control ﬂow paths through one or
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Figure 1: Partial control ﬂow graphs for two versions of a program
Table 1: Disposition of Test Cases Under the Five Treatments for the Example
of Figure 1
Treatment m1 m2 m3 m4 m5 m6
1 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2, t3, t4
2 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2, t3, t4 t1, t2
3 - - t1, t2, t3, t4 t2,t4 - t1, t2, t3, t4
4 - - t1, t2, t3, t4 t2, t4, t1′ - t1, t2, t3, t4
5 - - t1, t2, t3, t4 t2, t1′ - t1, t2, t3, t2′
more of the dangerous methods. All branches contained in aﬀected methods are
targets for augmentation.
In our example, m3′ contains a dangerous edge, so it is a dangerous method,
and m4 and m6 are reachable via interprocedural control ﬂow from the dan-
gerous edge in m3′, so they are aﬀected methods. Further, m3’s return value
to m1 is aﬀected, so m1 is also aﬀected. Method m2 is called along the path
from m3 to the exit node of m1, so it too is aﬀected. Continuing to propagate
impact, m5 and m4 are called by m2, so they are both aﬀected. In this example
all methods and all branches contained in them are aﬀected, but in general this
may not be the case.
F2: Characteristics of existing test suites
Our test suites T are those provided with Nanoxml. As described above, they
are speciﬁcation-based and operate at the application testing level, and they
achieve branch coverage levels ranging from 74.7% to 83.6% on our versions.
11F3: Order in which aﬀected elements are considered
As an ordering, we used an approach that causes individual methods to be
considered in top-down fashion in control ﬂow, thus approximating the consid-
eration of aﬀected elements in such a fashion. The approach applies a depth
ﬁrst ordering to all aﬀected methods in the call graph for P ′. The eﬀect of this
approach is to cause augmentation to be applied to a particular method only
after its predecessors in the call graph have been considered, which may allow
test cases generated earlier to cover methods addressed later. Note, however,
that this approach may be imprecise in relation to cycles, and in the order in
which it considers individual branches within individual methods. As an exam-
ple, in Figure 1, the ordering of methods in version b imposed by our approach
is m1, m3′, m2, m5, m4 and m6.
4.3.2 Independent Variables
Our independent variable is factor F4, the “treatment of test cases” factor, and
we use the ﬁve treatments described in that section, more precisely described
here. To facilitate the description, Table 1 presents information on the dis-
position of test cases achieved by the treatments, applied to the example in
Figure 1.
Treatment 1 For each aﬀected element e in method m, all existing test cases
in T are used to compose the initial population for the genetic algorithm. In
this case we may have a large population for the genetic algorithm, which may
cause it to take a relatively long time to complete the augmentation task for P ′.
However, this approach does increase the variety in the population which could
improve the eﬀectiveness of the search. In Figure 1, for all target branches, we
use all four test cases t1 to t4 to compose the initial population.
Treatment 2 For each aﬀected element e in method m, all existing (old) test
cases that used to reach m in P, denoted by Told:P, are used to compose the
initial population for the genetic algorithm. In this case since we are using old
12coverage information, we avoid running all existing test cases on P ′ ﬁrst and
focus on the changes from P to P ′. However, if we have new methods in P ′, since
there are no existing test cases available to reach them, we lose opportunities
to perform augmentation for them and may lose some coverage.
In Figure 1, in this case, for m1, m2, m3 and m4 we use all test cases to
form the initial population, since all the test cases reach them in version a. For
m5, we use just t1 and t2. In this case, since there is no method m6 in version
a and there are no existing test cases that reach it in that version, we cannot
do augmentation for m6 directly.
Treatment 3 For each aﬀected element e in method m, all existing test cases
that reach m in P ′, denoted by Told:P ′, are used to compose the initial population
for the genetic algorithm. In this case we need to run all existing test cases on
P ′ ﬁrst and then we use the new coverage information, which is more precise
than in treatment 2 since these test cases are near to our target, and this helps
the genetic algorithm in its search. Also, Told:P ′ ⊆ T, so we may lose some
variety in the population, but we may save time in the entire process since we
have fewer test cases to execute in each iteration.
Considering Figure 1, when we run all existing test cases on version b, some
of them take new execution paths. Methods m3, m4 and m6 contain uncovered
branches after checking the coverage of all existing test cases on b. For m3, all
existing test cases still reach it in b, so they are used in its initial population.
Because of the change in m3, all test cases that used to reach m3 take diﬀerent
paths and reach m6, so they are used to form the initial population for m6.
There are only two test cases, t2 and t4 from m2, that reach m4 and they are
used to form the initial population for m4.
Treatment 4 For each aﬀected element e in method m, all existing test cases
that reach m in P ′ (Told:P ′) and all newly generated test cases that obtain
new coverage in version b, denoted by Tnew:P ′, are used to compose the initial
population for the genetic algorithm. Here, we also need to run all existing
test cases ﬁrst to obtain their new coverage information. Adding new test
13cases brings greater variety to the population, which increases the size of the
population but may increase running time.
In Figure 1, the same test cases used in treatment 3 are used to form the
initial population for m3, since when we do augmentation for m3 there have
not been test cases generated. We generate a test case t1′ for m3 to cover the
branch that calls m4, so when we do augmentation for m4 we include t1′ with
t2 and t4 to form the initial population for it. For m6, t1′ does not reach it so
we still use only the existing test cases that reach it in its initial population.
Treatment 5 For each aﬀected element e in method m, all existing and all test
cases generated that reach m in P ′ (Told:P ′ ∪ Tnew:P ′) are considered applicable,
but before being utilized they are considered further. A reasonable size of
population is determined (in our case we chose the size that would be required
by using treatment 3) and initial test cases are selected from the applicable test
cases to compose the population. In this case, a good selection technique should
be used to choose test cases that form a population which has the best variety
for genetic algorithm. In our case, we chose test cases according to their branch
coverage information on P ′. More precisely, if we need to pick s test cases, we
do the following:
• Find all paths from the root of P’s call graph to m.
• Put the methods along these paths, including m, into set Mpre.
• Find branches in all methods in Mpre.
• Order the candidates on these branches in terms of coverage.
• Pick the ﬁrst s of the ordered candidates.
In Figure 1, m3 is in the same situation as with treatment 4, so the same
test cases are used here. For m4, when we perform augmentation for m3 we
generate thousands of test cases, some that increase coverage such as t1′, and
others that cover branches covered by other existing test cases. Next, we order
all test cases that reach m3 and select two that cover most of the branches in
m1, m3, m2 and m4. We select t2 and t1′ here, since they both pass through
14m1, cover one branch in m2 and m3′ separately, and pass through one of the
branches in m4. The same procedure is followed on m6. For example, t2′ and
t3′ are generated and reach m6 and including these with all existing test cases,
we select t1, t2, t3 and t2′ to form the initial population for m6.
4.3.3 Dependent Variables and Measures
We chose two dependent variables and corresponding measures to address our
research questions. The ﬁrst variable relates to costs associated with employing
the diﬀerent test case treatments and the second relates to the eﬀectiveness
associated with the diﬀerent treatments.
Cost of employing treatments To measure the cost of employing treat-
ments, one approach is to measure the execution time of the augmentation
algorithm under each treatment. However, measuring time in a manner that
facilitates fair comparison is tricky, requiring the use of identical machines under
identical loads, and the high time costs of gathering the data required for all of
the cases we need to consider prohibited this.
An alternative approach to cost measurement involves tracking, under each
test case treatment, the number of invocations by augmentation techniques of
the operations that most directly determine technique cost. For the augmen-
tation technique that we consider the operation that matters most involves the
execution of test cases by the genetic algorithm, because if that algorithm ﬁnds
a target soon it will use fewer iterations and less running time. Thus, in this
study, we measure the number of test cases executed by the genetic algorithm
as a measure of cost.
Eﬀectiveness of employing treatments To assess the eﬀectiveness of using
diﬀerent test case treatments, we measure the progress that augmentation can
make toward its coverage goal under each treatment, in terms of the numbers
of branches covered.
154.4 Experiment Setup
To conduct our study we performed the following steps. For each vk (0 ≤
k ≤ 2) we instrumented and created the CFG for vk using Sofya [8]. We
then executed vk on the test suite Tk for vk, collecting test coverage for use in
the next step. Next, we created the CFG for vk+1 and determined the aﬀected
methods and target coverage elements (branches) in vk+1 using the methodology
described above. These target elements are the aﬀected elements we attempt
to cover with our genetic test case generation algorithm under the diﬀerent test
case treatments. Further, because a genetic algorithm can fare diﬀerently on
diﬀerent runs, for each test case treatment, we executed the test case generation
algorithm ﬁfteen times, and we consider data taken from all of these runs in our
subsequent analysis.
4.5 Threats to Validity
The primary threat to external validity for this study involves the representa-
tiveness of our object program, versions, and test suites. We have examined only
one system, coded in Java, and other systems may exhibit diﬀerent cost-beneﬁt
tradeoﬀs. We have considered only three pairs of versions of this subject, and
others may exhibit diﬀerent tradeoﬀs. A second threat pertains to algorithms;
we have utilized only one variant of a genetic test case generation algorithm,
hand-tuned, and under particular settings of factors F1, F2, and F3. Subsequent
studies are needed to determine the extent to which our results generalize.
The primary threat to internal validity is possible faults in the implementa-
tion of the algorithms and in tools we use to perform evaluation. We controlled
for this threat through extensive functional testing of our tools.
Where construct validity is concerned, there are other metrics that could be
pertinent to the eﬀects studied. Given tight implementations and controls over
environments, time could be measured. Costs of engineer time in employing
methods could also be an issue.
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Figure 2: Costs of applying the ﬁve treatments, per treatment and version
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Figure 3: Coverage obtained in applying the ﬁve treatments, per treatment and
version
4.6 Results and Analysis
Figures 2 and 3 present boxplots showing the data gathered for our independent
variables. The ﬁrst ﬁgure plots the number of test cases executed (vertical axis)
against each treatment (TR1, TR2, TR3, TR4, and TR5) per version (v1, v2
and v3). The second ﬁgure plots the number of covered branches against each
treatment per version.
4.6.1 RQ1: Costs of augmentation
To address RQ1 (cost of the treatments) we compare the number of test cases
executed by the treatments. As the boxplots show, in all cases the number of
17Table 2: Results of ANOVA Analysis
Df Sum Sq Mean Sq F value Pr
v1 cost 4 4.04e+10 1.01e+10 109.43 <2.2e-16
v2 cost 4 3.18e+10 7.96e+09 1027.30 <2.2e-16
v3 cost 4 6.13e+10 6.13e+10 68.40 <4.4e-12
v1 cov 4 459.15 114.79 36.84 <2.2e-16
v2 cov 4 124.86 31.21 7.83 2.9e-0.5
v3 cov 4 427.20 106.80 35.19 6.6e-16
Table 3: Results of Bonferroni means test on cost
v1 v2 v3
Mean Grp Mean Grp Mean Grp
TR2 11136.0 A TR2 29959.5 A TR4 46522.4 A
TR3 43354.9 B TR5 49347.3 B TR2 46751.8 A
TR4 43913.9 B TR4 51810.9 B, C TR3 47262.2 A
TR5 45086.1 B TR3 52569.3 C TR5 48960.5 A
TR1 84302.0 C TR1 93047.5 D TR1 149856.0 B
Table 4: Results of Bonferroni means test on coverage
v1 v2 v3
Mean Grp Mean Grp Mean Grp
TR1 31.9 A TR1 29.4 A TR1 35 A
TR4 30.6 A, B TR5 28.9 A TR3 29.1 B
TR5 29.9 B TR3 28.1 A TR4 29.1 B
TR3 29.7 B TR4 27.9 A TR2 29.0 B
TR2 24.7 C TR2 25.7 B TR5 28.6 B
test cases executed by TR1 is substantially greater than the number executed
by the other four treatments. On versions v1 and v2, but not v3, TR2 results in
the execution of the fewest test cases. TR5 appears to diﬀer slightly from other
treatments on v2 and v3, but in other cases treatment results appear similar.
We performed per version ANOVAs on the data for a signiﬁcance level of
0.05; Table 2 reports the results. The ﬁrst three rows pertain to cost compar-
isons. As the p−values in the rightmost column show, there is enough statistical
evidence to reject the null hypothesis on all three versions; that is, the mean
costs of the ﬁve diﬀerent treatments are diﬀerent in each case.
The ANOVA evaluated whether the treatments diﬀer, and a multiple com-
parison procedure using Bonferroni analysis quantiﬁes how the treatments diﬀer
from each other. Table 3 presents the results of this analysis for the three ver-
sions considering treatment cost, ranking the treatments by mean. Grouping
18letters (in columns with header “Gr”) indicate diﬀerences: treatments with the
same grouping letter were not signiﬁcantly diﬀerent. In v1 the ﬁve treatments
are classiﬁed into three groups: TR1 and TR2 are most and least costly, re-
spectively, while TR3, TR4 and TR5 are in a single group intermediate in cost.
In v2 the treatments are classiﬁed into four groups; TR1 remains most costly
and TR2 least costly, but TR3, TR4, and TR5 form two overlapping classes in
terms of cost, with TR3 signiﬁcantly more costly than TR5. In v3, TR1 is most
costly and other techniques are classiﬁed into a single less costly group.
4.6.2 RQ2: Eﬀectiveness of augmentation
Next we explore RQ2, which involves the eﬀectiveness of the ﬁve treatments in
terms of achieving branch coverage when augmenting test suites. As mentioned
above, after running all existing test cases we found that 68 branches needed to
be covered for v1, 77 for v2 and 100 for v3. Among these, several branches are
diﬃcult to cover in each version, since Nanoxml is a parser for XML and often
requires speciﬁc characters at speciﬁc positions which can be diﬃcult to satisfy.
Also, in v2 and v3, since the test drivers we used are for previous versions and
we did not mutate them to trigger some methods in the new version that are
important for improving coverage, we were unable to cover 13 and 3 branches,
respectively.
The boxplots in Figure 3 show the numbers of branches covered by each
treatment in the ﬁfteen runs for the three versions. On the three versions, TR1
covers the most branches. For v1 and v2, TR2 covers the fewest branches and
TR3, TR4 and TR5 have similar results, while in v1, TR4 appears better and in
v2 TR5 appears better. For v3, the other four treatments return similar results.
Table 2 displays the results of ANOVAs on coverage data for the versions
(bottom three rows). The p−values indicate that the ﬁve treatments do have
signiﬁcant eﬀects on coverage for all three versions.
Table 4 presents the results of the Bonferroni comparison. The results diﬀer
somewhat across versions. In all versions, TR1 is among the most eﬀective
treatments, though it shares this with TR4 on v1 and with all but TR2 on v2.
19Similarly, TR2 is always among the least eﬀective treatments, though sharing
this with others on v3. TR3, TR4, and TR5 are always classiﬁed together.
5 Discussion
Our results show that, for the object program and versions considered, TR1
consistently requires signiﬁcantly more time to execute but also achieves the
best coverage (in terms of means, with signiﬁcance on one version) than the
other treatments. TR2 is also signiﬁcantly less costly and eﬀective on two of
the three versions than other treatments, and on the third version is in the
equivalence class of least costly and least eﬀective treatments. The other three
treatments behave somewhat diﬀerently across versions and we now explore
reasons for some of the observed behaviors.
Across all versions, TR4 works comparatively well in terms of cost and cov-
erage according to Table 3(A) and Table 3(B). It uses a smaller population than
TR1, and this allows it to save time. Compared to TR3, it has more test cases
which does bring greater diversity into its population, since these test cases im-
prove coverage and help the genetic algorithm ﬁnd targets sooner. However, it
is no more costly than TR3, and this is arguably due to the presence of many
unreachable branches. When the genetic algorithm tries to cover a branch, there
are two stopping criteria: either ﬁnding a test case to cover the target or reach-
ing the maximum number of iterations without covering the target. For these
unreachable branches TR4 may have a larger population than TR3; however,
since the branches are unreachable the additional test cases are not useful but
require time to run. Therefore the time consumed counteracts the time that is
saved by covering other branches sooner.
The data shows that on v3, all ﬁve treatments improve coverage by only
30%, which leaves a lot of branches uncovered. We checked all the uncovered
branches. Other than ten determinably unreachable branches, many of the
uncovered branches are new in v3 and no existing test cases reach them. We
believe that this relates to factor F2, the characteristics of existing test suites.
20The existing test suite for v3 covers a relatively small portion of v3’s code,
and thus greater eﬀort is required to augment the test suite for that version.
At the same time, this relatively poor test suite oﬀers little diversity in terms
of coverage of v3, and this restricts the genetic algorithm’s performance. We
believe this is the reason that all treatments achieve lower coverage on v3 than
on the other versions.
The foregoing can also can explain why TR2 behaves similar to treatments
TR3, TR4, and TR5 on v3. After updating all the existing test cases’ coverage
on v3, many new methods in that version are still unreachable using the existing
test cases. In this situation, TR3 is similar to TR2. Since we do not generate
many new test cases, when we use TR4, the few new test cases do not add much
diversity.
In v3, TR1 is most eﬀective but is three times more expensive than other
techniques, while on the other two versions is less than two times more expensive
than other techniques. We believe this is because the relatively poor starting
test suite leaves many aﬀected methods unreachable. In TR1 for all targets in
these methods, we use all existing test cases as the base for the genetic algorithm.
Since they never reach these methods, our ﬁtness function treats them all equally
(the ﬁtness function measures their performance in the method only.) This
leaves nothing to guide the evolution. For these branches, TR1 just iterates
until it reaches the maximum numbers as explained above, which potentially
increases its cost. To solve this problem, in addition to a better starting test
suite, we may need to ﬁnd a ﬁtness function that works interprocedually.
Treatment TR5 did not work as expected. We had conjectured that it would
have strengths common to both TR3 and TR4, namely, greater diversity in
initial population and smaller size. However, its cost and eﬀectiveness are not
signiﬁcantly diﬀerent than those of TR3 and TR4. We may require a better
technique for selecting test cases to compose the initial population for the genetic
algorithm. For example, genetic algorithms require diversity in the chromosome
itself, containing all elements required in the application, instead of simply
considering its coverage on the code.
216 Conclusions and Future Work
In this paper, we described four factors that we believe can inﬂuence the cost-
eﬀectiveness of test suite augmentation using genetic algorithms, providing rea-
sons for this belief. We presented the results of an empirical study exploring one
of those factors, involving the treatment of existing and newly generated test
cases, that we believe could be particularly signiﬁcant in its eﬀects. Our results
show that diﬀerent treatments of test cases can aﬀect the augmentation task
when applying a genetic algorithm for test case generation during augmentation.
At present, the primary implications of this work are for researchers. Our
results indicate that when attempting to integrate genetic test case generation
algorithms into the test suite augmentation task, it is important to consider
the treatment of existing and newly generated test cases, and it may also be
important to consider the other factors that we have presented. Furthermore,
when empirically studying such techniques, to facilitate repeatability and un-
derstanding of results, researchers need to explicitly identify the settings chosen
for the various factors.
In future work, we intend ourselves to study the factors we have identiﬁed
more closely, both by extending the set of objects we study, and by varying
diﬀerent factors and studying their inﬂuence on augmentation tasks. We also
wish to study the use of other forms of test case generation algorithms, and
compare them to genetic algorithms in the augmentation context. Through
such study we hope to inﬂuence not just research on, but also the practice of
test suite augmentation.
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