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Abstract 
When evaluating the research output of scientists, institutions or journals, different portfolios of publications 
are usually compared with each other. E.g., a typical problem is to select, between two scientists of interest, 
the one with the most cited portfolio.  
The total number of received citations is a very popular indicator, generally obtained by bibliometric 
databases. However, databases are not free from errors, which may affect the result of evaluations and 
comparisons; among these errors, one of the most significant is that of omitted citations.  
This paper presents a methodology for the pair-wise comparison of publication portfolios, which takes into 
account the database quality regarding omitted citations. In particular, it is defined a test for establishing if a 
citation count is (or not) significantly higher than one other. A statistical model for estimating the type-I 
error related to this test is also developed.  
Keywords: Research Quality, Research Evaluation, Decision analysis, Statistical modelling, Database 
Quality, Database error, Empirical modelling, Citation count, Omitted citations, Pair-wise 
comparison. 
1. Introduction and literature review 
Bibliometric databases can be affected by different types of errors, whose consequences can be 
more or less severe (Kim et al. 2003). The information contained into databases is commonly used 
to (i) allocate resources between research institutions, (ii) support competitive academic 
examinations, (iii) drive subscriptions to scientific journals, etc.. (Dalrymple et alii, 1999; Adam, 
2002; Causeur & Husson, 2005; Guilera et alii, 2011). Because of these important implications, the 
problem of database errors has been occasionally debated by the scientific community since the 
early years after the introduction of databases (Sweetland 1989; Abt 1992). 
Databases have gradually improved the reliability of their contents thanks to the usual 
implementation of automatic tools for checking/correcting errors in the cited article lists (Adam 
2002). The credit for this improvement should also be shared with reviewers, editors and publishers 
that – in recent years – have been paying more attention to the accuracy (quality) of published 
information, especially as regards bibliographic reference lists.  
Despite recent improvements, the problem of bibliometric database errors is far from being solved. 
Several recent articles documented the existence of different types of errors (Buchanan 2006; Jacsó 
2006; Li 2010; Jacsó 2012). Among these errors, certainly one of the most significant is that of 
omitted citations, i.e., “citations that should be ascribed to a certain (cited) paper – being given by 
(citing) papers that are theoretically indexed by the database in use – but, for some reason, are lost” 
(Franceschini et al. 2013). Depending on the cause, Buchanan (2006) classifies these errors into two 
categories:  
 Errors made by authors when creating the list of cited articles for their publication; 
 Database mapping errors, i.e. failures to establish an electronic link between a cited article 
and the corresponding citing articles that can be attributed to a data-entry error. 
Based on a limited number of journals, Buchanan (2006) asserts that omitted citations are likely to 
be around 5-10% of the total number of “true” citations.  
Franceschini et al. (2013) recently proposed a novel automated methodology for estimating the rate 
of omitted citations. This method is based on the comparison of “overlapping” citation statistics 
concerning the same set of papers of interest, but provided by two (or more) different databases. In 
the absence of an absolute reference – i.e., the “true” number of citations received by the paper(s) of 
interest, which can never be known exactly – this redundancy of information allows a reasonable 
estimate of the level of accuracy of a database with respect to one other. A first application example 
on a small sample consisting of three journals showed a significant omitted citation rate (in line 
with that one estimated by Buchanan (2006)), for both the two major bibliometric databases, i.e. 
Web of Science (WoS) and Scopus. 
Apart from the preliminary empirical results, the study by Franceschini et al. (2013) opened the way 
for a new approach to analyze the accuracy of databases. Borrowing the general concept from 
metrology, the data contained in a database – as any measurement in general – can be affected by 
errors. According to this logic, levels of confidence may be associated with the inferences drawn 
from these data. 
Regarding citation analysis, the knowledge of the database errors concerning citation count is 
crucial for two general problems: 
 Comparing the number of citations with a specific threshold.  
Given a certain portfolio of publications, is the number of received citations greater than a 
reference value? This problem concerns those contexts in which the performance of a paper, 
an author or a journal is determined by the number of citations achieved with respect to 
specific reference values (Franceschini et al. 2012; Franceschini et al. 2013; MIUR 2012); 
 Comparing two citation counts.  
Given two publication portfolios, when can we state that one is significantly better than the 
other one? 
While the former problem has already been tackled (Franceschini et al. 2013), the latter deserves 
further investigation. The purpose of this paper is to go into the latter problem, defining a suitable 
statistical significance test. 
The remainder of this paper is structured in five sections. Sect. 2 presents an introductory example 
for illustrating the research problem. Sect. 3 recalls a statistical model by Franceschini et al. (2013), 
which allows the estimation of the “true” number of citations. Sect. 4 illustrates several alternative 
statistical models (one exact and two approximated) for tackling the problem of comparing two 
portfolios of publications, based on the citations they obtained. Sect. 5 shows an application 
example of the statistical models. The concluding section highlights the main implications, 
limitations and original contributions of this manuscript. 
2. Introductory example and problem definition 
When comparing two portfolios of publications, it is quite usual to ask which has received more 
citations (Bornmann et al. 2008; Jeong et al. 2009). The quickest answer is obtained by querying 
bibliometric databases. Even if this approach is widely adopted, it treats citation counts as exact 
numbers, with no error.   
Tab. 1 contains the citation counts (CA and CB) relating to the portfolios of two fictitious scientists 
(A and B), according to a fictitious database. Two situations are presented: in case-I the two authors 
have a quite similar number of citations, while in case-II their difference is a bit larger. 
 
Tab. 1. Total citations concerning the publications of two fictitious authors (A and B). 
 Case-I Case-II
CA 200 200 
CB 195 190 
 
Since citation counts returned by a database are potentially affected by errors, can we state that 
CA > CB in both the cases?  
Let suppose that *ˆ AC  and 
*ˆ
BC   represent an estimate of the “true” number of citations (
*
AC  and 
*
BC ) 
obtained by the publications of authors A and B respectively. The previous statement is meaningful 
when the following null hypothesis (H0) is satisfied: 
)ˆE()ˆE(: **0 BA CCH   (1) 
being )ˆE( *AC  and )ˆE(
*
BC  the expected values of 
*ˆ
AC  and 
*ˆ
BC  respectively. Thus, a statistically sound 
hypothesis testing is needed. The rest of the paper aims at addressing this issue.  
3. The reference statistical model 
In a recent paper, Franceschini et al. (2013) proposed a method for estimating the percentage (p) of 
omitted citations in bibliometric databases. The study also introduced a statistical model depicting 
the distribution of Cˆ , i.e. the estimate of the “true” number of citations for a set of publications. 
As a first step, the model considers the case of a single paper. Neglecting “phantom” citations – i.e. 
citations erroneously attributed to the document (Buchanan 2006; Jacsó 2006; Li 2010; Jacsó 2012) 
– the relationship between (1) the “true” citations received by the generic i-th paper ( ic , i.e., 
citations given by papers that are purportedly indexed by the bibliometric database in use), (2) the 
real citations returned by the database (ci) and (3) the citations omitted (oi) by the database in use is 
modelled by: 
iii occ ˆ . (2) 
In the proposed model, ci is treated as a known constant parameter related to the i-th paper. On the 
other hand, oi is estimated on the basis of the database omitted-citation rate (p) and treated as a 
random variable. icˆ  is the modelled estimate of the unknown parameter 

ic . Being 

icˆ  a function of 
oi, it is treated as a random variable too. 
The expected value and variance of icˆ  are respectively: 
   iii occ EˆE  , (3) 
)(V)(V0)ˆ(V iii ooc  . (4) 
To estimate the expected value and variance of icˆ , the estimation of E(oi) and V(oi) is required. 
The variable oi can be modelled by a binomial distribution. Given (1) a generic i-th paper with 

ic  
“true” citations and (2) the omitted-citation rate (p) related to articles homologous to the one of 
interest, the database’s probability of omitting oi citations is: 
iii oco
i
i
i ppo
c
oP 
 


 )1()( . (5) 
Since ic  is unknown, it can be replaced by  icˆE , i.e., the best estimate of icˆ : 
    iii oco
i
i
i ppo
c
oP 
 


 ˆE)1(ˆE)( . (6) 
The expected value and the variance of the (random) variable oi are respectively: 
  pco ii  ˆE)(E , (7) 
  )1(ˆE)(V ppco ii   . (8) 
Combining Eqs. 3 and 7, it follows that: 
    pccc iii   ˆEˆE . (9) 
From which it is obtained that: 
 
p
cc ii 

1
ˆE . (10) 
Combining Eq. 4 with Eqs. 8 and 10, it is obtained that: 
pcppcc iii   )1()ˆ(E)ˆ(V . (11) 
Finally )(E io
 
and )(V io
 
can be obtained as functions of ci. Combining Eq. 7 with Eq. 10 and Eq. 4 
with Eq. 11 it follows that: 
 
p
pco ii  1E . (12) 
pcco iii   )ˆ(V)(V . (13) 
Leaving the perspective of a single i-th paper, similar considerations may apply to sets of papers. 
Considering a generic set of P papers for which a database provides 


P
i
icC
1
 total citations, the 
total number of omitted citations is: 



P
i
ioO
1
. (14) 
Assuming statistical independence among the oi values related to different papers of the sample, the 
expected value and the variance of O are: 
   
p
pC
p
pcoO
P
i
i
P
i
i    11EE 11  (15) 
    pCpcoO P
i
i
P
i
i  
 11
VV . (16) 
Eqs. 15 and 16 could also be obtained by applying the binomial probability distribution function to 
a group of (P) articles with 

 
P
i
icC
1
 (unknown) total “true” citations. Precisely, for a group of 
papers with C  total “true” citations, the database’s probability of omitting O citations is: 
    OCO pp
O
COP 
 


 ˆ)(ˆ)( E1E , (17) 
being  CˆE  the best estimate of the parameter Cˆ = C + O. In other terms, O can be modelled by a 
binomial distribution:  
 p,n~O  , (18) 
being: 
p the percentage of omitted citations (estimated by the proposed method);  
n )E( *C . In practice this value is rounded to the nearest integer.  
Given p, n can be calculated as:  
p
CCn  1)
ˆE( * . (19) 
The expected value and variance of O stem from the definition of the binomial distribution: 
   
p
pCOnpO  1EE , (20) 
    pCOpnpO  V)1(V . (21) 
Since O follows a binomial distribution and Cˆ = C + O, the probability density function of Cˆ  can 
be seen as a right shift of that one of O. The size of the shift is equal to C (which is treated as a 
deterministic parameter), hence the expected value and variance of Cˆ  are respectively: 
   
p
CCnpCC 

1
ˆEˆE  (22) 
    pCCpnpC   ˆV)1(ˆV . (23) 
4. Comparing sets of publications 
Referring to the hypothesis testing mentioned in Sect. 2, the type-I error () is the risk of rejecting 
the null hypothesis H0 (Eq. 1), when it is true. This risk can be expressed as:   
   .)ˆE()ˆE(ˆˆPrtrueisrejectPr ****00 BABA CCCCHH   (24) 
According to the statistical model in Sect. 3, it can be said that:  
BBB
AAA
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OCC
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

ˆ
ˆ
 (25) 
where OA and OB are binomially distributed as 
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and An , Bn  are calculated as: 
B
B
BB
A
A
AA
p
CCn
p
CCn


1
)ˆE(
1
)ˆE(
*
*
. (27) 
Combining Eqs. 24 and 25, one obtains that: 
))ˆE()ˆE((Pr))ˆE()ˆE((Pr **** BAABBABABBAA CCCCOOCCOCOC  . (28) 
Being a difference between two binomially distributed random variables, the probability density 
function of BA OO   is given by (Box et al. 1978): 
 


),min(
)(Pr)(Pr)(Pr
jnn
ji
BABA
BA
jiOiOjOO . (29) 
which is defined for  AB nnj ,  and  AA nO ,0 ,  BB nO ,0 . Eq. (29) is valid under the 
reasonable assumption of independence between OA and OB. 
Knowing the probability density function of OA – OB (Eq. 29), it is possible to evaluate . If 
performed without any approximation, this (exact) calculation is not very practical. For simplifying 
it, two possible approximations are: 
1. Under certain conditions, the (binomial) distributions of OA and OB can be approximated 
with two Poisson distributions and therefore their difference (OA – OB) will follow a Skellam 
distribution (Skellam 1946); 
2. Assuming that the distributions of OA and OB are well approximated with two normal 
distributions, the difference BA OO   will follow a normal distribution too. 
The following sub-sections will discuss these two approximations individually and then compare 
their fit to the exact approach. 
4.1 Poisson Approximation 
A generic binomial distribution  p,n converges towards a Poisson distribution when the number 
of trials (n) goes to infinity while the product np remains fixed. The Poisson distribution with 
parameter λ = np (i.e.,  P ) can therefore be used as an approximation to the binomial distribution, 
provided that n is sufficiently large and p is sufficiently small. According to a general rule of 
thumb, this approximation is acceptable when n ≥ 20 and p ≤ 0.05, or n ≥ 100 and np ≤ 10 (Box et 
al. 1978). In general, these conditions are satisfied in our problem, hence OA and OB can be assumed 
to be distributed as 
 
 
!
)()(Pr~
!
)()(Pr~
k
pnekOpnΡO
h
pnehOpnΡO
k
BBpn
BBBBB
h
AApn
AAAAA
BB
AA






. (30) 
Under the hypothesis of independence between OA and OB, their difference is distributed according 
to a Skellam distribution (1946):  
 BAi
i
B
A
BA
BAeiOO 
 2)(Pr 2)( 


  . (31) 
Where i  is the modified Bessel function of the first kind. The expected value and the variance of 
OA – OB and their estimates (obtained from the estimates of An , Bn  in Eq. 27) are respectively:  
B
BB
A
AA
BABBAABABA
B
BB
A
AA
BABBAABABA
p
Cp
p
CpOOpnpnOO
p
Cp
p
CpOOpnpnOO


11
)V()()V(
11
)E()()E(


. (32) 
As a consequence, the type-I error is estimated as:  
    BBBBAAAAABSBABA pCppCpCCFCCCC 1,1,)ˆE()ˆE(ˆˆPr ****   (33) 
where FS is the cumulative density function (CDF) of the generic random variable following a 
Skellam distribution with estimated parameters A  and B .  
4.2 Normal Approximation 
When n is large enough (at least around 20) and 
11
1
 n
np
n
, another reasonable 
approximation to  p,n  is given by the normal distribution (Box et al. 1978; Montgomery 2009): 
 )p(np,npN 1 . (34) 
A rule of thumb to test when this approximation is appropriate is that np (if p<1/2) or n(1 − p) (if 
p>1/2) must be ≥5 (Box et al. 1978; Montgomery 2009). This other condition is generally fulfilled 
in our problem. Hence we can assume: 
 
 )1(
)1(
BBBBBB
AAAAAA
ppn,pnN~O
ppn,pnN~O


. (35) 
As a consequence – under the hypothesis of independence between OA and OB – the difference 
between OA and OB will be normally distributed with parameters:  
BBAABBBAAABA
B
BB
A
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BBAABA
CpCpppnppnOO
p
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p
CppnpnOO
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

. (36) 
Then the -risk estimate is given by:  
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 (37) 
where   is the CDF of the standardized normal random variable.  
4.3 Further Considerations  
In absence of database errors, the “true” number of citations would correspond to the citation count 
provided by the database. According to the notation in use, this would entail that:  




BBB
AAA
CCC
CCC
)ˆE(ˆ
)ˆE(ˆ
**
**
 . (38) 
In such conditions the probability )ˆˆ(Pr ** BA CC   would trivially be  

 

1)(Pr
0)(Pr
)ˆˆ(Pr **
BABA
BABA
BA CCCC
CCCC
CC . (39) 
Not surprisingly, the risk  would be 0.  
On the other hand, in presence of omitted citations,  0,1)ˆˆ(Pr **  BA CC . As modelled in the 
previous sections, this probability depends on: 
 the number of citations (CA and CB) indexed by the database; 
 the percentage (pA and pB) of citations omitted by the database. 
Let us now introduce a qualitative example to better understand the effect of omitted citations on 
)ˆˆ(Pr ** BA CC  . Given a fixed value of Fixed,AA CC  , the probability )ˆˆ(Pr ** BA CC   can be expressed as 
a function of CB (which is varied). Fig. 1 shows a qualitative 2D plot of )ˆˆ(Pr ** BA CC  , comparing 
the ideal case of absence of error (“step” curve) with the real case (continuous monotonically 
increasing curve). 
We remark that, in the real case, the value of )ˆˆ(Pr ** BA CC   tends to that one of the ideal case, as p 
decreases. Similar considerations hold when fixing CB and varying CA. 
As a further quantitative example, the 3D plot in Fig. 2 shows the envelope of )ˆˆ(Pr ** BA CC  , for 
values of CA and CB included in [180, 220] and pA = pB = 5%. 
 Fig. 1. Qualitative plot of )ˆˆ(Pr ** BA CC  : ideal vs. real case. 
 
 
 
Fig. 2. Three-dimensional envelope of )ˆˆ(Pr ** BA CC  , for values of CA and CB included in [180, 220] and 
pA = pB = 5% 
5. Application example 
Referring to the hypothesis testing in Sect. 2, let us now focus the attention on the type-I error (). 
Having defined a tolerable type-I error value (t), when 
tBABA CCCC   ))ˆE()ˆE(ˆˆ(Pr **** , (40) 
it can be concluded that H0 cannot be rejected. On the contrary, when 
1 
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tBABA CCCC   ))ˆE()ˆE(ˆˆ(Pr ****  (41) 
then H0 is rejected.  
For both the case-I and -II (in Tab.1), we estimated the values according to the three alternative 
approaches presented in Sect. 4 (see Tab. 2). It is assumed the independence between OA and OB, 
and a fraction of citations omitted by the database pA = pB = 5%. Having defined a reasonable value 
of t  = , whatever the approach, in case-I the results suggest to reject H0, being t  . In 
other terms, when CA = 200 and CB = 195, the inference )ˆE()ˆE( ** BA CC   is too hasty and therefore 
not acceptable. On the contrary, in case-II there is no evidence to reject H0, since t  .  
Tab. 2. Type-I error () estimation according to the three approaches in Sect. 4. It is assumed pA = pB = 5%. 
Approach Case-I Case-II 
Exact evaluation 9.5% 0.6% 
Skellam approximation 10.2% 0.7% 
Normal approximation 11.8% 0.8% 
 
It is worth noticing that, in this specific example, the two approximations proposed in Sects. 4.1 and 
4.2 (i.e., with the Skellam and Normal distribution respectively) work quite well. We remark that 
the normal approximation is generally the simplest and consequently the most practical. 
6. Conclusions 
This paper proposed a statistical methodology for the pair-wise comparison of citation counts, 
which takes into account the omitted citation database errors. 
In research quality evaluation this methodology may be of interest to database practitioners and 
users, as it establishes when a citation count is (or not) significantly higher than another, beyond 
any reasonable doubt. In some way, the proposed significance test represents a first attempt to deal 
with the uncertainty associated with the results obtained from bibliometric databases. 
The main limitation is that, at the moment, this kind of testing only applies to pair-wise 
comparisons of citation counts. The subject of a future investigation will be extending these 
comparisons to more than two citation counts.  
With some modifications, the suggested approach could be also extended to comparisons based on 
other bibliometric indicators, e.g., the total number of publications, the number of citations per 
paper (CPP), the h-index, etc. (Franceschini, Maisano; 2010). 
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