Abstract: We derive the exact joint asymptotic distribution for multiple Box-Pierce statistics, and use these results to determine appropriate critical values in joint testing problems of time series goodness-of-fit. By sequentially testing at various lags, we can identify specific problems with a model, and identify superior models. A novel α-rationing scheme, motivated by the sequence of conditional probabilities for the statistical tests, is developed and implemented. This method can be used to produce critical values and p-values both for each step of the sequential testing procedure, and for the procedure as a whole. Efficient computational algorithms are discussed. Simulation studies assess the impact of finite samples on the real Type I error. It is also demonstrated empirically that the conventional χ 2 critical values for the Box-Pierce statistics are too small, with a Type I error rate greater than the nominal; the new method does not suffer from this defect, and allows for more rigorous model-building. We illustrate on several time series how model defects can be identified and ameliorated.
Introduction
The most popular time series goodness-of-fit diagnostic test statistics are the portmanteau Q statistics introduced by [3] and extended by [17] . The original idea is based on ascertaining model goodness-of-fit via examination of the correlation structure of time series model residuals. The presence of residual autocorrelation can be measured through the sample autocorrelation functiondenoted by ρ k for k ≥ 0 -of these residuals, and the Box-Pierce (BP) and Ljung-Box (LB) statistics are constructed from a cumulation of the square of this function over various time lags:
autocorrelations is idempotent; our results dispense with this assumption, which we have found to be untenable for small samples and low LB lags. The second major contribution of this paper (Section 3) is a novel scheme for multiple testing apportionment of Type I error (called α-rationing; cf. [28] and later literature) appropriate for sequences of test statistics. Then we assess (in Section 4) the actual Type I error rate in several ways. We conduct simulations from finite length Gaussian time series, and look at empirical Type I error rates based on conventional χ 2 critical values, as well as the new joint critical values discussed in Section 3. All proofs are in the Appendix, which also contains some supplementary material on time series residual processes.
Asymptotic theory for BP and LB statistics

Models and residuals
This section presents the main theoretical results of the paper. Theorem 1, along with its corollaries, provides joint asymptotic convergence results for the sample autocorrelations of time series model residuals, as well as for Q statistics, assuming a very broad class of time series models are utilized. Previous results, such as [3] , have focused on ARIMA or SARIMA models, relying on the causal representation to define time series residuals. Here we instead suppose that a model is formulated via parametrizing a family of spectral densities; this generalizes ARMA models, and allows us to include unobserved components models as well.
Consider a sample of size n from a stationary time series, denoted X = {X 1 , X 2 , . . . , X n } ′ .
(If the raw data is nonstationary, we assume it has been correctly differenced to stationarity already.) The series may have a nonzero mean µ. Time series models for stationary data are formulated by specifying a family of spectral densities f θ that depend on a parameter θ, which is to be estimated from the data. We formulate models in terms of spectra, rather than using a Wold decomposition or State Space Form (SSF), because this is the most general treatment possible -including non-linear processes and long memory processes that cannot be represented in SSF.
We use the notation Σ(f θ ) to denote the Toeplitz covariance matrix corresponding to the model spectrum f θ , i.e., with jkth entry given by γ j−k (f θ ), the lag j − k autocovariance (acv). More generally, we have the inverse Fourier Transform (FT) of any real-valued function of frequency g defined via γ h (g) = (2π)
iλh dλ. Such weighted integrals will be abbreviated with a · notation, i.e., g = (2π)
dλ. We will say that g is the FT associated with the Toeplitz matrix Σ(g). The Gaussian log likelihood function multiplied by −2, i.e., the "deviance", is (dispensing with constants) simply
where |Σ(f θ )| denotes the determinant of Σ(f θ ). Here ι is a vector of n ones, and the mean µ is essentially a nuisance parameter. Maximum likelihood estimation yields θ as the minimizer of D; we may very well wish to use (2) even when our data is not Gaussian (or is not known to be Gaussian), since Maximum Likelihood Estimates (MLEs) are consistent for a fairly broad class of processes (cf., treatment in [29, Chap. 3] ). Similar results can be formulated for parameter estimates that minimize the Whittle likelihood, which is discussed in [29, Chap. 3] ; our Theorem 1 below relies on theoretical results derived in [20] , which are established for both MLEs and Whittle estimates. We focus upon separable models, where the innovation variance σ 2 is the final parameter of θ, and we write θ = { [θ] ′ , σ 2 } ′ . Also, f [θ] is defined by setting the innovation variance to unity, i.e., f [θ] = f θ /σ 2 by definition. We are interested in testing the goodness-of-fit of the data to a model-class
2 ∈ (0, ∞)}, with Θ an r-dimensional space. The true spectrum of the process is some unknown f , and we seek to discern whether f ∈ F or not; if it is, there is some [ θ] ∈ Θ and σ )(X − µι). The square root refers to the matrix square root described in [7, Chap. 4] . This vector of residuals exactly corresponds to a Gaussian white noise vector when the model is correctly specified and ([θ], µ) are replaced by the true parameters ([ θ], µ). Estimated residuals are obtained by substituting the MLE [ θ] and X = n −1 ι ′ X for ([θ], µ); although a GLS estimate for µ could also be used, the nature of the mean estimate won't be relevant for our asymptotic treatment of Q statistics. The result is a vector R of estimated residuals:
This definition of residual corresponds to the innovations algorithm [4, Chap. 8] , and is quite general 2 . This minimization produces the MLE [ θ]; the innovation variance is estimated by the average of squared centered residuals. The sample acvs of the residuals are
for k ≥ 0, where we have taken the biased definition (this won't matter asymptotically, since we will always have k = o(n) in our treatment). Because the innovation variance is defined via
, we can estimate it via γ 0 .
The BP and LB statistics are computed from weighted linear combinations of squared sample acvs γ k . Let the sample autocorrelations (acs) be defined via ρ k = γ k / γ 0 ; then (1) gives the definition of the Q statistics. The centering by R will not affect the asymptotic distributions, and so it is valid to approximate the sample acv by n −1 R ′ L (k) R, where R is given in (3) and the matrix L (k) is the symmetrization of the kth power of the lag matrix, namely a matrix of all zeroes except the value 1/2 on the bands given by all entries i, j such that |i − j| = k. When k = 0 this is just the identity matrix, and in all cases it is a Toeplitz matrix with associated Fourier Transform given by cos(kλ) -which will be denoted by c k (λ). See [27] for background on lag matrices. Also, centering R by X is irrelevant asymptotically, so that the sample acv of the residuals can be approximately written as
Likewise, let ρ k = γ k /γ 0 .
Asymptotic results
The theoretical contribution of the paper is the following theorem and two corollaries, which generalize previous results of [25] to non-ARMA/SARMA models. The asymptotic covariance matrix of [3] was idempotent, though later derivations in [23] corrected this approximation, with which our result agrees. Moreover, we explicitly derive the limit theory for the case of a misspecified model, and consider multiple Q statistics jointly, both of which are new facets. We first focus on the joint asymptotic distribution of γ k for k = 0, 1, . . . , m. The Gaussian assumption can be relaxed if working with QMLEs instead of MLEs, so long as we include the extra conditions found in [8] ; see the discussion at the end of the proof of Theorem 2 in [20] . Also, the asymptotic variance for non-Gaussian data depends on the fourth cumulants, and its estimation is not straight-forward (see Theorem 3.1.2 of [29, Chap. 3] . Below, we consider the gradient ∇ with respect to the full parameter vector θ, so that the final derivative is with respect to σ 2 ; hence the final component of ∇f [θ] is zero.
Theorem 1.
Suppose that the PTVs θ exist uniquely in the interior of the parameter space, which is compact and convex, and that the Hessian of the KL discrepancy is invertible at the PTVs. Suppose that the process {X t } is mean zero Gaussian and stationary, and that the model spectrum f θ is twice continuously differentiable in θ and continuous in λ; also that the derivatives with respect to θ are uniformly bounded in λ away from zero and infinity. Then the following weak convergence holds as n → ∞:
The asymptotic variance is given by
From Theorem 1 we can derive as a corollary the joint asymptotic limit of the sample acs. We first define the notion of residual autocorrelations: the lag k autocovariance of the asymptotic residual process is defined to be γ k = c k f f −1
[θ] , and hence the lag k autocorrelation is
[θ] , using the fact that f f 
Moreover, the same results are true with ρ k substituted for ρ k in (5).
Remark 2. When the model is correctly specified, the vector of asymptotic residual autocorrelations -denoted by ρ -is zero. Denoting the limiting covariance matrix in (5) by V (θ) = V (θ)σ −4 , we can write
with N the upper r × r sub-matrix of M f . Here 1 m denotes an identity matrix of dimension m; the subscript on V highlights the dimension of the matrix. The r × m dimensional matrix C is defined to have entry jk given by
The matrix V m has a nested structure, which means that V k is the upper k × k block of V m whenever k ≤ m -this follows from the structure of C 3 .
From Corollary 1 and the above Remark, we at once obtain distributional results for the BP and LB statistics, generalizing previously published results beyond the ARMA class. Let Q m denote either Q BP or Q LB , as defined in (1) with lag equal to m, being based on m autocorrelations. 
as n → ∞. When the model is incorrectly specified such that ρ = 0, then
In Corollary 2, the expansion for Q m under the alternative hypothesis (i.e., for ρ = 0) shows three terms, the first of which converges to Y ′ m Y m . The second term, when divided by √ n, converges to ρ ′ Y m , and the third term is the positive constant ρ ′ ρ times n. This indicates that the power of the test is asymptotically dominated by the quantity ρ ′ ρ; of course this can still be zero when a model is misspecified (e.g., an EXP model can produce this behavior), but taking a sufficiently high number of lags should guard against this occurrence.
Discussion of asymptotic theory
The theoretical results of this have ramifications for sequential testing. Sequential testing refers to examination of the various Q m in the order Q 1 , Q 2 , . . . , Q M . If by the mth test we have so far failed to reject the null hypothesis, then we have failed to reject the hypothesis that ρ 2 k = 0 for 1 ≤ k ≤ m. Now proceeding to test statistic Q m+1 , we seek to test whether m+1 k=1 ρ 2 k > 0; given our previously retained null hypotheses, we essentially are testing whether ρ m+1 = 0. If the m + 1th test statistic is significant, we can conclude that there is residual autocorrelation at lag m + 1, and not at the other previous lags. On the other hand if Q m+1 is not significant, we can conclude that ρ m+1 = 0, and proceed.
Note that this sequential procedure gives more insight into potential modeling problems than just testing the portmanteau Q M -a significant Q M only indicates that M k=1 ρ 2 k > 0, but we don't know at which lags problems are really arising. But if we have an idea about which lags are causing difficulties, then we may be able to improve the model; this is further illustrated in Section 4.3.
We now provide some additional discussion of the limit distribution of Corollary 2. Let us focus on the case of just a single Q m statistic. Since Y m is normal with variance V m , we can simply characterize the limiting distribution of the Q m statistic via the Laplace Transform (LT) as follows [30] :
This formula, however, is of little use in determining quantiles except in special cases, discussed below. Also see [9] for background on this distribution. Note that the first term of V m (see Remark 2) is the identity matrix, which indicates that when we ignore parameter estimation error (i.e., set the b k vectors identically to zero) the above LT reduces to (1 + 2φ) −m/2 . This is recognizable as the LT for the sum of m iid χ 2 variables on one degree of freedom, i.e., in
2 on m degrees of freedom. But when parameter uncertainty is present, V m will not be diagonal and the LT might not be the product of LTs for χ 2 variables. In [3] the authors propose a formula for V m that is somewhat different. In fact, accounting for differences in notation, they essentially propose
which means replacing the upper left portion of the Fisher information matrix with CC ′ . Of course N = 2CC ′ , but [3] argue that it is a suitable approximation especially when m is large and assuming that the coefficients in the Wold decomposition decay at a suitable rate as the sample size increases. Moreover, it is a convenient substitution because then 1 m − V ♯ m is idempotent with rank r, so that m − r eigenvalues of V ♯ m are equal to unity, and the remaining r eigenvalues are zero. We can apply Proposition 2 of [30] to conclude that the limiting distribution would then be a χ 2 m−r . We know of one case (discussed below) where this approximation is actually valid without assuming that the Wold coefficients depend on sample size n; i.e., we discuss below a case where V m has all its eigenvalues equal to either zero or one.
Consider the EXP(r) model of [2] , which has spectral density given by
′− → c (λ)}, with − → c denoting the column vector of functions c k . For this model, b k is one half the kth unit vector, and N = .5 1 r . Hence V is diagonal with the first r entries equal to zero and the remaining m − r entries equal to one. This is quite a special structure, and is not true for ARMA models. To digress briefly -since it is pertinent to the time series fitting problem in generalseems appropriate here.
Let the periodogram be defined as I(λ) = n −1 |k|<n γ k e −iλk . Gaussian maximum likelihood estimation -or asymptotically equivalently, fitting via minimization of KL discrepancy between model and periodogram -essentially works to minimize the sample variance I/f [θ] of time series residuals, whereas Q statistics test whether the residual spectrum I/f [ θ] behaves like white noise.
Because the gradient of KL for the EXP(r) model equals − → c I/f [θ] , minimization necessarily entails that the first r sample autocorrelations of the residual process are zero -which is what the Q statistics are attempting to verify. It is this strong property of EXP models that is responsible for the simple asymptotic structure of the Q statistics.
As for the exact asymptotic distribution in the general case with fixed coefficients -leaving aside the useful approximation of [3] for the moment -we note that C has a null space of dimension at least m − r by the rank-nullity theorem, and hence m − r eigenvalues of V m are equal to unity. Then the limiting LT is that of a χ 2 m−r variable plus an independent variable with LT exp − 1 2
with λ 1 , . . . , λ r the r nonzero eigenvalues of 2C ′ N −1 C. In practice, these r eigenvalues can be quite close to zero for values of m only a little larger than r, depending upon the model and the underlying process. This makes the inversion of V m infeasible and the approximation of [3] quite useful. On the other hand, the degrees of freedom in the [3] approach is m − r, so that no distributional result can be used when m ≤ r; in these cases, V m may be quite different from an idempotent matrix, and is a fortiori invertible. Moreover, in the sequential approach to testing advocated below, the joint behavior of the LBs for small m is indispensable. In applications one evaluates V m at parameter estimates, such as MLEs.
As an example of the above claim, we have found that when fitting simulated data with an Airline model (r = 2), the χ 2 approximation to the distribution is decent for m ≥ 5 (this also depends upon the parameter values of the simulated true Airline process). In contrast, for 1 ≤ m ≤ 4 the χ 2 approximation can be quite poor and V m is easily invertible. In this case, the exact distribution should be used, it being superior to the χ 2 m−2 -which moreover is not even defined for m = 1, 2.
Sequential testing of Q statistics
The joint testing problem is to determine a sensible sequence of critical values for a given overall Type I error rate α. The challenge is that there are so many ways to divide up the mass of a multivariate probability density. However, when the statistics have a sequential relationship, we can describe a methodical procedure to obtain critical values.
The basic idea of sequential testing is related to ideas in the biostatistics literature [28] . Consider a sequence of test statistics {T m } for m = 1, 2, . . . , M (where M = ∞ is allowed, although in our LB application M < ∞), where rejection occurs when T m > x m . Quantities of considerable interest are the conditional probabilities
This represents, for a given sequence of critical values x ℓ , the probability of rejection now, given that we have not rejected up to now. Also set
A closely related quantity is the joint probability
Of course we have the relation α m+1 = 1 − p m+1 /p m . The overall assessment of the procedure involves computing the probability that at least one test rejects, i.e., the event ∪ m {T m > x m }. Now while [28] focus on computing the joint probabilities p m (7), we emphasize the α m s, although there is a ready equivalence between the two approaches. We first note a few elementary facts.
, which is called the Type I error rate of the sequential procedure -whereas the sequential Type I error rates are the quantities α m . This is nomenclature. By induction,
, as shown in [28] . Consider two extreme cases: first, if all the tests are independent, then α m is the mth marginal probability. If the tests are also identically distributed, then the sequential critical values are all the same, and equal to 1 − (1 − α) 1/M . If instead all the tests are fully dependent (say, actually identical), then there is really no multiple testing problem, and α must equal the sequential conditional probability. More generally, the test statistics are somewhat dependent and the relationship of marginal to joint distribution is more complicated.
The first challenge is to determine, for a given α, the critical values x m such that the corresponding sequential conditional or joint probabilities aggregate appropriately to α. As an initial step, one must choose the numbers p m or α m to satisfy the appropriate constraint; then we may determine the x m sequentially given certain information about the distribution functions. Whereas [28] choose to work with the p m , partitioning them such that they sum to α, we in contrast work with the α m . The reason is that we find these to be a more intuitive quantity, given their interpretation in the sequence of tests. In fact, it seems reasonable to impose that all the α m numbers be identically equal, say to a common value α 0 . Although this decision is arbitrary, it imposes an equitable restriction -each step of our testing procedure is treated equally. However, this approach need not generate the maximal possible power; determining a most powerful sequence of Type I error rates α m for Q statistics is difficult to discover a priori, because power depends on the nature of the alternative hypothesis through the unknown ρ, the residual asymptotic autocorrelations.
Our setting of equal sequential Type I error rates implies that p m = (1 − α 0 ) m and we must choose α 0 = 1 − (1 − α) 1/M (this approach does not work when M = ∞, and in fact the sequential conditional probabilities must decay, being non-constant, in this case). This is equivalent to taking a geometrically decaying sequence of joint probabilities in the [28] rationing of α. Note that if the tests happened to be independent, order would be unimportant and we should set all probabilities equal; setting all the conditional probabilities to be equal generalizes this concept to potentially dependent statistics.
A second challenge is to compute, for a given sequence x m , the joint and conditional probabilities. In practice, this is much easier than finding critical values, so we describe it first. Note that when the various x m correspond to the observed values of actual test statistics, the corresponding probabilities can be interpreted as sequential (conditional 
The second expression is useful for encoding the method, e.g., in R [26] . Now consider computation of critical values, using the α-rationing scheme described above. First compute x 1 such that 1−α 0 = 1−α 1 = P[T 1 ≤ x 1 ], possibly by inverting the marginal distribution, otherwise by using the approximation to p 1 above, noting that 1 − p 1 = α 1 . Given a knowledge of x 1 , x 2 , . . . , x m , we wish to compute m+1 − x m+1 such that j ∈ L(x m , x m−1 , . . . , x 1 ), and this will be the approximation to x m+1 .
We have found such a procedure to be effective, written in R, for determining critical values of Q statistics (more details given below). For simulation studies we lowered J to be 10 4 in order for the computations to finish in a reasonable amount of time, but for real data analysis J = 10 5 provided increased accuracywhile the calculations of all critical values and p-values completed in a few seconds.
It may arise that we desire some subset of the full sequence of test statistics. Of course, one could just relabel the subsequence and start the analysis over again. An alternative way of thinking about it is to view certain test statistics T j as "missing": then set p j = p j−1 and α j = 0, and essentially declare x j = ∞. Then when p-values are computed, the jth statistic offers no restrictions on the probabilities, as all Monte Carlo draws will be less than ∞. For critical values, use the same trick. Of course, if K of a sequence of M statistics are missing in this manner, then we should compute α 0 = 1 − (1 − α) 1/(M−K) , since we only really have M − K statistics to consider. Our R code is adapted to handle the calculations for any subset of Q statistics that is desired. Consider computation of the joint probabilities of asymptotic Q statistics, using the theoretical results of Section 2. Suppose that we consider a sequence of M asymptotic Q-statistics, denoted by the random vector Q = [Q 1 , Q 2 , . . . , Q M ], and we want to know the joint cdf for all the Q m with 1 ≤ m ≤ M , evaluated at non-negative numbers q m . Clearly
and we will denote this function by M . So by Monte Carlo methods we can easily approximate F Q . Note that direct simulation of the entire process to get the finite-sample distribution is not feasible; each draw of a Gaussian series, taking the model and MLE as truth, would need to be fitted with residuals computed -this is too expensive to be practical.
V M can be computed from the theoretical results, utilizing the null hypothesis, with MLEs substituted for PTVs. Details on the computation of V M for the case of a SARIMA model can be found in supplementary material for this paper [21] . Expressions for the ARMA and SARMA cases can be found in [23] .
Numerical studies and data analysis
In order to evaluate the practical importance of these ideas, it is helpful to do a simulation study. This will assess the impact of having a finite sample on the use of asymptotic critical values, under the rather idealized scenario of Gaussian data. Secondly, the new method should be compared to the standard Box-Pierce method on real time series, in order to form an idea of how much the proposed methodology really matters in practice. We first consider a simulation study of finite sample size impact, and then consider analysis of 9 U.S. Census Bureau time series.
Simulation study
Here we are interested in drawing samples from a monthly Gaussian Airline model with parameters .6 and .6 for the nonseasonal and seasonal moving average parameters, and unit innovation variance, with sample sizes of 10, 15, and 20 years. Since the data is seasonal, there may be considerable interest in residual autocorrelations at lags 12 and 24. By a "full" set of Q statistics, we mean the sequential procedure involving Q m for 1 ≤ m ≤ 24. But we might also consider certain subsets of the full M = 24 collection of Q statistics, as alluded to in Section 3. In particular, we might only be interested in those lags of the Q statistics deemed to be important to the model. One such subset -henceforth referred to as the "partial" set -consists of lags 1,2,3,4,12, and 24. Or we might just take the seasonal lags Q 12 and Q 24 ; this choice will be called the "restricted" set. Finally, one might just consider Q 24 , which being a marginal distribution has no multiple testing issue -this will be called the "maximal" set. Then for any of the four sets -full, partial, restricted, or maximal -we can determine the sequential Type I error rate appropriately, given a selection of the α for the sequential procedure described in Section 3. Of course, final results are contingent upon the set of statistics that is utilized.
For each simulation, we fit the airline model and construct critical values using the sequential procedure, for each of the four sets of Q statistics, for α = .01, .05, .10. We also compute the critical values for the classical method, which is defined by utilizing χ 2 m−r quantiles when the lag m exceeds r (this method does not use the sequential procedure, because it does not assume anything about the joint distribution of the Q statistics). By determining empirical model rejection rates over many simulations, we can evaluate the competing methods in terms of their Type I error, taking finite-sample effects into account.
The simulations were 5000 draws from a Gaussian airline model, with parameters .6, .6, with sample sizes n = 120, 180, 240. Tables 1 and 2 summarize the empirical size results for the four subsets of statistics, both LB and BP, as well as the classical method. The coverage of the new methods is somewhat rough when n = 120, and yet far superior to the classical method, which rejects far too often (as expected). The LB statistics were over-sized, with only marginal improvement as sample size increased. The BP statistics were under-sized, but actually improved quite a bit by sample size n = 240. Overall, the LB statistics have better size than the BP statistics, which is not surprising given the motivation for their definition [17] . Although the finite sample distribution is slow to converge to the asymptotic, the coverage for these subsets of Q statistics is adequate for practical applications, and is greatly superior to the classical coverage. The coverage for the partial and restricted cases is quite similar to that of the maximal case, which is encouraging.
Census bureau time series
We consider nine seasonal time series published by the Census Bureau from the Monthly Retail Sales Survey. Table 3 gives the names and descriptions of these series 4 . All series cover the period 1992 through 2007 inclusive (truncated to avoid the Great Recession, for simplicity). In each case we have performed the following analysis: fitted a SARIMA model (identified as best according to the automdl spec of X-12-ARIMA), with fixed effects handled appropriately; computed V ( θ) at the MLEs, as well as the LB statistics for lags 1 through 24; evaluated our proposed methodology with a sequential procedure α of .01, .05, .10 using either the full, partial, restricted, or maximal sets of Q statistics, along with the classical procedure. The competing sets of critical values are plotted along with the actual LB statistics.
In each graph (Figure 1 through 9) , for a fixed value of α, we see the actual LB statistics plotted as a function of lag, with the critical values plotted in other colors. If the former curve crosses above any of the critical values, it indicates rejection of the specified model according to that particular criterion. It is apparent that the results are sensitive to whether we adopt the full, partial, restricted, or maximal sets of Q statistics, as well as what the given α is set to be. In general, the modified critical values increase as a function of lag, but less smoothly than with the classical method. In most cases, the classical critical values are lower than the proposed full critical values, so that fewer models are rejected with the proposed method. However, this story changes when we move to the partial or restricted sets of Q statistics. Note that there is not so much discrepancy between the classical and proposed critical values as might be thought initially, which is due to the fact that the sequence of Q statistics are cross-correlated; recall that when the test statistics are fully correlated, there is no multiple testing problem. Also, since the critical values of the classical method ignore multiple testing, they should approximately agree (at lag 24) with the maximal critical value of our new method. This is because the only discrepancies between them would be due to our use of Corollary 1 to compute the critical values, as opposed to a χ 2 24−r . Since 24 − r is fairly large, the idempotent approximation of V is reasonably accurate, so that the exact asymptotic distribution differs very little from the χ 2 24−r , as discussed in Section 2. Another general feature is that the first r critical values for the default method are not available, since the degrees of freedom would not be positive in this case. Also, critical values decrease as we move from the upper α = .01 panel to the bottom α = .10 panel; note that the y-axes on the three panels have not been standardized, since it is not our primary intention to make comparisons across α.
Let us now discuss the individual results. All series required a log transformation, and were linearized (i.e., all types of fixed effects, such as outliers, Easter and trading day, were removed) before further analysis. For the Motor series ( Figure 1 ) a (012)(011) model was identified, and there seem to be no problems with it according to any of the four proposed sets of Q statistics, though according to the classical method rejection at the .05 and .10 levels is warranted. The Food series (Figure 2 ) has an airline model, and there is rejection -according to classical criteria -at α = .05, .10 at a few distinct lags. But accounting for multiple testing indicates this model would not be rejected at all. For the Elect series ( Figure 3 ) a (211)(011) model was identified, so that r = 4 (fairly high for a SARIMA model). For α = .05 we have rejection of the model based on the classical, full, restricted, and maximal schemes, but not for the partial scheme. Rejection at rate α = .10 occurs for all the schemes, and the problems seem to arise from the higher lags; no rejections occur at α = .01. The Furn series was identified as a (210)(011) model, and Figure 4 gives no reason to reject it (by any of the methods). The Gas series in Figure 5 follows a (012)(011) model, and at the α = .05 level is rejected under the classical, maximal, and restricted schemes. The problem lags occur at lags 11 and 13 in this case. At α = .10 the model would be rejected by the full scheme as well, while there would be no rejections for α = .01. The GenMerch series of Figure 6 follows an (011)(110) model, and there is no evidence whatsoever to reject it. The story is the same for the Groc series (Figure 7) , which was identified with a (110)(011) model. Likewise, the MenCloth and WomCloth series ( Figures 8 and 9 ) were both identified with (011)(011) models, which cannot be rejected. In summary, five of the nine series (Furn, GenMerch, Groc, MenCloth, WomCloth) provide no evidence of model misspecification. Two of the series (Elect and Gas) yield model rejection results both for the classical and the proposed methods, so there is an agreement of decisions. Finally, two of the series (Motor and Food) would be rejected by the classical method, while not being rejected by any of the proposed methods. We know that critical values are increased by accounting for multiple testing, so it is not surprising that sometimes we will incorrectly reject some models when using conventional χ 2 critical values.
A refined model for elect series
We now investigate the Elect series further. Figure 3 indicates that lag 13 can be an issue in the residuals, because the Q statistics are not significant for lags 1 through 12. Examination of the sample autocorrelation function for the differenced series indicates there is negative correlation at lag 13, but little correlation at other lags -this structure is difficult to capture with a SARIMA model. In particular, a moving average process with nonzero coefficient only at lag 13 cannot be described by an airline model (for the differenced series), because the lag 13 coefficient of an airline model is the product of the model's two parameters, each of which in turn equals the lag 1 and the lag 12 coefficients of the moving average. So instead of the identified (211)(011) SARIMA model, we will consider an order 13 moving average model where the first 12 coefficients are forced to be zero. For this model, the one parameter is θ 13 = .261 and the residuals appear to be white upon visual inspection. The LB statistics were then computed, and the revised results are plotted in Figure 10 ; this can be compared with Figure 3 . (Note that in the calculation of V M , having fixed coefficients in an MA (13) model means that the first 12 components of each b k vector in Theorem 1 is zero, and V M must be adjusted accordingly.) According to the full or partial criteria, the model is adequate, although the classical method flags some problems, and with α = .10 the restricted and maximal criteria still flag a problem at lag 24. However, the model seems to be a great improvement from the standpoint of time series residuals.
We might also evaluate the new model against the old model according to other criteria. The models are non-nested, so a Generalized Likelihood Ratio test cannot be applied. We can assess out-of-sample forecast performance by forecasting to horizons 1 and 12 based upon the two models being fitted to reduced spans of data; we utilized the revisions history diagnostic of X-12-ARIMA and X-13ARIMA-SEATS. The revisions history of the accumulated forecast error is generated with a start date of January 1992 and terminal dates of January 2000 up through December 2007.
Both the SARIMA (211)(011) -denoted as Model 1 -and the new modeldenoted as Model 2 -are fitted to each span, their forecasts generated to either 1 or 12 steps ahead, and cumulative sums of squared forecast errors are generated. The differences of the accumulating sums of squared forecast errors between the two competing models are plotted in the top panel of Figure 11 . As each new data point is added, the span expands by one month and both models are re- fitted, and new forecasts at horizons 1 and 12 are computed and a new difference in the accumulated forecast error is generated. (The dates on the x-axis of Figure 11 are not the span terminal dates, but the date of the corresponding forecast.)
If the direction of the accumulating differences is predominantly downward, this means that the forecast errors are persistently smaller for the first model, which indicates a preference for the second model. For more examples of forecast error history plots, see [5] .
We see that Model 2 performs better than Model 1 at 1-step ahead, but is inferior at 12 step-ahead forecasting. [22] argues that when working with misspecified models -so that one has not effectively "whitened the data's spectrum" -parameter estimates attuned to 1-step ahead or 12-step ahead loss can be quite different, and the 12-step ahead performance of models fitted according to a 1-step ahead criterion can be disappointing. In this case, the new model is useful for 1-step ahead forecasting, but for horizon 12 the default SARIMA (211)(011) is preferable.
There is a sizable dip in the 1-step ahead performance of Model 2, relative to Model 1, in the final year. Additional analysis reveals that the structure of the series changes slightly near the beginning of 2007 (leading into the Great Recession). Examining the revision history of the differences of the AICC diagnostic for the two models (bottom panel of Figure 11 ) shows the same pattern in the final years. This is not surprising, given that AICC is calculated from the Gaussian likelihood, which is directly related to the sum of squared forecast errors.
In summary, the sequential examination of Q statistics leads us to consider the 13th lag, and an alternative model that better whitens the spectrum. The resulting model has better 1-step ahead forecast performance, and superior AIC, as compared to the SARIMA (211)(011) contender, although the 12-step ahead forecasting performance is inferior. This demonstrates chiefly that the sequence of Q statistics -as opposed to sole consideration of one Q statistics with a high lag m -can be useful for determining alternative models. This is because the power of a Q statistic at lag m + 1 -given that all others at lags less than m + 1 are not significant -is chiefly generated by residual autocorrelation at lag m+ 1.
This reasoning, without formal justification until now, has served to justify the widespread use of multiple Q statistics in time series software used around the world.
Conclusion
This paper makes several novel contributions to an important problem in time series analysis. The use of Q statistics is widespread, has a long legacy (more than four decades), and despite recent alternatives seems likely to continue to occupy a central place among time series model diagnostics. Two outstanding issues with the conventional use of BP and LB statistics are that the asymptotic theory currently in common use is flawed, and secondly the use of multiple Q statistics suffers from the ubiquitous multiple testing problem.
The first issue is shown in this paper to be of primary concern when the number of lags m in a Q statistic are small; for larger m the χ 2 approximate asymptotic distribution of [3] is highly accurate. But given that small lags are of key interest in practice -and that the BP method furnishes no critical values at all when m is exceeded by the model order, since the degrees of freedom would be in essence negative -our correct asymptotic distribution is compelling. Our analysis generalizes and extends previous treatments of the topic, and also furnishes additional insight by allowing examination of the eigenvalues, so that one can understand the real differences between the χ 2 heuristic and the actual limit. The second issue is resolved in the paper through a sequential testing paradigm, which has precedent in [28] , but is developed somewhat differently here. When a series of test statistics is fully dependent, one need not worry about multiple testing, but for independent or partially dependent statistics, getting the Type I error rate is a serious issue. Our approach is effective and practical, as illustrated through our numerical studies.
In particular, our procedure involves an initial specification of a Type I error rate for the entire testing procedure, which is split equally into sequential error rates for conditional probabilities of rejection given that rejection has not yet occurred. The computations of critical values require software to compute the crucial asymptotic covariance matrix V , which is only approximately idempotent for large lags. Equipped with the MLEs and a knowledge of the fitted SARIMA model, R software can rapidly produce this matrix and determine the corresponding asymptotic distributions of sample autocorrelations of time series residuals 5 . We propose a Monte Carlo method for determining joint and conditional probabilities of test statistics, and for the corresponding critical values. In our implementation this process requires only a few seconds (this time depends on the number of Monte Carlo draws) for each series, no matter its length, and therefore is not onerous. Given the grossly inadequate inferences that can arise from using the classical method, i.e., by ignoring the multiple testing problem, our proposed method is both important and viable.
The crucial defect of the classical method is its inadequate handling of the multiple testing problem; the use of χ 2 critical values is a secondary, and lesser problem. Our derivation of the exact distribution is important chiefly because it allows treatment of the joint distribution -if one were only concerned with a single Q statistic at high lag, then the methodology proposed here would grant little improvement in return for a slight delay in computing time, and we would not advocate it. The key is that typical users of time series software do indeed examine multiple Q statistics simultaneously. Our method is able to address this case, as well as the case where a single Q statistic for a low lag is of interest. The main tradeoff is the additional computational time required. so long as the Null Hypothesis holds.
The conditions of the theorem guarantee that Lemma 1 holds. Also since X = O P (n −1/2 ), we can show using Lemmas 2, 3, and 4 of [19] , along with the Cauchy-Schwarz inequality, that R = O P (1/ √ n). (We use the fact that
. Expanding again using the same techniques,
where Y is the demeaned X vector. In these calculations, the spectral density can be evaluated at any parameter, even θ. Finally, we can apply Lemma 1 to conclude that √ n γ k = O P (n −1/2 ) + √ nγ k .
Proof of Corollary 1. The result is immediate from Slutsky's theorem. Also since γ k and γ k are asymptotically equivalent, the same follows for the autocorrelations.
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