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Resumen
Jose´ Manuel Vela Haro.
Candidato para obtener el grado de Maestr´ıa en Log´ıstica y Cadena de Suministro.
Universidad Auto´noma de Nuevo Leo´n.
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio: Prediccio´n de la demanda utilizando softcomputing:
caso industria automotriz.
Nu´mero de pa´ginas: 116.
Objetivos y me´todo de estudio: Mejorar el rendimiento en el proceso de
planeacio´n de la demanda de productos o servicios en la industria automotriz de
veh´ıculos ligeros mediante una herramienta de prono´sticos de ventas que integre las
variables cualitativas de juicios de expertos y cuantitativas como datos histo´ricos,
con la finalidad de contribuir en la toma de decisiones.
El me´todo de estudio contempla te´cnicas cualitativas y cuantitativas en la
recoleccio´n y ana´lisis de los datos, se consideran los enfoques:
Segu´n la intervencio´n del investigador es observacional, es decir, los datos re-
flejan los eventos naturales de su ana´lisis.





En la actualidad las cadenas de suministro son cada vez ma´s complejas, obli-
gando a las organizaciones a ser competitivas y generar estrategias que promuevan
la eficiencia de costos aunado a la minimizacio´n de esfuerzos. La planeacio´n es par-
te esencial, pues de ella se desprende el conjunto de tareas que brindan soporte
a las operaciones como el suministro, transporte, transformacio´n, almacenamiento,
distribucio´n y comercializacio´n (Sunil y Peter, 2008).
El presente trabajo tiene el objetivo de generar una herramienta que contri-
buya en el proceso de planeacio´n mediante un modelo de prono´sticos de demanda
integrando la percepcio´n de expertos y registros histo´ricos. Mediante la aplicacio´n
del instrumento Delphi como medio de recoleccio´n de informacio´n y te´cnicas de in-
teligencia artificial, tales como: lo´gica difusa y redes neuronales artificiales como
herramientas de ponderacio´n e integracio´n respectivamente. La propuesta contem-
pla generar proyecciones de ventas a partir de variables del entorno que impactan o
modifican el comportamiento de la demanda en conjunto con los registros histo´ricos
de ventas, con el objeto de aumentar la eficiencia y eficacia en la administracio´n de
recursos.
A continuacio´n, se describen las generalidades del proyecto, planteamiento del
problema, objetivo, hipo´tesis, justificacio´n, metodolog´ıa propuesta en esta investiga-
1
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cio´n, adema´s se describe la estructura del documento.
1.1 Planteamiento del problema
El estudio propuesto se centra en el sector automotriz de veh´ıculos ligeros auna-
da con los retos actuales, el descenso de las ventas de unidades motrices, el aumento
de los costos de manufactura, transporte, almacenamiento, y la reestructuracio´n de
la industria con enfoque a las energ´ıas limpias.
El sector automotriz es la segunda industria de mayor aportacio´n al PIB me-
xicano con un 3.7%, despue´s de la industria agroalimentaria, en la actualidad se
presentan conflictos en el comportamiento de ventas de unidades motrices, del an˜o
2017 al 2018 se redujo un 7.1%, es decir, de 1 530 498 a solo 1 421 458 unidades.
Tambie´n se registra un aumento en los costos en el mismo periodo, la manufactura
7.05% y el transporte, correo y almacenamiento 6.03% segu´n la Asociacio´n Me-
xicana de la Industria Automotriz A.C (AMIA, 2018) y el Instituto Nacional de
Estad´ıstica y Geograf´ıa (INEGI, 2018). Estos factores limitan las capacidades de las
organizaciones, se reducen las utilidades de la comercializacio´n en conjunto con el
aumento de los costos de las actividades log´ısticas.
Las energ´ıas limpias o renovables con nula produccio´n de CO2 es otro de los
factores que repercute en el desempen˜o de las organizaciones, la mayor´ıa de las
empresas esta´n realizando reestructuraciones de sus productos y tecnolog´ıas, con
enfoque a la produccio´n de unidades 100% ele´ctricos. Segu´n Forbes (2018) la empresa
Ford dejara´ de producir algunas de sus unidades con motor a combustio´n y Guardiola
(2018) describe los cambios en la empresa General Motors (GM) y su apuesta por
las nuevas tecnolog´ıas.
Todos estos cambios en la industria obligan a las empresas a realizar una
adecuada distribucio´n de sus recursos. La toma de decisiones adquiere importancia,
pues es la encargada de gestionar adecuadamente los esfuerzos, es decir, mediante
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las actividades de planeacio´n se brinda soporte a la cadena de suministro y se busca
mitigar los cambios en el mercado de compradores y el aumento de costos.
1.2 Objetivo
Mejorar el rendimiento en el proceso de planeacio´n de la demanda de productos
o servicios en la industria automotriz de veh´ıculos ligeros mediante una herramienta
de prono´sticos de ventas que integre las variables cualitativas de juicios de expertos
y cuantitativas como datos histo´ricos, con la finalidad de contribuir en la toma de
decisiones.
1.3 Hipo´tesis
Mediante la implementacio´n de variables cualitativas, juicios de expertos y
cuantitativas, datos histo´ricos, se mejorara´ el proceso de prono´sticos de ventas, y se
generara´n proyecciones de demanda en la industria automotriz de veh´ıculos ligeros
con mayor eficiencia respecto a las te´cnicas tradicionales mediante las me´tricas de
desempen˜o.
1.4 Justificacio´n
El proceso de prediccio´n de la demanda en la cadena de suministro automotriz
contribuye en el soporte en la toma de decisiones, tales como: recurso humano,
capacitacio´n de personal y plantilla requerida; capacidad productiva, instalaciones,
tasa de produccio´n, inventarios de insumos, producto terminado, etce´tera (Heizer y
Render, 2004).
La actual crisis que se presenta en la industria obliga a generar estrategias que
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permitan gestionar los recursos de manera eficiente, buscando mitigar los cambios en
el sector, tales como: la reduccio´n en la comercializacio´n de unidades, el aumento en
los costos de produccio´n, transporte, correo, y almacenamiento. Mediante la toma de
decisiones se busca compensar estas variables, es decir, generar actividades adecuadas
que mitiguen el grado de repercusio´n, en la mayor´ıa de los casos ellas se soportan
en te´cnicas cient´ıficas de origen matema´tico y estad´ıstico, mismas que tiene validez
cient´ıfica y esta´n respaldadas por su eficiencia al contribuir y facilitar las tareas del
administrador.
En este a´mbito se han realizado algunas investigaciones, por su parte Busta-
mante et al. (2013) buscan mejorar el proceso de planeacio´n de la demanda en el
sector automotriz integrando encuestas de expertos y me´todos matema´ticos o es-
tad´ısticos, mientras que el trabajo elaborado por Morales et al. (2008) desarrollan
la evaluacio´n de te´cnicas de prono´sticos en la industria automotriz. Las investiga-
ciones muestran que estas te´cnicas son de gran utilidad, en el ana´lisis de dichas
herramientas se puede observar que uno de los aspectos a mejorarse es el conjun-
to de informacio´n que se incorpora en el estudio, es decir, solo se utilizan datos
cualitativos o cuantitativos.
Por lo tanto, la presente investigacio´n propone generar una herramienta integral
que busca combinar variables del entorno, es decir, factores que influyen directamente
sobre la demanda en conjunto con los datos histo´ricos de ventas, con el objetivo de
aumentar la eficiencia y la adecuada administracio´n en la cadena de suministro.
1.5 Metodolog´ıa
La metodolog´ıa de la investigacio´n se plantea en 5 etapas:
1. Realizar un ana´lisis de la literatura que contempla art´ıculos cient´ıficos y tesis
con enfoque en el procesos de planeacio´n de la demanda, tales como: actividades
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y herramientas de prono´sticos.
2. Documentar las te´cnicas de inteligencia artificial existentes y de aplicacio´n en
los procesos de planeacio´n de la demanda.
3. Proponer un me´todo de prono´sticos de demanda en el que se integre la in-
formacio´n cualitativa mediante juicios de expertos y datos cuantitativos como
histo´ricos de ventas.
4. Evaluar y analizar la herramienta propuesta contra me´todos de prono´sticos
tradicionales y de inteligencia artificial.
5. Validar la propuesta de prono´stico de demanda integrada por datos juicios de
expertos e histo´ricos de ventas a partir del desarrollo de un caso de estudio en
la industria automotriz de veh´ıculos ligeros.
1.6 Estructura del documento
A continuacio´n, se describe la estructura del presente documento. El cap´ıtulo 1
esta compuesto por las generalidades del proyecto, planteamiento de problema, obje-
tivo de tesis, hipo´tesis planteada, justificacio´n del trabajo elaborado, y metodolog´ıa
propuesta en el desarrollo de esta investigacio´n.
El cap´ıtulo 2 esta´ integrado por la revisio´n de la literatura, es decir, la docu-
mentacio´n de definiciones y herramientas implementadas en el proceso de planeacio´n.
En este se encuentran las te´cnicas tradicionales, me´todos h´ıbridos y la aplicacio´n de
inteligencia artificial, tales como: lo´gica difusa y redes neuronales artificiales en la
generacio´n de prono´sticos de demanda, casos de estudio y me´tricas de validacio´n.
El cap´ıtulo 3 esta´ compuesto por el me´todo propuesto de generacio´n de prono´sti-
co de ventas mediante la integracio´n de variables cualitativas y cuantitativas, en e´l
se describen los medios y me´todos aplicados desde la obtencio´n de informacio´n hasta
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la generacio´n de proyecciones de demanda. En este apartado se realiza la descrip-
cio´n detallada de las herramientas, tales como: me´todo Delphi, lo´gica difusa y red
neuronal artificial de series de tiempo. Tambie´n integra la descripcio´n del caso de
estudio en la industria automotriz.
El cap´ıtulo 4 esta´ integrado por cada una de las actividades realizadas en el
proceso de aplicacio´n. Se describe cada una de las herramientas en conjunto con los
datos resultantes y su respectiva validacio´n. En este apartado se evalu´a la informa-
cio´n obtenida de los expertos, el procesamiento de los datos mediante lo´gica difusa y
red neuronal artificial y posterior se realiza la validacio´n de la herramienta mediante
una comparativa con las te´cnicas tradicionales y el nivel de eficiencia.
En el cap´ıtulo 5 se presentan las conclusiones, se describe cada uno de los
hallazgos observados, recomendaciones e implicaciones del me´todo propuesto. El
documento finaliza con el apartado de ape´ndices, glosario de te´rminos y cuestionarios
aplicados a los expertos.
Cap´ıtulo 2
Antecedentes
El presente cap´ıtulo tiene como finalidad elaborar la revisio´n literaria corres-
pondiente a las herramientas de prediccio´n de la demanda en la cadena de suministro.
El estudio se integra por los siguientes conceptos, integracio´n, flujo de productos,
servicios, satisfaccio´n del cliente, gestio´n del riesgo, eventos disruptivos, efecto la´tigo,
control, toma de decisiones, herramientas de prediccio´n de la demanda, prono´sticos
combinados, y la aplicacio´n de te´cnicas de inteligencia artificial, tales como: lo´gica
difusa, redes neuronales artificiales, entre otras.
La estructura propuesta contempla una revisio´n de literatura, cadena de su-
ministro como universo de aplicaciones, importancia de la toma de decisiones, y la
aplicacio´n de las herramientas de prono´sticos de la demanda.
2.1 Revisio´n de la literatura
La documentacio´n de antecedentes contemplo´ el ana´lisis de art´ıculos cient´ıficos
en la base de datos de la Universidad Auto´noma de Nuevo Leo´n, Dgb.uanl.mx,
esto englobo´ las publicaciones correspondientes del an˜o 2008 al 2017. Las palabras
clave de bu´squeda fueron: prono´stico, inteligencia artificial, machine learning, redes
neuronales artificiales y lo´gica difusa. El resultado de bu´squeda represento un total
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de 1070 art´ıculos, seleccionando 46 en los idiomas ingle´s o espan˜ol, mismos que se
desarrollan a lo largo del cap´ıtulo. Este apartado se integra por cuatro secciones,
revisio´n de la literatura, cadena de suministro, toma de decisiones, y la aplicacio´n
de herramientas.
En la segunda seccio´n corresponde a la cadena de suministro, se realiza una
descripcio´n de las principales caracter´ısticas o factores que afectan el flujo de produc-
tos. Mientras que en el apartado de toma de decisiones se describen los conceptos,
gestio´n del riesgo, herramientas que se implementan en la toma de decisiones, acti-
vidades de soporte, tiempos y cualidades de estas metodolog´ıas. El apartado final
corresponde a la aplicacio´n de las herramientas de toma de decisiones, este contempla
cualitativas, cuantitativas, combinadas, y tambie´n lo correspondiente a inteligencia
artificial, tales como: lo´gica difusa y redes neuronales artificiales.
2.2 Cadena de suministro
En la actualidad las cadenas de suministro se vuelven complejas, los mercados
son demandantes, la competencia siempre esta´ presente y el conjunto de clientes
es cada vez ma´s exigente, las empresas se ven obligadas a generar productos de
calidad, a un precio adecuado y localizarlo en el lugar demandado. Para lograr esto los
administradores deben elaborar un conjunto de actividades que soporte el desarrollo
de operaciones.
La administracio´n de la cadena de suministro son un conjunto de actividades
que se realizan a fin de mantener el flujo en los canales desde el abastecimiento hasta
la distribucio´n, es el proceso de control que permite el transporte de materias primas,
productos, servicios, informacio´n, efectivo, etc. Adema´s, se busca que el proceso se
genere de manera coordinada desde el proveedor hasta el consumidor (Sunil y Peter,
2008; H.Roland, 2004).
La cooperacio´n es parte indispensable en el proceso log´ıstico, por lo que, se bus-
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ca generar relaciones directas e indirectas que propicien el beneficio mutuo. Esto se
logra mediante el conjunto de acciones que se realizan a fin de compartir informacio´n
que les permite a los administradores tomar decisiones con el objeto de minimizar
errores (Thomas, 1996; Stevens, 1989). Por lo tanto, el compartir informacio´n con
las organizaciones contribuye en la toma de decisiones.
La toma de decisiones tambie´n se soporta mediante gran cantidad de herra-
mientas que contribuyen en la planeacio´n de la demanda, tales como: me´todos es-
tad´ısticos, matema´ticos, sistemas informa´ticos (TICs), te´cnicas de inteligencia artifi-
cial, etce´tera (Bowersox et al., 2007; Mentzer et al., 2001; Correa y Go´mez, 2009). En
conclusio´n, la aplicacio´n de diferentes metodolog´ıas tiene como objetivo minimizar
el grado de afectacio´n que generan los cambios en el entorno.
2.3 Toma de decisiones en la cadena de
suministro
Los eventos disruptivos son variables que afectan el a´mbito operativo, tienen la
capacidad de modificar el desarrollo de actividades administrativas, de transporte,
almacenamiento, produccio´n, distribucio´n, entre otras. Estos efectos pueden ser de
origen interno, al mantener una relacio´n directa con las actividades operativas o
externo, al mantener una relacio´n indirecta (Hu et al., 2008).
Los cambios de origen interno guardan relacio´n directa con la operacio´n de la
organizacio´n en el abastecimiento, transporte, trasformacio´n, distribucio´n, y comer-
cializacio´n de los productos o servicios, mientras que de origen externo no guardan
una relacio´n directa, sin embargo, tienen la capacidad de afectar la operacio´n de las
organizaciones, estos factores pueden ser de diferentes a´mbitos, tales como: econo´mi-
cos, pol´ıticos, medioambiental, etce´tera (Ardila et al., 2014; Sanchis y Poler, 2011).
Los administradores deben identificar sucesos inesperados mediante el desarro-
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llo de capacidades. Las empresas logran anteponerse a factores externos mediante el
desarrollo profesional de sus trabajadores, el fortalecimiento empresarial o la imple-
mentacio´n de nuevas herramientas (Craighead et al., 2007). Adema´s, esto permite
mejorar la flexibilidad ante sucesos no pronosticados o percibidos.
El desarrollo de la flexibilidad se comprende como una capacidad. Es la habili-
dad que desarrollan las empresas, a fin de asegurar el flujo de productos o servicios,
buscando minimizar el grado de conflicto mediante la administracio´n y absorcio´n de
los eventos que repercuten en las operaciones (Skipper y Hanna, 2009). As´ı mismo, se
le domina entidades resilientes al integrar caracter´ısticas de agilidad y adaptacio´n al
cambio. Las cadenas de suministros resilientes son aquellas que mediante la mejora
continua desarrollan habilidades que les facilita aumentar la flexibilidad, permitiendo
minimizar los cambios en el entorno (Medina Salgado, 2012). Algunas de las estrate-
gias implementadas por las organizaciones es recurrir a herramientas matema´ticas,
estad´ısticas, inteligencia artificial, etce´tera. La utilizacio´n de herramientas tecnolo´gi-
cas y cient´ıficas brinda soporte a las organizaciones, permite administrar el riesgo
mediante sistemas de coordinacio´n, planificacio´n, proyeccio´n, adema´s de contribuir
en la gestio´n, al ser parte indispensable en cualquier organizacio´n.
2.3.1 Gestio´n del riesgo de la cadena de suministro
Los riesgos en la cadena de suministro son factores que afectan las operaciones
de las organizaciones, se suelen presentar con los proveedores de materias primas,
transporte de materiales, procesamiento, distribucio´n de productos, entrega al con-
sumidor, etce´tera (Ju¨ttner, 2005; Lambert y Cooper, 2000). Tienen la capacidad
de generar conflicto en las actividades estrate´gicas, ta´cticas u operativas de las or-
ganizaciones, generando distorsio´n en la coordinacio´n o sincron´ıa. Dichos efectos
interrumpen la comunicacio´n, suministro, produccio´n, inventarios, etce´tera (Medi-
na Salgado, 2012; Ardila et al., 2014; Ju¨ttner, 2005).
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A las modificaciones en los patrones de demanda o consumo se le conoce co-
mo el efecto la´tigo y es una de las acciones ma´s recurrentes a nivel operativo. Se
genera una distorsio´n en el nivel de consumo y en el transporte de productos. Es
informacio´n que se expande irregularmente entre los eslabones, generando o´rdenes
de compra superiores a las requeridas en la demanda original con el objetivo de
proteger el consumo de los clientes (Diaz et al., 2017). Uno de los ejemplos simples
es la adquisicio´n injustificada de insumos o productos en los inventarios.
Los inventarios reflejara´n estrategias de proteccio´n mediante el aumento des-
proporcionado de productos o materias primas. Algunos de los problemas a los que
se enfrentan los administradores al presentarse este tipo de situaciones son costos
adicionales de administracio´n, transporte, mantenimiento, manipulacio´n, obsoles-
cencia, etce´tera. A trave´s del ana´lisis y la comunicacio´n las empresas implementan
estrategias enfocadas en administrar eventos inesperados (Gutie´rrez y Vidal, 2008;
Mej´ıa Villamizar et al., 2013).
La implementacio´n de estrategias empresariales busca gestionar el riesgo. Son
las actividades fomentadas con el objetivo de evitar eventos disruptivos que tengan
la capacidad de modificar el desarrollo normal de las actividades (Lee, 2008; Chris-
topher, 2016; Barratt y Oke, 2007). El objetivo es reducir los eventos inesperados o
esperados mediante el desarrollo de capacidades que permitan minimizar sus efectos,
entre ellos el efecto la´tigo.
La administracio´n busca generar actividades que permitan contener las accio-
nes que afectan la operacio´n regular de las organizaciones. El objetivo es garantizar
estabilidad en el flujo de informacio´n, cada integrante debe conocer los cambios o
fluctuaciones a lo largo de la cadena y de la misma manera contribuir en la toma de
decisiones. Habr´ıa que comentar que tambie´n existen una gran variedad de herra-
mientas que contribuyen en ello, tales como: los sistemas informa´ticos, estad´ısticos,
matema´ticos, inteligencia artificial, entre otros (Lee, 2008).
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2.3.2 Herramientas en la toma de decisiones
El proceso de planeacio´n en la cadena de suministro se soporta en herramientas
que contribuyen en la toma de decisiones. Los me´todos cualitativos son proyecciones
con base en la experiencia del administrador, es la persona que cuentan con determi-
nado grado de antigu¨edad en una a´rea, permitiendo identificar variables de consumo
con gran precisio´n y tiene conocimiento global del mercado de competidores y con-
sumidores, mientras que los me´todos cuantitativos son herramientas matema´ticas y
estad´ısticas que utilizan los datos histo´ricos de ventas, produccio´n, etce´tera, con el
objeto de realizar proyecciones a un periodo extra o futuro manteniendo una ten-
dencia similar a las analizadas en periodos anteriores. La seleccio´n de ella se deriva
de la necesidad operativa de la organizacio´n (Heizer y Render, 2004; Eppen et al.,
2000).
La prediccio´n es una actividad fundamental e imprescindible en la gestio´n em-
presarial a corto, mediano, y a largo plazo. La planificacio´n operativa contempla
periodos de tiempo con base en las metodolog´ıas y herramientas que responden a las
caracter´ısticas mismas del producto, competencia, mercado de consumidores, entre
otras. Las herramientas se clasifican como cualitativas, juramento de opinio´n ejecu-
tiva, grupo de consenso, composicio´n de la fuerza de venta, encuestas en el mercado
de consumidores y cuantitativas, enfoque intuitivo, promedios mo´viles, suavizacio´n
exponencial, regresio´n lineal, etce´tera. (Heizer y Render, 2004; Eppen et al., 2000).
2.3.3 Herramientas cualitativas
Las te´cnicas cualitativas se elaboran a partir de la experiencia del personal
que labora en las empresas. Son juicios o aportaciones que surgen de la experiencia
misma, conocimiento de su mercado, competencia o consumidores (Heizer y Render,
2004). A continuacio´n, se enlistan algunas de las herramientas que contribuyen en
el proceso de prediccio´n de demanda a partir de datos subjetivos.
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Juramento de ejecutivo, es basado en la opinio´n respaldada por la experiencia
del personal administrativo de alto rango, al conocer las tendencias o com-
portamiento, tambie´n se basa en la integracio´n de nuevos clientes, adema´s de
crisis en el mercado.
Grupo de consenso o me´todo Delphi, es la dina´mica que busca reunir las opi-
niones de los expertos, interpretar y analizar las tenencias existentes, este tipo
de metodolog´ıa se caracteriza por ser de simple aplicacio´n, y uno de los obje-
tivos es revelar informacio´n sin ningu´n tipo de sesgo o influencia del personal
que colabora (Eppen et al., 2000).
El enfoque de ventas, es la tema´tica aplicada en la prediccio´n de la deman-
da, este me´todo es localizado directamente en el a´rea de ventas, el personal
tiene amplia experiencia en los niveles de demanda, al conocer claramente a
los clientes, generando certeza al establecer la prediccio´n, esto so´lo aplica a
personal con antigu¨edad en el puesto de trabajo.
Encuestas de mercado de consumidores, es una te´cnica simple del departa-
mento de ventas, entabla comunicacio´n con el cliente con antigu¨edad suficiente
para emitir un juicio objetivo de la demanda en un periodo futuro espec´ıfico
(Toro O., 2004).
En la actualidad el desarrollo de las investigaciones obliga a implementar te´cni-
cas de estudio riguroso y estructuradas que validen el medio de recoleccio´n sistema´ti-
co. La metodolog´ıa Delphi representa una alternativa utilizada en gran cantidad de
estudios para la consulta sistema´tica de percepciones de un entorno espec´ıfico (Fi-
gueroa et al., 2012). A continuacio´n, se realiza una breve descripcio´n.
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2.3.4 Metodolog´ıa Delphi
Es una herramienta que se basa en el consenso de las perspectivas de los ex-
pertos. La finalidad es establecer relaciones entre las opiniones e identificar variables
de entorno mediante preguntas y cuestionarios sucesivos, a fin de eliminar incerti-
dumbre en el estudio. Adema´s, los medios de aplicacio´n son simples, facilitando la
recoleccio´n de informacio´n (Reguant y Torrado, 2016; Gil y Pascual, 2012).
La metodolog´ıa Delphi se desarrolla con base a un conjunto sucesivo de cues-
tionarios con el objetivo de identificar el consenso en la opinio´n de los expertos
seleccionados y es aplicada de manera ano´nima. El proceso se establece en tres fa-
ses, inicia al contemplar la opinio´n de cada experto, permite conocer el universo
de aplicacio´n y longitud del estudio elaborado, continu´a con la combinacio´n de las
opiniones de los expertos, se comunican los resultados, terminando con el consenso.
Los medios de aplicacio´n de la te´cnica suelen ser v´ıa correo electro´nico o de manera
f´ısica (Eppen et al., 2000; Heizer y Render, 2004).
La calidad de los resultados dependera´ de los cuidados que se apliquen en la ela-
boracio´n de los cuestionarios, seleccio´n de los expertos o la estructura de aplicacio´n,
se elaboran tantas rondas como sea necesario en la validacio´n de la informacio´n.
2.3.5 Herramientas cuantitativas
Las te´cnicas cuantitativas son herramientas matema´ticas y estad´ısticas que
utilizan los datos histo´ricos. La informacio´n de ventas, produccio´n, transporte, al-
macenamiento, etce´tera, en la proyeccio´n de un periodo futuro. A estos me´todos
tambie´n se le conoce como series de tiempo (Heizer y Render, 2004; Eppen et al.,
2000). Mediante los datos histo´ricos de demanda las organizaciones pronostican las
ventas o produccio´n futura en conjunto con un porcentaje de error. A continuacio´n,
se describen algunos modelos aplicados en la prediccio´n:
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Promedios mo´viles o ponderados, son utilizados en la proyeccio´n de tendencias
o factores estacionales, se elabora mediante los datos histo´ricos de demanda,
ventas, produccio´n, transporte, etce´tera. Mediante el promedio de periodos
pasados se genera un valor futuro.
Suavizacio´n exponencial, es una te´cnica similar o modificada a partir de prome-
dios mo´viles y la agregacio´n de un valor estad´ısticos, la particularidad de este
estudio es la aplicacio´n de pesos desde 0-1 y hace referencia a estacionalidad o
tendencia, tales como: modelo simple, doble o de Hotl, triple, etce´tera.
Prono´stico asociativo, es aque´l en el que se identifica una dependencia o co-
rrelacio´n, a estos modelos estad´ısticos se les denomina de regresio´n, se integra
de una o ma´s variables dependientes e independientes. Estos modelos suelen
ser regresio´n simple o mu´ltiple, la interpretacio´n suele identificarse mediante
la correlacio´n existente.
Los modelos de prono´sticos cuantitativos se evalu´an mediante me´tricas de error del
prono´stico. Son las te´cnicas que permite realizar comparacio´n entre el valor obtenido
del histo´rico original con respecto al valor proyectado y se le denomina desviacio´n.
El valor del error global se puede obtener mediante las siguientes me´tricas: media del
error absoluto (MEA), media del error porcentual absoluto (MEPA), error cuadra´tico
medio (ECM), etce´tera (Acosta Rı´os et al., 2009).
Las te´cnicas de prono´sticos son herramientas desarrolladas con el objetivo de
contribuir en las a´reas administrativas o de toma de decisiones. Mediante estas he-
rramientas se permite generar una distribucio´n adecuada de esfuerzos y recursos.
Cap´ıtulo 2. Antecedentes 16
2.4 Aplicacio´n de herramientas en la toma de
decisiones
En este apartado se podra´ encontrar la documentacio´n referente a las te´cnicas
de prediccio´n de demanda con enfoque a los prono´sticos combinados y metodolog´ıas
que permiten su integracio´n, adema´s de realizar la revisio´n de la literatura de las
principales investigaciones en las que se utilizan las redes neuronales artificiales o
algoritmos con el objeto de integrar la informacio´n cualitativa y cuantitativa.
2.4.1 Te´cnicas estad´ısticas cla´sicas
A continuacio´n, se realiza la revisio´n literaria de las principales investigaciones
aunado al ana´lisis y evaluacio´n de los resultados al combinar diferentes metodolog´ıas
de prono´sticos de demanda.
El trabajo elaborado por Clemen (1989), contempla una revisio´n literaria de
las principales te´cnicas de integracio´n de prediccio´n, manteniendo un enfoque en
los a´mbitos de meteorolog´ıa, psicolog´ıa, estad´ıstica y ciencias administrativas. La
documentacio´n tiene sus inicios antes del an˜o 1960 con limitadas contribuciones y
hasta el an˜o 1990 con un total de 200 art´ıculos, se relatan los principales hallazgos en
torno a la psicolog´ıa y las ciencias administrativas, guarda un enfoque a la prediccio´n
de actividades de la manufactura.
Los desarrollos se centran en la integracio´n de herramientas matema´ticas, co-
eficientes de regresio´n y se comparan estimadores, tales como: mı´nimos cuadrados,
seleccio´n de mı´nimos cuadrados al azar y sistemas bayesianos equivalente. La mayor
parte de la revisio´n documental contempla sistemas meteorolo´gicos y tambie´n sur-
gen investigaciones que proponen el combinar metodolog´ıas orientadas al ambiente
empresarial.
Cap´ıtulo 2. Antecedentes 17
Mientras que el trabajo elaborado por Armstrong y Collopy (1998), comprende
la recopilacio´n de te´cnicas de integracio´n en los prono´sticos de series de tiempos y
juicios de expertos. Su estudio contempla el ana´lisis de 47 art´ıculos cient´ıficos, el
proceso de integracio´n y los cuidados a tener en cuenta al momento de ejecutar la
validacio´n. Las metodolog´ıas observadas son: unio´n de tipo escalonada, se elabora
un prono´stico para posteriormente integrarlo en una segunda etapa y el desarrollo
en paralelo.
Elabora la siguiente clasificacio´n: revisio´n de juicios de expertos, prono´sticos
combinado, extrapolacio´n estad´ıstica, reglas ba´sicas y modelos econome´tricos. La
propuesta por su parte establece tres puntos importantes a tomar en cuenta al mo-
mento de realizar la integracio´n de prono´stico, relevancia en los datos cuantitativos,
juicios imparciales e informacio´n relevante de la opinio´n de los expertos.
En el mismo sentido en el trabajo elaborado por Sanders y Ritzman (2004),
propone una metodolog´ıa de desarrollo e integracio´n de prono´sticos, ajustes juiciosos
en componentes cualitativos por parte de los expertos, correccio´n cuantitativa me-
diante el juicio, combinacio´n de prono´sticos cualitativos y cuantitativos en el mismo
nivel o de accio´n simulta´nea, y ajuste en las entradas del modelo.
La propuesta contempla integrar prono´sticos de series de tiempos y juicios de
expertos. El estudio de la demanda contempla factores internos y externos, integrados
por los juicios de los expertos, ponderacio´n de opiniones e histo´ricos de demanda.
La integracio´n tiene como objetivo ser un simple promedio mo´vil o informacio´n
subjetiva recopilada en el modelo de series de tiempo cla´sicos.
Por lo tanto, los me´todos cla´sicos representan una gran alternativa, se esta´n
estudiando formas de integrar factores tanto internos como externos con la finalidad
de enriquecer las predicciones y reducir el error. As´ı mismo en la actualidad se
presentan nuevas tecnolog´ıas que buscan contribuir en la integracio´n, como lo son
los sistemas informa´ticos y la inteligencia artificial (IA).
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2.4.2 Inteligencia artificial en la cadena de suministro
La inteligencia artificial (IA) son herramientas que en la actualidad experimen-
tan sus aplicaciones en distintas industrias, tecnolog´ıa mo´vil, automotriz, sistemas
de informacio´n, etce´tera. Su objetivo es contribuir en el desempen˜o de las organi-
zaciones y en la toma decisiones, generar seguridad y certeza en las operaciones. A
continuacio´n, se describen algunas de las investigaciones que utilizan lo´gica difusa
(LD) y redes neuronales artificiales (RNA).
El trabajo propuesto por Escobar Go´mez et al. (2010), contempla la imple-
mentacio´n de la te´cnica de LD en la elaboracio´n de prono´sticos de demanda en una
empresa embotelladora de bebidas carbonatadas. El estudio generar la proyeccio´n
mediante los factores del entorno, tales como: temporada, percepcio´n, y competen-
cia. La construccio´n del mecanismo difuso contempla las funciones de membres´ıa:
triangular, trapezoidal, y este contempla los conjuntos difusos: bajo, medio, alto,
malo, regular, bueno, respectivamente. Demuestran que la implementacio´n de LD
permite generar proyecciones con base al comportamiento del entorno y contribuye
en la toma de decisiones desde una perspectiva diferente.
El trabajo elaborado por Ratna y Prasad (2015), propone la aplicacio´n de te´cni-
cas de IA en el prono´stico de la demanda en la cadena de suministro. Su propuesta
contempla desarrollar una RNA que facilite la prediccio´n mediante la utilizacio´n de
histo´ricos, evaluo´ los algoritmos de entrenamiento: Batch Gradient Descent, Variable
Learning Rate, Conjugate Gradient Algorithms y Levenberg-Marquardt.
La elaboracio´n de la prediccio´n de la demanda integra el histo´rico de tres
an˜os, caso de estudio real y la construccio´n de una RNA multicapa. El modelo
contempla alimentar y entrenar el algoritmo, finaliza con la validacio´n mediante la
me´trica MEPA. La experimentacio´n se realiza mediante el software Matlab, utiliza la
herramienta ToolBox, el entrenamiento de la neurona es retropropagacio´n (BPN), los
resultados obtenidos del algoritmo Levenberg-Marquardt demuestran su eficiencia en
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la prediccio´n de la demanda. El resultado concluye que son una herramienta viable
en la prediccio´n de la demanda.
Tambie´n el trabajo elaborado por Kochak y Sharma (2015), describe la aplica-
cio´n de RNA multicapa, su estudio de prono´stico de la demanda esta´ integrado por
los datos histo´ricos de tres an˜os. La metodolog´ıa propuesta considera la construc-
cio´n de una RNA basada en los me´todos de entrenamiento de BPN, los algoritmos
evaluados son: Batch Gradient Descent, Variable Learning Rate, Conjugate Gra-
dient Algorithms y Levenberg-Marquardt. La simulacio´n se realiza en Matlab 7.0
con la aplicacio´n integrada Toolbox, los resultados obtenidos destacan al realizar las
comparaciones con los me´todos de prono´sticos tradicionales, corresponde a mayor
eficientes mediante Levenberg-Marquardt.
En el mismo sentido Toro O. (2004), implementa las te´cnicas de RNA en la
prediccio´n de la demanda, presenta una comparacio´n contra las metodolog´ıas tra-
dicionales, su caso de estudio es aplicado en la industria textil. Su metodolog´ıa es
una RNA multicapa, el entrenamiento de la red se realiza mediante la te´cnica de
BPN, el algoritmo aplicado fue Levenberg-Marquardt. El estudio se integra de tres
casos pra´cticos, variacio´n en el nu´mero de neuronas de la capa oculta, funcio´n de
transferencia y conjunto de datos de entrenamiento. El proceso de validacio´n del
prono´stico se realiza mediante la comparacio´n de te´cnicas tradicionales de predic-
cio´n de la demanda, promedio mo´vil simple y promedio mo´vil ponderado.
El objetivo del estudio busca proponer diferentes escenarios mediante la mani-
pulacio´n de la estructura y cantidad de informacio´n propuesta en el entrenamiento y
validacio´n de la red neuronal. Los resultados concluyen que, con base en la cantidad
de neuronas implementadas, tipo de funcio´n de trasferencias y porcentaje de datos,
se demuestra que la experimentacio´n es una etapa indispensable en la configuracio´n
de la RNA de prediccio´n. Los resultados demuestran mayor eficiencia por parte de
la metodolog´ıa propuesta en comparacio´n con las te´cnicas tradicionales.
Tambie´n el trabajo elaborado por Thiesing y Vornberger (1997), propone la
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comparacio´n de las RNA contra las te´cnicas tradicionales. El caso de estudio es apli-
cado en un supermercado, se evaluo´ la prediccio´n de ventas de veinte productos. El
estudio contemplo´ las te´cnicas Naive como herramienta de clasificacio´n y el me´todo
estad´ıstico de promedios mo´viles.
Se utiliza una RNA feed-forward multicapa (procesamiento de datos en una
sola direccio´n). La metodolog´ıa utilizada se basa en el contraste de las herramientas
con los datos histo´ricos originales respecto al valor pronosticado. Los resultados se
evaluaron mediante la me´trica ECM. El estudio muestra como resultado, que si
bien, las te´cnicas tradicionales son muy u´tiles, se encuentra una considerable mejora
en la utilizacio´n de las nuevas tecnolog´ıas, al aumentar el nivel de certeza en los
prono´sticos de demanda.
Mientas que el trabajo elaborado por Shahrabi et al. (2009), plantea la com-
paracio´n de los me´todos de IA, RNA y ma´quina de soporte de vectores (SVM) en
contraste con te´cnicas tradicionales. La evaluacio´n contempla los me´todos estad´ısti-
cos, promedio mo´vil simple, suavizacio´n exponencial simple, suavizacio´n exponencial
doble, y fue evaluado mediante la me´trica MEPA, demostrando que la herramienta
RNA mejora notoriamente los resultados obtenidos.
El estudio muestra, que si bien, las te´cnicas de IA son una herramienta viable en
cuanto a la efectividad de los datos que generan las proyecciones. Tambie´n muestra
la importancia de las te´cnicas cla´sicas, los promedios mo´viles resultan ser una de las
herramientas ma´s eficientes en pronosticar la demanda.
La investigacio´n destaca que no todos los me´todos de IA tienen la capacidad de
superar los resultados de las te´cnicas cla´sicas. El SVM fue respectivamente inferior
y la RNA es una herramienta viable en la prediccio´n de la demanda a largo plazo.
Adema´s, la investigacio´n elaborada por Kandananond (2012), realiza la implemen-
tacio´n de una RNA feed-forward multicapa y SVM, en el desarrollo utiliza datos
histo´ricos de un almace´n de productos similares o con caracter´ısticas compartidas
de un supermercado.
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La metodolog´ıa propone implementar RNA y SVM, las funciones de activacio´n
utilizadas son de tipo lineal, polinomial, funcio´n radical ba´sica y sigmoide. El estu-
dio no contempla metodolog´ıas estad´ısticas y los resultados se validan mediante la
me´trica MAPE, demostrando mayor eficiencia por parte de la herramienta RNA.
Tambie´n el trabajo elaborado por Mitrea et al. (2009), ofrece una comparacio´n
de te´cnicas cla´sicas, promedios mo´viles, autorregresio´n integral de promedios mo´viles
(ARIMA), y las te´cnicas de IA, RNA multicapa de tipo Nonlinear Autoregressive
eXogenous (NARX) y el estudio se valida mediante el ECM.
La metodolog´ıa implementada se integra por cuatro procesos: inicia con la se-
leccio´n de informacio´n, recabar los datos necesarios para el estudio; continu´a con
el procesado de datos, corresponde a la normalizacio´n, identificacio´n de tendencias,
datos irregulares; despue´s se realiza la transformacio´n de datos, convertir la informa-
cio´n en datos cuantitativos; termina con el proceso de entrenamiento, este contempla
la utilizacio´n del algoritmo BPN, Levenberg-Marquardt. Los resultados obtenidos
muestran que el ECM es considerablemente inferiores a las te´cnicas tradicionales y
se puede identificar la amplia viabilidad de las RNA.
Mientras que el trabajo elaborado por Slimani et al. (2015), contempla la pre-
diccio´n de demanda mediante la aplicacio´n de RNA multicapa. La metodolog´ıa im-
plementada busca desarrollar una herramienta de prediccio´n de demanda. La inves-
tigacio´n tuvo como finalidad evaluar las diferentes estructuras de red. El estudio se
integra por dos etapas de desarrollo.
La primer etapa contempla cuatro procesos: inicia con la etapa de aprendi-
zaje que contempla la evaluacio´n entre los valores con que se alimenta y de salida
mediante ECM generado entre las diferencias; sigue con la extraccio´n de datos, se
mide el aprendizaje de la red mediante el contraste de los datos reales contra valores
obtenidos; continu´a con la eleccio´n de la estructura de la RNA segu´n el ECM menor
y termina con el procesado de informacio´n, consiste en todo el proceso de aplicacio´n
y entrenamiento.
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La segunda etapa integra la teor´ıa de juegos (TJ) mediante la RNA buscando
mejorar los resultados obtenidos en la prediccio´n de la demanda, evaluando la in-
certidumbre resultante de una actividad inesperada. La experimentacio´n demuestra
que el disen˜o de la RNA mejoro´ los resultados obtenidos, el estudio comprueba la
viabilidad de las te´cnicas de IA en la proyeccio´n de ventas.
En otro sentido el trabajo elaborado por Chang et al. (2005), propone una
comparacio´n de una red neuronal evolutiva (RNE) mediante la integracio´n de algo-
ritmos gene´ticos (AG), en comparacio´n con la RNA multicapa de BPN. El estudio
se desarrolla con base en el procesado de la informacio´n, elaboracio´n de la RNA,
experimentacio´n, y comparacio´n con algunas otras te´cnicas estad´ısticas.
El procesado de la informacio´n contempla cinco an˜os de histo´ricos de pro-
duccio´n de circuitos. Inicia con la implementacio´n de los me´todos Winter’s y Grey
Relation Analysis (GRN) a la informacio´n de entrada en la RNE. La construccio´n
consiste en el procesado de la RNA con BPN mediante la aplicacio´n de AG y finali-
za con la experimentacio´n, en este apartado se contemplan los resultados obtenidos
en comparacio´n con algunas te´cnicas independientes, la eficiencia de la metodolog´ıa
propuesta se evalu´a mediante las me´tricas MEA, MEPA, y desviacio´n del costo total.
Los resultados del estudio a corto y medio plazo muestran que la RNE mediante la
integracio´n de algoritmos gene´ticos es mejor considerablemente a la utilizacio´n de
las dema´s herramientas.
Adema´s, la investigacio´n por parte de Kumar et al. (2014), propone desarro-
llar una RNA multicapa. Se realiza el ana´lisis de eficiencia respecto a la estructura
y la evaluacio´n de algoritmos de aprendizaje de BPN. El estudio plantea la experi-
mentacio´n con los datos histo´ricos de la industria textil durante un per´ıodo de tres
an˜os. Elabora la evaluacio´n de diferentes me´todos de BPN: Batch Gradient Descent,
Variable Learning Rate, Conjugate Gradient Algorithms, Levenberg-Marquardt, y
evaluados mediante ECM. La configuracio´n de la red se elabora mediante el softwa-
re Matlab y propone 20 neuronas en la capa oculta.
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El algoritmo de entrenamiento seleccionado es Levenberg-Marquardt y demues-
tra la reduccio´n del error, por lo que, concluyen que la utilizacio´n de esta herramienta
en el estudio de casos similares permite la prediccio´n de la demanda mediante RNA
con mayor eficiencia.
Mientras que el trabajo elaborado por Sarmiento y Soto (2014), elabora un
prono´stico de demanda de productos nuevos mediante el uso de RNA utilizando los
histo´ricos de productos similares. La introduccio´n de productos nuevos es una de
las grandes inco´gnitas en las organizaciones al momento de realizar proyecciones, el
comportamiento de los mercados es inesperados, por lo que, el estudio contemplo´
una metodolog´ıa basada en productos existente que contribuya en la prediccio´n
de demanda de art´ıculos nuevos. El proceso de prediccio´n se realiza con base en la
te´cnica de RNA, las caracter´ısticas similares se miden mediante variables cualitativas
que se transforma en cuantitativos.
La metodolog´ıa implementada contemplo´ la proyeccio´n a partir de una RNA
multicapa, el proceso inicia con la seleccio´n de productos similares dentro del mis-
mo almace´n, recoleccio´n de datos histo´ricos y filtrado de informacio´n. Los valores
resultantes son analizados mediante un contraste que permitio´ evaluar el grado de
similitud que guarda con el producto con mayor antigu¨edad. El caso de estudio
muestra que el grado de error de la proyeccio´n mejora considerablemente, conclu-
yen que optar por herramientas tecnolo´gicas de IA son una alternativa viable en la
introduccio´n de nuevos productos.
Otro a´mbito importante es el desarrollo en la investigacio´n elaborada por Fe-
rreira et al. (2016), propone un prono´stico de demanda de aplicacio´n diaria mediante
RNA multicapa. La metodolog´ıa utilizada se sustenta en su estructura, 12 neuronas
de entrada, 2 hasta 15 en la capa oculta y 1 de salida, el experimento contempla
10 escenarios. El proceso de entrenamiento establece la aplicacio´n de algoritmos de
BPN.
Demuestran la importancia de evaluar, buscando obtener una tasa de error que
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justifique la viabilidad de la te´cnica de IA ante las te´cnicas tradicionales y el proceso
de experimentaciones es una actividad indispensable en la seleccio´n de la estructura
de red.
Mientras que el estudio elaborado por Kourentzes (2013), contempla el ana´lisis
de series de tiempos. Se desarrolla una comparativa de modelos de prono´sticos tra-
dicionales respecto a las te´cnicas de IA. El estudio se desarrolla utilizando una RNA
multicapa con entrenamiento mediante el algoritmo BPN, Levenberg–Marquardt.
La metodolog´ıa se estructura en tres fases: inicia con estudio del me´todo Cros-
tons, adema´s de un conjunto de modelos h´ıbridos; continu´a con el estudio de los
resultados de las te´cnicas tradicionales; finaliza con la aplicacio´n de la RNA mul-
ticapa. Algunas de las variables de evaluacio´n utilizadas fueron la satisfaccio´n del
cliente, inventarios y servicio. El proceso de evaluacio´n se elaboro´ mediante las me´tri-
cas media del error (ME) y MEA, destaca que las te´cnicas tradicionales muestran
ser eficientes ante la simplicidad que se asocia, mientras que la RNA obtiene el nivel
de error ma´s bajo.
De los resultados obtenidos destaca el nivel de correlacio´n establecidas entre
el nivel de inventario y de servicio, mismo que se refleja en costos, por lo tanto,
concluye que las RNA de prediccio´n de la demanda en comparacio´n con te´cnicas
tradicionales mejora la proyeccio´n de resultados al disminuir ME y MEA.
Tambie´n el trabajo elaborado por Jurczyk et al. (2016), contempla la compa-
racio´n de te´cnicas cla´sicas y RNA multicapa. La estructura de la red contempla las
variables, tales como: per´ıodo, producto, grupo, adema´s de incluir los datos histo´ri-
cos de demanda. La metodolog´ıa se integra de una RNA entrenada mediante los
algoritmos BPN, Levenberg-Marquardt, Quasi-Newton, Scaled Conjugate Gradient,
Fletcher-Powell Conjugate Gradient, One Step Secant, y Polak-Ribie´re Conjugate
Gradient.
En el ana´lisis de las te´cnicas de IA se realiza la comparativa con me´todos
tradicionales, tales como: modelo de Brown’s, Holt’s, Winter’s adaptativo, Win-
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ter’s multiplicativo e ı´ndices estacionales. La experimentacio´n se evalu´a mediante
las me´tricas de la media del error porcentual (MEP) y MEPA. Los resultados de la
investigacio´n establecen la importancia de las te´cnicas tradiciones y la eficiencia de
la RNA al mostrar un mejor desempen˜o minimizando el grado de error del estudio.
Con base a las investigaciones que se describen en este apartado se destacan
los resultados obtenidos a partir de la utilizacio´n de RNA feed-forward multicapa y
BPN mediante Levenberg-Marquardt, permitiendo generar proyecciones de demanda
futura con mayor precisio´n, al lograr reducir el error respecto a las te´cnicas tradi-
cionales, brindando resultados con mayor eficiencia. Por lo tanto, se concluye que
mediante las te´cnicas de IA como RNA logran generar resultados eficientes como
herramienta de prono´sticos.
2.4.3 Aplicacio´n de la inteligencia artificial en la
cadena de suministro
A continuacio´n, se realiza un ana´lisis de algunas de las investigaciones que se
caracterizan por la integracio´n de prono´sticos cuantitativos y cualitativos mediante
RNA y te´cnicas de lo´gica difusa (LD), se describen algunas etapas y metodolog´ıas
propuestas.
El trabajo elaborado por Caniato et al. (2011) estudia la integracio´n de te´cni-
cas matema´ticas, estad´ısticas, y juicios de expertos. El objetivo es unir diferentes
herramientas que generen prono´sticos con mayor certidumbre y eficiencia. Su pro-
puesta contempla la unio´n u ordenamiento de las diferentes metodolog´ıas. El estudio
se genera en tres ciclos de desarrollo, el proceso inicia en el entorno cuantitativo, se
hace un ana´lisis de series de tiempo mediante descomposicio´n, tambie´n se realiza
la recoleccio´n de informacio´n cualitativa mediante el estudio de mercado de consu-
midores, continu´a con la depuracio´n de la informacio´n, se elabora un ana´lisis del
contexto y variables de la empresa que no corresponde a los registros histo´ricos, y
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finaliza con a la integracio´n de los modelos estad´ısticos y los juicios de expertos. En
este caso se contemplan la opinio´n de los vendedores, son las personas que mantiene
conocimiento sobre el mercado, la identificacio´n de tendencias permite estudiar y
generar percepciones anticipadas de la demanda.
Otra investigacio´n documentada fue elaborada por Asli y y Sucky Eric (2014),
realiza un prono´stico de demanda en distintas industrias. La aplicacio´n contempla
una red neuronal difusa adaptativa (ANFIS), misma que cada vez adquiere mayor
relevancia por la capacidad y facilidad. Permite integrar variables cualitativas y
cuantitativas en la prediccio´n de la demanda. Los factores del entorno cada vez
son de mayor importancia en las organizaciones, en la actualidad el desarrollo de
ANFIS facilita la generacio´n de prono´sticos integrados que contribuyen en la toma
de decisiones.
La te´cnica busca integrar variables o criterios humanos que son interpretados
mediante una RNA, una te´cnica con gran relevancia en la actualidad. As´ı mismo
permitiendo anexar variables externas generando un modelo de prediccio´n de la
demanda ma´s preciso y realista del entorno, estos sistemas tambie´n son llamados
me´todos h´ıbridos.
En el caso de estudio se utiliza informacio´n de las caracter´ısticas f´ısicas de
los productos, tales como: costos, servicio, tipo de cliente, entre otros, el objetivo es
generar una ponderacio´n adecuada en los distintos tipos de consumidores. La te´cnica
ANFIS permite la integracio´n de variables cualitativas y cuantitativas.
Mientras que el trabajo elaborado por Kuo et al. (2016), propone la recopilacio´n
de distintas herramientas de IA, implementa la te´cnica de RNA para desarrollar un
prono´stico inteligente, permitiendo integrar variables cuantitativas y cualitativas, los
datos de expertos son procesados mediante AG, LD y RNA.
La metodolog´ıa consta de tres etapas: inicio con la aplicacio´n de encuestas a
expertos mediante diez cuestionarios evaluando la publicidad, promocio´n y el agru-
pamiento de productos, aunado a los datos histo´ricos de ventas; continu´a con el
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desarrollo del modelo de red neuronal difusa (RND), permitiendo trasformar va-
riables cualitativas en cuantitativas; finaliza con la implementacio´n de sistemas de
inmunidad artificial (AIS) mediante el algoritmo BPN. Los algoritmos evaluados en
conjunto fueron: BPN, seleccio´n clonada (CLONLG), CLONALG-BP, Opt-aiNet y
aiNBSB, el estudio se evaluo´ con la me´trica ECM. El ana´lisis del estudio se desarro-
lla mediante la comparacio´n de los algoritmos utilizados y el porcentaje de datos de
entrenamiento. Del conjunto de algoritmos analizados se elige Opt-aiNet al mostrar
mayor eficiencia.
Mediante las investigaciones analizadas, se concluye que la metodolog´ıa esta-
blecida con base en te´cnicas de RNA e instrumentos de recoleccio´n de informacio´n
en conjunto con los me´todos de LD permite evaluar factores del entorno empresarial,
la integracio´n de variables cuantitativas y cualitativas permite generar proyeccio´n de
demanda que contribuye en la toma de decisiones, reducir los niveles de inventarios,
trasporte, costos, y mejorar el nivel de servicio.
Por lo tanto, la propuesta contempla una metodolog´ıa que integre variables
del entorno en conjunto con los registros histo´ricos. La elaboracio´n se estructura en
tres etapas: iniciando con la recoleccio´n de informacio´n a partir del me´todo Delphi;
continu´a con la transformacio´n de la informacio´n de cualitativa a cuantitativa con
LD; y finaliza con la integracio´n y generacio´n del prono´stico a partir de una RNA.
Mediante esta herramienta se contempla la generacio´n de proyecciones de demanda
con mayor certeza y eficiencia.
2.5 Ana´lisis de los antecedentes
El trabajo elaborado contempla el estudio de gran variedad de herramientas
aplicadas en la generacio´n de proyecciones de demanda futura basada en modelos
matema´ticos o estad´ısticos y en la actualidad surgen las te´cnicas de IA.
Las te´cnicas cualitativas son estrategias que implementan las organizaciones
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cuando el comportamiento de la demanda es continuamente variable o predecible,
es decir, se conoce el comportamiento de las ventas y esta informacio´n se recolecta
a partir de cuestionarios e instrumentos. Mediante las te´cnicas se ajustan los niveles
de produccio´n o comercializacio´n. La simplicidad de su implementacio´n facilita la
utilizacio´n en la mayor´ıa de los sectores e industrias, aunado a que estas herramientas
funcionan como te´cnicas complementarias al a´mbito cuantitativo.
Entre las ma´s comunes son juramento ejecutivo, grupo de consenso, enfoque de
ventas, estudios de mercado, etce´tera. La informacio´n resultante surge a partir de los
tomadores de decisiones, vendedores o estudios de mercado, todo ellos son generados
a partir de la experiencia en el entorno laboral. Algunas de las limitantes de los
me´todos es la necesidad de integrar a personas con amplia experiencia, en muchas
de las ocasiones las empresas mantienen gran rotacio´n de personal o las te´cnicas son
elaboradas sin tomar en cuenta los para´metros de la metodolog´ıa cient´ıfica.
Por su parte, los me´todos matema´ticos o estad´ısticos esta´n compuestos por
algoritmos que surgen a partir de promedios y algunas otras operaciones en conjunto,
es decir, se parte de una operacio´n simple que es ajustada mediante factores, por
ejemplo, ajuste de tendencias, ponderacio´n, etce´tera. Estas herramientas se sustentan
a partir de datos nume´ricos que se les conoce como registros histo´ricos, la eficiencia
de estas herramientas se deriva directamente del comportamiento de las ventas, es
decir, a mayor regularidad mayor eficiencia en la proyeccio´n de ventas. Algunos de
estos son los promedios mo´viles y ponderados, suavizacio´n exponencial simple y
mu´ltiple, y regresio´n, se encarga de evaluar dos conjuntos o ma´s de informacio´n.
Llevar a cabo las te´cnicas es recomendable pues esta´n basadas en ciencias
exactas, en la mayor´ıa de las ocasiones brinda una proyeccio´n adecuada al compor-
tamiento de los registros histo´ricos. La implementacio´n obliga a ser realizado por
personal capacitado y en la actualidad existen programas informa´ticos que facilitan
su elaboracio´n. Tambie´n es importante que se mencione que los me´todos se limitan a
los datos histo´ricos y discriminan las variables del entono que influyen directamente
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sobre las organizaciones.
Una vez descritas las te´cnicas tradicionales, es importante mencionar que en la
actualidad los avances tecnolo´gicos generan grandes oportunidades computacionales,
entre ellas, el desarrollo de IA, se derivan de los avances en los sistemas informa´ticos
y equipos avanzados de co´mputo. Mismas que esta´n siendo implementadas en la
industria automotriz mediante sistemas de conduccio´n auto´noma, en las ca´maras de
la tecnolog´ıa mo´vil o en el internet de las cosas (Iot), etce´tera.
Buscando generar nuevas metodolog´ıas de prono´sticos para las organizaciones,
permitiendo reconocer y adaptarse con mayor precisio´n a la tendencia o estacionali-
dad de los registros, facilitando la toma de decisiones, permitiendo generar proyec-
ciones de demanda con mayor eficiencia. Las nuevas te´cnicas son conocidas como
machine learning (ML), LD, AG, AE, mismas que abren grandes oportunidades, la
posibilidad de integrar fuentes diferentes de informacio´n.
La integracio´n de las te´cnicas permite mezclar fuentes de informacio´n de las
organizaciones en conjunto con datos del entorno, facilitando el ana´lisis de resulta-
dos desde diferentes or´ıgenes y amplifica el rango de percepcio´n en los tomadores
de decisiones. En la actualidad existen software que facilitan su desarrollo y se tiene
la capacidad de ejecutarse por s´ı mismo, el administrador solo es el encargado de
suministrar la informacio´n e interpretar resultados. El ampliar la perspectiva contri-
buye a la toma de decisiones sustentada en el entorno desde una perspectiva amplia,
beneficiando el desempen˜o de las organizaciones.
Por lo tanto, a pesar de que las herramientas tradicionales tienen gran capaci-
dad en la generacio´n de proyecciones en diferentes industrias y sectores, resultan ser




La propuesta de un me´todo de prono´stico integrado esta´ compuesta por tres
etapas: recoleccio´n de informacio´n cualitativa de expertos, mediante el me´todo Delp-
hi y registros histo´ricos; ponderacio´n de variables del entorno, mediante la te´cnica
de lo´gica difusa; e integracio´n de informacio´n, mediante redes neuronales artificiales
con entrenamiento de BPN como se ilustra en la figura 3.1.
Etapa 1. Recoleccio´n de informacio´n cualitativa y cuantitativa
Etapa 2. Ponderacio´n de variables cualitativas (FLCS)
Etapa 3. Integracio´n de prono´stico (RNA-BPN)
Figura 3.1: Prono´stico integrado
La metodolog´ıa propuesta contempla la revisio´n de la literatura como parte
esencial, la recoleccio´n de informacio´n a partir de las opiniones de expertos, identi-
30
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ficacio´n de variables de alto impacto en el comportamiento de la demanda, el pro-
cesamiento de la informacio´n mediante lo´gica difusa e integracio´n de la informacio´n
a partir de redes neuronales artificiales (RNA), y se concluye con un ana´lisis de los
resultados como se ilustra en la figura 3.2.








Figura 3.2: Integracio´n de variables cualitativas
3.2 Metodolog´ıa Delphi
La primera etapa de la metodolog´ıa inicia con la recoleccio´n de informacio´n
mediante la implementacio´n del me´todo Delphi. Es una herramienta ampliamente
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aplicada en la gestio´n de las empresas. Permite la recoleccio´n de informacio´n a partir
de la opinio´n de las personas (Varela-Ruiz et al., 2012; Ve´liz Mart´ınez et al., 2013; Vio
et al., 2012; Garc´ıa Valde´s y Sua´rez Mar´ın, 2013). Esta metodolog´ıa se compone por
cuatro fases: definicio´n de objetivos, grupo de coordinacio´n de expertos, aplicacio´n
de cuestionarios y retroalimentacio´n y obtencio´n de resultados como se ilustra en la







Figura 3.3: Etapas de la metodolog´ıa Delphi
3.2.1 Fundamentos de la encuesta
La encuesta responde a los medios de recoleccio´n de datos sobre el tema en
estudio. La elaboracio´n del cuestionario tiene la finalidad de incorporar determinado
nu´mero de preguntas enfocadas a una investigacio´n en espec´ıfico. El estudio contem-
pla la administracio´n de informacio´n de lo general a lo particular, es decir, desde
preguntas abiertas hasta opcio´n mu´ltiple.
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La finalidad de las preguntas contempla eliminar el sesgo, es decir, minimizar la
influencia sobre los participantes, el nu´mero de preguntas es variables y esto depende
del tema en investigacio´n. La elaboracio´n de este apartado contempla la obtencio´n
de informacio´n a partir de los expertos, el objetivo es identificar las variables con
mayor repercusio´n en el entorno sobre la demanda mediante la experiencia laboral. El
medio de aplicacio´n corresponde a la elaboracio´n del cuestionario en una plataforma
electro´nica o de manera f´ısica. A continuacio´n, se describen algunas caracter´ısticas
y ventajas de la propuesta.
3.2.2 Caracter´ısticas
Anonimato: proceso que busca minimizar el intercambio de opiniones o sesgo,
es decir, obtener la percepcio´n de opinio´n clara y particular con el objetivo de
eliminar su distorsio´n por terceros.
Interaccio´n y retroalimentacio´n controlada: se realiza la recoleccio´n de las opi-
niones en ma´s de una ocasio´n. Es decir, se aplica el cuestionario y se evalu´an
los resultados, posteriormente se realiza retroalimentacio´n. Al ser un proceso
repetitivo requiere realizar una administracio´n adecuada de la informacio´n, el
objetivo es minimizar el sesgo en la opinio´n del experto.
Heterogeneidad: es una herramienta aplicable a diferentes perfiles de expertos,
siempre manteniendo relacio´n directa con el estudio.
Trabajo estad´ıstico: corresponde al proceso de ana´lisis de la informacio´n re-
colectada. Esta actividad se realiza mediante la aplicacio´n de te´cnicas ba´sicas
de ana´lisis estad´ıstico: media, mediana, moda, y normalidad de la informacio´n
(Reguant y Torrado, 2016; Garc´ıa Valde´s y Sua´rez Mar´ın, 2013).
Cap´ıtulo 3. Metodolog´ıa 34
3.2.3 Ventajas
Permite sistematizar la informacio´n de los expertos y minimizar las barreras
geogra´ficas de localizacio´n.
Disminuye los costos de aplicacio´n, es decir, los cuestionarios no requieren ser
aplicados por personas capacitadas.
Gran cantidad de expertos pueden incorporarse a la investigacio´n. No existe
un l´ımite de aplicacio´n, esto depende del personal disponible en el estudio.
Minimiza la influencia de los l´ıderes sobre sus subalternos. Reduce la manipu-
lacio´n de percepcio´n del personal en estudio.
Permite la libertad de opinio´n (Garc´ıa Valde´s y Sua´rez Mar´ın, 2013).
3.2.4 Estructura de encuesta Delphi
La encuesta contempla la elaboracio´n de un conjunto de preguntas enfocadas
a la identificacio´n de variables con mayor correlacio´n sobre los niveles de ventas. La
estructura de las preguntas suelen ser formato Likert, tambie´n es posible implementar
algunos otros formatos (Anguita et al., 2003; Alaminos y Castejo´n, 2006).
Las variables a evaluar dependera´n del sector, este estudio contempla la indus-
tria automotriz. Por lo tanto, se busca identificar las variables con mayor dependen-
cia sobre la demanda de veh´ıculos automotores de tipo ligeros. A continuacio´n, se
enlistan las variables de estudio, ver tabla 3.1.

















Tabla 3.1: Variables de estudio
En este apartado se busca identificar cua´les son las variables de estudio. Para
esto se realiza un trabajo previo, es decir, se les pregunta a los expertos cuales
variables identifican que repercuten en su entorno laboral. Se hace un ana´lisis de la
informacio´n obtenida y a partir de ello, se eligen las variables con mayor relevancia
(Gil y Pascual, 2012). En la tabla 3.1 se ilustran algunas de las variables sen˜aladas
en el entorno por parte de los expertos.
El ejercicio realizado contempla identificar que´ relacio´n guardan dos tipos de
variables, dependientes como la demanda e independientes como las identificadas en
el entorno. Se realiza el ana´lisis de una por una como se ilustra en la figura 3.4.
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Variable evaluada Nivel de demanda
Figura 3.4: Ponderacio´n de variable con respecto al nivel de demanda
3.2.5 Adaptacio´n de escala
Este proceso se da como resultado de las opiniones otorgadas por los expertos,
es decir, si en la escala propuesta no se encuentra dentro de los rangos ponderados
se analiza y reestructura la composicio´n de determinadas preguntas, ajusta´ndose
los niveles de demanda (Mira et al., 2010). El ajuste de rangos de esta seleccio´n
es muy importante, se debe evaluar que´ tendencias guardan las opiniones y ajustar
los rangos, si todas las ponderaciones se establecen en los extremos del universo
de discurso se debe ajustar el rango ma´ximos y mı´nimos. La figura 3.5 describe la




Figura 3.5: Universo discurso
Esta actividad se realiza en cada ronda de aplicacio´n, se ajustan los cuestiona-
rios, el objetivo es encontrar el punto medio en el universo de discurso, es importante
destacar que es una actividad compleja de trabajo consecutivo en los cuestionarios.
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3.2.6 Nu´mero de preguntas
El cuestionario corresponde al nu´mero determinado de preguntas, mismo que
podr´ıa ser modificado en las diferentes fases de aplicacio´n, a fin de ajustar las opinio-
nes de los expertos (Astigarraga, 2003; Anguita et al., 2003). Las preguntas podr´ıan
ser eliminadas cuando el factor de correlacio´n es bajo o nulo respecto a la demanda
de veh´ıculos.
3.2.7 Contenido
El contenido del cuestionario mantiene el enfoque u´nico en la variable de de-
manda, todas las preguntas elaboradas esta´n enfocadas en obtener las opiniones de
los expertos (Anguita et al., 2003). La estructura debe de contemplar los datos del
experto, nombre, puesto, an˜os de experiencia en el a´rea en estudio, fecha de aplica-
cio´n, instrucciones, y el conjunto de preguntas.
3.2.8 Trabajo previo
Es la aplicacio´n como medio de prueba del cuestionario, a fin de identificar
las principales limitantes al momento de realizar la metodolog´ıa de recoleccio´n de
la informacio´n e identificar las variables en estudio (Anguita et al., 2003; Arribas,
2004; Pareja, 2002). Es indispensable llevar a cabo pruebas anticipadas y descartar
complejidades a fin de armonizar su adecuada realizacio´n.
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3.2.9 Seleccio´n de expertos
La seleccio´n de expertos corresponde a la integracio´n de un comite´, este grupo
podra´ estar conformado por 7-30 personas. Es importante destacar que se debe
de cumplir con un perfil espec´ıfico o tener la experiencia requerida. La persona
debe mantener contacto directo con la variabilidad de estudio (Huertas et al., 2005;
Rian˜o y Palomino, 2015). El comite´ de expertos podra´ estar integrado por directivos,
administrativos, a´reas de produccio´n, almacenamiento, distribucio´n, etce´tera.
3.2.10 Perfil del experto
La conformacio´n del grupo de expertos surge a partir de la necesidad de in-
formacio´n objetiva, por lo tanto, es fundamental sen˜alar el detalle de los perfiles,
profesio´n, cargo, experiencia laboral, relacio´n al a´rea de estudio, relevancia, etce´te-
ra. Mediante el listado en los puestos o el tipo de perfil (Lin, 1989; Liao y Lewis,
2000; Garc´ıa Valde´s y Sua´rez Mar´ın, 2013). A continuacio´n, se enlistan algunos de
los requerimientos indispensables.
Relacio´n directa a la variable en estudio.
Contar con experiencia mı´nima de 3 an˜os.
Perfil profesional.
Puesto de trabajo.
3.2.11 Aplicacio´n a expertos
El proceso de aplicacio´n de los cuestionarios se realiza a partir del medio se-
leccionado contemplando las diferentes etapas de cada aplicacio´n, el ana´lisis y la
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retroalimentacio´n.
Tiempo de aplicacio´n, es el proceso de aplicacio´n, corresponde a una cantidad
secuencial de ejercicios, entre 2 o 3 a fin de ajustar las opiniones, esto mediante
la formulacio´n de encuestas similares.
Receso o tiempo de procesos de resultados, es el ana´lisis estad´ıstico, identifi-
cacio´n de rangos y tendencias.
Retroalimentacio´n a los expertos, corresponde a dar a conocer los resultados
mediante gra´ficas de simple interpretacio´n.
En la figura 3.6 se describe el proceso de aplicacio´n, surge a partir de que se
tiene el instrumento elaborado, inicia con la primera aplicacio´n, se realiza el ana´lisis
de resultados, posteriormente se decide si se genera retroalimentacio´n o se sigue una
segunda aplicacio´n, esta actividad es un proceso continuo que finaliza con el ana´lisis
de resultados y la elaboracio´n del informe final.











Figura 3.6: Proceso de aplicacio´n de cuestionarios
3.2.12 Ana´lisis de informacio´n y pruebas estad´ısticas
El ana´lisis es el ejercicio pra´ctico de indagar en la informacio´n recolectada y
organizada, permitiendo generar la retroalimentacio´n de los expertos mediante la
comprensio´n del comportamiento de los datos (De la Puente, 2010; Allen, 2000).
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Media: se interpreta como el valor central que se obtiene a partir de la suma y
divisio´n del total entre el nu´mero de elementos como se ilustra en la ecuacio´n







Mediana: se describe como el valor central, es decir, se realiza el acomodo
estructurado de los datos del menor al mayor y se selecciona el valor que





Figura 3.7: Representacio´n gra´fica de la mediana
Moda: corresponde al conjunto de datos de las mismas caracter´ısticas que se
repite en mayor cantidad.
Normalidad de datos: se representa como la convergencia de los datos que ma´s
se repiten en el centro de la campana de Gauss como se ilustra en la figura 3.8.




Figura 3.8: Distribucio´n normal
La primera etapa finaliza con la obtencio´n de la informacio´n a partir de las
opiniones de los expertos, estos datos son analizados y validados mediante pruebas
estad´ısticas. Este apartado es esencial, de e´l se deriva el ana´lisis del comportamiento
de las variables del entorno respecto a la demanda. A continuacio´n, se describe la
segunda etapa de la metodolog´ıa.
3.3 Lo´gica difusa aplicada a los juicios de
demanda
La segunda etapa de metodolog´ıa propuesta corresponde a la aplicacio´n de
lo´gica difusa. Se entiende como las te´cnicas de ponderacio´n de variables subjetivas
en valores nume´ricos objetivos. Esta te´cnica permite el tratamiento de variables
imprecisas, es decir, no existe la categorizacio´n precisa. Tambie´n permite el estudio
de relaciones entre variables dependientes e independientes mediante el ana´lisis del
comportamiento. Algunos de los autores tambie´n los describen como lo´gica borrosa,
imprecisa o vaga (Trillas y R´ıos, 1992; Pe´rez, 2010). En la figura 3.9 se ilustran las
partes indispensables de un mecanismo difuso, difusor de variables, mecanismo de
inferencia difusa, reglas difusas, defuzzificacio´n.






Figura 3.9: Mecanismo difuso
3.3.1 Caracterizacio´n de demanda mediante funciones
de lo´gica difusa
Consiste en la caracterizacio´n e interpretacio´n de variables en estudio mediante
matema´ticas, es decir, mediante funciones matema´ticas se representan las relaciones
existentes. La construccio´n de esta te´cnica se integra mediante variables lingu¨´ısticas,
funcio´n de membres´ıa, universo de discurso, rango de implicacio´n, reglas y me´todos
difusos. A continuacio´n, se describen cada uno de los elementos.
Variables lingu¨´ısticas, X nombre de las variables, T (X) conjunto de variables,
U universo de discurso, G nombre de la funcio´n, M sema´ntica de asociacio´n
de variables.
Funcio´n de membres´ıa, se representa como una funcio´n matema´tica, esta debe
representar el comportamiento mismo de las variables del estudio.
Universo de discurso, corresponde al rango ma´ximo y mı´nimo en un eje X, en
este se localizan las funciones de membres´ıa.
Rango de implicacio´n, corresponde al a´rea de aplicacio´n de la funcio´n de mem-
bres´ıa, esta representa desde 0 hasta 1 en el eje Y .
Reglas difusas, describen la relacio´n de las variables en el estudio, se represen-
tan como: si entonces (if then) con operadores Y (and) y O (or), y se ilustra
en la figura 3.12.
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Me´todos difusos, es la representacio´n matema´tica de las relaciones existentes
en el ana´lisis difuso, esta metodolog´ıa contempla la implementacio´n del me´todo
Mamdani.
La representacio´n de las funciones de membres´ıa tambie´n puede interpretarse
con valores negativos. A continuacio´n, se describen algunas de las principales.
Triangular: se interpreta como una funcio´n de aplicacio´n con cambios abruptos
en la demanda, con crecimiento continuo y descenso.
Trapezoidal: es una funcio´n que busca el crecimiento del valor de membres´ıa,
se estabiliza y decrece el nivel de demanda, esta funcio´n puede implementarse
en cualquier parte del universo de discurso.
Gaussiana: es una funcio´n de cara´cter suave, busca minimizar los cambios
abruptos en el nivel de demanda.
Sigmoidea: es una funcio´n suave que permite establecer tendencias suaves de
extremo a extremo en el universo de discurso, se suele implementar como va-
riables positivos y negativos.
La figura 3.10 realiza la representacio´n gra´fica de los tipos de funciones ba´sicas de
membres´ıa: triangular, trapezoidal, gaussina y sigmoide.
3.3.2 Ana´lisis difuso de juicios de expertos
El estudio de los juicios de expertos se enfoca en transformar los juicios de
expertos en relaciones con el comportamiento de la demanda, es decir, se establece
un nivel de repercusio´n de la demanda a partir del comportamiento de las variables
del entorno. El objetivo del ana´lisis es identificar la relacio´n que guarda cada una de
las variables y como contribuye en la generacio´n de escenarios de demanda.
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Figura 3.10: Tipos de funciones de membres´ıa (Pal y Shiu, 2004).
El estudio contempla el me´todo Mamdani en el ana´lisis difuso, al ser una
herramienta ampliamente utilizada en las investigaciones cient´ıficas a fin de generar
la interpretacio´n de variables de estudio.
3.3.3 Me´todo Mamdani
Esta metodolog´ıa contempla el ana´lisis de las opiniones de los expertos, me-
diante esta te´cnica se busca medir la repercusio´n en el nivel de demanda. Es una
herramienta implementada en gran variedad de investigaciones debido de su simpli-
cidad y a los resultados generados. Se estructura en cuatro etapas: evaluacio´n de
antecedentes, obtencio´n de conclusiones, agregacio´n de conclusiones y defuzzifica-
cio´n. (Mamdani y Assilian, 1975).
3.3.3.1 Evaluacio´n de antecedentes
El ana´lisis establece la asignacio´n de funciones de membres´ıa a cada una de
las variables de entrada comprendidas como antecedentes. La aplicacio´n del me´todo
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contempla la aplicacio´n de los operadores Y (and) y O (or) al evaluarse ma´s de una
variable implicadas en el valor consecuente.
Este debera´ de representar el comportamiento de las variables mediante el tipo
de funcio´n, trapezoidal, triangular, simoidal, gaussiana, entre otras. A continuacio´n,
se realiza la representacio´n matema´tica del ejercicio del difusor de valores de entradas









En este apartado se construyen las relaciones, es decir, se evalu´a cada una de
las variables respecto a un valor espec´ıfico. En la figura 3.11 se representa de manera
gra´fica el ana´lisis difuso realizado en la asignacio´n de membres´ıa.
Antecedentes
Entrada 1 Entrada 2










Do´lar = 3 Precio = 7
Figura 3.11: Evaluacio´n de antecedentes
3.3.3.2 Obtencio´n de conclusiones
La evaluacio´n de antecedentes permite generar consecuentes que corresponden
a los resultados del estudio de las reglas difusas. Este puede estudiar dos o ma´s
variables a las que se les aplica el operador difuso tipo Y (and) que contempla los
valores mı´nimos segu´n Mamdani y Assilian (1975), la representacio´n matema´tica se
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ilustra por la ecuacio´n 3.3. En la figura 3.12 se realiza la representacio´n gra´fica del
valor consecuente de la evaluacio´n de las variables de estudio.
µAuB = min [µA(x), µB(x)] (3.3)
Antecedentes
Entrada 1 Entrada 2














Figura 3.12: Generacio´n de consecuentes
3.3.3.3 Agregacio´n de conclusiones
El desarrollo del me´todo corresponde a la integracio´n del conjunto de conse-
cuentes del total de reglas difusas. La agregacio´n es la integracio´n en conjunto de
los valores difusos mediante la unificacio´n, el objetivo es generar uno solo. La figura
3.13 ilustra gra´ficamente la agregacio´n de conclusiones mediante la unificacio´n en un
solo entorno de discurso.










Figura 3.13: Agregacio´n de conclusiones
3.3.3.4 Defuzzificacio´n
El me´todo Mamdani finaliza una vez que se defuzzifica el valor de agregacio´n
por parte de las reglas difusas. El valor se obtiene mediante la aplicacio´n de diferentes
me´todos, uno de los ma´s utilizado es el ca´lculo del ceintroide con representacio´n
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Figura 3.14: Variable ponderada
3.3.4 Base de datos de demanda de variables
cualitativos
Una vez que se concluye el proceso difuso se obtiene un nu´mero cuantitativo de
demanda. Consiste en un registro continuo de los datos obtenidos a partir del ana´lisis
difuso, mantiene un comportamiento similar a los registros de series de tiempo, es
decir, se genera un valor cada que se realiza un prono´stico.
Este dependera´ del ajuste en cada una de las variables del entorno, el aumento o
disminucio´n repercute en el resultado obtenido. Una vez obtenida la cifra de demanda
del mecanismo difuso se procede a generar las diferentes fuentes de datos, en este
se integran para generar un prono´stico u´nico mediante RNA. La base de datos sera´
elaborada en el software de oficina de Microsoft Office 2019 en su hoja de ca´lculo
Excel.
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3.4 Red neuronal
La tercera etapa de la metodolog´ıa propuesta consiste en la implementacio´n de
una RNA perteneciente a las te´cnicas de inteligencia artificial (AI), tambie´n conocido
como machine learning en el idioma ingle´s, son algoritmos matema´ticos que tienen
la capacidad de aprender y se soportan mediante las tecnolog´ıas de la informacio´n.
El campo de aplicacio´n es muy amplio, por lo que, el estudio se enfoca en generar
una propuesta de red aplicada en el prono´stico de la demanda. En este se integran
valores de juicios de expertos.
Se determina el tipo de RNA adecuada segu´n los objetivos de la investigacio´n,
para generar un prono´stico de demanda integrado por informacio´n de juicios de ex-
pertos y datos histo´ricos. El desarrollo de una red neuronal comprende una secuencia
de pasos en la implementacio´n, tipo, administracio´n, estructura, entrenamiento y va-
lidacio´n.
3.4.1 Administracio´n de la red
La gestio´n de la red neuronal hace referencia al conjunto de informacio´n con
la que se alimenta esta te´cnica, consiste en el ana´lisis de la informacio´n previa me-
diante algunas pruebas estad´ısticas que valida su aplicacio´n. Normalmente se enfoca
a la cantidad de informacio´n, adema´s de estar compuesta por la normalidad en su
dispersio´n.
Muestra de datos: es el conjunto de datos de juicios de expertos y series de
tiempo utilizables como valores de entrada a la red neuronal.
Normalizacio´n de los datos: es el proceso que corresponde a la estandarizacio´n
de variables a utilizar, es decir, se busca que los datos analizados se encuentren
en un rango de 0 a 1 de acuerdo a la funcio´n de activacio´n sigmoide representada
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mediante la ecuacio´n 3.5
N = X/Xmax (3.5)
Aprendizaje supervisado: es un proceso que se caracteriza por realizar el en-
trenamiento controlado por un agente externo (personal), es decir, a partir de
los datos suministrados se genera un resultado.
Estructura de red multicapa: se integra por una capa de entrada, oculta y
salida. En la figura 3.16 se ilustra la figura de una RNA multicapa.
3.4.2 Workspace matlab
La elaboracio´n de la RNA se administra mediante el programa Matlab, con-
templa la construccio´n de una base de datos en el mismo software, en el apartado
workspace. Los renglones corresponden a las variables en estudio y las columnas a
los datos de estudio representados gra´ficamente en la figura 3.15.
Variable
Vector
Figura 3.15: Administracio´n de los datos
3.4.3 Prono´stico integrado mediante la te´cnica de red
neuronal de BPN
El proceso de prono´sticos de demanda se realiza mediante la integracio´n de
datos histo´ricos de ventas en conjunto con las variables cualitativas ponderadas en
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valores de demanda. La generacio´n de la prediccio´n tiene como objeto reconocer las
variables del entorno que afectan cotidianamente el comportamiento de la demanda,
mediante la implementacio´n de una RNA de BPN se busca generar predicciones de
demanda unificadas (Kochak y Sharma, 2015; Toro O., 2004; Mitrea et al., 2009;
Chang et al., 2005; Kumar et al., 2014; Ferreira et al., 2016).
3.4.4 Desarrollo de la red neuronal de BPN
La RNA se realiza mediante el software MATLAB mediante su aplicacio´n Tool-
box con la estructura BPN. La red realiza la propagacio´n hacia atra´s busca minimizar
el error entre los datos actuales y el dato pronosticado mediante la me´trica del error
cuadra´tico medio (ECM). A continuacio´n, se ilustra la representacio´n matema´tica
de una RNA.
La estructura n− h− s de la red con n nodos de entrada, h nodos en la capa
oculta y s nodos de salida. Los valores de los nodos correspondientes se represen-
tan como xj, los pesos esta´n dados por wij , sesgo por bi y valor de salida yi, su








con i = 1, ..., h, la funcio´n de activacio´n de la neurona i se representa como φi.
Esto representa las operaciones realizadas entre la capa de entrada y la capa oculta,
mientras que la relacio´n que guarda la capa oculta y la capa de salida se calcula de








con s = 1, ..., g do´nde el resultado corresponde a nu´meros enteros. El valor obtenido
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representa la proyeccio´n de ventas. A continuacio´n, se realiza la representacio´n gra´fica
de la red neuronal mediante la figura 3.16. Los nodos corresponden al nu´mero de
neurona existentes y las flechas a las conexiones entre las mismas, obteniendo un









Capa de entrada Capa oculta Capa de salida
Figura 3.16: Red neuronal artificial
3.4.5 Experimentacio´n de la red (estructura y
algoritmo de aprendizaje)
En el proceso de entrenamiento se proponen diferentes algoritmos a medio de
experimentacio´n, es importante mencionar que esto podra´ modificarse con base en
los resultados obtenidos, el proceso se realiza mediante los siguientes algoritmos de
aprendizaje. Algunos otros algoritmos que sera´n evaluados:
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Levenberg-Marquardt
Batch Gradient Descent (traingd)
Variable Learning Rate (traingda, traingdx)
Conjugate Gradient Algorithms (traincgf, traincgp, traincgb, trainscg)
Mediante la experimentacio´n se busca generar prediccio´n que mantenga unifor-
midad con el nu´mero de ventas con el objetivo de minimizar el error, para realizar
esto se proponen las me´tricas, error medio absoluto (EMA), porcentaje de error
medio absoluto (PEMA), error cuadra´tico medio (ECM) con su representacio´n ma-
tema´tica en las ecuaciones 3.8, 3.9, 3.10, do´nde yi corresponde al valor actual y yˆi al
























3.4.6 Red neuronal artificial NARX
En la etapa de desarrollo del proyecto se propone la aplicacio´n de RNA en la
proyeccio´n de ventas futuras mediante la estructura NARX ( Nonlinear Autoregresive
Network with Exogenous input) (Leontaritis y Billings, 1985). Al ser una estructura
que se desprende de la red tipo ARX en la que la modificacio´n contempla una funcio´n
de activacio´n no lineal (Mechaqrane y Zouak, 2004). La representacio´n matema´tica
se desprende de la aplicacio´n de la funcio´n no lineal y de la entrada externa. La
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estructura de la red contempla dos tipos de entradas de vector u(t) y y(t) como se
ilustra en la ecuacio´n 3.11. La figura 3.17 hace la representacio´n gra´fica de una red
neuronal autorregresivo con variable externa.
y(t+ 1) = q(y(t+ n− 1), ..., y(t), u(t+ 1), ..., u(t)) (3.11)
Figura 3.17: Red neuronal autorregresiva con variable externa.
El desarrollo de los valores de proyeccio´n contempla dos tipos de vectores de
entrada, la prediccio´n contempla agregar una variable externa a su vez que ya fue
anteriormente entrenada, por lo que, se realiza la modificacio´n de pesos. Esto se
ilustra en la figura 3.18.
Figura 3.18: Lazo cerrado
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Una vez entrenada la RNA se realiza la perdicio´n de series de tiempo lo que se
conoce como: predict one step ahead (un periodo futuro) omulti-step ahead prediction
(perdicio´n de mu´ltiples periodos), el valor de salida corresponde a (t + 1) como se
ilustra en la figura 3.19.
Figura 3.19: Perdicio´n de periodo t+ 1
3.4.7 Algoritmo de entrenamiento
Lavenberg-Marquardt
El desarrollo de una red neuronal existen mu´ltiples algoritmos a fin de mejorar
el desempen˜o, esto con el objetivo en buscar que el entrenamiento sea breve y los
pesos de la red se ajusten con el menor nu´mero de interaciones (Ranganathan, 2004;
Hagan y Menhaj, 1994). De ello se destaca el algoritmo Lavenberg-Marquardt al ser
uno de los ma´s utilizado y avalado por su aplicacio´n en la investigacio´n cient´ıfica
de prono´sticos mediante redes neuronales artificiales de series de tiempo (Zhang y
Behera, 2012). Se realiza su representacio´n matema´tica en la ecuacio´n 3.12.
xi+1 = xi − (H + λI)
−1
· ▽f(xi) (3.12)
Cap´ıtulo 3. Metodolog´ıa 57
3.4.8 Para´metros de evaluacio´n de la red neuronal
artificial NARX
Nu´mero de capas ocultas de la red neuronal NARX, se evalu´a el nu´mero de
capas adecuadas en el que se minimiza el error en el prono´stico.
Nu´mero de neuronas en la capa oculta, evalu´a el nu´mero de neuronas que
componen la capa oculta en la que se minimiza el error en el prono´stico.
Validacio´n de red, medicio´n de para´metros de error, correlacio´n y aprendizaje
de la red en la que se mide mediante el error cuadra´tico medio (ECM).
La metodolog´ıa propuesta tiene como fin generar una herramienta que contri-
buya en la toma de decisiones, mediante la integracio´n de variables del entorno en
conjunto con los datos histo´ricos con el fin de generar prediccio´n con mayor certeza,
misma que involucre mayor cantidad de informacio´n. A continuacio´n, se describe el
caso de estudio, la implementacio´n de la metodolog´ıa se describen en el cap´ıtulo de
ana´lisis y resultados.
3.5 Caso de estudio
La planeacio´n de la demanda es parte indispensable de cualquier sector pro-
ductivo, de esta actividad se derivan un conjunto de acciones de propagacio´n conti-
nua desde el consumidor, distribuidor, almacenista, productor, transportista hasta
el proveedor. Es decir, todas aquellas acciones que se realizan en sincron´ıa con otras
entidades de la cadena de suministro. El sector automotriz es conocido por contar
con infinidad de entidades colaborativas en el desarrollo de un producto.
La industria automotriz es la encargada de colaborar en un conjunto definido
de entidades econo´micas dedicadas a la produccio´n y ensamble de unidades motrices
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de tipo ligero. Estas unidades se identifican como automo´viles: monovolumen, se-
dan, cupe, hatchback, descapotables, roadster, veh´ıculo utilitario deportivo (SUV),
pick up, y esta´n integrados por sistemas de traccio´n, rodamiento, ele´ctrico, luminis-
cente, seguridad, confort, temperatura, etc (SCHUCH, 1999). La produccio´n de los
automo´viles requiere de cadenas de suministro robustas y sincronizadas.
Se puede clasificar mediante proveedores locales y extranjeros. Encargados de
la produccio´n de autopartes que derivan desde los neuma´ticos hasta las hojas de
metal que son moldeadas segu´n la unidad de produccio´n. Estas organizaciones son
ubicadas a nivel nacional como tres clu´steres: regio´n centro (Distrito Federal, Estado
de Me´xico, Puebla, Morelos e Hidalgo), la regio´n frontera (Baja California, Sono-
ra, Chihuahua, Coahuila, Nuevo Leo´n y Tamaulipas) y el Baj´ıo (Aguascalientes,
Guanajuato, Quere´taro y Jalisco) (Unger y Chico, 2004).
La Industria automotriz en Me´xico aporta el 3.7% del PIB nacional, el 20.2%
del PIB manufacturero en el 2017 y es la segunda con mayor aportacio´n despue´s de
la industria alimentaria. Del 2010 al 2017 el PIB de la industria crecio´ en promedio
12.3%, adema´s, contribuye en 90 actividades econo´micas, en 70 de comercio, genera
800 mil empleos directos a nivel nacional, 83% de la produccio´n de unidades ligeras
es de exportacio´n y ocupa el 4o lugar como exportador de automo´viles.
En la actualidad se refleja el decremento de la industria, es decir, se redujo la
demanda de unidades a nivel nacional y de exportacio´n siendo que en el an˜o 2017 se
comercializaron 1 530 498 unidades y en 2018 un total 1 421 458 unidades con una
reduccio´n del 7.1% segu´n la Asociacio´n Mexicana de la Industria Automotriz A.C
(AMIA) y la Asociacio´n Mexicana de Distribuidores de Automotores (AMDA) con
informacio´n obtenida del Instituto Nacional de Estad´ıstica y Geograf´ıa (INEGI) en
el registro administrativo de la industria automotriz de veh´ıculos ligeros. Segu´n el
INEGI los costos manufactureros de diciembre del 2017 a diciembre del 2018 aumen-
to un 7.05% y en el transporte, correo y almacenamiento de diciembre del 2017 a
diciembre del 2018 aumento 6.03% de esto deriva la importancia en generar estrate-
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gias que permitan ser competitivos y proporcionar precios adecuados al consumidor.
Las actividades de planeacio´n de la demanda es una parte indispensable como
centro de programacio´n de cada una de las entidades que colaboran, estas actividades
suelen implementar herramientas matema´ticas en la generacio´n de prono´sticos. Es
decir, se implementan te´cnicas que permiten generar proyecciones de ventas futuras
que reflejan el comportamiento pasado de las ventas de unidades y en la mayor´ıa
de las ocasiones implementan datos histo´ricos de facturacio´n, adema´s de ser ajus-
tados por el juicio de los expertos, por lo que, esto suele generar deficiencia en las
proyecciones.
Por lo tanto, la industria automotriz al ser una de las ma´s importantes a
nivel nacional en Me´xico requiere de proceso de planeacio´n que contribuya en la
generacio´n de la previsio´n de la demanda con mayor eficiencia misma que incorpore
mayor cantidad de informacio´n con el objetivo de prevenir los cambios bruscos en
los mercados y permita reducir los costos en cada una de las a´reas de la cadena de




En este cap´ıtulo se describe el proceso de aplicacio´n de la metodolog´ıa, en e´l
se muestra el desarrollo detallado de cada una de las actividades, recoleccio´n de la
informacio´n mediante el me´todo Delphi, ana´lisis de los datos aplicando lo´gica difusa
(LD) e integracio´n y elaboracio´n de prono´sticos de demanda con redes neuronales
artificiales (RNA) en la industria automotriz. Adema´s, este apartado contempla la
elaboracio´n de una comparativa con las te´cnicas tradicionales en la generacio´n de
proyeccio´n de la demanda.
4.1 Encuesta Delphi
La encuesta Delphi es la primera parte de la metodolog´ıa propuesta. La reco-
leccio´n de la informacio´n se considera como una de las actividades ma´s importantes,
a partir de la objetividad de los datos se garantiza la certeza y eficiencia del estudio.
El apartado consta de la construccio´n de un comite´ de expertos, trabajo previo,
elaboracio´n de los cuestionarios, aplicacio´n del instrumento a los expertos, ana´lisis
de resultados, y su respectiva validacio´n de la informacio´n.
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4.1.1 Comite´ de expertos
El comite´ de expertos es parte indispensable en la recoleccio´n de informacio´n.
Las personas seleccionadas son afines al objetivo de la investigacio´n, es decir, ellos
realizan actividades directamente relacionadas con el a´rea de ventas de automo´viles
ligeros. Algunas de las caracter´ısticas ba´sicas contempladas fueron la experiencia,
antigu¨edad, y perfil profesional. A continuacio´n, se realiza la descripcio´n de los re-
quisitos establecidos a los integrantes.
Experiencia en el a´rea: el experto realiza actividades directamente relacionadas
con el proceso de planeacio´n de la demanda, ventas, compras, almacenamiento
o distribucio´n en los concesionarios.
Antigu¨edad: el experto cuenta con un mı´nimo de 3 an˜os de experiencia, el
objetivo de esta caracter´ıstica es contar con personal que reconoce factores
espec´ıficos que contribuyen con la investigacio´n.
Perfil profesional: el experto cuenta con un t´ıtulo de licenciatura, maestr´ıa o
doctorado.
El comite´ de expertos se integro´ por 9 personas encargados de la gerencia de
ventas o tomadores de decisiones en el a´rea de planeacio´n de la demanda, la expe-
riencia establecida contemplo´ 3 an˜os de antigu¨edad con perfil profesional mı´nimo de
licenciatura. Adema´s, se contemplo´ la opinio´n 44 personas que decidieron colaborar,
manteniendo diferentes perfiles profesionales, esta actividad se realizo´ mediante el
portal social Linkedin.
4.1.2 Trabajo previo
El trabajo previo consistio´ en elaborar un cuestionario previo aplicado me-
diante la red social Linkedin, con esta actividad se identificaron algunos factores
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que contribuyen en la elaboracio´n de los cuestionarios Delphi. Las respuestas fue-
ron analizadas y clasificadas, las variables que ma´s se repiten fueron elegidas en la
elaboracio´n de los instrumentos. Se les solicito´ que identificaran las variables que
mantienen relacio´n con la demanda de automo´viles, como se ilustran en la tabla 4.1.
Factores del entorno
Valor de la moneda nacional 6 Precio del combustible 1
Facilidad de cre´dito 6 Galer´ıa de productos 1
Poder adquisitivo 3 Manufactura 1
Desarrollo econo´mico 3 Infraestructura 1
Crecimiento demogra´fico 1 Impuestos 1
Transporte pu´blico 1 Calidad 1
Inseguridad 1
Tabla 4.1: Factores de entorno
4.1.3 Factores del estudio
El propo´sito del trabajo previo es identificar aquellas variables independientes
que tiene repercusio´n directa sobre la demanda de automo´viles, las ma´s representa-
tivas fueron el poder adquisitivo, facilidades de cre´dito, valor de la moneda nacional,
y desarrollo econo´mico. Dentro del ana´lisis de las variables se identifica una clara se-
mejanza al representar lo mismo entre el poder adquisitivo y el desarrollo econo´mico
por lo que se integran en una misma. A continuacio´n, se describe el me´todo Delphi.
4.2 Aplicacio´n del me´todo Delphi
El proceso de aplicacio´n del me´todo Delphi considero´ diferentes actividades co-
mo la elaboracio´n de cuestionarios, aplicacio´n, ana´lisis de resultados y retroalimen-
tacio´n, cada una de estas etapas es parte indispensable en la recoleccio´n y validacio´n
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de la informacio´n.
Elaboracio´n de cuestionarios, mediante las variables identificadas con mayor
correlacio´n respecto a la demanda de automo´viles se estructuraron los cuestio-
narios.
Aplicacio´n de cuestionarios, correspondio´ a hacer llegar mediante correo electro´ni-
co y de forma presencial en los concesionarios de automo´viles ubicados en la
ciudad de Monterrey, Nuevo Leo´n.
Ana´lisis de resultados, se consolidaron los resultados mediante el software Excel
2017, aplicando las me´tricas estad´ısticas: media, mediana, moda y desviacio´n
esta´ndar.
Retroalimentacio´n, se realizo´ una vez que los resultados fueron analizados,
consistio´ en la sugerencia de factores del entorno en los cuestionarios.
4.2.1 Primer instrumento
El instrumento de aplicacio´n inicial contempla la solicitud de los datos: nombre,
puesto laboral, experiencia (an˜os), giro de la empresa, ubicacio´n, y se describe el
objetivo del instrumento. Este contempla un total de 6 preguntas, el documento se
adjunta en el Ape´ndice A.1. A continuacio´n se enlistan las preguntas implementadas.
1. Segu´n su percepcio´n, ¿Que´ factores econo´micos influyen sobre el comporta-
miento de la demanda de automo´viles ligeros?
2. Segu´n su percepcio´n, ¿Que´ factores gubernamentales influyen sobre el compor-
tamiento de la demanda de automo´viles ligeros?
3. Segu´n su percepcio´n, ¿Que´ factores demogra´ficos influyen sobre el comporta-
miento de la demanda de automo´viles ligeros?
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4. Segu´n su percepcio´n, ¿Que´ factores geogra´ficos influyen sobre el comporta-
miento de la demanda de automo´viles ligeros?
5. Segu´n su percepcio´n, ¿Que´ factores culturales influyen sobre el comportamiento
de la demanda de automo´viles ligeros?
6. Segu´n su percepcio´n, ¿Que´ factores del producto (automo´vil) influyen sobre el
comportamiento de la demanda de automo´viles ligeros?
4.2.2 Resultados del primer instrumento
Los resultados de la aplicacio´n del primer instrumento contemplan la identifi-
cacio´n de los principales factores que repercuten sobre la demanda de automo´viles.
A continuacio´n, se ilustra mediante la tabla 4.2.
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Tabla 4.2: Resultados del instrumento 1
Los resultados obtenidos a partir del primer instrumento contemplan todos
los factores identificados por los expertos, estos fueron evaluados segu´n su repre-
sentatividad, de los que desatacan los factores econo´micos como la inflacio´n, poder
adquisitivo, (PIB) y valor de la divisa mexicana, en el a´mbito geogra´fico la compe-
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tencia, culturales el prejuicio de la marca y del producto como el intere´s. La etapa
de retroalimentacio´n contemplo´ generar la propuesta de los factores ma´s relevantes
obtenidos y que se integraron en el segundo instrumento.
4.2.3 Segundo instrumento
El segundo instrumento contempla la solicitud de los datos: nombre, puesto
laboral, experiencia (an˜os), giro de la empresa, ubicacio´n y se describe el objetivo
del instrumento. Este integra un total de 4 preguntas, el documento se adjunta en
el Ape´ndice A.2. A continuacio´n se enlistan las preguntas implementadas.
1. Segu´n su percepcio´n, ¿Que´ factores econo´micos influyen sobre el comporta-
miento de la demanda de automo´viles ligeros y en que´ grado? Ejemplo: infla-
cio´n, poder adquisitivo, PIB, valor de la divisa mexicana.
2. Segu´n su percepcio´n, ¿Que´ factores geogra´ficos influyen sobre el comportamien-
to de la demanda de automo´viles ligeros y en que´ grado? Ejemplo: competencia.
3. Segu´n su percepcio´n, ¿Que´ factores culturales influyen sobre el comportamiento
de la demanda de automo´viles ligeros y en que´ grado? Ejemplo: prejuicio de la
marca.
4. Segu´n su percepcio´n, ¿Que´ factores del producto (automo´vil) influyen sobre
el comportamiento de la demanda de automo´viles ligeros y en que´ grado?
Ejemplo: intere´s.
4.2.4 Resultados del segundo instrumento
Los resultados obtenidos del segundo instrumento contemplan la identificacio´n
de las variables en las que existe la capacidad de medir, es decir, aquellas en las
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que existen datos histo´ricos, por lo tanto, las variables competencia, prejuicio de la
marca no se contemplan. A continuacio´n, se muestra la ponderacio´n de los factores,
este porcentaje tiene la finalidad de ilustrar el grado de relevancia de cada una de
ellas, como se muestra en la tabla 4.3.
Resultados del segundo instrumento
Experto Intere´s PIB Inflacio´n USA/MXN
Experto 1 10% 25% 50% 15%
Experto 2 10% 40% 30% 12%
Experto 3 15% 25% 12% 10%
Experto 4 10% 30% 60% 9%
Experto 5 10% 18% 60% 18%
Experto 6 12% 22% 18% 21%
Experto 7 10% 14% 20% 11%
Media 11% 24.86% 35.71% 13.71%
Mediana 10% 25% 30% 12%
Moda 10% 25% 60% N/A
Desviacio´n esta´ndar 1.91% 8.45% 20.57% 4.46%
Tabla 4.3: Resultados del segundo instrumento
Los resultados del segundo instrumento se representan mediante un rango de
repercusio´n sobre el nivel de demanda automotriz, cada pregunta es evaluada por
un experto. La ponderacio´n realizada por los expertos muestra que el factor infla-
cio´n se ubica entre 60-12%, es el rango ma´s representativo, mientras que la moneda
nacional entre 21-9% y PIB entre 40-14% como medio e intere´s 15-10% como bajo.
Tambie´n se aplicaron medidas de tendencia central como las media, mediana, moda
y desviacio´n esta´ndar, destacando la inflacio´n como la variable ma´s representativa.
A partir de esta etapa se recolectaron los datos cuantitativos, histo´ricos de los fac-
tores identificados. Tambie´n se recabaron los registros de las ventas de autos ligeros
mediante bases de datos de Banco de Me´xico, Instituto Nacional de Estad´ıstica y
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Geograf´ıa y el portal Investing.
4.2.5 Recoleccio´n de la informacio´n
Una vez identificados los factores del entorno que repercuten en la demanda
de automo´viles ligeros, se recolecto´ la informacio´n de cada uno de ellos, del Ins-
tituto Nacional de Estad´ıstica y Geograf´ıa se obtiene informacio´n sobre el PIB y
registros de ventas de unidades, el Banco de Me´xico permite obtener los datos de
las tasas de cre´dito automotriz e inflacio´n y el portal Investing permite recabar el
valor de la moneda nacional frente al do´lar, a partir de la informacio´n se identifico´
el comportamiento, lo que permite realizar el proceso de ana´lisis difuso.
4.3 Ana´lisis difuso
El proceso de ana´lisis difuso consiste en la aplicacio´n del me´todo Mamdani
mediante el software Matlab 2015 con su aplicacio´n Fuzzy Logic Designer 2.2.21,
con una estructura de tres segmentos: difusor, mecanismo difuso, y defuzzificacio´n.
Se compone por las variables intere´s, PIB, inflacio´n, valor de la moneda nacional
frente al do´lar, demanda de automo´viles, y esto es integrado mediante el conjunto
de reglas difusas.
4.4 Mecanismo difuso implementando el
me´todo Mamdani
El desarrollo del procesamiento difuso inicio´ con la construccio´n del mecanismo
de inferencia, este se integro´ por la introduccio´n de variables en estudio. Se selecciona
el me´todo Mamdani, se describe en cuatro etapas: evaluacio´n de antecedentes, obten-
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cio´n de consecuentes, agregacio´n y ca´lculo de centroide que corresponde al prono´stico
de automo´viles u´nicamente basados en los factores del entorno. Es importante men-
cionar que este proceso se realiza mediante el software Matlab. A continuacio´n, se
ilustra el diagrama en la figura 4.1.
Figura 4.1: Mecanismo difuso
El desarrollo del mecanismo contempla la eleccio´n de la variable lingu¨´ıstica,
conjuntos lingu¨´ısticos, funciones de membres´ıa, rango de pertenec´ıa de los conjuntos
difusos y universo de discurso. A continuacio´n, se describen los atributos de cada
uno de los factores de entrada.
4.4.1 Funciones de membres´ıa del intere´s (IN)
El intere´s corresponde a la variable lingu¨´ıstica intere´s de entrada, con los con-
juntos lingu¨´ısticos, muy bajo (IN-MB), bajo (IN-B), medio (IN-M), alto (IN-A) y
muy alto (IN-MA), con el rango de pertenencia desde 0-1, con el universo de discur-
so 2.5-22.5%, donde 2.5% representa un intere´s muy bajo (MB) y 22.5% muy alto
(MA), mantiene un comportamiento sime´trico observado de los u´ltimos 8 an˜os, es
decir, se evalu´a el valor actual de diciembre del 2018 como valor central, la funcio´n
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de membres´ıa es triangular, representa un comportamiento lineal. A continuacio´n,
se realiza la representacio´n gra´fica en la figura 4.2.
Figura 4.2: Factor intere´s
4.4.2 Funciones de membres´ıa del producto interno
bruto (PIB)
El PIB corresponde a la variable lingu¨´ıstica PIB de entrada, con los conjun-
tos lingu¨´ısticos, muy bajo (PIB-MB), bajo (PIB-B), medio (PIB-M), alto (PIB-A)
y muy alto (PIB-MA), con el rango de pertenencia desde 0-1, con el universo de
discurso 0-4%, donde 0% representa un PIB muy bajo (MB) y 4% muy alto (MA),
el comportamiento es sime´trico observado de los u´ltimos 20 an˜os, es decir, se evalu´a
el valor actual de diciembre del 2018 como valor central, la funcio´n de membres´ıa
es triangular y representa un comportamiento lineal. A continuacio´n, se realiza la
representacio´n gra´fica en la figura 4.3.
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Figura 4.3: Producto interno bruto
4.4.3 Funciones de membres´ıa de la inflacio´n (INF)
La inflacio´n corresponde a la variable lingu¨´ıstica inflacio´n de entrada, con los
conjuntos lingu¨´ısticos, muy bajo (INF-MB), bajo (INF-B), medio (INF-M), alto
(INF-A) y muy alto (INF-MA), con el rango de pertenencia desde 0-1, con el universo
de discurso 0-9%, donde 0% representa una inflacio´n muy baja (MB) y 9% muy
alta (MA), tiene un comportamiento sime´trico observado los u´ltimos 20 an˜os, es
decir, se evalu´a el valor actual de diciembre del 2018 como valor central, funcio´n de
membres´ıa es triangular, representa un comportamiento lineal. A continuacio´n, se
realiza la representacio´n gra´fica en la figura 4.4.
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Figura 4.4: Factor inflacio´n
4.4.4 Funciones de membres´ıa del valor de la moneda
nacional (USA/MXN)
El valor de la divisa nacional corresponde a la variable lingu¨´ıstica USA/MXN de
entrada, con los conjuntos lingu¨´ısticos, muy bajo (USA-MB), bajo (USA-B), medio
(USA-M), alto (USA-A) y muy alto (USA-MA), con el rango de pertenencia desde
0-1, con el universo de discurso 10-30%, donde 10% representa una USA/MXN muy
baja (MB) y 30% muy alta (MA), mantiene un comportamiento sime´trico observado
los u´ltimos 20 an˜os, es decir, se evalu´a el valor actual de diciembre del 2018 como
valor central, la funcio´n de membres´ıa es triangular, representa un comportamiento
lineal. A continuacio´n, se realiza la representacio´n gra´fica en la figura 4.5.
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Figura 4.5: Factor de la divisa nacional
4.4.5 Funciones de membres´ıa de la demanda de
automo´viles (DA)
La demanda corresponde a la variable lingu¨´ıstica demanda de salida con los
conjuntos lingu¨´ısticos, muy bajo (D-MB), bajo (D-B), medio (D-M), alto (D-A) y
muy alto (D-MA), con el rango de pertenencia desde 0-1, con el universo de discurso
100000-600000 unidades, donde 100000 unidades representa una demanda muy baja
(MB) y 600000 unidades muy alta (MA), el comportamiento es sime´trico observado
los u´ltimos 13 an˜os, es decir, se evalu´a el valor actual de diciembre del 2018 como
valor central, la funcio´n de membres´ıa triangular, representa un comportamiento
lineal. A continuacio´n, se realiza la representacio´n gra´fica en la figura 4.6.
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Figura 4.6: Factor demanda
Una vez elaborada las funciones de membres´ıa de los factores, se realizo´ la
construccio´n de mecanismo de inferencia difusa. Se caracteriza por establecer las
relaciones existentes entre los factores mediante un conjunto de reglas difusa.
4.4.6 Reglas difusas
Las reglas difusas es la parte esencial de un mecanismo de inferencia, a partir
de e´l se establecen el comportamiento de las variables, se interpreta como el estu-
dio de antecedentes que permite generar un consecuente, es decir, factores con un
comportamiento espec´ıfico generan un resultado consecuente, se elaboraron los po-
sibles escenarios del comportamiento de los factores. Los patrones identificados en
los registros histo´ricos:
El intere´s es un factor que mantiene mı´nima variacio´n con las ventas indepen-
diente al nivel de demanda, por lo tanto, es una variable de bajo impacto.
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El PIB es una variable de alto impacto en el desarrollo nacional, do´nde si el
PIB nacional no crece, se considera recesio´n, ejemplo la crisis del an˜o 2009.
La inflacio´n mantiene relacio´n directa con el poder adquisitivo, se concedera´
una variable de bajo impacto en la demanda de automo´viles, es importante
destacar que los cre´ditos automotrices mitigan el factor inflacio´n facilitando la
adquisicio´n de unidades.
El valor de la moneda nacional es un factor importante, de e´l se derivan los
precios de las unidades, es importante mencionar que, aunque el peso se ha
devaluado frente al do´lar la venta de unidades mantiene una tendencia estable.
Se elaboran 22 reglas difusas que se caracterizan con el nombre de los factores
como variables lingu¨´ısticas, intere´s (IN), producto interno bruto (PIB), inflacio´n
(INF), demanda (DA) y las funciones de membres´ıa muy bajo (MB), bajo (B),
medio (M), alto (A), muy alto (MA). Se utilizaron operadores Y (and) para reglas
incluyentes, O (or) como excluyentes. A continuacio´n, se enlistan.
1. Si IN es M y PIB es M y INF es B y USA/MXA es M entonces DA es A
2. Si IN es MB y PIB es M y INF es B y USA/MXA es MA entonces DA es MA
3. Si IN es B y PIB es M y INF es B y USA/MXA es MA entonces DA es A
4. Si IN es A y PIB es M y INF es B y USA/MXA es MA entonces DA es B
5. Si IN es MA y PIB es M y INF es B y USA/MXA es MA entonces DA es B
6. Si IN es M y PIB es M y INF es M y USA/MXA es M entonces DA es M
7. Si IN es M y PIB es A y INF es M y USA/MXA es M entonces DA es A
8. Si IN es M y PIB es B y INF es M y USA/MXA es M entonces DA es B
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10. Si IN es M y PIB es M y INF es MB y USA/MXA es M entonces DA es M
11. Si IN es M y PIB es MB y INF es M y USA/MXA es M entonces DA es B
12. Si IN es M y PIB es M y INF es MA y USA/MXA es M entonces DA es M
13. Si IN es M y PIB es M y INF es M y USA/MXA es A entonces DA es M
14. Si IN es M y PIB es M y INF es M y USA/MXA es B entonces DA es M
15. Si IN es M y PIB es M y INF es M y USA/MXA es MB entonces DA es A
16. Si IN es M y PIB es B y INF es M y USA/MXA es MA entonces DA es B
17. Si IN es MB y PIB es M y INF es M y USA/MXA es A entonces DA es MA
18. Si IN es B y PIB es M y INF es M y USA/MXA es M entonces DA es M
19. Si IN es A y PIB es M y INF es M y USA/MXA es M entonces DA es M
20. Si IN es M y PIB es M y INF es A y USA/MXA es M entonces DA es M
21. Si IN es MA entonces DA es M
22. Si IN es MB entonces DA es MA
4.5 Resultados del ana´lisis difuso
El desarrollo del mecanismo difuso concluye con la obtencio´n de los valores
consecuentes de demanda, despue´s se realiza la agregacio´n, y finaliza con la ob-
tencio´n del prono´stico de demanda basado en factores del entorno. Se elaboraron
22 reglas excluyentes o incluyentes de los factores en estudio. En el cuadro 4.7 se
realiza la representacio´n gra´fica de cada una de las variables, en e´l se establece el
comportamiento de la demanda respecto a su ajuste.
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Figura 4.7: Reglas difusas
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Entradas Salidas
Fecha (an˜o/mes) Intere´s PIB inflacio´n USA/MXN Demanda
2018/01 13.15 1.2 5.55 18.60 205000
2018/02 13.15 1.2 5.34 18.84 202000
2018/03 13.15 1.2 5.04 18.16 206000
2018/04 13.15 2.6 4.55 18.71 360000
2018/05 13.19 2.6 4.51 19.91 413000
2018/06 13.19 2.6 4.65 19.91 413000
2018/07 13.90 2.5 4.82 18.64 400000
2018/08 13.90 2.5 4.90 19.08 400000
2018/09 13.24 2.5 5.02 18.71 400000
2018/10 13.24 1.7 4.90 20.33 266000
2018/11 13.32 1.7 4.70 20.40 266000
2018/12 13.32 1.7 4.80 19.64 266000
Tabla 4.4: Prono´stico de demanda basado en las variables del entorno
La tabla 4.4 presenta el ana´lisis de los periodos mensuales correspondientes
al an˜o 2018, es decir, se evaluaron cada uno de los periodos con sus respectivos
niveles difusos, concluyendo con los valores de demanda, contribuyendo en generar
informacio´n relevante para la toma de decisiones basadas en el comportamiento del
entorno.
Por lo tanto, mediante la aplicacio´n de lo´gica difusa se genero´ una herramienta
de prono´sticos que contribuye en la planeacio´n de la demanda, al ser una actividad
que brinda soporte a la cadena de suministros interna y externa, basado en variables
del entorno y contribuyendo en el proceso de toma de decisiones.
Una vez realizado los prono´sticos, se plantea como trabajo complementario la
integracio´n de los datos generados del proceso difuso en conjunto con los histo´ricos de
ventas de automo´viles ligeros, mediante la te´cnica de IA, RNA de series de tiempo
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de tipo no lineal autorregresiva con entrada externa (NARX), tiene la capacidad
de aprender de los patrones de comportamiento, permitiendo generar un prono´stico
unificado de la informacio´n. A continuacio´n, se describe su desarrollo.
4.6 Aplicacio´n de redes neuronales de series
de tiempo
La elaboracio´n de la red neuronal artificial se centro´ en la eleccio´n y experi-
mentacio´n de diferentes estructuras basado en la estructura NARX. Esta´ compuesta
por datos se series de tiempos y variables externas como el prono´stico elaborado me-
diante lo´gica difusa. Se describen algunos de los para´metros utilizados en la medicio´n
del desempen˜o de la red.
Estructura de la red tipo NARX.
Red de tipo multicapa.
Nu´mero de neuronas ocultas 10-15.
Informacio´n histo´ricos; valores de entrada y valores de objetivo (target).
Porcentajes de entrenamiento 70%, validacio´n 15% y prueba 15%.
Algoritmos de entrenamiento; Levenberg-Marquardt, Bayesian Regularization,
Scaled Conjugate Gradient.
Variables de desempen˜o; error cuadra´tico medio (ECM), correlacio´n.
La elaboracio´n de la RNA contemplo´ fuentes de informacio´n de los registros
histo´ricos de ventas de automo´viles y los valores de demanda obtenidos a partir del
ana´lisis difuso. A continuacio´n, se describen la caracterizacio´n de los datos.
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4.6.1 Datos histo´ricos
Los datos que se administraron en la RNA contemplan el registro histo´rico
de ventas de automo´viles ligeros obtenido del Instituto Nacional de Estad´ıstica y
Geograf´ıa que contempla del an˜o 2005 al 2018 en periodos mensuales, integra todas
las marcas y modelos, con estacionalidad anual y tendencia positiva, se puede do-
cumentar en base de datos de libre consulta. La informacio´n obtenida a partir del
me´todo difuso contempla la evaluacio´n de los periodos correspondientes al an˜o 2018
en el que se miden mediante el ajuste de los factores respectivamente en la tabla 4.5,















Tabla 4.5: Periodos evaluados del 2018














Tabla 4.6: Periodos evaluados normalizados del 2018
La normalizacio´n de los datos es parte indispensable al realizar la experimenta-
cio´n, el objetivo de esta actividad fue mejorar el desempen˜o mediante la conversio´n a
factores o porcentajes. En el desarrollo de prono´sticos se utilizan el software Matlab
2015, con la aplicacio´n Neural Network Toolbox 8.3, Statgraphics Centurion 18, Mi-
nitab 18. A continuacio´n, se muestran los resultados del proceso de experimentacio´n
de la RNA.
4.6.2 Resultados del prono´sticos
Los resultados obtenidos contemplan las diferentes estructuras: nu´mero de mo-
delo; multicapa (2); neuronas por capa, entrada (2), oculta (10,15), salida (1); algorit-
mo de entrenamiento, Levenberg-Marquardt, Scaled Conjugate Gradient, Bayesian
Regularization; funcio´n de activacio´n, tangente hiperbo´lica; interaciones, ma´ximo
1000; y desempen˜o mediante el error cuadra´tico medio (ECM). La experimentacio´n
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contempla los modelos que se ilustran en las tablas 4.7, 4.8, 4.9.
Modelo 1 Modelo 2
Nodos de entrada 2 Nodos de entrada 2
Nodos ocultos 10 Nodos ocultos 15
Nodos de salida 1 Nodos de salida 1
Funcio´n de activacio´n tansig Funcio´n de activacio´n tansig
Algoritmo de entrenamiento trainlm Algoritmo de entrenamiento trainlm
Interacciones 12 Interacciones 9
ECM 0.0065 ECM 0.0071
R Entrenamiento 0.8713 R Entrenamiento 0.8704
R Validacio´n 0.8955 R Entrenamiento 0.9131
R Test 0.8808 R Test 0.9099
Max-error 6 Max-error 6
Tabla 4.7: Modelos RNA: Levenberg-Marquardt
Modelo 3 Modelo 4
Nodos de entrada 2 Nodos de entrada 2
Nodos ocultos 10 Nodos ocultos 15
Nodos de salida 1 Nodos de salida 1
Funcio´n de activacio´n tansig Funcio´n de activacio´n tansig
Algoritmo de entrenamiento trainscg Algoritmo de entrenamiento trainscg
Interacciones 11 Interacciones 16
ECM 0.0091 ECM 0.0069
R Entrenamiento 0.8897 R Entrenamiento 0.8697
R Validacio´n 0.8594 R Entrenamiento 0.8874
R Test 0.8460 R Test 0.8041
Max-error 6 Max-error 6
Tabla 4.8: Modelos RNA: Scaled Conjugate Gradient
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Modelo 5 Modelo 6
Nodos de entrada 2 Nodos de entrada 2
Nodos ocultos 10 Nodos ocultos 15
Nodos de salida 1 Nodos de salida 1
Funcio´n de activacio´n tansig Funcio´n de activacio´n tansig
Algoritmo de entrenamiento trainbr Algoritmo de entrenamiento trainbr
Interacciones 152 Interacciones 443
ECM - ECM -
R Entrenamiento 0.8897 R Entrenamiento 0.8697
R Validacio´n 0.8594 R Entrenamiento 0.8874
R Test 0.8460 R Test 0.8041
Max-error 6 Max-error 6
Tabla 4.9: Modelos RNA: Bayesian Regularization
En el ana´lisis de resultados se encontro´ que el modelo 1 representa la RNA que
minimiza el nivel de error, sus caracter´ısticas son: neuronas de entrada, 2; ocultas,
10; salida, 1; funcio´n tangente hiperbo´lica; algoritmo de entrenamiento, Levenberg-
Marquardt; interacciones, 12; error cuadra´tico medio, 0.0065; correlacio´n de entre-
namiento, 0.8713; correlacio´n de validacio´n, 0.8955; correlacio´n de prueba, 0.8808;
ma´ximo de errores, 6. Mientras que el algoritmo Scaled Conjugate Gradient repre-
senta una alternativa con menor desempen˜o y correlacio´n y con Bayesian Regulari-
zation no arroja resultados. Por lo tanto, se concluye que implementar el modelo 1
es adecuado en la elaboracio´n de prono´sticos, permitiendo que se integren los datos
histo´ricos de ventas de automo´viles ligeros.
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Figura 4.8: NARX
La RNA de series de tiempo tiene la capacidad de identificar patrones de
estacionalidad, tendencia, ciclos, co´mo se muestra en la figura 4.8 se puede observar
como se ajustan el prono´stico a los datos con el aporte de la variable externa.
Resultados de desempen˜o
Modelo MEA MEPA ECM
NARX 17661 8 561742971
Tabla 4.10: Resultados de NARX
Al elaborarse los prono´sticos mediante la herramienta NARX se encontraron
los siguientes resultados: media del error absoluto (MEA), 17661; media del error
porcentual absoluto (MEPA), 8; error cuadra´tico medio (ECM), 561742971, como se
ilustra en la tabla 4.10. La informacio´n de entrada contemplo 168 valores de demanda
mensual correspondiente al periodo 2005 al 2018 en conjunto con los datos obtenidos
del ana´lisis difuso. El siguiente apartado contempla el desarrollo de una comparativa
de las herramientas de prono´sticos mediante las me´tricas de desempleo.
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4.7 Comparativa de te´cnicas de prono´sticos
La comparativa de los me´todos de prono´sticos, este apartado contemplo medir
el desempen˜o de la herramienta propuesta en la elaboracio´n de prono´sticos respec-
to a la red neuronal no lineal autorregresiva (NAR) y las te´cnicas tradicionales de
prono´sticos, suavizacio´n exponencial de Holt, tendencia lineal, y me´todo autorregre-
sivo integrado de media mo´vil (ARIMA). A continuacio´n, se realiza la descripcio´n
de cada uno con sus respectivos resultados.
4.7.1 Red neuronal artificial autorregresivo (NAR)
La elaboracio´n de la RNA de prono´sticos se centro´ en la eleccio´n y experimen-
tacio´n de diferentes estructuras basado en la estructura NAR, tiene la capacidad
de identificar patrones de comportamiento de los datos basados en una entrada de
histo´ricos. El proceso de experimentacio´n contemplo los mismos para´metros que la
red tipo NARX, a excepcio´n de los datos de la variable exo´gena.
Los resultados obtenidos contempla las diferentes estructuras; nu´mero de mo-
delo; multicapa (2); neuronas por capa, entrada (1), oculta (10,15), salida (1); algorit-
mo de entrenamiento, Levenberg-Marquardt, Scaled Conjugate Gradient, Bayesian
Regularization; funcio´n de activacio´n, tangente hiperbo´lica; interacciones, ma´ximo
1000; desempen˜o, error cuadra´tico medio (ECM), como se puede observar son los
mismos para´metros que la red NARX a excepcio´n de la variable externa. La experi-
mentacio´n contempla los siguientes modelos, ver tablas 4.11, 4.12, 4.13.
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Modelo 7 Modelo 8
Nodos de entrada 2 Nodos de entrada 2
Nodos ocultos 10 Nodos ocultos 15
Nodos de salida 1 Nodos de salida 1
Funcio´n de activacio´n tansig Funcio´n de activacio´n tansig
Algoritmo de entrenamiento trainlm Algoritmo de entrenamiento trainlm
Interacciones 9 Interacciones 8
ECM 0.0061 ECM 0.0097
R Entrenamiento 0.8780 R Entrenamiento 0.9274
R Validacio´n 0.8992 R Validacio´n 0.7937
R Test 0.8407 Test 0.8190
Max-error 6 Max-error 6
Tabla 4.11: Modelos RNA: Levenberg-Marquardt
Modelo 9 Modelo 10
Nodos de entrada 2 Nodos de entrada 2
Nodos ocultos 10 Nodos ocultos 15
Nodos de salida 1 Nodos de salida 1
Funcio´n de activacio´n tansig Funcio´n de activacio´n tansig
Algoritmo de entrenamiento trainscg Algoritmo de entrenamiento trainscg
Interacciones 10 Interacciones 17
ECM 0.0076 ECM 0.0064
R Entrenamiento 0.8228 R Entrenamiento 0.8883
R Validacio´n 0.8982 R Validacio´n 0.7717
R Test 0.8578 R Test 0.8810
Max-error 6 Max-error 6
Tabla 4.12: Modelos RNA: Scaled Conjugate Gradient
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Modelo 11 Modelo 12
Nodos de entrada 2 Nodos de entrada 2
Nodos ocultos 10 Nodos ocultos 15
Nodos de salida 1 Nodos de salida 1
Funcio´n de activacio´n tansig Funcio´n de activacio´n tansig
Algoritmo de entrenamiento trainbr Algoritmo de entrenamiento trainbr
Interacciones 244 Interacciones 1000
ECM - ECM -
R Entrenamiento - R Entrenamiento -
R Validacio´n - R Entrenamiento -
R Test - R Test -
Max-error 6 Max-error 6
Tabla 4.13: Modelos RNA: Bayesian Regularization
En el ana´lisis de resultados se encontro´ que el modelo 7 representa la RNA que
minimiza el nivel de error, sus caracter´ısticas fueron: neuronas de entrada, 1; ocultas,
10; salida, 1; funcio´n tangente hiperbo´lica; algoritmo de entrenamiento, Levenberg-
Marquardt; interacciones, 12; error cuadra´tico medio, 0.0061; correlacio´n de entre-
namiento, 0.8780; correlacio´n de validacio´n, 0.8992; correlacio´n de prueba, 0.8407;
ma´ximo de errores, 6. Mientras que el algoritmo Scaled Conjugate Gradient represen-
ta una alternativa con menor desempen˜o y correlacio´n y con Bayesian Regularization
no arroja resultados. Por lo tanto, se concluye que implementar el modelo 7 es ade-
cuado en la elaboracio´n de prono´sticos en el que se integran u´nicamente los datos
histo´ricos de ventas de automo´viles ligeros.
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Figura 4.9: NAR
La RNA tipo NAR de series de tiempo tiene la capacidad de identificar patrones
de estacionalidad, tendencia, ciclos, arrojando resultados eficientes co´mo se muestra
en la figura 4.9 se puede observar co´mo se ajustan el prono´stico a los datos.
Resultados de desempen˜o
Modelo MEA MEPA ECM
NAR 16446 8 584297989
Tabla 4.14: Resultados de NAR
Al realizar los prono´sticos mediante la herramienta NAR se encontraron los
siguientes resultados: media del error absoluto (MEA), 16446; media del error por-
centual absoluto (MEPA), 8; error cuadra´tico medio (ECM), 584297989, como se
ilustra en la tabla 4.14. La informacio´n de entrada contemplo´ 168 valores de deman-
da mensual correspondiente al periodo 2005 al 2018. A continuacio´n, se realiza el
ana´lisis de suavizacio´n de Holt.
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4.7.2 Me´todo de suavizacio´n exponencial de Holt
Las te´cnicas tradicionales de prono´sticos contemplan modelos matema´ticos o
estad´ısticos en los que se analizan caracter´ısticas de los datos histo´ricos. El me´todo
Holt o ajuste de tendencia contempla un factor constante denominado alfa y beta,
suele ser aplicado en la elaboracio´n de proyecciones de mediano a largo plazo.
El modelo fue alimentado con 168 periodos correspondientes al periodo del
2005 al 2018, con valor de α = 0.1 y β = 0.1. La representacio´n gra´fica muestra que
la proyeccio´n se mantiene como valores centrales respecto a los datos originales 4.10.
Figura 4.10: Suavizacio´n exp. De Holt
Resultados de desempen˜o
Modelo MEA MEPA ECM
Holt 23359 12 996544938
Tabla 4.15: Resultado de suavizacio´n exp. De Holt
Al realizarse los prono´sticos mediante la herramienta suavizacio´n exponencial
de Holt se encontraron los siguientes resultados: media del error absoluto (MEA),
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23359; media del error porcentual absoluto (MEPA), 12; error cuadra´tico medio
(ECM), 996544938, como se ilustra en la tabla 4.15. A continuacio´n, se realiza el
ana´lisis de tendencia lineal.
4.7.3 Tendencia lineal
El me´todo de tendencia lineal o ana´lisis de tendencia, este modelo asume que el
mejor prono´stico esta´ dado por una funcio´n de regresio´n lineal basada en los valores
pasados, permite anticipar la direccio´n del comportamiento de los datos futuros.
Tendencia lineal = 115909 + 1289.55t, se ilustra en la figura 4.11, los te´rminos con
valores-P menores que 0.05 son estad´ısticamente diferentes de cero con un nivel de
confianza del 95.0%. En este caso, el valor-P para el te´rmino lineal es menor que
0.05, de modo que es estad´ısticamente diferente de 0.
Figura 4.11: Tendencia lineal
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Resultados de desempen˜o
Modelo MEA MEPA ECM
Tendencia lineal 18154 11 671400650
Tabla 4.16: Resultados de tendencia lineal
Al realizar los prono´sticos mediante la herramienta tendencia lineal se encon-
traron los siguientes resultados: media del error absoluto (MEA), 18154; media del
error porcentual absoluto (MEPA), 11; error cuadra´tico medio (ECM), 671400650,
ver tabla 4.16. A continuacio´n, se realiza el ana´lisis del modelo ARIMA.
4.7.4 Me´todo autorregresivo integrado de media mo´vil
(ARIMA)
El modelo ARIMA se compone por un apartado autorregresivo (AR), integrado
(I), promedio mo´vil (MA), es aplicado a prono´sticos con estacionalidad y tendencia.
El modelo propuesto es ARIMA (1,1,1) asume que el mejor prono´stico disponible
para datos futuros esta´ dado por el modelo parame´trico que relaciona el valor ma´s
reciente con los valores y ruido previos. Te´rminos con valores-P menores que 0.05 son
estad´ısticamente diferentes de cero con un nivel de confianza del 95.0%, el valor-P
para el te´rmino AR (1) es mayor o igual que 0.05, el valor-P para el te´rmino MA (1)
es menor que 0.05, se ilustra en la figura 4.12.
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Figura 4.12: ARIMA (1,1,1)
Resultados de desempen˜o
Modelo MEA MEPA ECM
ARIMA 23531 12 1006704058
Tabla 4.17: Resultados de ARIMA (1,1,1)
Los prono´sticos elaborados mediante la herramienta tendencia lineal se mues-
tran en la tabla 4.17, los obtenidos fueron: media del error absoluto (MEA), 23531;
media del error porcentual absoluto (MEPA), 12; error cuadra´tico medio (ECM),
1006704058. A continuacio´n, se realiza la comparativa de los diferentes me´todos de
prono´sticos.
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Resultados de desempen˜o
Modelo MEA MEPA ECM
NARX 17661 8 561742971
NAR 16446 8 584297989
Holt 23359 12 996544938
Tendencia lineal 18154 11 671400650
ARIMA 23531 12 1006704058
Tabla 4.18: Comparativa de resultados
Mediante el ana´lisis de resultados se puede identificar que la metodolog´ıa pro-
puesta permite generar prono´sticos eficientes: media de error absoluto, 17661; me-
dia de error porcentual absoluto 8%; error cuadra´tico medio, 561742971, respecto
a la te´cnica tendencia lineal con mejor desempen˜o con las diferencias: media de
error absoluto, 493; media de error porcentual absoluto 4%; error cuadra´tico medio,
109657679, ver tabla 4.18. Por lo tanto, la implementacio´n de un prono´stico integrado
permite generar proyecciones eficientes integrando factores externos contribuyendo
en la planeacio´n de la demanda y la toma de decisiones en la industria automotriz.
Algunos de los hallazgos encontrados en el desarrollo de aplicacio´n fueron:
Identificacio´n de patrones, las RNA permiten la generacio´n de prono´sticos
ajusta´ndose e identificando el comportamiento de la demanda mediante el
aprendizaje.
Proyecciones de ventas eficientes, mediante la integracio´n de las metodolog´ıas
Delphi, LD, RNA, permite generar prono´sticos de demanda eficientes en el que
se incorpora factores externos relevantes en la industria.
Toma de decisiones, es parte indispensable en la gestio´n de organizaciones del
sector automotriz, mediante la metodolog´ıa propuesta se genera una herra-
mienta que contribuye en las actividades de planeacio´n.
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4.7.5 Consideraciones
El desarrollo del cap´ıtulo contemplo´ algunas consideraciones en el proceso de
aplicacio´n de la metodolog´ıa, es decir, corresponde a actividades ba´sicas e indispen-
sables para mantener la calidad en el estudio.
Elaboracio´n del instrumento Delphi, la construccio´n de este debe minimizar el
sesgo, es decir, eliminar la modificacio´n de la opinio´n de los expertos.
Construccio´n de reglas difusas, estas deben estar basadas en el contexto histo´ri-
cos de los factores analizados.
Normalizacio´n de datos ingresados a la RNA, es un proceso adecuado que




La planeacio´n de la demanda es una actividad de gran relevancia, brinda sopor-
te a la cadena de suministro interna y externa, en los a´mbitos estrate´gicos, ta´cticos,
y operativos de las organizaciones, contribuyendo en la distribucio´n adecuada de
recursos y capacidades en mercados altamente exigentes. Es por eso, que las herra-
mientas matema´ticas y estad´ısticas de prono´sticos son importantes, contribuyen y
facilitan la toma de decisiones, por lo que, esta tesis propuso una metodolog´ıa en
la que se integran factores del entorno en conjunto con informacio´n histo´rica que
permite generar proyecciones de ventas de automo´viles mediante la implementacio´n
del me´todo Delphi, LD, RNA en la industria automotriz y es evaluada respecto al
desempen˜o de las te´cnicas NAR, suavizacio´n exponencial de Holt, tendencia lineal,
y ARIMA. A manera de colofo´n se describen los siguientes hallazgos.
Las organizaciones planifican desde un enfoque limitado, utilizan en su gran
mayor´ıa registros histo´ricos y limitada visibilidad de los mercados, los factores
del entorno son una fuente de informacio´n que contribuyen en la generacio´n de
proyecciones de ventas desde una perspectiva amplia.
El me´todo Delphi es un instrumento eficiente en la recoleccio´n de informacio´n,
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permite identificar factores correlacionados con el comportamiento de demanda
de automo´viles aunado a que permite su validacio´n mediante la convergencia
de opiniones.
La informacio´n del entorno o indicadores nacionales son utilizados de mejor
manera, enriqueciendo y robusteciendo las herramientas de prono´sticos, re-
flejando el desarrollo nacional desde una perspectiva externa en la industria
automotriz.
Las te´cnicas de lo´gica difusa permiten establecer las relaciones existentes entre
los factores del entorno, tasa de financiamiento, PIB, inflacio´n y valor del peso
respecto al do´lar, permitiendo generar prono´sticos de demanda mediante un
mecanismo de inferencia.
Las RNA es una herramienta eficiente en la generacio´n de prono´sticos, me-
diante el aprendizaje automa´tico logra identificar patrones de comportamiento
ajusta´ndose al comportamiento de la demanda y reduciendo el nivel de error
respecto a las te´cnicas tradicionales.
Las RNA es una herramienta eficiente que permite integrar los factores del
entorno, tasa de financiamiento, PIB, inflacio´n, valor del peso respecto al do´lar,
y registros histo´ricos en la generacio´n de prono´sticos de demanda en la industria
automotriz.
Las te´cnicas de inteligencia artificial brindan la oportunidad de desarrollar
herramientas robustas en la toma de decisiones, al facilitar la integracio´n de
diferentes metodolog´ıas y te´cnicas de inteligencia artificial.
El prono´stico elaborado es eficiente, al generar una proyeccio´n de demanda con
bajo nivel de error MEA, MEPA, ECM, al ser evaluado respecto las te´cnicas
tradicionales, tales como: suavizacio´n exponencial de Holt, tendencia lineal, y
ARIMA.
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Un prono´stico de demanda que integra factores del entorno puede ser imple-
mentados en diferentes organizaciones e industrias, todo surge desde las fuentes
de informacio´n.
La unificacio´n de informacio´n contribuye en facilitar y simplificar la toma de
decisiones, al generarse un valor u´nico de demanda, es decir, ese prono´stico
es ajustado automa´ticamente en relacio´n a los cambios en el mercado o la
economı´a nacional.
Los prono´sticos de demanda parten desde la primicia de la imperfeccio´n, es
decir, no existen proyecciones que eliminen el nivel de error, por lo tanto, la
herramienta propuesta obtiene un desempen˜o satisfactorio partiendo desde el
mismo principio.
Las tecnolog´ıas de la informacio´n cada d´ıa son ma´s avanzadas, facilitando la
construccio´n, desarrollo y elaboracio´n del mecanismo difuso y las redes neuro-
nales permitiendo simplificar su aplicacio´n.
En la actualidad existen muchos modelos de prono´sticos tradicionales, con ca-
racter´ısticas y aplicaciones espec´ıficas, mismo que permiten obtener resultados
eficientes.
Las industrias realizan su planificacio´n de actividad y recursos a partir de
herramientas de prono´sticos, por lo tanto, son herramientas indispensables en
previsio´n de la demanda.
La administracio´n de la cadena de suministro es parte indispensable para el
flujo adecuado de productos y servicio, por lo tanto, una planeacio´n adecuada
de recurso contribuye en el desarrollo adecuado de actividades.
Mediante la implementacio´n de variables cualitativas, juicios de expertos en la
identificacio´n de factores del entorno como la tasa de financiamiento, PIB, Inflacio´n,
valor del peso frente al do´lar, y cuantitativas como datos histo´ricos se contribuye
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en generar prono´sticos con mayor eficiencia en la industria automotriz de veh´ıcu-
los ligeros respectos a las te´cnicas tradicionales al reducir el nivel de error en las
proyecciones de ventas.
5.2 Recomendaciones
Al considerar la importancia del proceso de prono´sticos mediante la herramien-
ta propuesta como soporte en la cadena de suministro y en funcio´n a los resultados
obtenidos, se hacen las siguientes recomendaciones a investigadores que tengan in-
tere´s en el proyecto, me´todos y te´cnicas.
La informacio´n es indispensable en el estudio, por lo que, se sugiere a los
investigadores integrar datos de calidad, es decir, factores del entorno relevantes
para el bien o servicio evaluado mediante una herramienta de correlacio´n.
La integracio´n del comite´ de experto es parte esencial del estudio, por lo tanto,
se sugiere seleccionar personas que mantengan relacio´n directa o cercana al a´rea
en estudio mediante caracter´ısticas espec´ıficas de perfil.
Mediante el ana´lisis difuso se generan prono´sticos de demanda a partir de los
factores del entorno, por lo que, se sugiere construir las reglas del mecanismo
de inferencia con base en el comportamiento histo´rico de los datos respecto al
producto pronosticado.
El ana´lisis difuso contempla el me´todo Mamdani, por lo que, se sugiere ex-
perimentar con Sugeno y sus variantes en las que se implementa aprendizaje
automa´tico, esto con el objeto de aumentar la precisio´n en la construccio´n de
reglas difusas.
La seleccio´n de la RNA es parte indispensable, por lo que, se sugiere expe-
rimentar con diferentes configuraciones y estructuras, evaluando mediante el
desempen˜o, a partir de ECM y el porcentaje de correlacio´n.
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5.3 Trabajo a futuro
La herramienta propuesta tiene como finalidad contribuir en la toma de de-
cisiones, son modificaciones que permitan aumentar la eficiencia de los resultados
obtenidos, es decir, un prono´stico con menor grado de error, y con la finalidad de
seguir mejorando la metodolog´ıa, por lo tanto, se proponen las siguientes l´ıneas de
trabajo a futuro:
Aplicacio´n de te´cnicas de inteligencia artificial y de clasificacio´n en la iden-
tificacio´n de patrones de comportamiento entre los factores del entorno y la
demanda.
Experimentacio´n con el me´todo Sugeno y sus variantes en las que se imple-
menta aprendizaje automa´tico (ANFIS), esto con el objeto de aumentar la
precisio´n en la construccio´n de reglas difusas.
Integracio´n de las herramientas mediante programacio´n computacional, desa-
rrollando una interfase simple de aplicacio´n.
Ape´ndice A
Ape´ndice
Este´ apartado tiene como objetivo complementar e ilustras conceptos y herra-
mientas aplicadas en la investigacio´n, en e´l encontraras un glosario con las defini-
ciones de las palabras clave en la interpretacio´n del documento e ima´genes de los
instrumentos de recoleccio´n de informacio´n.
A.1 Glosario
Las definiciones enlistadas a continuacio´n se extraen del diccionario de la Real
Academia Espan˜ola (Espan˜ola, 2009), es importante mencionar que son citas tex-
tuales.
Algoritmo. Conjunto ordenado y finito de operaciones que permite hallar la
solucio´n de un problema.
Difusa. La que admite una cierta incertidumbre entre la verdad o falsedad de
sus proposiciones, a semejanza del raciocinio humano.
Disruptivo. Que produce ruptura brusca.
Entorno. Conjunto de caracter´ısticas que definen el lugar y la forma de eje-
cucio´n de una aplicacio´n.
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Factor. Elemento o causa que actu´an junto con otros.
Inteligencia artificial. Disciplina cient´ıfica que se ocupa de crear programas
informa´ticos que ejecutan operaciones comparables a las que realiza la mente huma-
na, como el aprendizaje o el razonamiento lo´gico.
Lo´gica. Ciencia que expone las leyes, modos y formas del conocimiento cient´ıfi-
co.
Modelo. Esquema teo´rico, generalmente en forma matema´tica, de un sistema
o de una realidad compleja, como la evolucio´n econo´mica de un pa´ıs, que se elabora
para facilitar su comprensio´n y el estudio de su comportamiento.
Neurona. Ce´lula nerviosa, que generalmente consta de un cuerpo de forma
variable y provisto de diversas prolongaciones, una de las cuales, de aspecto filiforme
y ma´s larga que las dema´s, es el axo´n o neurita.
Prono´stico. Sen˜al por donde se conjetura o adivina algo futuro.
Red. Conjunto de elementos organizados para determinado fin.
Variable estad´ıstica. Funcio´n real definida sobre una poblacio´n finita o una
muestra, que toma los valores de cada una de las modalidades de un atributo, y a
las que asocia una distribucio´n de frecuencias.
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A.2 Primer instrumento
Figura A.1: Primer instrumento: parte 1
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Figura A.2: Primer instrumento: parte 2
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Figura A.3: Primer instrumento: parte 3
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A.3 Segundo instrumento
Figura A.4: Segundo instrumento: parte 1
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Figura A.5: Segundo instrumento: parte 2
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Figura A.6: Segundo instrumento: parte 3
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