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Land  cover  and land  use classiﬁcations  from  remote  sensing  are  increasingly  becoming  institutionalized
framework  data  sets  for  monitoring  environmental  change.  As such,  the need  for robust  statements  of
classiﬁcation  accuracy  is  critical.  This  paper  describes  a method  to estimate  conﬁdence  in  classiﬁcation
model  accuracy  using  a bootstrap  approach.  Using  this  method,  it was  found  that  classiﬁcation  accu-
racy  and  conﬁdence,  while  closely  related,  can  be used  in complementary  ways  to provide  additional
information  on  map  accuracy  and  deﬁne  groups  of classes  and  to inform  the  future  reference  sampling
strategies.  Overall  classiﬁcation  accuracy  increases  with  an  increase  in  the  number  of ﬁelds  surveyed,
where  the  width of  classiﬁcation  conﬁdence  bounds  decreases.  Individual  class  accuracies  and  conﬁ-
dence were non-linearly  related  to the number  of ﬁelds  surveyed.  Results  indicate  that  some  classes
can  be estimated  accurately  and conﬁdently  with  fewer  numbers  of samples,  whereas  others  require
larger  reference  data  sets  to achieve  satisfactory  results.  This  approach  is  an  improvement  over  other
approaches  for  estimating  class  accuracy  and  conﬁdence  as  it uses  repetitive  sampling  to  produce  a  more
realistic  estimate  of the  range  in  classiﬁcation  accuracy  and  conﬁdence  that  can  be  obtained  with  different
reference  data  inputs.
Crown  Copyright  © 2014  Published  by Elsevier  B.V.  Open access under CC BY-NC-SA license. . Introduction
Agricultural land use maps produced from remotely sensed data
ave a wide variety of applications in environmental monitoring,
nd increasingly are becoming essential data sets to national agen-
ies for operational resource assessment. Many land cover and land
se classiﬁcations use supervised classiﬁcation procedures that rely
n the provision of ground reference samples to train the classiﬁ-
ation model (McNairn et al., 2009; McRoberts and Tomppo, 2007;
ueller and Ozga, 2002; Vogelmann et al., 2001). In order to pro-
uce these multi-purpose framework data sets, it is essential that
ll classes within a region be well deﬁned so that the resultant
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Open access under CC BY-Nmap  is a true reﬂection of the land classes found in the region, and
therefore applicable to a wide range of users (Congalton and Green,
1999). Methods to achieve this comprehensive sampling have led
to a wide body of literature suggesting sampling strategies and
sample size guidelines to optimally produce these maps (Chen and
Stow, 2002; Congalton and Green, 1999; Foody and Mathur, 2006;
Stehman and Czaplewski, 1998).
There are two  aspects to reference data collection for image
classiﬁcation: the speciﬁcation of model training data, and the
development of a framework for map accuracy assessment. The
objective of collecting a model training set is to represent the
diversity of land types within a region, and provide enough infor-
mation to estimate the statistical properties of that land type.
These requirements, however, vary depending on the classiﬁcation
method used (Foody et al., 2006). The objective of model vali-
dation is to design a statistically robust framework to establish
non-biased accuracy statistics on the resultant map. While these
two operations have unique requirements, the practical limita-
tions of collecting ground reference data samples for operational
applications means that these two types of data are often col-
lected simultaneously, and are often under-sampled based on the
resources allotted to this particular task (Stehman et al., 2008).
For applications such as agricultural land use mapping, where
land classes are dynamic and change on an annual or semi-annual
C-SA license. 
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Table 1
Satellite acquisitions for each site.
Date Year Site Sensor Bands Image
mode
June 5 2006 Ontario TM-5 1–5, 7 –
July  9 2006 Ontario TM-5 1–5, 7 –C. Champagne et al. / International Journal of Applie
asis, the problem is further complicated. Surveys must be con-
ucted frequently to identify speciﬁc classes in an accurate and
imely manner. The use of inadequate sampling methods can have
 considerable impact on both map  production and the quality of
ccuracy assessments estimated using these data sets, and is often
ore relevant than the type of model used to construct the classi-
cation (Gong and Howarth, 1990; Hammond and Verbyla, 1996;
hen et al., 2013). The resultant statement of map  accuracy, gener-
lly through an error matrix, can show a high range of variability
epending on what reference samples are used for model training
nd validation.
Given the uncertainty in stating classiﬁcation accuracy, an
pproach that uses conﬁdence intervals in addition to traditional
rror matrices could be used to provide a better statement of clas-
iﬁcation errors. Classiﬁcation accuracy is traditionally assessed
sing a single independent validation set (sometimes known as
 split-validation approach), or a cross-validation approach. With
 split-validation approach, data not used in model training are
eserved for evaluation of classiﬁcation performance, resulting in a
ingle set of accuracy statistics. Cross-validation approaches vary,
ut in general a model training data set is evaluated sequentially
sing different training and validation partitions of the data, with
he ﬁnal accuracy results reported as an average or best ﬁt of all the
terations or folds (Efron, 1983). Assigning classiﬁcation conﬁdence
s traditionally done using a standard error approach, where the 95%
onﬁdence interval is deﬁned according to a two-tailed Gaussian
istribution (DiCiccio and Efron, 1996; Foody, 2009). Newer, model
peciﬁc approaches have used probabilities inherent in the mod-
ls to deﬁne classiﬁcation conﬁdence (Liu et al., 2004). Numerical
terative sampling can be applied to estimate sampling distribu-
ion and calculate standard error and conﬁdence intervals of the
lassiﬁcation accuracies. This probabilistic statistical method can
e applied in cases which estimating standard error is impossible
r very complicated by parametric methods. Bootstrapping, which
s a non-parametric method, is an example of this group of statis-
ical methods. In bootstrapping no assumption is made regarding
he populations of the input variables and sampling with replace-
ent is done many times to estimate variability of the mean and
ariance of model outputs.
In this study for estimating the conﬁdence intervals of the accu-
acy of land use classiﬁcation, bootstrapping was applied. Bootstrap
ethods can be used to assess variation in estimated model accu-
acy and conﬁdence and provide a method of testing the sensitivity
f the model to various inputs (Efron and Tibshirani, 1993). The
esult is a distribution of estimated output statistics, which provide
 method of assessing the classiﬁcation mean accuracy and conﬁ-
ence directly from a large population of statistical estimates from
esampling. When applied to the problem of image classiﬁcation,
he result is a statement of model accuracy and variance in accu-
acy (and therefore conﬁdence) that can also be used to inform the
evelopment of a sampling strategy. Past research has examined
he use of this approach for better estimating land cover accu-
acy statistics to evaluate landscape indices (Hess and Bay, 1997).
ootstrap methods have been shown to be more robust than cross
alidation approaches in quantifying statistical error, since these
rovide large samples of random realizations of statistical esti-
ates (DiCiccio and Efron, 1996; Efron, 2004).
The objective of this research is to present an approach to iden-
ify variation in classiﬁcation accuracy and conﬁdence as a result of
ifferent training and validation inputs into a decision tree classi-
er, and to demonstrate how this approach can be used to inform
ampling strategies for training and validation data sets. While the
esults are only applied in this case on a decision tree model, the
ethod as described could be applied to any classiﬁer. Both classi-
cation accuracy and conﬁdence were used to assess the accuracy
nd precision of the decision tree model outputs.August 8 2006 Ontario TM-5 1–5, 7 –
July  26 2006 Ontario ASAR VV/VH IS4
August 30 2006 Ontario ASAR VV/VH IS4
2. Methods
Evaluation of map  accuracy and conﬁdence was  completed
in 2006, over an agricultural region in Eastern Ontario, Canada
(45.30 ◦N; 75.14 ◦W).  This site consists largely of corn and soybean
annual crop production, and perennial forage and livestock pas-
ture. Fields in this region are relatively small, with an average size
of 7 ha. Image classiﬁcations were performed using two types of
remote sensing data inputs: one using optical-only and one using
optical and synthetic aperture radar (SAR) data in combination. The
location of the study site is given in Fig. 1.
2.1. Image data collection and pre-processing
Multi-temporal satellite imagery is essential for producing accu-
rate agricultural crop classiﬁcations (McNairn et al., 2009). To
produce optimal results, satellite image data were acquired at
multiple dates during the 2006 growing season. Both optical and
synthetic aperture radar (SAR) data were acquired to examine the
impact of different types of spectral information on the variation
and conﬁdence of classiﬁcation accuracy. For the purposes of this
study, multi-spectral optical data were acquired from both SPOT-
5 and Landsat TM-5, and SAR data from Envisat-ASAR. All ASAR
images were dual polarization (VV/VH) and were acquired in the
ascending pass with various beam modes (Table 1). Classiﬁcation
sets were run using input data sets that included multi-temporal
optical data only (three dates) or a combination of one optical image
and two SAR images. For these optical-SAR classiﬁcation sets, one
late season optical image was combined with two ASAR images
from the mid  and late stages of the growing season.
All optical and radar images were orthorectiﬁed using orbital
data and ground control points acquired from geo-referenced road
vector layers. All images were resampled to a resolution of 30 m
using a nearest neighbour approach, and spatially subset over the
study area for classiﬁcation. All images were corrected with posi-
tional error of less than one 30 m pixel. Prior to integration into
the classiﬁcation, Landsat and SPOT data were atmospherically
corrected using the Atcor-2 algorithm implemented in PCI soft-
ware. Cloud masks were created based on visual interpretation, and
cloud/shadow areas were removed from the analysis. The Envisat-
ASAR data were acquired fully calibrated. Prior to image analysis,
two passes of a Gamma-MAP ﬁlter were applied to the SAR data
using a three by three pixel window, to reduce speckle effects
(Lopes et al., 1993; McNairn et al., 2009).
2.2. Ground reference data collection
To ensure a non-biased assessment of classiﬁcation accuracy,
both model training data and model validation data were collected
using a sampling framework. A probability-based sampling design
was employed, where ﬁelds were selected randomly throughout
the scene prior to the ground survey (Table 2). The distribution of
the ground data for each site indicates that some crop types for each
study site had fewer samples relative to other crop types (Table 2).
Where the number of sampled ﬁelds was  low (less than 20 ﬁelds),
this was due to the low number of ﬁelds available for that crop type
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set is described in Table 3. For this purpose, each individual agricul-
tural ﬁeld was treated as a single independent sample, regardless
of size or number of image pixels. For each bootstrap subset,Fig. 1. Location of agricultu
n a given study site. To ensure consistency in class identiﬁcation by
he data collection teams and to reduce data entry errors, each ﬁeld
as visited on three separate occasions to eliminate observation
rrors and to determine if crops had changed over the growing sea-
on. A post-collection quality checking procedure was developed to
emove ﬁelds where multiple observations suggested uncertainty
ver the thematic class assigned. As a result of this process, less
han 10 ﬁelds were removed from the totals of each study site, and
he numbers in Table 2 reﬂect only the ﬁelds that met  the quality
hecking procedure. The distribution of ﬁelds is given in Fig. 2.
Sample coordinates were collected during the survey using a
igh-accuracy global positioning system (GPS) and ﬁeld boundaries
ere digitized using a combination of geo-referenced images and
n situ observation. All digitized ﬁelds were buffered by 30 m around
he edges of the ﬁeld boundary prior to being incorporated in the
lassiﬁcation. Buffering was done to reduce the impact of positional
rrors.
able 2
escription of ﬁelds surveyed for ground data for each study site and year. Note that
or  the Ontario site in 2005, pasture and forage were collected as a single class.
Crop type Number of
ﬁelds
Percentage of
total
Average
area/ﬁeld (ha)
Forage 275 35 4.3
Pasture 35 4 4.4
Soybean 183 23 9.8
Corn 203 26 8.6
Cereals – barley 21 3 9.5
Cereals – wheat 39 5 9.9
Cereals – oats 8 1 9.5
Potato 6 1 9.0
Sod  10 1 16.7
Buckwheat 6 1 4.4
Overall 786 7.4d use study sites in Canada.
2.3. Selection of model training and validation subsets
Image classiﬁcation sets were generated for each combination
of spectral inputs using a Monte-Carlo style resampling-with-
replacement to create random subsets of model training and
validation data. This results in a total sample size for each subset
that is equal in size to the original sample used. Each classiﬁcationFig. 2. Distribution of surveyed ﬁelds within the sample area.
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Table  3
List of classiﬁcation sets used for the analysis.
Site – year Year Input channel Ground data used Total number
of ﬁelds
Number of iterations
of the classiﬁcation
Ontario 2006 1 Landsat + 2 ASAR All available 768 800
Ontario 2006 3 Dates Landsat All available 768 800
Ontario 2006 3 Dates Landsat Max  80/crop type 365 800
Ontario 2006 3 Dates Landsat Max  60/crop type 305 800
Max  4
Max  2
Max 1
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Ontario 2006 3 Dates Landsat
he full set of ground data observations was used and divided
andomly into training and validation sets, with ﬁfty percent of
he data used for training and the remaining ﬁfty percent of the
ata used for model validation. While many studies often weight
he data in favour of providing additional training samples, this
0–50 split was chosen for this analysis to provide adequate data
or the validation to assess the classiﬁcation results. This division
f samples was completed on a per class basis, such that for each
bserved class, the data were divided so that an equal number
f ﬁelds for each class was used for model training and model
alidation. Once this classiﬁcation was completed, the next subset
ould be created from the full set of ground data observations
sing a different random subset of the data for training and vali-
ation subsets. Each bootstrap sample represents one realization of
 training and validation data set. This process was  repeated until
00 random subsets of training and validation data were created
or each classiﬁcation set. The use of 800 random subsets was
hosen based on published literature which indicated that using
arger numbers of iterations has no effect on the resultant map
uality or reported accuracy (Hess and Bay, 1997). It is possible
hat a fewer number of iterations may  be needed to achieve similar
esults, but this was not examined within the bounds of this study.
To examine how quantiﬁcation of class conﬁdence using this
ethod could be used to inform a sampling strategy, a systematic
eduction in total reference sample size was made. This was  done
sing a similar procedure as described above, but using progres-
ively smaller subsets of the full ground data set. For this analysis,
he full ground data set was reduced in size using a stratiﬁed ran-
om sampling procedure. The number of ﬁelds for each land class
as reduced systematically with a threshold set on the total num-
er of ﬁelds for each class. The original data set was randomly
educed to ﬁve smaller data sets that represented thresholds of
0, 20, 40, 60 and 80 ﬁelds. In each case, the number of ﬁelds for
are classes remained constant, since in many cases there were 10
r fewer ﬁelds for these land use classes. For each of these reduced-
ized data sets, the selection of 800 random subsets of training and
alidation data was repeated as described previously.
.4. Image classiﬁcation
Image classiﬁcation was performed on a per-pixel basis using a
ecision tree (DT) approach. This model was chosen based on previ-
us results indicating that this method provides the most accurate
lassiﬁcation results for the study sites used (McNairn et al., 2009).
he DT method, as implemented for this study, is a multivariate
odel based on a set of simple decision rules deﬁned by combi-
ations of features and a set of linear discriminant functions that
re applied at each test node (Friedl and Brodley, 1997; Rulequest,
008). Decision boundaries and coefﬁcients for the linear discrim-
nate function are estimated empirically from the training data.
he DT approach, unlike traditional classiﬁers, does not make any
ssumptions regarding the statistical distribution of these data.
s with other non-parametric classiﬁers, selection of data to ade-
uately train a DT model differs from traditional classiﬁers, in that0/crop type 245 800
0/crop type 150 800
0/crop type 90 800
the samples need not be representative of the mean statistical prop-
erties of a class, but should have characteristics that deﬁne the
statistical decision boundaries used to distinguish classes (Foody
and Mathur, 2004). For DT models, data is recursively divided
according to decision rules established at each node, with root
nodes at the top of the tree, internal nodes established as sub-
rules of these and terminating at a leaf node, where a class label
is assigned (Pal and Mathur, 2003). At each node, the resultant
splitting of the dataset produces an increasingly homogenous data
set. These differ from other widely used non-parametric classiﬁers,
such as support vector machines (SVM), in which a hyperplane
vectors are used to deﬁne boundaries between the data in order
to discriminate classes. For both cases, establishing the statistical
boundaries between classes is critical, and therefore the quality of
the training data set used to do this is critical (Foody and Mathur,
2006; Mountrakis and Xi, 2013).
For this analysis, the DT was  run using See5 software to construct
a multivariate decision tree, such that at each decision node, multi-
ple rules are applied to the data to determine recursive splitting into
homogenous subsets, with these rules established by a set of linear
discriminant functions. The DT used for this analysis was  run using
boosting over ﬁve trials. Boosting weights individual elements of
the training data, forcing the classiﬁer to focus on poorly classi-
ﬁed cases. Over-ﬁtting a decision tree to the training data can lead
to poor generalization of the rule sets to data beyond the training
samples, and consequently the DT was run using a global pruning
of the model of 25%. In this process, branches of the decision tree
are cut where they are found to be erroneous or unnecessary based
on an evaluation using the model training data. The model was run
without a null class, such that all pixels were classiﬁed as one of
the classes deﬁned within the model training data set. A null class
would represent a “none of the above” option in the model, which
would allow pixels that do not fall within the decision bounds for
a class to be classiﬁed as zero values. Instead, pixels that do not fall
within the decision bounds of a class are allocated to a default class,
which in this case was set to the most abundant class within the
scene. The classiﬁcation and validation of the approach was run on
the agricultural land classes only, with other classes ignored for the
purposes of this assessment. In the ﬁnal classiﬁcation, classes were
grouped to capture similarities in morphology; as a result pasture
and forage ﬁelds were grouped into a single class (pasture–forage)
and small grain cereals, including spring and winter wheat, barley,
oats, and rye were grouped into a single class (cereals).
2.5. Assessment of classiﬁcation accuracy and conﬁdence
The accuracy assessment was performed for each subset using
an error matrix based on samples not used for model training. From
the error matrix, the producer’s, user’s and overall accuracy were
calculated according to standard methods. For each classiﬁcation
set described in Table 3, the average and standard deviation for
user’s, producer’s and overall accuracy were calculated based on
all 800 iterations within a set. Conﬁdence intervals were calculated
for each classiﬁcation set using a percentile approach (Efron and
48 C. Champagne et al. / International Journal of Applied Earth Observation and Geoinformation 29 (2014) 44–52
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oig. 3. Overall accuracy and conﬁdence for each classiﬁcation set using all availab
lassiﬁcation routine using different subsets of training and validation data. The c
ccuracies in the set of iterations.
ibshirani, 1993). The 95% central interval was calculated using the
ounds of all accuracies falling within 95% of the probability distri-
ution created by the 800 iterations of each classiﬁcation set. The
idth of the central interval was calculated as the range between
he accuracy values representing the 2.5% and 97.5% bounds, and
his width was used to describe the conﬁdence for user’s, producer’s
nd overall classiﬁcation accuracy. This method does not require
ny assumptions about the shape of the probability distribution,
nd therefore provided a more robust statement of classiﬁcation
onﬁdence than traditional methods which assume a Gaussian data
istribution. Prior to analysis, the statistical distribution of the
ootstrap estimates of the user’s, producer’s and overall accuracies
as made. A large number of the classes did not have accuracies
hat varied along a Gaussian distribution; therefore the percentile
pproach to conﬁdence interval estimation was used.
. Results
.1. Classiﬁcation accuracy and conﬁdence
The mean overall classiﬁcation accuracy and conﬁdence interval
idth for each classiﬁcation set are given in Fig. 3. The accuracies
ere highest for the set using three dates of optical data as input
90.8%) giving slightly higher overall accuracy than the set using
ne date of optical data and two dates of SAR data (89.1%). Both
lassiﬁcations showed a high degree of repeatability, with only 2.5
nd 2.4% variation around these overall accuracy statistics. The sim-
larity between these two classiﬁcations suggests that overall, the
bility to produce a classiﬁed map  with high accuracy and high con-
dence in those accuracy statistics is not dependent on the type of
atellite data used in the classiﬁer.
Individual class accuracies and conﬁdence levels demonstrate
he enhanced understanding of the classiﬁcation that can be
chieved using metrics of both accuracy and conﬁdence. The aver-
ge user’s and producer’s accuracy and width of the conﬁdence
ntervals are given in Fig. 4, with the classes listed from left to right
n decreasing order according the number of ﬁelds surveyed for
nterpretation (see Table 2). The relationship between the number
f ﬁelds sampled and the producer’s accuracies are given in Fig. 5und data. The mean overall accuracy represents the mean of 800 iterations of the
nce interval represents the width of the accuracy range that contains 95% of the
(results for the user’s accuracies are similar and are not shown).
In general, the average user’s and producer’s accuracies increase
with increased number of ﬁelds in a non-linear manner, and the
width of the conﬁdence interval decreases with an increased num-
ber of ﬁelds, also in a non-linear manner. The scatter in the data set
however, particularly for classes with a low number of surveyed
ﬁelds, suggests that the number of ﬁelds required is not uniformly
a function of sample size for all land use types.
High user’s and producer’s accuracies were obtained for corn
and soybean (85–95%), regardless of whether optical or optical and
SAR data inputs were used in the classiﬁer. Other crops, such as
potato and buckwheat were classiﬁed poorly for both time periods
and for both sets of image inputs (0–76%). For these spatially classes,
the amount of data acquired was  not adequate to deﬁne bound-
aries for these classes. Other classes that were also rare such as
sod, however, had reasonably high classiﬁcation accuracies (88.3%
and 79.0% using the optical and SAR data set, and 93.9 and 73.9%
using the optical only data set). These results indicate that for this
particular crop, only a small number of ﬁelds are needed to deﬁne
the spectral boundaries between this class and other classes.
The repeatability or conﬁdence in these accuracies show a much
clearer pattern of increasing conﬁdence bounds with a decreased
number of ﬁelds sampled. This can be illustrated with the sod class
in Ontario. Although the accuracies for both data combinations are
relatively high, the conﬁdence bounds are much larger than for
crops with comparably high accuracies (with conﬁdence bounds
ranging from 9 to 31%. Similarly, cereals show high user’s and pro-
ducer’s accuracies (79–93%), but the conﬁdence bounds are much
larger (7–14%) when compared to similarly well-classiﬁed crops
such as pasture–forage and corn (with conﬁdence bounds ranging
from 2 to 6%). This may  be related to the nature of the DT clas-
siﬁer, such that classes where the spectral boundaries separating
these from other classes are more easily deﬁned on average, but
that there may  be speciﬁc instances of this class where the bound-
aries are less clear, and these are not being well-deﬁned using some
sets of training samples. More work is needed to determine if this
applies to other non-parametric classiﬁcations schemes, such as
SVMs.
Given this assessment, it is possible to group different land
classes into categories by accuracy and conﬁdence for the purposes
C. Champagne et al. / International Journal of Applied Earth Observation and Geoinformation 29 (2014) 44–52 49
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e classiﬁed incorrectly as another crop type. Future work should
xamine the use of reduced ground sample sizes on a proportional
asis so that the confounding effects of reduced sample size and
hanges in proportion of classes can be assessed independently.
or crop types with large initial sample sizes (corn and soybean),
he conﬁdence in both the user’s and producer’s accuracies was
uch lower when small sample sizes were used.
The large gaps in conﬁdence suggest that although a classiﬁed
ap  can be produced with a reasonable level of accuracy using a
mall sample size, the ability to reproduce this level of accuracy
iven a small sample size that uses different ﬁelds as input is ques-
ionable. Practically, this suggests that a high quality map  can be
roduced with a small sample size but the ﬁelds chosen have to be
he “right” ﬁelds. Since deﬁning these “right” ﬁelds is classiﬁcation
odel dependent, the use of both accuracy and conﬁdence to deter-
ine sample size would permit a sampling strategy that acquires
nough data to deﬁne these class boundaries consistently with-
ut the need to select optimal reference ﬁelds to train the model.
ther research has suggested unique ways to establish ideal train-
ng sample selection, such as establishing the multi-dimensional
istance between pixel values and training samples and assign-
ng conﬁdence scores to each pixel, based on how closely it lies
tatistically to training samples, which may  provide a means of
etermining ideal sample selection in a way that is model indepen-
ent (Mountrakis and Xi, 2013). Alternatively, where the number
f reference samples is low due to resource constraints, stating
oth map  accuracy and conﬁdence as described here will provide
sers with information to interpret the level of certainty in the
lassiﬁcation that may  be masked by providing accuracy informa-
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hat best reﬂects that mean accuracy statistics, to ensure that it
s representative of what map  user’s should expect the accuracy
o be, given the variability that results from the use of different
eference polygons. An example of how these could be reported
long with a classiﬁed map  is given in Fig. 7. Providing bootstrap
stimates of accuracy and conﬁdence therefore provide a tool for
ap  user’s to incorporate errors and biases associated with the
ap  into calculations of class area estimates and derived landscape
ndices (Carfagna and Gallego, 2005; Hess and Bay, 1997; Stehman,
009).
. Conclusions
A bootstrap method to quantify overall decision tree classiﬁ-
ation accuracy and conﬁdence was described and the application
f this for land use sampling strategies was discussed. For over-
ll classiﬁcation accuracy, the number of ﬁelds surveyed within a
egion was strongly related to both classiﬁcation accuracy and con-
dence, consistent with past results. For the accuracy of speciﬁc
and use classes, the relationship between sample size, accuracy
nd conﬁdence was not as strong. Some classes showed high esti-
ated accuracy and conﬁdence even when relatively small samples
ere used, whereas others showed larger conﬁdence intervals and
ower accuracies even when larger numbers of samples were used.
lassiﬁcation conﬁdence was more strongly related to sample size
han class accuracy, with conﬁdence intervals narrowing when
arger sample sizes were used, but not consistently for all land use
lasses.
This method could also be used to deﬁne site or region-speciﬁc
ampling guidelines to inform an optimized sampling strategy. A
ensitivity analysis using a systematic reduction in sample sizes
emonstrated that thresholds for each land use class can be estab-
ished to determine where improvements in classiﬁcation accuracy
nd conﬁdence are no longer realized with increasing sample size.
lasses that show higher classiﬁcation accuracy and conﬁdence do Observation and Geoinformation 29 (2014) 44–52 51
not need to be sampled as intensively, whereas classes that show
lower accuracy depending on the number of samples used should
be sampled more intensively to produce the best possible classi-
ﬁcation results. For rare classes, it is likely that high accuracy and
conﬁdence levels cannot be achieved given the limited population
size. In these cases, this approach provides a means of robustly
deﬁning the expected accuracy and conﬁdence level for map users.
This bootstrap approach is relatively easy to implement and can
be applied to any automated classiﬁcation method used regard-
less of the speciﬁc classes within a region. Moreover, it provides a
robust, non-parametric approach to deﬁning class conﬁdence that
can enable users to gain a better understanding of classiﬁcation
errors, particularly users who  are primarily interested in land use
change related to a speciﬁc class.
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