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Zusammenfassung
In dieser Arbeit werden Verfahren zur Regelung nichtlinearer Systeme unter umfas-
sender Beru¨cksichtigung stochastischer Unsicherheiten vorgestellt, wobei insbesondere
Systeme mit kontinuierlichwertigen Zusta¨nden und diskreten Stellgro¨ßen betrachtet
werden. Zur Stellwertbestimmung werden Techniken der modell-pra¨diktiven Rege-
lung (MPC) verwendet. Bei der MPC wird das Systemverhalten stellgro¨ßenabha¨ngig
innerhalb eines endlichen Horizontes pra¨diziert und mittels einer Gu¨tefunktion be-
wertet. Auf Basis dieses Gu¨temaßes wird der optimale Stellwert ausgewa¨hlt, welcher
dann zur eigentlichen Regelung verwendet wird.
Im Falle nichtlinearer Systeme sowie nichtquadratischer Gu¨tefunktionen hat sowohl
das Systemrauschen als auch die Zuga¨nglichkeit der Zustandsgro¨ßen einen erheb-
lichen Einfluss auf die Wahl der optimalen Stellwerte. Das in dieser Arbeit vor-
gestellte Framework zur stochastischen nichtlinearen modell-pra¨diktiven Regelung
(SNMPC) beru¨cksichtigt daher sowohl explizit den Einfluss des Systemrauschens als
auch die Zuga¨nglichkeit der Zustandsgro¨ßen, wobei bezu¨glich der Zustandszuga¨nglich-
keit drei relevante Fa¨lle unterschieden werden ko¨nnen. Bei der Open-Loop-Feedback-
SNMPC (OLF-SNMPC) wird der Zustand innerhalb des betrachteten Pra¨diktions-
horizonts als nicht zuga¨nglich modelliert, d. h. die Bestimmung der Stellwerte er-
folgt unter der Annahmen, dass keine Zustandsru¨ckfu¨hrung vorliegt. Bei der Closed-
Loop-Feedback-SNMPC mit direkt zuga¨nglichen Zusta¨nden (perfect state informa-
tion, CLF-P-SNMPC) wird innerhalb des betrachteten Horizonts von einer direk-
ten Zustandsru¨ckfu¨hrung ausgegangen. Im dritten Fall, dem Closed-Loop-Feedback-
SNMPC mit nicht direkt zuga¨nglichen Zusta¨nden (imperfect state information, CLF-
I-SNMPC) wird bei der Stellwertbestimmung davon ausgegangen, dass innerhalb
des betrachteten Horizonts lediglich eine stochastische Scha¨tzung des Zustands unter
Beru¨cksichtigung des Messsystems und der verschiedenen Rauscheinflu¨sse vorliegt.
Da die sich ergebenden nichtkonvexen stochastischen Optimierungsprobleme, welche
unter anderem die nichtlineare stochastische Pra¨diktion, die nichtlineare stochasti-
sche Filterung, sowie die probabilistische Auswertung von Gu¨tefunktionen umfas-
sen, im Allgemeinen nicht geschlossen lo¨sbar sind, werden in dieser Arbeit insbe-
sondere approximative Lo¨sungen vorgestellt. Diese basieren auf einer Kombination
der nichtlinearen stochastischen Zustandsscha¨tzung mittels Approximation der Sys-
temtransitionsdichte mit einer speziellen Modellierung der Gu¨temaße auf Basis ver-
schiedener Funktionsklassen, wie klassischen polynomiellen Gu¨tefunktionen aber auch
Gaußmischgu¨tefunktionen. Die Kombination dieser Techniken gestattet die effiziente
probabilistische Auswertung der Gu¨tefunktionen in geschlossener Form.
Die OLF-SNMPC stellt den einfachsten betrachteten Fall dar, da hier die Stellwertbe-
rechnung direkt durch Auswahl der optimalen Stellwerte auf Basis stellwertabha¨ngig-
pra¨dizierter Gu¨temaße erfolgen kann. Dies kann mit den hier eingesetzten Verfahren
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zur Pra¨diktion und probabilistischen Auswertung der Gu¨tefunktionen in geschlos-
sener Form erfolgen. Ferner wird die Erweiterung um ein effizientes Verfahren zur
Baumsuche beschrieben, was zu einer zusa¨tzlichen Effizienzsteigerung fu¨hrt.
Beim zweiten betrachteten Fall, der CLF-P-SNMPC, kann die Berechnung der Stell-
werte mittels dynamischer Programmierung erfolgen. Hierzu werden Verfahren vorge-
stellt, welche wiederum auf Approximation der Systemtransitionsdichte basieren und
welche durch Approximation sowie Interpolation der kumulativen Gu¨tefunktionen der
dynamischen Programmierung eine besonders effiziente Stellwertberechnung gestat-
ten. Bei zeitinvarianten System- und Gu¨tefunktionen kann durch eine Vorberechnung
der kumulativen Gu¨tefunktion die Effizienz noch deutlich gesteigert werden.
Zur Stellwertberechnung bei der CLF-I-SNMPC wird ein Verfahren vorgestellt, wel-
ches das rekursive Vorgehen bei der Bayes’schen Zustandsscha¨tzung nachempfindet.
Hierzu ist es no¨tig, so genannte virtuelle Messungen einzufu¨hren, welche die zu erwar-
tenden Messwerte repra¨sentieren. Hierzu werden zuna¨chst Wahrscheinlichkeitsdich-
ten der zu erwartenden Messwerte bestimmt, auf Basis derer dann gu¨temaßbasiert
mo¨glichst repra¨sentative virtuelle Messungen generiert werden. Zur Erho¨hung der
Effizienz wird außerdem ein Verfahren, welches eine probabilistische Erweiterung des
Branch-and-Bound Algorithmus darstellt, zur effizienten Auswertung des Suchbaumes
beschrieben.
Die in dieser Arbeit vorgestellten SNMPC-Verfahren werden anhand der stochasti-
schen Lageregelung sowie der stochastischen modellbasierten Bahnplanung fu¨r Laufro-
boter evaluiert, wobei die hierzu eingesetzten miniaturisierten Laufroboter mit sechs
unabha¨ngigen Freiheitsgraden ebenfalls im Rahmen dieser Arbeit entwickelt wurden.
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KAPITEL 1
Einleitung
Fu¨r viele technische Systeme, sei es im Bereich Robotik oder aber auch der chemischen Prozess-
industrie, ist eine qualitativ hochwertige, vorausschauende Regelung von großer Bedeutung. Mit
Methoden der modell-pra¨diktiven Regelung (MPC)1 kann diesem Anspruch Rechnung getra-
gen werden, da bei der MPC im Gegensatz zu klassischen Regelungsverfahren nicht nur der
gegenwa¨rtige Systemzustand, sondern auch dessen pra¨diziertes stellwertabha¨ngiges Verhalten
innerhalb eines Pra¨diktionshorizonts betrachtet wird. Das gewu¨nschte Systemverhalten kann
bei der modell-pra¨diktiven Regelung mittels einer Gu¨tefunktion2 beschrieben werden, welche
Systemzusta¨nde sowie Stellgro¨ßen bewertet. Das pra¨dizierte Systemverhalten wird basierend
auf einem Modell des Systems, also der Regelstrecke, abha¨ngig von den Stellwerten am Sys-
temeingang bestimmt. Auf Grundlage dieses pra¨dizierten Verhaltens werden dann gema¨ß der
Gu¨tefunktion fu¨r den betrachteten Pra¨diktionshorizont die optimalen Stellwerte berechnet, d. h.
ein entsprechendes Optimierungsproblem gelo¨st.
Die Qualita¨t der erzielbaren Regelung ha¨ngt bei der modell-pra¨diktiven Regelung entscheidend
von der Qualita¨t des verwendeten Systemmodells und der Gu¨tefunktion ab. Bei der klassi-
schen linearen modell-pra¨diktiven Regelung werden lineare bzw. linearisierte Systemmodelle
mit quadratischen Gu¨tefunktionen verwendet. Dies fu¨hrt zu konvexen Optimierungsproblemen,
die, falls keine Beschra¨nkung des Zustands- und Eingangsraums vorliegt, geschlossen gelo¨st
werden ko¨nnen und die im Falle von linearen Beschra¨nkungen auch ausschließlich u¨ber ein glo-
bales Optimum verfu¨gen. Bei der linearen modell-pra¨diktiven Regelung handelt es sich um ein
recht etabliertes und in weiten Teilen gut verstandenes Regelungskonzept, das vor allem in der
petrochemischen Industrie breite Anwendung findet [QB97].
Da die meisten technischen Systeme, wie z. B. die Kinematik mobiler Roboter, nur unzurei-
chend mit linearen Modellen beschrieben werden ko¨nnen, fu¨hrt die lineare Modellierung zu ei-
ner suboptimalen Regelung. Eine Verbesserung der Regelungsqualita¨t kann durch Verwendung
nichtlinearer Systemmodelle erreicht werden, da somit die sonst notwendigen Linearisierungen
entfallen. Bei vielen praktischen Problemen ist nicht nur die Beschreibung durch lineare System-
modelle, sondern auch die Verwendung quadratischer Gu¨tefunktionen unzureichend. Ist z. B.
1 engl.: model predictive control (MPC)
2 engl.: reward function
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bei einem System die Abweichung vom Sollzustand in eine Richtung ungu¨nstiger als in eine an-
dere oder sollen bei der Roboterbahnplanung geeignete und weniger geeignete Wege mittels der
Gu¨tefunktion modelliert werden, kann dies nicht mit hinreichender Qualita¨t durch eine einfache
quadratische Gu¨tefunktion dargestellt werden. Durch Verwendung nichtquadratischer Gu¨te-
funktionen kann hier die Modellierungsfreiheit und somit die Regelungsqualita¨t deutlich ver-
bessert werden. Verfahren, bei denen nichtlineare Systemmodelle sowie unter Umsta¨nden auch
nichtquadratische Gu¨tefunktionen Anwendung finden, werden als nichtlineare modell-pra¨dik-
tiven Regelung (NMPC)3 bezeichnet. Die Verwendung nichtlinearer Systemmodelle und/oder
nichtquadratischer Gu¨tefunktionen fu¨hrt in der Regel zu einer erheblichen Vergro¨ßerung des
beno¨tigten Berechnungsaufwands, da die sich ergebenden Optimierungsprobleme in der Regel
nicht geschlossen lo¨sbar sind und oft auch nicht u¨ber eine konvexe Struktur verfu¨gen.
Auch die Verwendung nichtlinearer Modelle erlaubt nicht die vollsta¨ndige Modellierung aller re-
levanten auftretenden Pha¨nomene. Dies ist entweder darin begru¨ndet, dass deren Modellierung
zu komplex wa¨re oder aber ihr Verhalten oft gar nicht oder zumindest nicht im Voraus bekannt
ist. Z. B. kann bei einem mobilen Roboter oft zwar ein recht gutes nichtlineares kinematisches
Modell gefunden werden, Effekte wie Schlupf ko¨nnen aber in der Regel nicht vollsta¨ndig mo-
delliert werden. Zum einen wa¨re deren Modellierung sehr komplex, oft deutlich komplexer als
das eigentliche kinematische Modell, zum anderen ko¨nnen Effekte wie unterschiedliche Boden-
beschaffenheit im Voraus oft gar nicht bestimmt werden. Solche nicht direkt modellierbaren Ef-
fekte ko¨nnen durch Systemunsicherheiten, also Rauschterme, effektive Beru¨cksichtigung finden.
Hierbei ist zu beachten, dass insbesondere bei nichtlinearen Systemfunktionen oder nichtqua-
dratischen Gu¨tefunktionen das Systemrauschen einen nicht zu vernachla¨ssigenden Einfluss auf
die Regelung hat, das optimale Regelgesetz unter Beru¨cksichtigung des Rauschens sich also von
dem ohne Beru¨cksichtigung des Rauschens unterscheidet. Werden nicht nur Nichtlinearita¨ten
sondern auch stochastische Unsicherheiten bei der modell-pra¨diktiven Regelung beru¨cksichtigt,
wird diese als stochastische nichtlineare modell-pra¨diktiven Regelung (SNMPC)4 bezeichnet.
Neben dem Systemrauschen, welches zu einem nicht deterministischen Verlauf des Systemzu-
stands fu¨hrt, ist bei vielen technischen Systemen der zu regelnde Systemzustand nicht direkt
zuga¨nglich und kann nur basierend auf verrauschten Messungen gescha¨tzt werden. Die dann
notwendige Zustandsscha¨tzung kann mittels eines stochastischen Scha¨tzers unter Beru¨cksichti-
gung stochastischer Mess- und Systemunsicherheiten sowie eines Mess- und eines Systemmodells
erfolgen. Bei klassischer Vorgehensweise werden diese stochastischen Informationen bei der ei-
gentlichen Regelung dann aber typischerweise nicht beru¨cksichtigt, sondern es wird lediglich
der Erwartungswert des gescha¨tzten Zustands als gegenwa¨rtiger Systemzustand angenommen.
Daru¨ber hinaus wird normalerweise auch innerhalb des Pra¨diktionshorizontes die eingeschra¨nk-
te Zuga¨nglichkeit des Zustands nicht mitberu¨cksichtigt. Es wird entweder davon ausgegangen,
dass der Zustand direkt oder aber gar nicht zuga¨nglich ist. Da die Zuga¨nglichkeit des System-
zustands aber einen unter Umsta¨nden erheblichen Einfluss auf die Qualita¨t der Regelung hat,
muss fu¨r eine optimale Bestimmung der Stellgro¨ße neben dem stochastischen Systemverhalten
3 engl.: nonlinear model predictive control (NMPC)
4 engl.: stochastical nonlinear model predictive control (SNMPC)
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auch die stochastische Zustandsscha¨tzung und somit neben dem stochastischen Systemmodell
auch das stochastische Messmodell Beru¨cksichtigung finden.
Aufbau der Arbeit
In dieser Arbeit werden Verfahren zur stochastischen nichtlinearen modell-pra¨diktiven Rege-
lung fu¨r Systeme mit kontinuierlichen Zusta¨nden und diskreten Stellgro¨ßen beschrieben. Da
die sich ergebenden nichtlinearen stochastischen Optimierungsprobleme, welche unter anderem
die nichtlineare stochastische Pra¨diktion, die nichtlineare stochastische Filterung, die nichtkon-
vexe Optimierung und die stochastische Auswertung von Gu¨tefunktionen umfassen, im Allge-
meinen nicht geschlossen lo¨sbar sind, liegt der Schwerpunkt dieser Arbeit in der Betrachtung
approximativer Lo¨sungen.
Im Kapitel 2 wird zuna¨chst eine formale Problemformulierung gegeben, wobei hier zuna¨chst
die betrachtete Klasse von Systemen und Messsystemen (Abschnitt 2.1) sowie Gu¨tefunktionen
(Abschnitt 2.2) beschrieben wird. Darauf folgt eine kurze Beschreibung der Vorgehensweise der
modell-pra¨diktiven Regelung (Abschnitt 2.3) sowie eine Abgrenzung der MPC ohne Beru¨ck-
sichtigung von Unsicherheiten (Abschnitt 2.4) und den unterschiedlichen betrachteten Klassen
von SNMPC-Problemen (Abschnitt 2.5). Relevante verwandte Arbeiten werden in Kapitel 3
vorgestellt.
In den darauf folgenden drei Kapiteln 4-6 werden dann, als Kern dieser Arbeit, verschiedene
Verfahren zur stochastischen nichtlinearen modell-pra¨diktiven Regelung vorgestellt.
In Kapitel 4 werden Verfahren zur Open-Loop-Feedback-SNMPC vorgestellt. Dazu werden
zuna¨chst grundlegende Techniken zur approximativen stochastischen Pra¨diktion (Abschnitt 4.1)
und zur Gu¨tefunktionsmodellierung (Abschnitt 4.2) beschrieben, welche zusammen eine effizien-
te probabilistische Auswertung der Gu¨tefunktionen ermo¨glichen. Im Abschnitt 4.3 werden dann
Verfahren zur effizienten rekursiven Auswertung des sich ergebenden Suchbaums vorgestellt.
In Kapitel 5 wird die Closed-Loop-Feedback-SNMPC mit direkt zuga¨nglichen Zusta¨nden be-
trachtet. Nach einer Einfu¨hrung in das Vorgehen zur Berechnung der Stellgro¨ßen mittels dy-
namischer Programmierung (Abschnitt 5.1) werden zwei Verfahren basierend auf der Tran-
sitionsdichtenapproximation mit Gaußmischdichten (Abschnitt 5.2) sowie hybrider Dichten
(Abschnitt 5.3) vorgestellt.
Als dritte Klasse von SNMPC-Problemen wird in Kapitel 6 die Closed-Loop-Feedback-SNMPC
mit nicht direkt zuga¨nglichen Zusta¨nden betrachtet. Da das hier vorgestellte Verfahren zur
Stellwertberechnung auf der Bayes’schen Zustandsscha¨tzung basiert, wird diese zuna¨chst in Ab-
schnitt 6.1 kurz eingefu¨hrt. In Abschnitt 6.2 wird dann ein Verfahren zur Stellwertberechnung
unter Verwendung so genannter virtueller Messungen beschrieben. Ausgehend von diesem Ver-
fahren werden dann in (Abschnitt 6.3) Modifikationen zur Erho¨hung der Berechnungseffizienz
vorgestellt.
Die in dieser Arbeit beschriebenen Verfahren werden in den Kapiteln durchgehend anhand von
Beispielen illustriert. Als Referenzanwendungen dienen hierbei die stochastische Lageregelung
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sowie die stochastische modellbasierte Bahnplanung fu¨r miniaturisierte Laufroboter. Anhand
dieser Referenzanwendungen folgen dann in Kapitel 7 Simulationen und Experimente.
Die Arbeit schließt in Kapitel 8 mit einer Zusammenfassung und einem Ausblick.
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KAPITEL 2
Betrachtetes Problem
In dieser Arbeit werden Methoden zur stochastischen modell-pra¨diktiven Regelung nichtlinearer
Systeme vorgestellt. Der Schwerpunkt dieser Arbeit liegt dabei auf Methoden zur effizienten
Berechnung mo¨glichst optimaler Stellwerte unter umfassender Beru¨cksichtigung von System-
und Messunsicherheiten. Hierzu werden insbesondere speziell angepasste Verfahren aus den
Bereichen stochastische Zustandspra¨diktion und stochastische Filterung zugrunde gelegt.
Eingesetzt ko¨nnen diese Verfahren u¨berall dort werden, wo technische Systeme mit einem nicht-
linearen Systemverhalten bzw. einer nichtquadratischen Gu¨tefunktion unter starkem Rauschein-
fluss hochgenau geregelt werden sollen. Zu den mo¨glichen Anwendungsbereichen za¨hlt unter
anderem die chemische Prozessindustrie, wo chemische Reaktoren z. B. zur Polymerherstel-
lung oder zum Raffinieren von Metallen hochgenau unter Unsicherheitseinfluss geregelt werden
mu¨ssen [NGT+07, FS07]. Außerdem finden sich Anwendungen in der Luft-und Raumfahrt, wo
z. B. die Position von Flugzeugen oder Flugko¨rpern unter Beru¨cksichtigung von starkem Wind-
einfluss geregelt werden muss [Bla06, MVL07]. In der Fahrzeugtechnik kann eine Anwendung
z. B. in der verbrauchsoptimierten Antriebsstrangregelung von Hybridfahrzeugen bei unbekann-
ten zuku¨nftigen Fahrsituationen [BTK04] liegen. Daru¨ber hinaus ist auch eine Anwendung in
besonders innovativen Bereichen, wie der Energiegewinnung bzw. dem Antrieb von Schiffen
mittels geregelter Großdrachen [CFM07, Lan08], mo¨glich. In dieser Arbeit wird die Effektivita¨t
der vorgestellten Verfahren anhand der Regelung von Laufrobotern gezeigt.
Beispielszenario: Regelung miniaturisierter Laufroboter
Die in dieser Arbeit vorgestellten Verfahren zur SNMPC-Regelung werden anhand der Bewegungs-
regelung miniaturisierter Laufroboter (Abb. 2.1) illustriert und bewertet. Details zu diesen Robo-
tern, welche im Rahmen dieser Arbeit entstanden sind, finden sich in Anhang A. Insbesondere
werden in dieser Arbeit zwei konkrete Beispielszenarien zur A: stochastischen Lageregelung sowie
zur B: stochastischen Bahnplanung verwendet. 
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Abbildung 2.1: Miniaturisierter Laufroboter (La¨nge: 125 mm, Breite: 48 mm, Ho¨he: 48 mm - 68 mm).
2.1 System- und Messmodell
Die hier betrachteten Systeme, d. h. Regelstrecken, werden als dynamische zeitdiskrete zeitvari-
ante nichtlineare Systeme mit kontinuierlichen Zusta¨nden und diskreten Stellgro¨ßen modelliert.
Systemmodelle dieser Klasse ko¨nnen mit einer Systemgleichung der Form
xk+1 = ak(xk, uk,wk) (2.1)
beschrieben werden, wobei die durch Zufallsvariablen beschriebenen Systemzusta¨nde xk Werte
aus dem kontinuierlichen dx-dimensionalen Zustandsraum
X = IRdx
und die Stellgro¨ßen uk Werte aus der endlichen Stellgro¨ßenmenge
U = {u1, u2, . . . , u|U|}
annehmen ko¨nnen. Die stochastischen Unsicherheiten des Systems werden durch einen Rausch-
term wk, das Systemrauschen, repra¨sentiert, wobei dieser im Folgenden als weiß angenommen
wird. Die Unsicherheitsbeschreibung von Zusta¨nden und Rauschtermen erfolgt probabilistisch,
d. h. die Zufallsvariablen xk und wk werden mittels Wahrscheinlichkeitsdichten
1 fk(xk) sowie
fwk beschrieben (xk ∼ fk(xk) bzw. wk ∼ fwk (wk)). Bei der hier verwendeten Systemdarstellung
1 engl.: probability density function (PDF)
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xφ
Roboter
Wand
Abbildung 2.2: Beispielszenario A: Roboter bewegt sich im Abstand x mit Winkel φ zur Wand.
handelt es sich um einen Markov-Prozess erster Ordnung, d. h. xk+1 ∼ fk+1(xk+1) und alle
weiteren zuku¨nftigen Zusta¨nde ha¨ngen lediglich vom aktuellen Zustand xk und der Stellgro¨ße
uk, nicht aber von vergangenen Zusta¨nden x0, . . . ,xk−1 ab.
Beispielszenario A 2.1: Robotermodel zur Lageregelung
Im Beispielszenario A soll der Roboter mit konstanter Geschwindigkeit auf einer Trajektorie, z. B.
entlang einer Wand gefu¨hrt werden (Abb. 2.2). Der Roboter wird in einem Modus betrieben, in dem
Lenkbewegungen auf die Vorwa¨rtsbewegung superponiert werden ko¨nnen. Die Roboterbewegung
kann a¨hnlich der eines Fahrzeugs mit Differentialantrieb erfolgen, wobei der Systemzustand xk =
[xk,φk]
T den Abstand xk sowie die Ausrichtung φk des Roboters zur Wand umfasst. Dies fu¨hrt zu
der nichtlinearen zeitdiskreten Systemgleichung
xk+1 = xk + s · sin(φk) +wxk ,
φk+1 = φk + uk +w
φ
k ,
(2.2)
wobei s die konstante Schrittweite des Roboters undwk =
[
wxk,w
φ
k
]T
das Systemrauschen darstellt.
Die Stellgro¨ße uk ist hier eine Lenkbewedung, d. h. eine Richtungsa¨nderung des Roboters. 
Beispielszenario B 2.1: Robotermodell zur Bahnplanung
Im Beispielszenario B soll der Roboter in einer Umgebung mit Hindernissen unter Beru¨cksichtigung
seines nichtlinearen stochastischen Systemmodells eine mo¨glichst geeignete Bahn zu einer Zielregion
planen. Hierbei umfasst der die Lage beschreibende Zustand xk = [xk,yk,φk]
T die Position sowie
die Orientierung in der Ebene. Als kinematisches Modell wird das Robotermodell (A.2) verwendet.

Der Systemzustand xk ist typischerweise nicht direkt sondern nur indirekt u¨ber ein statisches
zeitvariantes nichtlineares Messsystem zuga¨nglich. Dieses Messystem, welches den Zusammen-
hang zwischen den Zustands- und den Messgro¨ßen beschreibt, kann u¨ber eine Messgleichung
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der Form
zk = hk(xk,vk) (2.3)
beschrieben werden, wobei die Messungen zk aus dem kontinuierlichen d
z-dimensionalen Raum
Z = IRdz
stammen. Auch im Messsystem werden die stochastischen Unsicherheiten durch einen Rausch-
term vk ∼ f vk , das Messrauschen, beschrieben, welches ebenso wie das Systemrauschen wk als
weiß angenommen wird.
Beispielszenario B 2.2: Abstandsmessung zu Landmarken
Zur Scha¨tzung der Position des Roboters auf der Ebene kann der Abstand zu Landmarken gemessen
werden, was zu der nichtlinearen Messgleichung
zk =
√
(xk − xˇk)2 + (yk − yˇk)2 + vk
fu¨hrt, wobei [xˇk, yˇk]
T die Position der Landmarke ist und das Messrauschen als additiv angenommen
wird. Erfolgt die Abstandsmessung nicht zu einer Landmarke, deren Position exakt bekannt ist,
sondern z. B. zu einem anderen Roboter, so ergibt sich die Messgleichung
zk =
√
(xk − x(2)k )2 + (yk − y(2)k )2 + vk ,
wobei hier
[
x
(2)
k ,y
(2)
k
]T
die Positionsscha¨tzung des zweiten Roboters ist. 
2.2 Gu¨tefunktion
Eine Folge von pra¨dizierten Systemzusta¨nden xk,0:N und zugeho¨riger Stellwerte uk,0:N−1 kann
u¨ber einen N -schrittigen Optimierungshorizont anhand einer Gu¨tefunktion
g(xk,0:N , uk,0:N−1)
bewertet werden. Der Zeitindex k von xk,n repra¨sentiert hier den eigentlichen aktuellen Zeit-
schritt, der zweite Zeitindex n = 0 . . . N den Zeitpunkt innerhalb des Optimierungshorizonts.
Hierbei gilt xk,0 = xk. Zeitbereiche werden mit einem Doppelpunkt bezeichnet, also xk,1:3 =
{xk,1,xk,2,xk,3}.
Diese Gu¨tefunktion weist den Zusta¨nden und Stellwerten einen skalaren Wert zu. Diese Zuwei-
sung wird im Folgenden auch im stochastischen Sinne gefordert. Wenn es sich bei x um eine
Zufallsvariable handelt, kann dies z. B. u¨ber eine Erwartungswertbildung geschehen, was zu
direkt analogen Ergebnissen mit der deterministischen Definition fu¨hrt. Weiterhin ko¨nnen aber
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auch Maße auf Grundlage anderer Kenngro¨ßen der Zufallsvariablen erfolgen. Soll z. B. die Un-
sicherheit eines Zustands in die Bewertung mit einfließen, so kann die Spur oder Determinante
der Kovarianzmatrix Anwendung finden.
Im Folgenden werden insbesondere u¨ber die Zeit kumulative Gu¨tefunktionen der Form
gN(xk,N) +
N−1∑
n=0
gn(xk,n, uk,n) (2.4)
betrachtet, wobei die Schrittgu¨te gn(xk,n, uk,n) vom pra¨dizierten Zustand xk,n und von Stellwer-
ten uk,n abha¨ngt und gN(xk,N) ein Terminierungsterm abha¨ngig vom letzten Zustand des Ho-
rizonts darstellt. Auch bei Verwendung von u¨ber der Zeit kumulativer Gu¨tefunktionen ko¨nnen
bei Bedarf durch Augmentierung des Zustandsraums Schrittgu¨ten realisiert werden, welche sich
u¨ber mehrere Zeitschritte des urspru¨nglichen Zustands bzw. der Stellgro¨ße erstrecken.
Bei den Schrittgu¨ten kann es sich neben einfachen quadratischen Zusammenha¨ngen sehr wohl
auch um komplexere Funktionen handeln, die z. B. entstehen, wenn die Abweichung von einem
Sollzustand in eine Richtung ungu¨nstiger als in eine andere ist. Ebenfalls entstehen derartige
Gu¨tefunktionen z. B. in der Roboterbahnplanung, wenn mittels der Gu¨tefunktion unterschied-
lich geeignete Untergru¨nde modelliert werden oder aber die Gu¨tefunktion verwendet wird, um
Hindernisse zu modellieren, u¨ber die nur unsichere Informationen vorliegen.
2.3 Modell-pra¨diktive Regelung
Ziel der modell-pra¨diktiven Regelung (MPC) ist es, eine mo¨glichst geeignete Stellwertsequenz,
d. h. Eingangssequenz u∗k, fu¨r ein zu regelndes System zu finden. Der Ansatz bei der MPC
besteht darin, fu¨r das betrachtete System wiederholt eine optimale Stellwertsequenz u∗k,0:N−1
u¨ber einen N -schrittigen Horizont zu bestimmen. Der Anfang dieser sich ergebenden optimalen
Stellwertsequenz u∗k,0:N−1, welche die optimale Zustandstrajektorie x
∗
k,0:N liefert, wird dann zur
Regelung des Systems verwendet.
In Abb. 2.3 ist exemplarisch der Ablauf einer modell-pra¨diktiven Regelung fu¨r ein eindimensio-
nales deterministisches System dargestellt. Zur Regelung des Systems kann entweder nur der
erste Wert der optimalen Stellwertsequenz u∗k,0 oder aber die ersten M Werte u
∗
k,0:M−1 (mit
M < N) verwendet werden. Zum na¨chsten Zeitschritt bzw. nach M Zeitschritten wird dann
erneut ein optimales Steuerungsproblem u¨ber N Schritte gelo¨st. Somit erfolgt eine Optimierung
u¨ber einen bewegten Horizont2. Wird nur der erste Wert verwendet, fu¨hrt dies zu den besten
Ergebnissen, da in jedem Schritt der aktuelle Zustand (der sich in der Realita¨t in der Regel vom
pra¨dizierten unterscheidet) als Grundlage fu¨r die Regelung verwendet wird. Werden die ersten
M Werte verwendet, fu¨hrt dies zu einer deutlichen Verringerung des Berechnungsaufwandes,
die Qualita¨t der Regelung wird aber beeintra¨chtigt. Im Folgenden wird ohne Beschra¨nkung der
Allgemeinheit der Fall betrachtet, bei dem zu jedem Zeitschritt eine neue Optimierung erfolgt.
2 engl.: moving horizon, rolling horizon oder auch receeding horizon
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k=2 k+Nk+M
M=2
N=5
x3
x2
realer Systemzustand
x*2,1 pradizierter optimaler
Systemzustand
x
k
x4
x3
x5
x*2,2
x*2,3 x*2,4 x*2,5
x*2,1
x*4,2
x*4,3
x*4,4
x*4,5
x*4,1
Ä
Abbildung 2.3: Exemplarische Zustandstrajektorie bei deterministischer NMPC fu¨r einen Pra¨diktionshorizont
der La¨nge N = 5 bei Verwendung der M = 2 ersten Werte der optimalen Stellwertsequenz zur Regelung. Die
Trajektorie des wahren Systemverlaufs xk, der jeweils auch Ausgangspunkt der Pra¨diktion ist, wird mit durchgezo-
gener schwarzer Linie dargestellt, die jeweils optimalen pra¨dizierten Trajektorien x∗k,n mit gestrichelten roten Linien.
Unterhalb des Achsenkreuzes sind die Bereiche des bewegten Horizontes ebenfalls in rot dargestellt. Bei der sto-
chastischen NMPC wu¨rden sich keine festen pra¨dizierten Werte x∗k,n sondern Zufallsvariablen x
∗
k,n mit zugeho¨rigen
Wahrscheinlichkeitsdichten fx
∗
k,n(x
∗
k,n) ergeben.
2.4 MPC ohne Beru¨cksichtigung stochastischer Unsicherheiten
In gegenwa¨rtig eingesetzten MPC-Verfahren werden typischerweise Unsicherheiten des Sys-
tems bei der Regelung nicht mitberu¨cksichtigt. Diese Klasse von MPC-Reglern wird auch als
Certainty-Equivalent-Controller (CEC) [Ber00] bezeichnet, da hier anstelle des stochastischen
Systemmodells das entsprechende deterministische3 Modell verwendet wird. Typischerweise
handelt es sich hierbei um das stochastische Systemmodell, bei dem das Systemrauschen fest
auf dessen Erwartungswert gesetzt wird, wodurch es in ein deterministisches Systemmodell
u¨berfu¨hrt wird. Dieses Vorgehen fu¨hrt zu dem deterministischen optimalen Steuerungsproblem
u∗k(xk) = arg max
uk
{
V CEC0 (xk, uk)
}
,
wobei
V CEC0 (xk, uk) = max
uk,1:N−1
{
gN(xk,N) +
N−1∑
n=0
gn(xk,n, uk,n)
}
die vom Zustand xk und der Stellgro¨ße uk abha¨ngige maximale kumulierte CEC-Gu¨te dartstellt
und ein deterministisches Systemmodell
xk+1 = ak(xk, uk)
zugrunde gelegt wird.
3 engl.: certainty equivalent
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n = 0
nichtlineares
System a
Regler
nichtlineares
Messsystem h
rekursiver
Scha¨tzer
x
zˆ
E{xe}
u∗
w ∼ fw v ∼ f v
a, fw h, f va
Abbildung 2.4: Deterministisch geregeltes System.
Der Regler bestimmt die Stellgro¨ße u∗k auf Basis des Erwartungswerts des gescha¨tzten Zustands x
e sowie des
deterministischen Systemmodells a. Wissen u¨ber das stochastische Systemverhalten sowie die Zustandsscha¨tzung
wird nicht beru¨cksichtigt.
Die Vernachla¨ssigung der stochastischen Aspekte fu¨hrt einerseits zu einer deutlichen Reduktion
des Berechnungsaufwands, da eine stochastische Pra¨diktion entfa¨llt und zuku¨nftige Zusta¨nde als
sicher angenommen werden, andererseits in der Regel aber zu suboptimalen Stellwertsequenzen.
Einen wichtigen Sonderfall stellt die Regelung linearer Systeme mit additivem weißen Rau-
schen mit endlichem zweiten Moment und kontinuierlichen unbeschra¨nkten Stellgro¨ßen und
Zusta¨nden dar. Soll eine quadratische Gu¨tefunktion optimiert werden, wird dieses Regelungs-
problem als das LQR4-Problem bezeichnet, welches sich mittels einer Riccati-Gleichung be-
schreiben la¨sst, und geschlossen lo¨sbar ist, wobei die Lo¨sung unabha¨ngig von Rauscheinfluss
ist [Ber00], d. h. der Rauscheinfluss vernachla¨ssigt werden kann. Diese Tatsache wird auch als
Certainty-Equivalence-Principle bezeichnet, gema¨ß dem insbesondere beim LQR-Problem die
deterministische Regelung der optimalen Regelung im stochastischen Sinne entspricht. Ist hin-
gegen eine der Voraussetzungen des LQR-Problems nicht gegeben (was z. B. bei nichtlinearen
Systemen oder nichtquadratischen Gu¨tefunktionen der Fall ist), dann fu¨hrt eine Vernachla¨ssi-
gung des Rauscheinflusses in der Regel zu suboptimalen Stellwertsequenzen. D. h. bei der CEC
gilt in der Regel das Certainty-Equivalence-Principle nicht tatsa¨chlich, sondern wird lediglich
als Grundlage fu¨r den Reglerentwurf herangezogen.
Sind die Systemzusta¨nde nicht direkt zuga¨nglich, sondern mu¨ssen mittels eines Zustandsscha¨t-
zers bestimmt werden, dann wird als Grundlage der deterministischen Regelung lediglich der
Erwartungswert des gescha¨tzten Zustandsvektors verwendet und die restlichen Dichteinforma-
tionen verworfen (Abb. 2.4). Ferner wird bei der deterministischen Regelung die Zuga¨nglich-
keit der Zusta¨nde bzw. das Verhalten des stochastischen Scha¨tzers nicht beru¨cksichtigt. Viel-
mehr werden Regler und Scha¨tzer separat betrachtet, d. h. beim Reglerentwurf wird von direkt
zuga¨nglichen Zusta¨nden ausgegangen, was bei nichtlinearen Systemen oder nichtquadratischen
Gu¨tefunktionen typischerweise zu suboptimalen Ergebnissen fu¨hrt.
4 LQR: Linear Quadratic Regulator
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Auch bei nicht direkt zuga¨nglichen Zusta¨nden stellt das LQR-Problem einen relevanten Son-
derfall dar. Im Falle einer linearen Messgleichung kann gema¨ß des Separationstheorems linearer
Systeme mit quadratischen Kosten der optimale Zustandsscha¨tzer und der optimale Regler ohne
Einbuße der Optimalita¨t getrennt voneinander entworfen werden [Ber00]. Dieses Separations-
theorem wird insbesondere beim LQG-Regelerentwurf5 verwendet, bei dem zusa¨tzlich noch die
Annahme additiven Gauß’schen Rauschens getroffen wird. Hier ist der optimale Scha¨tzer das
Kalman-Filter und der optimale Regler kann mittels der zeitdiskreten Riccati-Gleichung ent-
worfen werden [Ber00]. Liegen nichtlineare System- und Messfunktionen oder nichtquadratische
Gu¨tefunktionen vor, gilt das Separationstheorem nicht und der getrennte Entwurf von Regler
und Scha¨tzer fu¨hrt zu suboptimalen Ergebnissen.
2.5 Stochastische MPC
Soll eine mo¨glichst hochqualitative Regelung erfolgen, dann ist die Verwendung eines deter-
ministischen Systemmodells sowie die Reduktion des gescha¨tzten Zustands auf den Erwar-
tungswert nicht ausreichend, sondern es mu¨ssen auch die stochastischen Aspekte des System
sowie des Messsystems und des Zustandsscha¨tzers (Abb. 2.5) beru¨cksichtigt werden. Hierbei
ko¨nnen drei Fa¨lle mit verschiedenen Modellen der Zuga¨nglichkeit des Zustands, welche bei der
Stellwertberechnung zugrundegelegt werden, unterschieden werden.
Open-Loop-Feedback (OLF):
Der Zustand wird zur Stellwertberechnung innerhalb des betrachteten Horizonts als nicht
zuga¨nglich modelliert, d. h. es liegt keine Zustandsru¨ckfu¨hrung vor.
Closed-Loop-Feedback mit direkt zuga¨nglichen Zusta¨nden (CLF-P):
Der Zustand wird zur Stellwertberechnung innerhalb des betrachteten Horizonts als direkt
zuga¨nglich modelliert.
Closed-Loop-Feedback mit nicht direkt zuga¨nglichen Zusta¨nden (CLF-I):
Der Zustand wird zur Stellwertberechnung innerhalb des betrachteten Horizonts als nicht
direkt zuga¨nglich modelliert, sondern es erfolgt eine stochastische Zustandsscha¨tzung unter
Beru¨cksichtigung des Messsystems und der verschiedenen Rauscheinflu¨sse.
Die ersten beiden Fa¨lle (OLF und CLF-P) stellen die Extreme bei der Modellierung der Zu-
standszuga¨nglichkeit dar (keine bzw. direkte Zuga¨nglichkeit) und erfordern nicht die Beru¨ck-
sichtigung vom Messsystem und Scha¨tzer bei der Regelung. Eine CLF-I-Modellierung spiegelt
das reale System (Abb. 2.5) typischerweise am besten wieder, ist aber auch am aufwa¨ndigsten,
da sowohl Messsystem als auch Scha¨tzer bei der Regelung beru¨cksichtigt werden. Die ersten bei-
den Fa¨lle ko¨nnen auch als Grenzfa¨lle des CLF-I interpretiert werden. Eine OLF-Modellierung
entspricht einem CLF-I bei Messrauschen mit einer unendlich großen Kovarianz, die Messungen
5 LQG: Lineare Systeme mit quadratischer Gu¨tefunktion und Gauß’schem Rauschen
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n = 0
nichtlineares
System a
stochastischer
Regler
nichtlineares
Messsystem h
rekursiver
Scha¨tzer
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zˆ
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Abbildung 2.5: Stochastisch geregeltes System.
Der zu regelnde Systemzustand x des nichtlinearen Systems ist nicht direkt zuga¨nglich, sondern kann nur mittels
Messungen zˆ gescha¨tzt werden. Diese Scha¨tzung erfolgt unter Beru¨cksichtigung eines Modells des nichtlinearen
Systems a und des nichtlinearen Messsystems h sowie Beschreibungen der Unsicherheiten in Form von Wahrschein-
lichkeitsdichten fw und fv des Systemrauschens w und des Messrauschens v. Bei einem mo¨glichst umfassenden
stochastischen Regelungsansatz werden diese Informationen auch bei der Bestimmung der Stellgro¨ßen verwendet.
haben so keinen Einfluss. Eine CLF-P-Modellierung entspricht einem CLF-I mit einer Messglei-
chung, welche die Zusta¨nde direkt ohne Rauscheinfluss auf die Messgro¨ßen abbildet, wodurch
die Zusta¨nde direkt zuga¨nglich sind.
2.5.1 Open-Loop-Feedback-SNMPC
Wird bei der Berechnung der Stellwerte innerhalb des Optimierungshorizonts von keiner Zu-
standsru¨ckfu¨hrung ausgegangen, so wird dies als Open-Loop-Feedback -Regelung (OLF-Regelung)
bezeichnet (Abb. 2.6). Bei den in dieser Arbeit betrachteten Systemen mit diskreten Stellwer-
ten wird ausgehend von einer Zustandsscha¨tzung fu¨r xk dieser Zustand fu¨r alle mo¨glichen
Stellwertsequenzen uk,0:N−1 stochastisch auf Basis des Systemmodells
xk+1 = ak(xk, uk,wk)
pra¨diziert und dann derjenige Stellwert ausgewa¨hlt, welcher die Gu¨tefunktion (2.4) maximiert,
was dem Optimierungsproblem
u∗k(xk) = arg max
uk
{
V OLFk (xk, uk)
}
(2.5)
entspricht, wobei
V OLFk (xk, uk) = max
uk,1:N−1
{
gN(xk,N) +
N−1∑
n=0
gn(xk,n, uk,n)
}
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n > 0
nichtlineares
System a
stochastischer
Regler
u∗
w ∼ fw
a, fw
Abbildung 2.6: Systemmodell, welches bei der Stellwertberechnung der Open-Loop-Feedback-Regelung zugrunde
gelegt wird.
Innerhalb des Pra¨diktionshorizontes (n > 0) erfolgt bei der OLF-Regelung die Modellierung derart, dass keine
Zustandsru¨ckfu¨hrung besteht.
die u¨ber den Horizont kumulierte stellwertabha¨ngige maximale OLF-Gu¨te und
JOLFk (xk) = max
uk
{
V OLFk (xk, uk)
}
die kumulierte stellwertunabha¨ngige maximale OLF-Gu¨te darstellt.
Fu¨r den Pra¨diktionshorizont wird also ein optimales Steuerungsproblem gelo¨st, dessen erster
Stellwert dann zur Regelung des Systems verwendet wird. Auch bei diesem optimalen Steue-
rungsproblem (2.5) ist zu beachten, dass aufgrund der nichtlinearen Systemfunktion und/oder
nichtquadratischen Gu¨tefunktionen, anders als z. B. bei linearen Systemen mit quadratischer
Gu¨tefunktionen, das Systemrauschen Einfluss auf die optimale Steuerung hat und somit beru¨ck-
sichtigt werden muss.
2.5.2 Closed-Loop-Feedback-SNMPC mit direkt zuga¨nglichen Zusta¨nden
Wird bei der Berechnung der Stellwerte innerhalb des Optimierungshorizonts davon ausgegan-
gen, dass der Zustand direkt zuga¨nglich ist, so wird dies als Closed-Loop-Feedback-SNMPC mit
direkt zuga¨nglichen Zusta¨nden (CLF-P)6 bezeichnet (Abb. 2.7). Bei einem derartigen Regler
wird ein optimales Regelgesetz 7
uk,n = νk,n(xk,n) (2.6)
berechnet, welches einem konkreten Zustand eine optimale Stellgro¨ße zuordnet. Unter der An-
nahme, dass dieses Regelgesetz innerhalb des Pra¨diktionshorizonts angewendet wird, und dass
6 engl.: closed-loop feedback SNMPC with perfect state information (CLF-P)
7 engl.: policy
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n > 0
nichtlineares
System a
stochastischer
Regler
u∗
x
w ∼ fw
a, fw
Abbildung 2.7: Systemmodell, welches bei der Stellwertberechnung der Closed-Loop-Feedback-Regelung mit direkt
zuga¨nglichen Zusta¨nden zugrunde gelegt wird.
Innerhalb des Pra¨diktionshorizontes (n > 0) erfolgt bei der CLF-P-Regelung die Modellierung derart, dass eine
direkte Zustandsru¨ckfu¨hrung besteht.
neben dem Systemmodell
xk+1 = ak(xk, uk,wk)
eine Messgleichung
zk = xk
gilt, welche die direkte Zuga¨nglichkeit des Systemzustands beschreibt, wird dann die Stellgro¨ße
u∗k gema¨ß
u∗k(xk) = arg max
uk
{
V CLF-Pk (xk, uk)
}
(2.7)
berechnet, wobei
V CLF-Pk (xk, uk) = max
νk,1:N−1
{
gN(xk,N) +
N−1∑
n=0
gn
(
xk,n, νk,n(xk,n)
)}
die u¨ber den Horizont kumulierte stellwertabha¨ngige maximale CLF-P-Gu¨te und
JCLF-Pk (xk) = max
uk
{
V CLF-Pk (xk, uk)
}
die kumulierte stellwertunabha¨ngige maximale CLF-P-Gu¨te bezeichnet.
Im Gegensatz zu der OLF-Regelung kann die Berechnung des optimalen Stellwerts bei der
CLF-P nicht direkt durch eine vorwa¨rtsgerichtete Pra¨diktion fu¨r alle mo¨glichen Stellwertse-
quenzen erfolgen, da bei diesem Vorgehen nicht beru¨cksichtigt werden wu¨rde, dass in jedem
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Schritt innerhalb des Horizonts die Stellgro¨ße anhand des Regelgesetzes νk,n(xk,n) abha¨ngig
vom bekannten Zustand gewa¨hlt wird.
Bei kumulativen Gu¨tefunktionen (2.4) kann die Berechnung sehr effizient mittels dynamischer
Programmierung (DP) schrittweise ru¨ckwa¨rts unter Ausnutzung des Bellman’schen Optima-
lita¨tsprinzip [Bel57] erfolgen. Die Berechnung mit Hilfe der dynamischen Programmierung
bietet den Vorteil, dass der Berechnungsaufwand nur linear von der La¨nge N des Horizonts
abha¨ngt. Außerdem kann die Gu¨tefunktion fu¨r zeitinvariante Systeme mit zeitinvarianten Gu¨te-
funktionen bis auf den letzten Schritt vorberechnet werden, da der aktuelle Zustand lediglich
im letzten Schritt der Berechnung beru¨cksichtigt wird.
Eine sehr eng verwandte Klasse von Problemen sind die so genannten Markov’schen Entschei-
dungs-Prozesse (MDP)8, wobei bei diesen typischerweise Systeme mit diskreten Zusta¨nden und
diskreten Messwerten sowie unendlichen Optimierungshorizonten mit diskontierten Gu¨tefunk-
tionen betrachtet werden.
2.5.3 Closed-Loop-Feedback-SNMPC mit nicht direkt zuga¨nglichen Zusta¨nden
Typischerweise sind die zu regelnden Zusta¨nde eines Systems nicht direkt zuga¨nglich9, sondern
mu¨ssen mittels eines Scha¨tzers oder Beobachters unsicherheitsbehaftet gescha¨tzt werden, wobei
diese Scha¨tzung basierend auf Modellen des Systems ak(·), des Messsystems hk(·) sowie den
zugeho¨rigen Rauschdichten fwk und f
v
k erfolgt.
Wird bei der Berechnung der Stellwerte innerhalb des Optimierungshorizonts davon ausge-
gangen, dass eine Regelung basierend auf diesen Zustandsscha¨tzungen erfolgt, wird dies als
Closed-Loop-Feedback-SNMPC mit nicht direkt zuga¨nglichen Zusta¨nden (CLF-I)10 bezeichnet.
Die entsprechende Struktur mit Zustandsscha¨tzer und stochastischem Regler ist in Abb. 2.8
dargestellt. Wie bei der CLF-SNMPC mit direkt zuga¨nglichen Zusta¨nden muss ein optimales
Regelgesetz
uk,n = νk,n(xk,n)
verwendet werden, wobei hier nicht mehr einem konkreten Zustand eine optimale Stellgro¨ße
zuordnet werden kann, sondern diese Stellgro¨ße von einer Zufallsvariable xk,n ∼ fk,n abha¨ngt.
Hierbei wird davon ausgegangen, dass die Dichte fk,n dieser Zufallsvariable das Vorwissen u¨ber
den Zustand xk,n subsumiert, d. h. eine Scha¨tzung zum Zeitschritt k, n auf Basis einer in-
itialen Scha¨tzung xk,0 ∼ fk,0 sowie den bisherigen Stellgro¨ßen uk,0:n−1 und Messungen zˆk,1:n
darstellt. Die Stellgro¨ße u∗k wird dann unter der Annahme, dass dieses Regelgesetz innerhalb
des Pra¨diktionshorizonts angewendet wird, gema¨ß
u∗k(xk) = arg max
uk
{
V CLF-Ik (xk, uk)
}
. (2.8)
8 engl.: Markov decision process (MDP)
9 engl.: partially observable
10 engl.: closed-loop feedback SNMPC with imperfect state information (CLF-I)
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Abbildung 2.8: Systemmodell, welches bei der Stellwertberechnung der Closed-Loop-Feedback-Regelung mit nicht
direkt zuga¨nglichen Zusta¨nden zugrunde gelegt wird.
Innerhalb des Pra¨diktionshorizontes (n > 0) erfolgt bei der CLF-I-Regelung die Modellierung derart, dass keine
direkte Zustandsru¨ckfu¨hrung besteht, sondern der Systemzustand aus unsicherheitsbehafteten Messungen gescha¨tzt
wird.
berechnet, wobei
V CLF-Ik (xk, uk) = max
νk,1:N−1
{
gN(xk,N) +
N−1∑
n=0
gn
(
xk,n, νk,n(xk,n)
)}
,
die u¨ber den Horizont kumulierte stellwertabha¨ngige maximale CLF-I-Gu¨te und
JCLF-Ik (xk) = max
uk
{
V CLF-Ik (xk, uk)
}
,
die kumulierte stellwertunabha¨ngige maximale CLF-I-Gu¨te bezeichnet. Neben dem Systemmo-
dell
xk+1 = ak(xk, uk,wk)
wird hierfu¨r außerdem die nichtlineare Messgleichung
zk = hk(xk,vk)
zugrundegelegt.
Auch zu dem CLF-I-Fall gibt es eine eng verwandte Klasse von Problemen mit wertdiskre-
ten Zusta¨nden und wertdiskreten Messwerten sowie typischerweise unendlichen Optimierungs-
horizonten mit diskontierten Gu¨tefunktionen, die so genannten partiell beobachtbaren Mar-
kov’schen Entscheidungs-Prozesse (POMDP)11.
11 engl.: partially observable Markov decision process (POMDP)
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In [PT87] wird gezeigt, dass bereits die Berechnung diskreter partiell beobachtbarer Mar-
kov’scher Entscheidungs-Prozesse PSPACE-vollsta¨ndig ist, welches eine Obermenge von NP ist,
also nicht in polynomieller Zeit berechnet werden kann. Im Vergleich dazu kann die Lo¨sung von
MDPs, also bei Systemen mit direkt beobachtbarem Zustand, mit polynomiellem Zeitaufwand
berechnet werden. Der Aufwand zur Regelung von Systemen mit nicht direkt beobachtbarem
Zustand ist also wesentlich ho¨her als im CLF-P Fall.
Der Aufwand zur Berechnung einer Stellwertfolge bei der Closed-Loop-Feedback-Regelung mit
nicht direkt zuga¨nglichen Zusta¨nden kann neben approximativen Berechnungen auch dadurch
deutlich reduziert werden, dass alternativ direkt zuga¨ngliche Zusta¨nde (CLF-P) angenommen
werden oder das analoge OLF-Problem gelo¨st wird. Hierbei ist natu¨rlich zu beachten, dass
dies nur eine Approximation des eigentlichen Problems darstellt, wobei OLF typischerweise zu
u¨berkonservativen und CLF-P zu u¨beroptimistischen Ergebnissen fu¨hrt.
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Die zentrale Herausforderung bei der modell-pra¨diktiven Regelung besteht in der Bestimmung
von optimalen Stellgro¨ßen gema¨ß einer Gu¨tefunktion, wobei diese Gu¨tefunktion von pra¨dizier-
ten Systemzusta¨nden und Stellgro¨ßen innerhalb eines N -schrittigen Pra¨diktions- bzw. Optimie-
rungshorizonts abha¨ngt. Abha¨ngig von der Art des betrachteten Systems bzw. der Systemmo-
dellierung finden sich dazu in der Literatur unterschiedliche, oft auf die betrachteten Problem-
stellungen spezialisierte Ansa¨tze. Im Folgenden werden einige dieser Ansa¨tze mit Schwerpunkt
auf der stochastischen nichtlinearen modell-pra¨diktiven Regelung vorgestellt, wobei die ver-
schiedenen Ansa¨tze anhand einer Reihe unterschiedlicher Kriterien klassifiziert werden ko¨nnen.
Zu diesen Kriterien za¨hlen:
Art des betrachteten Systems
lineares Systemmodell ⇔ nichtlineares Systemmodell
zeitdiskretes Systemmodell ⇔ zeitkontinuierliches Systemmodell
wertdiskreter Zustandsraum ⇔ wertkontinuierlicher Zustandsraum
wertdiskrete Stellgro¨ßen ⇔ wertkontinuierliche Stellgro¨ßen
Randbedingungen
beschra¨nkter Zustandsraum ⇔ unbeschra¨nkter Zustandsraum
beschra¨nkte Stellgro¨ßen ⇔ unbeschra¨nkte Stellgro¨ßen
Unsicherheiten
deterministisches Systemmodell ⇔ stochastisches Systemmodell
Gauß’sches Systemrauschen ⇔ nicht-Gauß’sches Systemrauschen
Zuga¨nglichkeit des Zustands
Zustand direkt zuga¨nglich ⇔ Zustandsscha¨tzung aus Messungen
Zustand zu jedem Zeitpunkt messbar ⇔ Zustand nicht zu jedem Zeitpunkt messbar
Art der Gu¨tefunktion
quadratische Gu¨tefunktion ⇔ nicht quadratische Gu¨tefunktion
Art der Optimierung
Open-Loop Feedback ⇔ Closed-Loop Feedback
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3.1 NMPC ohne Beru¨cksichtigung von Unsicherheiten
Zur Stellgro¨ßenberechnung ohne Beru¨cksichtigung von Unsicherheiten, was dem wiederholten
Lo¨sen eines optimalen Steuerungsproblems entspricht, findet sich eine Vielzahl von Verfahren.
Insbesondere die modell-pra¨diktive Regelung linearer Modelle mit quadratischen Gu¨tefunktio-
nen stellt eine recht gut verstandene Technik dar, die bereits auch breite industrielle Anwendung
findet [QB97]. Die deutlich aufwa¨ndigere nichtlineare modell-pra¨diktive Regelung (NMPC), bei
der insbesondere nichtlineare Systemmodelle verwendet werden, gilt auch als recht gut verstan-
den. Auch hier gibt es mittlerweile verschiedene Techniken, die den industriellen Einsatz von
NMPC erlauben [QB00, FDN+01, FA02, DUF+01].
Bei kontinuierlichwertigen Stellgro¨ßen und Zusta¨nden liefert das Pontryagin’sche Minimums-
prinzip eine Methode zur Lo¨sung. Unter Zuhilfenahme dieses Prinzips wird in [Oht03] eine
effiziente Berechnungsmethode angegeben. Basierend auf einer homotopischen U¨berfu¨hrung ei-
nes Pra¨diktionshorizonts mit der La¨nge null, der eine einfache Lo¨sung ermo¨glicht, wird die
deutlich rechenintensivere Lo¨sung des gewu¨nschten endlichen Horizonts gefunden. Durch die
Zuhilfenahme von zusa¨tzlichen Hilfsstellgro¨ßen1 ko¨nnen auch Beschra¨nkungen der Stellgro¨ßen
vorgenommen werden.
In [DFS+02, DFS+03] wird unter Verwendung der Optimierungsstrategie des mehrfachen Schie-
ßens2 eine effiziente Lo¨sung des NMPC-Optimierungsproblems fu¨r beschra¨nkte Zusta¨nde und
Stellgro¨ßen gefunden und am praktischen Beispiel evaluiert.
3.2 Stochastische NMPC bei diskreten und linearen Systemen
3.2.1 Systeme mit diskreten Zusta¨nden und Stellgro¨ßen
Sollen Unsicherheiten bei der Regelung beru¨cksichtigt werden, dann ist dies insbesondere bei
Systemen mit diskreten Zusta¨nden und Stellgro¨ßen recht gut mo¨glich. Fu¨r zeitdiskrete System-
modelle und einer u¨ber dem Optimierungshorizont kumulativen Gu¨tefunktion stellt hierzu die
dynamische Programmierung (DP), welche Bellmans Optimalita¨tsprinzip [Bel57] ausnutzt, eine
effiziente Methode zur Berechnung der optimalen Stellgro¨ßen von CLF-P Problemen dar. Fu¨r
Systeme mit endlich vielen diskreten Zusta¨nden und Stellgro¨ßen sowie einem endlichen Opti-
mierungshorizont kann die Berechnung fu¨r beliebig geartetes Systemrauschen exakt erfolgen
[Ber00]. Insbesondere fu¨r lange Optimierungshorizonte stellt die dynamische Programmierung
eine effiziente Berechnungsmethode dar, da der Berechnungsaufwand nur linear von der La¨nge
des betrachteten Optimierungshorizontes abha¨ngt. Jedoch ha¨ngt der Berechnungsaufwand bei
der dynamischen Programmierung typischerweise stark von der Gro¨ße bzw. Dimensionalita¨t des
1 engl.: dummy inputs
2 engl.: multiple shooting
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betrachteten Zustandsraumes ab, da bei der Berechnung in jedem Schritt der gesamte Zustands-
raum beru¨cksichtigt werden muss. Diese Tatsache wird auch als Fluch der Dimensionalita¨t3
bezeichnet.
Einen wichtigen Sonderfall bildet die Berechnung bei unendlichen Optimierungshorizonten.
Damit trotzdem endliche Gu¨tefunktionen realisiert werden ko¨nnen (viele typische Gu¨tefunktio-
nen wu¨rden bei unendlichen Horizonten nicht konvergieren), wird oft ein Diskontierungsfaktor
0 < γ < 1 in der Gu¨tefunktion eingefu¨hrt4 . Im Falle von stochastischen Systemen mit direkt
zuga¨nglichen Zusta¨nden handelt es sich hier um einen Markov’schen Entscheidungs-Prozess
(MDP). Dieser kann bei zeitinvarianten System- und Gu¨tefunktionen mittels iterativer Ver-
fahren approximativ berechnet werden [Ber00]. Hierzu za¨hlt die so genannten Value Iteration5
sowie eine Vielzahl von Varianten, z. B. Policy Iteration [How60].
Ist der Systemzustand nicht direkt zuga¨nglich sondern kann nur mittels rauschbehafteter Mes-
sungen gescha¨tzt werden, handelt es sich um einen theoretisch gut verstandenen aber be-
rechnungsintensiven partiell beobachtbaren Markov’schen Entscheidungs-Prozess (POMDP)
[Dyn65, SS73]. Da eine exakte Lo¨sung in der Regel nicht effizient gefunden werden kann [PT87,
MHC99], werden hier typischerweise iterative numerische Ansa¨tze, wie in [KLC98, PGT03,
SV05] beschrieben, verwendet, wobei hier zur iterativen Berechnung neben der Zeitinvarianz
des Systemmodells auch die Zeitinvarianz des Messmodells gewa¨hrleistet sein muss.
Approximative Lo¨sungen, auch fu¨r unendliche (aber diskrete) Zustandsra¨ume ko¨nnen durch
Einsatz von Simulationstechniken gefunden werden. In [CMCFM07] geschieht dies basierend
auf der simulierten Abku¨hlung6.
3.2.2 Lineare Systemmodelle
Fu¨r die technisch besonders relevanten Systeme mit kontinuierlichwertigen Zusta¨nden finden
sich nur vereinzelt Ansa¨tze, welche stochastische Systemunsicherheiten bei der Regelung beru¨ck-
sichtigen. Diese Ansa¨tze stellen auch nur Lo¨sungen fu¨r bestimmte Spezialfa¨lle dar, wobei die
Verwendung linearer Systemmodelle von besonderer Bedeutung ist.
Dynamische Programmierung als solche ist nicht auf wertdiskrete Systeme beschra¨nkt. Fu¨r be-
stimmte, in der Regel besonders einfache Systeme, kann die dynamische Programmierung auch
direkt auf wertkontinuierliche Systeme angewendet werden. Dies gilt insbesondere fu¨r lineare
Systeme mit additivem weißen Rauschen, unbeschra¨nkten Stellgro¨ßen und Zusta¨nden sowie ei-
ner quadratischen Gu¨tefunktion. Bei diesem so genannten LQR-Problem kann die Berechnung
nicht nur geschlossen erfolgen, sondern die optimale stochastische Lo¨sung entspricht auch der
Lo¨sung des korrespondierenden deterministischen Problems [Whi69, Ber00].
3 engl.: curse of dimensionality
4 Bei diskontierten Gu¨tefunktionen werden die Anteile der Gu¨tefunktion, die zuku¨nftige
Zeitschritte betreffen, mit einem Diskontierungsfaktor (engl.: discount factor) versehen,
sodass zeitlich nahe Anteile einen ho¨heren und zeitlich ferne einen niedrigen Einfluss haben.
5 Value Iteration Algorithmus: Rekursives Einsetzen in die Bellman-Gleichung, bis ein
Fixpunkt erreicht ist.
6 engl.: simulated annealing
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Ansa¨tze zur OLF-SNMPC Stellgro¨ßenberechnung linearer Systeme unter Nebenbedingungen
werden in [BLW06, Bla06] vorgestellt, wobei hier endliche Optimierungshorizonte und zeitdis-
krete Systeme mit kontinuierlichem Zustandsraum und kontinuierlichen Stellgro¨ßen betrachtet
werden. Bei den Nebenbedingungen handelt es sich aufgrund des stochastischen Charakters
des Systems um unzula¨ssige Bereiche des Zustandsraums, die nur mit einer Wahrscheinlichkeit
unterhalb eines gewissen Schwellwertes erreicht werden sollen. In [BLW06] wird gezeigt, dass
das stochastische Problem fu¨r Gauß’sches Rauschen mittels eines disjunktiven linearen Opti-
mierungsproblems7 approximiert werden kann und somit die approximative Beru¨cksichtigung
des Rauscheinflusses zu keinem erheblichen Mehraufwand (im Vergleich zu der deterministi-
schen Lo¨sung) fu¨hrt. Das gleiche Problem ohne Einschra¨nkung auf Gauß’sches Rauschen wird
in [Bla06] betrachtet. Hier wird mit Techniken der gemischt ganzzahligen linearen Program-
mierung8 eine optimale Stellgro¨ßensequenz fu¨r eine feste Anzahl von Samples oder Particles,
also Zustandskonfigurationen unter zufa¨lligen exemplarischen Realisierungen des Rauscheinflus-
ses, gefunden, welche die Nebenbedingung mit hinreichender Wahrscheinlichkeit erfu¨llt. Diese
Lo¨sung wird dann als allgemein gu¨ltig angenommen.
3.3 Stochastische NMPC bei nichtlinearen Systemen mit
kontinuierlichwertigen Zusta¨nden
3.3.1 Zeitkontinuierliche Systemmodelle
Einen Sonderfall stellt die Verwendung zeitkontinuierlicher Systemmodelle dar. Eine Erweite-
rung des Pontryagin’schen Minimumprinzips auf stochastische zeitkontinuierliche Systeme wird
in [RRD04] vorgestellt, wobei hier ein zugrundeliegender Iˆto-Prozess angenommen wird. Eben-
falls ein Ansatz fu¨r die optimale Regelung stochastischer zeitkontinuierlicher Systeme, hier aber
mit linearen Stellgro¨ßen, wird in [Kap05a] und [Kap05b] vorgestellt. Unter der Bedingung,
dass die Kostenfunktion quadratisch von der Stellgro¨ße abha¨ngt und speziellen Anforderun-
gen an die Struktur des unterlagerten Rauschprozesses gelten, kann das optimale Regelungs-
problem als ein Pfadintegral interpretiert werden, fu¨r das eine approximative Lo¨sung mittels
Monte-Carlo-Methoden gefunden werden kann.
3.3.2 Zeitdiskrete Systemmodelle mit wertkontinuierlichen Stellgro¨ßen
Ein Verfahren zur stochastischen NMPC bei kontinuierlichen Zusta¨nden und Stellgro¨ßen, bei
dem analog zur Zustandsscha¨tzung mittels des Extended Kalman-Filters sowohl das System- als
auch des Messmodell um den gescha¨tzten Zustand linearisiert wird, und bei dem auch lediglich
quadratische Gu¨tefunktionen betrachtet werden, wird in [LR94] vorgestellt.
7 engl.: disjunctive linear programming problem
8 engl.: mixed-integer linear programming
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In [KMSRL03, KMSRG04] wird ein Verfahren zur OLF-SNMPC vorgestellt, bei dem die sto-
chastische Zustandspra¨diktion mittels eines Gaußprozesses9 durchgefu¨hrt wird. Dazu mu¨ssen
die Parameter des Gaußprozesses zuna¨chst auf Basis gesampleter Daten der Systemfunktion
gelernt werden, was unter Umsta¨nden zu einem nicht unerheblichen Fehler fu¨hrt. Wiederum
unter Verwendung von Gaußprozessen wird in [DPR08] ein Verfahren zur CLF-NMPC vorge-
stellt, bei der ein deterministisches Systemmodell, aber eine stochastische Schrittgu¨tefunktion,
angenommen wird. Hier wird der Gaußprozess dazu genutzt, eine Approximation der kumu-
lativen Gu¨tefunktion bei der dynamischen Programmierung zu erhalten, wobei dies wiederum
ein Lernen der Parameter des Gaußprozesses erfordert.
In [BW07] wird skizziert, wie der Ansatz aus [Bla06] auf nichtlineare Systeme erweitert werden
ko¨nnte. Hierzu soll ausgehend von einer initialen Lo¨sung, welche Unsicherheiten nicht beru¨ck-
sichtigt, mittels eines nichtlinearen Optimierers in der Na¨he dieser initialen Lo¨sung eine Lo¨sung
unter Beru¨cksichtigung von Unsicherheiten gefunden werden. Somit handelt es sich hierbei um
keinen global-optimalen, sondern nur um einen lokalen Ansatz.
Ein Ansatz fu¨r die optimale Regelung stochastischer nichtlinearer zeitdiskreter Systeme mit end-
lichen Horizonten bei beliebigem Rauscheinfluss wird in [2] vorgestellt. Hier wird zuna¨chst eine
Lo¨sung ohne Beru¨cksichtigung von Unsicherheiten unter Zuhilfenahme des Pontryagin’schen
Minimumprinzips gefunden, wobei zur Berechnung ausgehende von einer linearisierten Lo¨sung
diese homotopisch in die eigentliche nichtlineare u¨berfu¨hrt wird [1]. Im Umfeld dieser initia-
len Lo¨sung wird dann mittels dynamischer Programmierung, stochastischer Zustandspra¨diktion
und Gu¨tefunktionsapproximation eine durch kubische Splines gena¨herte lokal optimale Lo¨sung
fu¨r das stochastische optimale Regelungsproblem berechnet.
3.3.3 Zeitdiskrete Systemmodelle mit diskreten Stellgro¨ßen
Ein Lo¨sungsansatz fu¨r das optimale Regelungsproblem stochastischer zeitdiskreter Systeme
mit kontinuierlichem Zustandsraum und diskreten Stellgro¨ßen wird in [NB03] vorgestellt, wo-
bei hier von einem unendlichen Optimierungshorizont und einer diskontierten Gu¨tefunktion
ausgegangen wird. Die Lo¨sung basiert, unter Zuhilfenahme des Value Iteration Algorithmus,
auf der Approximation der Gu¨tefunktion mittels eines Radial-Basis-Function Netzwerks mit
einer endlichen Anzahl fest positionierter Gaußglocken.
Fu¨r Systeme, welche neben diskreten Zusta¨nden mit einem einzigen eindimensionalen kontinu-
ierlichwertigen Zustand beschrieben werden ko¨nnen, wird in [MTT06, MKT07] ein Lo¨sungs-
ansatz vorgestellt. Damit dieser Ansatz angewendet werden kann, muss der eindimensionale
kontinuierlichwertige Zustand eine kontinuierlich abnehmende Ressource darstellen. Das Ver-
halten dieser kontinuierlichen Gro¨ße wird mit Phasentyp-Verteilungen bestehend aus Exponen-
tialverteilungsblo¨cken approximiert, was dann die Anwendung des Value Iteration Algorithmus
erlaubt.
9 Ein Gaußprozess (engl.: Gaussian process) stellt eine Approximation der Verteilung u¨ber
eine Funktion ausgehend von einem Satz Stu¨tzstellen dar.
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3.3.4 Zeitdiskrete Systemmodelle mit nicht direkt zuga¨nglichen Zusta¨nden
Eine besondere Herausforderung entsteht, wenn die zu regelnden Zusta¨nde nicht direkt zuga¨ng-
lich sind und diese Tatsache bei der Regelung mitberu¨cksichtigt werden soll.
Wie bereits in Abschnitt 2.4 beschrieben kann im Falle linearer Systeme mit quadratischer
Gu¨tefunktion ein optimaler Scha¨tzer und ein optimaler deterministischer Regler, welcher auf
Basis des Erwartungswerts des Zustandsscha¨tzers regelt, ohne Einbuße der Optimalita¨t getrennt
voneinander entworfen werden. Bei Gauß’schen Rauschen ist der optimale Scha¨tzer das Kalman
Filter, was dann zusammen als LQG-Reglerentwurf bezeichnet wird.
Im Falle nichtlinearer Systeme gibt es insbesondere im Kontext von POMDPs mit kontinuier-
lichen Zusta¨nden einige wenige Verfahren zur approximativen Stellwertberechnung. Eine Er-
weiterung eines diskreten POMDP Lo¨sungsverfahrens fu¨r lineare Systeme mit kontinuierlichen
Zusta¨nden aber diskreten Messungen wird in [PSV05, PVSP06] vorgestellt. Ein Lo¨sungsverfah-
ren fu¨r POMDPs mit kontinuierlichen Zusta¨nden und Messungen, basierend auf Monte-Carlo
Sampling, wird in [Thr00] beschrieben. In [BMWDW05, BMWDW06] wird ein Verfahren vorge-
stellt, bei dem eine parametrische Darstellung der Wahrscheinlichkeitsdichten, welche den Sys-
temzustand repra¨sentieren, verwendet wird. All diese Verfahren haben ebenso wie die Verfah-
ren zum Lo¨sen diskreter POMDPs eine iterative Struktur, weshalb ausschließlich zeitinvariante
System- und Messmodelle sowie zeitinvariante Gu¨tefunktionen beru¨cksichtigt werden ko¨nnen.
Ebenso ist die Verwendung eines Diskontierungsfaktors zur Gewa¨hrleistung der Konvergenz
notwendig.
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Open-Loop-Feedback-SNMPC
In diesem Kapitel werden Techniken beschrieben, mittels denen unter Zuhilfenahme geeigne-
ter Approximationen und Modellierungen effizient Stellwerte fu¨r das stochastische optimale
Steuerungsproblem (2.5) der Open-Loop-Feedback-SNMPC (OLF, Abschnitt 2.5.1) bei Syste-
men mit kontinuierlichen Zusta¨nden und diskreten Stellgro¨ßen berechnet werden ko¨nnen. Dazu
werden in Abschnitt 4.1 Techniken zur effizienten hochqualitativen Zustandspra¨diktion u¨ber
mehrere Zeitschritte beschrieben. In Abschnitt 4.2 werden dann verschiedene Verfahren zur Re-
pra¨sentation der Schrittgu¨te vorgestellt, welche einerseits eine flexible Modellierung zulassen,
andererseits aber auch eine effiziente, d. h. idealerweise geschlossene, probabilistische Auswer-
tung der Gu¨tefunktion bei stochastisch verteilten Zusta¨nden erlauben. Das Kapitel schließt mit
der Beschreibung von Verfahren zur effizienten Auswertung des sich bei der Optimierung u¨ber
mehrere Schritte ergebenden Suchbaums.
4.1 Pra¨diktion des Systemzustands
Die zeitdiskrete Systemgleichung (2.1) beschreibt die Entwicklung des Systemzustands xk
abha¨ngig von der Stellgro¨ße uk und dem Systemrauschen wk ∼ fwk u¨ber der Zeit. Im Folgenden
werden insbesondere Systeme mit additivem Rauschen betrachtet, was
xk+1 = ak(xk, uk) +wk (4.1)
entspricht.
Wie in Abschnitt 2.5.1 beschrieben, muss zur Lo¨sung des optimalen Steuerungsproblems der
Open-Loop-Feedback-Regelung fu¨r alle mo¨glichen Stellgro¨ßensequenzen uk,0:N−1 der Systemzu-
stand xk,1:N u¨ber einen N -schrittigen Horizont pra¨diziert werden, was zu dem Suchbaum in
(Abb. 4.1) fu¨hrt. Fu¨r ein bestimmtes festes k kann die Wahrscheinlichkeitsdichte f˜pn+1(xn+1)
des Systemzustands xn+1 fu¨r den nachfolgenden Zeitschritt n+ 1 und somit auch rekursiv fu¨r
die na¨chsten N Zeitschritte mit Hilfe der Chapman-Kolmogorov Gleichung [Sch73]
f˜pn+1(xn+1) =
∫
X
f˜Tun(xn+1|xn) f˜n(xn) dxn , (4.2)
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Abbildung 4.1: Suchbaum, der sich bei Open-Loop-Feedback-SNMPC fu¨r einen N = 3 schrittigen Hori-
zont bei zwei alternativen Stellgro¨ßen u1 und u2 ergibt. In den Graphen sind exemplarisch die pra¨dizierten
Wahrscheinlichkeitsdichten, welche die Grundlage zur Auswertung der Gu¨tefunktionen bilden, dargestellt.
berechnet werden. Bei f˜Tuk(xk+1|xk) handelt es sich um die von der diskreten Stellgro¨ße uk
abha¨ngigen Systemtransitionsdichte. Die Systemtransitionsdichte ist eine bedingte Dichte, wel-
che bei einem dx-dimensionalen Zustandsraum als eine 2·dx-dimensionale Funktion f˜Tun(xn+1, xn)
interpretiert werden kann (Abb. 4.2). Fu¨r den hier betrachteten Fall additiven weißen Rauschens
ist die Systemtransitionsdichte mit der Systemfunktion (4.1) gema¨ß
f˜Tun(xn+1|xn) = fwn (xn+1 − an(xn, un))
verknu¨pft, wobei fwn (·) die Wahrscheinlichkeitsdichte des Systemrauschens wn repra¨sentiert.
Die Einschritt-Pra¨diktion eines konkreten Zustands xn fu¨hrt somit zu einer Wahrscheinlich-
keitsdichte des pra¨dizierten Zustands fpn+1(xn+1), welche die identische Form wie die Wahr-
scheinlichkeitsdichte des Systemrauschens fwn (wn) hat.
Im Fall linearer Systeme mit Gauß’schen Zufallsvariablen stellt der Pra¨diktionsschritt des
Kalman-Filters [Kal60, Sim06] eine geschlossene Lo¨sung von (4.2) dar, da sich in diesem
Fall die Gleichung auf ein Integral u¨ber dem Produkt zweier Gaußdichten reduziert, was ge-
schlossen lo¨sbar ist. Bei nichtlinearen Systemfunktionen ist eine geschlossene Lo¨sung in der
Regel nicht mo¨glich. Daher ist hier zur Berechnung eine Approximation notwendig. Gene-
rell sind hier zwei Arten von Approximationen mo¨glich: Approximation der Dichte f˜k(xk) des
aktuellen Zustands oder Approximation der Transitionsdichte. Die Approximation der Dich-
te f˜k(xk) des aktuellen Zustands wird z. B. bei Partikel-Filtern [AMGC02], beim Unscented
Kalman-Filter (UKF) [JU04], bei Gaußfiltern [HH08] sowie bei optimalen Sampling-Verfahren
[SBH06a, SBH06b, SH07] angewendet. Beim Extended Kalman-Filter (EKF) hingegen wird die
Transitionsdichte approximiert, d. h. das System linearisiert [Sim06], wobei das UKF ebenfalls
als eine Approximation der Transitionsdichte interpretiert werden kann, da es sich hier um eine
stochastische Linearisierung des Systems handelt [LBS02].
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Abbildung 4.2: Transitionsdichte des Systems a(xn+1) = sin(xn)+wn mit mittelwertfreiem Gauß’schen Rauschen
wn mit Standardabweichung σ
w = 0,5.
Fu¨r das hier vorgestellt SNMPC-Framework werden Methoden verwendet, welche auf Appro-
ximation der Transitionsdichte basieren [HBH06, HH07a, HH07b]. Die verwendeten Methoden
sind im besonderen Maße geeignet, da sie
1. sehr hochqualitative Approximationen der Zustandsdichte liefern,
2. eine Pra¨diktion u¨ber mehrere Zeitschritte mit konstanter Komplexita¨t gestatten und
3. sie direkt erlauben, dynamische Programmierung anzuwenden (siehe hierzu Kapitel 5).
Insbesondere eine hochqualitative, d. h. die Form der Wahrscheinlichkeitsdichte erhaltende, Ap-
proximation ist bei den meisten approximativen Verfahren zur Zustandspra¨diktion nicht gege-
ben. Bei Verfahren wie dem EKF oder UKF, welche die Standardverfahren zur Zustandspra¨dik-
tion auf Basis der Systemapproximation darstellen, werden nur die ersten beiden Momente einer
Dichte beru¨cksichtigt, was zu recht groben Approximationen fu¨hrt.
Im Rahmen dieser Arbeit werden zwei alternative Funktionsklassen zur Approximation der
Transitionsdichte verwendet, die jeweils in den na¨chsten beiden Abschnitten vorgestellt werden.
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Abbildung 4.3: Approximation der Transitionsdichte des Systems a(xn+1) = sin(xn) +wn mit mittelwertfreiem
Gauß’schen Rauschen wn mit Standardabweichung σ
w = 0,5 durch eine Gaußmischdichte mit 40 achsenausge-
richteten Komponenten. Die Optimierung des Parametervektors der Gaußmischdichte erfolgte mit den in [HBH06]
beschriebenen Verfahren.
4.1.1 Approximation der Transitionsdichte mittels Gaußfunktionen
Die erste Alternative basiert auf der Approximation der Transitionsdichte f˜Tuk(xk+1|xk) in (4.2)
innerhalb eines bestimmten Intervalls durch eine Gaußmischfunktion1 (Abb. 4.3). Dieses Ver-
fahren wird in [5] bzw. [9] im Kontext von SNMPC beschrieben und basiert auf den Dichteap-
proximationstechniken aus [HBH06]. Bei einer Gaußmischfunktion, einer Summe gewichteter
Gaußfunktionen der Form
L∑
i=1
ωi · N (x− µi; Ci) ,
handelt es sich um einen universellen Funktionsapproximator [MS96]. Daher kann mittels dieser
Approximation die Transitionsdichte einer beliebigen Systemfunktion mit additivem Rauschen,
wessen Wahrscheinlichkeitsdichte auch beliebig geformt sein kann, approximiert werden. Eine
Einschra¨nkung, z. B. dass das Rauschen normalverteilt sei, besteht nicht.
Damit eine effiziente Zustandspra¨diktion auch u¨ber mehrere Zeitschritte mo¨glich ist, wird eine
besondere Form von Gaußmischdichten, sogenannte achsenausgerichtete Gaußmischfunktionen,
verwendet. Bei diesen Funktionen sind die einzelnen Komponenten achsenausgerichtet, d. h.
1 engl.: Gaussian mixture
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deren Kovarianzmatrizen Ci sind nur auf der Hauptdiagonalen besetzt
Ci = diag(σi)
2 .
Somit sind die einzelnen (2 · dx)-dimensionalen Komponenten als Produkt darstellbar
fTun(xn+1|xn) =
L∑
i=1
ωi · N (xn − µ(n)i ; diag(σ
(n)
i )
2) · N (xn+1 − µ(n+1)i ; diag(σ
(n+1)
i )
2)) ,
=
L∑
i=1
ωi ·
dx∏
j=1
N (xn,j − µ(n)i,j ;σ(n)i,j ) ·
dx∏
k=1
N (xn+1,k − µ(n+1)i,k ;σ(n+1)i,k ) . (4.3)
Derartige achsenausgerichtet Gaußmischdichten ko¨nnen vollsta¨ndig mit einem Parametervektor
η = [ηT
1
, . . . , ηT
L
]T
beschrieben werden, wobei die Parameter fu¨r eine einzelne Gaußfunktionen durch
η
i
= [ωi, µ
(n)
i
, σ
(n)
i , µ
(n+1)
i
, σ
(n+1)
i ]
T
gegeben sind.
Ausgehend von einem Gu¨tekriterium, wie z. B. der quadratischen Differenz, kann ein Parameter-
vektor η bestimmt werden, der zu einer hochqualitativen Approximation von f˜Tun(xn+1|xn) durch
fTun(xn+1|xn) fu¨hrt. Ein Verfahren hierzu, bei dem die Lo¨sung des sich ergebenden hochdimen-
sionalen Optimierungsproblems durch eine progressive Optimierung erfolgt, wird in [HBH06]
vorgestellt.
Ist die Dicht des vorherigen Zustandes ebenfalls durch eine Gaußmischdichte fn(xn) =
∑Lx
j=1 ω
x
j ·
N (xn − µj; Cj) gegeben, dann kann der Pra¨diktionsschritt (4.2) geschlossen gelo¨st werden.
fpn+1(xn+1)
=
∫
X
f˜Tun(xn+1|xn) · fn(xn) dxn
=
∫
X
L∑
i=1
ωi · N (xn − µ(n)i ; C
(n)
i ) · N (xn+1 − µ(n+1)i ; C
(n+1)
i ) ·
Lx∑
j=1
ωxj · N (xn − µj; Cj) dxn
=
L∑
i=1
N (xn+1 − µ(n+1)i ; C
(n+1)
i )) ·
Lx∑
j=1
ωi ω
x
j
∫
X
N (xn − µ(n)i ; C
(n)
i ) · N (xn − µj; Cj) dxn︸ ︷︷ ︸
ω
(n+1)
i
=
L∑
i=1
ω
(n+1)
i · N
(
xn+1 − µ(n+1)i ; C
(n+1)
i
)
.
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Bei der sich ergebenden Wahrscheinlichkeitsdichte handelt es sich wiederum um eine Gauß-
mischdichte, wobei in dem hier betrachteten Fall einer Transitionsdichte mit L achsenausgerich-
teten Komponenten wie in (4.3) die Anzahl der Komponenten der pra¨dizierten Zustandsdichte
fpn+1(xn+1) der Anzahl der Komponenten der Transitionsdichte entspricht [HBH06].
Somit ist durch die achsenausgerichtete Struktur der approximierten Transitionsdichte eine
Zustandspra¨diktion u¨ber mehrere Zeitschritte mit konstanter Komplexita¨t mo¨glich, wobei die
Qualita¨t der Approximation durch die Anzahl der Komponenten der approximierten Transiti-
onsdichte bestimmt werden kann.
Im Falle einer nicht-achsenausgerichteten Transitionsdichte wu¨rde sich eine pra¨dizierte Zu-
standsdichte fpn+1(xn+1) mit L × Lx Komponenten ergeben, wobei Lx die Anzahl der Kom-
ponenten von fn(xn) darstellt. Somit wu¨rde also die Anzahl der Komponenten exponentiell mit
der Anzahl der Pra¨diktionsschritte wachsen.
Die qualitativ sehr hochwertige Approximation der Transitionsdichte mit Gaußmischfunktio-
nen stellt ein recht anspruchsvolles Optimierungsproblem dar, welches in der Regel effizient
nur fu¨r ein- und zweidimensionale System gelo¨st werden kann. Ferner ko¨nnen auch nur zeit-
invariante Systeme effizient behandelt werden, da die Approximation der Transitionsdichte zu
aufwa¨ndig ist, als dass sie wa¨hrend der eigentlichen Regelung durchgefu¨hrt werden ko¨nnte.
Dennoch kann auch fu¨r ho¨herdimensionale und zeitvariante Systeme die Transitionsdichtenap-
proximation mit achsenausgerichteten Komponenten effizient eingesetzt werden, wenn mit Tech-
niken zur Komplexita¨tsreduktion (Abschnitt 4.1.3) das Gesamtsystem in mehrere kaskadierte
Teilsysteme zerlegt wird.
4.1.2 Approximation der Transitionsdichte mittels hybrider Dichten
Als Alternative zur Approximation der Transitionsdichte f˜Tun(xn+1|xn) mit Gaußmischfunktio-
nen kann zur Berechnung der pra¨dizierten Wahrscheinlichkeitsdichte fpn+1(xn+1) die Transi-
tionsdichte auch auf einem vorgegebenen Intervall mit einer so genannten hybriden Dichten
[HH07b] approximiert werden (Abb. 4.4). Dieses Verfahren wird in [6] im Kontext von SNMPC
beschrieben. Bei einer hybriden Dichte handelt es sich, wie bei einer Gaußmischfunktion, um
eine gewichtete Summe von L Komponenten
fTun(xn+1|xn) =
L∑
i=1
ωi · δ(xn − µ(n)i ) · f(xn+1 − µ(n+1)i ; νi) , (4.4)
wobei ωi die Gewichtsfaktoren mit ωi > 0 sind, µ
(n)
i
und µ(n+1)
i
die Position der Komponen-
ten bestimmt und νi Formparameter von f(xn+1 − µ(n)i ; νi) sind. Diese Komponenten sind als
Produkt darstellbar, wobei es sich in der Dimension des aktuellen Zustands xn um Diracdistri-
butionen δ(xn−µ(n)i ) und in der Dimension des pra¨dizierten Zustandes xn+1 um Dichtefunktio-
nen f(xn+1−µ(n+1)i ; νi) handelt, deren Typ der Wahrscheinlichkeitsdichte des Systemrauschens
entspricht. Im Folgenden wird davon ausgegangen, dass es sich beim Systemrauschen entweder
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Abbildung 4.4: Approximation der Transitionsdichte des Systems a(xn+1) = sin(xn) +wn mit mittelwertfreiem
Gauß’schen Rauschen wn mit Standardabweichung σ
w = 0,5 durch eine hybride Dichte mit 40 Komponenten. Die
Wahl des Parametervektors der hybriden Dichte erfolgte mit den in [HH07b] beschriebenen Verfahren.
um Gauß’sches Rauschen handelt oder aber, dass das Rauschen mittels einer Gaußmischdichte
mit Lw Gaußkomponenten approximiert werden kann, was zur folgenden Form fu¨hrt
fTun(xn+1|xn) =
L˙∑
j=1
(
ω˙j · δ(xn − µ˙(n)j ) ·
Lw∑
l=1
ω˙
(n+1)
l · N (xn+1 − µ˙(n+1)j,l ; C˙
(n+1)
j,l )
)
.
Durch Ausmultiplizieren und Zusammenfassen der Summen kann diese Form wiederum in eine
Form mit Gauß’schem Rauschen und L = L˙ · Lw Komponenten u¨berfu¨hrt werden
fTun(xn+1|xn) =
L∑
i=1
ωi · δ(xn − µ(n)i ) · N (xn+1 − µ(n+1)i ; C
(n+1)
i ) . (4.5)
Zur Bestimmung der Parameter fu¨r die optimale Approximation der Transitionsdichte (4.4)
bzw. (4.5) mittels einer hybriden Dichte bedarf es im Gegensatz zur Approximation mit-
tels einer Gaußmischfunktion keiner aufwa¨ndigen nichtlinearen Optimierung, wobei Methoden
zur Wahl der optimalen Parameter von (4.4) bzw. (4.5) in [HH07b] beschrieben werden. So-
mit ko¨nnen direkt ho¨herdimensionale sowie zeitvariante Systeme auch mit nicht-stationa¨rem
Rauschen approximiert werden [HH07a, SHH07].
Wird die Transitionsdichte f˜Tn+1(xn+1) durch eine hybride Dichte approximiert, handelt es sich
bei der sich ergebenden Wahrscheinlichkeitsdichte des pra¨dizierten Zustandes xk+1 um eine
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Gaußmischdichte der Form
fpn+1(xn+1) =
L∑
i=1
ω
(n+1)
i · N
(
xn+1 − µ(n+1)i ; C
(n+1)
i
)
,
mit L Komponenten. Somit ist die Form der pra¨dizierten Wahrscheinlichkeitsdichte fpn+1(xn+1)
bei der Transitionsdichtenapproximation durch eine hybride Dichte sowie durch eine Gauß-
mischdichte (Abschnitt 4.1.1) identisch. Der Pra¨diktionsschritt (4.2) kann hier sehr einfach und
in geschlossener Form durchgefu¨hrt werden, da die Multiplikation und Marginalisierung mit
einer Diracdistribution lediglich der Auswertung der Dichtefunktion des aktuellen Zustands
xk entspricht. Daher ko¨nnen die Gewichte ω
(n+1)
i direkt durch Auswertung von f˜n(xn) an den
Stellen µ(n)
i
der approximierten Transitionsdichte berechnet werden. Die Parameter µ(n+1)
i
und
C
(n+1)
i von f
p
n+1(xn+1) entsprechen den Parametern der Gaußkomponenten der approximierten
Transitionsdichte (4.5).
Somit ist auch bei der Verwendung von hybriden Funktionen zur Transitionsdichtenapproxi-
mation eine effiziente Zustandspra¨diktion u¨ber mehrere Zeitschritte mit konstantem Aufwand
mo¨glich, wobei der Aufwand lediglich von der Anzahl der zur Approximation der Transiti-
onsdichte verwendeten Komponenten L abha¨ngt. Im Gegensatz zur Approximation mit Gauß-
mischfunktionen ist diese Approximation aber deutlich einfacher und schneller durchfu¨hrbar,
sodass auch ho¨herdimensionale und zeitvariante Systeme effizient behandelt werden ko¨nnen.
Verglichen mit Gaußmisch-Approximation fu¨hrt die Verwendung von hybriden Funktionen ty-
pischerweise bei gleicher Anzahl von Komponenten zu einer Approximation mit verminderter
Qualita¨t. Dies ist der Fall, da die Diracdistributionen der hybriden Funktion einer Abtastung
entsprechen, was dazu fu¨hren kann, dass hochfrequente Signalanteile ignoriert werden bzw. zu
Aliasing fu¨hren, was bei Gaußfunktionen durch die implizite Gla¨ttung vermindert wird.
4.1.3 Komplexita¨tsreduktion: Modularisierung
Da der Approximationsaufwand sowohl bei der Approximation durch Gaußmischfunktionen als
auch durch hybride Funktionen mit der Dimensionalita¨t deutlich u¨berproportional ansteigt,
kann bei vielen Systemen der Berechnungsaufwand durch eine Zerlegung des Gesamtsystem-
modells in kaskadierte Submodelle deutlich verringert werden.
Wie in [5] gezeigt, kann die (2 · dx)-dimensionale Transitionsdichte f˜Tun(xn+1|xn) der System-
gleichung (4.1) unter der Annahme, dass der additive Rauschvektor
wn = [wn,1,wn,2, . . . ,wn,dx ]
T ∈ Rdx
weiß ist und dessen Elemente wn,j unabha¨ngig sind, in d
x Transitionsdichten skalarer Teilsys-
teme an,j(·), j = 1, 2, . . . , dx,
an(·) = [an,1(·), an,2(·), . . . , an,dx(·)]T
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Abbildung 4.5: Modularisierung des vektorwertigen Systems xn+1 = an(xn, un,wn).
unterteilt werden, wobei diese jeweils (1 + dx)-dimensional sind. Da der Approximationsauf-
wand einer Transitionsdichte deutlich u¨berproportional mit deren Dimensionalita¨t wa¨chst,
fu¨hrt die Zerlegung in niederdimensionale Transitionsdichten zu einem deutlich verminderten
Berechnungsaufwand [HBH06].
Ausgehend von der Zerlegbarkeit der Transitionsdichte f˜Tun(xn+1|xn) in dx niederdimensionale
Transitiondichten kann der beno¨tigte Berechnungsaufwand noch weiter vermindert werden,
indem das System a(·) modularisiert ([5]) wird. Hierbei wird a¨hnlich wie bei Rao-Blackwellized
Particle-Filtern [dF02] das System (2.1) wie in Abb. 4.5 dargestellt in eine Menge weniger
komplexe Subsysteme unterteilt, welche kaskadiert das urspru¨ngliche System repra¨sentieren
xn+1 = a(xn, un,wn) = a
(m)(x(m)n , un) +w
(m)
n
x(m)n = a
(m−1)(x(m−1)n , un) +w
(m−1)
n
...
x(2)n = a
(1)(x(1)n , un) +w
(1)
n .
Die Wahrscheinlichkeitsdichte des pra¨dizierten Zustands xn+1 kann durch eine kaskadierte
Pra¨diktion berechnet werden. Beginnend mit x
(1)
n = xn wird die Wahrscheinlichkeitsdichte eines
Hilfssystemzustand x
(i)
n fu¨r ein Subsystem a(i)(·) inferiert, was zum na¨chsten Hilfssystemzustand
x
(i+1)
n fu¨hrt, der dann wiederum als Grundlage fu¨r den na¨chsten Schritt dient.
Unter Umsta¨nden entstehen durch die Zerlegung in Subsysteme stochastische Abha¨ngigkeiten
der Hilfszufallsvariablen. Um dies zu beru¨cksichtigen, ko¨nnen die Hilfszufallsvariablen entspre-
chend augmentiert werden.
Die Pra¨diktion fu¨r die einzelnen Subsysteme
x
(i+1)
k = a
(i)(x
(i)
k , uk) +w
(i)
k , fu¨r i = 1, . . . ,m
kann auf verschiedene Arten erfolgen. Neben den Techniken aus Abschnitt 4.1.1 und Ab-
schnitt 4.1.2 kann im Falle eines linearen Subsystems die Inferenz auch ohne Approximation
der Transitionsdichte durch eine Bank paralleler Kalman-Pra¨diktoren realisiert werden. So kann
insbesondere bei linearen Subsystemen der beno¨tigte Berechnungsaufwand, neben der Redukti-
on durch Unterteilung in einfacher zu berechnende Subsysteme, noch deutlich weiter reduziert
werden.
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Beispielszenario A 4.1: Modularisierung der Systemfunktion
Das Systemmodell (2.2) aus Beispielszenario A, welches den mobilen Roboter beschreibt, kann in
die Subsysteme
x(2)n = s · sin(φn) +wxn , (4.6)
xn+1 = xn + x
(2)
n , (4.7)
φn+1 = φn + un +w
φ
n (4.8)
modularisiert werden. Der Hilfszustand x
(2)
k ist hier von φk stochastisch abha¨ngig, wobei diese
Abha¨ngigkeit im Folgenden keine Beru¨cksichtigung findet. Bei (4.7) und (4.8) handelt es sich um
lineare Systeme. Daher kann hier zur Pra¨diktion sehr effizient eine Bank paralleler Kalman-Pra¨dik-
toren eingesetzt werden. Der nichtlineare Anteil (4.6) ist lediglich eindimensional und nicht von der
Stellgro¨ße un abha¨ngig, sodass hier recht einfach eine Approximation der Transitionsdichte durch-
gefu¨hrt werden kann. Beispiele fu¨r approximierte Transitionsdichten von (4.6) sind in Abb. 4.3 bzw.
in Abb. 4.4 dargestellt. 
4.2 Gu¨tefunktionsmodellierung zur effizienten Berechenbarkeit
Entscheidend fu¨r die Flexibilita¨t und Einsetzbarkeit von Verfahren zur modell-pra¨diktiven Re-
gelung sind unter anderem die Freiheiten, die bei der Modellierung der Gu¨tefunktion (2.4)
gegeben sind. Im Folgenden werden verschiedene Gu¨tefunktionsrepra¨sentationen beschrieben,
die zum einen ein hohes Maß an Flexibilita¨t bei der Modellierung bieten, andererseits aber auch
eine effiziente Auswertung der Gu¨tefunktion erlauben. Dies ist keine triviale Forderung, da bei
einer stochastischen Betrachtung des Systems nur unsichere Pra¨diktionen bzw. Scha¨tzungen
des Systemzustands vorliegen, sodass die Auswertung der Gu¨tefunktion auch bei durch Zufalls-
variablen beschriebenen Zusta¨nden effizient, d. h. vorzugsweise geschlossen, durchfu¨hrbar sein
sollte.
Bei der Schrittgu¨te gn(xn, un) handelt es sich um einen Operator, der die kontinuierlichwertige
Zufallsvariable xn und die diskrete reellwertige Stellgro¨ße un auf eine reelle Zahl abbildet, auf
Basis derer dann eine Bewertung erfolgen kann. Im Folgenden wird zur Vereinfachung der
Darstellung davon ausgegangen, dass die Schrittgu¨te additiv zerlegbar ist
gn(xn, un) = g
x
n(xn) + g
u
n(un) . (4.9)
Dies gilt ohne Beschra¨nkung der Allgemeinheit, da auf Grund der endlichen Anzahl von dis-
kreten Stellgro¨ßen bei Bedarf jeweils unterschiedliche gxn,un(xn) verwendet werden ko¨nnen. Die
terminale Schrittgu¨te gN(xN) kann ebenso analog wie g
x
n(xn) modelliert werden. Da sich die
Schrittgu¨ten immer nur auf einen festen Zeitschritt beziehen, wird der Zeitindex im Folgenden
weggelassen.
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Wie in Abschnitt 2.2 beschrieben, soll die Schrittgu¨te auch eine mittels einer Wahrscheinlich-
keitsdichte beschriebene Zufallsvariable auf einen reellen Wert abbilden. Dies kann zum einen
mittels Erwartungswertbildung aber auch auf Basis anderer Momente bzw. zentraler Momente,
wie z. B. der Kovarianz, geschehen.
4.2.1 Polynomielle Schrittgu¨te
Von besonderer Bedeutung sind polynomielle und hier insbesondere quadratische Schrittgu¨ten,
wie sie z. B. auch bei der LQR-Regelung Anwendung finden [Ber00]. Bei diesen Gu¨tefunktionen
wird der polynomielle Abstand zu einem Sollwert xˇ bzw. uˇ gema¨ß
gˆx(x) = (x− xˇ)T(x− xˇ)
berechnet (Abb. 4.6(a)). Wird der Zustand x durch eine Zufallsvariable beschrieben, handelt
es sich bei gˆx(x) ebenfalls um eine Zufallsvariable. Damit die Schrittgu¨tefunktion auf eine
reelle Zahl abbildet, kann eine erwartungswertbasierte Gu¨tefunktionsdefinition gx(x) verwendet
werden. Bei einer derartigen Gu¨tefunktionsdefinition gema¨ß
gx(x) = Ex {gˆx(x)}
= Ex
{
(x− xˇ)T(x− xˇ)
}
entspricht die sich ergebende Gu¨te dem erwarteten polynomiellen Abstand zu einem Sollwert
xˇ. Wird eines der Verfahren zur Zustandspra¨diktion aus Abschnitt 4.1 verwendet, handelt es
sich bei den Wahrscheinlichkeitsdichten des Systemzustands x um achsenausgerichtete Gauß-
mischdichten f(x) mit L Komponenten. Dann kann (4.10) analytisch gelo¨st werden [5], da
die Berechnung des erwarteten quadratischen Abstands lediglich der Berechnung eines zweiten
verschobenen Moments entspricht. Diese Berechnung kann komponentenweise erfolgen
gx(x) = Ex
{
(x− xˇ)T(x− xˇ)
}
(4.10)
= spur E2x {(x− xˇ)}
= spur
L∑
i=1
ωi
(
(µ
i
− xˇ)(µ
i
− xˇ)T + diag(σi)2
)
,
da die Dimensionen entkoppelt sind und fu¨r das zweite (nicht zentrale) Moments E2{·} einer
Gaußmischdichte
E2x{x} =
L∑
i=1
ωi(µ
2
i + σ
2
i )
gilt [Han02].
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(a) Quadratische Schrittgu¨te.
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(b) Stu¨ckweise polynomielle Schrittgu¨te bestehend aus unterla-
gerter quadratischer Gu¨tefunktion und u¨berlagerten stu¨ckweise
konstanten Anteilen.
Abbildung 4.6: Polynomielle Gu¨tefunktionen.
Die Berechnung fu¨r Polynome ho¨herer Ordnung sowie fu¨r lineare Funktionen kann analog er-
folgen, da auch hier die Berechnung direkt auf die Berechnung verschobener Momente zuru¨ck-
gefu¨hrt werden kann. Auch diese Berechnungen ko¨nnen im Falle von Zufallsvariablen, welche
mittels einer Gaußmischdichte repra¨sentiert werden, geschlossen durchgefu¨hrt werden [Han02].
4.2.2 Stu¨ckweise polynomielle Schrittgu¨te
Soll eine polynomielle Schrittgu¨te nicht einheitlich fu¨r X definiert werden, so kann dies auch
stu¨ckweise auf einem Intervall [xmin, xmax] erfolgen (Abb. 4.6(b)).
Im eindimensionalen Fall sowie bei der Beschra¨nkung auf achsenausgerichtete Hyperrechtecke
kann die Berechnung des beno¨tigten Erwartungswertes bei gaußmischverteilten Zufallsvaria-
blen, wie es hier der Fall ist, fu¨r polynomielle gˆx(x) ebenfalls geschlossen erfolgen. Im Eindi-
mensionalen ist die Schrittgu¨te durch ein Polynom der Ordnung L mit dem Konstantenvektor
al definiert, wobei außerhalb des Intervalls [xmin, xmax] die Schrittgu¨te den Wert Null annimmt
gˆx(x) =

∑L
l=0 al · xl falls x ∈ [xmin, xmax]
0 sonst .
(4.11)
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Ist der Zustand mit einer Zufallsvariable beschrieben, kann der Erwartungswert gebildet werden,
um eine reellwertige Gu¨te zu erlangen
gx(x) = Ex{gˆx(x)} .
Fu¨r eine stu¨ckweise konstante Funktion
gˆx(x) =
d falls x ∈ [xmin, xmax]0 sonst
folgt aus der Definition der Gauß’schen Fehlerfunktion
erf(x) = 2
∫ x
0
N (τ ; 1/2) dτ
und der Berechnungsvorschrift fu¨r den Erwartungswert einer Funktion gˆx(x), x ∼ fx(x) [PP02]
gx(x) = Ex{gˆx(x)} =
∫
X
fx(x) · gˆx(x) dx ,
direkt
g(x) = d
∫ xmax
xmin
(
L∑
i=1
ωi N (x− µi;σ2i )
)
dx
=
d
2
L∑
i=1
ωi
(
erf
(
xmax − µ√
2σ
)
− erf
(
xmin − µ√
2σ
))
.
Die Berechnungsvorschriften fu¨r gaußverteilte Zufallsvariaben und Polynome bis fu¨nfter Ord-
nung finden sich im Anhang C. Die Berechnung fu¨r Gaußmischdichten ergibt sich direkt durch
Linearkombination.
Der eindimensionale Fall kann, wie im Folgenden beschrieben, auf den M -dimensionalen Fall
erweitert werden, wobei hier die stu¨ckweise Definition auf Basis der mehrdimensionalen Er-
weiterungen von achsenausgerichteten Rechtecken, also achsenausgerichteten Hyperrechtecken,
erfolgt. Diese Hyperrechtecke sind durch zwei Punkte xmin und xmax vollsta¨ndig definiert. Fu¨r
die Schrittgu¨te gilt also
g(x) = Ex{gˆx(x)}
mit der mehrdimensionalen Erweiterung von (4.11)
gˆx(x) =

∑L
l=0 spur
(
diag(al) · (diag(x))l
)
falls xmin ≤ x ≤ xmax
0 sonst .
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Da bei dieser Definition die Polynome keine Mischterme aufweisen gilt mit aTl =
[
a
(1)
l , . . . , a
(M)
l
]
und xT =
[
x(1), . . . , x(M)
]
g(x) = Ex{gˆx(x)}
=
∫ x(1)max
x
(1)
min
. . .
∫ x(M)max
x
(M)
min
(
L∑
l=0
spur
(
diag(al) · diag(x)l
))
dx(M) . . . dx(1)
=
∫ x(1)max
x
(1)
min
. . .
∫ x(M)max
x
(M)
min
(
L∑
l=0
M∑
m=1
a
(m)
l
(
x(m)
)l)
dx(M) . . . dx(1)
=
M∑
m=0
∫ x(1)max
x
(1)
min
. . .
∫ x(M)max
x
(M)
min
L∑
l=1
a
(m)
l
(
x(m)
)l
dx(M) . . . dx(1)
=
M∑
m=0
Ex(m){gˆx
(m)
(x(m))} ,
d. h. die Berechnung der M -dimensionalen Gu¨tefunktion kann dimensionsweise erfolgen.
Indem bestimmten Bereichen des Zustandsraums eine besonders niedrige Gu¨te zugewiesen wird,
kann durch die Verwendung stu¨ckweise definierter Gu¨tefunktionen auch im hier betrachteten
stochastischen Kontext eine Beschra¨nkung des Zustandsraums erfolgen. Feste Beschra¨nkungen,
wie bei der deterministischen MPC u¨blich, sind aufgrund der stochastischen Modellierung der
Systems hier nicht mo¨glich, da die sichere Einhaltung dieser Beschra¨nkungen nicht gewa¨hrleistet
werden kann.
Beispielszenario B 4.1: Ziel- und Hindernismodellierung mit stu¨ckweise polynomieller
Gu¨tefunktion
Soll der Roboter in Beispielszenario B sich auf ein Ziel [xˇ, yˇ]T zubewegen, so kann dies z. B. durch
eine quadratische Gu¨tefunktion mit Maximum bei [xˇ, yˇ]T, wie in Abb. 4.6(a) dargestellt, erfolgen.
Hindernisse ko¨nnen durch Bereiche mit deutlich niedrigerer Gu¨te modelliert werden (Abb. 4.6(b)).

4.2.3 Gaußmischschrittgu¨te
Eine weitere, sehr vielseitige Mo¨glichkeit zur Modellierung der Schrittgu¨te besteht in der Ver-
wendung von Gaußmischfunktionen zur Beschreibung von gˆ. Die Eigenschaft der Gaußmisch-
funktion, ein universeller Funktionsapproximator zu sein [MS96], kann hier ebenso wie bereits
bei der Approximation der Transitionsdichte (Abschnitt 4.1.1) geschehen, genutzt werden. Hier-
bei gilt natu¨rlich keinerlei Einschra¨nkung bezu¨glich der Gewichte der Gaußmischfunktionen,
diese ko¨nnen z. B. auch negativ sein.
Die notwendige Erwartungswertbildung zur Berechnung von g(x) kann geschlossen gelo¨st wer-
den, falls der Zustand x mit einer Gaußmischdichte f(x) dargestellt wird. Handelt es sich bei
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gˆ um eine Gaußmischfunktion mit M Komponenten, gilt
g(x) = Ex{gˆx(x)}
=
∫
X
f(x) · gˆx(x) dx
=
∫
X
L∑
i=1
ω
(f)
i N (x− µ(f)i ; C
(f)
i ) ·
M∑
j=1
ω
(gˆ)
j N (x− µ(gˆ)j ; C
(gˆ)
j ) dx
=
∫
X
L∑
i=1
M∑
j=1
ω
(f)
i ω
(gˆ)
j · N (x− µ(f)i ; C
(f)
i ) · N (x− µ(gˆ)j ; C
(gˆ)
j ) dx
=
L∑
i=1
M∑
j=1
ωij
∫
X
N (x− µ
ij
; Cij) dx︸ ︷︷ ︸
=1
.
Hierbei wird genutzt, dass es sich bei dem Produkt zweier Gaußfunktionen wiederum um eine
(gewichtete) Gaußfunktion handelt. Fu¨r den Gewichtungsfaktor ωij gilt [NB03]
ωij = ω
(f)
i ω
(gˆ)
j ·
N (µ(f)
i
; C
(f)
i ) · N (µ(gˆ)j ; C
(gˆ)
j )
N (µ
ij
; Cij)
mit
Cij =
((
C
(f)
i
)−1
+
(
C
(gˆ)
j
)−1)−1
und
µ
ij
= C
(gˆ)
j
(
C
(f)
i + C
(gˆ)
j
)−1
µ
(f)
i + C
(f)
i
(
C
(f)
i + C
(gˆ)
j
)−1
µ
(gˆ)
j ,
wobei die Kovarianzmatrix C
(f)
i = diag(σ
(f)
i )
2 der Zustandsdichte f(x) diagonal ist. Falls gˆ
ebenfalls achsenausgerichtet ist, vereinfacht sich die Berechnung erheblich [5] und es gilt
ωij = ω
(f)
i ω
(gˆ)
j · N (µ(f)i − µ(gˆ)j ; diag(σ
(f)
i )
2 + diag(σ
(gˆ)
j )
2) .
4.2.4 Diracmischschrittgu¨te
Durch die Modellierung von gˆ mittels einer Gaußmischfunktion ko¨nnen insbesondere weiche
bzw. unsicherheitsbehaftete Gu¨tefunktionen modelliert werden. Sollen hingegen auch bestimmte
einzelne Zusta¨nde bewertet werden, kann dies mit einer Diracmischdistribution2
gˆ(x) =
M∑
j=1
ω
(gˆ)
j δ(x− µ(gˆ)j ) ,
2 engl.: Dirac mixture
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(a) Eindimensionale asymmetrische Gaußmischschrittgu¨te
bestehen aus vier Komponenten (grau).
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(b) Zweidimensionale Gaußmischschrittgu¨te bestehen aus
sechs Komponenten.
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(c) Eindimensionale bimodale Gaußmischschrittgu¨te beste-
hen aus drei Komponenten (grau).
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(d) Eindimensionale Diracmischschrittgu¨te bestehen aus
drei Komponenten.
Abbildung 4.7: Gaußmisch- und Diracmischgu¨tefunktionen.
also einer gewichteten Summe von Diracdistributionen, geschehen [6]. Auch hier kann die not-
wendige Erwartungswertbildung zur Berechnung von g(x) geschlossen durchgefu¨hrt werden,
falls der Zustand mit einer Gaußmischdichte f(x) dargestellt wird
g(x) = Ex{gˆx(x)}
=
∫
X
f(x) · gˆx(x) dx
=
∫
X
L∑
i=1
ω
(f)
i N (x− µ(f)i ; C
(f)
i ) ·
M∑
j=1
ω
(gˆ)
j δ(x− µ(gˆ)j ) dx
=
L∑
i=1
M∑
j=1
ω
(f)
i ω
(gˆ)
j · N (µ(gˆ)j − µ(f)i ; C
(f)
i ) ,
wobei hier die Ausblendeigenschaft der Diracdistribution verwendet wird.
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4.2. Gu¨tefunktionsmodellierung zur effizienten Berechenbarkeit
Beispielszenario A 4.2: Zustandsbewertung mittels Gaußmisch- und Diracmischgu¨tefunk-
tionen
Zur Bewertung der Zustandskonfigurationen des Roboters ko¨nnen Gu¨tefunktionen wie in Abb. 4.7
dargestellt verwendet werden. Soll sich der Roboter in einem bestimmten Abstand zu einer Wand
(z. B. xˇ = 2 mit xWand = 0) bewegen, wobei ein Unterschreiten des idealen Abstands als ungu¨ns-
tiger bewertet werden soll als ein U¨berschreiten, so kann eine asymmetrische Gu¨tefunktion wie in
Abb. 4.7(a) dargestellt kann verwendet werden. Durch eine zweidimensionale Erweiterung (Abb. 4.7(b))
kann auch noch der Winkel des Roboters zu der Wand mitberu¨cksichtigt werden. Sind zwei Absta¨nde
gleich gut geeignet, dann kann eine Gu¨tefunktion wie in Abb. 4.7(c) verwendet werden. Sollen be-
stimmte Absta¨nde als besonders geeignet oder ungeeignet modelliert werden, kann dies auch durch
eine Diracmischdistribution (Abb. 4.7(d)) erfolgen. 
4.2.5 Schrittgu¨te auf Basis weiterer Momente
Neben den vier Modellierungsmethoden basierend auf dem gewichteten Erwartungswert kann
es insbesondere in dem hier betrachteten stochastischen Kontext sinnvoll sein, auch Gu¨ten zu
verwenden, welche explizit die Unsicherheit eines Zustands bewerten. Dies kann typischerweise
auf Basis zentraler Momente, vor allem des zweiten zentralen Moments, der Kovarianz, gesche-
hen. Die Hauptdiagonalenelemente der Kovarianzmatrix geben hierbei die mittlere quadrati-
sche Abweichung vom Erwartungswert der Zufallsvariable an. Daher ist ein typisches Gu¨temaß
zur Unsicherheitsbeschreibung die Spur der Kovarianzmatrix C der Wahrscheinlichkeitsdichte
x ∼ f(x)
g(x) = spur {diag(a) ·C} ,
wobei mittels des Vektors a eine Gewichtung erfolgen kann.
4.2.6 Kombination der Verfahren
Zur Modellierung der Schrittgu¨te kann auch eine Kombination der fu¨nf beschriebenen Verfah-
ren verwendet werden. Dies kann zum einen eine einfache Summenbildung aber auch jeglicher
andere funktionale Zusammenhang sein, der die reellen Skalare verknu¨pft. Ferner ko¨nne die
Gu¨tefunktionen sowohl u¨ber mehrere Dimensionen des Zustandsvektors zusammen als auch
dimensionsweise entkoppelt definiert sein, wobei letzteres oft eine deutliche Reduktion des
Berechnungsaufwands bedeutet.
Der stellgro¨ßenabha¨ngige Anteil der Schrittgu¨te gun(un) kann entweder wie g
x
n(xn) modelliert
oder aber auch direkt tabelliert werden, da nur eine finite Anzahl von diskreten un Verwendung
findet.
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4.3 Effiziente Auswertung des Suchbaums
Durch Kombination der in Abschnitt 4.1 und Abschnitt 4.2 vorgestellten Verfahren kann die
probabilistische Auswertung der Schrittgu¨ten in geschlossener Form erfolgen. Im folgenden Ab-
schnitt wird beschrieben, wie auf Basis dieser Verfahren effizient der Stellwert bestimmt werden
kann.
4.3.1 Rekursive Berechnung
Wie in Abschnitt 2.5.1 beschrieben, wird bei der Open-Loop-Feedback-SNMPC zu jedem Zeit-
punkt k (der im Folgenden fest ist und daher nicht mit angegeben wird) fu¨r jeden Zeitpunkt
n innerhalb des Pra¨diktionshorizonts die Wahrscheinlichkeitsdichte f
p|u0:n−1
n des pra¨dizierten
Zustands x
p|u0:n−1
n berechnet, wobei hierzu die Verfahren aus Abschnitt 4.1 angewendet wer-
den. Basierend auf diesen Wahrscheinlichkeitsdichten wird dann die Schrittgu¨tefunktion g(xn)
ausgewertet (Abschnitt 4.2). Diese Berechnungen erfolgen fu¨r alle mo¨glichen n-schrittigen Stell-
gro¨ßensequenzen uk,0:n−1, was zu dem Suchbaum in Abb. 4.8 (bzw. exemplarisch dargestellt in
Abb. 4.1) fu¨hrt. Jede Kante des Baums entspricht einem Stellwert, wobei die Kanten, wel-
che von einem Knoten ausgehen, jeweils alternative Stellwerte repra¨sentieren. Ein Knoten des
Baums entspricht einem durch eine Wahrscheinlichkeitsdichte f
p|u0:n−1
n beschriebenen pra¨di-
zierten Systemzustand x
p|u0:n−1
n . Dieser Systemzustand ist von den zu ihm fu¨hrenden Kanten,
d. h. Stellwerten, abha¨ngig, wobei eine Stellwertsequenz den Systemzustand eindeutig spezifi-
ziert. Fu¨r jeden Knoten des Baumes, d. h. der zu ihm fu¨hrenden Stellwertsequenz, kann auf
Basis des ihm entsprechenden Systemzustands ein Gu¨tewert Jn(x
p|u0:n−1
n ) berechnet werden,
welcher der maximalen kumulativen Gu¨te ab dem Zeitschritt n (inklusive diesem) entspricht.
f0
f
p|u10
1
f
p|u10,u11
2
u11
f
p|u10,u21
2
u21
u10
f
p|u20
1
f
p|u20,u11
2
u11
f
p|u20,u21
2
u21
u20
J1(x
p|u20
1 ) = max
u1
{
g1(x
p|u20
1 , u1) + J2(x
p|u20,u1
2 )
}
J2(x
p|u20,u21
2 ) = g2(x
p|u20,u21
2 )
u∗ = arg max
u0
{
g0(x0, u0) + J1(x
p|u0
1 )
}
0
1
2
←
n
Abbildung 4.8: Suchbaum eines Open-Loop-Feedback-SNMPC-Reglers mit N = 2 Schritten und |U| = 2 alter-
nativen Stellgro¨ßen. Kanten entsprechen alternativen Stellwerten, Knoten den sich ergebenden Zusta¨nden. Exem-
plarisch ist jeweils fu¨r den rechten Knoten einer Ebene die Berechnungsvorschrift der kumulativen Gu¨te bzw. beim
Wurzelknoten die Berechnungsvorschrift fu¨r die Stellgro¨ße angegeben.
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Die Berechnung der Gu¨tewerte kann zeitlich ru¨ckwa¨rtsgerichtet rekursiv erfolgen
Jn(xn) = max
un
{
gn(xn, un) + Jn+1(x
p|un
n+1 )
}
, n = N − 1 . . . 0 , (4.12)
wobei die Wahrscheinlichkeitsdichte von x
p|un
n+1 durch f
p|un
n+1 gegeben ist. Die Rekursion wird an
den Bla¨ttern des Baums, d. h. im Endzeitschritt des Horizonts N mit der terminalen Schrittgu¨te
initialisiert
JN(xN) = gN(xN) .
Die Berechnung der Wahrscheinlichkeitsdichten erfolgt auch hier zeitlich vorwa¨rtsgerichtet
gema¨ß (4.2). Die Stellgro¨ße u∗(x0) wird dann derart bestimmt, dass die bestmo¨gliche kumulative
Gu¨te J1(x
p|u0
1 ) erzielt wird
u∗0(x0) = arg max
u0
{
J1(x
p|u0
1 )
}
= arg max
u0
{J1(a0(x0, u0) +w0)} .
Bei diesem Vorgehen zur Berechnung der OLF-Stellgro¨ße mu¨ssen zum Erzeugen der Wahr-
scheinlichkeitsdichten an den Knoten
∑N
n=1 |U|n Pra¨diktionsschritte durchgefu¨hrt werden. Fer-
ner muss fu¨r jeden Knoten, d. h. 1+
∑N
n=1 |U|n mal, die Schrittgu¨te berechnet werden. Wu¨rde die
Berechnung nicht in einer Baumstruktur erfolgen, sondern wu¨rden die alternativen Stellwert-
sequenzen individuell berechnet werden, wa¨ren sogar N · |U|N Pra¨diktionen und (N + 1) · |U|N
Schrittgu¨te-Auswertungen notwendig.
4.3.2 Uniform-Cost-Search
Werden Schrittgu¨ten mit endlichen Maxima verwendet, kann eine teilweise deutliche Laufzeit-
verbesserung im Vergleich zur einfachen Baumsuche erzielt werden, indem der Baum mittels
Uniform-Cost-Search (UCS) durchsucht wird [RN03, CMPS06]. Bei der UCS handelt es sich
um eine modifizierte Dijkstra-Suche [Dij59]. Grundidee der UCS ist es, vorrangig Knoten mit
hohen Schrittgu¨tewerten auszuwerten, so dass mo¨glichst schnell eine optimale Stellwertsequenz
gefunden werden kann.
Analog zur zeitlich ru¨ckwa¨rtsgerichteten kumulativen Gu¨te (4.12) kann auch eine zeitlich vorwa¨rts-
gerichtete kumulative Gu¨te
Gn(x0, u0:n) =
n∑
i=0
gi(x
p|u0:i−1
i , ui) , n < N ,
bzw.
GN(x0, u0:N−1) = gN(x
p|u0:N−1
N ) +GN−1(x0, u0:N−1) ,
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definiert werden, fu¨r die, bei Betrachtung des gesamten N -schrittigen Horizonts, gilt
max
u0:N−1
{
GN(x0, u0:N−1)
}
= J0(x0) .
Fu¨r die optimale OLF Stellgro¨ße gilt dann
u∗ = arg max
u0
max
u1:N−1
{
GN(x0, u0:N−1)
}
.
Damit die UCS angewendet werden kann ist es notwendig, nicht-positive Schrittgu¨ten zu
gewa¨hrleisten. Dazu wird eine modifizierte kumulative Gu¨te
GUCSn (x0, u0:n) = Gn(x0, u0:n)− n · gˆmax . (4.13)
verwendet, bei der die Schrittgu¨te um die maximal erreichbare Schrittgu¨te gˆmax vermindert
wird. Rekursiv kann diese kumulative Gu¨te gema¨ß
GUCSn+1 (x0, u0:n+1) = G
UCS
n (x0, u0:n) + gi(x
p|u0:n
n+1 , un+1)− gˆmax︸ ︷︷ ︸
≤0
(4.14)
berechnet werden. Da sich GUCS und G nur um einen konstanten, nicht vom Zustand oder
Stellgro¨ße abha¨ngigen, additiven Term unterscheiden, kann anstatt von G auch GUCS zur
Berechnung der Stellgro¨ße
u∗ = arg max
u0
max
u1:N−1
{
GUCSN (x0, u0:N−1)
}
verwendet werden.
Bei der UCS wird die Gu¨teGUCS als Priorita¨t der Knoten des Suchbaums verwenden. Ausgehend
vom Wurzelknoten werden die Priorita¨ten der Nachfolgeknoten GUCS1 (x0, u0) berechnet und in
eine Priorita¨tswarteschlange Q eingefu¨gt. Danach wird immer der Knoten mit der ho¨chsten
Priorita¨t aus Q entfernt, worauf die Priorita¨ten von dessen Nachfolgeknoten berechnet und in
Q eingefu¨gt werden. Dies geschieht so lange, bis ein Blattknoten, also ein Knoten mit n = N aus
Q entnommen wird. Die zu diesem Knoten fu¨hrende Stellwertsequenz entspricht der optimalen
OLC-Stellwertsequenz u∗i:N−1.
Durch die Wahl der Priorita¨tsfunktion (4.13) ist sichergestellt, dass die Gu¨te von Nachfolge-
knoten (n+1) maximal der des Vorga¨ngerknotens (n) entspricht (4.14). Da bei der UCS immer
derjenige Knoten mit der ho¨chsten Priorita¨t aus der Priorita¨tswarteschlange Q zuerst entfernt
wird, ist sichergestellt, dass der erste Blattknoten, der aus Q entfernt wird, der Blattknoten
mit ho¨chst Priorita¨t und somit auch mit ho¨chster Gu¨te G ist. Alle anderen Blattknoten haben
ho¨chstens die Priorita¨t ihrer Vorga¨ngerknoten, wobei diese wiederum nie eine ho¨here Priorita¨t
als der erste Blattknoten haben.
Durch Modifikation der Warteschlangen kann die UCS in eine Breiten- sowie in eine Tiefen-
suche u¨berfu¨hrt werden, bei denen dann aber der komplette Baum durchsucht werden muss.
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Wird statt der Priorita¨tswarteschlange ein Stack verwendet, wird nach dem LIFO-Prinzip eine
Tiefensuche durchgefu¨hrt. Wird statt der Priorita¨tswarteschlange Q eine FIFO-Warteschlange
benutzt, werden die Knoten Baumebene fu¨r Baumebene durchsucht, was einer Breitensuche
entspricht.
Die Komplexita¨t der Suche mittels UCS ha¨ngt stark von den sich ergebenden schrittgu¨tenab-
ha¨ngigen Priorita¨ten ab. Im ungu¨nstigsten Fall sind alle Priorita¨ten einer Ebene des Baums
weitestgehend identisch was dazu fu¨hrt, dass der gesamte Baum durchsucht werden muss. In
diesem Fall fu¨hrt die UCS zu keiner Reduktion des Berechnungsaufwands. Im gu¨nstigsten Fall
wird auf jeder Ebene n nur ein Unterbaum untersucht. In diesem Fall sind lediglich N · |U|
Pra¨diktionsschritte und (N + 1) · |U| Berechnungen der Schrittgu¨te erforderlich.
Unter Wahrung der Optimalita¨t kann auch ein zustandsabha¨ngiges gˆmax(xn) verwendet werden,
was typischerweise zu einer Reduktion des Berechnungsaufwandes fu¨hrt, da in diesem Fall die
Priorita¨t GUCS eine engere Schranke darstellt. Hierzu kann z. B. abha¨ngig von der Schrittgu¨te-
funktion ermittelt werden, wie groß die maximale Gu¨te innerhalb eines erreichbaren Bereichs
der Gu¨tefunktion ist, wohingegen sonst immer der gesamte Definitionsbereich der Gu¨tefunktion
zugrunde gelegt wird.
Ferner kann zur weiteren Reduktion des Berechnungsaufwandes der Parameters gˆmax durch den
um g′ vergro¨ßerten Parameter gˆmax’ ersetzt werden
gˆmax’ := gˆmax + g′ .
Dies fu¨hrt dazu, dass die Optimalita¨t nicht mehr gewa¨hrleistet werden kann, wobei die so er-
reichbare kumulative Gu¨teG′N(x0, u
′
0:N) maximal (N+1)·g′ kleiner als die optimaleGN(x0, u∗0:N)
ist. Eine derartige approximative Lo¨sung kann abha¨ngig von der Wahl des g′ oft zu einer deutli-
chen Reduktion des beno¨tigten Berechnungsaufwandes fu¨hren, da die Berechnung abgebrochen
wird, sobald eine Stellgro¨ßensequenz u′0:N gefunden ist, fu¨r die gilt
G′N(x0, u
′
0:N) ≥ GN(x0, u∗0:N)− (N + 1) · g′ .
Zusammenfassung der Verfahren zur OLF-SNMPC
In diesem Kapitel wurden Verfahren zur effizienten Stellwertberechnung fu¨r die OLF-SNMPC
vorgestellt. Da die OLF-SNMPC auf der Modellierung beruht, dass keine Zustandsru¨ckfu¨hrung
vorliegt (open-loop), kann die Berechnung direkt durch eine stochastische Zustandspra¨dikti-
on fu¨r mo¨gliche Stellwertsequenzen und eine probabilistische Auswertung der Gu¨tefunktion
erfolgen.
Zur effizienten Zustandspra¨diktion wurden zwei alternative Verfahren basierend auf der Appro-
ximation der Systemtransitionsdichte beschrieben. Beide Verfahren gestatten eine analytische
Pra¨diktion mit konstanter Komplexita¨t u¨ber mehrere Zeitschritte. Das erste Verfahren, wel-
ches auf der Approximation der Systemtransitionsdichte mit Gaußmischdichten basiert, fu¨hrt
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zu einer sehr hohen Approximationsqualita¨t, gestattet aber nur die Beru¨cksichtigung zeitin-
varianter Systeme, da eine aufwa¨ndige Approximation der Systemtransitionsdichte notwendig
ist. Das zweite Verfahren, bei welchem die Systemtransitionsdichte mittels einer hybriden Dich-
te approximiert wird, erfordert diese Approximation nicht, weshalb auch zeitvariante Systeme
beru¨cksichtigt werden ko¨nnen. Als Erweiterung beider Verfahren wird die so genannte Modu-
larisierung beschrieben, welche es gestattet, das Gesamtsystemmodell in einfache Submodelle
zu zerlegen, um so auch ho¨herdimensionale Systeme und Systeme mit linearem Anteil effizient
behandeln zu ko¨nnen.
Zur probabilistischen Auswertung der Gu¨tefunktion wurden verschiedene sich erga¨nzende Mo-
dellierungsalternativen der Gu¨tefunktion vorgestellt. Hierzu za¨hlen zum einen erwartungswert-
basierte Gu¨tefunktionen auf Basis von Gaußmischfunktionen, Diracmischdistributionen und
(stu¨ckweise) polynomiellen Funktionen sowie zum anderen auch unsicherheitsbeschreibende
Gu¨tefunktionen auf Basis zentraler Momente. Neben einer gro¨ßtmo¨glichen Freiheit bei der Mo-
dellierung gestatten die vorgestellten Methoden in Verbindung mit den Verfahren zur Zustands-
pra¨diktion eine vollsta¨ndige analytische Auswertung des OLF-SNMPC-Optimierungsproblems.
Ferner wurde beschrieben, wie durch ein rekursives Vorgehen sowie die Verwendung der Uniform-
Cost-Search der Berechnungsaufwand weiter reduziert werden kann.
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KAPITEL 5
Closed-Loop-Feedback-SNMPC mit direkt
zuga¨nglichen Zusta¨nden
In diesem Kapitel werden Techniken zur Berechnung optimaler Stellwerte der Closed-Loop-
Feedback-SNMPC mit direkt zuga¨nglichen Zusta¨nden (CLF-P, Abschnitt 2.5.2) vorgestellt.
Diese Techniken basieren auf der dynamischen Programmierung, wobei hier wiederum die in
Abschnitt 4.1 vorgestellten Verfahren zur Zustandspra¨diktion mittels Transitionsdichtenappro-
ximation sowie die in Abschnitt 4.2 vorgestellten Gu¨tefunktionsmodellierungen zugrunde gelegt
werden.
Zuna¨chst wird in Abschnitt 5.1 beschrieben, wie die dynamische Programmierung zur Lo¨sung
des betrachteten Problems angewendet werden kann. In Abschnitt 5.2 und Abschnitt 5.3 wer-
den dann zwei Verfahren zur approximativen dynamischen Programmierung vorgestellt. In
Abschnitt 5.4 wird das Kapitel mit einer kurzen Aufwandsabscha¨tzung abgeschlossen.
5.1 Berechnung mittels dynamischer Programmierung
Im Gegensatz zur OLF-Regelung, bei der davon ausgegangen wird, dass innerhalb des Pra¨dik-
tionshorizontes keine Zustandsru¨ckfu¨hrung vorliegt, basiert die Closed-Loop-Feedback-SNMPC
mit direkt zuga¨nglichen Zusta¨nden auf der Annahme, dass zu jedem Zeitschritt innerhalb des
Pra¨diktionshorizontes der Zustandsvektor vollsta¨ndig und sicher bekannt ist und zur Regelung
verwendet wird. Dies spiegelt sich darin wieder, dass die Optimierung (2.7) nicht u¨ber eine,
abgesehen vom Initialzustand xk,0, zustandsunabha¨ngige Stellwertsequenz uk,1:N−1 erfolgt, son-
dern u¨ber eine Regelgesetzsequenz νk,1:N−1(xk,1:N−1), welche einem Zustand einen Stellwert
zuweist (2.6). Die Berechnung des optimalen Stellwerts bei der CLF-P kann somit auch nicht
direkt durch eine vorwa¨rtsgerichtete Pra¨diktion fu¨r alle mo¨glichen Stellwertsequenzen realisiert
werden, da bei diesem Vorgehen nicht beru¨cksichtigt werden wu¨rde, dass in jedem Schritt inner-
halb des Horizonts der Stellwert anhand des Regelgesetzes νk,n(xk,n) abha¨ngig vom bekannten
Zustand gewa¨hlt wird, also eine Zustandsru¨ckfu¨hrung stattfindet.
Im Folgenden werden wie in Abschnitt 4.2.1 - 4.2.4 beschrieben erwartungswertbasierte Schritt-
gu¨ten betrachtet. Da die Gu¨tefunktion (2.4) ferner u¨ber der Zeit kumulativ ist, kann die
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maximale kumulative Gu¨te
Jk,n(xk,n) = max
νk,n:N−1
{
gN(xk,N) +
N−1∑
m=n
gm
(
xk,m, νk,m(xk,m)
)}
= max
νk,n:N−1
Exk,n:N
{
gˆN(xk,N) +
N−1∑
m=n
gˆm
(
xk,m, νk,m(xk,m)
)}
(5.1)
sehr effizient mittels dynamischer Programmierung (DP) wie in Abb. 5.1 dargestellt, schritt-
weise ru¨ckwa¨rts berechnet werden. Unter Ausnutzung des Bellman’schen Optimalita¨tsprinzips
[Bel57] gilt
Jk,N(xk,N) = gˆN(xk,N) , (5.2)
Jk,n(xk,n) = max
uk,n
{
gˆn(xk,n, uk,n) + Exk,n+1
{
Jk,n+1(xk,n+1)|xk,n
}}
= max
uk,n
{
gˆn(xk,n, uk,n) + Ewk,n
{
Jk,n+1
(
a(xk,n, uk,n) +wk,n
)}︸ ︷︷ ︸
=:Vn,k(xk,n,uk,n)
}
, n = N − 1, . . . , 0 ,
wobei hier rekursiv auf Basis der Schrittgu¨te gˆn und der Gu¨tefunktion Jk,n+1 des na¨chsten
Zeitschritts n+ 1 die maximale erwartete Gu¨te fu¨r den aktuellen Zeitschritt n berechnet wird,
was der Gu¨tefunktion Jk,n entspricht.
Fu¨r einen beliebigen (auch als Zufallsvariable vorliegenden) Zustand xk,0 kann dann auf dieser
Basis sehr einfach gema¨ß
u∗k,0(xk,0) = arg max
uk,0
Ewk,0
{
gˆn(xk,0, uk,0) + Exk,1
{
Jk,1(xk,1)|xk,0
}}
= arg max
uk,0
Ewk,0
{
gˆ0(xk,0, uk,0) + Ewk,0
{
Jk,1
(
a(xk,0, uk,0) +wk,0
)}}
(5.3)
der optimale CLF-P-Stellwert berechnet werden.
Damit die schrittweise Berechnung der dynamischen Programmierung angewendet werden kann,
muss die Gu¨tefunktion Jk,n abha¨ngig vom Zustand xk,n ∈ X dargestellt und berechnet werden.
Bei den hier betrachteten zustandskontinuierlichen Systemen kann Jk,n nicht wie bei der zu-
standsdiskreten dynamischen Programmierung einfach tabelliert werden, sondern es muss eine
kontinuierliche Darstellung gefunden werden. Da durch die Nichtlinearita¨ten der hier betrach-
teten Systemen in der Regel keine exakte geschlossene Darstellung der Gu¨tefunktion gefunden
werden kann besteht lediglich die Mo¨glichkeit, die Gu¨tefunktion zu approximieren1.
Die Berechnung der Gu¨tefunktion unter Zuhilfenahme von (5.2) besteht aus zwei Schritten:
1. Berechnung der maximalen kumulativen stellwertabha¨ngigen Gu¨tefunktion Vn,k(xk,n, uk,n),
2. Maximierung u¨ber uk,n.
1 engl.: value function approximation
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←
⇐
J(x)
x
⇐
J(x)
x
J(x)
x
1
3
n
2
Abbildung 5.1: Bei dynamischer Programmierung wird die Gu¨tefunktion rekursiv berechnet, wobei aufgrund des
stochastischen Charakters des Problems die Berechnung u¨ber den Horizont ru¨ckwa¨rtsgerichtet erfolgen muss.
Im Folgenden werden approximative Verfahren zur effizienten Durchfu¨hrung dieser beiden
Schritte beschrieben, wobei dazu unter anderem die bereits vorgestellten Verfahren zur effizien-
ten Zustandspra¨diktion (Abschnitt 4.1) sowie zur Gu¨tefunktionsmodellierungen (Abschnitt 4.2)
angewendet werden.
Zuna¨chst wird das Vorgehen unter Verwendung der Transitionsdichtenapproximation mittels
Gaußmischdichten (siehe Abschnitt 4.1.1) und dann unter Verwendung der Transitionsdichten-
approximation mittels hybrider Dichten (siehe Abschnitt 4.1.2) beschrieben. Da die Berechnun-
gen fu¨r einen festen Zeitpunkt k durchgefu¨hrt werden, wird im Folgenden dieser Index nicht
mit angegeben.
5.2 Gu¨tefunktionsapproximation bei Gaußmischtransitionsdichten
In diesem Abschnitt wird analog zu [7] die Gu¨tefunktionsapproximation basierend auf der
Transitionsdichtenapproximation mittels achsenausgerichteter Gaußmischdichten beschrieben.
5.2.1 Berechnung der stellwertabha¨ngigen Gu¨tefunktion
Da die Auswertung der Schrittgu¨te gˆn(xn, un) fu¨r bekannte, d. h. feste, xn kein Problem dar-
stellt, besteht die Herausforderung bei der Berechnung der stellwertabha¨ngigen Gu¨tefunktion
Vn(xn, un) in der Berechnung des bedingten Erwartungswerts Exn+1
{
Jn+1(xn+1)|xn
}
.
Wenn das System (4.1) mit einer Systemtransitionsdichte f˜Tun(xn+1 |xn) beschrieben wird, kann
der bedingte Erwartungswert Exn+1
{
Jn+1(xn+1)|xn
}
unter einem analogen Vorgehen zu (4.2)
gema¨ß
Exn+1
{
Jn+1(xn+1)|xn
}
=
∫
X
f˜Tun(xn+1|xn) · Jn+1(xn+1) dxn+1 (5.4)
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berechnet werden. Wird nun die Transitionsdichte f˜Tun(xn+1 |xn) wie in Abschnitt 4.1.1 be-
schrieben mit einer achsenausgerichteten Gaußmischdichte fTun(xn+1 |xn) mit L Komponenten
approximiert, dann erha¨lt man so eine approximative Darstellung fu¨r Vn(xn, un)
V an (xn, un) = gˆn(xn, un) + Exn+1
{
Jn+1(xn+1)|xn
}
= gˆn(xn, un) +
∫
X
fTun(xn+1|xn) · Jn+1(xn+1) dxn+1
≈ Vn(xn, un) . (5.5)
Wenn Jn+1(xn+1) eine der in Abschnitt 4.2 vorgestellten Beschreibungsformen hat, dann kann
die Berechnung von (5.5) geschlossen erfolgen, da es sich hier bei fTun(xn+1|xn) um eine achsen-
ausgerichtete Gaußmischdichte handelt. Die Multiplikation und Marginalisierung kann wie in
Abschnitt 4.2 beschrieben erfolgen. Bei Exn+1
{
Jn+1(xn+1)|xn
}
handelt es sich unabha¨ngig von
der Darstellung von Jn+1(xn+1) auf Grund der Achsenausgerichtetheit der Komponenten von
fTun(xn+1|xn) immer um eine Gaußmischdichte mit wiederum L Komponenten.
Die Berechnung der stellwertabha¨ngigen Gu¨tefunktion erfolgt bei einer modularisierten Sys-
temfunktion (Abschnitt 4.1.3) analog, was im nachfolgenden Beispiel illustriert wird.
Beispielszenario A 5.1: Berechnung des bedingten Erwartungswerts fu¨r die Gu¨tefunkti-
onsapproximation bei modularisierter Systemfunktion
Durch Einsetzten der modularisierten Systemfunktion (4.6) - (4.8) aus Beispielszenario A (mit s = 1
und wφn = 0) in (5.5) ergibt sich
Exn+1{Jn+1(xn+1) |xn}
=
∫
IR2
f˜Tun(xn+1, φn+1|xn, φn) · Jn+1(xn+1, φn+1) dxn+1 dφn+1
=
∫
IR3
Jn+1(xn+1, φn+1)
· δ(xn + x(2)n − xn+1) · δ(φn + un − φn+1) · f˜Tsin(x(2)n |φn) dx(2)n dxn+1 dφn+1
=
∫
IR
Jn+1(xn + x
(2)
n , φn + un) · f˜Tsin(x(2)n |φn) dx(2)n .
Bei f˜Tsin(x
(2)
n |φn) handelt es sich um die Transitionsdichte des nichtlinearen Subsystems (4.6), wel-
ches mit einer achsenausgerichteten Gaußmischdichte wie in Abb. 4.3 dargestellt approximiert wer-
den kann. δ(φn + un − φn+1) und δ(xn + x(2)n − xn+1) sind die Transitionsdichten der linea-
ren Subsysteme (4.7) bzw. (4.8). Da Jn+1(xn + x
(2)
n , φn + un) lediglich einer Verschiebung von
Jn+1(xn+1, φn+1) entspricht, kann die Berechnung auch im hier dargestellten modularisierten Fall,
wie im nicht modularisierten Fall, geschlossen erfolgen. 
50
5.2. Gu¨tefunktionsapproximation bei Gaußmischtransitionsdichten
5.2.2 Maximierung
Die Berechnung der maximalen kumulativen Gu¨tefunktion ausgehend von einer endlichen Men-
ge stellwertabha¨ngiger Gu¨tefunktionen V an (xn, un) stellt ein nicht unerhebliches Problem dar,
wenn Gaußmischtransitionsdichten verwendet werden, da es sich hier um die Berechnung der
Maximumsfunktion einer Menge von Gaußmischfunktionen handelt, die aus Komponenten mit
unterschiedlichen Gewichten, Mittelwerten und Varianzen bestehen. Hierzu ist unseres Wissens
keine geschlossene Lo¨sung bekannt.
Daher wird im Folgenden ein Verfahren zur approximativen Berechnung der maximalen Gu¨te-
funktion Jn(xn) vorgestellt, wobei die approximative maximale Gu¨tefunktion J
a
n(xn) durch
Gaußmischfunktionen dargestellt werden soll. Durch diese Darstellung ist gewa¨hrleistet, dass die
maximale erwartete stellwertabha¨ngige Gu¨tefunktion V an−1(xn−1, un−1) im na¨chsten (ru¨ckwa¨rts-
gerichteten) Zeitschritt n− 1 wiederum geschlossen berechnet werden kann. Da auch eine gu¨te-
maßbasierte optimale Approximation von Jn(xn) mittels einer Gaußmischfunktionen (z. B.
unter einem quadratischen Abstandsgu¨temaß) eine sehr aufwa¨ndige, hochdimensionale nichtli-
neare Optimierung darstellt, deren Gu¨temaß zusa¨tzlich auch nur numerisch berechnet werden
kann, wird im Folgenden eine suboptimale aber recht effiziente Methoden zur Reapproximation
vorgestellt.
Ein sehr einfaches Verfahren besteht darin, den relevanten Zustandsraum mit Gaußfunktionen,
deren Mittelwerte und Varianzen fest gewa¨hlt werden, als radiale Basisfunktionen abzudecken.
Man kann dann die Gu¨tefunktion an den Mittelwerten der Gaußfunktionen auswerten und
die Gewichte der Gaußfunktionen so wa¨hlen, dass an diesen Punkten die wahren Werte und
die der approximierenden Gu¨tefunktion u¨bereinstimmen. Die dazu beno¨tigten Berechnungen
ko¨nnen geschlossen durchgefu¨hrt werden [NB03]. Die Approximation der Gu¨tefunktion ist aber
durch die feste und nur bedingt voroptimierbare Struktur der verwendeten Basisfunktionen
oft deutlich suboptimal [5] und durch die hohe Anzahl an beno¨tigter Basisfunktionen sehr
aufwa¨ndig. Von diesem Verfahren ausgehend kann ein Verfahren abgeleitet werden, welches
aufgrund einer dynamischen Anpassung aller Parameter (Mittelwerte, Varianzen und Gewichte)
der Gaußmischfunktionen deutlich bessere Ergebnisse liefert [7]. Das Verfahren besteht aus den
folgenden Schritten:
A. Berechnung der Summe der V an (xn, un) fu¨r alle un ∈ U
V Σn (xn) :=
∑
U
V an (xn, un)
B. Reduktion der Anzahl der Komponenten von V Σn (xn)
V Σ,redn (xn) := reduce
(
V Σn (xn)
)
Dies kann z. B. mit dem Verfahren von Salmond [Sal90] geschehen. Zur weiteren Reduktion
der Komplexita¨t sollte dieses Verfahren derart erweitert sein, dass die Komponenten der
resultierenden Gaußmischfunktion achsenausgerichtet sind.
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C. Berechnung der Maxima von V an (xn, un) an den Mittelwerten µ
Σ,red
n,i
der Komponenten
von V Σ,redn
V maxn (µ
Σ,red
n
) := max
un
V an (µ
Σ,red
n,i
, un)
D. Erzeugen der neuen maximalen kumulativen Gu¨tefunktion Jan(xn)
Hierbei handelt es sich um eine Gaußmischfunktion, deren Komponenten in Mittelwert und
Kovarianzen den Komponenten von V Σ,redn entsprechen. Die Gewichte der Komponenten
werden derart gewa¨hlt, dass gilt
Jan(µ
Σ,red
n
)
!
= V maxn (µ
Σ,red
n
) ,
d. h. die neue maximale kumulative Gu¨tefunktion an den Mittelpunkten ihrer Kompo-
nenten das korrekte Maximum annimmt. Die Wahl der Gewichte kann durch Lo¨sen eines
linearen Gleichungssystems erfolgen, wobei die notwendigen Formeln hierzu z. B. in [NB03]
angegeben sind.
In den ersten beiden Schritten wird eine geeignete, an die Gu¨tefunktion angepasste Abde-
ckung des relevanten Zustandsraums mit Basisfunktionen gefunden. Durch die Anwendung des
Komponenten-Reduktionsverfahrens im Schritt B wird sichergestellt, dass die Anzahl der Ba-
sisfunktionen, d. h. der Komponenten der Gaußmischfunktion, fest ist und somit eine effiziente
Berechnung insbesondere der Gewichte in Schritt D gewa¨hrleistet ist. Implizit werden so auch
die Kovarianzmatrizen der Basisfunktionen angepasst. Ferner wird auch erreicht, dass nur Be-
reiche des Zustandsraums mit Basisfunktionen abgedeckt sind, an denen die Gu¨tefunktion nicht
Null ist. Somit wird eine Abdeckung des Zustandsraums gefunden, welche die Eigenschaften
der Gu¨tefunktion reflektiert und welche nicht auf einen bestimmten Bereich oder eine vorbe-
stimmte Struktur wie z. B. ein Grid beschra¨nkt ist, wie in [NB03] beschrieben. Basierend auf
der so gefundenen Diskretisierung kann an den einzelnen Punkten einfach die Maximierung
u¨ber die endliche Menge diskreter Stellwerte in Schritt C erfolgen. Schließlich wird im Schritt
D eine Gaußmischdichte berechnet, welche die maximalen kumulativen Gu¨tefunktion Jn(xn)
approximiert. Diese Gu¨tefunktion kann direkt im na¨chsten (ru¨ckwa¨rtsgerichteten) Zeitschritt
der dynamischen Programmierung verwendet werden.
Durch die Kombination der beiden Verfahren aus Abschnitt 5.2.1 und Abschnitt 5.2.2 kann
die Gu¨tefunktionsberechnung mittels dynamischer Programmierung (5.1) effizient durchgefu¨hrt
werden, wobei hier zur Gu¨tefunktionsapproximation eine problemspezifisch angepasste Gauß-
mischdichte verwendet wird.
5.3 Gu¨tefunktionsapproximation bei hybriden Transitionsdichten
Als Alternative zur sehr hochqualitativen Transitionsdichtenapproximation mit einer Gauß-
mischdichte kann diese auch mit einer hybriden Dichte, wie in Abschnitt 4.1.2 beschrieben,
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approximiert werden. Bei dieser Approximation entfa¨llt die aufwendige Optimierung der ap-
proximativen Transitionsdichte und es ko¨nnen somit auch ho¨herdimensionale sowie zeitvariante
Systeme direkt behandelt werden. Im Folgenden wird analog zu [6] das Vorgehen bei hybriden
Transitionsdichten beschrieben.
5.3.1 Berechnung der stellwertabha¨ngigen Gu¨tefunktion
Wie in Abschnitt 5.2.1 beschrieben, besteht die Herausforderung bei der Berechnung der maxi-
malen erwarteten stellwertabha¨ngigen Gu¨tefunktion Vn(xn, un) in der Berechnung des bedingten
Erwartungswerts Exn+1
{
Jn+1(xn+1)|xn
}
.
Wird die Systemtransitionsdichte f˜Tun(xn+1|xn) wie in Abschnitt 4.1.2 beschrieben mit einer
hybriden Dichte fTun(xn+1|xn) mit L Komponenten approximiert, dann gilt unter Verwendung
von (5.4) fu¨r den bedingten Erwartungswert
Exn+1{Jn+1(xn+1) |xn}
≈ Exn+1{Jan+1(xn+1) |xn}
=
∫
X
fTun(xn+1|xn) · Jn+1(xn+1) dxn+1
=
∫
X
L∑
i=1
ωi,un · δ(xn − µ(n)i,un) · N (xn+1 − µ
(n+1)
i,un
; C
(n+1)
i,un
) · Jn+1(xn+1) dxn+1
=
L∑
i=1
ωi,un · δ(xn − µ(n)i,un) ·
∫
X
N (xn+1 − µ(n+1)i,un ; C
(n+1)
i,un
) · Jn+1(xn+1) dxn+1︸ ︷︷ ︸
=:zi,un
=
L∑
i=1
ωi,unzi,un · δ(xn − µ(n)i,un)
=: Kn(xn, un) . (5.6)
Der bedingte Erwartungswert wird also mit einer stellwertabha¨ngigen Diracmischdistribution
Kn(xn, un) mit L Komponenten approximiert.
Die Berechnung von zi,un und somit auch von (5.6) kann geschlossen erfolgen, wenn Jn+1(xn+1)
mit einer der Schrittgu¨tedarstellungen bzw. ihren Linearkombinationen gema¨ß Abschnitt 4.2.1 -
4.2.4 approximiert wird. Die Berechnung von zi,un entspricht dann jeweils den dort angegebenen
Erwartungswertbildungen, wobei gˆ(x) durch J(x) zu ersetzen ist.
5.3.2 Maximierung
Werden hybride Transitionsdichten verwendet (Abschnitt 4.1.2), so besteht der zu maximie-
rende Anteil der Gu¨tefunktion aus der Summe einer Diracmischdistribution und einem vom
Zustand unabha¨ngigen Anteil. Sofern die Komponenten der Diracmischdistributionen jeweils
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identische Mittelwerte aufweisen, was bei der Transitionsdichtenapproximation problemlos si-
chergestellt werden kann, ist die Maximierung dieses Anteils trivial, da die Maximierung dann
komponentenweise geschehen kann. Der zustandsunabha¨ngige Anteil der Transitionsdichte kann
sehr einfach an den Mittelwerten der Komponenten der Diracmischdistribution diskretisiert
werden, was dann die gemeinsame Maximierung gestattet.
Im Folgenden werden insbesondere Schrittgu¨ten (4.9) betrachtet, deren stellwertabha¨ngiger
Anteil lediglich additiv mit dem zustandsabha¨ngigen Anteil verkoppelt ist, was zu der Maxi-
mierung
Jan(xn) = max
un
{
Vn(xn, un)
}
= max
un
{
gˆxn(xn) + gˆ
u
n(un) +Kn(xn, un)
}
(5.7)
fu¨hrt.
Die zustandsabha¨ngige Schrittgu¨te gˆxn(xn) hat keinen Einfluss auf die Maximierung, da sie
unabha¨ngig vom Stellwert un ist. Bei Kn(xn, un) handelt es sich gema¨ß (5.6) um eine vom kon-
tinuierlichen Zustand xn und dem diskreten Stellwert un abha¨ngigen Diracmischdistribution.
Daher ist eine Maximierung dieses Anteils bezu¨glich un einfach mo¨glich, sofern die Positio-
nen µ(n)
i
der einzelnen Diracdistributionen identisch fu¨r alle un sind. In diesem Fall kann die
Maximierung komponentenweise erfolgen.
Falls es sich bei gˆun(un) um eine beliebige Funktion handelt, kann eine Maximierung der Summe
von Kn(xn, un) und gˆ
u
n(un) nicht direkt erfolgen. Da aber gˆ
u
n(un) nicht von xn abha¨ngt und somit
u¨ber xn konstant ist kann gˆ
u
n(un) sehr einfach mit einer Diracmischdistribution approximiert
werden. Wenn nun diese Diracmischdistribution so gewa¨hlt wird, dass ihre Komponenten an der
selben Position wie die Komponenten von Kn(xn, un) liegen, kann die Maximierung wiederum
komponentenweise erfolgen.
Wenn f˜Tun(xn+1|xn) und gˆun(un) wie beschrieben approximiert werden, besteht Jan(xn) aus der
Summe einer Diracmischdistribution, welche aus der Maximierung von gˆun(un) + Kn(xn, un)
resultiert, und der Schrittgu¨te gˆxn(xn), welche eine der in Abschnitt 4.2.1 - 4.2.4 beschriebenen
Formen hat. Dadurch kann die Berechnung von Exn+1{Jn+1(xn+1) |xn} gema¨ß (5.6) geschlossen
erfolgen.
Somit kann unter Verwendung hybrider Transitionsdichten die Gu¨tefunktionsberechnung mit-
tels dynamischer Programmierung (5.1) geschlossen und daher besonders effizient durchgefu¨hrt
werden. Im Gegensatz zum Vorgehen basierend auf Gaußmischtransitionsdichten (Abschnitt 5.2)
ko¨nnen sowohl zeitvariante als auch ho¨herdimensionale Systeme direkt behandelt werden. Fer-
ner ist durch die implizite Gu¨tefunktionsapproximation, welche keine gesonderte aufwa¨ndige
Berechnung erfordert (im Gegensatz zur Gewichtsbestimmung in Abschnitt 5.2.2 D.), eine sehr
effiziente Berechnung gewa¨hrleistet.
5.3.3 Interpolation der Gu¨tefunktion
Insbesondere bei ho¨herdimensionalen Systemmodellen ist zur hochqualitativen rekursiven Be-
rechnung der Gu¨tefunktion mittels (5.6) und (5.7) eine hybride Dichte mit einer recht hohen
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Komponentenzahl L notwendig. Die Anzahl der beno¨tigten Komponenten kann durch eine In-
terpolation der Dirac-Komponenten der Gu¨tefunktion deutlich reduziert werden. Hierzu sind
verschiedene Ansa¨tze mo¨glich. Der am weitesten verbreitete Ansatz zur Gu¨tefunktionsinter-
polation besteht in der Interpolation mittels stu¨ckweise polynomieller Funktionen niedrigen
Grades, d. h. Splines. Die einfachste Interpolation ist die lineare, welche ein recht niedrige
Genauigkeit aufweist ([PK01]). Eine verbesserte Approximationsqualita¨t kann mittels quadra-
tischer ([Sch83]) oder kubischer ([JSS+93],[2]) Splines erreicht werden. Auch wenn die Berech-
nung bei dem hier betrachteten Gauß’schen bzw. Gaußmisch-Rauschen geschlossen erfolgen
kann (die Berechnung kann analog zu stu¨ckweise polynomiellen Gu¨tefunktionen durchgefu¨hrt
werden, siehe hierzu Abschnitt 4.2.2 bzw. Anhang C), basieren diese Ansa¨tze auf der willku¨rli-
chen Annahmen, dass die Gu¨tefunktion sich gema¨ß eines Polynoms entsprechenden Grades
verha¨lt.
Insbesondere im Falle eines regula¨ren Gitters, wie es bei der hier verwendeten Approximation
der Gu¨tefunktion mit einer hybriden Dichte entsteht, kann eine ideale Tiefpassinterpolation2
mittels sinc-Funktionen (Sinus cardinalis)
sinc(x/α) =
1 falls x = 0sin(pix/α)
pix/α
sonst ,
(5.8)
bzw. der M -dimensionalen Erweiterung
sinc(x;α) =
M∏
m=1
sinc(x(m)/α(m))
durchgefu¨hrt werden, wobei das folgende Vorgehen dem in [4] entspricht.
Zur idealen Tiefpassinterpolation sind die sinc-Funktionen derart zu wa¨hlen, dass deren Null-
stellen an den Positionen der anderen Dirac-Komponenten sind, was in Abb. 5.2 fu¨r den eindi-
mensionalen Fall dargestellt ist. Bei diesem Verfahren handelt es sich um die in der Nachrichten-
technik verbreitete Whittaker-Shannon Interpolation ([Zay93]), welche zu einer Interpolation
mit minimaler Oszillation fu¨hrt, wobei
1
2 · α
die obere Schranke fu¨r die Frequenz der interpolierten Funktion darstellt. Diese Schranke ergibt
sich direkt aus der Fouriertransformation der sinc-Funktion. Ferner ist die ideale Tiefpassin-
terpolation optimal, falls hinreichend kleine Diskretisierungsintervalle gewa¨hlt werden, sodass
kein Aliasing auftritt. Diese Annahme liegt jeglicher Diskretisierung zu Grunde.
2 engl.: cardinal hold
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Wird der Diracanteil J ′n+1(xn+1) der Gu¨tefunktion Jn+1(xn+1) in (5.6) mit sinc-Funktionen
interpoliert
J ′n+1(xn+1) ≈
L∑
j=1
κ
(n+1)
j · sinc
(
xn+1 − µ(n+1)j ;α
)
,
wobei κ
(j)
n+1 den Gewichtungsfaktor der Dirac-Komponente j darstellt, dann gilt
z′i,un =
∫
X
N (xn+1 − µ(n+1)i,un ; C
(n+1)
i,un
) · J ′n+1(xn+1) dxn+1
≈
∫
X
N (xn+1 − µ(n+1)i,un ; C
(n+1)
i,un
) ·
L∑
j=1
κ
(n+1)
j · sinc
(
xn+1 − µ(n+1)j ;α
)
dxn+1 . (5.9)
Dies entspricht der Erwartungswertbildung einer Gauß’schen Zufallsvariable, welche mit einer
sinc-Funktion transformiert ist. In [4] bzw. in Anhang D wird eine geschlossene Lo¨sung fu¨r diese
Berechnung im eindimensionalen Fall angegeben.
Bei Diskretisierung mit einem regula¨ren Gitter und Systemrauschen, welches in seinen Dimen-
sionen unkorreliert ist und somit als Produkt
fw(w) = N (w − µ; C) = M∏
m=1
N (w(m) − µ(m); c(m))
dargestellt werden kann, kann die Berechnung von (5.9) dimensionsweise erfolgen
z′i,un ≈
∫
X
N (xn+1 − µ(n+1)i,un ; C
(n+1)
i,un
) ·
L∑
j=1
κ
(n+1)
j · sinc
(
xn+1 − µ(n+1)j ;α
)
dxn+1
=
L∑
j=1
κ
(n+1)
j
∫
X
M∏
m=1
N
(
x
(m)
n+1 − µ(m,n+1)i,un ; c
(m,n+1)
i,un
)
︸ ︷︷ ︸
f
(i,un,m)
xn+1
(
x
(i,un,m)
n+1
)
·
M∏
m=1
sinc
(
x
(m)
n+1 − µ(m,n+1)j
αm
)
︸ ︷︷ ︸
J
′(j,m)
xn+1
(
x
(m)
n+1
)
dxn+1
=
L∑
j=1
κ
(n+1)
j
M∏
m=1
Ex
{
J
′(j,m)
xn+1
(
x
(i,un,m)
n+1
)}
.
5.4 Aufwandsabscha¨tzung
Bei Verwendung der dynamischen Programmierung ist der Berechnungsaufwand zur Bestim-
mung des optimalen Stellwerts u∗ durch die rekursive Berechenbarkeit der Gu¨tefunktion ledig-
lich linear von der La¨nge N des Horizonts abha¨ngig. Beschra¨nkendes Element ist hier insbeson-
dere die Anzahl der Komponenten zur Repra¨sentation der Gu¨tefunktion J , da zum einen recht
viele verwendet werden mu¨ssen, um eine gute Approximation auf dem relevanten Bereich des
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x →
µ(n)1 µ
(n)
2 µ
(n)
3 µ
(n)
4 µ
(n)
5
(x
)
→
J
 n
Abbildung 5.2: Ideale Tiefpassinterpolation bei fu¨nf Dirac-Komponenten. Die gestrichelte schwarze Linie stellt
die Rekonstruktion dar, die durchgezogenen farbigen Linien die sinc-Funktionen, deren Maxima an den Positionen
der Dirac-Komponenten sind.
Zustandsraums zu gewa¨hrleisten, andererseits der Berechnungsaufwand quadratisch von ihrer
Anzahl abha¨ngt.
Besonders effizient ist die Berechnung mittels dynamischer Programmierung, wenn zeitinvari-
ante System mit zeitinvarianten Schrittgu¨ten betrachtet werden. In diesem Fall kann die Be-
rechnung (5.2) der Gu¨tefunktion bereits vorab erfolgen, da der aktuelle Zustand erst im letzten
Schritt bei der Berechnung des Stellwerts (5.3) beru¨cksichtigt wird.
Zusammenfassung der Verfahren zur CLF-P-SNMPC
In diesem Kapitel wurden Verfahren zur effizienten Stellwertberechnung fu¨r die CLF-P-SNMPC
vorgestellt. Da, gema¨ß Modellierung, eine direkte Zustandsru¨ckfu¨hrung vorliegt, sind in jedem
Zeitschritt exakte Zustandsinformationen verfu¨gbar, welche bei der Regelung beru¨cksichtigt
werden. Somit kann hier im Gegensatz zur OLF-SNMPC nicht einfach eine Pra¨diktion fu¨r alle
alternativen Stellwertsequenzen erfolgen, aus welchen dann anhand eines Gu¨temaßes die beste
ausgewa¨hlt wird, sondern die Optimierung muss u¨ber eine Sequenz von Regelgesetzen erfolgen,
welche jeweils einem Zustand einen Stellwert zuordnen. Diese Berechnung kann sehr effizient
mittels dynamischer Programmierung durchgefu¨hrt werden, wobei auf Grund der hier betrach-
teten kontinuierlichwertigen Zusta¨nde sowie des nichtlinearen Systems eine Approximation der
Gu¨tefunktion u¨ber den betrachteten Zustandsraum erfolgen muss.
Hierzu wurden zwei alternative Verfahren vorgestellt, welche, wie bei der OLF-SNMPC, auf der
Approximation der Systemtransitionsdichte mittels Gaußmischdichten sowie mittels hybrider
Dichten basieren. Beim ersten Verfahren werden die kumulativen Gu¨tefunktionen als Gauß-
mischfunktionen dargestellt, fu¨r die u¨ber dem Zustandsraum eine Maximumsfunktion gefunden
werden muss. Hierzu wurde ein effizienter Algorithmus zur Maximierung und gleichzeitigen
Reapproximation vorgestellt. Beim zweiten Verfahren, welches auf hybriden Transitionsdichten
basiert, werden die Gu¨tefunktionen als Diracmischdistributionen dargestellt, welche bei einer
passenden Wahl der Positionen der Komponenten direkt maximiert werden ko¨nnen. Außerdem
wurde ein Verfahren zur Interpolation der kumulativen Gu¨tefunktion mittels sinc-Funktionen
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vorgestellt, welches eine erhebliche Verbesserung der Approximationsqualita¨t bzw. eine Reduk-
tion des Berechnungsaufwandes gestattet. Durch Verwendung der bereits bei der OLF-SNMPC
vorgestellten Verfahren zur Schrittgu¨temodellierung kann bei beiden Verfahren eine effiziente
Berechnung der kumulativen Gu¨tefunktionen und somit der CLF-P-Stellwerte in geschlossener
Form erfolgen.
Da bei der CLF-P-SNMPC die Stellwertberechnung auf Basis einer kumulativen Gu¨tefunktion
erfolgt, welche fu¨r den gesamten betrachteten Zustandsraum berechnet wird, ist die Berechnung
bei zeitinvarianten Systemen und zeitinvarianten Schrittgu¨tefunktionen besonders effizient, da
in diesem Fall die kumulative Gu¨tefunktion vollsta¨ndig vorberechnet werden kann.
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KAPITEL 6
Closed-Loop-Feedback-SNMPC mit nicht direkt
zuga¨nglichen Zusta¨nden
In diesem Kapitel wird ein Verfahren zur Closed-Loop-Feedback-SNMPC mit nicht direkt
zuga¨nglichen Zusta¨nden (CLF-I, Abschnitt 2.5.3) vorgestellt. Hierbei wird im Gegensatz zum
Vorgehen bei der OLF-SNMPC (Kapitel 4) davon ausgegangen, dass innerhalb des betrachteten
Optimierungshorizonts Informationen u¨ber den Systemzustand xk,1:N durch Messungen zˆk,1:N
erlangt werden ko¨nnen. Im Gegensatz zu dem in Kapitel 5 betrachteten Fall bei direkt zuga¨ng-
lichen Zusta¨nden (CLF-P) sind diese Informationen aber nicht sicher, sondern unsicherheitsbe-
haftet, so dass der Systemzustand lediglich gescha¨tzt werden kann. Diese Zustandsscha¨tzung
kann rekursiv mittels eines Bayes’schen Scha¨tzers erfolgen.
Das im Folgenden vorgestellte CLF-I-SNMPC Verfahren basiert darauf, dass das Vorgehen zur
Zustandsscha¨tzung bei der Stellgro¨ßenermittlung nachempfunden wird. Daher wird zuna¨chst
im folgenden Abschnitt kurz die Bayes’sche Zustandsscha¨tzung eingefu¨hrt und es werden die
verwendeten Filterverfahren vorgestellt. In Abschnitt 6.2 folgt dann die Beschreibung des ei-
gentlichen Verfahrens, wobei hier nach einer Beschreibung des grundlegenden Vorgehens das
Konzept virtueller Messungen eingefu¨hrt und dann ein Verfahren zur rekursiven Berechnung
angegeben wird. In Abschnitt 6.3 werden dann Modifikationen des Verfahrens aus Abschnitt 6.2
zur Erho¨hung der Effizienz der Berechnung angegeben.
6.1 Bayes’sche Zustandsscha¨tzung
Bei der Bayes’schen Zustandsscha¨tzung wird in einem zweischrittigen Verfahren eine Dich-
tescha¨tzung f ek(xk) bestimmt, welche den Zustand xk beschreibt. Die Struktur eines solchen
Scha¨tzers ist in Abb. 6.1 dargestellt.
1. Im ersten Schritt, dem Pra¨diktionsschritt, wird ausgehend von der Wahrscheinlichkeits-
dichte fk−1(xk−1), welche den Zustand zum Zeitpunkt k − 1 beschreibt, diese mittels
Vorwa¨rtsinferenz (4.2), wie in Abschnitt 4.1 beschrieben, auf die Dichte fpk abgebildet.
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Abbildung 6.1: Rekursiver Bayes’scher Scha¨tzer.
2. Im zweiten Schritt, dem Filterschritt, wird dann unter Ausnutzung des Satz von Bayes fu¨r
kontinuierliche Zufallsvariablen
f (x|z) = 1
f (z)
· f (z|x) · f (x)
ausgehend von der pra¨dizierten Zustandsdichte fpk und einem Messwert zˆk ∈ Z durch
Ru¨ckwa¨rtsinferenz die Wahrscheinlichkeitsdichte f ek(xk) berechnet
f ek(xk) = ck · fLk (xk) · fpk (xk) . (6.1)
Bei ck handelt es sich um eine Normierungskonstante, fu¨r die gilt
ck =
1∫
X f
L
k (xk) · fpk (xk) dxk
.
Die Dichte fLk (xk) wird als Likelihood bezeichnet und beschreibt die Wahrscheinlichkeits-
dichte des Systemzustands xk bei einer konkreten Messung zˆk ohne weiteres Vorwissen.
Bei dem im Folgenden betrachteten Fall additiven Messrauschens
zk = hk(xk) + vk (6.2)
kann die bedingte Dichte fMk (zk|xk) eingefu¨hrt werden, welche, analog zur Tansitionsdichte
fTk (xk+1|xk), eine probabilistische Beschreibung des Messmodells (2.3) darstellt
fM(zk|xk) = f vk (zk − hk(xk)) .
Die Likelihood fLk (xk) kann als die am Messwert zˆk ausgewertete Messtransitionsdichte
fMk (zk|xk) interpretiert werden
fLk (xk) = f
M
k (zˆk|xk) ,
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wodurch sich direkt die alternative Darstellung des Bayes’schen Filterschritts (6.1)
f ek(xk) =
1∫
X f
M
k (zˆk|xk) · fpk (xk) dxk︸ ︷︷ ︸
ck(zˆk)
·fMk (zˆk|xk) · fpk (xk) (6.3)
ergibt.
Zusammen ergeben Pra¨diktions- und Filterschritt ein rekursives Verfahren, um die zeitliche
Entwicklung eines Systems stochastisch zu beschreiben. Der Pra¨diktionsschritt muss in jedem
Zeitschritt des Systems durchgefu¨hrt werden, um den Scha¨tzer mit dem System synchron zu
halten. Der Filterschritt hingegen wird immer dann durchgefu¨hrt, wenn neue Informationen
durch Messungen vorliegen, was nicht in jedem Zeitschritt k der Fall sein muss. Im Folgenden
wird (ohne Beschra¨nkung der Allgemeinheit) davon ausgegangen, dass zu jedem Zeitschritt eine
neue Messung vorliegt.
6.1.1 Verwendete Filterverfahren
Fu¨r lineare Systeme mit additivem unkorreliertem Gauß’schen Rauschen ko¨nnen Pra¨diktions-
und Filterschritt geschlossen berechnet werden, was zum Kalman-Filter fu¨hrt, welches fu¨r die-
se Systeme den optimalen Scha¨tzer darstellt [Kal60]. Fu¨r die hier betrachteten nichtlinearen
Systeme kann die Berechnung typischerweise weder geschlossen erfolgen, noch ko¨nnen die Wahr-
scheinlichkeitsdichten fpk (xk) und f
e
k(xk) exakt beschrieben werden. Daher kann nur eine ap-
proximative Berechnung durchgefu¨hrt werden und auch die Wahrscheinlichkeitsdichten fpk (xk)
und f ek(xk) ko¨nnen nur gena¨hert dargestellt werden.
Bei vielen der sehr weit verbreiteten recht einfachen approximativen Verfahren werden nur
die ersten beiden Momente der Zufallsvariable des Zustands beru¨cksichtigt und weitere In-
formationen insbesondere bezu¨glich der Form der unterlagerten Wahrscheinlichkeitsdichte ver-
nachla¨ssigt. Zu diesen Verfahren za¨hlen das Extended Kalman-Filter (EKF) [Sim06], das Un-
scented Kalman-Filter (UKF) [JU04] sowie Gaußfilter [HH08].
Da diese Verfahren insbesondere bei nichtlinearen Messsystemen zu erheblichen Approximati-
onsfehlern fu¨hren ko¨nnen und auch nicht in der Lage sind, Multimodalita¨ten zu beru¨cksichtigen,
wie sie z. B. bei Abstandsmessungen auftreten, werden im Folgenden Verfahren eingesetzt, bei
denen der Pra¨diktionsschritt wie in Abschnitt 4.1 beschrieben mittels einer Approximation
der Transitionsdichte durchgefu¨hrt wird. Dieses kann zum einen mittels Approximation durch
Gaußmischdichten (Abschnitt 4.1.1) oder aber auch durch hybride Dichten (Abschnitt 4.1.2)
geschehen. Diese beiden Verfahren ko¨nnen auch derart erweitert werden, dass die Messtransi-
tonsdichte fMk (zk|xk) ebenso durch eine Gaußmischdichte oder durch eine hybride Dichte appro-
ximiert wird. Die Filterung auf Basis von Gaußmischdichten wird in [HBH07] und die Filterung
auf Basis von hybriden Dichten in [HH07b] beschrieben. In beiden Fa¨llen kann die Berechnung
geschlossen erfolgen, da lediglich Auswertungen und Multiplikationen von Gaußfunktionen zur
Berechnung notwendig sind.
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Die resultierende gescha¨tzte Dichte f ek(xk) ist bei dem Verfahren auf Basis von Gaußmischdich-
ten ebenso eine Gaußmischdichte. Bei dem Verfahren auf Basis von hybriden Dichten handelt
es sich bei der gescha¨tzten Dichte f ek(xk) um eine Diracmischdichte. In [BH06] wird ein Verfah-
ren angegeben, welches auch in [HH07b] Verwendung findet, mittels dessen die resultierende
Diracmischdichte sehr effizient durch eine Gaußmischdichte interpoliert werden kann.
Wie auch bei der reinen Pra¨diktion fu¨hrt die Filterung auf Basis einer Gaußmischmesstransi-
tionsdichte zu ho¨herqualitativen Ergebnissen als die Berechnung auf Basis einer hybriden Dich-
te. Andererseits kann die Approxmiation der Messtransitionsdichte durch eine Gaußmischfunk-
tion lediglich off-line erfolgen, da es sich hierbei um ein aufwa¨ndiges hochdimensionales Opti-
mierungsproblem handelt. Die Approximation durch eine hybride Dichte hingegen ist deutlich
weniger aufwa¨ndig, weswegen dieses Verfahren auch fu¨r zeitvariante und ho¨herdimensionale
Messsystem eingesetzt werden kann.
6.2 Stellwertberechnung unter Beru¨cksichtigung verrauschter
Messungen
Zur Berechnung des CLF-I-Stellwerts, d. h. der Lo¨sung von (2.8), wird zur Stellgro¨ßenermitt-
lung nicht nur das Verhalten des Systems, sondern auch das Verhalten des Messsystems sowie
des stochastischen Scha¨tzers mitberu¨cksichtigt. Ferner wird die Berechnung ausgehend von der
vollsta¨ndigen Dichteinformation fk,0 des Systemzustands, welche der Scha¨tzer liefert, durch-
gefu¨hrt. Daher wird innerhalb des betrachteten Optimierungshorizonts nicht nur, wie es bei der
stochastischen OLF-Regelung geschieht (Kapitel 4), das stochastische Systemverhalten mittels
Pra¨diktionsschritten nachempfunden, sondern es wird auch das Verhalten des Messsystems und
die Zustandsfilterung im Scha¨tzer mitberu¨cksichtigt. Dieses Vorgehen entspricht dem in [10],
[Sch08] vorgestellten. Da alle Berechnungen fu¨r einen festen Zeitpunkt k durchgefu¨hrt werden
und nur der Index innerhalb des Optimierungshorizonts n variiert, wird im Folgenden (wie auch
in den vorherigen Kapiteln), der feste Zeitindex k nicht angegeben.
Ausgehend von einer initialen Zustandsscha¨tzung f0 ko¨nnen fu¨r verschiedene konkrete Stellwert-
und Messwertsequenzen u0:n−1 ∈ U bzw. zˆ1:n ∈ Zˆ die Wahrscheinlichkeitsdichten f e|u0:n−1,zˆ1:nn
eines Zustands xn zum Zeitpunkt n berechnet werden. Enthalten Zˆ und U endlich viele dis-
krete Elemente, dann fu¨hrt dies zu einer Baumstruktur wie in Abb. 6.2 dargestellt. Analog
zum OLF-Suchbaum (Abb. 4.8) entspricht ein Knoten des Baums einem durch eine Wahr-
scheinlichkeitsdichte beschriebenen pra¨dizierten bzw. gefilterten Systemzustand. Eine Kante
des Baums repra¨sentiert entweder einen Stell- oder einen Messwerte, wobei die Kanten, welche
von einem Knoten ausgehen, jeweils alternative Stell- bzw. Messwerte darstellen. Abha¨ngig da-
von, ob ein Knoten direkt aus einem stellwertabha¨ngigen Pra¨diktionsschritt oder aber einem
messwertabha¨ngigen Filterschritt hervorgeht, wird der ihm entsprechende Systemzustand mit
zugeho¨riger Dichte mit x
p|u0:n−1,zˆ1:n−1
n ∼ fp|u0:n−1,zˆ1:n−1n bzw. xe|u0:n−1,zˆ1:nn ∼ f e|u0:n−1,zˆ1:nn bezeich-
net. Dieser Systemzustand ist von den zu ihm fu¨hrenden Kanten, d. h. Stell- und Messwerten,
abha¨ngig, wobei eine Stell- und Messwertsequenz den Systemzustand eindeutig spezifiziert.
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Abbildung 6.2: Ausschnitt des Suchbaums eines Closed-Loop-Feedback-SNMPC-Reglers unter Beru¨cksichtigung
unsicherer Messungen (CLF-I) mit N = 2 Zeitschritten, |U| = 2 alternativen Stellgro¨ßen und jeweils Lz = 2
virtuellen Messungen. Kanten einer Ebene entsprechen entweder alternativen Stellwerten oder aber alternativen
Messwerten, Knoten den sich ergebenden Zusta¨nden, welche mittels einer Wahrscheinlichkeitsdichte beschrieben
werden.
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6.2.1 Das Prinzip der virtuellen Messungen
Da bei den hier betrachteten Systemen keine Messungen aus einem diskreten sondern aus ei-
nem kontinuierliche Messraum Z vorliegen, kann ein Baum wie in Abb. 6.2 nicht direkt erstellt
werden, da anstatt einer endlichen Zahl diskreter zˆn unendlich viele verschiedene Messwerte
Beru¨cksichtigung finden mu¨ssten. Um eine approximative Lo¨sung zu erhalten kann aber ei-
ne endliche Menge mo¨glichst repra¨sentativer Messwerte verwendet werden, die im Folgenden
als virtuelle Messungen bezeichnet werden. Der Ausdruck virtuelle Messungen kommt daher
zustande, dass zum Zeitpunkt n = 0 die realen Messwerte fu¨r spa¨tere Zeitpunkte noch nicht vor-
liegen. Dennoch ko¨nnen aber sehr wohl unter Beru¨cksichtigung des Messmodells (6.2) Aussagen
u¨ber die Wahrscheinlichkeitsdichten von Messungen zu Zeitpunkten n > 0 getroffen werden.
Dazu kann analog zur Zustandspra¨diktion (4.2) (Abschnitt 4.1) durch Vorwa¨rtsinferenz mit
dem Messmodell (6.2) von der Wahrscheinlichkeitsdichte eines Zustands fp(x) auf die Wahr-
scheinlichkeitsdichte mo¨glicher Messungen f z(z) geschlossen werden
f zn(zn) =
∫
X
fMn (zn|xn) · fpn(xn) dxn . (6.4)
Man erha¨lt somit eine Wahrscheinlichkeitsdichte des kontinuierlichwertigen Messvektors zn zum
Zeitpunkt n.
Wird wie in Abschnitt 4.1 bzw. in Abschnitt 6.1.1 beschrieben, die Messtransitionsdichte
fMn (zn|xn) durch eine Gaußmischdichte oder hybride Dichte approximiert, dann handelt es
sich bei der Darstellung von f zn(zn) um eine Gaußmischdichte.
Dichteapproximation der virtuellen Messung
Um aus der kontinuierlichen Dichte f zn, welche als Gaußmischdichte gegeben ist, L
z mo¨glichst
repra¨sentative virtuelle Messwerte zu generieren, kann hierzu eine systematische, auf Formerhal-
tung der Dichte- bzw. Verteilungsfunktion ausgerichtete Diracmischdichteapproximation durch-
gefu¨hrt werden. Die so erhaltenen diskreten virtuellen Messungen ko¨nnen dann zum Aufbau
des Suchbaums verwendet werden (Abb. 6.3.)
fpn
f
e|zˆ1n
n
zˆ1n
f
e|zˆ2n
n
zˆ2n
f zn
fˆ zn
Abbildung 6.3: Ausschnitt des Suchbaums aus Abb. 6.2. Durch Approximation der kontinuierlichen Dichte fzn
mittels der Diracmischdichte fˆzn ergeben sich diskrete virtuelle Messungen zˆ
1
n und zˆ
2
n.
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Abbildung 6.4: Diracmischapproximation fˆz(z) einer virtuellen Messungsdichte fz(z), welche als Gaußmischdichte
dargestellt ist.
Dazu wird im Folgenden fu¨r eindimensionale Messungen das Verfahren aus [SBH06b] eingesetzt.
In diesem Verfahren wird progressiv die Crame´r–von Mises-Distanz [Boo81] minimiert
min
ω1:Lz ,µ1:Lz
G(ω1:L
z
, µ1:L
z
) =
∫ ∞
−∞
r(z)
(
F (z)− F¯ (z;ω1:Lz , µ1:Lz))2 dz ,
wobei r(z) eine nichtnegative Gewichtungs- oder Fensterfunktion ist. Bei F (z) handelt es sich
um die wahre Verteilungsfunktion
F (z) =
∫ z
−∞
f z(t) dt ,
bei F¯ (z, ω1:L
z
, µ1:L
z
) um die approximierende. Die Approximation erfolgt mit einer Diracmisch-
dichte
Lz∑
l=1
ωl · δ(z − µl) = f z(z) ≈ fˆ z(z) ,
bei der sowohl die Gewichte ωl als auch die Positionen µl der Lz Komponenten optimiert werden.
Das Gewicht ωl gibt hierbei die approximierte Wahrscheinlichkeit des Auftretens des virtuellen
Messwerts µl an. In Abb. 6.4 ist das Ergebnis einer derartigen Approximation dargestellt.
Alternativ zu dem global-optimierenden Ansatz kann auch ein sukzessiv-approximierendes
Greedy-Verfahren, wie in [HS07] beschrieben, verwendet werden. Durch den Greedy-Ansatz ist
die Qualita¨t der approximativen Lo¨sung typischerweise niedriger, wobei aber auch der beno¨tig-
te Berechnungsaufwand deutlich geringer ist. Liegen vektorwertige Messungen vor, kann die
Dirac-Approximation entweder dimensionsweise entkoppelt vorgenommen werden oder aber es
kann z. B. das Verfahren aus [KH08] Anwendung finden.
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6.2.2 Rekursive Berechnung
Die Berechnung der optimalen Stellgro¨ße u∗ kann auch bei der CLF-I-Regelung auf Basis der
kumulierten Gu¨tefunktion erfolgen
u∗0(x0) = arg max
u0
{
Jp1 (x
p|u0
1 )
}
= arg max
u0
{Jp1 (a0(x0, u0) +w0)} .
Die Gu¨te Jp1 (x
p|u0
1 ) kann a¨hnlich zum Vorgehen bei der OLF-SNMPC (Abschnitt 4.3) zeitlich
ru¨ckwa¨rtsgerichtet rekursiv berechnet werden. Die Rekursion wird an den Bla¨ttern des Baums,
d. h. im Endzeitschritt des Horizonts N mit der terminalen Schrittgu¨te initialisiert
JeN(xN) = gN(xN). (6.5)
Bei der weiteren rekursiven Berechnung ist zu beru¨cksichtigen, dass sowohl Zufallsvariablen
xp, welche aus einer stellwertabha¨ngigen Pra¨diktion hervorgehen, als auch Zufallsvariablen xe,
welche durch eine Filterung entstehen, vorliegen. Daher mu¨ssen, wie im Folgenden dargestellt,
zwei unterschiedliche kumulative Gu¨ten verwendet werden. Als Gu¨te Je(xe) werden diejenigen
Gu¨ten bezeichnet, deren zugeho¨riger Zustand aus einer Filterung mit virtuellen Messungen
hervorgegangen ist. Mit Jp(xp) werden diejenigen Gu¨ten bezeichnet, deren zugeho¨riger Zustand
durch Pra¨diktion entstanden ist.
Berechnung der Gu¨te Jen auf Basis der Gu¨te J
p
n+1
Bei der hier betrachteten alternierenden Sequenz von Pra¨diktions- und Filterschritten folgt wie
in Abb. 6.2 dargestellt auf jeden gefilterten Zustand xen ein pra¨dizierter Zustand x
p
n+1. Daher
kann die Gu¨te Jen(x
e
n), welche die eigentlichen Gu¨ten zum Zeitpunkt n darstellen, analog zu der
Berechnung bei der OLF-SNMPC (Abschnitt 4.3) durch Maximierung bezu¨glich der Stellgro¨ße
un erfolgen
Jen (x
e
n) = max
un
{
gn(x
e
n, un) + J
p
n+1
(
x
p|un
n+1
)}
fu¨r n < N , (6.6)
was dem Vorgehen wie in Abb. 6.5 dargestellt entspricht.
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Abbildung 6.5: Berechnung der Gu¨te Jen (x
e
n) auf Basis der Gu¨te J
p
n+1
(
xpn+1
)
.
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Berechnung der Gu¨te Jpn auf Basis der Gu¨te J
e
n
Die Gu¨ten Jpn (x
p
n) werden bei der hier betrachteten alternierenden Sequenz von Pra¨diktions-
und Filterschritten auf Basis der Gu¨ten Jen(x
e|zˆn
n ) berechnet und stellen einen Zwischenschritt
zur Berechnung der Gu¨ten Jen−1
(
xen−1
)
dar. Die Zustandsdichten f
e|zˆn
n , welche die Zufallsva-
riablen x
e|zˆn
n beschreiben, sind hierbei von den jeweiligen diskretisierten virtuellen Messwerten
zˆn abha¨ngig. Da im Gegensatz zum Vorgehen bei der stellgro¨ßenabha¨ngigen Pra¨diktion zur
Berechnung von Jen, wo u¨ber die Stellgro¨ße optimiert wird, das Auftreten eines virtuellen Mess-
wertes zufa¨llig erfolgt, ergibt sich die Gu¨te Jpn (x
p
n) durch Erwartungswertbildung u¨ber den
Gu¨ten Jen
(
x
e|zˆn
n
)
bezu¨glich der virtuellen Messwerte zˆn
Jpn (x
p
n) = Ezˆn
{
Jen
(
xe|zˆnn
)}
, (6.7)
was dem Vorgehen wie in Abb. 6.6 dargestellt entspricht.
Da die Auftrittswahrscheinlichkeit einer der virtuellen Messwerte, welche den Positionen µl der
Komponenten der Diracmischapproximation entsprechen, durch deren Gewicht ωl approximiert
wird, entspricht dieses Gewicht der Wahrscheinlichkeit, mit der die Wahrscheinlichkeitsdichte
f
e|zˆln
n und somit die Gu¨te Jen(x
e|zˆln
n ) sich aus dem Zustand xpn ∼ fpn ergibt. Da es sich bei (6.7)
um die Berechnung eines Erwartungswertes einer diskreten Verteilung handelt, gilt somit fu¨r
die Gu¨te Jpn (x
p
n)
Jpn (x
p
n) =
Lz∑
l=1
ωl · Jen
(
xe|zˆ
l
n
n
)
.
Der vollsta¨ndige CLF-I Suchbaum des Beispiels aus Abb. 6.2 ist mit gewichteten Kanten in
Abb. 6.7 dargestellt. Die Gewichte der Kanten, welche nach Knoten mit gefilterten Dichten
f e bzw. dem Wurzelknoten folgen, entsprechen der optimal gewa¨hlten Stellgro¨ße. Die Ge-
wichte der Kanten, welche nach Knoten mit pra¨dizierten Dichten fp folgen, entsprechen den
Wahrscheinlichkeiten der virtuellen Messungen zˆ.
fpn
f
e|zˆ1n
n
zˆ1n=⇒
f
e|zˆ2n
n
zˆ2n
⇐
=
fˆ zn
Jpn (x
p
n) = Ezˆn
{
Jen
(
x
e|zˆn
n
)}
Jen
(
x
e|zˆ2n
n
)
Jen
(
x
e|zˆ1n
n
)
Abbildung 6.6: Berechnung der Gu¨te Jpn (x
p
n) auf Basis der Gu¨te J
e
n (x
e
n).
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u11 u
2
1
zˆ111
u11 u
2
1
zˆ121
u10
u11 u
2
1
zˆ211
u11 u
2
1
zˆ221
u20
fp f e
Abbildung 6.7: Exemplarische Darstellung des vollsta¨ndigen Suchbaums des Beispiels aus Abb. 6.2 mit gewichteten
Kanten. Die Sta¨rke der roten Einfa¨rbung symbolisiert das Gewicht der Kanten. Dem Wurzelknoten sowie Knoten mit
gefilterten Dichten fe (gru¨n) folgt aufgrund der Maximierung immer genau eine Kante mit Gewicht 1. An Knoten
mit pra¨dizierten Dichten fp (rot) entsprechen die Gewichte den Wahrscheinlichkeiten der virtuellen Messungen zˆ,
wobei sich die Gewichte immer zu 1 summieren. Die inferierten Messungsdichten sind gelb symbolisiert.
Aufwandsabscha¨tzung
Zur vollsta¨ndigen Auswertung des Suchbaums der Tiefe N zur Berechnung der Stellgro¨ße u∗
sind somit zusammen
2 ·
N∑
n=1
(|U|n · (Lz)n−1)
Pra¨diktionsschritte zur Berechnung der Dichten fp und fM sowie
N∑
n=1
(|U|n · (Lz)n)
Filterschritte zur Berechnung der Dichten f e notwendig. Ferner muss die Schrittgu¨te g
1 +
N∑
n=1
(|U|n · (Lz)n)
mal berechnet werden.
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6.3 Methoden zur effizienten Berechnung
In diesem Abschnitt werden Verfahren vorgestellt, mittels derer die Berechnung der CLF-I Stell-
gro¨ßen aus Abschnitt 6.2 effizienter durchgefu¨hrt werden kann. Zuna¨chst wird in Abschnitt 6.3.1
beschrieben, wie im Fall erwartungswertbasierter stellgro¨ßenabha¨ngiger Schrittgu¨tefunktionen
die Berechnung auf Basis der pra¨dizierten Zusta¨nde xp erfolgen kann, was bereits zu einer deut-
lichen Reduktion des beno¨tigten Berechnungsaufwands fu¨hrt. In Abschnitt 6.3.2 wird dann be-
schrieben, wie bei der CLF-I mittels einer probabilistischen Branch-and-Bound-Suche (PBAB)
unter Wahrung der Optimalita¨t eine effiziente Baumsuche durchgefu¨hrt werden kann.
6.3.1 Erwartungswertbasierte stellgro¨ßenabha¨ngige Schrittgu¨ten
Werden erwartungswertbasierte stellgro¨ßenabha¨ngige Schrittgu¨tefunktionen der Form gn(x
e
n) =
Ex {gˆx(x)}, wie in Abschnitt 4.2.1 - 4.2.4 vorgestellt, verwendet, dann kann die Berechnung der
kumulativen Gu¨tefunktion effizienter erfolgen, als in Abschnitt 6.2.2 vorgestellt. Bei der Berech-
nung in Abschnitt 6.2.2 wird die Gu¨tefunktion jeweils nach Durchfu¨hrung des Filterschritts,
also auf Basis von xen ∼ f en, bestimmt. Im Folgenden wird gezeigt, dass diese Berechnung auch
bereits auf Basis der pra¨dizierten Zufallsvariable xpn ∼ fpn erfolgen kann.
Satz 6.1 Fu¨r die Berechnung der kumulierten Gu¨te ist es unerheblich, ob die erwartungswert-
basierte stellgro¨ßenabha¨ngige Schrittgu¨tefunktion gn(xn) = Exn {gˆn(xn)} vor oder nach dem
Filterschritt berechnet wird, d. h. es gilt
Jpn (x
p
n) = Ezˆn
{
max
un
{
gn(x
e
n) + J
p
n+1
(
x
p|un
n+1
)}}
= gn(x
p
n) + Ezˆn
{
max
un
{
Jpn+1
(
x
p|un
n+1
)}}
.
Beweis. Zuna¨chst wird der Fall n < N betrachtet. Durch Einsetzen der rekursiven Berech-
nungsvorschrift fu¨r die kumulative Gu¨tefunktion Jen (6.6) in die Berechnungsvorschrift fu¨r J
p
n
(6.7) ergibt sich
Jpn(x
p
n) = Ezˆ
{
Jen
(
xe|zˆn
)}
=
∫
Z
Jen
(
xe|zˆn
) · f zn(zˆ) dzˆn
=
∫
Z
f zn(zˆ) ·
(
max
un
{
Jpn+1
(
x
p|zˆ,un
n+1
)
+ gn(x
e|zˆ
n )
})
dzˆn
=
∫
Z
f zn(zˆ) ·max
un
{
Jpn+1
(
x
p|zˆ,un
n+1
)}
dzˆn +
∫
Z
f zn(zˆ) · gn(xe|zˆn ) dzˆn︸ ︷︷ ︸
=:Γ
. (6.8)
Hierbei wird ausgenutzt, dass die betrachtete Schrittgu¨te gn(xn) nicht stellgro¨ßenabha¨ngig ist
und somit auch keinen Einfluss auf die Maximierung hat.
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Im Folgenden soll nun gezeigt werden, dass gilt
Γ = gn(x
p
n) .
Unter Ausnutzung, dass es sich um eine erwartungswertbasierte Schrittgu¨te gn(x
e
n) = Ex {gˆn(x)}
handelt und durch einsetzen des Bayes’schen Filterschritts (6.3) ergibt sich
Γ =
∫
Z
f zn(zˆn) · gn
(
xe|zˆnn
)
dzˆn
=
∫
Z
f zn(zˆn) · Exn
{
gˆn
(
xe|zˆn
)}
dzˆn
=
∫
Z
f zn(zˆn) ·
∫
X
gˆn(xn) · f e|zˆn dxn dzˆn
=
∫
Z
f zn(zˆn) ·
∫
X
gˆn(x) · cn(zˆn) fMn (zˆ|x) fpn(x) dxn dzˆ .
Unter Verwendung von (6.4) folgt
Γ =
∫
Z
∫
X
fMn (zˆn|xn) · fpn(xn) dxn ·
∫
X
gˆn(xn) · cn(zˆn) fMn (zˆn|xn) fpn(xn) dxn dzˆn .
Nach Einsetzen der Normierungskonstante cn(zˆn) kann der Ausdruck vereinfacht werden
Γ =
∫
Z
XXXXXXXXXXXXXX
∫
X
fMn (zn|xn) · fpn(xn) dxn ·
∫
X
gˆn(xn) ·
fMn (zˆn|xn) · fpn(xn)hhhhhhhhhhhhh
∫
X f
M
n (zˆn|x˚n) · fpn(x˚n) dx˚n
dx dzˆn
=
∫
X
gˆn(xn) · fpn(xn) ·
∫
Z
fMn (zˆn|xn) dzˆn︸ ︷︷ ︸
=1
dxn
=
∫
X
gˆn(xn) · fpn(xn) dxn
= gn(x
p
n) . (*)
Fu¨r den Fall n = N gilt
JpN (f
p
N) = Ezˆ
{
JN
(
x
e|zˆ
N
)}
= Ezˆ
{
gN(x
e|zˆ
N )
}
=
∫
Z
f zN(zˆ) · gN(xe|zˆN ) dzˆ︸ ︷︷ ︸
=Γ
= gN(x
p
N) . (**)
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Durch Einsetzen von (*) und (**) in Jpn(x
p
n) (6.8) ergibt sich
Jpn(x
p
n) =

∫
Z
f zn(zˆn) ·max
un∈U
{
Jpn+1
(
x
p|zˆn,un
n+1
)}
dzˆn + gn(x
p
n) fu¨r n < N
gN(x
p
N) fu¨r n = N .

Somit ist gezeigt, dass bei erwartungswertbasierten zustandsabha¨ngigen Schrittgu¨tefunktionen
die Schrittgu¨te auch bereits nach dem Pra¨diktionsschritt berechnet werden kann.
Es ist zu beachten, dass hier der Fall mit unendlich vielen virtuellen Messungen betrachtet wur-
de (Lz →∞). Beim Aufbau des Suchbaumes ko¨nnen nicht unendlich viele virtuelle Messungen
betrachtet werden, so dass die Auswertung der Gu¨tefunktion vor und nach dem Filterschritt
zu unterschiedlichen Ergebnissen fu¨hrt. Dennoch ist die Berechnung vor dem Filterschritt zu
bevorzugen, da die Betrachtung unendlich vieler virtueller Messungen dem Idealfall entspricht.
Im Falle erwartungswertbasierter zustandsabha¨ngiger Schrittgu¨tefunktionen ergibt sich die re-
kursive Berechnungsvorschrift
Jpn(x
p
n) =
{
gn(x
p
n) + Ezˆ
{
Jen
(
xe|zˆn
)}
fu¨r n < N
gN(x
p
N) fu¨r n = N ,
Jen(x
e
n) = max
un
{
Jpn+1
(
x
p|un
n+1
)}
.
Somit muss beim hier betrachteten Spezialfall im letzten Zeitschritt N des Pra¨diktionshori-
zonts kein Filterschritt mehr durchgefu¨hrt werden, wodurch die komplette untere Ebene des
Suchbaums entfa¨llt.
Aufwandsabscha¨tzung
Durch die Auswertung der Schrittgu¨ten auf Basis der pra¨dizierten Zusta¨nde und den Wegfall
der unteren Ebene des Suchbaums verringert sich der Berechnungsaufwand im Vergleich zum
direkten Vorgehen (Abschnitt 6.2.2) zur Auswertung des Suchbaums der Tiefe N erheblich.
Nunmehr sind
N∑
n=1
(|U|n · (Lz)n−1)+ N−1∑
n=1
(|U|n · (Lz)n−1)
Pra¨diktionsschritte zur Berechnung der Dichten fp und fM sowie
N−1∑
n=1
(|U|n · (Lz)n)
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Filterschritte zur Berechnung der Dichten f e notwendig. Ferner muss die Schrittgu¨te g lediglich
N∑
n=1
(|U|n · (Lz)n−1)
mal berechnet werden.
6.3.2 Probabilistisches Branch-and-Bound
A¨hnlich der Uniform Cost Search bei der OLF-SNMPC (Abschnitt 4.3.2) kann auch bei der
CLF-I durch eine effiziente Baumsuche der beno¨tigte Berechnungsaufwand unter Wahrung der
Optimalita¨t deutlich reduziert werden. Dazu wurde im Rahmen dieser Arbeit eine Erweite-
rung des Branch-and-Bound (BAB) Algorithmus [RN03] entwickelt. Die Grundidee von BAB
besteht darin, jedem besuchten Knoten des Baumes eine obere Schranke (Bound) der erreich-
baren kumulativen Gu¨te zuzuweisen und auf Basis dieser Schranke die weitere Baumsuche
durchzufu¨hren. Hierbei wird davon ausgegangen, dass Knoten mit einer hohen kumulativen
Gu¨te eine besonders hohe Wahrscheinlichkeit haben, Teil der optimalen Lo¨sung zu sein. Daher
wird jeweils der Knoten mit der ho¨chsten kumulativen Gu¨te zuerst untersucht (Branch-Schritt).
Bei dem hier betrachteten Problem besteht der Suchbaum nicht nur aus Kanten, welche Stell-
gro¨ßen und somit deterministischen Entscheidungen entsprechen (wie beim BAB), sondern auch
aus Kanten, welche virtuelle Messungen repra¨sentieren und fu¨r welche somit lediglich probabi-
listische Beschreibungen vorliegen. Dies wird beim probabilischen Branch-and-Bound (PBAB)
Algorithmus [10] beru¨cksichtigt.
PBAB Algorithmus
Im Folgenden wird ohne Beschra¨nkung der Allgemeinheit davon ausgegangen, dass fu¨r die
Schrittgu¨ten gilt gn ≤ 0. Dies kann, wie in Abschnitt 4.3.2 beschrieben, fu¨r endliche Schrittgu¨te-
funktionen ohne Einfluss auf die Lo¨sung leicht erreicht werden, indem von diesen jeweils ihr
Maximalwert abgezogen wird.
Beim PBAB Algorithmus wird a¨hnlich dem grundlegenden BAB-Algorithmus jedem Knoten ein
Datensatz zugewiesen, welcher eine obere Schranke der kumulativen Gu¨te J¯ entha¨lt. Daru¨ber
hinaus umfasst der Datensatz einen Wahrheitswert t, welcher anzeigt, ob die obere Schranke
auch gleichzeitig der wahre Wert ist, also J¯ = J gilt, sowie einen Wahrheitswert visited der
angibt, ob der Knoten bereits besucht wurde. Zu Beginn sind alle J¯ mit 0 initialisiert, was
eine gu¨ltige obere Schranke darstellt, da gn ≤ 0 gilt. Die Wahrheitswerte t und visited werden
ebenfalls mit 0 initialisiert, was FALSE entspricht.
Zu Beginn umfasst der Suchbaum des PBAB-Algorithmus (Algorithmus 6.1) lediglich den Wur-
zelknoten f0. Beginnend vom Wurzelknoten wird bei jedem Durchlauf der Hauptschleife des Al-
gorithmus der Baum zu dem Kindknoten mit dem besten J¯ , welches noch nicht sicher bestimmt
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Algorithmus 6.1 Probabilistisches Branch-and-Bound
1: while f0.t = 0 do
2: V ← f0
3: while V .visited = 1 do
4: V ← child of V with maximum J¯ and t = 0
5: end while
6: if V /∈ f eN then
7: C ← ExpandChildren(V)
8: for all children C of V do
9: C.J¯ ← g(C)
10: C.t← 0
11: end for
12: pbabUpdate(V)
13: else
14: V .t← 1
15: pbabUpdate(V .parent)
16: end if
17: V .visited← 1
18: end while
wurde, d. h. t = 0, traversiert (Zeilen 2-5). Wenn es sich bei diesem Knoten um kein Blatt han-
delt (Zeile 6), werden dessen Kinder C expandiert und den C.J¯ werden deren Schrittgu¨ten g
zugewiesen (Zeilen 7-9). Hierbei handelt es sich um eine obere Schranke des wahren J , da alle
mo¨glichen nachfolgenden Schrittgu¨ten g ≤ 0 sind. Da nicht bekannt ist, ob C.J¯ = C.J gilt,
wird C.t auf 0 gesetzt (Zeile 10). Schließlich wird J¯ rekursiv fu¨r den aktuellen Knoten sowie
seine Vorga¨ngerknoten, wie im na¨chsten Abschnitt beschrieben, aktualisiert (Zeile 12). Handelt
es sich bei dem aktuellen Knoten um ein Blatt, dann gilt J¯ = g = J (siehe (6.5)), weshalb
in diesem Fall V .t auf 1 gesetzt wird (Zeilen 13-14). In diesem Fall wird J¯ ausgehend vom
Vorga¨ngerknoten des aktuellen Knoten rekursiv aktualisiert, was ausreichend ist, da der aktu-
elle Knoten ein Blattknoten ist und somit keine Kinder hat (Zeile 15). Abschließend wird der
Wahrheitswerte visited des aktuellen Knotens auf 1 gesetzt.
Update
In jeder Iteration der Hauptschleife des PBAB-Algorithmus wird ein Knoten analysiert. Dar-
auf werden die oberen Schranken der kumulativen Gu¨ten J¯ gema¨ß Algorithmus 6.2 rekursiv
aktualisiert. Handelt es sich bei dem aktuellen Knoten um den Wurzelknoten oder einen f e
Knoten, so ergeben sich dessen Kinder bei der hier betrachteten alternierenden Sequenz von
Pra¨diktions- und Filterschritten durch einen stellgro¨ßenabha¨ngigen Pra¨diktionsschritt. Daher
kann die kumulative Gu¨te gema¨ß (6.6) aktualisiert werden (Zeilen 3-4). Daru¨ber hinaus handelt
es sich bei dem neuberechneten J¯ nicht nur um eine obere Schranke von J , sondern um den
exakten Wert, falls die gro¨ßte Summe der Schrittgu¨te g und J¯ aller Kinder ebenfalls exakt
ist (Zeile 5). Diese Tatsache erlaubt das Berechnen der wahren kumulativen Gu¨te, ohne dass
immer alle Unterba¨ume analysiert werden mu¨ssen. Handelt es sich bei dem aktuellen Knoten
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Algorithmus 6.2 Update fu¨r PBAB
1: function pbabUpdate(V)
2: C ← children of V
3: if V ∈ {f0, f e} then
4: V .J¯ ← max{g(V) + C.J¯}
5: V .t← (arg max{g(V) + C.J¯}).t
6: end if
7: if V ∈ fp then
8: V .J¯ ← E{C.J¯}
9: V .t← min{C.t}
10: end if
11: if V 6= f0 then
12: pbabUpdate(V .parent)
13: end if
14: end function
um einen fp Knoten, so ergeben sich dessen Kinder durch Filterschritte, welche abha¨ngig von
virtuellen Messwerten sind. Daher kann die kumulative Gu¨te gema¨ß (6.7) aktualisiert werden
(Zeilen 7-8). In diesem Fall handelt es sich bei den neuberechneten J¯ lediglich um exakte Werte,
falls die J¯ aller Kinder exakt sind, da alle J¯ der Kinder in die Berechnung einfließen (Zeile 9).
Der Algorithmus wird solange rekursiv fortgesetzt, bis der Wurzelknoten erreicht ist (Zeile 11).
Der PBAB-Algrithmus ist abgeschlossen, sobald die kumulative Gu¨te J berechnet ist, d. h.
sobald f0.J¯ einen exakten Wert entha¨lt, was durch f0.t = 1 signalisiert wird (Algorithm 6.1,
Zeile 1). Dieses Vorgehen gewa¨hrleistet, dass immer die optimale Stellgro¨ßensequenz gefunden
wird.
Aufwandsabscha¨tzung
Die Komplexita¨t der Suche mittels PBAB ha¨ngt stark von den sich ergebenden oberen Schran-
ken J¯ der kumulativen Gu¨ten ab. Im ungu¨nstigsten Fall ergeben sind die oberen Schranken
derart, dass sich immer die maximale obere Schranke auf der ho¨chsten noch nicht vollsta¨ndig
analysierten Ebene befindet, was typischerweise bei a¨hnlichen Schrittgu¨tewerten der Fall ist. In
diesem Fall muss der gesamte Baum durchsucht werden und PBAB fu¨hrt zu keiner Reduktion
des Berechnungsaufwands. Im gu¨nstigsten Fall weisen die Kinder eines fp-Knoten eine erheblich
ho¨here Schrittgu¨te als die Kinder dessen Nachbarknoten auf. In diesem Fall muss lediglich ein
Unterbaum untersucht werden, was zu einem Baum wie in Abb. 6.8 dargestellt fu¨hrt. Hierzu
sind dann lediglich
2 ·
N∑
n=1
(|U| · (Lz)n−1)
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fp f e
Abbildung 6.8: Optimaler Suchbaum unter Verwendung von PBAB mit N = 2 Zeitschritten, |U| = 2 alternativen
Stellgro¨ßen und jeweils Lz = 3 virtuellen Messungen. In dem exemplarisch dargestellten optimalen Fall mu¨ssen die
grau gezeichneten Knoten nicht ausgewertet werden.
Pra¨diktionsschritte zur Berechnung der Dichten fp und fM sowie
N∑
n=1
(|U| · (Lz)n)
Filterschritte zur Berechnung der Dichten f e notwendig. Ferner muss die Schrittgu¨te g hier
lediglich
1 +
N∑
n=1
(|U| · (Lz)n)
mal berechnet werden. Damit ist in diesem Fall der Berechnungsaufwand nicht mehr polynomiell
von der Anzahl der Stellgro¨ßen |U| mit Exponent N abha¨ngig.
PBAB bei erwartungswertbasierte stellgro¨ßenabha¨ngige Schrittgu¨ten
Im Falle erwartungswertbasierter stellgro¨ßenabha¨ngiger Schrittgu¨ten kann PBAB analog an-
gewendet werden, wobei in diesem Fall die Schrittgu¨te wie in Abschnitt 6.3.1 beschrieben auf
Basis der pra¨dizierten Dichten berechnet wird. Im ungu¨nstigsten Fall muss auch hier der kom-
plette Baum untersucht werden, was zu dem in 6.3.1 beschriebenen Berechnungsaufwand fu¨hrt.
Im gu¨nstigsten Fall weist hier jeweils ein fp-Knoten eine erheblich ho¨here Schrittgu¨te als seine
Nachbarknoten auf, so dass lediglich dessen Unterbaum untersucht werden muss. In diesem Fall
mu¨ssen
N∑
n=1
(|U| · (Lz)n−1)+ N−1∑
n=1
(|U| · (Lz)n−1)
Pra¨diktionsschritte zur Berechnung der Dichten fp und fM und
N−1∑
n=1
((Lz)n)
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Abbildung 6.9: Optimaler Suchbaum unter Verwendung von PBAB bei erwartungswertbasierter stell-
gro¨ßenabha¨ngiger Schrittgu¨te mit N = 2 Zeitschritten, |U| = 2 alternativen Stellgro¨ßen und jeweils Lz = 3 vir-
tuellen Messungen. In dem exemplarisch dargestellten optimalen Fall mu¨ssen die grau gezeichneten Knoten nicht
ausgewertet werden.
Filterschritte zur Berechnung der Dichten f e durchgefu¨hrt werden. Ferner muss die Schrittgu¨te
g lediglich
N∑
n=1
(|U| · (Lz)n−1)
mal ausgewertet werden. Exemplarisch ist ein sich in diesem gu¨nstigsten Fall ergebende Such-
baum in Abb. 6.9 dargestellt.
Zusammenfassung der Verfahren zur CLF-I-SNMPC
In diesem Kapitel wurde ein Verfahren zur Stellwertberechnung fu¨r die CLF-I-SNMPC vor-
gestellt. Da hier die Regelung auf Basis gescha¨tzter Zustandsinformationen erfolgt, wurde
ein Verfahren vorgestellt, welches dies explizit bei der Bestimmung der Stellwerte beru¨cksich-
tigt und somit die kombinierten Scha¨tzung und Regelung in integrierter Form gestattet. Als
Grundlage dieses Verfahrens wird bei der Regelung das rekursive Vorgehen der Bayes’schen
Zustandsscha¨tzung nachempfunden. Da hierzu die Fusion mit Messwerten no¨tig ist, welche zu
dem betrachteten Zeitpunkt noch nicht vorliegen, werden virtuelle Messungen eingefu¨hrt, wel-
che die zu erwartenden Messwerte repra¨sentieren. Diese virtuellen Messungen werden auf Basis
pra¨dizierter Wahrscheinlichkeitsdichten zuku¨nftiger Messwerte gu¨temaßbasiert bestimmt.
Zur Berechnung der notwendigen Pra¨diktionsschritte werden wiederum Verfahren basierend auf
der Approximation der Systemtransitionsdichte mittels einer Gaußmischdichte oder einer hy-
briden Dichte verwendet. Zur Durchfu¨hrung der hier notwendigen Filterschritte werden Erwei-
terungen dieser Verfahren eingesetzt. Durch Verwendung der bereits bei der OLF-SNMPC vor-
gestellten Verfahren zur Schrittgu¨temodellierung kann auch hier eine effiziente probabilistische
Auswertung der Gu¨tefunktionen in geschlossener Form erfolgen.
Um die Effizienz des vorgestellten Verfahrens weiter zu erho¨hen, wurde zum einen eine be-
sonders effiziente Vorgehensweise zur Berechnung der Gu¨temaße bei erwartungswertbasierten
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stellgro¨ßenabha¨ngigen Schrittgu¨ten beschrieben. Zum anderen wurde ein, erga¨nzend anwendba-
res, Verfahren zur effizienten Auswertung des sich ergebenden Suchbaumes vorgestellt, welches
eine probabilistische Erweiterung des Branch-and-Bound-Algorithmus darstellt.
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KAPITEL 7
Simulationen und Experimente
In diesem Kapitel wird die Effektivita¨t der in Kapitel 4-6 vorgestellten Verfahren zur SNMPC
anhand von Experimenten und Simulationen zur Bewegungsregelung miniaturisierter Laufrobo-
ter (Anhang A) gezeigt, wobei hierzu die bereits eingefu¨hrten Beispielszenarien A: stochastische
Lageregelung sowie B: stochastische Bahnplanung verwendet werden.
7.1 Beru¨cksichtigung von Systemunsicherheiten bei der Lageregelung
Zuna¨chst soll der positive Einfluss durch die Beru¨cksichtigung von Systemunsicherheiten auf die
Qualita¨t der Regelung gezeigt werden. Hierzu wird ein deterministischer NMPC-Regler (CEC,
Abschnitt 2.4) mit denjenigen SNMPC-Reglerkonzepten verglichen, welche zwar die probabi-
listische Systembeschreibung, nicht aber den Einfluss der Zustandsscha¨tzung beru¨cksichtigen,
d. h. OLF (Kapitel 4) und CLF-P (Kapitel 5). Dieser Vergleich erfolgt anhand von Beispiels-
zenario A, bei dem sich der miniaturisierte Laufroboter entlang eines Hindernisses, z. B. einer
Wand, bewegen soll.
7.1.1 Simulationen
Um einen besonders aussagekra¨ftigen Vergleich der verschiedenen Regler vornehmen zu ko¨nnen
und außerdem sekunda¨re Effekte weitestgehend auszuschließen, werden zuna¨chst Simulatio-
nen betrachtet, da somit identische Realisierungen des Mess- und Systemrauschens fu¨r die
verschiedenen Regler verwendet werden ko¨nnen.
In den Simulationen wird ein Betriebsmodus des Roboters verwendet, bei dem auf die konstante
Vorwa¨rtsbewegung Lenkbewegungen superponiert werden, was zu dem nichtlinearen schrittdis-
kreten kinematischen Modell (2.2) fu¨hrt. Hierbei ist die Schrittweite s = 1 und die mo¨glichen
Stellwerte sind U = {−0,2; 0; 0,2} (links, rechts, geradeaus). Das Systemrauschen wxk und wφk
wird als weißes Gauß’sches Rauschen mit Standardabweichung σxw = 0,5 bzw. σ
φ
w = 0,05 ≈ 2,9◦
simuliert.
Da bei diesen Simulationen insbesondere die Beru¨cksichtigung des stochastischen Systemver-
haltens betrachtet werden soll und die Effekte der Zustandsscha¨tzung nur eine untergeordnete
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Abbildung 7.1: Gu¨tefunktion gˆn bestehend aus der Summe einer Gaußfunktion und einem stu¨ckweise konstanten
Anteil.
Rolle spielen sollen, wird die lineare Messgleichung[
zxk
zφk
]
=
[
xk
φk
]
+
[
vxk
vφk
]
verwendet. Hier ist der Systemzustand lediglich von einem additiven Rauschterm vk =
[
vxk,v
φ
k
]T
u¨berlagert, kann aber sonst direkt gemessen werden. Bei Messrauschen vk mit einer großen
Kovarianz liegt eine sehr schwache Zustandsru¨ckfu¨hrung, d. h. ein fast ideales OLF vor. Hat
das Messrauschen eine sehr kleine Kovarianz oder kann es sogar komplett vernachla¨ssigt werden,
dann kann von einer weitestgehend direkten Zuga¨nglichkeit der Zusta¨nde ausgegangen werden,
d. h. es liegt ein fast ideales CLF-P vor.
Alle drei hier verglichenen Regler (CEC, OLF, CLF-P) verwenden einen 4-schrittigen Pra¨dikti-
onshorizont, mit einer fu¨r alle 4 Schritte identischen erwartungswertbasierten zustandsabha¨ngi-
gen Gu¨tefunktion gn(xn) = Ex{gˆn(xn)}, wobei gˆn in Abb. 7.1 dargestellt ist. Bei gˆn handelt
es sich um die Superposition einer Gaußfunktion und einer stu¨ckweise konstanten Funktion.
Die Gu¨tefunktion ist derart gewa¨hlt, dass das Maximum von gˆn beim optimalen Abstand zum
Hindernis bei xˇn = 1,5 liegt. Bezu¨glich des Winkels vom Roboter zum Hindernis liegt das Ma-
ximum bei φn = 0, so dass eine parallele Ausrichtung des Roboters zum Hindernis bevorzugt
werden soll. Im Bereich des Hindernisses (xn ≤ 0) wird dem Gaußanteil eine konstante Funktion
mit dem Wert -2 als
”
Strafterm“ additiv u¨berlagert.
Sowohl bei der OLF- als auch bei der CLF-P-SNMPC werden die in Abschnitt 4.1.2 bzw.
Abschnitt 5.3 beschriebenen Verfahren zur Stellwertberechnung auf Basis hybrider Transitions-
dichten verwendet, so dass die Zustandsdichten durch Gaußmischdichten repra¨sentiert werden.
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Abbildung 7.2: Beispielszenario A: 30 Schritte eines Simulationslaufs bei Messrauschen mit kleiner Kovarianz
(Standardabweichung σv = 0,05 = 0,1 · σxw).
Zusammen mit der verwendeten Gu¨tefunktionsmodellierung ko¨nnen somit sa¨mtliche Berech-
nungen zur Stellwertbestimmung analytisch ausgefu¨hrt werden. Die Zustandsscha¨tzung erfolgt
analog, wobei die Pra¨diktion ebenfalls unter Zuhilfenahme hybrider Transitionsdichten erfolgt.
Der Filterschritt kann auf Grund der linearen Messgleichung geschlossen mittels einer Bank von
Kalman-Filtern berechnet werden. Die Berechnung der beiden stochastischen Regler erfolgt auf
Basis der vollsta¨ndigen gescha¨tzten Dichteinformation, der deterministische CEC-Regler legt
lediglich den Mittelwert der Scha¨tzung zugrunde.
In Abb. 7.2 (a) und Abb. 7.3 (a) sind exemplarisch 30-schrittige Simulationsla¨ufe dargestellt.
Der Abstand des Roboters zur Wand xk entspricht der Position der Kreise, die Ausrichtung φk
wird durch die Striche markiert. In einem Simulationslauf werden fu¨r alle drei verwendeten
Regler identische Realisierungen des System- und Messrauschens verwendet.
Der CEC-NMPC-Regler versucht, unabha¨ngig vom Messrauschen, den Roboter auf das Maxi-
mum der Gu¨tefunktion (gestrichelte Linie bei x = 1,5) zu regeln. Hierbei findet das stochastische
Systemverhalten keinerlei Beru¨cksichtigung. Die beiden stochastischen Regler hingegen fu¨hren
im Mittel zu einem gro¨ßeren Abstand zum Hindernis, da sie die nichtsymmetrische Gu¨tefunkti-
on zusammen mit den Systemunsicherheiten und den initialen Scha¨tzunsicherheiten (bei n = 0)
in der Regelung beru¨cksichtigen. Der OLF-Regler fu¨hrt in dem vorliegenden Szenario zu einem
konservativeren Verhalten, d. h. der Abstand zum Hindernis ist insbesondere in der Na¨he des
Hindernisses typischerweise etwas gro¨ßer als der optimale Abstand, da die Zustandsru¨ckfu¨hrung,
welche eigentlich zu einer Reduktion der Unsicherheit fu¨hrt, innerhalb des Pra¨diktionshorizonts
vernachla¨ssigt wird und somit die Unsicherheit der Zustandsscha¨tzung u¨berscha¨tzt wird. Der
CLF-P-Regler hingegen fu¨hrt typischerweise zu einer leicht u¨beroptimistischen Abscha¨tzung der
Unsicherheit innerhalb des Pra¨diktionshorizontes, da von einer idealen Zustandsru¨ckfu¨hrung
ausgegangen wird. Bei Messrauschen mit kleiner Kovarianz, d. h. schwachem Messrauschen,
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Abbildung 7.3: Beispielszenario A: 30 Schritte eines Simulationslaufs bei Messrauschen mit großer Kovarianz
(Standardabweichung σv = 1 = 2 · σxw). Die 1-σ-Grenzen der Positionsscha¨tzung sind mit Balken dargestellt.
(Abb. 7.2) ist dieses Verhalten ada¨quat, die erreichte Gu¨te ist im Schnitt besser als diejenige
bei OLF-Regelung (Abb. 7.2 (b)). Bei Messrauschen mit sehr großer Kovarianz hingegen, d. h.
starkem Messrauschen, (Abb. 7.3) fu¨hrt die u¨beroptimistische Abscha¨tzung der Unsicherheiten
dazu, dass der Abstand zum Hindernis zu gering ist, was zu einer im Schnitt niedrigeren Gu¨te
als bei der OLF-Regelung fu¨hrt (Abb. 7.2 (b)). Der deterministische CEC-Regler beru¨cksichtigt
im Gegensatz zu den beiden stochastischen Reglern keinerlei Unsicherheiten, was hier zu einer
deutlich u¨beroptimistischen Abscha¨tzung der Unsicherheiten fu¨hrt. Somit wird der Abstand
zum Hindernis typischerweise zu niedrig gewa¨hlt, was zu einer im Schnitt deutlich niedrigeren
Gu¨te als bei den stochastischen Reglern fu¨hrt, wobei dieser Effekt bei Messrauschen mit ei-
ner großen Kovarianz (Abb. 7.3 (b)) ausgepra¨gter ist als bei Messrauschen mit einer kleinen
Kovarianz (Abb. 7.2 (b)).
Die beschriebenen Effekte wurden anhand von Simulationsreihen von jeweils 100 Simulationen
mit je 30 Simulationsschritten fu¨r Messrauschen mit unterschiedlicher Standardabweichung
verifiziert. Innerhalb einer Simulationsreihe werden die Startwerte gleichverteilt aus dem Wer-
tebereich x0 ∈ [1, 6] und φ0 ∈ [−pi/5, pi/5] variiert. Zur besseren Vergleichbarkeit werden in
Tabelle 7.1: Beispielszenario A: Mittlere kumulative Schrittgu¨te u¨ber 100 Simulationsla¨ufe bei Messrauschen mit
unterschiedlicher Standardabweichung.
Standardabweichung Messrauschen CEC OLF CLF-P
σv = 0,001 · σw 19,48 (91,8%) 20,72 (97,6%) 21,22 (100,0%)
σv = 0,1 · σw 19,40 (92,9%) 20,70 (99,1%) 20,89 (100,0%)
σv = 2 · σw 14,22 (82,8%) 17,19 (100,0%) 16,93 (98,5%)
σv = 5 · σw 5,07 (42,6%) 11,89 (100,0%) 10,85 (91,2%)
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Abbildung 7.4: Experiment zu Beispielszenario A. Das Hindernis ist durch die Bodenmarkierung im unteren
Bildteil symbolisiert, wobei der optimale Abstand durch den du¨nnen Strich markiert ist. Die beiden Roboter in der
oberen Bildha¨lfte dienen als Landmarken zur Abstandsmessung.
allen vier Messreihen identische Realisierungen der Startwerte sowie des Mess- und Systemrau-
schens, abgesehen von der Skalierung des Messrauschens, verwendet. In Tabelle 7.1 sind die
mittleren kumulativen Gu¨ten fu¨r die drei betrachteten Regler angegeben, wobei zur besseren
Vergleichbarkeit jeweils auch normierten Gu¨ten angegeben sind, wobei hier die Normierung
auf den innerhalb einer Simulationsreihe besten Regler erfolgt. Zum einen zeigt sich, dass die
Qualita¨t aller drei Regler mit sta¨rkerem Messrauschen abnimmt. Dieser Effekt ist beim de-
terministischen Regler besonders ausgepra¨gt, beim OLF-Regler am geringsten. In den beiden
betrachteten Fa¨llen, in denen das Messrauschen kleiner als das Systemrauschen ist, liefert der
CLF-P-Regler die beste Qualita¨t. Ist das Messrauschen gro¨ßer als das Systemrauschen, dann
fu¨hrt der OLF-Regler zu den besten Ergebnissen. Unabha¨ngig von der Gro¨ße der Kovarianz
des Messrauschens ist die Qualita¨t der stochastischen Regler deutlich besser als die des deter-
ministischen, wobei dieser Unterschied bei großen Kovarianzen noch deutlich ausgepra¨gter ist
als bei kleinen.
7.1.2 Experimente
Neben den Simulationen, welche im vorangegangenen Abschnitt beschrieben sind, wurden zum
Beispielszenario A auch Experimente mit realen Laufrobotern durchgefu¨hrt (Abb. 7.4).
Die Laufroboter werden hier im selben Betriebsmodus wie in den Simulationen betrieben, so-
dass weiterhin das kinematische Modell (2.2) gilt, wobei hier die mo¨glichen Stellwerte, d. h.
Lenkbewegungen U = {−4◦;−2◦; 0◦; 2◦; 4◦} sind. In den Experimenten wird die Position
und Orientierung der Roboter mittels Abstandsmessungen zu anderen Robotern, welche als
Landmarken dienen, gescha¨tzt. Dies fu¨hrt zu der nichtlinearen Messgleichung
zk =
√
(xk − xˇk)2 + (yk − yˇk)2 + vk , (7.1)
wobei [xˇk, yˇk]
T die ebenfalls unsicherheitsbehaftete Position des Landmarkenroboters und vk
das additive Messrauschen bezeichnet. Da diese Abstandsmessungen, wie in Anhang A.4.1
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beschrieben, emuliert werden, kann das Messrauschen frei gewa¨hlt werden, wobei hier weißes
Gauß’sches Rauschen mit einer Standardabweichung von σv = 20 mm verwendet wird. Ferner
wird nicht in jedem Schritt eine Abstandsmessung durchgefu¨hrt, sondern lediglich, wenn die
Positionsscha¨tzung eine vorgegebene Schranke der Standardabweichung u¨berschreitet, d. h.
die Scha¨tzung zu unsicher ist. Als Unsicherheitsschranke wird hier eine Standardabweichung
von 40 mm verwendet. Wird diese Unsicherheit u¨berschritten, wird gema¨ß dem in Anhang B
beschriebenen Verfahren zur Sensoreinsatzplanung ein mo¨glichst geeigneter Landmarkenroboter
ausgewa¨hlt, zu dem dann eine Abstandsmessung erfolgt.
Landmarkenroboter
→
Hindernis
0 0,5 1,0 1,5 2,0 2,5
0
0,5
x/m →
y/
m
→
(a) Experiment mit OLF-SNMPC-Regelung.
0 0,5 1,0 1,5 2,0 2,5
0
0,5
x/m →
y/
m
→ →
Hindernis
Landmarkenroboter
(b) Experiment mit CEC-NMPC-Regelung.
Abbildung 7.5: Beispielszenario A: Experimentallauf mit OLF-SNMPC- bzw. CEC-NMPC-Regelung.
In beiden Fa¨llen ist die Startposition des geregelten Roboters (rot, jeweils im unteren Bildbereich) sowie die Position
der Landmarkenroboter (jeweils im oberen Bildbereich) identisch. Die Roboter sind jeweils an ihrer wahren Position
zum Zeitpunkt einer Abstandsmessung dargestellt, wobei die Partner einer Abstandsmessung durch grau gestrichelte
Linien markiert sind. Die gescha¨tzten Positionen der Roboter, auf deren Grundlage die Regelung erfolgt, sind mit
3-σ-Grenzen dargestellt (schwarze Balken).
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Tabelle 7.2: Beispielszenario A: Ergebnisse von 2× 20 Experimentalla¨ufen mit je 100 Schritten.
OLF CEC
mittlere kumulative Schrittgu¨te 94,4 -327,5
Anz. La¨ufe als Regler mit ho¨chster Gu¨te 17 (85%) 3 (15%)
Anz. La¨ufe mit Hinderniskontakt 0 (0%) 16 (80%)
Im Folgenden wird ein OLF-SNMPC-Regler mit einem CEC-NMPC-Regler verglichen. Als
SNMPC-Regler ist bei den hier vorliegenden Bedingungen ein OLF-Regler besonders geeignet,
da in den meisten Schritten keine Messungen erfolgen, also ein OLF vorliegt, und ferner durch
die heuristische Sensoreinsatzplanung eine Voraussage der Messzeitpunkte sowie der dann ver-
wendeten Landmarkenroboter nur sehr eingeschra¨nkt mo¨glich ist. Beide Regler verfu¨gen u¨ber
einen 3-schrittigen Pra¨diktionshorizont. Die in beiden Reglern verwendete zustandsabha¨ngige
Schrittgu¨te ist der in Abb. 7.1 a¨hnlich, wobei hier anstelle einer Gaußfunktion die Summe zwei-
er, bis auf ihre φ-Position identische, Gaußfunktionen verwendet wird, was dazu fu¨hrt, dass
kleine Abweichungen des Winkels zum Hindernis auch nur einen sehr kleinen Einfluss auf die
Gu¨te haben. Der optimale Abstand zum Hindernis, was auch bei φ = 0 dem Maximum der
Gu¨tefunktion entspricht, liegt bei 25 mm, wobei an dieser Stelle die Gu¨te 1 ist. Im Bereich
des Hindernisses ist eine negative Gu¨te von -20 den Gaußfunktionen superponiert, was einem
Strafterm entspricht, wenn der Roboter das Hindernis beru¨hrt.
In Abb. 7.5 ist exemplarisch einer der Experimentalla¨ufe fu¨r die beiden betrachteten Regler dar-
gestellt. A¨hnlich zu den Simulationen in Abschnitt 7.1.1 kann man auch hier deutlich erkennen,
dass der Robotern unter stochastischer Regelung (Abb. 7.5(a)) sowohl die Unsicherheiten der
Zustandsscha¨tzung zum Zeitpunkt n = 0 (dargestellt in Abb. 7.5 durch die schwarzen Balken)
zusammen mit dem Systemrauschen beru¨cksichtigt, was dazu fu¨hrt, dass im Vergleich zum Ro-
boter unter deterministischer Regelung (Abb. 7.5(b)) ein deutlich ho¨herer Sicherheitsabstand
zum Hindernis gehalten wird. Der Roboter unter deterministischer CEC-Regelung wird ledig-
lich ausgehend vom Mittelwert der Zustandsscha¨tzung zum Maximum der Gu¨tefunktion hin
geregelt, was dazu fu¨hrt, dass es in dem hier dargestellten Lauf mehrfach zum Hinderniskontakt
kommt.
In Tabelle 7.2 sind die Ergebnisse von 2×20 Experimentalla¨ufen mit je 100 Schritten dargestellt,
wobei in den einzelnen La¨ufen sowohl die Startposition des geregelten Roboters als auch die
Positionen der Landmarkenroboter bei beiden Reglern jeweils identisch sind. Sowohl in der
mittleren erreichten kumulativen Schrittgu¨te (85,1 bei stochastischer OLF-Regelung gegenu¨ber
-300,5 bei deterministischer CEC-Regelung), wobei in 85% der La¨ufe der stochastische Regler
zu einer ho¨heren Gu¨te als der deterministische Regler gefu¨hrt hat, als auch in der Anzahl
der fehlgeschlagenen La¨ufe, bei der der Roboter Hinderniskontakt hatte (0% der La¨ufe bei
stochastischer OLF-Regelung gegenu¨ber 80% bei deterministischer CEC-Regelung) zeigt sich
deutlich der positive Einfluss der Beru¨cksichtigung von Unsicherheiten auf das Ergebnis der
Regelung. Hierbei handelt es sich sowohl beim Erreichen einer ho¨heren Gu¨te als auch bei der
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Anzahl der erfolgreichen La¨ufe ohne Hinderniskontakt trotz der recht kleinen Anzahl von 20
La¨ufen um hochsignifikante Aussagen mit einem p-Wert1von 0,02% bzw. 0,13% .
7.2 Beru¨cksichtigung von System- und Messunsicherheiten bei der
Bahnplanung
In diesem Abschnitt soll neben dem Einfluss von Systemunsicherheiten auf die Regelung, wel-
cher bereits im letzten Abschnitt betrachtet wurde, auch der Einfluss von unsicheren Messungen
gezeigt werden und wie durch Beru¨cksichtigung dieser Effekte die Qualita¨t der Regelung signi-
fikant gesteigert werden kann. Hierzu erfolgt der Vergleich eines CLF-I-SNMPC Reglers (Kapi-
tel 6), welcher System- und Messunsicherheiten beru¨cksichtigt, mit einem OLF-SNMPC-Regler,
welcher lediglich Systemunsicherheiten beru¨cksichtigt und einem deterministischen CEC-NMPC
Reglers, welcher weder System- noch Messunsicherheiten beru¨cksichtigt. Dieser Vergleich erfolgt
anhand von Beispielszenario B, bei dem der miniaturisierte Laufroboter (Anhang A) in einer
Umgebung mit Hindernissen eine Zielregion erreichen soll.
Die Umgebung, in der sich der Roboter bewegen soll (Abb. 7.6 a)) wird mit einer zustands-
abha¨ngigen erwartungswertbasierten Gu¨tefunktion wie in Abb. 7.6 b) dargestellt modelliert. Die
Zielregion (hell) bei [90, 50]T wird mit Gaußfunktionen mit einem Maximalwert von 1 model-
liert. Hindernissen, z. B. Wa¨nden, wird ein additiv superponierter Strafterm von -2 zugewiesen
(dunkel). Der Roboter wird in einem Modus betrieben, bei dem auf die konstante Vorwa¨rts-
bewegung Lenkbewegungen superponiert werden, was zu dem nichtlinearen schrittdiskreten
kinematischen Modell
xk+1 =
xk+1yk+1
φk+1
 =
xk + usk · cos(φk + u
φ
k)
yk + u
s
k · sin(φk + uφk)
φk + u
φ
k
+
wxkwyk
wφk
 ,
fu¨hrt, welches (A.2) ohne Seitwa¨rtsbewegung entspricht. Der Zustandsvektor xk = [xk,yk,φk]
T
umfasst hier die Position und Orientierung des Roboters in der Ebene. Der Stellgro¨ßenvektor
uk = [u
s
k, u
φ
k ]
T ist die gewu¨nschte Schrittweite usk in Vorwa¨rtsrichtung und der gewu¨nschte
Lenkwinkel uφk . Insgesamt gibt es sieben mo¨gliche vektorwertige Stellwerte
U =
{[
0
−45◦
]
,
[
8
−45◦
]
,
[
8
−22,5◦
]
,
[
8
0◦
]
,
[
8
22,5◦
]
,
[
8
45◦
]
,
[
0
45◦
]}
.
Das Systemrauschen des Roboters wk = [w
x
k,w
y
k,w
φ
k ]
T wird als weißes Gauß’sches Rauschen
mit Standardabweichung σx = σy = 1,5 bzw. σφ = 3◦ simuliert. Wie beim Experiment in letzten
Abschnitt wird auch hier Position und Orientierung der Roboter mittels Abstandsmessung zu
1 Der p-Wert des Signifikanztestes gibt an, wie hoch die Wahrscheinlichkeit eines gleich
guten oder besseren Ergebnisses wa¨re, wenn die H0-Hypothese gilt, dass die Qualita¨t
der Verfahren identisch ist. Ist diese Wahrscheinlichkeit unter 5%, wird die u¨berpru¨fte
Aussage (H1-Hypothese) als signifikant bezeichnet, ist die Wahrscheinlichkeit unter 1%,
als hochsignifikant.
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Abbildung 7.6: Beispielszenario B: Umgebung mit Hindernissen, Startposition des Roboters bei x0 =
[−5,−5, 45◦]T, Zielregion bei [90, 50]T a) Ausgangssituation, Hindernisse sind schwarz dargestellt b) Modellierung
mittels Gu¨tefunktion aus superponierten Gaußfunktionen und stu¨ckweise konstanten Funktionen.
Landmarken bestimmt, weshalb ebenfalls Messgleichung (7.1) gilt, wobei das additive weiße
Gauß’sche Messrauschen mit Standardabweichung σv = 0,25 simuliert wird.
Im Folgenden werden zwei Szenarien mit identischen Schrittgu¨tefunktionen (Abb. 7.6) betrach-
tet, welche sich lediglich in den Messraten zu verschiedenen Landmarken unterscheiden. Der
Roboter, welcher bei x0 = [−5,−5, 45◦]T startet, hat zwei Alternativen um die Zielregion bei
[90, 50]T zu erreichen: (1) den linken Pfad, welcher la¨nger aber auch breiter ist sowie (2) den
rechten Pfad, welcher ku¨rzer aber auf Grund des Hindernisses im unteren Bereich auch schma-
ler und somit schwieriger zu nutzen ist. Im Szenario a) gibt es eine prima¨re Landmarke bei
[20,−40]T, zu welcher zu jedem Zeitschritt k eine Abstandsmessung durchgefu¨hrt wird. Ferner
gibt es eine zweite Landmarke bei [100,−10]T, zu welcher zusa¨tzlich in jedem vierten Zeitschritt
gemessen wird. In Szenario b) ist die Position der prima¨ren und der sekunda¨ren Landmarke ver-
tauscht. In Szenario a) (Abb. 7.7 a)) fu¨hrt die Position der prima¨ren Landmarke bei [20,−40]T
im relevanten Bereich insbesondere in y-Richtung zu hochqualitativen Positionsscha¨tzungen.
Dies ist besonders im engen Bereich des rechten Pfades wichtig. In Szenario b) (Abb. 7.7 b))
fu¨hrt die Position der prima¨ren Landmarke bei [100,−10]T insbesondere in x-Richtung zu hoch-
qualitativen Positionsscha¨tzungen. Die Qualita¨t der Positionsscha¨tzung in y-Richtung ist hier
deutlich niedriger als im ersten Szenario.
Zur Berechnung der CLF-I-SNMPC-Stellwerte werden die Verfahren aus Kapitel 6 eingesetzt.
Sowohl die Pra¨diktionen als auch die Filterung mit virtuellen Messungen, wobei hier jeweils
lediglich eine virtuelle Messung pro Schritt verwendet wird, geschieht wie beschrieben auf Basis
hybrider Transitionsdichten. Ebenso werden die pra¨dizierten Zustandsdichten zur Berechnung
der OLF-Stellwerte sowie die Wahrscheinlichkeitsdichten der gescha¨tzten Roboterpositionen,
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Abbildung 7.7: Beispielszenario B: Simulationsla¨ufe mit prima¨rer Landmarke zur Abstandsmessung bei a) xˇ = 20,
yˇ = −40 und b) xˇ = 100, yˇ = −10. Die Simulationen werden beendet, wenn ein Roboter gegen ein Hindernis trifft.
welche als Grundlage fu¨r alle drei Reglervarianten dienen, mittels hybrider System- und Mess-
Transitionsdichten berechnet. Somit kann die Stellwertberechnung bei allen drei Reglern analy-
tisch erfolgen. Fu¨r den deterministischen CEC-NMPC-Regler werden ferner zur Berechnung der
Stellwerte die Gu¨tefunktionsanteile der Hindernisse um jeweils zwei La¨ngeneinheiten vergro¨ßert,
um so sicherzustellen, dass obwohl dieser Regler jeglichen Rauscheinfluss vernachla¨ssigt, der
Roboter nicht sofort gegen ein Hindernis sto¨ßt. Alle drei Regler verwenden einen 3-schrittigen
Pra¨diktionshorizont.
In Abb. 7.7 ist jeweils ein exemplarischer Simulationslauf fu¨r die beiden betrachteten Szenarien
dargestellt. Unabha¨ngig von der Anordnung der Landmarken wa¨hlt der Roboter unter deter-
ministischer CEC-Regelung in beiden Fa¨llen den ku¨rzeren rechten Pfad und sto¨ßt dann gegen
ein Hindernis, da bei CEC-Regelung jegliche stochastischen Effekte ignoriert werden, d. h. die
vorhandenen Unsicherheiten deutlich unterscha¨tzt werden. Der Roboter unter stochastischer
OLF-Reglung wa¨hlt jeweils wiederum unabha¨ngig von der Anordnung der Landmarken den
breiteren aber la¨ngeren linken Pfad, da durch die OLF-Annahme die Unsicherheiten u¨berscha¨tzt
werden. Bei Verwendung des CLF-I-Reglers verha¨lt sich der Roboter abha¨ngig von der Anord-
nung der Landmarken unterschiedlich in den beiden Szenarien. In Szenario a) gestatten die
Abstandsmessungen genaue Positionsscha¨tzungen in y-Richtung, weshalb die Wahl des rechten
Pfades hinreichend sicher ist. Da dies bei der CLF-I-Regelung beru¨cksichtigt wird, wird der
rechte ku¨rzere Pfad vom Roboter verwendet. In Szenario b) liefern die Abstandsmessungen in
y-Richtung keine hinreichend hohe Scha¨tzgenauigkeit. Somit wird vom CLF-I-Regler der linke
breitere Pfad gewa¨hlt.
Fu¨r jedes der beiden Szenarien wurden je 100 Simulationsla¨ufe mit den drei betrachteten Reg-
lern durchgefu¨hrt (Tabelle 7.3), wobei jeweils identische Rauschrealisierungen fu¨r die unter-
schiedlichen Regler verwendet wurden. Beide stochastischen Regler (OLF und CLF-I) erreichen
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Tabelle 7.3: Beispielszenario B: Ergebnisse von 100 Simulationsla¨ufen.
a) Prima¨re Landmarke bei [20,−40]T b) Prima¨re Landmarke bei [100,−10]T
CLF-I OLF CEC CLF-I OLF CEC
Zielregion erreicht 98% 100% 50% 96% 98% 46%
Beno¨tigte Schritte bis Zielregion 15, 9 20, 7 15, 1 20, 6 20, 7 15, 2
mittlere kumulative Schrittgu¨te 20, 7 18, 4 19, 9 18, 6 18, 5 18, 7
in der großen Mehrheit der Fa¨lle sicher die Zielregion (≥ 96%), wohingegen dies beim deter-
ministischen CEC-Regler nur in ho¨chstens 50% der La¨ufe der Fall ist. In Szenario a) wird vom
CLF-I-Regler der ku¨rzere Weg gewa¨hlt, sodass lediglich im Mittel 15,9 Schritte zum Erreichen
der Zielregion notwendig sind. Die ho¨here Leistungsfa¨higkeit des CLF-I-Reglers zeigt sich auch
bei der mittleren kumulativen Schrittgu¨te u¨ber die ersten 25 Schritte, wobei hier nur diejenigen
Roboter beru¨cksichtigt werden, welche nicht gegen ein Hindernis treffen.
In dem betrachteten Fall mit einem 3-schrittigen Horizont und Lz = 1 virtuellen Messungen
mu¨sste zur Berechnung des CLF-I-Stellwerts ein Suchbaum mit 722 Knoten ausgewertet wer-
den. Durch Verwendung der in Abschnitt 6.3 vorgestellten Verfahren, insbesondere dem proba-
bilistischen Branch-and-Bound (Abschnitt 6.3.2) kann der beno¨tigte Berechnungsaufwand etwa
um den Faktor 8 reduziert werden. Bei la¨ngeren Pra¨diktionshorizonten oder einer ho¨heren An-
zahl von Stellgro¨ßen kann typischerweise eine noch weit deutlichere Aufwandsreduktion erzielt
werden.
Zusammenfassung der Simulationen und Experimente
In diesem Kapitel wurde die Effektivita¨t der in den vorangegangenen drei Kapiteln beschriebe-
nen Verfahren zur SNMPC anhand von Simulationen und Experimenten gezeigt. Hierzu wurden
die Beispielszenarien zur stochastischen Lageregelung und zur stochastische Bahnplanung ei-
nes miniaturisierten Laufroboters, welche bereits in vorhergehenden Kapitel eingefu¨hrt wurden,
aufgegriffen.
Sowohl in den Simulationen als auch in den Experimenten konnte eine signifikante Verbesserung
der Regelungsqualita¨t durch eine Beru¨cksichtigung von Unsicherheiten erzielt werden.
Ferner konnte gezeigt werden, welchen Einfluss das Messrauschen bzw. die Zuga¨nglichkeit der
Zusta¨nde auf die Effektivita¨t der verschiedenen SNMPC-Verfahren hat. Auch wenn die Effek-
te der Zustandsscha¨tzung nicht explizit in der Regelung beru¨cksichtigt wurden, wie dies bei
einer CLF-I-SNMPC der Fall wa¨re, konnte durch eine passende Wahl des SNMPC-Verfahrens
die Qualita¨t der Regelung positiv beeinflusst werden. Es konnte gezeigt werden, dass eine
OLF-Regelung einer CLF-P-Regelung bei Messrauschen mit großer Kovarianz typischerweise
u¨berlegen ist, sowie dass bei Messrauschen mit kleiner Kovarianz eine CLF-P-Regelung bessere
Ergebnisse als eine OLF-Regelung liefert.
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Schließlich konnte gezeigt werden, dass durch eine explizite Beru¨cksichtigung der Effekte der
Zustandsscha¨tzung, wie es bei der vorgestellten CLF-I-SNMPC geschieht, eine Regelung erfol-
gen kann, welche direkt die Qualita¨t zuku¨nftiger Zustandsinformationen beru¨cksichtigt und auf
diese ada¨quat reagiert.
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Zusammenfassung und Ausblick
In dieser Arbeit wurden neuartige Verfahren zur Regelung nichtlinearer Systeme unter Beru¨ck-
sichtigung stochastischer Unsicherheiten vorgestellt. Einsatzgebiete dieser Verfahren sind neben
der Regelung von Robotern, welche hier exemplarisch betrachtet wird, alle diejenigen Bereiche,
in denen technische Systeme mit einem nichtlinearen Systemverhalten bzw. einer nichtquadra-
tischen Gu¨tefunktion unter starkem Rauscheinfluss hochgenau geregelt werden sollen. Hierzu
za¨hlen unter anderem die chemische Prozessindustrie, die Fahrzeugtechnik sowie die Luft-und
Raumfahrt.
Der hier verfolgte Ansatz basiert auf der modell-pra¨diktiven Regelung, bei welcher der Sys-
temzustand stellgro¨ßenabha¨ngig innerhalb eines endlichen Horizontes pra¨diziert und mittels
einer Gu¨tefunktion bewertet wird. Auf Basis dieses Gu¨temaßes wird der optimale Stellwert
ausgewa¨hlt, welcher dann zur eigentlichen Regelung verwendet wird. Bei den hier entwickelten
Verfahren erfolgt eine stochastische Zustandspra¨diktion auf Basis probabilistischer System-
modelle. Somit werden die pra¨dizierten Systemzusta¨nde mit einer vollsta¨ndigen Wahrschein-
lichkeitsdichte und nicht, wie bei der deterministischen modell-pra¨diktiven Regelung u¨blich,
lediglich mit einem festen Wert, beschrieben. Bei den in dieser Arbeit betrachteten Systemen
handelt es sich insbesondere um Systeme mit kontinuierlichwertigen Zusta¨nden und diskreten
Stellgro¨ßen.
Die in dieser Arbeit vorgestellten Verfahren zur stochastischen nichtlinearen modell-pra¨dikti-
ven Regelung beru¨cksichtigen sowohl explizit den Einfluss des Systemrauschens als auch die
Zuga¨nglichkeit der Zustandsgro¨ßen. Da die sich ergebenden stochastischen Optimierungspro-
bleme im Allgemeinen nicht geschlossen lo¨sbar sind, wurden effiziente approximative Lo¨sun-
gen vorgestellt. Diese basieren auf einer Kombination der nichtlinearen stochastischen Zu-
standsscha¨tzung mittels Approximation der Systemtransitionsdichte, wobei hier zwei alterna-
tive Verfahren verwendet werden, mit einer speziellen Modellierung der Gu¨temaße auf Ba-
sis verschiedener Funktionsklassen, wie klassischen polynomiellen Gu¨tefunktionen sowie auch
Gaußmischgu¨tefunktionen. Die Kombination dieser Techniken gestattet die probabilistische
Auswertung der Gu¨tefunktionen auf sehr effiziente Weise in geschlossener Form.
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Bezu¨glich der Zustandszuga¨nglichkeit wurden drei relevante Fa¨lle unterschieden, fu¨r die, je-
weils unter Verwendung der effizienten Zustandspra¨diktion mittels Transitionsdichteapproxima-
tion und den speziellen Modellierungen der Gu¨temaße, entsprechende Verfahren zur effizienten
Stellwertbestimmung vorgestellt wurden.
Beim Open-Loop-Feedback (OLF) wird der Zustand innerhalb des betrachteten Pra¨diktions-
horizonts als nicht zuga¨nglich modelliert, d. h. die Bestimmung der Stellwerte erfolgt unter der
Annahmen, dass keine Zustandsru¨ckfu¨hrung vorliegt. Somit kann hier die Stellwertberechnung
direkt durch Auswahl der optimalen Stellwerte auf Basis stellwertabha¨ngig-pra¨dizierter Gu¨te-
maße erfolgen. Hierzu wurden in dieser Arbeit effiziente Verfahren auf Basis der Techniken zur
Pra¨diktion und probabilistischen Auswertung der Gu¨tefunktionen beschrieben, welche eine Be-
rechnung der Stellwerte in geschlossener Form erlauben. Ferner wurde die Erweiterung um einen
effizienten Algorithmus zur Baumsuche beschrieben, was zu einer weiteren Effizienzsteigerung
fu¨hrt.
Beim Closed-Loop-Feedback mit direkt zuga¨nglichen Zusta¨nden (CLF-P) wird innerhalb des
betrachteten Horizonts von einer direkten Zustandsru¨ckfu¨hrung ausgegangen. Hierzu wurden
zur Berechnung der Stellwerte zwei Verfahren basierend auf der dynamischen Programmierung
vorgestellt. Diese basieren wiederum auf der Approximation der Systemtransitionsdichte und
gestatten durch Approximation sowie Interpolation der kumulativen Gu¨tefunktionen der dy-
namischen Programmierung eine besonders effiziente Berechnung. Bei zeitinvarianten System-
und Gu¨tefunktionen kann durch eine Vorberechnung der kumulativen Gu¨tefunktion die Effizienz
noch weiter deutlich gesteigert werden.
Im dritten Fall, dem Closed-Loop-Feedback mit nicht direkt zuga¨nglichen Zusta¨nden (CLF-I),
wird bei der Stellwertbestimmung davon ausgegangen, dass innerhalb des betrachteten Hori-
zonts lediglich eine stochastische Scha¨tzung des Zustands vorliegt. Hierzu wurde in dieser Arbeit
ein Verfahren vorgestellt, welches explizit die Effekte der Zustandsscha¨tzung bei der Regelung
beru¨cksichtigt. Somit ergibt sich zusammen mit der Zustandsscha¨tzung ein integriertes Ver-
fahren zur kombinierten Scha¨tzung und Regelung. Hierzu wird bei der Stellwertbestimmung
das rekursive Vorgehen der Bayes’schen Zustandsscha¨tzung nachempfunden, was mit Hilfe so
genannte virtuelle Messungen geschieht, welche die zu erwartenden Messwerte repra¨sentieren.
Dabei werden zuna¨chst Wahrscheinlichkeitsdichten der zu erwartenden Messwerte bestimmt,
auf Basis derer dann gu¨temaßbasiert mo¨glichst repra¨sentative virtuelle Messungen generiert
werden. Zur Erho¨hung der Effizienz wurde außerdem ein Verfahren zur effizienten Auswertung
des Suchbaumes beschrieben, welches eine probabilistische Erweiterung des Brach-and-Bound
Algorithmus darstellt.
Die Effektivita¨t der vorgestellten SNMPC-Verfahren und die signifikante Steigerung der Qua-
lita¨t der Regelung, welche durch eine Beru¨cksichtigung von stochastischen Unsicherheiten er-
reicht werden kann, wurde anhand von Experimenten und Simulationen zur stochastischen
Lageregelung sowie zur stochastischen modell-basierten Bahnplanung fu¨r Laufroboter gezeigt.
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Insbesondere wurde gezeigt, wie neben dem Einfluss von Systemrauschen auch die Beru¨cksichti-
gung von Messrauschen und Messfunktion einen erheblichen Einfluss auf die Qualita¨t der Rege-
lung hat und wie durch Beru¨cksichtigung dieser stochastischen Effekte ein deutlich anderes, si-
gnifikant besseres Systemverhalten erzielt werden kann. Die hierzu eingesetzten miniaturisierten
Laufroboter wurden ebenfalls im Rahmen dieser Arbeit entwickelt.
Auf Grundlage der in dieser Arbeit vorgestellten Verfahren sind eine Vielzahl von Modifika-
tionen und Erweiterungen denkbar. Hierzu za¨hlen einerseits Erweiterungen in Teilaspekten,
etwa in der Verwendung problemspezifischer Filterverfahren, was auf Grund des Framework-
Charakters der vorgestellten Verfahren direkt mo¨glich ist. Andererseits sind aber auch gene-
relle Erweiterungen, wie etwa die Beru¨cksichtigung kontinuierlichwertiger Stellgro¨ßen, was eine
Vielzahl weiterer Anwendungen ero¨ffnen wu¨rde, wu¨nschenswert. Von besonderem Interesse ist
auch die Dezentralisierung der Algorithmen, so dass diese bei ra¨umlich verteilten Systemen
auf lokalen Rechenressourcen ausgefu¨hrt oder aber auch zur Reduzierung der Rechenzeit auf
Parallelrechnern eingesetzt werden ko¨nnen. Zur Verminderung des beno¨tigten Berechnungsauf-
wands ist eine weitere Analyse suboptimaler Verfahren sowie die explizite Beru¨cksichtigung
von Spezialfa¨llen, wie z. B. zeitinvarianten Systemmodellen oder zeitinvarianten Gu¨tefunk-
tionen vielversprechend. Daru¨ber hinaus ko¨nnten die in dieser Arbeit vorgestellten Verfahren
auch als Grundlage fu¨r Verfahren zur stochastischen Regelung verteilter Systeme, welche z. B.
durch eine partielle Differenzialgleichung beschrieben werden ko¨nnen, dienen. Außerdem wa¨re
eine Erweiterung um eine simultane Sensoreinsatzplanung und/oder eine simultane Identifi-
kation der Systemparameter von großem Interesse, da somit eine Integration von Sensorein-
satzplanung, Parameteridentifikation, Zustandsscha¨tzung und stochastischer Regelung realisiert
werden ko¨nnte.
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ANHANG A
Laufroboter
In diesem Anhang wird der technische Aufbau der verwendeten miniaturisierten Laufroboter
beschrieben. Eine erste, mittlerweile stark modifizierte Version der Roboter wird in [3] vorge-
stellt. Die aktuelle, im Folgenden vorgestellte Version der Roboter entspricht in weiten Zu¨gen
der aus [8], [Omi07]. Das grundlegende Lokomotionsprinzip ist unvera¨ndert, wobei die Gro¨ße
der Roboter reduziert und die Geschwindigkeit erho¨ht werden konnte.
Der omnidirektionale Roboter (Abb. A.1), dessen CAD-Modell in Abb. A.2 dargestellt ist,
verfu¨gt u¨ber ein Rumpfmodul (blau) sowie drei Beine (gelb) mit jeweils einem Fuß (rot). Die
Beine sind u¨ber Linearlager mit dem Rumpf derart verbunden, dass sich das vordere und hintere
Bein seitwa¨rts und das mittlere Bein vor- und ru¨ckwa¨rts bewegen kann. Die Fu¨ße ko¨nnen
jeweils unabha¨ngig von den anderen Freiheitsgraden ein- und ausgefahren werden. Durch die
symmetrische Struktur verfu¨gt der Roboter u¨ber kein dediziertes Front oder Heck, sodass sich
dies lediglich durch die Bewegungsrichtung ergibt.
A.1 Bewegungsmuster
Die Bauweise des Roboters gestattet eine Bewegung in verschiedenen Bewegungsmustern, wo-
bei sa¨mtliche dieser Bewegungsmuster aufgrund der Unabha¨ngigkeit der Freiheitsgrade super-
poniert werden ko¨nnen.
Das erste wichtige Bewegungsmuster ist die Vorwa¨rtsbewegung, welche in Abb. A.3 als Seiten-
ansicht dargestellt ist. Hierzu wird zuna¨chst der mittlere Fuß angehoben, das mittlere Bein nach
vorne bewegt und dann der Fuß wieder gesenkt (Abb. A.3 a)-c)). Darauf werden der vordere
und hintere Fuß angehoben (Abb. A.3 d)) und der Rumpf relativ zum mittleren Bein, welches
zu diesem Zeitpunkt das Standbein ist, nach vorne bewegt (Abb. A.3 e)). Schließlich werden
vorderer und hinterer Fuß wieder gesenkt. Somit ist der Roboter wieder in der Ausgangsstellung
und der na¨chste Schritt kann direkt folgen.
Das zweite wichtige Bewegungsmuster ist die Drehung. In Abb. A.4 sind die notwendigen Schrit-
te fu¨r eine Drehung des Roboters in Draufsicht dargestellt, wobei der Rumpf transparent ge-
zeichnet ist. Zuerst werden der vordere und der hintere Fuß angehoben (Abb. A.4 a)). Dann
wird fu¨r eine Drehung im Uhrzeigersinn das vordere Bein nach rechts und der hintere Bein
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Abbildung A.1: Miniaturisierter Laufroboter. Die Freiheitsgrade sind mit Pfeilen gekennzeichnet.
Abbildung A.2: CAD-Modell des Roboters. Der Rumpf ist in blau, die drei Beine sind in gelb und die Fu¨ße in
rot dargestellt. Die sechs Antriebsservos sind schwarz mit gelben Armen.
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Abbildung A.3: Vorwa¨rtsschritt des Roboters (Seitenansicht).
nach links bewegt (Abb. A.4 b)). Danach werden der vordere sowie der hintere Fuß wieder
gesenkt und der mittlere Fuß angehoben (Abb. A.4 c)-d)). Um nun die eigentliche Drehung
auszufu¨hren, werden vorderes und hinteres Bein in ihre Ausgangsposition bewegt, was in einer
Drehung des Rumpfes um die Mittelachse des Roboters resultiert (Abb. A.4 e)). Schließlich
wird der mittlere Fuß wieder gesenkt und der Roboter ist in seiner Ausgangsstellung.
Durch eine geringfu¨gige Modifikation des Drehungs-Bewegungsmusters kann der Roboter auch
seitwa¨rts laufen. Hierzu muss im zweiten Schritt der Bewegung (fu¨r die Drehung in Abb. A.4 b)
dargestellt) die Bewegung der Beine nicht gegenla¨ufig, sondern in die selbe Richtung erfolgen,
was, wenn der fu¨nfte Schritt auch entsprechend angepasst wird, zu einem Seitwa¨rtsschritt des
Roboters fu¨hrt.
Neben diesen drei grundlegenden Bewegungsmustern ist eine Vielzahl weiterer Bewegungsmus-
ter mo¨glich. Wenn z. B. bei der oben beschriebenen Drehung lediglich das vordere Bein seitwa¨rts
bewegt wird, fu¨hrt dies zu einer Drehung des Roboters um eine Rotationsachse, welche durch
den hinteren Fuß und nicht durch den Mittelpunkt des Roboters verla¨uft. Alle Bewegungsmus-
ter ko¨nnen auch u¨berlagert ausgefu¨hrt werden, da alle Freiheitsgrade des Roboters unabha¨ngig
sind. Somit ist eine omnidirektionale Bewegung des Roboters mit unterschiedlichen zugrundelie-
genden kinematischen Modellen mo¨glich, wobei auch hochgenaue Schritte mit einer Schrittweite
unter 1 mm mo¨glich sind. Ebenso kann die Schrittho¨he beliebig zwischen wenigen Millimetern
und maximal 20 mm variiert werden. Somit kann sowohl eine schnelle Schrittfolge bei kleiner
Schrittho¨he, als auch eine Bewegung u¨ber unebenen Untergrund und kleinere Hindernisse bei
großer Schrittho¨he erfolgen.
A.2 Kinematisches Modell
Zur modellbasierten Zustandsscha¨tzung und Regelung, welche Gegenstand dieser Arbeit ist,
bedarf es eines kinematischen Modells des Roboters. Bei Superposition der Vorwa¨rts- und
Seitwa¨rtsbewegung sowie der Drehung um die Mittelachse kann die omnidirektionale Bewegung
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Abbildung A.4: Drehung des Roboters (Draufsicht mit transparentem Rumpf, gehobene Fu¨ße sind gestrichelt
dargestellt).
des Roboters in der Ebene durch das schrittdiskrete nichtlineare kinematische Modellxk+1yk+1
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beschrieben werden. Der Zustandsvektor xk = [xk,yk,φk]
T beschreibt die Position und Ori-
entierung des Roboters auf der Ebene. Der Stellgro¨ßenvektor uk =
[
sFk , s
S
k , ωk
]T
umfasst die
gewu¨nschte Schrittweite in Vorwa¨rts- und Seitwa¨rtsrichtung sowie den Lenkwinkel. Das Sys-
temrauschen wird hier als additives weißes Rauschen wk = [w
x
k,w
y
k,w
φ
k ]
T modelliert. Das Mo-
dell (A.1) beschreibt eine Bewegungsabfolge, bei der zuna¨chst der Vorwa¨rtsschritt und dann
die Drehung ausgefu¨hrt wird. Wird diese Reihenfolge vertauscht, d. h. erst die Drehung und
dann der Vorwa¨rtsschritt ausgefu¨hrt, dann fu¨hrt dies zum kinematischen Modellxk+1yk+1
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Durch eine Beschra¨nkung des Stellgro¨ßenvektors ko¨nnen weitere relevante Bewegungsmodelle
realisiert werden. Fu¨r sSk = 0, also ohne Seitwa¨rtsbewegung, entspricht das sich ergebende
nichtlineare kinematische Modell dem eines Roboters mit Differentialantrieb. Fu¨r ωk = 0, also
ohne Rotation, ergibt sich ein sehr einfaches omnidirektionales lineares Bewegungsmodell.
Durch die implizite Schrittdiskretisierung ist der Roboter besonders geeignet, um die weit ver-
breiteten und in dieser Arbeit betrachteten (zeit-)diskreten Scha¨tz- und Regelungsalgorithmen
anzuwenden, da eine ku¨nstliche Diskretisierung hier nicht mehr notwendig ist. Daru¨ber hin-
aus besteht auch die Mo¨glichkeit, das kinematische Modell des Roboters nach Bedarf durch
eine wie im letzten Absatz beschriebe Stellgro¨ßenbeschra¨nkung zu
”
programmieren“, weshalb
er besonders vielseitig zum Test unterschiedlicher Algorithmen eingesetzt werden kann.
98
A.3. Technische Realisierung
Abbildung A.5: CAD-Modell des Roboters in Explosionsansicht. Die obere Platte des Rumpfes sowie eine Seiten-
platte des vorderen und mittleren Beins sind explodiert dargestellt, sodass die Linearkugellager mit jeweils 2 × 4
Kugeln (grau) deutlich sichtbar sind.
A.3 Technische Realisierung
Der Roboter hat eine Gesamtla¨nge von 125 mm, eine Breite von 48 mm und eine Ho¨he zwischen
48 mm und 68 mm, abha¨ngig von der Stellung der Fu¨ße. Alle sechs Freiheitsgrade verfu¨gen u¨ber
einen Bewegungsbereich von jeweils 20 mm.
Die sechs Lineargelenke des Roboters sind in einer Sandwich-Bauweise ausgefu¨hrt (Abb. A.5).
Zwischen zwei auf Abstand verschraubten Platten (z. B. den beiden in Abb. A.5 blau dar-
gestellten Platten des Rumpfes) la¨uft, durch Linear-Kugellager gefu¨hrt, eine mittlere Platte
(z. B. die gelbe Platte zwischen den blauen Rumpfplatten). Pro Lineargelenk werden je Seite
vier Kugeln in separaten Lagerbetten als Lager verwendet, wobei es sich bei den Lagebetten um
Ausschnitte in den Platten handelt. Jeweils die mittleren Platten werden mit Miniaturservos
(schwarz mit gelbem Servoarm) angetrieben.
Die mechanische Struktur des Roboters besteht aus 1,5 mm starken kupferbeschichteten glasfa-
serversta¨rkten Epoxidharzplatten, welche auch in der Leiterplattenherstellung verwendet wer-
den. Neben der sehr hohen Festigkeit und dem niedrigen Gewicht des Materials kann es sehr
effizient mit einem CNC-Fra¨sbohrplotter, welcher auch zur Leiterplattenherstellung eingesetzt
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Abbildung A.6: Draufsicht des Roboters.
wird, bearbeitet werden. Die Verwendung von kupferbeschichteten Material erlaubt die direk-
te Integration der Elektronik auf der mechanischen Struktur (Abb. A.6). Somit kann ein sehr
hoher Integrationsgrad realisiert werden.
Der Roboter verfu¨gt u¨ber einen 16-Bit MSP430F1611 Mikrocontroller von Texas Instruments
mit einer Taktfrequenz von 8 MHz und 10 KB RAM sowie 48 KB Flash-Speicher, welcher unter
anderem zur grundlegenden Funktionssteuerung des Roboters verwendet wird. Zur Funkkomu-
nikation wird ein XBee-Funkmodul der Firma MaxStream eingesetzt (ZigBee/IEEE 802.15.4
im 2,4 GHz-Band). Die Spannungsversorgung erfolgt mit einem 720 mAh, 3,7 V Lithium-
Polymer-Akkumulator, wobei zur Versorgung der Servos ein Spannungsregler eingesetzt wird,
um die Spannung auf 7 V anzuheben. Ferner verfu¨gt der Roboter u¨ber Leuchtdioden, welche
zur kameragestu¨tzten Positionserkennung des Roboters genutzt werden.
A.4 Testumgebung
Um Experimente mit den miniaturisierten Laufrobotern durchfu¨hren zu ko¨nnen, sind diese in
eine Testumgebung integriert, welche in [3, 8] beschrieben wird. Die Testumgebung verfu¨gt u¨ber
eine modulare Struktur (Abb. A.7), sodass einzelne Komponenten einfach ausgetauscht werden
ko¨nne. Die Programm-Module der Testumgebung sind abgesehen von der Software des Roboters
in MathWorks MATLAB implementiert, was die schnelle und einfache Implementierung und
Modifikation einzelner, auch mathematisch anspruchsvoller, Komponenten gestattet.
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Abbildung A.7: Systemu¨bersicht der Roboter-Testumgebung
A.4.1 Kamerabasierte Positionsmessung und Sensoremulation
Die Position und Orientierung der Roboter wird mittels einer CCD-Deckenkamera auf Basis
zweier Leuchtdioden am Front und Heck der Roboter bestimmt. Die verwendete Kamera hat
eine Auflo¨sung von 1024× 768 Pixeln und deckt eine Fla¨che von 2,6 m × 1,8 m ab (Abb. A.8).
Mit dem verwendeten System kann einen Messgenauigkeit von unter 1 cm erreicht werden.
Die so gemessene Position und Orientierung der Roboter wird auf zweifache Weise genutzt.
Zum einen ko¨nnen im Rahmen einer Sensoremulation Messwerte fu¨r verschiedene Sensortypen
emuliert werden. Hierbei kann es sich z. B. um Abstandsmessungen, wie sie bei einer Ultraschall-
Abstandsmessung entstehen, handeln, wobei sehr einfach unterschiedliche Rauscheinflu¨sse rea-
lisiert werden ko¨nnen. Somit kann leicht der Einfluss verschiedener Sensoren auf die verwende-
ten High-Level-Algorithmen evaluiert werden. Zum anderen werden die gemessenen Positions-
daten als
”
wahre“ Daten zur Bewertung der verwendeten High-Level-Algorithmen sowie zur
Visualisierung in der grafischen Benutzerschnittstelle verwendet.
A.4.2 High-Level Steuerung
Die High-Level Steuerung umfasst Submodule zur Zustandsscha¨tzung, zur Sensoreinsatzpla-
nung sowie zur Bahnplanung und wird auf einem zentralen Rechner ausgefu¨hrt. Somit ko¨nnen
sowohl zentrale als auch dezentrale Verfahren einfach implementiert und ausgetauscht werden.
Im Submodul zur Zustandsscha¨tzung wird basierend auf emulierten Messdaten, wie z. B. Ab-
standsmessungen zwischen Robotern, eine Scha¨tzung der Position und Orientierung der Roboter
durchgefu¨hrt. Hierzu stehen verschiedene alternative nichtlineare Filterverfahren zur Verfu¨gung.
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Abbildung A.8: Roboter in der Testumgebung.
Im Scheduling-Submodul wird eine Sensoreinsatzplanung durchgefu¨hrt. Hierzu stehen wiederum
verschiedene Verfahren zur Verfu¨gung, wobei das Verfahren, welches auch in den Experimenten
in 7.1.2 eingesetzt wird, in Anhang B na¨her beschrieben wird.
Im Bahnplanungs-Submodul werden auf Basis der gescha¨tzten Zustandsinformationen Stellwer-
te fu¨r die Roboter berechnet. Hierzu stehen neben den in dieser Arbeit vorgestellten SNMPC-
Verfahren auch klassische Bahnplanungsverfahren zur Verfu¨gung.
A.4.3 Simulations-Engine
Neben Experimenten mit realen Robotern ko¨nnen alle Aspekte der Testumgebung auch mittels
einer ereignisgesteuerten Simulations-Engine simuliert werden.
A.4.4 Grafische Benutzerschnittstelle (GUI)
Sowohl Experimente mit den realen Robotern als auch Simulationen ko¨nnen mittels einer gra-
phischen Benutzerschnittstelle gesteuert und u¨berwacht werden. Ebenso ko¨nnen hier wahre
sowie gescha¨tzte Position und Ausrichtung der Roboter sowie weitere Aspekte der High-Level-
Steuerung dargestellt werden.
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Sensoreinsatzplanung
Im Folgenden wird ein einfaches heuristisches Verfahren zur Planung von Abstandsmessungen
vorgestellt, welches auch in [8] beschrieben wird. Dieses Verfahren, welches auch zur Sensorein-
satzplanung bei der Lokalisierung von Robotergruppen eingesetzt werden kann, findet in den
Experimenten, welche in Abschnitt 7.1.2 beschrieben werden, Anwendung.
Werden N Roboter eingesetzt, dann ergeben sich 1
2
·N · (N − 1) mo¨gliche Paarungen, zwischen
denen eine Abstandsmessung durchgefu¨hrt werden kann. Da zwischen Messungen eine recht gu-
te Positionsscha¨tzung mittels Koppelnavigation auf Basis von Odometriedaten erfolgen kann,
ist es wu¨nschenswert, die Anzahl an Messungen gering zu halten, um in realita¨tsnahen Sze-
narien den Bedarf an Energie und Rechenleistung zu reduzieren. Dies kann mittels Verfahren
zur Sensoreinsatzplanung geschehen, wobei im Folgenden eine zweischrittige Planungsstrategie
vorgestellt wird. Diese umfasst die Schritte:
1. Robotervorauswahl,
2. Auswahl eines Landmarkenroboters.
Bei der Robotervorauswahl werden diejenigen Roboter bestimmt, deren Positionsscha¨tzung am
unsichersten ist. Darauf werden im zweiten Schritt geeignete Messpartner als Landmarken be-
stimmt, so dass eine mo¨glichst starke Reduktion der Unsicherheiten in den Positionsscha¨tzungen
der vorausgewa¨hlten Roboter resultiert. Im Folgenden wird zur Vereinfachung der Darstellung
der Fall beschrieben, dass ein Roboter eine Messung zu einem Landmarkenroboter durchfu¨hrt.
Die Erweiterung auf mehrere Roboter bzw. mehrere Landmarkenroboter ist ohne Einschra¨nkung
direkt mo¨glich.
Da lediglich Abstandsmessungen vorgenommen werden, wird bei dem im Folgenden vorgestell-
ten Algorithmus lediglich der Positionsanteil des Zustandsvektors beru¨cksichtigt. Insbesondere
wird hier das erste Moment x˜k = E{[xk,yk]}T sowie das zweite zentrale Moment (Kovarianz)
C˜k des Zustands eines Roboters in diesem Subraum betrachtet.
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B.1 Robotervorauswahl
Bei der Robotervorauswahl wird zum einen bestimmt, ob eine Messung stattfinden soll, d. h.
no¨tig ist, und wenn ja, fu¨r welchen Roboter dies der Fall ist. Entweder kann eine Messung
eingeleitet werden, wenn fu¨r einen Roboter eine bestimmte oberer Schranke der Unsicherheit
u¨berschritten wird, oder es besteht die Mo¨glichkeit, nach einem bestimmten festen Zeitintervall
eine Messung einzuleiten. In beiden Fa¨llen muss jeweils der Roboter identifiziert werden, fu¨r
den eine Messung besonders notwendig bzw. gewinnbringend ist. Als Maß hierfu¨r kann das
zweite zentrale Moment der Positionsscha¨tzung eines Roboters i, also C˜
(i)
k verwendet werden,
welche ein Maß fu¨r die Positionsunsicherheit des Roboters darstellt. Der Roboter, fu¨r den die
Messung durchgefu¨hrt werden soll, kann dann mit
arg max
i
{
ψ(C˜
(i)
k )
}
bestimmt werden, wobei ψ(·) eine Funktion ist, welche C˜(i)k auf einen Skalar abbildet, welcher
die Unsicherheit der Kovarianzmatrix quantifiziert. Eine sinnvolle Wahl fu¨r ψ(·) ist z. B. die
Spur oder die Determinante. In den Experimenten in Abschnitt 7.2 wird die Spur verwendet,
welche proportional zum Umfang der Kovarianzellipse ist.
B.2 Auswahl eines Landmarkenroboters
Werden Abstandsmessungen durchgefu¨hrt, kann eine besonders starke Reduktion der Unsicher-
heit erreicht werden, wenn die Abstandsmessung vom vorausgewa¨hlten Roboter i zu einer
besonders geeigneten Landmarke durchgefu¨hrt wird. Um die Eignung einer Landmarke j zu
quantifizieren, kann die Mahalanobis-Distanz [ZSR02]
M(x˜
(i)
k , C˜
(i)
k , x˜
(j)
k ) = (x˜
(i)
k − x˜(j)k )
T
(
C˜
(i)
k
)−1
(x˜
(i)
k − x˜(j)k )
verwendet werden, wobei hier davon ausgegangen wird, dass die Position x˜
(j)
k der Landmar-
ke sicher bekannt ist. Durch eine Minimierung der Mahalanobis-Distanz werden Landmarken
entlang der la¨ngsten Achse der Kovarizanzellipse des Roboters favorisiert.
In dem hier betrachteten Fall fu¨hren zwei Aspekte dazu, dass die Mahalanobis-Distanz nicht
direkt verwendet werden kann:
i) Bei einer Abstandsmessung ist die Messgenauigkeit typischerweise nicht abstandsabha¨ngig.
ii) Andere Roboter werden als Landmarken verwendet. Somit handelt es sich bei der Postion
der Landmarken lediglich um eine unsicherheitsbehaftete Scha¨tzung.
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Um dies zu umgehen, kann die normalisierte beidseitige Mahalanobis-Distanz 1
M∗(x˜(i)k , C˜
(i)
k , x˜
(j)
k , C˜
(j)
k ) =
(x˜
(i)
k − x˜(j)k )
T
(
C˜
(i)
k
)−1
C˜
(j)
k (x˜
(i)
k − x˜(j)k )
(x˜
(i)
k − x˜(j)k )T(x˜(i)k − x˜(j)k )
(B.1)
verwendet werden, welche die folgenden wichtigen Vorteile bietet:
i) M∗(x˜(i)k , C˜
(i)
k , x˜
(j)
k , C˜
(j)
k ) ist durch den Nenner in (B.1) normalisiert und somit abstands-
invariant.
ii) Da die Unsicherheit des Landmarkenroboters C˜
(j)
k in der Berechnung beru¨cksichtigt wird,
werden lediglich Landmarken mit einer hohen Positionssicherheit in Richtung des Robo-
ters i verwendet.
Durch die Kombination der beiden Schritte kann eine effiziente Sensoreinsatzplanung fu¨r Ab-
standsmessungen durchgefu¨hrt werden, bei der zum einen sichergestellt ist, dass die Messung
zu einem Roboter mit einer besonders unsicheren Positionsscha¨tzung erfolgt, hier also ei-
ne Messung besonders notwendig ist, und zum anderen der Messpartner ein hohes Maß an
Informationsgewinn ermo¨glicht.
1 engl.: normalized mutual Mahalanobis distance
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ANHANG C
Berechnung stu¨ckweise polynomieller
Gu¨tefunktionen
Im Folgenden finden sich die Berechnungsvorschriften fu¨r stu¨ckweise definierte erwartungswert-
basierte polynomielle Gu¨tefunktionen bis fu¨nfter Ordnung bei Gauß’schen Zufallsvariablen. Zur
erho¨hten U¨bersichtlichkeit sind nur Monome angegeben und lediglich die unteren Integrations-
grenzen xmin sind endlich. Der allgemeine Fall ergibt sich direkt durch Linearkombination. Die
Erweiterung auf ho¨here Dimensionen ist in Abschnitt 4.2.2 beschrieben.∫ ∞
xmin
N (x− µ;σ2) dx = 1
2
(
1 + erf
(
µ−xmin√
2σ
))
∫ ∞
xmin
x · N (x− µ;σ2) dx = σ√
2pi
e−
(µ−xmin)2
2σ2 + µ
2
(
1 + erf
(
µ−xmin√
2σ
))
∫ ∞
xmin
x2 · N (x− µ;σ2) dx = σ(µ+xmin)√
2pi
e−
(µ−xmin)2
2σ2 + µ
2+σ2
2
(
1 + erf
(
µ−xmin√
2σ
))
∫ ∞
xmin
x3 · N (x−µ;σ2) dx = σ(µ2+2σ2+µxmin+x2min)√
2pi
e−
(µ−xmin)2
2σ2 + µ(µ
2+3σ2)
2
(
1 + erf
(
µ−xmin√
2σ
))
∫ ∞
xmin
x4 · N (x− µ;σ2) dx
=
σ(µ3+µ2 xmin+3σ
2 xmin+x
3
min+5µσ
2+µx2min)√
2pi
e−
(µ−xmin)2
2σ2 + µ
4+6µ2 σ2+3σ4
2
(
1 + erf
(
µ−xmin√
2σ
))
∫ ∞
xmin
x5 · N (x− µ;σ2) dx
=
σ(x4min+x
3
minµ+x
2
min(µ
2+4σ2)+xmin(µ
3+7µσ2)+µ4+9µ2 σ2+8σ4)√
2pi
e−
(µ−xmin)2
2σ2
+ µ(µ
4+10µ2 σ2+15σ4)
2
(
1 + erf
(
µ−xmin√
2σ
))
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ANHANG D
Erwartungswert einer gaußverteilten
Zufallsvariable transformiert mit sinc
In diesem Kapitel wird eine analytische Lo¨sung fu¨r die Erwartungswertberechnung einer gauß-
verteilten Zufallsvariable x mit Wahrscheinlichkeitsdichte
f(x) = N (x− µ;σ2) = 1
σ
√
2pi
exp
(
−1
2
(
x− µ
σ
)2)
,
welche mit einer sinc-Funktion (5.8) transformiert wird, beschrieben. Diese Herleitung ist analog
zu [4].
Fu¨r den Erwartungswert einer Zufallsvariable, welche mit einer Funktion g(x) transformiert
wird gilt hier
Ex{g(x)} =
∫ ∞
−∞
f(x) · g(x) dx .
Dies kann mittels des Parseval’schen Theorems ([AW05] p. 953)∫ ∞
−∞
f(x) · g∗(x) dx =
∫ ∞
−∞
F (f) ·G∗(f) df
berechnet werden, wobei (·)∗ die komplexe Konjugation bezeichnet und F (f) sowie G(f) die
Fouriertransformierten von f(x) bzw. g(x) sind. Fu¨r diese gilt
f(x) =
1
σ
√
2pi
exp
(
−1
2
(
x− µ
σ
)2)
csc
F (f) = e−2pi
2σ2f2 · e− j 2pifµ ,
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([Bra99]), wobei j =
√−1 die imagina¨re Einheit ist, und
g(x) = sinc(x/α)
csc
G(f) = α · rect1/α(f) =
1 falls |f | ≤ 12α0 sonst ,
wobei rect1/α(·) die Rechteckfunktion der Breite 1/α ist. Da g(x) und G(f) keinen imagina¨ren
Anteil haben gilt g∗(x) = g(x) sowie G∗(f) = G(f). Somit ergibt sich fu¨r den Erwartungswert
Ex{g(x)} =
∫ ∞
−∞
F (f) ·G(f) df
= α
∫ 1
2α
− 1
2α
exp
{−2(piσf)2 − j 2pifµ} df
Durch quadratische Erga¨nzung mit
(
jµ
2σ
)2
folgt dann
Ex{g(x)} = α
∫ 1
2α
− 1
2α
exp
{
− 2
((
piσf + j
µ
2σ
)2
+
( µ
2σ
)2)}
df .
Substitution mit
z =
√
2piσf + j
µ√
2σ
dz =
√
2piσ df
fu¨hrt zu
Ex{g(x)} = α√
2piσ
e−
µ2
2σ2 ·
∫ piσ√
2α
+j µ√
2σ
− piσ√
2α
+j µ√
2σ
e−z
2
dz . (*)
Um dieses Integral zu lo¨sen, wobei es sich um ein Integral von e−z
2
mit komplexwertigen
symmetrischen Grenzen −a+ j b und a+ j b handelt, wird das folgende Lemma beno¨tigt.
Lemma D.1
Fu¨r das Integral von e−z
2
mit komplexwertigen symmetrischen Grenzen −a+ j b und a+ j b gilt∫ a+j b
−a+j b
e−z
2
dz =
√
pi · Re {erf(a+ j b)} ,
wobei Re{·} den Realteil einer komplexen Zahl und erf(·) die Gauß’sche Fehlerfunktion bezeich-
net.
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Abbildung D.1: Erwartungswert einer sinc-transformierten gaußverteilten Zufallsvariable fu¨r verschiedene µ und
σ mit α = pi.
Beweis. ∫ a+j b
−a+j b
e−z
2
dz =
√
pi
2
(
erf(a+ j b)− erf(−a+ j b)
)
.
Mit den Symmetrieeigenschaften erf(−z) = − erf(z) (ungerade) und erf(z∗) = erf∗(z) [AS72]
ergibt sich ∫ a+j b
−a+j b
e−z
2
dz =
√
pi
2
(
erf(a+ j b) + erf(a− j b)
)
=
√
pi
2
(
erf(a+ j b)︸ ︷︷ ︸
=:c+j d
+ erf∗(a+ j b)
)
,
Substitution von c+ j d := erf(a+ j b) fu¨hrt zum Ergebnis
=
√
pi
2
(
(c+ j d) + (c− j d)
)
=
√
pi · c
=
√
pi · Re {erf(a+ j b)} .

Durch Einsetzten von Lemma D.1 in (*) folgt
Ex{g(x)} = α√
2piσ
e−
µ2
2σ2 ·Re
{
erf
(
piσ√
2α
+ j
µ√
2σ
)}
.
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In Abb. D.1 ist die sich ergebende Funktion fu¨r verschiedene µ und σ dargestellt. Fu¨r kleine
σ na¨hert sich die Funktion einer sinc-Funktion, fu¨r große σ einer Gaußdichte. Dies ist er-
wartungsgema¨ß, da sich die Gaußdichte fu¨r kleine σ einer Diracdistribution na¨hert und sich
somit das Integral, gema¨ß der Ausblendeigenschaft der Diracdistribution, einer sinc-Funktion
na¨hert. Fu¨r große σ ergibt sich der umgekehrte Effekt. Hier na¨hert sich die sinc-Funktion einer
Diracdistribution, sodass sich das Integral der Gaußdichte na¨hert.
Bemerkung D.1 Der Realteil der komplexen Fehlerfunktion kann effizient mit den Na¨herungen
(7.1.23) und (7.1.29) aus [AS72] approximiert werden. Indem der Gaußanteil exp{−µ2/(2σ2)}
direkt in der Approximation beru¨cksichtigt wird, kann die numerische Stabilita¨t deutlich erho¨ht
werden. Wu¨rde dies nicht geschehen, wu¨rden große Imagina¨rteile µ/(
√
2σ) des Arguments der
komplexen Fehlerfunktion zu sehr großen Werten der komplexen Fehlerfunktion fu¨hren.
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In dieser Arbeit werden neuartige Verfahren zur Regelung nichtline-
arer Systeme unter umfassender Berücksichtigung stochastischer 
Unsicherheiten vorgestellt. Zur Stellwertbestimmung werden Tech-
niken der modell-prädiktiven Regelung (MPC) verwendet. Hierbei 
wird das Systemverhalten stellgrößenabhängig innerhalb eines 
endlichen Horizontes prädiziert und mittels einer Gütefunktion be-
wertet. Im Falle nichtlinearer Systeme sowie nichtquadratischer 
Gütefunktionen hat sowohl das Systemrauschen als auch die Zu-
gänglichkeit der Zustandsgrößen einen erheblichen Einfluss auf 
die Wahl der optimalen Stellwerte. Das in dieser Arbeit vorgestellte 
Framework zur stochastischen nichtlinearen modell-prädiktiven Re-
gelung (SNMPC) berücksichtigt daher sowohl explizit den Einfluss 
des Systemrauschens als auch die Zugänglichkeit der Zustands-
größen. Die sich ergebenden nichtkonvexen stochastischen Opti-
mierungsprobleme sind im Allgemeinen nicht geschlossen lösbar. 
Um dennoch einen praktikablen Einsatz zu ermöglichen, stellt das 
Framework verschiedene Verfahren zur approximativen Lösung be-
reit. Hierzu werden Verfahren zur nichtlinearen stochastischen Zu-
standsschätzung mittels Approximation der Systemtransitionsdichte 
mit speziellen, auf verschiedenen Funktionsklassen beruhenden 
Modellierungen der Gütemaße kombiniert, was eine analytische 
Berechnung ermöglicht. Die vorgestellten SNMPC-Verfahren wer-
den anhand der Regelung miniaturisierter Laufroboter evaluiert.
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