A multivariate stochastic volatility model with the dynamic correlation and the cross leverage effect is described and its efficient estimation method using Markov chain Monte Carlo is proposed. The time-varying covariance matrices are guaranteed to be positive definite by using a matrix exponential transformation. Of particular interest is our approach for sampling a set of latent matrix logarithm variables from their conditional posterior distribution, where we construct the proposal density based on an approximating linear Gaussian state space model. The proposed model and its extended models with fat-tailed error distribution are applied to trivariate returns data (daily stocks, bonds, and exchange rates) of Japan. Further, a model comparison is conducted including constant correlation multivariate stochastic volatility models with leverage.
1 Introduction model with cross leverage effects and propose an efficient computational algorithm. This is a generalization of Ishihara and Omori (2012) who propose the following multivariate stochastic volatility (MSV) model with cross-asset leverage effect of the form y t = diag (exp(α 1t /2), . . . , exp(α pt /2)) ε t ,
(1)
where y t = (y 1t , . . . , y pt ) , α t = (α 1t , . . . , α pt ) , Φ = diag(φ 1 , . . . , φ p ) and N p (µ, Σ) denotes the p-dimensional normal distribution with mean µ and variance Σ. This is fairly general in the sense that there is no restriction imposed on the covariance matrix Σ, while, in the previous literature, various parameter restrictions are imposed (e.g. , Asai and McAleer (2009) , Chan, Kohn, and Kirby (2006) , and Daníelsson (1998)) to estimate parameters based on the Monte Carlo likelihood. We, further, model the dynamic covariance matrices (dynamic variances and correlations) using a matrix logarithm transformation. Since it is difficult to implement a maximum likelihood estimation for our proposed model without imposing restrictions on parameters, we take Bayesian approach and estimate posterior distributions of model parameters using Markov chain Monte Carlo (MCMC) method. The simple sampling algorithm for the latent covariance matrices is known to be inefficient as discussed in Ishihara and Omori (2012) . They showed that the single-move sampler which samples one volatility variable given others is highly inefficient and proposed the efficient multi-move sampler (block sampler) which divides the vector of all latent variables into blocks and samples one block given other blocks based on Omori and Watanabe (2008) . Thus we construct the multi-move sampler for our matrix exponential model and show that it is efficient in comparison with the alternative simple sampling algorithm.
The rest of the paper is organized as follows. In Section 2, we introduce an matrix exponential stochastic volatility model with cross leverage effects. Bayesian estimation method and the associated particle filter for calculating likelihood functions are described in Section 3. Section 4 shows the efficiency of our proposed algorithm using the simulated data, and, in Section 5, the empirical studies are given using the trivariate asset returns data (stock indices, bond indices and foreign exchange rates). We conduct a model selection among the proposed model, extended models with fat-tailed error distribution and some constant correlation multivariate SV models. Section 6 concludes the paper.
Matrix exponential stochastic volatility
This section proposes the matrix exponential stochastic volatility (MESV) model with cross leverage effects. The MESV model is based on the matrix exponential transformation as below. A matrix exponential is widely studied in the context of multidimensional differential equations and Lie algebra. The statistical applications of the matrix exponential transformation are given, for example, in Chiu, Leonard, and Tsui (1996) , and Kawakatsu (2006) . For any p × p matrix A, the matrix exponential is defined by the following power series expansion
where the series converges absolutely if all eigenvalues of A are finite. ( see e.g. Abadir and Magnus (2005) for various properties of the matrix exponential transformation). For any real symmetric positive definite matrix C, there exists a real symmetric p × p matrix A such that C = exp(A), and the matrix A is obtained by the matrix logarithm transformation.
Conversely, for any real symmetric matrix A, C = exp(A) is a symmetric positive definite matrix (Chiu, Leonard, and Tsui (1996) ). If A is a p × p real symmetric matrix, there exists a p × p orthogonal matrix U and a diagonal matrix Λ such that A = UΛU and
Now let y t = (y 1t , . . . , y pt ) denote the p-dimensional asset return vector at time t, and let H t denote the matrix logarithm of the variance-covariance matrix of y t . The MESV model with leverage effects is given by
where η t = vech(E t ), q = p(p + 1)/2, M = {µ ij }, andΦ = {φ ij } are p × p symmetric matrices of parameters, and denotes the Hadamard product. For the identifiability, we set the covariance matrix of ε t equal to I p .
If we let h t = vech(H t ) = (h 11,t , h 21,t , . . . , h p1,t , h 22,t . . . , h pp,t ) denote the stacked column vector of the lower triangle elements of the H t , then the "vech form" of (5) is given by
with µ = vech(M) = (µ 11 , µ 21 , . . . µ p1 , µ 22 , . . . , µ pp ) , Φ = diag(φ) (a diagonal matrix whose diagonal elements are equal to φ) and φ = vech(Φ) = (φ 11 , φ 21 , . . . φ p1 , φ 22 , . . . , φ pp ) . The number of parameters in the MESV model is q(q + 2p + 3)/2. The covariance matrix of the initial latent variable, Σ 0 , is assumed to satisfy a stationary condition such that
We let Σ ηη = {ρ ij,ηη σ i,ηη σ j,ηη }, and Σ εη = {ρ ij,εη σ j,ηη } where σ i,ηη is the standard deviation of η it and ρ ij,xy is the correlation coefficient between x it and y jt . Further, for convenience, we
. . . , E(p, 1) = p, E(2, 2) = p + 1,. . . , E(p, p) = p(p + 1)/2). Thus, Cov(ε lt , η kt ) = ρ lk,εη σ k,ηη
Remark. Due to the nonlinearity of the matrix exponential transformation, the interpretation of the (untransformed) parameters will depend on the dimension of y t . Thus, we consider estimates of transformed parameters to investigate the properties of interest, such as volatilities, correlations, principal components, and the news impact curve.
3 Bayesian estimation and associated particle filter
In this section, we describe an efficient Bayesian estimation method and an associated particle filter to compute the likelihood for the MESV model. Let θ = (φ, µ, Σ) and h = (h 1 , . . . , h n ) and Y n = (y 1 , . . . , y n ). Then the joint probability density function of Y n and h given θ for (4) and (8) is given by
Prior distributions
For prior distributions of (φ, µ), we assume
where B(a, b) denotes a beta distribution with parameters a and b. To define a prior distribution of Σ, we first denote
where Σ 11 , Σ 12 and Σ 22 are p × p, p × q and q × q matrices. Noting that Σ 11 = I p + Σ 12 Σ 22−1 Σ 21 , we assume the prior distributions such that
where W(n, R) denotes Wishart distribution with parameters n and R.
MCMC algorithm
Using Equations (9), (14), (15) and (16), we obtain the joint posterior density function of (θ, h) given by (17) where f N (·|µ, Σ) denotes a normal density with mean µ and covariance matrix Σ. To obtain the posterior quantities of the parameters θ and volatility variables {h t } n t=1 from the posterior distribution, we implement the MCMC algorithm in six blocks:
6. Go to Step 2.
Generation of h
As is often pointed out in the literature, it is important to sample the latent volatility variables {h t } n t=1 in an efficient way. The simple sample method, which samples one h t at a time given the other h s 's and parameters, is known to be inefficient, often producing highly autocorrelated MCMC samples. This is because the the estimates of autoregressive parameters φ i are often found to be very close to one in empirical studies. Thus, we propose the sampling method based on a multi-move sampler which samples a set of h t 's as one block at a time (see e.g. Shephard and Pitt (1997) , Omori (2004), Omori and Watanabe (2008) , Ishihara and Omori (2012) ). We first describe a simple algorithm which we call a single-move sampler as we use it as a benchmark to evaluate the estimation efficiencies of the multi-move algorithm.
Single-move sampler. Let
Then, the conditional posterior density of h t given {h s } s =t , Φ and Σ is
We generate a candidate h † t from h † t ∼ N q (γ t , Γ t ) and accept it with probability min exp{g(h † t ) − g(h t )}, 1 , t = 1, . . . , n.
Multi-move sampler. In this algorithm, we first divide h into several blocks, and samples one block at a time from its conditional posterior distribution given other blocks. Using the Taylor expansion of the logarithm of the conditional posterior density around the conditional posterior mode, we derive a candidate distribution as a posterior distribution for some linear Gaussian state space model to exploit various smoothing and simulation algorithms as in Omori and Watanabe (2008) .
To generate {h t } s+m t=s+1 given other h t 's, for example, we sample the normalized disturbances {x t } s+m−1 t=s instead of {h t } s+m t=s+1 since such a sampling method is known to reduce the MCMC sample autocorrelations where 
as follows:
1. First we setx t = x t (t = s, . . . , s + m − 1) where x t is a current sample.
Define d t ,
A t and B t as in Appendix A. Letd t ,Â t andB t denote the vector and
Letŷ
5. Implement the disturbance smoother (Koopman (1993) ) to obtain {x t } s+m−1 t=s , the mode of the conditional posterior density of {x t } s+m−1 t=s for the model (18) and (19).
If the the mode converges (however, usually several iterations will be sufficient to construct a proposal distribution), saveŷ t , Z t and G t . Otherwise, go to Step 2.
Then we apply the simulation smoother (e.g. de Jong and Shephard (1995) , Durbin and Koopman (2002) ) to generate a candidate {x † t } s+m−1 t=s from this state space model for Metropolis-Hastings algorithm. We accept a candidate with probability 
Generation of Σ
Since the p × p leading principal submatrix of Σ is an identity matrix, we first generate Σ 22 and then sample vec(Σ 21 ) conditional on Σ 22 , to conduct MH algorithm using the property of Wishart distribution (see, e.g., Theorem 3.3.9 of Gupta and Nagar (2000) ).
Let
. Using tr(AB) = vec(A ) vec(B) and vec(AXB) = (B ⊗ A)vec(X), for X(n × n), A(m × n) and B(n × m), the joint conditional posterior probability density of Σ 12 and Σ 22 is obtained as follows.
Thus, we generate a candidate Σ † in three steps.
and accept it with probability
Generation of (µ, φ)
Generation of µ. The conditional posterior distribution of µ is
Then the conditional posterior probability density function of φ is
A and denotes the Hadamard product. To sample φ from its conditional posterior distribution using MH algorithm, we generate a candidate from a truncated normal distribution over the region
Associated particle filter
We describe the associated auxiliary particle filter introduced by Pitt and Shephard (1999) for the MESV model to compute the log likelihood function. In Section 5, we use this algorithm to calculate DIC (deviance information criterion proposed by Spiegelhalter, Best, Carlin, and van der Linde (2002)). Let
We first construct an importance function to sample from the conditional joint distribution.
Letf (h t |Y t , θ) denote a discrete probability mass function approximating f (h t |Y t , θ) and
Then compute
and save
3. Set t ← t + 1. Go to Step 2.
Then, as I → ∞, we obtain n t=1 log w t p → n t=1 log f (y t |Y t−1 , θ).
Illustrative example with simulated data
This section shows the efficiency of our proposed method using a simulated data. To replicate the dynamics of the stock return series, we use the MESV model with
which are based on typical values in our empirical studies where E(1, 1) = 1, E(2, 1) = 2,
We generate n = 4, 000 observations with p = 3 and q = 6. Prior distributions are assumed to be as follows.
where Σ 22 * is a true covariance matrix satisfying E(Σ 22 ) = Σ 22 * . The mean and the standard deviation of the prior distribution of φ ii , j = 1, 2, 3 are set 0.86 and 0.11 respectively.
Using the multi-move (single-move) sampler, we draw 110,000 (550,000) posterior samples and discard the first 10,000 (50,000) samples as burn-in periods.
Parameter estimation. Tables 1, 2, and 3 show the estimation summaries for all parameters via the multi-move sampler. The posterior means and 95% credible intervals suggest that the estimates are sufficiently close to true values, which indicates that our proposed estimation algorithm works well. The inefficiency factors are also shown for the multi-move sampler and the single-move sampler.
The inefficiency factor is the ratio of the numerical variance of the estimate from the MCMC samples relative to that from hypothetical uncorrelated samples, and is defined as 1 + 2 ∞ s=1 ρ s where ρ s is the sample autocorrelation at lag s. It suggests the relative number of correlated draws necessary to attain the same variance of the posterior sample mean from the uncorrelated draws (see e.g. Chib (2001)). 
The inefficiency factors for the single-move sampler are about three times larger than those for the multi-move sampler. This implies that our proposed multi-move sampler is more efficient than the single-move sampler as we expected. 
For the MSV model, we assume prior distributions such that
Tables 4 zero. This implies the increase in the stock return at time t causes the high volatility in the bond return at time t + 1, but the fall of the bond return seems to have a limited impact on the stock return volatility. 
MESV model
Next, we estimate the MESV model assuming that prior distributions are
The mean and the standard deviation of the prior distribution of φ ij , i = j are set 0.5 and 0.5 respectively.
We draw 220,000 samples for the multi-move sampler discarding the first 20,000 samples as a burn-in-period. The number of blocks is set to 185 based on several trials. 
The estimation results are summarized in the Tables 6, 7 and 8. We notice that the parameters of the diagonal elements of H t (the 1st, 4th, and 6th elements of h t ) are similar to those of MSV models. The autoregressive parameters of log volatilities, (φ 11 , φ 22 , φ 33 ), are (0.968, 0.968, 0.953) while (φ 1 , φ 2 , φ 3 ) for MSV models are (0.965, 0.966, 0.948). The posterior means of (µ 11 , µ 22 , µ 33 ) are (0.286, −2.923, −0.929), while (log σ 2 1,εε , log σ 2 2,εε , log σ 2 3,εε ) evaluated at the posterior means in Table 5 are (0.385, −2.582, −0.825). Further, the estimates of standard deviations of the η it , (σ E (1,1) ,ηη , σ E(2,2),ηη , σ E (3,3) ,ηη ), are (0.176, 0.211, 0.204), while those of (σ 1,ηη , σ 2,ηη , σ 3,ηη ) are (0.191, 0.210, 0.225). Regarding the leverage effects, the estimates of (ρ 1E(1,1) ,εη , ρ 2E(2,2),εη , ρ 3E(3,3),εη ) are (−0.467, −0.109, −0.166), while (ρ 11,εη , ρ 22,εη , ρ 33,εη ) for the MSV models are (−0.445, −0.177, −0.167). Next, we investigate the posterior means of dynamic correlations among three returns as shown in Figure 3 . These correlations are computed using the MCMC samples of the covariance and the variances that are elements of exp(H t ) which is the matrix exponential transformation of the log volatility matrix H t . The correlations between the stock and the JGB returns largely fluctuate taking negative values where they drop to less than −0.86 in January 2008 during the downturn of the stock market. The correlations between the stock market and the exchange rate returns fluctuates around zero. It is noted that this takes negative values during Asian crisis period from July 1997 to August 1998. In this period, the yen kept weakening and Japanese stock prices dropped. The JGB returns and the exchange rate returns seem to have no correlation throughout the sample period. Jan. 1995 Feb. 1997 Apr. 1999 May. 2001 Jul. 2003 Sep. 2005 Oct. 2007 Dec . Feb. 1997 Apr. 1999 May. 2001 Jul. 2003 Sep. 2005 Oct. 2007 Dec Feb. 1997 Apr. 1999 May. 2001 Jul. 2003 Sep. 2005 Oct. 2007 Dec Using the diagonalization to calculate the matrix exponential, we calculate the principal
where ε * t := U t ε t ∼ N (0, I 3 ) , and we assume λ 1t ≥ λ 2t ≥ λ 3t . The i-th element of U t y t in (20) can be interpreted as the i-th principal component of the returns at time t. Moreover, the row vector of the loading matrix U t can be a interpreted as a weight vector for the portfolio which represents the stock market principal component. Top and middle panels of Figure 4 show time series plots of the principal components, U t y t , t = 1, . . . , n and their standard deviations. Jan.1995 Feb.1997 Apr.1999 May.2001 Jul.2003 Sep.2005 Oct.2007 Dec.2009 −10
Jan Feb.1997 Apr.1999 May.2001 Jul.2003 Sep.2005 Oct.2007 Dec.2009 2.5 5.0
Jan Feb.1997 Apr.1999 May.2001 Jul.2003 Sep.2005 Oct.2007 Dec Figure 4 shows the contribution ratio of each principal component, defined by = 1, . . . , n. The ratio of the first principal component (blue part) increases when one of three return series became more volatile. On the other hand, the contribution ratio of the second series (green part) decreases in those volatile periods. The third principal component (red part) has the ratio less than 10 % over almost all the sample period. This implies that most of the variation of the original three series can be explained by two principal components.
News impact curves. Finally, to show how the shocks in the returns at time t affect the volatilities at time t + 1, we describe the news impact curve following Engle and Ng (1993) .
Similar ideas for stochastic volatility models are discussed by Yu (2005) The left three panels in Figure 5 show the news impacts on the standard deviations of y t+1 caused by the elements, y 1t (red lines), y 2t (blue lines) and y 3t (black lines). The negative return on the i-th asset increases its own (i-th) future volatility, indicating the existence of leverage effects. The red lines in the middle and bottom left panels imply that the positive TOPIX return increases the future volatility of the JGB and the exchange rate returns. However, the impact of the TOPIX return on the exchange rate return volatility is smaller than that on the volatility of the JGB return. The positive shocks of the JGB return increase the future volatility of the exchange rate, while the negative shocks of the exchange rate return cause the higher future volatility of the JGB return. These results are generally consistent with those obtained with MSV model, taking account of the 95% credible intervals.
The right three panels in Figure 5 show the news impacts on the correlations among y 1,t+1 , y 2,t+1 and y 3,t+1 . The top right panel shows the impact on the correlation between the TOPIX and JGB returns. It is noted that the correlations are strongly affected by the exchange rate return but hardly affected by the TOPIX and the JGB returns. The black line in the middle right panel shows the impact on the correlation between the TOPIX and exchange rate returns caused by the shock of the exchange rate return. Interestingly, the sign of the correlation between the TOPIX and exchange rate returns strongly depends on the impact of the shock. More precisely, the large positive shock (greater than one) on the exchange rate return tends to produce the negative correlation between the TOPIX and exchange rate return, while the small or negative shock tends to produce the positive correlation. The sign of the correlation between the JGB and exchange rate returns also depends on the impacts of the shocks. However, we note that the impacts by shocks of the TOPIX and exchange rate returns are very small and the impacts by the JGB return shock have wide 95% intervals.
It is noted that the 95% intervals of the impact on the standard deviations and correlations looks very large and that some of them include the horizontal line (i.e. no leverage case). Thus, we calculate the posterior probability that the standard deviations and the correlations calculated from exp(H t+1 ) are larger than the posterior means of the standard deviations and the correlations from exp(M). It means that the news impacts are larger than the posterior means of them at y t = 0. Figure 6 
Extensions to fat-tailed error distributions and model comparison
Finally, we conduct a model comparison of the proposed MESV model with MSV models.
In addition to the MESV and MSV models with normal errors, we consider extended models with fat-tailed error distribution given by
where ξ t is a random variable which takes positive values and independent of e t . We consider two cases: (i) multivariate Student-t error with ξ −1 t ∼ G ν 2 , ν 2 and (ii) log-Gaussian scale mixture error with log ξ t ∼ N − δ 2 2 , δ 2 . The extensions to these models are straightforward and hence we omit details of MCMC algorithms (similar specifications and MCMC sampling are also discussed in the Omori, Chib, Shephard, and Nakajima (2007) for univariate SV models, and Ishihara and Omori (2012) for MSV models). Thus, we consider the following six models:
• MSV-n model: MSV model with normal error distribution.
• MSV-t model: MSV model with multivariate Student-t error distribution.
• MSV-g model: MSV model with log-Gaussian scale mixture error distribution.
• MESV-n model: MESV model with normal error distribution.
• MESV-t model: MESV model with multivariate Student-t error distribution.
• MESV-g model: MESV model with log-Gaussian scale mixture error distribution.
We assume the prior distributions ν ∼ G(0.001, 0.001) and δ 2 ∼ G(1, 1) respectively.
The estimation results for ν and δ 2 are summarized in Table 9 . The posterior means of ν for the MSV and MESV models are small, suggesting fat-tailed error distributions. The estimate of ν (δ 2 ) for the MSV model is smaller (larger) than that of the MESV model, probably because the MSV model fails to capture the dynamics of time-varying correlations.
Other parameter estimates are similar to those of models with normal error and hence are omitted. We compute the DIC (deviance information criterion) for the model comparison defined by
where C y is a constant term which depends only on the dataset Y n . Since it cancels out in all calculations that compare different models, we set C y = 0 for convenience. To estimate E θ|Y n [D(θ)], we use a sample analogue 1 M M m=1 D(θ (m) ), where we set M = 100, and θ (m) s are resampled from the posterior samples generated by the MCMC method. To calculate D(E "|Y n [θ]), which equals to D(θ) evaluated at the posterior mean, we implement an auxiliary particle filter to compute the log-likelihood ordinate log f (Y n |θ), where we set the number of particles I = 10, 000 for the MSV and the MESV models. We repeat this procedure ten times to obtain the numerical standard error. 
Conclusion
In this paper, we extend the MSV model to allow the time-varying correlations and propose an efficient MCMC algorithm using a multi-move sampler. To sample a block of state vectors, we construct a proposal density using the normal approximation via a Taylor expansion of the logarithm of the target posterior density for the MH algorithm where the expectations of Hessian matrices are derived analytically. Moreover, to calculate the loglikelihood, we describe an auxiliary particle filter. An empirical analysis is presented using three returns of the TOPIX, the Japanese bond price index and the Yen/USD exchange rate. The correlation between returns of the TOPIX and the Japanese bond index is found to be time-varying. In contrast, the correlation between returns of the Japanese bond price index and the Yen/USD exchange rate is shown to be stable and less volatile. The positive cross leverage effects from the TOPIX on the Japanese bond price index is also found. 
Consider the approximation via the second order Taylor expansion around the x t =x t (t = s, . . . , s + m − 1), and replace the Hessian matrices by the negative of information matrices to obtain
where d t = ∂L/∂α t ,
andd t ,Â t ,B t are those evaluated atα t . The expectations are taken with respect to y t given parameters and other latent variables.
A.1 Derivation of d t , A t and B t
Summary of matrix differentiation
We first summarize definitions for the first and second derivatives of a matrix and some results (Magnus and Neudecker (1999) , and Magnus and Abadir (2007) ). Let F be a twice differentiable m×p matrix function of an n×q matrix X. Then the first derivative (Jacobian matrix) of F at X is defined by the mp × nq matrix
where vec(·) is a vectorizing operator, and the second derivative (Hessian matrix) of F at X is defined by the mnpq × nq matrix HF (X) = D (DF (X)) = ∂ ∂(vec(X)) vec ∂vec(F (X)) ∂(vec(X)) .
Chain rule: Let S a subset of R n×q , and assume that F : S → R m×p is differentiable at an interior point C of S. Let T be a subset of R m×p such that F (X) ∈ T for all X ∈ S, and assume that G : T → R r×s is differentiable at an interior point B = F (C) of T . Then the composite function H : S → R r×s defined by H(X) = G(F (X)) is differentiable at C, and DH(X) = (DG(F (X)))(DF (X)) = ∂vec(G(F (X))) ∂(vec(F (X))) ∂vec(F (X)) ∂(vec(X)) .
Product rule: Let S a subset of R n×q , and assume that F : S → R m×p and G : S → R p×r are differentiable at an interior point C of S. Then
.
(29)
Derivation of d t
Let F t = − 1 2 H t and z t = exp(F t )y t . The logarithm of the conditional probability density of y t given h t excluding the constant term is
Further, let D p denote a p 2 ×q duplication matrix (whose elements are 0 or 1) such that vec(A) = D p vech(A) for a symmetric matrix A. Then
where we used the chain rule and D p vec(A) = vech(A + A − (A I p )) for a p × p matrix A in (30) (e.g. Magnus and Neudecker (1999) , Magnus (1988) ). Further, define
using the product rule and let
Using (30) -(33) and ∂x Ax/∂x = 2x A for a p × p symmetric matrix A and a p × 1 vector x, we obtain
Although Q t involves an infinite series of matrices, its computation is easy as shown in Appendix A.2.
Derivation of A t
By (31)-(34) and Q t (z t ⊗ I p ) = V t (y t ⊗ I p ),
where
Using a product rule and ∂vec(F t )/∂α t = − 1 2 D p , we obtain
where W t = ∂vec(V t )/∂vec(F t ) . Since
Equation (35) reduces to
where D p P t = D p vec(exp(−F t )) ⊗ I p 2 W t . The computation of P t as well as Q t is discussed in Appendix A.2.
Derivation of B t
By (31), (33) and (34), . . . , n. (39) A.2 Computation of P t and Q t
(1) Q t
Since F t is a symmetric matrix, there exists a p × p orthogonal matrix U t such that
where Λ t = diag(λ 1t , λ 2t , . . . , λ pt ) and λ 1t ≥ λ 2t ≥ . . . ≥ λ pt are the ordered eigenvalues of F t . Then
The second factor in (40) is a diagonal matrix with its (k, k)-th element given by where a = (k − 1)/p + 1 and b = k − p (k − 1)/p , and x denotes the integer part of x.
Note that λ at = λ bt for k = (i − 1)p + i (i = 1, . . . , p).
(2) P t Let K mn denote a mn × mn 0-1 matrix called a commutation matrix such that vec(A ) = K mn vec(A) holds for a m × n matrix A (see Chapter 3 of Magnus and Neudecker (1999) ). where A, B, X are m × n, p × q, n × p matrices respectively, we compute
and, using the product rule,
and vec(exp(−F t )) ⊗ I p 2 (I p ⊗ K pp ⊗ I p ) vec(F i−j t ) ⊗ I p 2
by using K nn (BA ⊗ I n ) = (vec(A) ⊗ I n 2 )(I n ⊗ K nn ⊗ I n )(I n 2 ⊗ vec(B)),
(BA ⊗ I n ) = (vec(A) ⊗ I n 2 )(I n ⊗ K nn ⊗ I n )(vec(B) ⊗ I n 2 ),
where A, B are m × n, p × q matrices (e.g. Theorem 4.4 of Rogers (1980) on p. 23). Thus,
and we obtain
The second factor in (43) is a diagonal matrix with its (k, k)-th element given by where a = (k − 1)/p + 1 and b = k − p (k − 1)/p .
