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mains invariant under each permutation of x, y, z. In general, the free nonassocia-
tive algebra in a variety is difficult to describe. We show this is not the case for free
assosymmetric algebras having characteristic /2, 3. We exhibit a natural basis,
describe how basis elements are multiplied and show how arbitrary elements can
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w xand the commutator x, y denotes xy y yx. A ring R is assosymmetric if it
satisfies
x , y , z s y , z , x , 1 .  .  .
x , y , z s y , x , z , 2 .  .  .
 .  .for all x, y, z g R. Note that 1 and 2 are equivalent to the condition
 .   .  .  ..x, y, z s p x , p y , p z for all permutations p on x, y, z. This class
w xof rings was introduced by Kleinfeld 4 in which he proved that semi-prime
w xassosymmetric rings having characteristic /2, 3 are associative. In 5
Pokrass and Rodabaugh showed that under the same characteristic restric-
tions, solvable assosymmetric rings are nilpotent. Recently, Boers obtained
w xmany interesting properties for these rings 1 .
In studying a variety of algebras, the so-called free algebra plays an
important role. Identities for the variety correspond to identities in the
 w x. free algebra see Zhevlakov 6 . Except in a few simple cases such as
.associative algebras or associative]commutative algebras , the structure of
the free nonassociative algebra in a variety is difficult to determine.
w xIndeed, Grishin 2 observes that a construction of a basis for the free
algebra ``often meets with serious obstacles,'' and he suggests making
asymptotic estimates for the dimensions of certain subspaces. One notable
w xexception occurs in the case of Lie algebras in which Hall 3 discovered a
natural basis. The purpose of this paper is to exhibit a natural basis for free
assosymmetric algebras, to describe how basis elements are multiplied, and to
show how arbitrary elements can be expressed relati¨ e to this basis.
Let F be a field of characteristic /2, 3, S a nonempty set of generators,
w xand F S the free nonassociative algebra over F generated by S. We
w x w xdenote the set of words in F S by W. Let A be the T-ideal in F S
 .  .determined by identities 1 and 2 . The free assosymmetric algebra o¨er F
w xis defined as F S rA.
A word w g W is called right-tapped if w g S or w s w a, where a g S1
w xand w is right-tapped. If x s x ??? x is a string of generators, we use x1 1 n
to denote the right-tapped word
??? x x x ??? x . . . .1 2 3 n
w xSometimes we simply write x instead of x . We assume F is some
arbitrary total order on S. We call
a a ??? a ??? b , b , b , b , . . . , b ??? 3 . . / /i i i j j j j j1 2 m 1 2 3 4 n
an ordered expression, provided the arguments are generators and they are
ordered as follows: a F a F ??? F a and b F b F ??? F b . Eachi i i j j j1 2 m 1 2 n
HENTZEL, JACOBS, AND PERESI308
ordered expression contains one associator that might be nested in a
sequence of commutators which in turn might be multiplied on the left by
a sequence of generators. Finally, a standard polynomial is either a
right-tapped word or an ordered expression. The main result of this paper
is
THEOREM 1. For F a field ha¨ing characteristic /2, 3 and S a nonempty
set of generators, the set of standard polynomials o¨er S forms a basis for the
free assosymmetric algebra o¨er F generated by S.
2. PRELIMINARY NOTATION AND IDENTITIES
Throughout this paper, we write x ' y to mean x ' y mod A. From
w xhere on, P denotes the set of standard polynomials in F S . For w g W,
< <  .we often write w to denote its degree. In any ring R, I s R, R, R q
 .R, R, R R is the ideal generated by associators. The following properties
are known to hold for any assosymmetric ring R having characteristic
 w x./2, 3 see Kleinfeld 4 :
xy , z , w s y x , z , w q y , z , w x , 4 .  .  .  .
w xx , y , z , w s 0, 5 . .
I , R , R s R , I , R s R , R , I s 0, 6 .  .  .  .
I 2 s 0. 7 .
 . w x w xFrom property 5 it is easy to see that J s R, R q R, R R forms an
 w  .x.ideal. Also it follows that see Boers 1, Theorems 11, 24, Eq. vii
IJ s JI s 0, 8 .
w x w x w xx , y , z q y , z , x q z , x , y s 0, 9 .
x , y , z , t s y , z , t , x . 10 .  .  .
ww w . x x xLEMMA 1. The expression ??? a , a , a , a , . . . , a is in¨ariant,1 2 3 4 n
modulo A, under all permutations of the arguments.
Proof. It suffices to show that a and a can always be exchanged.i iq1
When i F 2, then both a and a are inside the associator, and thisi iq1
 .  .  .  .follows from 1 and 2 . When i s 3, this follows from 1 and 10 . When
 .i G 4, both arguments are outside the associator. Using 9 we may write
w x w x??? x , a , a ??? ' y ??? a , a , x ???i iq1 i iq1
w xy ??? a , x , a ??? ,iq1 i
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 .where x g I. By 8 , the middle expression is zero, and we have
w x w x??? x , a , a ??? ' ??? x , a , a ??? .i iq1 iq1 i
   . ..LEMMA 2. If x g I, the expression a a a ??? a x ??? is in¨ariant,1 2 3 n
modulo A, under all permutations of the a 's.i
 .  .  .  .Proof. From R, R, I s 0 s JI, a a x ' a a x s a a x q1 2 1 2 2 1
w x  .  .a , a x ' a a x ' a a x . Since I is an ideal, this argument can be1 2 2 1 2 1
applied to any two adjacent a 's.i
   . ..LEMMA 3. If x g I and w g W, we can write wx ' a a a ??? a x ??? ,1 2 3 n
where the a 's are generators.i
 .Proof. This follows from R, R, I s 0.
 .  :The ordered expression 3 is denoted by u, ¨ , where u s a ??? ai i1 m
 .and ¨ s b ??? b . In the absence of a 's we set u s 1. Note that j G 3,j j i n1 n
 .while i G 0. Also note by 6 all ordered expressions lie in the nucleus.m
 :Sometimes we write u, ¨ when the strings u or ¨ are not ordered. Here
we mean the resulting ordered expression obtained by ordering the strings.
 :Also, we sometimes will write u, ¨ when u or ¨ are members of W. Here
we mean the ordered expression obtained with the sequence of generators
from u and ¨.
< <  :LEMMA 4. For any word w with w G 2 and ordered expression u, ¨ ,
 :  : .we can write u, ¨ w ' u, ¨ z a, where a is a generator and where za and
w ha¨e the same type.
 .Proof. This follows by using 6 .
 :  :  :LEMMA 5. For any word w and u, ¨ , we ha¨e w u, ¨ ' wu, ¨ .
 :Proof. This follows by letting x s u, ¨ in Lemma 3, and then using
Lemma 2 to rearrange all the left taps.
 :LEMMA 6. For any generator a, and u, ¨ g W, we ha¨e u, ¨a '
w : xu, ¨ , a .
Proof. Lemma 1 implies that
 :  :w x1, ¨a ' 1, ¨ , a . 11 .
 .  .  .  .Using Lemma 5, 11 , 6 , 6 , and 8 , the definition of the commutator,
and then Lemma 5 we obtain
 :  :  :  :  :w xu , ¨a ' u 1, ¨a ' u 1, ¨ , a ' u 1, ¨ ? a y ua ? 1, ¨
 :  :' u 1, ¨ ? a y a ? u 1, ¨
 :  :w x w xs u 1, ¨ , a ' u , ¨ , a ,
and this completes the proof.
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We now introduce a notation used from here on. Let w s a a ??? a be1 2 n
 4  4a string of generators, and let X s j , j , . . . , j : 1, . . . , n , where j -1 2 k 1
j - ??? - j . Then we define the string2 k
w s a a ??? a .X j j j1 2 k
Note that if w has repeated letters then distinct subsets can produce
identical strings. If w is a nonassociative word, then we regard it as the
string obtained by removing the parentheses. In much of the remaining
paper, we will need to construct ordered expressions of the form
 :  4uw , ¨w , where X 9 s 1, . . . , n y X. Sometimes we will need to formX X 9
 :uw , ¨w , X X 9
 4X: 1, . . . , n
where the sum is taken over all 2 n subsets. This notation is somewhat
awkward, so we will write, instead,
 :uw , ¨w . 1 2
wsw w1 2
Occasionally, we may place conditions such as requiring the second subset
to have a certain cardinality, as in
 :uw , ¨w . 1 2
wsw w1 2
< <w G12
 :LEMMA 7. For any ordered expression u, ¨ and word w g W, we ha¨e
 :  :u , ¨ w ' uw , ¨w . 1 2
wsw w1 2
< < < <Proof. We induct on w . When w s 1, w s a g S and we have by
Lemmas 5 and 6
 :  :  :  :  :w xu , ¨ a s a u , ¨ q u , ¨ , a ' au, ¨ q u , ¨a .
< <  :  :Now, we assume that w G 2 and use Lemma 4 to write u, ¨ w ' u, ¨ s
? a, for a generator a. Applying the induction assumption on s, and then on
a we get
 :  :u , ¨ s ? a ' us , ¨s a 1 2
sss s1 2
 :  :' us a, ¨s q us , ¨s a 4 1 2 1 2
sss s1 2
 :s uw , ¨w . 1 2
wsw w1 2
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3. PROOF OF THEOREM
 w x. We use a general method given by Hall in 3 to show that P s p q
4  :A N p g P forms a basis for the free assosymmetric algebra. Letting P
w xdenote the subspace in F S spanned by P, we will exhibit a linear
function
 :w xf : F S ª P
such that
 .  . w x1 f w ' w, for all w g F S ,
 .  .2 f a s 0, for all a g A,
 .  .3 f p s p, for all p g P,
 . w x4 the elements of P are linearly independent in F S .
These properties guarantee that P is a basis. Property 1 implies that P
w xspans F S rA. Linear independence follows from properties 2, 3, 4, and
the linearity of f.
w xLEMMA 8. The elements of P are linearly independent in F S .
Proof. It suffices to show that for any nonempty finite set X ; P, there
exists some p g X containing a word w not contained in any other
members of X. Every standard polynomial is homogeneous, so we may
assume all members of X have the same degree and type. If X contains
only right-tapped words this is obvious, so suppose X contains at least one
 : < <ordered expression. Choose u, ¨ g X for which ¨ is maximal, where
 :u s u ??? u and ¨ s ¨ ??? ¨ . Now let w be the word in u, ¨ , where1 k 1 j
w s u ??? u ??? ¨ ¨ ¨ ¨ ??? ¨ ??? . . . . .1 k 1 2 3 4 j
Clearly w cannot equal any right-tapped word because it contains the
 .  :subword ¨ ¨ ¨ . So consider any ordered expression y, x g X differ-1 2 3
 :ent from u, ¨ , and we must show it does not contain w. We know by the
 : < < < < < < < <choice of u, ¨ that ¨ G x , and so u F y . We may assume that j ) 3,
for otherwise all ordered expressions in X are ``left-tapped'' associators,
each a different permutation of the letters. By this assumption, w has
 :exactly k ``taps'' of generators on the left, and any word in y, x in which
< <y ) k must have more than k left taps. Thus the proof reduces to
 : < < < < < < < <considering ordered expressions y, x , where ¨ s x and u s y . But it
 :is easily seen that if y, x contains w then we must have u s y. But, by
our assumption that members of X have the same type, this implies ¨ s x,
 :  :forcing y, x s u, ¨ , a contradiction, and completing the proof.
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For two standard polynomials p and p , we now define an important1 2
 :operation denoted by p ( p . The product p ( p is a member of P ,1 2 1 2
where
 .  :  :i u , ¨ ( u , ¨ s 01 1 2 2
 . w x  :  :ii x ( u, ¨ s xu, ¨
 .  : w x  :iii u, ¨ ( x s  ux , ¨xxsx x 1 21 2
 .iv





w x w xThe last rule requires some explanation. When x and y are right-tapped
w x w xwords, as the formula states, x ( y is a right-tapped word with a linear
combination of ordered expressions. These ordered expressions are formed
 .by partitioning the index sets of x and y into x x and into y y in all1 2 1 2
< < < < < <the ways where x G 1 and y G 2. Note that the coefficient is y y 1.2 2 2
< < w x w xIf y s 1, this linear combination is empty and x ( y is just the right-
w xtapped word xy .
Since the standard polynomials are linearly independent elements in
w x  :  :  :F S , we may extend ( to a well-defined map from P = P ª P ,
 : . w xmaking P , q, ( a nonassociative algebra. Since F S is the free
nonassociative algebra, the map a ª a, ;a g S extends to an onto homo-
morphism
 :w xf : F S ª P , q, ( . .
 :  .8  .  .For x, y, z g P , we define x, y, z s x( y ( z y x( y( z .
 .LEMMA 9. For any p g P, f p s p.
w x < <Proof. Case 1. p s x is a right-tapped word. We induct on x . If
< <  . w xx s 1, then p g S and by definition, f p s p. If p s x a then
w x w xf p s f x a s f x ( f a , since f is a homomorphism, .  . .  .
w xs x ( a, by the induction assumption,
w xs x a, by part iv of the definition of (. .
 :Case 2. p is the ordered expression 1, y . First, assume y s abc.
Using the fact that f is a homomorphism that fixes the generators we get
 .  :.  ..   .  .  ..8  .8f p s f 1, abc s f a, b, c s f a , f b , f c s a, b, c s
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 .  .  .a( b (c y a( b(c . Now using part iv of the definition of (, this
w x w x w x w x  :becomes ab (c y a( bc s abc y abc q 1, abc s p. Now inducting
< <on y , let y s xa, where a g S. Then
 :f 1, xa .
 :w xs f 1, x , a , by definition of ordered expression .
 :  :s f 1, x ( f a y f a ( f 1, x , since f is a homomorphism .  .  .  .
 :  :s 1, x ( a y a( 1, x , by the induction assumption
 :  :  :s a, x q 1, xa y a, x , by parts ii and iii of ( .  .
 :s 1, xa .
 :Case 3. p is the ordered expression a ??? a , x . Then1 n
 :f a ??? a , x .1 n
 :s f a a ??? a 1, x ??? , by definition of ordered expression . . . .1 2 n
 :s f a ( f a ( ??? f a ( f 1, x ??? , by homomorphism .  .  .  . . . .1 2 n
 :s a ( a ( ??? a ( 1, x ??? , by Case 2 . . .1 2 n
 :s a ??? a , x , using property ii of (. .1 n
w x w x w xLEMMA 10. Let a , b , c be right-tapped words. Then
8  :w x w x w xa , b , c s a b c , a b c . 12 . .  1 1 1 2 2 2
< <asa a , a G11 2 2
< <bsb b , b G11 2 2
< <csc c , c G11 2 2
w x w x. w xProof. Expanding a ( b ( c we get
< <  :w x w xab y b y 1 a b , a b ( c . 2 1 1 2 2
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w x w x w x.Next, expanding a ( b ( c we get
< <  :w x w xa ( bc y c y 1 b c , b c . 2 1 1 2 2














w x w x. w xWe must show the difference of the expressions for a ( b ( c and
w x w x w x.  .a ( b ( c is 12 . Note that partitioning ab into r and r can be1 2
thought of as partitioning a and b into a a and b b with a b s r and1 2 1 2 1 1 1
< < < < < <a b s r . The condition r G 1 then becomes a q b G 1. Similarly,2 2 2 2 2 2
partitioning bc into s s induces a partition of b and c into b b and c c1 2 1 2 1 2
< < < < < <with b c s s and b c s s . The condition s G 2 becomes b q c1 1 1 2 2 2 2 2 2
G 2. Thus each of the sums involve partitioning a a s a, b b s b,1 2 1 2
c c s c. We have four sums, I, II, III, IV, with coefficients1 2
< < < < < < < < < <y c y 1 , y b y 1 , q b q c y 1 , q c y 1 , 4  4  4  42 2 2 2 2
where
< < < < < < < < < <a q b G 1, a G 1, a G 1, b G 1,2 2 2 2 2
< < < < < < < < < <c G 2, b G 2, b q c G 2, c G 2,2 2 2 2 2
< <a s 0.2
 : < <We will examine the coefficient of each a b c , a b c . If a s 0 then1 1 1 2 2 2 2
only sums I and IV are operative, and they cancel. Similarly, the coeffi-
< < < <cient is zero whenever b s 0 or c s 0. We now consider the cases2 2
< < < < < <when a , b , c G 1. Then IV can be ignored. Furthermore the con-2 2 2
< < < <straints c G 2 and b G 2 can be ignored because the coefficient is 02 2
 :when the length is 1. The coefficient of a b c , a b c is always1 1 1 2 2 2
< < < < < < < <y c y 1 y b y 1 q b q c y 1 s 1, .  .  .2 2 2 2
 .as it is in 12 .
 .LEMMA 11. For any a g A, f a s 0.
 : .Proof. We first show P , q, ( is an assosymmetric algebra. The
 : .  .  .  .ordered expressions span a trivial ideal of P , q, ( by i , ii , and iii .
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Therefore, any associator with two or more ordered expressions evaluates
 : w x w x.8to zero. We now show that u, ¨ , w , x is zero. We have
 :  :w x w x w x w xu , ¨ ( w ( x y u , ¨ ( w ( x .  .
 :  :w x w xs uw , ¨w ( x y u , ¨ ( wx 1 2
wsw w1 2
 :  :s uw x , ¨w x y ur , ¨r 1 1 2 2 1 2
wsw w wxsr r1 2 1 2
xsx x1 2
w x w x  :.8and the last line is zero. Using similar arguments, w , x , u, ¨ s 0
w x  : w x.8and w , u, ¨ , x s 0. We conclude that the ordered expressions are in
 : . w x w x w x.8the nucleus of P , q, ( . Furthermore, by Lemma 10, x , y , z is
w x w x w x  : .independent of the positions of x , y , z . Thus P , q, ( is assosym-
metric. Finally, since
 : w xP , q, ( ( F S rker f , .  .
 .it follows that the T-ideal A : ker f .
LEMMA 12. Let x and y be right-tapped words, and let a g S. Then
 :x , y , a ' x y , x y a . 13 .  . 1 1 2 2
< <xsx x , x G11 2 2
< <ysy y , y G11 2 2
 . < <Proof. First we show that 13 holds when y s 1, by inducting on
< <n s x , the case for n s 1 being straightforward. Making the induction
 .  .assumption, we may write x s x9b, b g S. Then using 5 , 4 , the induc-
tion assumption, Lemma 5, and Lemma 7, we obtain
x , y , a s x9b , y , a ' bx9, y , a ' x9 b , y , a q x9, y , a b .  .  .  .  .
 :  :' x9 1, bya q r , r ya b 1 2
x9sr r1 2
< <r G12
 :  :' x9, bya q r , r ya b 1 2
x9sr r1 2
< <r G12
 :  :' x9, bya q r b , r ya 1 2
x9sr r1 2
< <r G12
 :q r , r yab 1 2
x9sr r1 2
< <r G12
 :s x , x ya . 1 2
xsx x1 2
< <x G12
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 . < <Now let us fix y in 13 and induct on n s x . The case n s 1 was
 .  .  .established above since x, y, a ' y, x, a by 2 . Write x s x9b, b g S.
< < < <  .  .  .  .Since x9 - x , we have x, y, a s x9b, y, a ' b x9, y, a q b, y, a x9
and this is
 :b r y , r y a 1 1 2 2
< <x 9sr r , r G11 2 2
< <ysy y , y G11 2 2
 :q y , by a x9 1 2
< <ysy y , y G11 2 2
 :' br y , r y a 1 1 2 2
< <x 9sr r , r G11 2 2
< <ysy y , y G11 2 2
 :q r y , by ar 1 1 2 2
< <ysy y , y G11 2 2
x9sr r ,1 2
by using the induction assumption and then Lemmas 5 and 7. The last two
 .summands are equal to the right side of 13 .
 :LEMMA 13. For any p and p in P , we ha¨e p ( p ' p p .1 2 1 2 1 2
Proof. It suffices to consider when p and p are standard polynomi-1 2
als. There are four cases.
Case 1. p and p are both ordered expressions. Then p ( p s 0 by1 2 1 2
 .definition and p p ' 0 by 7 .1 2
w x  :Case 2. p s x is a right-tapped word and p s u, ¨ is an1 2
w x  :  :ordered expression. Then p ( p s x ( u, ¨ s xu, ¨ . On the other1 2
 :hand, p p s x u, ¨ . These are equivalent by Lemma 5.1 2
 : w xCase 3. p s u, ¨ is an ordered expression and p s x is a1 2
 .right-tapped word. Then p ( p ' p p by Lemma 7 and iii .1 2 1 2
Case 4. p and p are both right-tapped words. We induct on1 2
< <n s p . If n s 1 then p s a and we obtain p ( p s p p . Let us2 2 1 2 1 2
w x w xassume the induction hypothesis, and let p s x and p s ya , where1 2
a g S. We have
< <  :w xp ( p s xya y r y 1 x r , x r . .1 2 2 1 1 2 2
< <xsx x , x G11 2 2
< <yasr r , r G21 2 2
FREE ASSOSYMMETRIC ALGEBRAS 317
On the other hand,
p p s x ya s y x , y , a q xy a .  .  .1 2
< <  :w x' y x , y , a q xya y y y 1 x y , x y a, .  . 2 1 1 2 2
< <xsx x , x G11 2 2
< <ysy y , y G21 2 2
 .  .since xy a ' x( y a by the induction hypothesis. Thus to conclude that
p ( p ' p p we must show that1 2 1 2
< <  :x , y , a ' r y 1 x r , x r .  . 2 1 1 2 2
< <xsx x , x G11 2 2
< <yasr r , r G21 2 2
< <  :y y y 1 x y , x y a. . 2 1 1 2 2
< <xsx x , x G11 2 2
< <ysy y , y G21 2 2
Now, by Lemma 7, the right-hand side of this last equivalence is
< <  :r y 1 x r , x r . 2 1 1 2 2
< <xsx x , x G11 2 2
< <yasr r , r G21 2 2
< <  :  :y y y 1 x y a, x y q x y , x y a .  . 2 1 1 2 2 1 1 2 2
< <xsx x , x G11 2 2
< <ysy y , y G21 2 2
and this simplifies to
 :x y , x y a 1 1 2 2
< <xsx x , x G11 2 2
< <ysy y , y G11 2 2
 .which is equivalent to x, y, a by Lemma 12.
w x  .LEMMA 14. For any w g F S , we ha¨e f w ' w.
< <Proof. Since f is linear we can assume w g W. We induct on w , the
< <  .case being trivial when w s 1 since f w s w. Assuming the equivalence
 . .for words of lesser degree, we write w s w w , and1 2
f w s f w ( f w , by definition of f .  .  .1 2
' f w f w , by Lemma 13 .  .1 2
' w w , by induction assumption1 2
s w ,
completing the induction.
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Lemma 14, Lemma 11, Lemma 9, and Lemma 8 now guarantee proper-
ties 1]4, respectively, discussed at the beginning of Section 3, thereby
establishing Theorem 1. Finally, we observe that, by Lemma 13, our
operation ( gives the product of any two standard polynomials in the free
assosymmetric algebra.
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