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Abstract
We introduce stability categories for diagram algebras—analogues to Randal-Williams and
Wahl’s homogeneous categories. We use these to study representation stability properties of the
Temperley–Lieb algebras, the Brauer algebras, and the partition algebras.
1 Introduction
Representation stability is the study of sequences of representations. In the past, these were
group representation of sequences of groups first and foremost the symmetric groups studied orig-
inally by Church–Ellenberg–Farb [CEF15]. A variety of different sequences of groups followed,
see for example [Wil12, PS14, Pat18, Har]. The technique is always to construct a suitable cate-
gory that describes the action of the groups and the interactions between them, and then study
the representations over such category. Many of these constructions fit into common frameworks
as those by Randal-Williams–Wahl [RWW17] and others [PS14, Hep20, Pat20]. Representation
stability expanded to also study the representations over categories that do not come from se-
quences of groups but still have close resemblance for example in [Ram17, NSS19, PSS20, Nag].
In this paper, we will study sequences of representations over the Temperley–Lieb algebras,
the Brauer algebras, and the partition algebras. In order to do so, we construct a category
enriched over R-modules and consider its representations (linear functors to the category of
R-modules). The main theorems are that representations presented in finite degree exhibit
representation stability, i.e. the decomposition into irreducible representations stabilizes.
We will deal with the following diagram algebras: the Temperley–Lieb algebra—first intro-
duced by Temperley–Lieb [TL71] in the context of statistical mechanics—, the Brauer algebra—
introduced by Brauer [Bra37] to study representations of the orthogonal and the symplectic
groups—, and the partition algebra—introduced by Martin [Mar91] also in the context of sta-
tistical mechanics. These (and other) diagram algebras have a distinguished basis that one
interprets as diagrams. For these and other reasons they behave similar to group algebras.
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Figure 1: Visualization of the partition {{−5,−3}, {−4,−2,−1, 3, 4}, {1, 5}, {2}}
The partition algebra Pn = Pn(R, δ) is a free R-module over the basis of all partitions of the
union of the sets [−n] = {−n, . . . ,−1} and [n] = {1, . . . , n}. We visualize these by placing n
dots on the left for the negative numbers and n dots on the right for the positive numbers and
connect two dots if they are in the same block. (We do not connect all dots in the same block
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with each other, but rather rely on transitivity.) Given two partition p and r, to calculate their
product pr, we place p to the left of r so that the dots align and connect the blocks of p with
the one of r. This way we get a new partition s of [−n] ∪ [n]. Assume there are a blocks that
connect solely to dots in the middle, then we define pr = δas.
· = = δ ·
Figure 2: Multiplication in the partition algebra
The Brauer algebra Brn = Brn(R, δ) ⊂ Pn(R, δ) is the restriction of the partition algebra
to those partitions that are perfect matchings, i.e. all blocks have exactly two elements. The
Temperley–Lieb algebra TLn = TLn(R, δ) ⊂ Brn(R, δ) is the restriction of the Brauer algebra
to those partitions that contain no two blocks {a, b} and {c, d} with a < c < b < d, i.e. the lines
in the diagram do not intersect.
∈ Br5, ∈ TL5
Figure 3: Examples of elements in Br5 and TL5
In this paper, we will generalize the construction of Randal-Williams–Wahl [RWW17] to the
Temperley–Lieb algebras, the Brauer algebras, and the partition algebras and define respective
categories CTL, CBr, and CP in Theorem 2.1. We furthermore generalize the notion of represen-
tation stability defined by Church–Farb [CF13] to sequences of semisimple representations over
these algebras in Definition 3.12. Our main theorems are then the following.
Theorem A. Under the assumption that R = C and δ2 = 2+ q+ q−1 for some q ∈ C, a finitely
presented CTL-module is representation stable.
Theorem B. Under the assumption that R = C and δ ∈ C \ {0, 1, 2, . . .}, a finitely presented
CBr-module is representation stable.
Theorem C. Under the assumption that R = C and δ ∈ C \ {0, 1, 2, . . .}, a finitely presented
CP -module is representation stable.
Categories of Brauer diagrams and Temperley–Lieb diagrams have been studied before. For
example, Sam–Snowden study the representation theory of their upwards Brauer category [SS15]
and the (whole) Brauer category [LZ15, SS] in the context of Schur–Weyl duality and the
Deligne category. These categories behave quite differently from the category CBr that we
use to investigate stability phenomena of representations of Brauer algebras. For sequences
of representations of Temperley–Lieb algebras, Sitaraman [Sit] phrases representation stability
in terms of modules over his category LS. Although LS is quite different from our CTL, it
captures a very similar stability phenomenon. In particular, the principal sequences of stable
representations are analogous. To the best of our knowledge, his results are disjoint from our
results and were independently derived. In particular, he only considers the context in which
δ = 1 so that TLn is a monoid algebra, whereas we only consider δ such that TLn is split
semisimple, which excludes δ = 1.
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In upcoming work together with Boyd and Hepworth [BHP], we use a chain complex that
is inspired by a construction of Randal-Williams–Wahl [RWW17] on the symmetric monoidal
category CBr.
Acknowledgements. I would like to thank my advisor Holger Reich to propose the problem of
representation stability for diagram algebras as part of my PhD. I would like to thank Rachael
Boyd and Richard Hepworth for contacting me about their progress on homological stability of
Temperly-Lieb algebras in [BH]. This inspired me to finish this paper and it inspired our
upcoming work [BHP] on the homology of Brauer algebras. I would like to thank Reiner
Hermann, Steffen Koenig, Jeremy Miller, Steven Sam, Andrew Snowden, Maithreya Sitaraman,
and Catharina Stroppel for additional helpful conversations.
2 Stability categories
In this section, we will generalize the notion of FI-modules from the symmetric groups to the
Temperley–Lieb algebras, Brauer algebras, and partition algebras. To avoid repetition we will
write (An)n∈N to mean one of the three sequences (TLn)n∈N, (Brn)n∈N, and (Pn)n∈N.
1 It is
essential for our consideration that
A0 −֒→ A1 −֒→ A2 −֒→ . . .
is a sequence of algebra monomorphisms. More generally, we need the embedding
Aa ⊗Ab −֒→ Aa+b. (2.1)
This can be achieved by putting a diagram on a nodes on top of a diagram on b nodes. This
map gives a left embedding and right embedding
Aa −֒→ Aa ⊗ Ab −֒→ Aa+b and Ab −֒→ Aa ⊗Ab −֒→ Aa+b
where a diagram d is sent to d⊗ 1 and 1⊗ d respectively.
In other words, there is a monoidal category we denote by TL, Br, P , respectively or A to
mean any of those three, whose objects are the nonnegative integers, the morphisms are given
by
HomA(m,n) =
{
An if m = n
0 if m 6= n,
and the underlying monoid is the addition on the nonnegative integers.
For the diagram algebras TLn, Brn, and Pn defined over the ring R, there is a canonical
choice of a “trivial” module R, on which all invertible diagrams (i.e. permutations) act trivially
and all other diagrams annihilate R.
Theorem 2.1. There are categories CTL, CBr, and CP enriched in R-modules whose objects are
the nonnegative integers and whose morphisms are given by
HomCTL(m,n) = TLn⊗TLn−mR
HomCBr(m,n) = Brn⊗Brn−mR
HomCP (m,n) = Pn ⊗Pn−m R
where An−m ⊂ An by the right embedding if m ≤ n and
HomCTL(m,n) = HomCBr(m,n) = HomCP (m,n) = 0
if m > n. Denote the category associated to the sequence (An)n∈N by CA.
1The natural numbers N = {0, 1, 2, . . . } in this paper.
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Proof. We only have to define the composition l → m → n if l ≤ m ≤ n, as it is zero in all
other cases. We define it by
HomCA(m,n)⊗HomCA(l,m)
=(An ⊗An−m R)⊗ (Am ⊗Am−l R)
։(An ⊗An−m R)⊗Am (Am ⊗Am−l R)
∼=An ⊗(An−m⊗Am−l) (R ⊗R)
։An ⊗An−l R = HomCA(l, n).
Associativity is a consequence of the associativity of the tensor product. Note that EndCA(n)
∼=
An and that the unit of An give the identity morphism idn.
Proposition 2.2. The categories CBr and CP are symmetrical monoidal.
Proof. For this proof, let (An)n∈N only stand for (Brn)n∈N and (Pn)n∈N. Let sa,b : a + b →
b+ a = a+ b be given by the permutation (diagram)
sa,b(x) =
{
x+ b if x ≤ a
x− a if x > a.
Note that s is a symmetry of the monoidal category A. We will prove that CA is symmetric
monoidal with the same underlying monoid (the addition of nonnegative numbers) and the same
symmetry as A.
Given two maps f : a→ a+b and g : c→ c+d, we need to define f +g : a+c→ a+b+c+d,
show that this map is functorial and prove that the symmetry given behaves natrually with the
monoidal structure on CA, i.e.
(g + f) ◦ sa,c = sa+b,c+d ◦ (f + g).
All other properties of a symmetric monoidal structure like the hexagon identity carry over from
A directly.
We will prove all these assertions only for the basis elements f = f¯ ⊗ 1 ∈ Aa+b ⊗Ab R with
f¯ ∈ Aa+b a diagram and g = g¯ ⊗ 1 ∈ Ac+d ⊗Ad R with g¯ ∈ Ac+d a diagram. Then we extend to
the general case linearly.
First let φm,n : m→ n be defined by idn⊗ 1 ∈ An⊗An−m R = HomCA(m,n). We then define
f + g : a+ c→ a+ b+ c+ d with f, g from above by the composition
a+ c
φa+c,a+c+b+d

f+g //❴❴❴❴❴❴❴❴ a+ b+ c+ d
a+ c+ b+ d
ida+sc,b+idd // a+ b+ c+ d.
f¯+g¯
OO
We observe that our construction is well defined because
a+ c //
α
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
a+ c+ b+ d //
id+x+y

a+ b+ c+ d
f¯x+g¯y //
id+x+id+y

a+ b + c+ d
a+ c+ b+ d // a+ b+ c+ d
f¯+g¯
66♠♠♠♠♠♠♠♠♠♠♠♠
commutes where
α =
{
φa+c,a+c+b+d if x ∈ Ab and y ∈ Ad are invertible diagrams
0 if x ∈ Ab and y ∈ Ad are noninvertible diagrams.
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Together with the two commuting diagrams
a
φ //
φ ##❍
❍
❍
❍
❍
❍
❍
❍
❍ a+ b+ c
id+sb,c

a+ c+ b
a+ b
φ //
sa,b

a+ b+ c
sa,b+id

b+ a
φ // b+ a+ c
One can easily prove functoriality of the defined monoidal structure. (Although it involves a
quite large diagram.)
Showing naturality, we take advantage of sa,b = s
−1
b,a. From the outer square of the following
commutative diagram we derive that the symmetry is natural.
a+ c
f+g //
sa,c

φ
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
a+ b+ c+ d
sa+b,c+d

a+ c+ b+ d

a+ b+ c+ doo

vv♠♠♠
♠♠
♠♠
♠♠
♠♠
♠
f¯+g¯
66♠♠♠♠♠♠♠♠♠♠♠♠
c+ a+ b+ d
 ((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
c+ a+ d+ b // c+ d+ a+ b
g¯+f¯
((◗◗
◗◗
◗◗
◗◗
◗◗
◗◗
c+ a
φ
88qqqqqqqqqqq
g+f
// c+ d+ a+ b
It turns out that HomCA(m,n) is a free R-module. In the following propositions, we describe
a basis in terms of diagrams. Let us start with the Brauer algebras.
Proposition 2.3. HomCBr(m,n) = Brn⊗Brn−mR is a free R-module and the set of all diagrams
with n dots on the LHS and m dots and an “(n −m)-blob” on top of the m dots on the RHS
such that every dot is connected to exactly on other dot or to the blob and the blob is connected
to exactly (n−m) dots forms a basis. (See Figure 4 for examples.)
3
,
3
∈ HomCBr(2, 5),
3
6∈ HomCBr(2, 5)
Figure 4: Two examples and one non-example for the described diagrams
Proof. Define J ⊂ Brn to be the free R-submodule generated by diagrams b ∈ Brn that has a
connection between two dotsm+1 ≤ i, j ≤ n. Note that J is invariant under right multiplication
by Brn−m.
We first observe that the image of J ⊗Brn−m R→ Brn⊗Brn−mR is zero. To do so, note that
we can write every diagram b ∈ J as b = b′b′′, where b′ ∈ Brn and b′′ ∈ Brn−m ⊂ Brn are
diagrams and b′′ is not invertible. This can be achieved by choosing a right-to-right connection
(i, j) with m + 1 ≤ i, j ≤ n and a (thus existent) left-to-left connection (i′, j′). Let b′ be the
diagram in which we have the left-to-right connections (i′, i) and (j′, j) and all other connections
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the same as in b. Let b′′ be the diagram that has the right-to-right connection (i, j) and the
left-to-left connection (−i,−j) and all other connections are left-to-right (−k, k).
Using right-exactness of the tensor product, we conclude that Brn⊗Brn−mR
∼= Brn /J⊗Brn−m
R.
Next, define I ⊂ Brn−m to be the free R-submodule generated by all noninvertible diagrams
b ∈ Brn−m. I annihilates both R and Brn /J . That implies that the action of Brn−m on R and
Brn /J factors through Brn−m /I ∼= RSn−m and thus Brn /J ⊗Brn−m R
∼= Brn /J ⊗RSn−m R.
Note that the images of diagrams b ∈ Brn that have no connection between two dots m+1 ≤
i, j ≤ n form a basis of Brn /J . Because the symmetric group Sn−m permutes the basis elements,
Brn /J ⊗RSn−m R is a free R-module and its basis is given by the orbits of the Sn−m-action on
the basis of diagrams of Brn /J . This description coincides with the diagrammatic description
asserted.
For the Temperley–Lieb algebras we may simply restrict to those diagrams that have non-
intersecting lines.
Proposition 2.4. HomCTL(m,n) = TLn⊗TLn−mR is a free R-module and the set of all dia-
grams with n dots on the LHS and m dots and an “(n−m)-blob” on top of the m dots on the
RHS such that every dot is connected to exactly on other dot or to the blob, the blob is connected
to exactly (n−m) dots, and non of the the connections intersect forms a basis.
For the partition algebras we must adjust the proof of Proposition 2.3 slightly.
Proposition 2.5. HomCP (m,n) = Pn ⊗Pn−m R is a free R-module and the set of all partitions
of [−n] ∪ [m] with (n−m) marked blocks forms a basis.
Remark 2.6. One may view the (n−m) marked blocks as connected to an (n−m)-blob but
the blob does not connect the different blocks connected to it. (And non of the blocks connect
to the blob can be empty.)
Proof of Proposition 2.5. Let J ⊂ Pn be the free R-submodule generated by partitions that
contain a block that contains two elements m+ 1 ≤ i, j ≤ n or is a singleton {i} with m+ 1 ≤
i ≤ n.
As in the proof of Proposition 2.3, we will observe that the image of J⊗Pn−mR→ Pn⊗Pn−mR
is zero. We will write every partition b ∈ J as a product b = b′b′′ where b′ ∈ Pn and b′′ ∈ Pn−m
are both diagrams and b′′ is not invertible. Let b ∈ J be a partition and let S be the intersection
of a block and {m+ 1, . . . , n} such that either S is a singleton block or S contains at least two
elements.
If the dot(s) in S are not connected to at least one dot k ≤ m, pick another block T in b
that doesn’t intersect {m + 1, . . . , n}. Let b′ be the same partition as b except that S and T
are joined to be one block and let b′′ be the partition with blocks S and −S = {−l | l ∈ S} and
blocks {l,−l} for all l 6∈ S.
If the dots in S are connected to at least one dot k ≤ m, then let b′ = b and let b′′ be the
partition with one block S ∪ −S and blocks {−l, l} for all l 6∈ S.
Using right-exactness of the tensor product, we conclude that Pn⊗Pn−mR ∼= Pn/J⊗Pn−mR.
Next, define I ⊂ Pn−m to be the free R-submodule generated by all noninvertible diagrams
b ∈ Pn−m. I annihilates both R and Pn/J . That implies that the action of Pn−m on R and
Pn/J factors through Pn−m/I ∼= RSn−m and thus Pn/J ⊗Pn−m R ∼= Pn/J ⊗RSn−m R.
Note that the images of diagrams b ∈ Pn that have no two connected dots m+ 1 ≤ i, j ≤ n
and no singleton blocks {i} with m + 1 ≤ i ≤ n form a basis of Pn/J . Because the symmetric
group Sn−m permutes the basis elements, Pn/J ⊗RSn−m R is a free R-module and its basis
is given by the orbits of the Sn−m-action on the basis of diagrams of Pn/J . This description
coincides with the diagrammatic description asserted.
Definition 2.7. We call a linear functor V : CA → R−mod a CA-module. We denote Funlin(CA, R−mod)
by CA−mod.
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Lemma 2.8. Let (Vn, φn)n∈N be a sequence of An-modules Vn and An-homomorphisms φn : Vn →
Vn+1.
There is a (unique) CA-module V with V (n) = Vn and V (1An+1 ⊗A1 1R) = φn if and only if
for all m ≤ n, diagrams d ∈ An−m ⊂ An by right embedding, and v ∈ Vm
dφm,n =
{
φm,n if d is an invertible diagram
0 if d is a noninvertible diagram.
Proof. Assume V is a CA-module. In CA we have the equation
d · (1An ⊗An−m 1) =
{
1An ⊗An−m 1 if d is an invertible diagram
0 if d is a noninvertible diagram.
for every diagram d ∈ an−m. Applying V , we get
dφm,n =
{
φm,n if d is an invertible diagram
0 if d is a noninvertible diagram.
This proves the necessity of the condition.
Now assume the condition to be true. We define the functor V by setting
V (d⊗An−m 1) = dφm,n
for diagrams d ∈ An. The condition exactly tells us that this is well defined. We only need to
check compatibility with composition. Let d ∈ An and d′ ∈ Ambe diagrams, then
d⊗An−m 1 ◦ d
′ ⊗Am−l 1 = dd
′ ⊗An−l 1.
This is compatible with
dφm,n ◦ d
′φl,m = dd
′φl,n.
For this note that φm,n is an Am-homomorphism.
3 Representation stability
Representation stability is a notion first introduced by Church–Farb [CF13] for the symmetric
groups and the classical groups but always in a semisimple setting. We first recall the semisimple
representation theory of the Temperley–Lieb algebras, the Brauer algebras, and the partition
algebras. We then define what we mean by representation stability for CA-modules. Sticking
close to the ideas of Church–Ellenberg–Farb [CEF15], we define the stability degree of CA-
modules and use it to prove that finitely presented CA-modules are representation stable.
In this section, we will restrict to the base ring R = C the complex numbers although most
statements can be made for any field of characteristic zero or even more generally.
3.1 Semisimple representation theory of TLn, Brn, Pn
Let us first recall the semisimple representation theory of the Temperley–Lieb algebras.
Theorem 3.1 ([GdlHJ89, Thm. 2.8.5]). Let P0(X) = 1, P1(X) = 1, and Pk+1(X) = Pk(X)−
X ·Pk−1(X) define a sequence of polynomials in C[X ]. Let δ ∈ C× be nonzero and Pk(δ−2) 6= 0
for all k ≤ n− 1. Then TLn(δ,C) is semisimple and decomposes into full matrix algebras over
C. Let ΠTLn be the partitions of n with at most two parts, then the nonisomorphic simple
TLn-modules are index over ΠTLn and we denote them by TLn(λ) for λ ∈ ΠTLn .
Theorem 3.2 (Branching rules). If δ2 = 2 + q + q−1 for q ∈ C not a root of unity,
[Res
TLm+n
TLm ⊗TLn
TLm+n(λ),TLm(µ)⊗ TLn(ν)] = c
λ
µν
Here c denotes the Littlewood-Richardson coefficients.
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Proof. Under the assumption that δ2 = 2 + q + q−1 and q is not a root of unity there is an
algebra surjection from the Iwahori-Hecke algebra Hn,q (of type A) to TLn. (cf. [GdlHJ89,
Cor. 2.11.2]) It is also known, that the Iwahori-Hecke algebras have the same branching rules
as the symmetric groups. (cf. [GdlHJ89, Thm. 2.10.9]) Now the branching rule follows from the
branching rule for the symmetric groups.
We will from now on only consider Temperley–Lieb algebras that satisfy the conditions of
Theorem 3.1 and Theorem 3.2.
Let us recall the semisimple representation theory of the Brauer algebras.
Theorem 3.3 ([Wen88, 3.2+3.3]+[Bro56, 8D]). Let δ ∈ C\ {0, 1, . . . , n− 2}. Then Brn(δ,C) is
semisimple and decomposes into full matrix algebras over C. Let ΠBrn be the set of all partitions
of n, n− 2, n− 4, . . . , then the nonisomorphic simple Brn-modules are index over ΠBrn and we
shall denote them by Brn(λ) for λ ∈ ΠBrn .
We will henceforth assume that the Brauer algebras are as considered in the theorem. We
are interested in the branching rules of the Brauer algebras. We can extract them from the
branching rules of the orthogonal groups On over C via the following Schur-Weyl duality.
Theorem 3.4 ([Wey39, Section V.5]). Let π : On → GLn be the standard representation,
consider π⊗f : On → GLn·f = GL((Cn)⊗f ), then if n ≥ 2f , Brf (δ,C) with δ = n is isomorphic
to EndOn((C
n)⊗f ).
Corollary 3.5 (Double commutant theory). If n ≥ 2f , the COn⊗Brf (n,C)-module (Cn)⊗f
is semisimple and splits into
(Cn)⊗f ∼=
⊕
λ∈ΠBrf
On(λ) ⊗ Brf (λ),
where On(λ) are the irreducible On-representations of weight λ.
The following theorem gives the stable branching rules for the orthogonal groups. Here ℓ(λ)
is the length of the partition of λ. From this we will immediately get the branching rules for
the Brauer algebras.
Theorem 3.6 ([HTW05, 2.1.2]). Given nonnegative integer partitions λ, µ, ν such that ℓ(λ) ≤
⌊n/2⌋ and ℓ(µ) + ℓ(ν) ≤ ⌊n/2⌋, then
[On(µ)⊗On(ν),On(λ)] =
∑
α,β,γ
cλαβc
µ
αγc
ν
βγ =: d
λ
µν .
Corollary 3.7. Let δ ∈ C \ {0, 1, . . . , e+ f − 2}. Then
[Res
Bre+f
Bre ⊗Brf
Bre+f (λ),Bre(µ)⊗ Brf (ν)] = d
λ
µν =
∑
α,β,γ
cλαβc
µ
αγc
ν
βγ .
Proof. We may assume that δ = n ≥ 2(e+ f). Then
(Cn)⊗(e+f) =
⊕
λ∈ΠBre+f
On(λ)⊗ Bre+f (λ).
Restricting this COn⊗Bre+f (n)-module to COn⊗Bre(n)⊗ Brf (n) we get
(Cn)⊗e ⊗ (Cn)⊗f =

 ⊕
µ∈ΠBre
On(µ)⊗ Bre(µ)

 ⊗

 ⊕
ν∈ΠBrf
On(ν)⊗ Brf (ν)


=
⊕
µ,ν
(
On(µ)⊗On(ν)
)
⊗
(
Bre(µ)⊗ Brf (ν)
)
.
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Since ℓ(µ), ℓ(ν) ≤ e+ f ≤ ⌊n/2⌋, we have
On(µ)⊗On(ν) ∼=
⊕
λ
On(λ)
⊕dλµν .
Thus
Res
COn⊗Bre+f (n)
COn⊗Bre(n)⊗Brf (n)
On(λ)⊗ Bre+f (λ) ∼= On(λ)⊗
⊕
µ,ν
(Bre(µ)⊗ Brf (ν))
⊕dλµν ,
and hence
[Res
Bre+f
Bre⊗Brf
Bre+f (λ),Bre(µ)⊗ Brf (ν)] = d
λ
µν .
Finally, we introduce the semisimple representation theory of the partition algebras. The
results can be found in [Mar96] although some they might be summarized using earlier results
from Martin.
Theorem 3.8. Let δ ∈ C\{0, . . . , 2n−2}. Then Pn(δ,C) is semisimple and decomposes into full
matrix algebras over C. Let ΠPn be the set of all partitions of 0, . . . , n, then the nonisomorphic
simple Pn-modules are indexed over ΠPn and we shall denote them by Pn(λ) for λ ∈ ΠPn .
From now on we will assume that the partition algebras are as considered in the theorem.
Theorem 3.9. Let π : Sn → GLn be the permutation representation, consider π
⊗f : Sn →
GLn·f = GL((C
n)⊗f ), then if n ≥ 2f , Pf (δ,C) with δ = n is isomorphic to EndSn((C
n)⊗f ).
Corollary 3.10 (Double commutant theory). If n ≥ 2f , the CSn ⊗ Pf (n,C)-module (C
n)⊗f
is semisimple and splits into
(Cn)⊗f ∼=
⊕
λ∈ΠPf
Sn(λ[n])⊗ Pf (λ),
where Sn(λ) irreducible Sn-representations and λ[n] = (n− |λ|, λ1, λ2, . . . ).
With the same proof as for Corollary 3.7, we can now find the branching rules for the
partition algebras. The coefficients are called reduced Kronecker coefficients.
Corollary 3.11. Let δ ∈ C \ {0, 1, . . . , 2(e+ f)− 2}. Then
[Ind
Pe+f
Pe⊗Pf
Pe(µ)⊗ Pf (ν), Pe+f (λ)] = g¯λ,µ,ν := [Sn(µ[n])⊗Sn(ν[n]),Sn(λ[n])].
3.2 Definitions of representation stability
In [CF13], Church and Farb originally defined for every partition λ and every n ≥ |λ| + λ1
a partition λ[n] of n by simply adding a first row of boxes which is long enough. I.e. if λ =
(λ1, . . . , λℓ(λ)) then λ[n] = (n− |λ|, λ1, . . . , λℓ(λ)). An FI-module V is then called representation
stable if it satifies the following three conditions.
Injectivity The canonical map φ : Vn → Vn+1 is injective for all large enough n ∈ N.
Surjectivity The induced map Ind
Sn+1
Sn
φ : Ind
Sn+1
Sn
Vn → Vn+1 is surjective for all large enough
n ∈ N.
Multiplicity stability If we write
Vn ∼=
⊕
λ
Sn(λ[n])
⊕cλ,n
then cλ,n is independent of n for all large enough n ∈ N.
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For CA-modules we easily find analogues of the conditions injectivity and surjectivity. For
multiplicity stability we make the following definitions. Let V be a CTL-module, then we can
write
Vn ∼=
⊕
λ
TLn(λ[n])
⊕cλ,n
with partitions λ with ℓ(λ) ≤ 1. We say that V is multiplicity stable if cλ,n is independent of n
for all large enough n ∈ N. Let V be a CBr-module, then we can write
Vn ∼=
⊕
λ
⊕
i≤⌊n
2
⌋
Brn (λ[n− 2i])
⊕cλ,i,n .
We say that V is multiplicity stable if cλ,i,n is independent of n for all large enough n ∈ N. Let
V be a CP -module, then we can write
Vn ∼=
⊕
λ∈ΠPn
Pn(λ)
⊕cλ,n .
We say that V is multiplicity stable if cλ,n is independent of n for all large enough n ∈ N.
Definition 3.12. We call a CA-module representation stable if it satifies injectivity, surjectivity,
and multiplicity stability.
Next we will introduce the stability degree of CA-modules. We first make the observation
that because of the embedding (2.1) the tensor product C ⊗An−m Vn is an Am-module for any
An-module Vn. Furthermore φ : Vn → Vn+1 induces an Am-map
C⊗An−m Vn // C⊗An−m Vn+1 // // C⊗An+1−m Vn+1.
Here we use the inclusion An−m ⊗A1 −֒→ An+1−m.
Definition 3.13. Let τn,a be the functor τn,aVn = C⊗An−aVn from An-modules to Aa-modules.
We say a CA-module has injectivity degree, surjectivity degree, or stability degree ≤ s if the
maps
τn+a,aVn+a
φ∗ // τn+a+1,aVn+a+1
is injective, surjective, or bijective (resp.) for all nonnegative integers a and all n ≥ s.
Remark 3.14. Note that if
ResAnAa⊗An−a Vn
∼=
⊕
Wi ⊗W
′
i ,
with simple An−a ⊗Aa-modules Wi ⊗W ′i , then
τn,aVn ∼=
⊕
W ′i trivial
Wi.
Theorem 3.15. Let M(m) be the CA-module defined by M(m)n = HomCA(m,n). Then M(m)
has injectivity degree ≤ 0, for CA ∈ {CTL, CBr} surjectivity degree ≤ m, and for CA = CP
surjectivity degree ≤ 2m.
Proof. We need to investigate
τn+a,aM(m)n+a
φ∗ // τn+a+1,aM(m)n+a+1 .
We first will find a basis of
τn+a,aM(m)n+a = C⊗An An+a ⊗An+a−m C.
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2 3
7−→
3 4
Figure 5:
φ∗(1⊗P2 {{−5, 1, 5}, {−4, 2}, {−3,−1, 4}, {2, 3}} ⊗P3 1)
= 1⊗P3 {{−6, 6}, {−5, 1, 5}, {−4, 2}, {−3,−1, 4}, {2, 3}} ⊗P4 1
Similar to the basis of An⊗An−mC, we can describe the basis elements by diagrams. In this case
we have two blobs, an n-blob on the LHS and an (n+ a−m)-blob on the RHS. The restrictions
for the blobs are exactly as before. Concretely this means in each block of the partition each
blob can appear at most once, an x-blob must appear in exactly x partitions, and a blob cannot
appear in a singleton. The map φ∗ can be described by adding a partition that exactly consists
both blobs.
φ∗ is then always injective. For the Temperley–Lieb and the Brauer case, assume that
d ∈ τn+a+1,aM(m)n+a+1 is a diagram that is not in the image of φ∗. That means there is no
edge between the two blobs. Thus the (n+ 1) + (n+ a+ 1−m) edges coming out of the blobs
must be connected to one of the a+m dots each. This gives the inequality
(n+ 1) + (n+ a+ 1−m) = 2n+ 2 + a−m ≤ a+m ⇐⇒ 2n+ 2 ≤ 2m ⇐⇒ n < m.
In particular φ∗ is surjective for n ≥ m.
For the partition algebra case, if d is not in the image of φ∗, there is no 2-block that connects
the two blobs. Thus each block that contains a blob must also connected to a dot. Therefore
there must be at least n+a+1−m dots, one for every block that contains the (n+a+1−m)-blob
on the RHS. This implies the inequality
n+ a+ 1−m ≤ a+m ⇐⇒ n+ 1 ≤ 2m ⇐⇒ n < 2m.
In particular φ∗ is surjective for n ≥ 2m.
3.3 From stability degree to representation stability
Proposition 3.16. Let m ∈ N and λ = (m). The following statements are true for all n ≥ 2m.
(a) τn,a TLn(λ[n]) = 0 if a < m
(b) τn,m TLn(λ[n]) ∼= TLn(λ)
(c) For fixed a ∈ N the TLa-modules τn,a TLn(λ[n]) are independent of n ≥ a+m.
Proof. Because of Remark 3.14 and the branching rule in Theorem 3.2
[TLa(µ), τn,a TLn(λ[n])] = c
λ[n]
µ,(n−a).
Pieri’s formula (see [FH91, (A.7)]) says that
cλµ,(a) =
{
1 if µ can be obtained from λ be removing a boxes but at most one per column
0 otherwise.
So to be nonzero, it must be
n−m ≥ n− a⇐⇒ a ≥ m.
This proves (a). Assuming a = m, we also see that µ = (m) = λ. This proves (b). If n− a ≥ m
there are exactly min(m, ⌊a/2⌋)+1 many different partitions that can be obtained from λ[n] by
removing n− a boxes but at most one per column. These are
(a), (a− 1, 1), . . . , (a−min(m, ⌊a/2⌋),min(m, ⌊a/2⌋)).
This proves (c).
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Proposition 3.17. Let µ ∈ ΠBrm and |µ|+ µ1 ≤ n− 2i, then the following statements hold.
(a) [Brm(λ), τn,m Brn(µ[n− 2i])] = 0 if |λ| < m− 2i.
(b) [Brm(λ), τn,m Brn(µ[n− 2i])] = 0 if |λ| = m− 2i and |µ| > m− 2i.
(c) [Brm(λ), τn,m Brn(µ[n− 2i])] = δλµ if |λ| = |µ| = m− 2i.
(d) τn,m Brn(µ[n− 2i]) is independent of n ≥ m+ µ1 + i.
Proof. Because of Remark 3.14 and the branching rule in Corollary 3.7
[Brm(λ), τn,m Brn(µ[n− 2i])] = d
µ[n−2i]
(n−m),λ =
∑
α,β,γ
c
µ[n−2i]
αβ c
λ
αγc
(n−m)
βγ .
The Littlewood-Richardson coefficient c
(n−m)
βγ = 1 if β = (n − m − l) and γ = (l) for some
0 ≤ l ≤ n−m and it is zero otherwise. In other words
d
µ[n−2i]
(n−m),λ =
∑
α,0≤l≤n−m
c
µ[n−2i]
α,(n−m−l)c
λ
α,(l).
We also calculate
|λ| = |α|+ l = (n− 2i)− (n−m− l) + l = m+ 2l− 2i ≥ m− 2i.
This proves (a).
Now assuming that |λ| = m− 2i, we know l = 0 and α = λ. That means
d
µ[n−2i]
(n−m),λ = c
µ[n−2i]
λ,(n−m).
From Pieri’s formula we know that c
µ[n−2i]
λ,(n−m) = 0 unless the first entry of µ[n − 2i] which is
n− 2i− |µ| is at least n−m. In other words |µ| ≤ m− 2i. This proves (b).
Using Pieri’s formula again we see that c
µ[n−2i]
λ,(n−m) = δµλ if n− 2i− |µ| = n−m. This proves
(c).
For (d), say |λ| = m+ 2l− 2i (this implies l ≤ i), then
d
µ[n−2i]
(n−m),λ =
∑
α
c
µ[n−2i]
α,(n−m−l)c
λ
α,(l).
The set of partitions α such that cλ
α,(l) 6= 0 is completely independent of n. From Pieri’s formula
c
µ[n−2i]
α,(n−m−l) is fixed for n−m− l ≥ µ1. Thus d
µ[n−2i]
(n−m),λ is independent of
n ≥ m+ µ1 + i ≥ m+ µ1 + l.
Proposition 3.18. Let λ ∈ ΠPn then for all n ≥ a
τn,aPn(λ) ∼=
{
Pa(λ) if λ ∈ ΠPa
0 otherwise.
Proof. The multiplicity of Pa(µ) in τn,aPn(λ) is given by the reduced Kronecker coefficient
g¯λ∅,µ = [Sn(∅[2n])⊗S2n(µ[2n]),S2n(λ[2n])].
But this is δµ[2n],λ[2n] = δµ,λ because ∅[2n] = (2n) which indexes the trivial S2n-representation.
Proposition 3.19. Let V be a finitely presented CA-module generated in degree g and with
relations generated in degree r, then V has stability degree ≤ max(g¯, r¯), where g¯ = g and r¯ = r
for CA ∈ {CTL, CBr} and g¯ = 2g and r¯ = 2r for CA = CP .
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Proof. Let
0 // K // P // V // 0
be a short exact sequence where P is direct sum of M(m)’s with m ≤ g and K is a CA-module
finitely generated in degree r. Because tensoring is exact in the semisimple setting, we get the
following exact commutative diagram.
0 // τn+a,aKn+a //
φK

τn+a,aPn+a //
φP

τn+a,aVn+a //
φV

0
0 // τ1+n+a,aK1+n+a // τ1+n+a,aP1+n+a // τ1+n+a,aV1+n+a // 0
We know from Theorem 3.15 that φP is injective for all n ≥ 0 and surjective for all n ≥ g¯.
From the Four Lemma, it is immediate that also φV is surjective for n ≥ g¯. Similarly φK is
surjective for n ≥ r¯. Using the Four Lemma again, we see that φV is injective for n ≥ r¯. Thus
it is bijective for n ≥ max(g¯, r¯), which prove the assertion.
Proposition 3.20. Let V be a CTL-module generated in degree g and TLn(λ[n]) is a constituent
of Vn, then |λ| ≤ g.
Proof. It suffices to prove that if TLn(λ[n]) is a constituent of M(m)n, then λ ≤ m.
Recall that
M(m)n = TLn⊗TLn−mC = Ind
TLn
TLm ⊗TLn−m
TLm⊗C.
Thus we need to consider the constituents TLn(λ[n]) of
IndTLnTLm ⊗TLn−m TLm(µ)⊗ TLn−m(n−m)
for all suitable partitions µ. From the branching rule we see that
[TLn(λ[n]), Ind
TLn
TLm ⊗TLn−m
TLm(µ)⊗ TLn−m(n−m)] = c
λ[n]
(n−m),µ.
From Pieri’s formula we see that n − |λ| ≥ n − m for this coefficient to be nonzero. Thus
|λ| ≤ m.
Proposition 3.21. Let V be a CBr-module generated in degree g and Brn(λ[n − 2i]) is a con-
stituent of Vn, then |λ|+ i ≤ g.
Proof. It suffices to prove that if Brn(λ[n− 2i]) is a constituent of M(m)n, then λ+ i ≤ m.
Recall that
M(m)n = Brn⊗Brn−mC = Ind
Brn
Brm ⊗Brn−m
Brm⊗C.
Thus we need to consider the constituents Brn(λ[n− 2i]) of
IndBrnBrm⊗Brn−m Brm(µ)⊗ Brn−m(n−m)
for all suitable partitions µ. From the branching rule we see that
[Brn(λ[n− 2i]), Ind
Brn
Brm ⊗Brn−m
Brm(µ)⊗ Brn−m(n−m)]
= d
λ[n−2i]
(n−m),µ =
∑
c
λ[n−2i]
α,(n−m−l)c
µ
α,(l).
The last term was calculated in the proof of Proposition 3.17. There we also saw that
|µ| = m+ 2l − 2i
m≥|µ|
=⇒ i ≥ l.
With Pieri’s formula we see that the first term of λ[n− 2i] which is n− 2i− |λ| must be at least
n−m− l, i.e.
|λ|+ i ≤ m+ l− i ≤ m.
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Proposition 3.22. Let V be a CP -module generated in degree g and Pn(λ) is a constituent of
Vn, then |λ| ≤ g.
Proof. Again it suffices to prove that if Pn(λ) is a constituent of M(m)n, then |λ| ≤ m.
Here we need to investigate the constituents of
IndPnPm⊗Pn−m Pm(µ)⊗ Pn−m(∅)
for all partitions µ of size at most m. But as in Proposition 3.18, we find
[Pn(λ), Ind
Pn
Pm⊗Pn−m
Pm(µ)⊗ Pn−m(∅)] = δλµ.
This shows that |λ| ≤ m.
The following theorem proves Theorem A.
Theorem 3.23. Let V is a finitely presented CTL-module generated in degree g with relations
generated in degree r, then V is representation stable with a stable range ≥ g +max(g, r).
Proof. Let us write
Vn =
⊕
λ
TL
⊕cµ,n
µ[n] .
From Proposition 3.20, we know |µ| ≤ g. We will prove that cµ,n is independent of n ≥
g + max(g, r) by induction over |µ|. Since for small enough |µ| there is nothing to prove, it
suffices to provide the induction step. Fix λ and assume the assertion has been proved for all
|µ| < |λ|.
Set m = |λ| ≤ g. We will count the multiplicity of TLm(λ) in τn,mVn.[
TLm(λ) , τn,mVn
]
(3.1)
=
∑
|µ|>|λ|
[
TLm(λ) , τn,m TLn(µ[n])
]
· cµ,n (3.2)
+
∑
|µ|=|λ|
[
TLm(λ) , τn,m TLn(µ[n])
]
· cµ,n (3.3)
+
∑
|µ|<|λ|
[
TLm(λ) , τn,m TLn(µ[n])
]
· cµ,n. (3.4)
From Proposition 3.19 we know that (3.1) is independent of
n ≥ m+max(g, r).
Proposition 3.16(a) says that (3.2) is zero. Proposition 3.16(c) and the induction hypothesis
provide that (3.4) is independent of
n ≥ max
(
m+ |µ| , g +max(g, r)
)
.
Finally Proposition 3.16(b) says that (3.3) is cλ,n.
Because m ≤ g and |µ| ≤ g, we get that cλ,n is independent of n ≥ g +max(g, r).
The following theorem proves Theorem B.
Theorem 3.24. Let V is a finitely presented CBr-module generated in degree g with relations
generated in degree r, then V is representation stable with a stable range ≥ 2g +max(g, r).
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Proof. Let us write
Vn =
⊕
µ,i
Brn(µ[n− 2i])
⊕cµ,i,n .
From Proposition 3.21, we know |µ| + i ≤ g. We will prove that cµ,i,n is independent of n ≥
2g + max(g, r) by induction first over i going down, then over |µ| going up. Since for large
enough i and small enough |µ| there is nothing to prove, it suffices to provide the induction
step. Fix λ and j and assume the assertion has been proved for all i > j and for all |µ| < |λ| if
i = j.
Set m = |λ|+ 2i ≤ 2g. We will count the multiplicity of Brm(λ) in τn,mVn.[
Brm(λ) , τn,mVn
]
(3.5)
=
∑
µ,i>j
[
Brm(λ) , τn,m Brn(µ[n− 2i])
]
· cµ,i,n (3.6)
+
∑
µ,i<j
[
Brm(λ) , τn,m Brn(µ[n− 2i])
]
· cµ,i,n (3.7)
+
∑
|µ|>|λ|
[
Brm(λ) , τn,m Brn(µ[n− 2j])
]
· cµ,j,n (3.8)
+
∑
|µ|<|λ|
[
Brm(λ) , τn,m Brn(µ[n− 2j])
]
· cµ,j,n (3.9)
+
∑
|µ|=|λ|
[
Brm(λ) , τn,m Brn(µ[n− 2j])
]
· cµ,j,n. (3.10)
From Proposition 3.19 we know that (3.5) is independent of
n ≥ m+max(g, r).
Proposition 3.17(a) says that (3.6) is zero. Proposition 3.17(d) and the induction hypothesis
provide that (3.7) is independent of
n ≥ max
(
m+ µ1 + i , 2g +max(g, r)
)
.
Proposition 3.17(b) says that (3.8) is zero. With Proposition 3.17(d) and the induction hypoth-
esis we see that (3.9) is independent of
n ≥ max
(
m+ µ1 + j , 2g +max(g, r)
)
.
Finally Proposition 3.17(b) says that (3.10) is cλ,j,n.
Because m ≤ 2g and µ1+ i ≤ g, we get that cλ,j,n is independent of n ≥ 2g+max(g, r).
The following theorem proves Theorem C.
Theorem 3.25. Let V is a finitely presented CP -module generated in degree g with relations
generated in degree r, then V is representation stable with a stable range ≥ 2g +max(2g, 2r).
Proof. Let us write
Vn =
⊕
λ
Pn(λ)
⊕cλ,n .
From Proposition 3.22, we know |λ| ≤ g. Together with Proposition 3.18, we know
τn,gVn =
⊕
λ
Pg(λ)
⊕cλ,n .
Thus
cλ,n = [Pg(λ), τn,gVn].
Because of Proposition 3.19 we know that τn,gVn is independent of n ≥ 2g +max(2g, 2r), and
thus so is cλ,n.
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