Abstract. This paper establishes a criterion for whether a d-dimensional random walk on the integer lattice Z d visits a space-time subset infinitely often or not. It is a precise analogue of Wiener's test for regularity of a boundary point with respect to the classical Dirichlet problem. The test obtained is applied to strengthen the harder half of Kolmogorov's test for the random walk.
Introduction
The purpose of this paper is to prove Wiener's test for space-time random walks on the (d + 1)-dimensional Euclidean lattice Z d+1 and to illustrate its applicability with certain examples, especially by deducing Kolmogorov's test for random walks from Wiener's test. In the special case of simple random walk it provides a criterion for regularity of a minimal Martin boundary point (at infinity) with respect to the difference equation of heat conduction in unbounded domains of Z d+1 . The classical Wiener test is a geometric characterization of a regular boundary point to the Dirichlet problem for the Laplace operator in a Euclidean domain D. The criterion is given in terms of capacity that measures how thick the set A = D c (the complement of D) is at the boundary point. As is well understood, the classical potential theory can be duly translated in terms of Markov processes, and Wiener's test accordingly has a probabilistic counterpart. A natural analogue for a d-dimensional simple random walk (d ≥ 3) in particular is obtained by ItoMcKean [IM] : it tests an infinite set, A say, for recurrence or transience, namely for the dichotomy of whether the random walk visits A infinitely or only finitely many times. Lamperti [Lm] generalizes the test to a class of transient Markov processes by using the level sets of the Green function in place of the Euclidean balls by means of which the set A is partitioned into suitable subsets to be measured with capacity. What we obtain in this paper is a precise analogue for the space-time walks in this sense.
The condition imposed on the Markov processes in [Lm] is a set of certain inequalities for the Green function, and is utterly not satisfied by the space-time walk. This condition immediately implies an inequality for potentials (hitting probabilities) that is implicitly used in [Lm] . In our proof for the space-time walk it is a main task to obtain a weak version of that inequality (Proposition 2); that its proof is rather involved reflects the gap between the parabolic and the elliptic problems (see [GL] for the gap recognized in the analytic approach).
Evans and Gariepy [EG] established Wiener's test for the space-time Brownian motion (i.e., for the heat operator) and Uchiyama [U] by a quite different method: it is quite probabilistic in [U] , while purely analytic in [EG] . The present approach is similar to that of [U] . We apply the local limit theorem to approximate the Green functions (transition probabilities of the random walk) by the Gaussian kernel, which makes it possible to follow the main lines of the proof given by [U] . We however need some auxiliary estimates or different arguments in several places where the local limit theorem alone is not enough. Some of them (especially those for Lemmas 2 and 5) are useful also in the Brownian case, making the corresponding part of the proof in [U] simpler and more natural.
The application of the test is a matter quite different from its proof. The problem now is that of evaluation of capacity, for which a variational formula is a principal tool. To make it easier we improve the test by introducing a finer partitioning, as in [U] . Its effectiveness is well revealed in the deduction of Kolmogorov's test from Wiener's test. In [U] we make use of the explicit form of the hitting distribution (called Fulks' measure) of the space-time Brownian motion to the heat sphere for such an application. In the present paper we can completely dispense with it by thoroughly exploiting the refined version.
The contents of the rest of this paper are: §2 Main results; §3 A local limit theorem; §4 An inequality for hitting probabilities; §5 Proof of Theorems 1 and 2; §6 Refinement; §7 Applications; §8 Evaluation of capacity; §9 Appendix.
Main results
Let X k be Z d -valued i.i.d. random variables defined on a probability space (Ω, F, P ). Put S n := n k=1 X k , n = 1, 2, ..., and S 0 := 0. Throughout the paper, we suppose, unless stated otherwise, that E{X 1 } = 0 and for some p > 1
where log + a = log(max{a, 1}) and E{·} indicates the integration by P and | · | the Euclidean length, and further that the random walk (S n ) n=0,1,2,... is irreducible, i.e., for every x ∈ Z d there is an n such that P {S n = x} > 0. (We shall use the moment condition (2.1) to obtain an error-term estimate of the local limit theorem that will be applied throughout the paper (except in Section 4). It however does not seem crucial for Wiener's test at all. See Remark 1 after Theorem 2 below for more comments.) Put
Let Q stand for the covariance matrix of X 1 :
1 is the i-th component of X 1 .) Then define B * k , 'the k-th ball centered at the origin0 := (0, 0),' by
Here N = {1, 2, 3, ...} and |Q| is the determinant of Q. Let A be a subset of Z 1+d . We denote by h(ξ, A), the hitting probability of A by the space-time random walk starting at ξ = (n, x) ∈ Z 1+d :
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Let us write 'A is hit i.o.' if the space-time walk
hits points of A infinitely often, i.e.,Ŝ n ∈ A for infinitely many n.
Let G(ξ, η) be the Green function of the space-time walk:
If A is a finite set that is not empty, we have the identity
where e A (η) is the probability that the space-time walk starting at η escapes A for all positive times: e A (η) = P {η +Ŝ n ∈ A for all n ∈ N}. Since for ξ = (n, x) 
Therefore the equivalence in Theorem 1 can be paraphrased as follows:
This is a precise analogue of the classical Wiener test. For both the proof and applications it is convenient to introduce another 'k-th ball' as a substitute for B * k . Put
where Q −1 is the inverse matrix of Q. The new one is defined by means of the heat kernel
in place of P n (x). Namely
We introduce also
According to the law of the iterated logarithm the random walk S n eventually leaves the complement [
) with probability one (see the Appendix). The next theorem is of more practical interest than the previous one.
moreover this is the case if and only if
Remark 1. Theorem 1 (hence Corollary 1 as well) seems true quite generally (in the light of the fact that Wiener's test is valid for most space-time stable processes, as one can show along the same lines as in [U] ); especially it would be enough to suppose E{|X 1 | 2 } < ∞ instead of (2.1) , but our proof needs the latter; Theorem 1 deduced from Theorem 2 with essential help of it. On the other hand Theorem 2 is not true under E{|X 1 | 2 } < ∞, so that Wiener's test must take a somewhat different form in the general case: this is because if it is assumed to the contrary to be true, then, as seen from the proof given in Section 7, Theorem 3 below must also be true (at least for d = 1), but this contradicts a result of Feller [F2, Theorem 2] (see (iii) of Remark 4 in Section 7).
Theorem 2 (or Theorem 4 given in Section 6) provides simple proofs of well known tests such as Kolmogorov's and Dvoretzky-Erdös' (the continuous spacetime version of the former is also called Petrovskii's test). In particular, we shall obtain the following strengthening of the harder half of Kolmogorov's test . By our assumption of irreducibility we can find a minimal positive integer τ (the period) such that the whole space Z d is divided into τ classes each of which is visited by the walk S n periodically (if τ ≥ 2), and P n (x) eventually becomes positive along a set of periodic times τn + m of period τ . 
A multidimensional analogue of Theorem 3 will be given in Section 7. Landis [Ld] , studying a similar problem for the heat operator, divides the space by means of ordinate levels, which in our case amounts to using the infinite hyper-
However, this way never provides any test that is at least in the depth of Kolmogorov's. In fact the sequence {t k } cannot be finer than {a k } for any a > 1 for the corresponding test (formulated like Theorem 1) to be valid (as a matter of fact {a k } is a proper choice in view of Theorem 4), but for getting Kolmogorov's test we must take them as fine as {e k/ log k } at least for typical f 's (cf. [E] ).
In what follows we further assume, for simplicity, that the walk S is strongly aperiodic, or equivalently, the period τ mentioned above is one. To assume this gives rise to no essential restriction since, otherwise, we may consider each of the walks S τ n , S 1+τ n , ..., and S τ −1+τ n separately.
A local limit theorem
We wish to compare B * k and B k . Specifically we wish to have that for some
This is an immediate consequence of the following proposition (see (3.3) below) for which we need our supplementary assumption of strong aperiodicity. Proposition 1. Assume S n is strongly aperiodic. Then
By summing up the right side of (3.2) over x ≤ √ ng(n) and then subtracting the resultant from 1 = x∈Z d p(n, x) + O(1/ √ n ) we obtain the next corollary of Proposition 1, which is valid without assuming the strong aperiodicity.
Corollary 3. Let g be a function on
Then there exists a constant C such that
Proposition 1 would not be new. We indicate only the key steps of its proof. Let us write X for X 1 and put
Proof of Lemma 1. For any positive number δ < 1
where C is a constant independent of δ and = O(δ| log δ|
Since log |θ · X| −1 ≥ log |θ| −1/2 for |X| ≤ 1/|θ| 1/2 , the right side above is dominated by
Thus the assumption of the lemma implies (3.4). The same argument proves the other asymptotic formulas.
Proof of Proposition 1. We show (3.2) for |x| 2 ≥ n. As in [S, Proposition 7 .10], the proof is based on the following identities:
where
uniformly for |α| ≤ (log n) p/2 , and then, substituting (3.4) through (3.7) into the identity ∆φ
with the same uniformity. On the other hand, we can choose δ > 0 small enough that
for some constant c, owing to the strong aperiodicity. Accordingly, |x|
uniformly in x as desired. The proof of (3.2) for |x| 2 < n proceeds as in the standard manner with the help of (3.7) (cf. [S] ).
An inequality for hitting probabilities
For the proof of Theorems 1 and 2 the following proposition is fundamental. (In this section we have only to suppose the second moment condition E{|X| 2 } < ∞ instead of (2.1) : specifically, we need the relation (3.3) only for |x| 2 ≤ cn for each c.) 
Then (n, x) ∈ B k if and only if x ≤ R k (n). The continuum (the heat ball)
is an egg-shaped body with the top at (2 k , 0) and its bottom (the center) at the origin0, and broadest (relative to the norm · ) in the abscissa (i.e., space) direction at the ordinate level t = 2
k /e at which R k (t) = √ dt; its boundary surface intersects the parabolic surface z 2 = ct at the ordinate level t = 2 k e −c/d . It is worth noting, though not necessary for logically following the arguments given below, that the ballsB k andB k+m are transformed to each other under the parabolic scaling: (t, u) ↔ (2 m t, 2 m/2 u). We prepare two lemmas. The first one asserts that (4.1) is valid within each parabolic region:
Proof. Let ξ = (n, x) with x 2 ≤ cn and Λ n be the disk of the radius n lying on the ordinate level 2n, i.e., Λ n := {(2n, y) : y 2 ≤ n}. We make use of the inequality
Choose n c large enough that (3.3) is valid for (n, y −x) (in place of (n, x)) whenever (2n, y) ∈ Λ n and n ≥ n c . It is then clear that for some constant C, P {x
Figure 1 ≤ CP {S 2n =} if (2n, y) ∈ Λ n and n ≥ n c . Hence we can replace the last term on the right side in (4.3) by Ch(0, A). It remains to show that for some γ < 1
, and so there exists a constant λ = λ c > 0 such that the ball B k+3 contains the cylinder of lattice points (m, z) determined by the inequalities n ≤ m ≤ 2n, z 2 ≤ (1 + λ)n . By using the invariance principle (if necessary) it then would be clear that (4.4) holds.
Lemma 3. For every a > 0 there exist constants b o > 0 and α > 0 such that
Proof. Assume E{ X 1 2 } = 1 for simplicity. Define a sequence of integers t k (k = 0, 1, 2, ...) inductively by t 0 = 0 and
, and consider the events
This finishes the proof of Lemma 3.
Proof of Proposition 2. The proof is divided into two steps.
Step 1. By virtue of Lemma 2 it suffices to prove that there is a constant c (≥ d) such that if ξ = (n, x) satisfies in addition |x| 2 > cn, then (4.1) holds. Define
which we assume to hold below. By Lemma 2 there exist constants γ c < 1, n c ∈ N and C > 0 such that if n +ñ ≥ n c ,
If we define
Thus the proof of Proposition 2 will be complete, if we show there exists c such that
This lower bound for J ξ is proved in the next step.
Step 2. The relation (4.8) is implied by the following two inequalities: (4.10) where α > 0 is a constant depending only on {P n (x)}: in fact, by observing that
and applying the Markov property, we deduce J ξ ≥ α/2 from (4.9) and (4.10). Since the event {(2n, y) +Ŝ j ∈ Π 2 for 1 ≤ j ≤ñ − n} includes
2 )R k+1 (2n) for 1 ≤ j ≤ñ − n}, inequality (4.9) is immediate from Kolmogorov's inequality.
It remains to prove that (4.10) is valid if c is large enough. By observing that the relation (4.6) entails
we see that
uniformly in (k, n) satisfying (4.6). Hence there exists a constant c 2 such that if c ≥ c 2 ,
so that the event {ξ +Ŝ j ∈ Π 1 for 1 ≤ i ≤ n} includes
By Lemma 3 it is now clear that (4.10) holds. The proof of Proposition 2 is complete.
Proof of Theorems 1 and 2
We will apply the following version of the Borel-Cantelli lemma.
Lemma 4. Let E k , k = 1, 2, ..., be a sequence of events. Suppose there exist constants γ < 1 and C such that for positive integers k and M > k
Proof. The idea of the proof is rather standard (cf. [E] , [Lm] ). Let P {E k } = ∞. Suppose lim k→∞ P {E k } = 0, since otherwise the lemma is trivial. There then exists
Now by the second inequality and the assumption (5.1) we get the inequality
, and E M are mutually disjoint with the union coinciding with that of the E k . Hence, the first inequality of (5.2), by summing up the right side in (
Proof. We express the probability on the left side of (5.4) by means of the timereversed walk starting at x. Let us call it S
• . Observing that P (S
and applying the strong Markov property, we see that the probability in (5.4) equals
k . Thus we obtain (5.4).
Proof of Theorem 2. By virtue of (2.3) and (3.1) it suffices to prove the first equivalence of Theorem 2. We can assume that A ⊂ D p in view of the law of the iterated logarithm. The proof of the 'only if' part then follows from the Borel-Cantelli lemma. For the proof of the converse part we put
For the proof of (5.5) we decompose the event A k into subevents by means of the last leaving point, (n, x) say, of the space-time process from A k to observe that
The sets [B k−1 ] c ∩ D p get separated from the zero-th level {0} × Z d unrestrictedly, as k becomes indefinitely large, so that the relation (3.3) is applicable for points of [B k+2 ] c ∩ D p and for (n, x) ∈ A k . Taking this into account we apply Lemma 5 to see that the first factor under the sum on the right side of (5.6) is at least
Carrying out the summation with this bound we obtain the claimed inequality (5.5).
The rest of the proof is easy. Assume
Then, in view of (5.5),
Choose a positive integer j ∈ {0, 1, 2, 3} such that ∞ k=1 P {A 4k+j } = ∞. We can assume j = 0 without loss of generality, the other cases of j being dealt with in the same way. Thus, it is sufficient to show that P { ∞ l=1 ∞ k=l A 4k } > 0 in view of the Hewitt-Savage zero-one law. Recall the occurrence of A 4k implies that the sets A 4m , m > k, cannot be hit before A 4k is hit. Then applying the strong Markov property and Proposition 2, we get
The inequality (5.1) being satisfied for E k = A 4k in view of (5.5) again, an application of Lemma 4 completes the proof of Theorem 2.
Proof of Theorem 1. With (3.1) taken into account Theorem 2 immediately follows from Theorem 2 and the following
Proof. As an approximate solution to the equation R k+2 (t) = √ 2pt log log t , namely 2 k+2 = t(log t) 2p/d , we adopt the integer n = n k := 2 k+2 ((k + 2) log 2)
( u denotes the largest integer that does not exceed u). Then for k large enough
An application of Corollary 3 in Section 3 shows that the first term on the right side is at most a constant multiple of (log n) −p (log log n)
, where a k b k means the ratio a k /b k is bounded off zero and infinity. On the other hand Lemma 5 tells us that the second term is dominated by
Accordingly the series in the lemma converges.
Remark 2. If in Theorem 2 the set A is included in a parabolic region x 2 ≤ cn as in the Dvoretsky-Erdös test (c may be any constant), we do not need the full strength of Proposition 2 : Lemma 2 is enough [in the proof of Theorem 2, Proposition 2 is applied only for the second inequality of (5.7)]. (By the way, the test is vaild under E{|X 1 | 2 } < ∞ for such an A.) The gap between Lemma 2 and Proposition 2 may be explained by a singular behaviour of the Green function P n (x) when x 2 /n gets large (or by that of R k (n) for small n/2 k ) and is reflected by the fact that any proof of Kolmogorov's test available in the literature is far more involved than the proof of the Dvoretsky-Erdös test.
Remark 3. One of the main tools in [EG] is an extension of Harnack's inequality for the heat equation (Lemma 3.2) . Its random walk analogue may read (in terms of harmonic measures) as follows: If for ξ = (n, x) and η = (m, y) we set
then for any 0 < δ < 1 there exists a constant κ(δ) > 0 such that
for all sufficiently large k. This bound of q k implies Proposition 2 as we can easily see. Conversely, our lower bound (4.8) for J ξ verifies (5.8), provided that the inequality in (5.8) is true if the range of the first infimum is further restricted to the parabolic regions, namely: for every c > 1
The bound (5.9) follows from the corresponding bound for q * k that is defined with B * k+1 in place of B k+1 (at least under (2.1)); the latter can be readily proved by making use of the relation q * k (ξ, (N, y) 
Refinement
For each k define a sequence of positive numbers {T
for the first two entries and then inductively by
By means of this sequence, we define a partition {U Figure 2 .) The importance of this partition consists in its geometry compatible with the parabolic scaling, i.e., the height of the j-th unit U k j is in the same order as the square of its width with the asymptotic order getting precise as j → ∞. This fact is seen by observing that 
and then
Proof of Theorem 4. Clearly (2.4) follows from (6.3). The converse assertion follows from (2.3), (3.1) and the following
Proof . We may assume
), being able to deal with the other case in the same way. By dividing the event that the set ∞ j=−1 A k,2j+1 is hit into disjoint events according as which of the A k,2j+1 is hit last, we get
Therefore it suffices to prove that there exist constants q > 0 and k 0 ∈ N such that 1 − sup
h(ξ,
Let t k be the ordinate at which B k+1 intersects D p , and B (k − 4) the intersection of B k−4 with the upper half space
. By Proposition 2 the second factor is bounded below by 1 − γ − Ch(0, A k ∩ D p ), which converges to 1 − γ as k → ∞. An application of the central limit theorem with the help of (6.2) verifies that the first factor is also bounded below by a positive constant. Thus Lemma 7 has been proved.
In the case when d ≥ 2 we can further partition each set U k j according to a partition of the unit sphere Θ. As is realized from the proof of Lemma 7, such partitioning does no harm to the test as long as the bottom ends of the resulting pieces, U k j,i say, have diameters of the same order as the thickness of the ring 
Applications
We continue to assume that the walk S n is strongly aperiodic; all the results in this section are valid without this restriction if they are modified as in Theorem 3.
for infinitely many n} = 0 or 1 according as the series
converges or diverges. We treat the two halves of Kolmogorov's test separately, our main interest being in the harder half of it, as it should be. The following theorem improves this half in two ways, i.e., the monotonicity assumption on h is removed and the set to test is reduced: it is now the graph of f rather than the outer region marked off by f .
Here δ o is a constant that is not too small; one may take
Proof. We apply Theorem 5 with the help of Lemma 8 of the next section. The latter says that there exists a positive constant C such that for j ≥ 0 and k ≥ 2 
where H := {n ∈ N : f (n) + δ o ≤ √ 2pn log log n}. Theorem 5 combined with (7.2) and (7.3) readily verifies the assertion of the theorem.
Let us show (7.3). Suppose n ∈ H and [
for some constant C 1 . On the other hand, employing (6.1), we see that
( indicates that the ratio of the two sides of it is bounded off from both 0 and infinity) as well as
From this together with (7.4) and (7.5) we get (7.3). Thus the proof of Theorem 6 is finished.
When d ≥ 2 we can generalize Theorem 6 by allowing the function f to depend on the space variable x through its direction. Let f (n, θ) be a positive function of n ∈ N and θ ∈ Θ, where Θ is the (d − 1)-dimensional unit sphere. Put 
The converse of Theorem 6 cannot be claimed unless some regularity condition is imposed on the function f . In Kolmogorov's test h is supposed to be monotone. This restriction is relaxed to either of the following conditions
Theorem 8. Suppose that either (7.6a) or (7.6b) holds and that lim inf h(n) > 0. Then P { S n < f(n) except for a finite number of n} = 1 if I{h} < ∞.
Let f (n) = h(n)
√ n > 0 as before. The Dvoretzky-Erdös test states that if d ≥ 3 and h(n) is non-increasing, then P { S n < f(n) for infinitely many n} = 0 or 1 according as
This result follows from Theorem 2 and Lemma 9 in the next section, the latter showing that the capacity of the set {(n, x) : 2 k ≤ n < 2 k+1 , x < f(n)} is bounded above by a constant multiple of 2
7.3. Let d = 2. The time axis then being hit i.o., we consider a test for the sets in the form A = {(t(m), 0) : m ∈ N}, where {t(m)} is any ascending sequence of positive integers. The situation is very similar to the criterion for whether the set of points (t(m), 0, 0) ∈ Z 3 is hit infinitely many times by a 3-dimensional random walk having mean zero and finite variance. In view of Theorem 2 a result of [IM] implies that if t(m + 1) − t(m) ≥ δ log t(m) for some constant δ > 0, then P {S t(m) = 0 for infinitely many m} = 0 or 1 according as
Evaluation of capacity
We collect in this section certain estimates, from below or above, of capacities of sets having various shapes. These are not only applied in this paper, but also interesting for their own sake. The tool we employ for the proof is exclusively the variational characterization of capacity that may read as follows: Let A be a bounded set of Z d+1 , µ a non-negative measure on A and c a positive constant. Then
for some positive function f and some non-negative constant C, where
where K is a constant depending only on C and {P 1 (x)}.
Proof. Let d = 1. Let l ∈ N and let n 1 < n 2 < · · · < n l be an ascending sequence of integers and x 1 , ..., x l another sequence of integers. It suffices to show that
This, however, readily follows from P n (x) ≤ a/ √ n + 1 by adopting µ that charges each point (n j , x j ) with unit mass. In fact
For the multidimensional case, we also let µ be uniformly distributed with unit mass for each point. We have to show that η∈A G(ξ, η) ≤ const. √ N for ξ ∈ A. To this end we decompose A into three parts according to ξ = (n, x) : A = A 1 ∪A 2 ∪A 3 , where
We let n = 0 for simplicity, the arguments being identical for all n ≤ N . Clearly
By the local limit theorem in Section 3 we have
By a little reflection we realize that the first sum on the right side is dominated by a constant multiple of the sum of p(m, y) over the set
since the function p(m, y) is decreasing with respect to y . Now by summing up p(m, y) over y first, the problem is reduced to the one-dimensional case and one can easily see that the first sum on the right side of (8.2) is dominated by const. √ N. As for the second sum, we need to make different calculations according to the dimension. If d = 2, the cardinality of the section {y : (m, y) ∈ A 3 } is at most const.
√ N . By estimating x − y by √ m from below, the second sum is then bounded by const.
or 4, we estimate the second sum from above, as in the case of the first sum, by
The inner sum is roughly √ N 1 r d−4 dr, and one finds that the double sum above is bounded by const. √ N . In the case d ≥ 5 we turn back to the sum η∈A3 G and further decompose A 3 into two parts according as
The contribution to η∈A3 G from the first case, computed as in the case when d = 3 or 4, admits the required bound of const. √ N. The contribution from the second case is dominated by
Here we applied a remainder estimate for the central limit theorem that may read as follows: if the Y n 's are normalized sums of i.i.d. R-valued random variables having a finite third moment, then |P {Y n ≥ u} − (2π) GK] ). The proof of Lemma 8 is complete. 
Appendix
We give for completeness a proof of Theorem 8, in which we incidentally show that S n ∈ D p except a finite number of n (a.s.).
Proof of Theorem 8. We can suppose h(n) → ∞ and h 2 (n)/n → 0, the latter owing to the strong law of large numbers. We define a sequence (t m ) ∞ m=1 of positive integers inductively as follows. Choose t 1 large enough that n/h 2 (n) > 1 for n ≥ t 1 . With t m given, define t m+1 by t m+1 − t m ≤ t m /h 2 (t m ) < t m+1 − t m + 1. (9.1) Take p such that 1 < p < p. We apply the following relations:
where the (first) inequality holds for all positive r and N and the (second) asymptotic relation is valid uniformly for 1 < r ≤ √ 2p log log ν as ν → ∞. The first one is obtained by a simple application of the strong Markov property of S n (and the central limit theorem) and the second one is an immediate consequence of Corollary 3 in Section 3. Now suppose (7.6a) holds. Put r m := inf{h(n) : t m ≤ n ≤ t m+1 } · t m /t m+1 .
Then r m ≥ (h 2 (t m ) − C) 1/2 /(1 + 1/h 2 (t m )) 1/2 ≥ (h 2 (t m ) − C ) 1/2 owing to (9.1) and (7.6a). Hence P {t m ≤ ∃n ≤ t m+1 , S n ≥ f(n), S n ∈ D p } (9.2)
n (both (9.1) and (7.6a) are employed again for each of the last two inequalities). By taking f (n) = √ 2p n log log n, for which the sum of the last member above over m is finite and we do not need to impose the condition S n ∈ D p in the first two lines of (9.2), we see that S n ∈ D p eventually as n → ∞ with probability one. This in turn proves the claim of the theorem for general f . In the case when (7.6b) is assumed, we have only to interchange the roles of t m and t m+1 and to replace the limits of the last sum with t m+1 , t m+2 . The proof of Theorem 8 is complete.
Remark 5. Except for our choice of t m defined by (9.1) the argument made above is standard (cf. [F3, Sections 5 and 7 of Chapter 8]). We have another proof (a little more involved than that given above) that is suggested by Theorem 4. In that approach the determination of t m by (9.1) is very natural: the point is that t m+1 − t m is the same order as the height of the set U k j that contains (t m , f(t m )) (use (6.1)). This fact makes it easy to compute the capacities of A m 's determined by means of t m (see Lemma 10) and provides a proof of Theorem 8 based only on the relation (2.3) and an elementary geometry of U k j that may be summarized by (6.1) and (6.2). Feller [F1] has already used a relation similar to (9.1) for the determination of t m in the proof of his generalized version of Kolmogorov's test (for both directions), but he did not discuss the case when h is not monotone.
