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Resumo
Um dos maiores desaos no reonheimento de fala atualmente é usá-lo no ontexto
diário, no qual distorções no sinal da fala e ruídos no ambiente estão presentes e re-
duzem a qualidade do reonheimento. Nos últimos trinta anos, entenas de métodos
para reonheimento robusto ao ruído foram propostos, ada um om suas vantagens e
desvantagens. Este trabalho propõe o uso de uma rede neural onvoluional no papel
de modelo aústio em sistemas de reonheimento automátio de fala, omo uma alter-
nativa ao métodos lássios de reonheimento baseado em modelos oultos de Markov
(HMM, do inglês, Hidden Markov Models) sem a apliação de um método robusto ao
ruído. Experimentos foram realizados om áudios modiados om ruídos aditivos e
reais, e mostraram que o método proposto reduz o Equal Error Rate (EER) e aumenta a
auráia da lassiação de omando de voz quando omparado a modelos tradiionais
de lassiação, evideniando a robustez da abordagem apresentada.
Palavras-have: Reonheimento de fala, Redes Neurais Convoluionais, HMM.
Abstrat
One of the biggest hallenges in speeh reognition today is its use on a daily basis, in
whih distortion and noise in the environment are present and hinder this task. In the
last thirty years, hundreds of methods for noise-robust reognition were proposed, eah
with its own advantages and disadvantages. In this thesis, the use of Convolutional
Neural Networks (CNN) as aousti models in automati speeh reognition systems
(ASR) is proposed as an alternative to the lassial reognition methods based on
Hidden Markov Models (HMM) without any noise-robust method applied. Experiments
were performed with a audio set modied by additive and natural noises, and showed
that the presented method redues the Equal Error Rate (EER) and improves the
auray of speeh reognition in noisy environments when ompared to traditional
models of lassiation, indiating the robustness of the approah.
Keywords: Speeh Reognition, Convolutional Neural Networks, HMM.
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Capítulo 1
Introdução
1.1 Problema
Nos últimos anos, smartphones têm sido os dispositivos de omuniação mais usados
no mundo. Segundo Smith (2015), em 2015, aproximadamente 64% da população norte
ameriana possuía um smartphone, um aumento de quase 100% quando omparado os
35% de usuários no iníio de 2011. Sua resente apaidade omputaional ombinada
om sua alta abrangênia zeram om que as pessoas permaneessem ompletamente
onetadas e onstantemente disponíveis. A interfae entre o usuário e o smartphone
é realizada por meio de toques na tela, o que muitas vezes se torna pouo intuitivo
e natural. Por se tratar de uma forma mais natural de interação, muitas empresas
omeçaram a permitir de forma mais limitada até o momento, o uso da interfae de
voz om o smartphone, omo meio mais natural de forneer omandos. Este é mais
um novo desao para a área de Reonheimento Automátio de Fala (Automati Spe-
eh Reognition, ASR) devido às diversas diuldades referentes ao uso da voz, omo:
ruídos no ambiente, tamanho e forma do trato voal, respiração, et. A ténia mais
omum usada para a modelagem aústia em sistemas ASR é uma ombinação de mo-
delos oultos de Markov (Hidden Markov Models, HMM), responsáveis por modelar a
estrutura sequenial do sinal de voz, e modelos de misturas Gaussianas (Gaussian Mix-
ture Models, GMM) para modelar a representação aústia de araterístias extraídas
a partir do sinal (Abdel-Hamid et al., 2012). Esta abordagem é failmente afetada por
variações da fala em onversas diárias.
Para realizar tarefas de reonheimento de fala, extratores de araterístias são
usados om o objetivo de representar os dados de entrada em uma forma mais onveni-
ente. Nos últimos 50 anos, pesquisadores nessa área vêm desenvolvendo várias formas
de representação om bases em araterístias anatmias, psiológias e aústias da
fala humana, para serem usadas omo araterístias no reonheimento de fala. Entre
elas, as mais usadas são: bano de ltros (Fbank), Coeientes Mel-Cepstrais (Mel-
frequeny Cepstrum Coeients, MFCC) (Davis and Mermelstein, 1980) e Coeientes
PLP (Pereptual Linear Predition) (Hermansky, 1990). Essas araterístias possuem
ao menos dois fatores que os tornam bastante adequados na representação da fala: a
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redução da dimensionalidade do sinal e a preservação de uma quantidade de informa-
ção suiente para tarefas de lassiação, om poua perda no desempenho. Contudo,
elas não apresentam robustez ao ruído e dependem da avaliação e interpretação do res-
ponsável por parametrizar e esolher o tipo de extrator de araterístia. Uma forma
de abordar este tipo de problema envolve o uso de uma das entenas de ténias que
foram estabeleidas para o tratamento de ruído (Li et al., 2014). Essa deisão requer
onheimento dos prós e ontras que ada método pode ofereer.
Ultimamente, redes neurais profundas (Deep Neural Networks) têm sido propostas
omo substitutas do HMM na modelagem aústia (Hinton et al., 2012). Entre as
redes neurais profundas mais onheidas, as redes neurais onvoluionais (Convolutional
Neural Network, CNN) têm provado que podem ser treinadas de forma mais rápida,
além de onseguirem exelentes resultados, entre eles, a menor taxa de erro na base
MNIST até o momento (Ciresan et al., 2011, 2012). As CNNs são usadas prinipalmente
para tarefas na área de visão omputaional (LeCun et al., 2004) e em problemas de
série temporal (Lee et al., 2009), nos quais são feitas ltragens baseadas em onvoluções
através do eixo temporal, realizando uma extração implíita de araterístias dos dados
de entrada na forma natural (Abdel-Hamid et al., 2012). Como mostra o trabalho de
LeCun et al. (1998), as CNNs são apazes de extrair impliitamente araterístias
dos dados na sua forma natural, lidando de maneira robusta om a ruídos e variações
presentes nos dados.
Neste trabalho, é levantada a hipótese, detalhada na Seção 3.2, de que o uso de
redes neurais onvoluionais omo modelo aústio em uma abordagem híbrida om o
HMM, é uma solução robusta para superar problemas ausados por ruídos de ambiente
e variações produzidas pela voz. Estas variações oorrem devido ao uso do reonhe-
imento de fala em ambientes não ontrolados, ou seja, a utilização da interfae de
voz no ontexto do dia a dia. O foo deste estudo foi direionado ao reonheimento
de palavras isoladas do português brasileiro, levando em onsideração a inuênia de
diferentes tipos de ruídos no desempenho da solução proposta. Desta forma, o traba-
lho apresenta uma abordagem ao reonheimento de fala que ombina CNN e HMM,
baseada no trabalho de Abdel-Hamid et al. (2012), e veria a robustez da mesma em
áudios modiados om ruídos aditivos e naturais.
1.2 Trabalhos Relaionados
Nos últimos ino anos, o reonheimento de fala om CNN tem sido o foo de vá-
rios estudos. Contudo, foram enontrados pouos estudos que tratam diretamente da
inuênia do ruído no desempenho da lassiação om a CNN.
Uma versão modiada do CNN hamada de Gabor Convolutional Neural Network
(GCNN) é apresentada no trabalho de Chang and Morgan (2014). A rede inorpora
funções Gabor nos ltros do kernel de onvolução. A partir do treinamento da rede
usando versões limpas e ruidosas da base Wall Street Journal, o estudo apresentou uma
melhoria de desempenho quando omparado a outras ténias robustas ao ruído.
O uso de araterístias robustas om a CNN e DBN ajudaram a melhorar as taxas
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de reonheimento na base Aurora4 no estudo de Mitra et al. (2014). Isso é reforçado
por Huang et al. (2015) que mostra ainda a CNN omo modelo mais apropriado que a
DBN para o reonheimento de fala.
Por último, CNN é apliada no ontexto de deteção de frases e omparada ao
GMM e MLP. No seu estudo, (Soltau et al., 2013) utiliza uma base de áudio limpo
que é distorida pela transmissão em oito anais diferentes de rádio. A partir disto, ele
realiza o treinamento usando tanto dados limpos, omo modiados. CNN onseguiu
melhores resultados em anais ruidosos, mas não melhorou as taxas de desempenho
onheidas para esta base em situações mais ontroladas, ou seja, om ruido menos
intenso.
1.3 Objetivos
O objetivo geral deste trabalho é denir e avaliar o modelo híbrido entre o CNN e HMM
para reonheimento de fala em amostras de áudio modiadas om ruído aditivo e
ruídos naturais da própria gravação. Para alançar o objetivo geral, foram identiados
os seguintes objetivos espeíos:
 Analisar os métodos mais usados para realizar o reonheimento automátio de
fala;
 Apresentar e avaliar uma abordagem para reonheimento de fala, ombinando
redes neurais profundas, do tipo onvoluional, e modelos oultos de Markov para
modelagem dinâmia do sinal de fala;
 Realizar experimentos em dados de áudio adquiridos através de dispositivos mó-
veis, om presença de ruído de ambiente e om ruídos simulados após a aquisição,
visando avaliar o desempenho da abordagem em situações de uso real.
1.4 Organização da Dissertação
A dissertação foi dividida em ino apítulos. O primeiro apítulo é a introdução do
trabalho e os demais apítulos são desritos omo se segue:
 Capítulo 2: Apresenta oneitos fundamentais que envolvem o trabalho realizado.
A prinípio, uma introdução ao reonheimento automátio de fala é feita, om
o intuito de forneer um bom eslareimento dos prinipais omponentes de uma
arquitetura ASR generalizada. Em seguida são apresentados oneitos das Redes
Neurais Convoluionais, que são o foo da dissertação.
 Capítulo 3: Disute a idéia por trás de modelo híbrido entre HMM e RNA e omo a
CNN fará o papel de uma MLP tradiional neste modelo. O apítulo enerra om
uma disussão da hipótese levantada neste trabalho, disutindo araterístias
fundamentais da CNN que podem melhorar o desempenho do problema disutido
no trabalho.
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 Capítulo 4: Detalha os experimentos que foram realizados, bem omo as bases
e métrias usadas. Além disso, apresenta resultados dos experimentos e uma
disussão.
 Capítulo 5: Apresenta projetos que utilizam o modelo desenvolvido neste traba-
lho.
 Capítulo 6: O último apítulo onlui o trabalho destaando prinipais ontribui-
ções, limitações de pesquisa e sugestões de novos aminhos a serem seguidos em
possíveis trabalhos futuros.
Capítulo 2
Referenial Teório
Neste apítulo são apresentados oneitos fundamentais utilizados no trabalho. A pri-
meira seção fornee uma visão geral sobre a arquitetura de um sistema ASR, seguida
pela seção que trata das redes neurais onvoluionais.
2.1 Reonheimento de Fala
No proesso de reonheimento de voz, o sinal de voz é primeiramente preproessado
no hamado front-end do sistema, que extrai as araterístias que serão usadas. A
maioria dos sistemas ASR usa uma abordagem baseada em frames do áudio, que on-
vertem o sinal de entrada em sequênias de frames de araterístias om igual duração.
Caraterístias omo MFCCs e Fbanks são alguns exemplos de possíveis representações
que podem ser usadas neste proesso (Davis and Mermelstein, 1980). Na Figura 2.1, é
apresentado um diagrama que mostra uma arquitetura genéria de um sistema ASR.
O deodiador é o módulo do sistema que proessa o sinal aústio, transrevendo-
o em uma sentença esrita. É omposto basiamente pelos modelos aústios, modelos
linguístios e o diionário.
O modelo aústio é um modelo estatístio baseado nas araterístias omputadas
no front-end. Normalmente, esse modelo é usado para alular a verossimilhança da
geração de observações aústias a nível de fonemas. Geralmente são usados Modelos
Oultos de Markov e Modelos de Misturas Gaussianas omo omponentes do modelo
aústio (Rabiner, 1989).
O diionário mapeia ada palavra de uma determinada língua à sua representação
fonétia, ou seja, uma sequênia de fonemas. Uma palavra pode ter algumas alterna-
tivas de pronúnia, sendo dessa forma neessário que no diionário existam múltiplas
entradas para a palavra. O diionário é usado omo uma forma de restringir as possíveis
sequênias de fonemas, pois sem o mesmo, ertamente não seria possível produzir uma
deodiação onável do sinal.
O modelo linguístio é o segundo modelo estatístio presente no deodiador, e
possui o objetivo de modelar a fonte probabilidade das possíveis sequênias em um
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Figura 2.1: Arquitetura de um sistema ASR. Adpatado de (Rabiner, 1989)
idioma. Segundo Jurafsky and Martin (2000), a maioria dos sistemas ASR utiliza o
modelo N-gram, devido à failidade de ombinação om outros omponentes.
2.2 Redes Neurais Convoluionais
Com base no trabalho de Hubel and Wiesel (1968) sobre órtex visual dos gatos, po-
demos saber que essa estrutura ontém um arranjo omplexo de élulas. Essas élulas
são sensitivas em pequenas regiões do ampo de visão, hamadas de ampos reeptivos.
Dois tipos de élulas foram denidas: (i) As élulas simples, que são sensíveis a
padrões espeíos om forma de borda, e (ii) as élulas omplexas, que possuem ampos
reeptivos maiores e são loalmente invariantes à posição exata do padrão.
O órtex visual animal é um dos sistemas de proessamento mais poderosos onhe-
idos, e por isso, pesquisadores tentam simular seu funionamento artiialmente. Al-
guns exemplos de modelos desenvolvidos são: NeoCognitron (Fukushima, 1980), HMAX
(Serre et al., 2007) e Redes Neurais Convoluionais (LeCun et al., 1998).
Redes Neurais Convoluionais são variações de redes Pereptron Multiamadas
(Multilayer Pereptron Networks, MLP) ompostas por suessivas amadas de on-
volução e subamostragem que realizam uma etapa de preproessamento dos dados de
entrada, e uma amada que orresponde a uma MLP, responsável por alular a saída
da CNN. A sua estrutura é modelada para tirar vantagem de problemas que envolvem
padrões bidimensionais, tais quais imagens e sinais de fala em espetrograma. Espe-
trogramas são representações visuais do espetro de frequênia em sinais em relação a
sua variação no tempo.
A amada de onvolução é omposta por onjuntos de ltros, onheidos omo
mapas de araterístias, onde ada ltro atua loalmente, simulando o omportamento
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dos ampos reeptivos enontrados no sistema visual de organismos vivos (LeCun et al.,
1998). Os ltros de ada mapa de araterístias, também onheidos omo kernels de
onvolução, são entrelaçados e agrupados de tal forma que todo ampo de entrada
possa ser representado, além de onsiderar orrelação entre neurnios vizinhos. Essa
propriedade é onheida omo onetividade loal e introduz robustez a desloamento
e distorções em amostras de mesma lasse.
Outra propriedade importante da amada de onvolução são os pesos omparti-
lhados, denida omo sendo o ompartilhamento de pesos entre os kernels do mesmo
mapa de araterístias. Graças a esse ompartilhamento de pesos, os mapas de a-
raterístias podem detetar padrões independentemente da loalização no ampo de
entrada. Os pesos são estimados usando o treinamento om algoritmo de bakpropa-
gation modiado omo sugere Abdel-Hamid et al. (2014), permitindo que ada mapa
de araterístia possa enontrar um tipo partiular de araterístia que é aprendida
durante a fase de treinamento.
Após a amada de onvolução, as ativações são passadas para uma segunda amada,
a amada de subamostragem. Essa amada pode alular o valor máximo ou médio de
uma área de tamanho predenido, gerando uma representação da entrada em resolução
reduzida. Essa etapa melhora a invariânia a translação, onsequentemente, aumen-
tando a auráia da lassiação LeCun et al. (1998). A arquitetura de uma CNN é
apresentada na Figura 2.2.
Figura 2.2: Arquitetura de uma CNN
Uma CNN pode onter uma ou mais amadas de onvolução e subamostragem, on-
forme preferênia e ajustes neessários relaionados ao problema de lassiação. Como
entrada, a CNN reebe uma matriz real m × n que é proessada por uma amada de
onvolução. Em seguida, a amada de onvolução é formada por k mapas de ara-
terístias om c × c kernels, onde c < n. Dado o kernel w, a saída yij do mapa de
araterístias m é alulada pela onvolução da entrada x e w,
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yi,j =
m∑
a=−m
m∑
b=−m
wa,bx(i−a,j−b)
onde o tamanho do kernel é igual a (2m + 1) × (2m + 1) (Abdel-Hamid et al., 2012).
Após a onvolução, uma função de ativação não linear é apliada em ada mapa de
araterístias somada a um peso, denido omo viés.
O próximo passo é proessar a saída de ada mapa de araterístias através de uma
amada de subamostragem, que pode usar um ltro de média ou de valor máximo numa
área predenida de tamanho r × r. Na Figura 2.3, uma representação das amadas de
onvolução e subamostragem é apresentada.
Figura 2.3: Camadas de onvolução e subamostragem
Finalmente, o resultado das amadas iniiais é apresentado a uma MLP totalmente
onetada que alula a saída da CNN.
Capítulo 3
Modelo Proposto
3.1 Modelo CNN-HMM
Redes neurais podem ser usadas para lassiar diversos padrões, entre eles, fonemas
e palavras, mapeando um padrão temporal em espaial (Bourlard and Morgan, 1994).
Entretanto, as redes neurais são limitadas em seu poder de lassiar sequênias, pois
as mesmas podem variar innitamente de tamanho. Por outro lado, o HMM possui
uma estrutura apaz de lidar om sequênias de tamanho indenido.
Pensando nisso, um modelo híbrido NN-HMM foi riado, no qual a rede neural tem
o papel de modelar uma representação aústia dos frames da fala, enquanto que o
HMM modela a estrutura temporal e as dependênias entre frames adjaentes. Cada
entrada para rede é formada por uma sequênia de T frames Ot, entralizados no tempo
t. A saída da rede orresponde à probabilidade a posteriori P (s|Ot) que representa o
estado s do HMM no tempo t (Bourlard and Morgan, 1994). As probabilidades dos
estados do HMM são aluladas na saída da rede pela função softmax
P (s|Ot) =
exp(yt)∑T
i=1 exp(yi)
,
onde yt é a saída do neurnio t. Desta forma, um HMM treinado enontra a sequênia
de estados s1,s2, . . . ,sn que melhor explia a sequênia de observações O1,O2, . . . ,On.
Neste trabalho, a rede neural MLP é substituída por uma rede neural onvoluional.
Esse modelo foi denido por Abdel-Hamid et al. (2012) e adpatado para o reonhei-
mento de fala onforme apresentado na Figura 3.1.
3.2 Detalhamento da Hipótese
A hipótese tratada neste trabalho está relaionada ao uso de Redes Neurais Convolu-
ionais e omo elas podem melhorar as taxas de aertos no reonheimento de fala em
ambientes ruidosos. O foo do estudo é direionado ao reonheimento de palavras iso-
ladas na língua portuguesa, avaliando também a inuênia de diferentes tipos de ruídos
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Figura 3.1: Modelo híbrido CNN-HMM (Abdel-Hamid et al., 2012)
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no desempenho da solução proposta. A partir dos problemas menionados na Seção
1.1, surge o questionamento: omo superar os problemas ausados pelos ruídos do am-
biente e variação do sinal da fala, sem que haja dependênia do proesso de extração
de araterístias, utilizando diretamente os dados em sua forma natural?
No domínio da frequênia, os sinais da fala são representado por onentrações de
energias em diferente bandas de frequênia. Quando um sinal de fala é analisado a
nível fonétio, é possível veriar que o fonema pode ser lassiado a partir de sua
representação espetral. Na presença de ruído, o sinal ontinua bastante representativo
devido ao ruído estar onentrado apenas em algumas partes do espetro. De aordo
om Abdel-Hamid et al. (2012), espetro na esala Mel, bano de ltros e espetro line-
ares são representações adequadas da entrada no domínio da frequênia que preservam
informações espaiais.
Uma vez que CNNs são espeializadas em problemas que envolvem orrelações es-
paiais, é esperado que os frames do sinal de fala no domínio da frequênia possam ser
usados omo entrada para uma CNN, que por sua vez vai gerar uma sequênia de ob-
servações ou probabilidades usadas pelo HMM. Em ambientes ruidosos, a CNN ainda
pode extrair araterístias representativas, porque os pesos ompartilhados de ada
mapa de araterístias são repliados por todo o espaço da entrada, permitindo que
araterístias possam ser enontradas independente de sua loalização, aso venham a
ser distoridas pelo ruído.
Em seu trabalho, LeCun et al. (1998) mostra omo a CNN é apaz de superar
variações e ruídos no reonheimento de dígitos manusritos. A Figura 3.2 inlui
exemplos de robustez da CNN sob ondições de ruídos diversos. Sem o uso de CNN,
seria neessário submeter métodos de extração de araterístias e segmentação da
imagem.
No modelo apresentado, a CNN é treinada para estimar as probabilidades de emis-
sões do HMM. Além de reeber o frame que será lassiado a nível fonétio, a CNN
reebe frames anteriores e posteriores, permitindo que ela possa aprender informações
de ontexto do fonema.
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Figura 3.2: Exemplos de reonheimento de imagem que apresentam robustez ao ruído.
Fonte: LeCun et al. (1998)
Capítulo 4
Experimentos e Resultados
4.1 Cenários de Experimentação
Para avaliar o método proposto, foi onduzido um experimento que envolve o reonhe-
imento de palavras isoladas om ruído aditivo. O experimento é baseado no trabalho
de Almeida (2014), no qual o reonheimento de palavras dependente de loutor é ava-
liado em um bano de dados modiado om três ruídos da base NOISEX-92: onversa,
volvo (denominação dada pelos autores ao ruído produzido pelo motor de um veíulo
espeío ) e fábria (Varga and Steeneken, 1993).
Testes foram onduzidos para determinar a melhor onguração para o modelo. A
onguração enontrada é omposta por duas amadas de onvolução e subamostragem.
As amadas de onvolução possuem kernels de tamanho 3 × 3 seguidas por amadas
de subamostragem om ltros de tamanho 2 × 2. Na primeira amada, 20 mapas de
araterístias são usados e, na segunda, 50. A última amada é formada por uma MLP
om 200 neurnios na amada oulta. Cada neurnio de saída representa um fonema
que forma uma palavra a ser lassiada.
O primeiro experimento trata basiamente de uma omparação mais direta entre
CNN-HMM om modelos de lassiação tradiionais (SVM e GMM). O SVM e GMM,
nesse ontexto, são apliados na modelagem aústia dos sinais, assumindo o papel
da CNN e utilizando o HMM para a modelagem sequenial. Além disso, é feita uma
avaliação das araterístias geradas pelo CNN em omparação om Eventos Aústios
Elementares, araterístias propostas por Almeida (2014). Entretanto, este experi-
mento difere bastante do que poderia ser enontrado em situações de uso otidiano de
um sistema ASR. Os prinipais motivos são:
 A utilização de treinamento e teste dependente de loutor: O experimento não
veria omo a abordagem se omportaria num enário mais diversiado, em que
os loutores presentes na base de teste são ompletamente diferentes daqueles que
partiiparam da onstrução da base de treinamento.
 Ruidos aditivos: Quando utilizamos ruídos aditivos, não onsideramos algumas
araterístias que estão presentes em ambientes ruidosos naturais. Em ambiente
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Figura 4.1: Espetogramas de áudio do omando avane (a) e om ruído aditivo de
onversa (b)
Figura 4.2: Espetogramas de áudio da palavra zero (a) e om ruído natural de onversa
(b)
ruidosos, os loutores tendem a se omuniar diferentemente, aumentando o tom
da voz, forma de pronúnia e duração da sílabas e palavras, et. Essa tendênia é
onheida omo efeito Lombardi (Junqua, 1996). As Figuras 4.1 e 4.2 apresentam
espetogramas de áudio om e sem ruídos. O exemplo apresentado na Figura
4.2, om ruído natural, mostra forte alteração em onentrações de energia, se
omparado om o exemplo da Figura 4.1, om ruído aditivo.
Após essa onstatação, um segundo experimento foi idealizado. Nele é usada uma
segunda base, desrita na Seção 4.2, que possui áudios om três ruídos simulados durante
a gravação. Desta forma, pretende-se avaliar o modelo CNN e os lassiadores SVM e
GMM em ondição de independênia de loutor e ruído real.
4.1.1 Treinamento
O proesso de treinamento dos modelos é estruturado onforme diagrama da Figura
4.3.
A primeira etapa do treinamento onsistiu em realizar anotações fonétias nas ba-
ses de áudio. Foi realizada uma anotação fonétia semiautomátia a partir do plugin
EasyAlign para o Praat (Goldman, 2011). A anotação é semiautomátia pois o EasyA-
lign aaba onfundido as marações de fonemas na maioria dos áudio, o que exige uma
supervisão humana para alinhar om mais preisão. Na Figura 4.4, é apresentada a in-
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Figura 4.3: Diagrama do proesso de treinamento
Figura 4.4: Tela do praat, utilizado para a auxiliar na anotação fonétia
terfae do Praat om a anotação feita para a palavra avane. Cada fonema é delimitado
e, em seguida, anotado num arquivo para ser usado pelo sripts de treinamento.
Logo em seguida é realizado o treinamento da CNN. A CNN foi implementada na
linguagem Python 3.4 om o auxílio das biblioteas Numpy 1.8.1 (Jones et al., 01 ) e
Theano 0.6 (Theano Development Team, 2016). O treinamento onsiste em forneer
frames de áudio das bases e os rótulos obtidos om a anotação fonétia. A abordagem
proposta não usa modelo de rejeição na lassiação. A CNN treinada serve para
gerar as probabilidades que serão usadas no treinamento dos modelos HMM usando o
algoritmo de BaumWelh (Rabiner, 1989). Para ada palavra, é treinado um HMM
que irá aprender a estrutura sequenial da palavra. Foram utilizados apenas modelos
sem ruídos aditivos ou naturais.
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Figura 4.5: Diagrama do proesso de teste
4.1.2 Teste
A etapa de teste, representada na Figura 4.5, utiliza os modelos onstruídos para fazer
a avaliação da abordagem proposta.
4.2 Base de dados
O primeiro experimento foi realizado na base Biohaves
1
que é formado por ino o-
mandos pronuniados em português brasileiro (avane", direita", esquerda", pare"e
reue"). Os omandos são repetidos 10 vezes por 8 loutores (6 homens e 2 mulheres).
As gravações foram realizadas em ambiente não ontrolados, a partir de dispostivos
móveis a uma taxa de 8 Khz e quantização de 16 bits(Raulino et al., 2013). A base
foi anotada fonetiamente para este trabalho através de um proesso semiautomátio
usando o plugin EasyAlign para o Praat (Goldman, 2011). Foram usados os 15 fonemas
que formam os omandos, além de mais uma lasse que representa frames de silênio.
Os resultados foram omparados om Almeida (2014), no experimento que envolve
o reonheimento de palavras isoladas om ruídos aditivos: onversa, volvo e fábria.
Para a realização do experimento, a base foi dividida em duas bases de treinamento e de
teste, om 70% das amostras para treinamento e o restante para teste. Os ruídos aditivos
foram apliados na base limpa mantendo uma relação sinal-ruído, SNR, do inglês signal-
to-noise ratio de 6dB. Seguindo os mesmos ritérios apliados por Almeida (2014), a
rede foi treinada om todos os loutores, araterizando o problema omo dependente
de loutor. Em seguida, a base de teste foi modiada pelos ruídos aditivos, gerando
assim, outras três bases.
A segunda base utilizada no segundo experimento foi onstruída pelo grupo de
pesquisa do qual o autor deste trabalho faz parte. A base é formada por dígitos de zero a
nove e gravada por 13 loutores, sendo 6 homens e 7 mulheres. Foram usadas as mesmas
ongurações de gravação da base Biohaves e anotação fonétia semiautomátia om
1
http://www.biohaves.om/en/download.htm
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Tabela 4.1: SNRdB por loutor da base numéria
SNRdB
Loutores Chuva Conversa Rua
Homem 1 6,37dB -0,26dB -1,02dB
Homem 2 3,36dB 1,68dB 1,43dB
Mulher 1 1,64dB -1,45dB 0,15dB
Mulher 2 5,43dB 2,94dB 0,89dB
o Praat. Foram esolhidos 18 fonemas e um símbolo de silênio, formando um total de
19 rótulos para a lassiação.
Quatro loutores, 2 homens e 2 mulheres, repetiram suas gravações outras 3 vezes
para a base de teste, om um ruído de ambiente diferente em ada gravação. Os ruídos
utilizados foram: onversa, huva e rua. Esses quatros loutores foram utilizados para
teste, om o objetivo de avaliar a proposta de forma independente de loutor. Os sinais
om ruídos mantiveram diferentes SNR para ada loutor e ruído, omo pode ser visto
na Tabela 4.1.
Para ada eloução, uma etapa de extração de araterístias produziu vetores de
40 oeientes de bano de ltros na esala Mel. Abdel-Hamid et al. (2014) arma que
MFCC onvenional não é adequado para ser usado na CNN porque a transforma dis-
reta do osseno projeta a energia espetral para uma nova base que pode não preservar
informações espaiais nos áudios. A extração foi realizada em frames de 25 milissegun-
dos om 10 milissegundos de entrelaçamento entre eles. Os oeientes foram agrupados
em 15 frames onseutivos para servirem omo entrada na rede. A entrada foi rotulada
de aordo om o frame da oitava posição.
4.3 Métrias
Em Almeida (2014), foram usados vetores de araterístias num proesso de alinha-
mento temporal onheido omo Dynami Time Warping (DTW). Portanto, foi mais
apropriado em seu trabalho, analisar o problema omo um problema de deteção, ao
invés de um problema de lassiação. Desta forma, a métria Equal Error Rate (EER)
foi usada omo forma de representar os resultados na omparação om Almeida (2014).
EER orresponde ao ponto na urva ROC onde a taxa de falsos positivos e falsos nega-
tivos são iguais. Outra métria usada foi a auráia da lassiação, apliada tanto no
primeiro omo no segundo experimento. A auráia é denido omo a proporção entre
a quantidade de aertos e a quantidade total de amostras na base de teste. Na avaliação
da auráia, os modelos foram submetidos a um proesso de validação ruzada k-fold
om k = 10.
Os extratores omparados em Almeida (2014) foram MFCC, ZCPA (Zero-Crossing
with Peak Amplitudes) e eventos aústios elementares (Elementary Aousti Events,
EAE), que foi proposto pela autora.
No primeiro experimento deste trabalho, onsiderou-se que a CNN está agindo no
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papel de extrator de araterístias, avaliando uma possível representação do espeto-
grama natural omo entrada, os oeientes Fbank. Entretanto, é importante ressaltar
que o modelo GMM-HMM tradiional (Rabiner, 1989) assim omo o CNN-HMM deste
trabalho, realizam extração de araterístias e deteção de sinal de forma onjunta.
Além disso, para o CNN-HMM proposto, foi neessário usar uma base anotada foneti-
amente, em ontraste om o trabalho de Almeida (2014), que não dispõe de anotação
fonétia, apenas de anotação da eloução.
4.4 Resultados
4.4.1 Primeiro Experimento
No primeiro experimento, a CNN foi avaliada omo um extrator de araterístias para
realizar a omparação de resultados om o EAE e demais araterístias na base Bio-
haves. Desta forma, o reonheimento dos omandos foi feito através de um proesso
de alinhamento temporal entre duas matrizes de probabilidades geradas pela CNN. A
primeira matriz serve omo sinal de referênia, enquanto que a segunda é um sinal
desonheido que pode ser ou não da mesma lasse. O problema passa a ser um pro-
blema de deteção, no qual se pode extrair medidas de EER para serem omparadas
aos resultados de Almeida (2014). O método de alinhamento da referênia usado foi o
DTW, que mede a similaridade entre duas sequênias temporais (Itakura, 1975). Na
Tabela 4.2, são apresentados os resultados dos experimentos da CNN e DTW. Todos
os métodos foram avaliados nas bases modiadas e não modiadas.
O modelo CNN-DTW obteve os melhores resultados em todas as bases, quando
omparados ao EAE em Almeida (2014). É importante notar que o CNN-DTW foi o
únio treinado om ajuda da anotação fonétia da base de áudios.
Os resultados da Tabela 4.2 sugerem que anotação semiautomátia dos fonemas
teve grande inuênia na melhoria de desempenho, por dispor da supervisão humana
durante a fase de treinamento. Portanto, dado que os lassiadores GMM e SVM
(Support Vetor Mahines) podem ser treinados om anotação, ambos lassiadores
foram avaliados no mesmo experimento para averiguar a inuênia da anotação no
proesso. Várias ongurações foram testadas para GMM em busa do número de
Gaussianas que fornee o melhor desempenho onforme apontada na desrição da tabela
de resultados 4.3. Para o SVM, um kernel polinomial de grau d = 3 alançou os
Tabela 4.2: Resultados do primeiro experimento om CNN DTW
Equal error rate (EER) (%)
Métodos Base limpa Conversa Volvo Fábria
MFCC-DTW 7.30% 11.70% 8.20% 13.10%
ZCPA-DTW 8.20% 10.50% 8.40% 12.20%
EAE-DTW 3.80% 8.50% 3.80% 9.90%
CNN-DTW 3,01% 5,96% 3,42% 6,97%
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Tabela 4.3: EER do primeiro experimento om anotação fonétia
Equal error rate (EER) (%)
Métodos Base limpa Conversa Volvo Fábria
GMM-HMM (1) 19,20% 28,27% 19,23% 23,20%
GMM-HMM (3) 4,27% 27,93% 4,20% 20,20%
GMM-HMM (5) 1,07% 29,33% 1,07% 14,67%
SVM-HMM 0,00% 20,27% 0,00% 15,13 %
CNN-HMM 0,13% 3.47% 0,27% 2,67%
melhores resultados. Os lassiadores foram implementados pelo projeto sikit-learn
2
,
uma bibliotea de ódigo aberto om implementações de algoritmos para aprendizado
de máquina na linguagem Python (Pedregosa et al., 2011). Os dois lassiadores geram
sequênias de observações para o treinamento de HMM disreto.
A Tabela 4.3 mostra os resultados da CNN omparados om GMM e SVM. O
número ao lado dos GMMs india a quantidade de Gaussianas na mistura. O SVM
obteve resultados um pouo melhores na base limpa e om ruído volvo, mas o CNN
ontinuou om melhores resultados nas demais situações. Os modelos também foram
avaliados usando validação ruzada k-fold da auráia om k = 10. Na Tabela 4.4 são
apresentadas as médias da auráia de ada teste seguidas pelo desvio padrão para ada
situação.
Tabela 4.4: Auráia do primeiro experimento om anotação fonétia
Auráia (%)
Métodos Base limpa Conversa Volvo Fábria
GMM-HMM (1) 79,20% ± 2,14 57,80% ± 7,39 78,40% ± 1,95 71,40% ± 3,40
GMM-HMM (3) 94,50% ± 1,17 63,80% ± 11,33 94,50% ± 1,17 76,80% ± 3,42
GMM-HMM (5) 99,80% ± 0,42 64,20% ± 13,18 99,80% ± 0,42 82,40% ± 4,29
SVM-HMM 100,00% 77,40% ± 4,22 100,00% 83,20 % ± 3,29
CNN-HMM 99,67% ± 1,02 88,91% ± 5,43 99,67% ± 1,02 94,86% ± 4,53
SVM e GMM tiveram seus desempenhos afetados pelas bases modiadas om ruí-
dos de onversa e de fábria. Por serem ruídos mais espalhados em diversas faixas de
frequênias, todas as máquinas de aprendizado foram afetadas. Contudo, foi possível
notar que CNN-HMM foi menos inueniado por tais ruídos, indiando desta forma
que o modelo tem um nível maior de robustez a variações omuns em ambientes não
ontrolados. A Figura 4.6 apresenta a urva ROC para o CNN-HMM om ruído de
onversa.
2
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Figura 4.6: Curva ROC para a base modiada om ruído de onversa
4.4.2 Segundo Experimento
A Tabela 4.5, apresenta os resultados do segundo experimento realizado na base nu-
méria. O desempenho do CNN-HMM foi omparado novamente om SVM e GMM.
Para o GMM, apenas foi onsiderada a onguração om ino gaussianas que havia
apresentado melhor desempenho anteriormente. Os modelos foram avaliados também
num ontexto de reonheimento de fala dependente de loutor e seus desempenhos são
apresentados na Tabela 4.6.
Tabela 4.5: Resultados do segundo experimento independente de loutor
Auráia (%)
Métodos Base limpa Chuva Conversa Rua
GMM-HMM (5) 40,00% ± 7,71 10,00% 9,50% ± 1,00 11,50% ± 1,91
SVM-HMM 44,40% ± 8,98 18,50% ± 6,40 16,00% ± 9,52 10,50% ± 1,00
CNN-HMM 59,79% ± 13,54 32,50% ± 7,00 34,00% ± 10,19 23,00% ± 4,76
Tabela 4.6: Resultados do segundo experimento dependente de loutor
Auráia (%)
Métodos Base limpa Chuva Conversa Rua
GMM-HMM (5) 95,80% ± 4,04 12,50% ± 3,00 9,50% ± 1,00 12,00% ± 1,63
SVM-HMM 99,80% ± 0,63 18,50% ± 7,72 12,00% ± 4,00 15,00 % ± 2,00
CNN-HMM 100,00% 52,00% ± 4,61 30,50% ± 7,54 18,00% ± 3,26
Os resultados apontam novamente o CNN-HMM omo a melhor alternativa entre os
modelos testados. Apesar de ter sido menos afetado que os demais, o CNN-HMM obteve
frao desempenho nessa segunda base, prinipalmente quando se trata do ruído de rua
que é araterizado omo mais intenso entre os três. Isso pode ter sido ausado por se
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tratar de uma base om poua quantidade de amostras, diultando a generalização do
aprendizado da CNN, ruial no reonheimento de um padrão tão diversiado omo a
fala. Outro ponto importante foi a utilização de ruídos muito intensos durante a oleta
de dados omo pode ser visto na Seção 4.2. As distorções ausadas por esses ruídos não
foram ltradas omo muitas vezes oorre durante a aptura de áudio, o que pode ter
levado ao desempenho inferior ao experimento anterior. Os modelos obtiveram melhores
resultados no reonheimento dependente de loutor, onforme Tabela 4.6, mas ainda
assim não onseguem manter o desempenho nas bases afetadas por ruídos.
Capítulo 5
Apliações
O modelo CNN-HMM treinado a partir dos omandos da base Biohaves foi utilizado
para o desenvolvimento de dois jogos pelo grupo de pesquisa de reonheimento de
fala. Os jogos foram desenvolvidos na versão gratuita do motor de jogos Unity3D. Essa
ferramenta é um editor poderoso que permite riação dos mesmos em 2D e 3D om
físia própria, apliando-a para simular as leis físias atuante no mundo real, grande
doumentação e tutoriais disponíveis.
Os sripts podem ser feitos em C# ou Javasript, sendo esolhido neste projeto o C#
por haver maior doumentação e tutoriais disponíveis. Desenvolver om unity ainda
permite a failidade de ter projetos multiplataforma omo Android, IOS, Windows
Phone, Windows, Ma OSX, Linux, Samsung TV, Playstation, Xbox et. Além disso,
pode usar os serviços integrados de Unity para aelerar seu proesso de desenvolvimento
e otimizar seu jogo omo reursos de monetização, networking para multiplayer, loud
building, asset store e demais. A asset store é uma loja da Unity om vários reursos
gratuitos e pagos para desenvolvimento. Esses reursos são modelos 3D, animações,
áudios, modelos de projetos, spritesheet, texturas, paotes de efeitos de âmeras, plugins
que permitem extensibilidade da engine omo para o sensor de movimentos Kinet.
Um jogo é baseado em sistema de turnos do RPG, e o outro requer resposta em
tempo real. Esses jogos foram feitos para analisar o impato desse tipo de reonheedor
em ambas as situações.
5.1 Jogo Cálulo de Aventura
O jogo Cálulo de Aventura é um jogo de aventura om temátia medieval e possui
músia ambientada. Tanto as músias omo os sprites foram baixados na asset store.
As Figuras 5.1 e 5.2 apresentam telas do Cálulo de Aventura. A prototipação do jogo
seguiu os seguintes passos:
 O game design: oneitualização da história do jogo, personagens, vilões, interfa-
es do usuário (fáil ognição que auxilie na exeução do omando), públio alvo,
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Figura 5.1: Tela iniial
Figura 5.2: Exemplo de fase do jogo
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estilo de ores, ambientação, jogabilidade, regras do jogo, ontroles do jogo (botão
touh para envio do áudio), esboços de telas;
 Esolha da engine;
 Busar doumentação da engine e jogos relaionados om reonheedor de fala;
 Implementação;
 Testes de usabilidade.
Esse jogo que está em desenvolvimento é um RPG single player 2D de tabuada para
rianças entre 7 a 9 anos. Ele possui 6 fases, sendo a última o boss nal da história.
O personagem é um guerreiro que busa enontrar a prinesa desapareida e salvar
o vale do ataque de um Dragão, Tiamátia. O dragão é ontrolado pelo Mestre dos
Cálulos que passa os desaos para o jogador. Desde o ataque do Dragão, a prinesa
havia sumido.
Em ada fase a riança deve aertar o desao do mestre para ganhar level, derrotar
os dragões menores e seguir seu destino até o astelo. O desao do mestre onsiste em
alular algumas operações matemátias de soma, subtração, multipliação e divisão
de dois ou três termos positivos de 2 algarismos, a depender da diuldade . O jogo
apresenta quatro opções de resposta, sendo apenas uma verdadeira. Não é permitido
hutar, pois se aertar ou errar, sempre é gerada uma nova pergunta. Cada opção de
resposta gera uma ação no personagem, sendo essas ações: ataque om espada quando
falar avane, defesa om esudo quando falar reue, 'usar poção de ura quando falar
direita e usar magia de fogo quando falar esquerda.
Para responder os desaos, o jogador deve apertar no botão do mirofone, que
fará o liente ar aberto ouvindo por 2 segundos. Após os 2 segundos, ele feha o
mirofone, iniia e estabelee onexão om o servidor, envia o áudio e aguarda a reposta
da palavra reonheida. Em seguida, é omputado se a resposta foi erta ou errada,
além de exeutar a ação mapeada para aquela palavra. Se a resposta for errada, a ação
do personagem é exeutada, porém oorrerá o miss, dando ataque de oportunidade
do inimigo. Ataque de oportunidade é onheido no RPG omo sendo uma breha para
ataque do inimigo que anteipa sua ação.
A proposta da exeução de uma ação vem para fazer a riança interagir mais no
mundo do jogo, onde ela deve pensar qual seria a ação neessária para ombater
aquele dragão. Cada operação matemátia tem 30 segundos para ser respondida, antes
de gerar nova pergunta. O tempo estipulado foi feito levando em onta o tempo de 5
segundos para reonheimento da palavra e o tempo observado que uma riança de 7
anos demora para fazer as ontas usando os dedos das mãos.
Cada fase exige um número de aertos para seguir para a próxima fase, e o jogador
não é penalizado om dano ou perda de pontos quando erra, apenas deixa de ganhar
level. O boss nal, Tiamátia, é um dragão de quatro abeças representando as quatro
operações básias. Nele, o jogador deverá responder ontas aleatórias dentre as 4 ope-
rações, e para ada uma soluionada, ele retira vida do vilão. Num momento rítio de
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vida do inimigo, o jogador tem a opção de matar o dragão, ou noautear. Ressaltando
que por se tratar de um RPG, ada ação tem uma onsequênia, e aso esolha matar,
terá salvo o reino mas nuna terá notíias sobre a prinesa desapareida. Se esolher
noautear, será revelada e desfeita a maldição sobre o dragão, onde ele se transformará
na prinesa desapareida. O enanto só poderia ser quebrado quando um guerreiro
orajoso e justo derrotasse o dragão sem matá-lo, e é preiso fazer a esolhe erta para
desobrir ou jogar novamente.
O game design foi feito pensando numa proposta lúdia e eduativa, sendo a segunda
baseada no omportamento operante do psiólogo Skinner que oneitualiza o reforço,
punição e extinção de omportamentos para aprendizado de uma tarefa. Esse jogo
requer que o jogador já tenha onheimentos de tabuada, e serve para a prátia da
mesma de forma interativa.
5.2 Jogo Breaker Araaju
O jogo é baseado em um lássio dos games, ujo nome é Break Ball. No entanto,
este é nomeado omo Break Araaju, igualmente, houve uma personalização nele, no
lugar da bola foi usado um aju, fruta típia de Araaju-SE. A utilização de omandos
é feita através da voz para ontrolar a plataforma, pois o objetivo desse jogo é não
deixar o aju air no hão para isto não aonteer, preisa-se ontrolar a plataforma
feita de folha, ela deve-se mover para direita, esquerda ou parar de aordo om o
aju. Simultaneamente deve-se destruir os bloos de madeiras aima da plataforma,
para onseguir maior pontuação e vener. O jogo foi pensado e onstruindo tendo no
momento uma fase. A Figura 5.3 apresenta a tela iniial e a Figura 5.4 a tela padrão
do jogo.
Figura 5.3: Tela iniial
O botão verde om simbolo do mirofone, ao ser apertado, ativa o liente do jogo
que ativa a aptação do áudio pelo mirofone da plataforma na qual o jogo esta ro-
dando e aptura o áudio falado om duração de dois segundos. Uma vez proessado o
sinal no servidor e reonheido de aordo om as palavras que o jogo utiliza ( Direita,
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Figura 5.4: Exemplo de fase do jogo
Esquerda e Pare). De aordo om ada palavra a plataforma se movimenta. Ao nal do
jogo, mostra-se a pontuação, sendo esta baseada no seguinte alulo, número de bloos
destruídos dividido pelo número total de bloos existentes.
Capítulo 6
Conlusão
Este trabalho apresentou um modelo híbrido entre CNN e HMM para reonheimento
de fala
Os resultados dos experimentos mostraram que o modelo CNN-HMM onsegue me-
lhorar o reonheimento de palavras mesmo na presença de ruído. Mesmo sendo um
modelo que não usa nenhum método adiional para o tratamento do ruído, a CNN
é apaz de normalizar algumas variações aústias que podem oorrer em ambiente
não ontrolados. Essa melhoria pode ter sido inueniada pela anotação fonétia da
base, ontudo, omo visto nos resultados, a pequena variação entre as taxas de EER
enontradas entre as bases mostram a robustez da abordagem.
Outra propriedade importante do modelo é a apaidade de usar a rede omo front-
end do sistema ASR. Através das amadas de onvolução e subamostragem, a CNN
onsegue realizar uma extração implíita de araterístias dos dados de entrada. Além
disso, propriedades omo ompartilhamento de pesos e onetividade loal introduzem
um erto nível de invariânia a distorções presentes em situações reais. As amadas de
subamostragem são apazes de tratar pequenos desloamentos no domínio da frequênia
que são bem omuns em sinais de fala.
O modelo, nesta abordagem, possui a desvantagem de neessitar de uma anotação
fonétia das palavras para que possa ser treinado. Esse tipo de anotação nem sempre
está disponível em bases de treinamento, e demandam de tempo para serem realizadas.
Além disso, alguns fonemas são bastante urtos, podendo riar onfusão durante o
trabalho de anotação e onsequentemente alguns fonemas podem ter sua rotulação
equivoada.
Como extensão deste trabalho, pretende-se realizar os seguintes trabalhos:
 Adaptação do modelo para o reonheimento de fala ontínua em amplo voabu-
lário;
 Analisar e propor métodos para realizar a anotação fonétia de bases de fala;
 Experimentos om outros tipos de problemas, omo: reonheimento de loutor,
gestos, et.
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