Abstract. In order to refine the character image and realize feature extraction, an improved thinning algorithm of character image is proposed based on the research and analysis of the existing image thinning algorithm. The algorithm constructs the thinning templates and restoring templates based on 14 neighborhoods. The algorithm not only improves the effectiveness of matched direction of the reservation template, and completely refine the image, but also retains the advantages of other image thinning algorithm such as central axis and topology preserving. Experiments show that the new algorithm has a fast speed in the process of thinning, and owns the advantage in maintain 8 neighborhood connectivity. The thinning results of the new algorithm are smooth and without burr, which show that it is an efficient algorithm for fast and complete thinning.
Introduction
The skeleton, also known as medial axis or symmetric axis, of a shape is a compact and effective shape descriptor. When the connectivity of the original image is maintained, the point of the image is extracted so that the line width of the image remains at a single pixel, and the extracted image is called the original image skeleton structure. After the binarized target image is refined, the line width of the target image is single pixel, and it is easier to extract and analyze the main information of the image. Thinning should be as much as possible to maintain the skeleton of the axis, topology, thinning, connectivity, and the number of iterations as little as possible.
Hilditch [1] has proposed a serial algorithm, the researchers on the basis of continuous improvement and evolution. However, because of the serial algorithm is running slowly in the computer implementation and the image processing information is huge, the algorithm cannot meet the requirements of the image processing speed, so that people proposed a faster parallel algorithm. T.Y. Zhang [2] proposed a typical parallel thinning algorithm (zhang-suen algorithm), its advantage is that the T-type cross and corner can maintain a high consistency with the original. But the disadvantage is that the treatment of the slash is not ideal, the processing of two pixels wide slash will appear fine distortion [3] . R.T. Chin [4] proposed a more typical image processing one pass thinning algorithm (OPTA algorithm). The algorithm can keep the topology and connectivity of the original map. But after thinning the skeleton have poor axis, burr and not smooth. In view of the above shortcomings X.K. Feng et al. [5] presented an improved thinning algorithm to make the result more complete, skeleton close to the axis, and the operation speed is significantly improved. J.L. Wang [6] proposed a new set of templates. Although the algorithm effectively reduces the number of iterations, and greatly improve the speed of thinning. But it destroyed the topology of the original map. Y. Mei [7] proposed a set of combinations of templates on the basis of the thinning templates and restoring templates. So that the thinning of the results more perfect and refined faster. But the algorithm has the phenomenon of incomplete thinning, and affect the follow-up feature extraction efficiency [8] .
In recent years, X.M. Cai [9] , J.W. Dong [10] presented improved algorithm for different thinning algorithms in different fields. Although these improved algorithms solve the problem of the burr of the template algorithm to a certain extent, but there is still a lot of space for improvement.
Parallel Thinning Algorithm
The OPTA algorithm is a typical image processing template thinning algorithm [3] . Let P be the current target point and take the 10 adjacent pixels near the target point as the neighborhood of P, as shown in Figure 1 . The algorithm begins with the upper left corner of the image, and the image is refined by the order from left to right, from top to bottom, until no pixel is deleted. Thinning templates and restoring templates as shown in Figure 2 .
The simple OPTA thinning algorithm steps are as follows:
(1) Deletes all pixels in the image that match one of the templates (a) -(h), but leaves the pixels that match the template (i) or (j).
(2) Continuously perform step 1 until the image does not change, the thinning ends. Figure 1 . Neighborhood of the OPTA algorithm. Figure 2 . OPTA basic templates.
Mei algorithm presents a set of composite templates based on the thinning templates and the restoring templates of the Feng algorithm, which actually discards the restoring templates and adds some additional conditions to each thinning template. After several experiments, it is found that the algorithm improves the speed of the thinning and ensures the connectivity of the original image, but the thinning effect is not complete. The algorithm is used to refine the original image in the comparative analysis experiment, followed by the deburring of the refined image. But this does not change the processing power of the algorithm itself on small burrs, but also increases the complexity of subsequent processing such as feature extraction.
From the above analysis we can see that in many text image thinning algorithm, although some algorithms improve the quality of thinning, but increased the number of iterations and slow down the speed of thinning; some algorithms reduce the number of iterations, but destroyed the quality of thinning. In view of this, the existing algorithm in the speed of thinning and the quality of thinning is difficult to simultaneous guarantee. The lack of a fast and fully thinning algorithm.
Based on the OPTA algorithm and aiming at the shortcomings in the document 8 algorithm, this paper proposes a set of thinning templates and restoring templates based on 14 neighborhoods fields, and can achieve fast and fully thinning algorithm at the same time.
Improved Thinning Algorithm
Algorithmic Thinking. In this paper, the further study of the Mei algorithm found that, the thinning is not entirely related to the setting of the restoring templates, the thinned skeleton that has many burrs and not smooth is related to the thinning templates. Although the algorithm have lots of combination templates, it did not summarize all the circumstances. Therefore, this paper presents a new thinning algorithm to improve the thinning templates, and build new restoring templates. This algorithm uses 14 neighborhoods thinning templates and restoring templates, and extracted 14 neighborhoods as shown in Figure 3 . The thinning templates uses six 14 neighborhoods templates, as shown in Figure 4 . Templates (a)-(d) are used for removing boundary elements of an object from the north, west, south, and east directions. While templates (e)-(h) are used for removing corners and diagonal boundary elements from the northeast, northwest, southwest, and southeast direction. Where P is the target point, s is 0 or 1. x, y means that there must be one for 1. The restoring templates is matched against the thinning templates. That means the restoring template (1) is set for the possible of the thinning template (b). When the template (b) a 2 , a 8 , a 9 is 1, a 13 , a 14 is 0, a 15 is 1, then P will be deleted, so that it will have a breakpoint. While the restoring template (1) will retain the P point, thus preventing the occurrence of breakpoints. The restoring template (2) is for the thinning templates (b) and (e), the restoring template (3) is for the thinning templates (a) and (f), and the restoring template (4) is for the thinning templates (a) and (e). If the constraints of the restoring template are not enough, the thinning will produce problems with too long ends. The template proposed in this paper has a good relevance, and it excluding the possibility of over-retention, so that there is a better thinning of the results. The template is shown in Figure 5 , where s is 0 or 1. Except the figure 5. , restoring templates can be defined by the following formula: p a a a a a a a = (4) Algorithm Flow and Analysis. The proposed algorithm steps are as follows: 1) Each pixel (P point) extracts 14 neighborhoods pixels as shown in Figure 5 , and compares it with the thinning template as shown in Figure 4 . If it matches any one, go to step 2. If there is no match, then P is reserved.
2) Compare it with the thinning templates as shown in Figure 5 , and if it matches any one, leave p, otherwise deleted.
3) Repeat the above process until no one pixel is deleted. Then the thinning end.
When a round of iteration is finished, the thinning templates of image has thinned redundant pixels from all angles. Some small burrs outside the skeleton are also completely thinning. The connection of thinned skeleton is 8-neighborhood connection, and it is ensure the improved algorithm connectivity and smoothness. The number of neighborhoods extracted by the algorithm is less than the number of neighborhoods extracted by the Mei algorithm, which ensures the fastness of the improved algorithm.
Experimental Results and Consideration
To evaluate the effectiveness of this algorithm, the experimental results are shown and compared in Figure 6 . As can be seen from Figure 6 , the improved algorithm proposed in this paper is better than other algorithms, smooth lines and no glitches. OPTA algorithm thinning result in some places is not a single pixel wide, Wang algorithm thinning result appear multiple breakpoints, Mei algorithm thinning result are many small burrs, the improved algorithm proposed in this paper does not exist these problems. OPTA algorithm is iterated 14 times in this experiment, running time is 40.7 ms, Wang algorithm iteration 14 times, running time is 25.8 ms, document 8 algorithm iteration 13 times, run time is 25.7 ms, the improved algorithm iteration 12 times, running time is 24.8 ms. The improved algorithm is superior to the above algorithm in the thinning result and get the 8-neighborhood connections, and completely refine the smooth burr-free skeleton, and the running time is shorter than the above algorithm.
In order to make a clearer analysis and comparison of these algorithms, table 1 lists the thinning time and thinning effect of 100 random images, as can be seen from Table 1 . 
Summary
In this paper, we put forward an improved text image thinning algorithm based on the study of classical OPTA algorithm and the algorithms of Wang and Mei, concerning the defects of breakpoints and thinning incomplete. The experiment proves that the improved thinning algorithm achieve the complete thinning of the image, and has a very fast thinning speed compared with other algorithms, which ensures the connectivity of the original image and the integrity of the feature information. It is an effective algorithm that can achieve fast and complete thinning at the same time.
