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Abstract
A time integration scheme based on the Laplace Transform (LT)
has been implemented in a baroclinic primitive equation model. The
LT scheme provides an attractive alternative to the popular semi-
implicit (SI) scheme. Analysis shows that it is more accurate than
SI for both linear and nonlinear terms of the equations. Numerical
experiments confirm the superior performance of the LT scheme. The
algorithmic complexity of the LT scheme is comparable to SI, with
just an additional transformation to vertical eigenmodes each time
step, and it provides the possibility of improving weather forecasts at
comparable computational cost.
1 Introduction
The accuracy and efficiency of weather and climate models has been greatly
enhanced by the introduction of better numerical algorithms for the solu-
tion of the equations of motion. Two of the most notable schemes are the
semi-implicit (SI) scheme for treating the gravity-wave terms and the semi-
Lagrangian scheme for advection processes. Many current models, such as the
Integrated Forecast System (IFS) of the European Centre for Medium-Range
Weather Forecasts, use a combination of these two schemes to integrate the
equations, allowing for larger time steps and greatly reduced computational
cost.
Simple analysis shows that the accuracy of the SI scheme decreases as the
time step is increased. In this paper, we describe an alternative method of in-
tegrating the adjustment terms. This scheme, which is based on the Laplace
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transform (LT), has been implemented in a baroclinic primitive equation
model, Peak (Ehrendorfer, 2012). Analysis shows that the LT scheme is
more accurate than SI for both linear and nonlinear terms of the equations.
Numerical experiments confirm the superior performance of the LT scheme.
Considering that the two schemes require approximately the same computa-
tion time, the LT scheme is an attractive alternative to SI, with the potential
to improve forecasting accuracy.
The SI scheme stabilizes the high-frequency gravity wave components of
the flow, enabling the use of a large time step. However, it also introduces
phase errors, which may impact on meteorologically significant components
of the flow, thereby reducing the forecast accuracy. The LT scheme eliminates
high frequency components but maintains the accuracy of components that
are retained. This is because the time averaging of the linear terms in SI
is not done in LT: these terms are transformed exactly. The cut-off point
for mode elimination may be chosen freely, in contrast to the SI scheme for
which there is no such means of control.
The LT scheme was first developed by Lynch as a means of balancing
initial data (Lynch, 1985a,b). An early application to integration of the
equations was described by Van Isacker and Struylaert (1986). More re-
cently, Clancy and Lynch (2011a) formulated an LT scheme for an Eulerian
shallow water model and demonstrated its advantages by means of a series
of numerical experiments. Clancy and Lynch (2011b) then modified the LT
scheme for use in a shallow water model with Lagrangian advection. All the
above schemes used a numerical inversion of the Laplace transform. Lynch
and Clancy (2016) showed that, with an appropriate formulation of the equa-
tions, the inversion could be performed analytically. This greatly enhanced
the computational efficiency of the LT scheme, making it competitive with
the SI method.
Baroclinic Forecasts
As a preliminary step, an LT scheme has been implemented in a shallow water
version of the OpenIFS model (Carver, et al., 2018). In the current study,
we describe the application of the LT scheme in a fully three-dimensional
forecasting model, Peak (Ehrendorfer, 2012). In §2, the LT and SI schemes
are applied to a simple oscillation equation. The analysis there shows that
LT is more accurate than SI for both the linear and nonlinear terms. In §3,
the filtering procedure is outlined. In §4, the application of the LT scheme
to the Peak model is described in detail. It will be seen that the scheme is
of complexity comparable to the SI scheme. The one additional process is a
transformation between model levels and vertical eigenmodes.
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Some numerical experiments are described in §5. These include integra-
tions starting from several initial conditions: a Kelvin wave; the five-day
wave; a Rossby-Haurwitz wave RH(4,5); a perturbed unstable zonal jet lead-
ing to a growing baroclinic wave; analysed meteorological data for a specific
date and time. In all cases, the LT scheme is of accuracy equal to or greater
than the widely-used SI scheme. In particular, LT yields a more accurate 48
hour forecast from real meteorological data. Discussion of further advantages
and potential of the LT scheme and conclusions may be found in §6.
2 Accuracy Analysis
We examine the properties of the SI and LT schemes by applying them to a
simple nonlinear oscillation equation
dX
dt
= iωX +N(X) (1)
We assume that the nonlinear term consists of high-frequency variations
around a steady value, N(t) = N¯ + N ′(t) and, for the present analysis,
we approximate N by N¯ . The exact solution is then
X(t) = X0 exp(iωt) +
[
exp(iωt)− 1
iω
]
N¯
We express the solution X+ at time (n+ 1)∆t as
X+ =
[
exp(2iθ)
]
X− +
[
exp(2iθ)− 1
2iθ
]
2∆tN¯ (2)
where X− is the solution at time (n−1)∆t and we have introduced the digital
frequency θ = ω∆t.
The values produced by the SI and LT schemes will be compared to the
exact solution. The SI appproximation for (1) is
X+ −X−
2∆t
= iω
X+ +X−
2
+ N¯
Solving for the new value X+, we have
X+ =
(
1 + iθ
1− iθ
)
X− +
(
1
1− iθ
)
2∆tN¯ (3)
Comparing this with the exact solution (2), we see that both the linear
and nonlinear components of the solution are misrepresented. For the exact
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solution (2), X− is multiplied by exp(2iθ), which has unit modulus and phase
2θ. For the SI solution (3), the multiplier is
ρ =
[
1 + iθ
1− iθ
]
,
which has modulus and phase given by
|ρ| = 1 and arg ρ = 2 arctan θ .
Thus, while there is no amplification, there is a phase error that increases
with the value of the digital frequency θ.
The multiplier of the nonlinear term 2∆tN¯ in (2) is
ρ =
[
exp(2iθ)− 1
2iθ
]
,
with modulus and phase of ρ given by
|ρ| = sin θ
θ
and arg ρ = θ
The corresponding factor for the SI scheme (3) is
ρ =
[
1
1− iθ
]
,
with modulus and phase of ρ given by
|ρ| = 1√
1 + θ2
and arg ρ = arctan θ .
Thus, the SI scheme has both modulus and phase errors in the treatment of
the nonlinear term.
We now apply the Laplace Transform L to the equation (1), taking the
origin of time to be (n− 1)∆t:
sXˆ −X− = iωXˆ + N¯
s
.
Solving for Xˆ gives
Xˆ =
X−
s− iω +
N¯
s(s− iω) . (4)
The inverse Laplace transform L−1 with time set to 2∆t yields the exact
solution (2) at time (n+ 1)∆t.
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3 Filtering with the LT Scheme
The LT scheme filters high frequency components by using a modified inver-
sion operator L∗: this can be done numerically by distorting the Bromwich
countour for the inversion integral to a closed curve excluding poles associ-
ated with the high frequencies, as in Clancy and Lynch (2011a, b).
In this paper, as in Lynch and Clancy (2016), we invert the transform
analytically, explicitly eliminating components with frequency greater than
a specified cut-off frequency ωc. This may be done with a sharp cut-off at
ωc, or with a smooth function such as a Butterworth filter having frequency
response function
H(ω) = 1
1 + (ω/ωc)L
(5)
Formally, we can define the modified inversion operator as the composition
of the filter and the inverse Laplace transform: L∗ = L−1H.
In the numerical tests reported in §5 we set L = 16. We are free to choose
the cut-off frequency. In the numerical experiments, we chose a cut-off period
τc = 1 h and set ωc = 2pi/τc. Assuming that |ω|  ωc, the inverse Laplace
transform of (4) at time (n+ 1)∆t gives
X+ = [exp(2iω∆t)]X− +
[
exp(2iω∆t)− 1
iω
]
N¯ .
This agrees with the exact analytic result (2) for both the linear and non-
linear terms. Thus, the LT scheme is free from error (to the extent that the
nonlinear term can be regarded as constant).
4 Laplace transforming the Peak Equations
Our objective is to implement a Laplace transform time integration scheme
in the Peak Model. We begin with the equations (9.38)–(9.41) in §9.3 of
Ehrendorfer (2012):
∂η
∂t
= fη − ςη (6)
∂δ
∂t
= fδ −∇2σ(T¯pi + Φ∗ + GT )− ςδ (7)
∂T
∂t
= fT − Hδ − ςT (8)
∂pi
∂t
= fpi − pTδ (9)
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The notation is generally conventional and equations similar to these have
appeared frequently, going back to Hoskins and Simmons (1975). The de-
pendent variables are vorticity (η), divergence (δ), temperature (T ) and log
surface pressure pi = log(ps/p∗), where p∗ = 105 Pa is the reference pressure.
All variables are in the spectral domain but, for compactness, we suppress
the spectral indices so that, for example, ηm` is written simply as η. Bold-face
variables are vectors with values at all model levels. The explicit expressions
for the matrices G and H and vectors T¯ and pT are given by Ehrendorfer
(2012). Linear damping with coefficient ς is applied to all variables except
the surface pressure.
If nonlinear terms, orography and damping are omitted, the vorticity
equation is ηt = 0 and vorticity is linearly decoupled from the other variables.
The remaining three equations are
∂
∂t
δT
pi
 =
 0 −∇2σG −∇2σT¯−H 0 0
−pT 0 0
δT
pi
 (10)
We now take the Laplace transform of (7), (8) and (9), assuming centered
approximations for the nonlinear terms and a forward step for diffusion:
sδˆ = fδ/s−∇2σ(T¯ pˆi + Φ∗/s+ GTˆ ) + (1− ς/s)δ−
sTˆ = fT /s− Hδˆ + (1− ς/s)T− (11)
spˆi = fpi/s− pTδˆ + pi− (12)
Using the equations for Tˆ and pˆi, these quantities are eliminated from the
divergence equation to obtain an equation for a single variable, δˆ:
s2δˆ = fδ −∇2σ(T¯ spˆi + Φ∗ + GsTˆ ) + (s− ς)δ−
= fδ −∇2σ[Φ∗]−∇2σ[T¯ (fpi/s− pTδˆ + pi−)
−∇2σ[G(fT /s− Hδˆ + (1− ς/s)T−)]
+(s− ς)δ−
We transfer all terms involving δˆ to the left:
[s2I − ∇2σ(T¯ pT + GH)]δˆ = (13)
fδ −∇2σ[Φ∗]− (1/s)∇2σ[T¯ fpi + GfT ]
−∇2σ[T¯pi− + (1− ς/s)GT−] + (s− ς)δ−
Transforming to Vertical Eigenmodes
We now define the vertical structure matrix
B = T¯ pT + GH .
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Since B is symmetric, its eigen-structure can be written
BE = EΛ or ETBE = Λ or B = EΛET
We now transform to vertical eigenmodes by multiplying (13) by ET:[
s2I−∇2σ(ETBE)
]
(ETδˆ) = (14)
ET
{
fδ −∇2σΦ∗ −∇2σ[T¯ fpi + GfT ](1/s)
+δ−(s− ς)−∇2σ[T¯pi− + (1− ς/s)GT−]
}
We note that, for a specific spectral component with total wavenumber n, the
laplacian has a simple form −∇2σ = n(n+1)/a2. Then, defining −∇2σΛ = Ω2,
the matrix on the left hand side of (14) is
[s2I−∇2σ(ETBE)] = [s2I−∇2σΛ] = [s2I + Ω2]
Since this is a diagonal matrix, the equation falls into M separate scalar
equations, one for each vertical mode. We group the right hand terms of
(14) according to powers of s:
RHS = ET
{A× s+ B × 1 + C × (1/s)} (15)
where the vectors A, B and C are
A = δ−
B = fδ −∇2σΦ∗ − ςδ− −∇2σ(T¯pi− + GT−)
C = −∇2σ(T¯ fpi + GfT − ςGT−)
Multiplying (14) by the inverse of the diagonal matrix s2I + Ω2, the equation
for the k-th component is
(ETδˆ)k =
[
s
s2 + Ω2k
]
(ETA)k
+
[
1
s2 + Ω2k
]
(ETB)k
+
[
1
s(s2 + Ω2k)
]
(ETC)k (16)
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The terms of (16) can be inverted by means of the following standard results:
L∗
{
s
s2 + Ω2k
}
= H(Ωk) cos Ωkt (17)
L∗
{
1
s2 + Ω2k
}
=
H(Ωk) sin Ωkt
Ωk
(18)
L∗
{
1
s(s2 + Ω2k)
}
=
1−H(Ωk) cos Ωkt
Ω2k
(19)
L∗
{
1
s2(s2 + Ω2k)
}
=
Ωkt−H(Ωk) sin Ωkt
Ω3k
(20)
((20) will be used below). The response function H(ω) was defined in equa-
tion (5).
We apply the operator L∗ to (16), noting that the vertical transform
and Laplace transform commute. The result at time 2∆t is denoted by a
+-superscript:
(ETδ)+k = [H(Ωk) cos 2Ωk∆t] (ETA)k (21)
+
[H(Ωk) sin 2Ωk∆t
Ωk
]
(ETB)k
+
[
1−H(Ωk) cos 2Ωk∆t
Ω2k
]
(ETC)k
Inverse Vertical Transformation
Let us define four diagonal matrices
ΛA = diag (H(Ωk) cos 2Ωk∆t)
ΛB = diag
(H(Ωk) sin 2Ωk∆t
Ωk
)
ΛC = diag
(
1−H(Ωk) cos 2Ωk∆t
Ω2k
)
ΛD = diag
(
2Ωk∆t−H(Ωk) sin 2Ωk∆t
Ω3k
)
(ΛD will be needed below). Then (21) can be written
(ETδ)+ = ΛAE
TA+ ΛBETB + ΛCETC (22)
We can now calculate the divergence at the advanced time,
δ+ = E(ETδ)+
= EΛAE
TA+ EΛBETB + EΛCETC
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For compactness, we define the propagation matrices:
PA = EΛAE
T PB = EΛBE
T
PC = EΛCE
T PD = EΛDE
T
(PD will be used below). Then we can write the solution as
δ+ = PAA+ PBB + PCC (23)
The P-matrices can be pre-computed and stored, since they do not depend
on the model variables.
Temperature and Pressure: Method I
We describe two methods of computing the temperature and pressure fields
at time (n + 1)∆t using δ+. In Method I, we use (11) and (12) to compute
T+ and pi+. Dividing (11) by s and applying the operator L∗ at time 2∆t,
we have
T+ = T− + 2∆t(fT − ςT−)− HL∗
{
δˆ/s
}
The final term inverts to an integral that is approximated by the trapezoidal
rule
L∗
{
δˆ/s
}
=
∫ 2∆t
0
δ dt ≈ 2∆t
(
δ− + δ+
2
)
= 2∆tδ
where δ is the average of old and new values of δ. Then the temperature at
the new time is
T+ = T− + 2∆t(fT − ςT− − Hδ) (24)
In a similar way, (12) transforms to give
pi+ = pi− + 2∆t(fpi − pTδ) (25)
Now δ, T and pi are available at the new time.
Temperature and Pressure: Method II
We return to equations (11) and (12):
sTˆ = fT /s− Hδˆ + (1− ς/s)T−
spˆi = fpi/s− pTδˆ + pi−
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Dividing (11) and (12) by s and applying the operator L∗ at time 2∆t, we
have
T+ = T− + 2∆t(fT − ςT−)− HL∗
{
δˆ/s
}
(26)
pi+ = pi− + 2∆tfpi − pTL∗
{
δˆ/s
}
. (27)
Both (26) and (27) require computation of
δ˜ = L∗
{
δˆ/s
}
.
This can be computed by noting that
δ˜ = L∗
{
δˆ/s
}
= EL∗
{
ETδˆ/s
}
. (28)
We divide (16) by s to give(
ETδˆ
s
)
k
=
[
1
s2 + Ω2k
]
(ETA)k
+
[
1
s(s2 + Ω2k)
]
(ETB)k
+
[
1
s2(s2 + Ω2k)
]
(ETC)k (29)
We invert this using the standard results (18)–(20) to give
L∗
{
ETδˆ
s
}
k
=
[H(Ωk) sin 2Ωk∆t
Ωk
]
(ETA)k
+
[
1−H(Ωk) cos 2Ωk∆t
Ω2k
]
(ETB)k
+
[
2Ωk∆t−H(Ωk) sin 2Ωk∆t
Ω3k
]
(ETC)k
Then using the Λ-matrices, we can write
L∗
{
ETδˆ
s
}
= ΛBE
TA+ ΛCETB + ΛDETC
Noting (28) and using the P -matrices, we can now write
δ˜ = PBA+ PCB + PDC . (30)
Finally, using (26) and (27), the values of T+ and pi+ are
T+ = T− + 2∆t(fT − ςT− − Hδ˜/2∆t) (31)
pi+ = pi− + 2∆t(fpi − pTδ˜/2∆t) . (32)
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Integrating the Vorticity
To complete the timestep, we integrate the vorticity equation (6) with a
leapfrog timestep for the nonlinear terms and a forward step for diffusion:
η+ = η− + 2∆t(fη − ςη−) (33)
We now have all the model variables at the advanced time, and a new
timestep can be taken.
As usual with the leapfrog model, a Robert-Asselin filter is applied to
prevent separation of the solutions at odd and even timesteps. The coefficient
is fixed at  = 0.03 in all cases.
5 Numerical Experiments
We describe here a series of tests of the Laplace transform (LT) scheme. The
reference runs use the semi-implicit (SI) scheme with a one-minute time step.
No explicit horizontal diffusion was used for the Kelvin Wave and Five-day
Wave solutions. For the baroclinic wave and the real data, the damping
coefficient was set at ς = 7 × 105: the damping of a component of total
wavenumber n is ςn(n + 1)/a2. Damping was also found to be necessary
to stabilize the SI integration of the Rossby-Haurwitz Wave RH(4,5); no
diffusion was necessary for the LT scheme.
The SI and LT models were run with 10 and 20 minute timesteps and
scored against the reference. For LT, the cut-off period of one hour for
∆t = 600s may be scaled in proportion to the time step (τc = 6∆t). However,
we used a value τc = 1 h for both timesteps (10 and 20 minutes).
Numerical tests indicated clearly that, of the two methods described in
§4 for advancing the temperature and log surface pressure, Method II was
clearly superior. Therefore, this method was used for all the experiments
described below.
For the planetary wave conditions, the horizontal resolution of the model
is at triangular truncation T85. The colocation grid has 256×129 grid points,
corresponding to a grid interval of approximately 150km. For an advection
speed u¯ = 100m/s, the nondimensional stability ratio u¯∆t/δx is unity for a
time step ∆t = 1500s or 25 minutes. In fact, both the SI and LT models
were found to be unstable for a time step of 24 minutes.
For the case of real atmospheric data, the spatial truncation was T129,
and the colocation grid had 512× 259 grid points. In all cases, there were 20
vertical levels, uniformly spaced in σ-coordinates.
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Kelvin Wave
Kelvin waves are eastward propagating waves that play an important role
in atmospheric dynamics. Previous work (Clancy & Lynch, 2011) showed
that the LT scheme had a significantly smaller phase error than the semi-
implicit scheme for the integration of these waves. Exact Kelvin Wave initial
conditions can be generated using the method in Kasahara (1976). In this
study, we use a simple analytical approximation1. The zonal wavenumber
is m = 4 and the wave amplitude is 100 m. The theoretical period for the
Kelvin wave with zonal wavenumber 4 is about 8.3 hours (Kasahara, 1976,
Fig. 9). Fig. 1 shows that the results for LT (solid lines) are superior to SI
(dashed lines). Forecasts were run with time steps of 10 minutes (thin lines)
and 20 minutes (thick lines). The phase error for the SI forecast with a 20
minute step is so large that the propagation of the wave has lagged by almost
a full wavelength by the end of the integration.
Figure 1: Kelvin wave: rms error of surface pressure (hPa) for 10 day fore-
casts. Solid lines: LT. Dashed lines: SI. Thin lines: ∆t = 10 min. Thick
lines: ∆t = 20 min.
1Details in Harney, Eoghan, 2018: Laplace Transform Integration Scheme in barotropic
and baroclinic atmospheric models. PhD Thesis, University College Dublin.
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The Five-Day Wave
The Five Day Wave RH(1,2) is the gravest symmetric rotational Hough mode
of zonal wavenumber 1. It is close to the initial state chosen by Lewis Fry
Richardson for his preliminary shallow-water forecast experiment (Lynch,
2006). The initial conditions for a three dimensional Five Day Wave were
implemented in Peak. The initial pressure amplitude was 25hPa, with mean
pressure 1000hPa. As no zonal mean flow was included, the wave has a period
close to 5 days. Fig. 2 shows the rms errors in surface pressure for the LT
scheme (solid) and the SI scheme (dashed), with timesteps of 10 minutes
(thin lines) and 20 minutes (thick lines). As usual, the reference is an SI
forecast with time step 60s. The error level for LT is significantly less than
that of the SI scheme, especially for the longer timestep. The pattern of
scores for vorticity (not shown) is similar, indicating a substantial reduction
in forecast error for LT compared to SI.
Figure 2: Five-day wave RH(1,2): rms error of surface pressure (hPa) for 10
day forecasts. Solid lines: LT. Dashed lines: SI. Thin lines: ∆t = 10 min.
Thick lines: ∆t = 20 min.
Rossby-Haurwitz Wave
Rossby-Haurwitz (RH) waves are exact solutions of the nonlinear barotropic
vorticity equation. While they are not eigenfunctions of the shallow water
equations, they have frequently been used as test cases. Following Phillips
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(1959), the RH(4,5) wave was chosen as Test Case 6 by Williamson et
al. (1992). This test case has been extended to three dimensions; the ini-
tial vorticity field is as in the barotropic case, the divergence is zero and a
vertical temperature profile and surface pressure field are defined; for details,
see Jablonowski et al. (2008). The wave was defined as a test case in the
Peak model. The SI and LT schemes, with time steps of 10 and 20 minutes,
were compared to a reference run of SI using a time step of 60s. No diffusion
was used for the reference or LT runs, but the SI runs were unstable. This
was overcome by applying horizontal damping with a coefficient ς = 3× 106.
Fig. 3 shows the rms errors in surface pressure for the LT scheme (solid)
and the SI scheme (dashed), with timesteps of 10 minutes (thin lines) and
20 minutes (thick lines). The error level for LT is substantially less than
that of the SI scheme. Scores for vorticity near the tropopause (model level
5, σ = 0.225, not shown) are similar in pattern, confirming the superior
accuracy of the LT scheme.
Figure 3: RH(4,5): rms error of surface pressure (hPa) for 10 day forecasts.
Solid lines: LT. Dashed lines: SI. Thin lines: ∆t = 10 min. Thick lines:
∆t = 20 min.
Baroclinic Development
Polvani et al. (2004) devised a test case for baroclinic instability. The initial
conditions consist of a nondivergent zonal flow with constant surface pres-
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sure. The temperature profile is defined by using the meridional momentum
equation with the hydrostatic balance relation to give the meridional deriva-
tive of temperature. This is numerically integrated to give the initial tem-
perature field. A small perturbation of the temperature is added to trigger
the development of baroclinic instability. With a fixed value for the diffu-
sion coefficient, the initial conditions are ‘numerically convergent’ as shown
by Polvani et al. (2004) using two different numerical models. A test case
quite similar to that of Polvani et al. was constructed by Jablonowski and
Williamson (2006).
The test case of Polvani et al. was used by Ehrendorfer (2012) to validate
the Peak model. We use it here to show that the LT scheme can accurately
simulate baroclinic development. Fig. 4 shows the vorticity field (at model
level 20) at 10 days for a developing baroclinic wave. The reference forecast
(top panel) uses the SI scheme with a 1 minute timestep. The LT forecast
(bottom panel) had a timestep of 20 minutes. The differences between the
two forecasts are negligible. They are also indistinguishable from the results
plotted in Polvani et al. (2004, Fig. 4). Thus, the LT scheme is capable of
forecasting baroclinic development with high precision. Quantitative scores
confirm that the error levels for LT and SI runs with ∆t = 20 min are com-
parable and small.
Real Data and Initialization
The simple wave tests described above indicate superior accuracy for the LT
scheme compared to the semi-implicit scheme. The ultimate conclusion on
superiority of the scheme must involve comprehensive comparisons for a large
range of meteorological conditions. As a first step, a single test using real
atmospheric data is described here.
Data was retrieved from the European Centre for Medium-Range Weather
Forecasts MARS archive. The date chosen was 00 UTC on 15th October,
2017, the day before storm Ophelia reached Ireland. This data comprised
temperature, divergence and vorticity fields on 25 pressure levels, and sur-
face pressure, at spectral triangular truncation of T129. These fields where
interpolated onto the 20 sigma levels of the Peak model. The process of
interpolation introduced noise, which was removed by making a one-hour
integration with the LT scheme to balance the data (6 time steps of 600s,
with τc = 1hr).
Two 3-hour forecasts using the SI scheme were then made, one from the
uninitialized data and one from the initialized data. The level of gravity-
wave noise is measured by the L2 norm of the tendency of surface pressure,
||∂ps/∂t||2. Fig. 5 shows the tendency for an SI forecast from the analysis
15
Figure 4: Vorticity field at model level 20 for two 12-day forecasts. Top
panel. Reference, SI forecast with timestep 1 minute. Bottom panel. LT
forecast with timestep 20 minutes.
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and another from initialized data. Initialization effectively eliminates the
noise that has been introduced by interpolation.
Figure 5: L2 norm of the tendency of ps (in hPa/hr) over 3 hours for unini-
tialized and initialized data. Both runs used the SI scheme with ∆t = 600 s.
Using initialized data, two forecasts were performed using SI and LT.
Fig. 6 shows the maximum error for surface pressure for the SI and LT
schemes, both with time step of 600s. The reference is a forecast using SI
with a time step of 60s. The LT scheme produces a forecast of substantially
greater accuracy than the SI scheme. Scores for mid-troposphere vorticity
(not shown) confirm this advantage.
6 Concluding Remarks
Future Work
In preliminary work for this study, we combined the LT adjustment with
a semi-Lagrangian scheme for advection, using a shallow-water version of
OpenIFS. A Laplace/Lagrange scheme would have the potential to enable
larger time steps to be used while maintaining satsifactory forecast accuracy.
In the Lagrangian approach, the Laplace transform is calculated along the
time-dependent trajectory of a parcel of air. This means that, contrary to
a statement in Clancy and Lynch (2011b), we cannot assume that L∇2Φ =
∇2LΦ. The order of the Laplace transform and spatial operators like the
17
Figure 6: Real data: maximum error for surface pressure (hPa) over 2 days.
gradient cannot be interchanged, and commutators such as [L,∇2] must be
taken into account; this remains to be done.
The LT method developed in §4 was based on a leapfrog time-stepping
scheme. There are clear advantages associated with two time-level schemes
and it does not appear that there should be any difficulties implementing an
LT scheme in this context.
The limited numerical experimentation reported in §5 indicated greater
accuracy of LT compard to an SI scheme with the same time step. In partic-
ular, the single real-data test forecast with LT was more accurate. However,
more extensive testing with a broad range of initial meteorological states is
required before definitive conclusions on relative accuracy can be drawn.
Conclusion
The LT scheme provides an attractive alternative to the popular semi-implicit
(SI) scheme. The algorithmic complexity of the LT scheme is comparable
to SI, with just an additional transformation to vertical eigenmodes each
time step, and it provides the possibility of improving weather forecasts at
comparable computational cost.
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