Abstract-Organizational relationships are usually very complex in real life. It is difficult or impossible to directly measure such correlations among different organizations, because important information is usually not publicly available (e.g., the correlations of terrorist organizations). Nowadays, an increasing amount of organizational information can be posted online by individuals and spread instantly through Twitter. Such information can be crucial for detecting organizational correlations. In this paper, we study the problem of discovering correlations among organizations from Twitter. Mining organizational correlations is a very challenging task due to the following reasons: a) Data in Twitter occurs as large volumes of mixed information. The most relevant information about organizations is often buried. Thus, the organizational correlations can be scattered in multiple places, represented by different forms; b) Making use of information from Twitter collectively and judiciously is difficult because of the multiple representations of organizational correlations that are extracted. In order to address these issues, we propose Multi-CG (Multiple Correlation Graphs based model), an unsupervised framework that can learn a consensus of correlations among organizations based on multiple representations extracted from Twitter, which is more accurate and robust than correlations based on a single representation. Empirical study shows that the consensus graph extracted from Twitter can capture the organizational correlations effectively.
I. INTRODUCTION
The activities of organizations are usually very complex in real life, consisting of abundant interactions with other organizations. For example, Microsoft collaborates with Nokia to release the Windows Phone and competes with Google and Apple on the smartphone market. Discovering the complex correlations among different organizations is very important to many real-world applications, such as corporate fraud detection and organizational activity analysis. One example is the Enron Scandal where the unusual relationships among Enron, its offshore subsidiaries, and related companies were initially ignored by the public, but eventually caused the largest corporate bankruptcy in U.S. history. Another example is the media monopoly where the opinions of different media are controlled to be in a unanimous agreement by some evil backstage manipulators. If we can automatically discover the correlations among different organizations, we can use them to understand hidden connections among organizations. However, directly measuring the correlations among different organizations is difficult or impossible, because important information about organizational relationships is not publicly available. For instance, information about terrorist organizations is usually kept secret, making it very hard to discover correlations among them.
With the development of Twitter, an increasing amount of organizational information can be posted online by individuals and spread instantly. Such information can be crucial for detecting organizational correlations. Figure 1 illustrates the correlations between technology companies that we detected by mining Twitter data. The thickness of the lines shows the degree of correlation we discovered from Twitter posts. We also annotated the potential real life meaning of each correlation pair. As a result, real-world correlations among a set of organizations can potentially be discovered by mining Twitter data without requiring additional information sources.
Many previous works have been proposed on mining Twitter data [3, 4, 8, 17, 19, 23, 24] . In these works, Twitter is used as a free "sensor network" to "sense" certain signals, which are expensive or hard to measure in real life. For example, researchers can use Twitter to detect real-time events (such as earthquakes and hurricanes) around the world [19] , analyze the influence of public mood on stock market [3, 4] , investigate the credibility of topics spreading through Twitter [8] , etc. However, all of these works mainly focus on discovering independent signals.
In this paper, we use Twitter to discover the correlations of organizations. Mining organizational correlations is a very challenging task due to the following reasons:
• Data in Twitter occurs as large volumes of mixed information. The most relevant information about organizations is often buried. Thus, the organizational correlations can be scattered in multiple places or sources under different representations. For instance, two organizations can be correlated with each other because they frequently co-appear in the same tweets. The two organizations may also be related if the changes of the number of tweets mentioning each organization are correlated. The information from a single representation inadequately reflects the real-world organizational correlations. This makes identifying the organizational correlations comprehensively from Twitter extremely challenging.
• Another challenge for discovering organizational relationships from Twitter lies in the fact that there are different types of relationships that can be extracted. How can one combine the multiple types of relationships and compute the consensus relationships among organizations? Previous works on multi-view learning [6, 9, 13] mainly focus on clustering and classification problems, which are not applicable to the problem of discovering organizational correlations. Since each representation may play a different role in reflecting the real-world relationships for different organizations, it is a nontrivial task to combine them to find the fundamental factor that forms the organizational correlations in real life. In order to address these issues, we propose Multi-CG (Multiple Correlation Graphs based model), an unsupervised framework that can learn a consensus of correlations among organizations based on multiple representations extracted from Twitter. Multi-CG produces correlations that are more accurate and robust than those based on a single representation. The contributions of this paper are summarized as follows:
• To the best of our knowledge, this is the first work of discovering the correlations of organizations. To address this important issue, we propose an unsupervised Multi-CG model to learn a consensus of correlations among organizations based on multiple representations extracted from Twitter.
• In order to find the optimal correlation graph that maximizes the consensus of all latent factors, we leverage the concept of coordinate descent [14] to efficiently solve the optimization problem and guarantee the convergence of the proposed Multi-CG algorithm.
• We conduct experiments on 100 public companies 1 in the U.S. market and release the dataset 2 to public. The organizational correlations discovered from Twitter are verified by the correlations among stocks of companies. The experimental results demonstrate that Multi-CG outperforms the baseline methods by 23% on average.
II. PROBLEM DEFINITION Suppose we have a correlation discovery task for n organizations from Twitter data D. The set of all organizations is denoted as V = {v 1 , v 2 , ..., v n }. D consists of all the information related to the n organizations in Twitter, i.e., the set of all tweets and retweets about the organizations in V . For each organization or company, we could use certain symbols to extract the related information from Twitter, such as the hashtags. In this way, we can construct D with less noise information in Twitter. In order to extract the relationships among different organizations, we first identify m different important representations (or factors) from D, e.g., the tweet or retweet volume representation. Then based on each representation, we build a correlation graph G from D as a weighted undirected graph G = (V, E, A). V represents the set of organizations. For a time period of length T , we denote the representation feature as A ⊂ D. ∀v ∈ V, A(v) denotes all the information of v under the certain representation, e.g., the daily number of relevant tweets or retweets in D. E ∈ R |V |×|V | is called the correlation matrix such that E(i, j) = e is the correlation of an organization pair (v i , v j ). e is calculated according to A as shown in Section III-A. e > 0 if it is a positive correlation; e < 0 if it is a negative correlation.
The input of the task consists of n organizations and Twitter data D. We first construct m correlation graphs from Twitter to reflect the organizational relationships comprehensively. The set of constructed graphs is denoted as
. Then we aim to distill an optimal correlation matrix O from E to best reflect the real-world relationships of these organizations.
III. PROPOSED METHOD
In this section, we propose Multi-CG (Multiple Correlation Graphs based model) to address the above two challenges. It is an unsupervised framework that can capture a consensus of correlations among organizations according to multiple representations extracted from Twitter.
A. Extracting Correlation Graphs
Recall that the input of the problem consists of n organizations and the Twitter data D. The first step of the proposed model Multi-CG is to identify as many latent factors as possible, which would help understanding the organizational correlations comprehensively. Here we present several types of latent factors extracted from Twitter with their corresponding correlation graphs in detail.
1) Volume Correlation Graph: For a certain organization, it can be observed that the number of times it is mentioned in Twitter usually reflects its degree of attention among people. So if two organizations correlate with each other in reality, their volume changes can also be correlated in Twitter. We capture the correlations for organization pairs according to the time series [11, 15] of tweet numbers for a period (e.g., a month). So the correlation graph G t = (V, E t , A t ) can be constructed as follows: Let A t denote all the information of tweets related to the n organizations in a time period of length T . x t = (x 1 , ..., x T ) is extracted from A t . It denotes the series of daily number of tweets about organization v i ∈ V for the time length of T . y t = (y 1 , ..., y T ) is the series for another organization v j ∈ V . According to x t and y t , we can fill out all the entries of the correlation matrix E t by measuring the correlation E t (i, j) between each organization pair v i and v j . To do so, we consider x t and y t as samples and use Pearson Correlation [21] to set the value
sy ), wherex t and s x are the sample mean and sample standard deviation, respectively.
Since the number of retweets shows people's interest in certain events about an organization, the retweet volume changes can also represent the organizational correlations. We can consider the retweet volumes as another latent factor, and construct the correlation graph G r = (V, E r , A r ) in a similar way.
2) Time Correlation Graph: Due to the time delays from the real-world events to people's postings in Twitter, we can add a time delay window of size l to the pairs of tweets and retweets number series so that a new type of organizational correlation graph can be generated via this factor, i.e., time correlation graph. Take the construction of
the time correlation graph of tweets with time lag l as an example. x t = (x 1 , ..., x T ) still denotes the series of daily tweet numbers of organization v i ∈ V in a time length of T . In order to detect the correlation of organization pair (v i , v j ), we set the start date as l days previous (if l is negative), or afterwards (if l is positive) for v j . So the time series is denoted as y l t = (y l+1 , ..., y T +l ). According to the Pearson Correlation, we can generate multiple correlation graphs by setting different l values for the tweet and retweet volumes.
3) Co-appearance Correlation Graph: We can also observe that two organizations are often mentioned together in Twitter if they have certain relationships in the real world. In order to capture such information, we can build a correlation graph G ct = (V, E ct , A ct ) according to the number of times two organizations co-appeared in the same tweet. you get a reasonable P/E multiple." indicates that there is some kind of relationship between Apple and Amazon. Thus, let A ct denote all the information of tweets related to the n organizations in a time period of length T . Let S i ⊂ A ct denote the set of tweets that talk about v i in a period of time (e.g., a month), and let S j denote the set for v j . The correlation matrix E ct can be constructed in a totally different way by setting E ct (i, j) = e ct = |Si∩Sj | |Si∪Sj | , where the set S i ∩S j corresponds to the tweets mentioning v i and v j simultaneously, while the set S i ∪ S j is about tweets mentioning v i or v j or both v i and v j . Similarly, a correlation graph G cr = (V, E cr , A cr ) can be constructed according to the number of times two organizations co-appeared in the same retweet. It is important to note that the above kinds of latent factors are just a subset of the rich Twitter information. We can identify other factors and generate the correlation graphs using the same methodology. Suppose we identify m different factors from the Twitter data D for the n organizations. We next introduce how to make good use of these different factors to find the optimal consensus, to tackle the second challenge as mentioned before.
B. Multi-CG Model
In this section, we study how to find the fundamental factors that form the structure of different correlation graphs. Recall that we have n organizations, where each contains m factors constructed from the Twitter data. Furthermore, we constructed a graph for each of the factors by capturing their underlying organizational correlations. The set of constructed graphs is
, which reflects the organizational correlations for different factors. Correspondingly, the set of correlation matrices is E =
. Since each single factor cannot reflect the real-world organizational correlations well, it is important to find the fundamental factor that forms the structure of different correlation graphs. Hence, our objective is to learn an optimal matrix O ∈ R n×n from multiple matrices E. Intuitively, the optimal matrix should be a consensus of all the factors that is consistent with most factors as much as possible. More specifically, we seek for the optimal matrix that is the closest to all the matrices under certain distance measure. Given a set of correlation matrices
, a set of non-negative weights
and a distance function d, the optimal correlation matrix O ∈ R n×n can be estimated by minimizing
It means the optimal correlation value for any organization pair (p, q) is the weighted average of the corresponding correlation values from all the factors. We denote this naive method as SA (Simple Averaging model). However, this model is oversimplified, which assumes that, for any organization pair (p, q), each factor plays the same role in estimating the optimal matrix O, since the weight w i is a constant for its corresponding factor. In Twitter, this is not often the case. Figure 2 gives an example of correlations for four organizations on Oct. 25th, 2012. APC (Anadarko Petroleum Corporation) and BHI (Baker Hughes Incorporated) are both oil companies, and they have a high correlation (0.87) on trading volume of the stock market. So does another two home improvement stores HD (Home Depot) and LOW (Lowe's). We only show two latent factors, i.e., tweet and retweet volume, in the left sub-figure. It can be observed that the tweet factor is more important than the retweet factor for organization pairs (APC, BHI) and (BHI, HD). While for another two pairs (APC, HD) and (HD, LOW), the retweet factor is relevant to the ground truth. It is thus ineffective to select a set of universal weights {w i ∈ R + } m i=1 for all organization pairs. To address the above issue, we consider the organization pairs under each factor discriminatingly. Our goal is to map all the factors
to a common matrix O to capture the commonality among these factors. Meanwhile we also have to ensure the distillation from the original matrix is minimal. Such distillation can be measured by mapping O to the original matrices.
Hence, the objective can be shown in either Figure 3 (a) or Figure 3 (b) , which is equivalent to each other. In Figure  3 (a) , N i is defined as a distillation matrix for a factor and E i N i extracts the commonality between E i and O. So we expect E i N i and O can be as close as possible. On the other hand, as shown in Figure 3 (b), we can define M i as a restoration (or reconstruction) matrix for a factor and OM i represents the reconstruction of E i . So we expect OM i and E i can be as close as possible.
With the concept of distillation matrix and restoration matrix, the objective function can be formu-
These two objective functions optimize both the correlation matrix O and the distillation (restoration) matrices N i (M i ). However, the former one has a serious problem: there always exists a trivial global optimal solution O * = 0 n×n and N * i = 0 n×n . In order to avoid this problem, we use the objective function in the latter one to formally define the framework of Multi-CG model.
With the Euclidean distance for the distance function d, the model is reduced to the following optimization,
where (1) to an unconstrained optimization problem by adding a smoothing parameter α as in (2) .
where α is a positive constant.
In order to efficiently find the optimum, we apply the coordinate descent method [14] to iteratively update O and M until it converges. Taking the partial derivative of (2) with respect to M and setting it to 0, we obtain
This gives us the update rule for M with a given O. Then by taking partial derivative of (2) with respective to O, we obtain the following
With Equations (3) and (4), we initialize O by an identity matrix I and iteratively update M and O. The pseudocode is provided in [25] . Following the way to prove the convergence of the coordinate descent method in [14] , we can guarantee the convergence of the proposed Multi-CG. Due to space limit, the setting of the parameter α is detailed in [25] .
IV. EXPERIMENTS
In this section, we conduct experiments on 100 public companies in the U.S. market, and use the correlations among their stocks to verify the discovered correlations by Multi-CG. 
A. Dataset Preprocessing
We use Twitter API to collect the public tweets talking about the 100 companies in the U.S. market from October 25, 2012. The cashtag in Twitter (e.g., $AAPL for Apple Inc) is used to extract the related information of each company in order to reduce the noise. All these tweets with their related information are denoted as the Twitter dataset D as mentioned in Section II. The statistics of the dataset are summarized in Table I .
In order to further filter out the noise information, we apply a smoothing method after we obtain the time series of tweet and retweet volumes for each organization. The simple moving average (SMA) 3 could help smooth out the shortterm fluctuations in the time series so that the real trends could be better reflected for a longer time period. SMA is the unweighted mean of the previous datum points in a time series, and it is often applied to reduce random noise. For a time series x t = (x 1 , ..., x T ) with the daily tweet numbers of organization v for T days, the k day simple moving average for day d is computed by 
B. Experiment Setup
Recall that Multi-CG identifies several latent factors from Twitter and builds their corresponding correlation graphs. In the experiments, we generate the different correlation graphs from Twitter as described in Section III-A. For the time correlation graphs, we set the time lag l ∈ {−2, −1, 1, 2}. The output of the model is an optimal correlation matrix O from multiple different latent factors. In order to evaluate the performance of the algorithm, we have to generate the correlation matrix observed from the real-world perspective. The correlations among their stocks are helpful to verify discovered correlations by Multi-CG, since the changes on stock price, trading volume, volatility, etc. show the historical development of a company in the real world, which should be captured in Twitter. Hence, we download the daily stock market data from Yahoo! Finance for the 100 companies from October 25th, 2012 to February 20th, 2013, and use the correlations between companies in terms of the daily trading volumes, closing prices and historical volatilities.
Trading Volume Correlation (TV) Trading volume is an important indicator about the market's liquidity. Higher volume means higher liquidity. We generate the volume correlation matrix in a similar way when we deal with the tweet series correlation. We denote the correlation matrix of the trading volume as C tv .
Closing Price Correlation (CP) Closing price generally refers to the last price at which a stock trades during a regular trading session. For each time series of a stock, we use the logarithm of returns (log returns) of closing price to calculate the correlation value. The log return r i log at time i equals to r i log = ln(p i /p i−1 ), where p i is the closing price at time i. The correlation matrix of the closing price is denoted as C cp .
Historical Volatility Correlation (HV) Historical volatility measures the fluctuation of stock price during a given time period. In order to compute the volatility correlation, we first calculate the daily log returns of closing prices. Then we measure the standard deviation (STD) of this return for the last 21 days (an average trading month). We use the STD values to calculate the volatility correlation matrix C hv .
Based on the definition of correlation matrices from stock markets, we set up the evaluation criterion using discounted cumulative gain (DCG) [10] to compare the ranking quality between the optimal matrix O learned from Twitter and the stock market correlation matrix C ∈ {C tv , C cp , C hv } from Yahoo! Finance. DCG is a popular measure in information retrieval tasks, and it focuses on the correctness of highly relevant entities. In order to calculate DCG, we need a twostep processing:
Step 1: Rank each row of O and C for each company according to the absolute value of correlation in a decreasing order. Then map the ordered values to the corresponding company names for each row. We denote them as L O and L C , respectively. Thus, the ith company in L O has a list L O i , denoting the ordered companies that correlated with it from the strongest to weakest. It can be noticed that L C gives the right (ideal) ranking for each company.
Step 2: Provide the relevance grades for the top k ranks of each row in L O according to the right orders in L C as in [10] . We focus on the top k ranks because we are more interested in the highly relevant company correlations than the whole rank lists. Then we calculate the DCG value for each company and define the average value of top k as the marginal gain on DCG. The formula
is the right orders and n is the number of companies.
So far as we know, no algorithm is available in the literature for the correlation of organization pairs. Thus, we compare the performance of Multi-CG with the following baselines:
• The Simple Averaging model as in Section (III-B) (abbreviated as "SA").
• The Single Correlation matrix corresponding to latent 
C. Result Analysis
In this section, we evaluate the performance of the proposed Multi-CG model on inferring the real-world organizational correlations.
For different time periods of a month from October 25th, 2012 to February 20th, 2013, we generate the different correlation graphs from Twitter as in Section III-A. For the time correlation graphs, we set the time lag i ∈ {−2, −1, 1, 2}. Then we learn the consensus graph with the unsupervised framework Multi-CG and compute the avgDCG values according to the three types of stock-level correlations C ∈ {C tv , C cp , C hv }. Table II shows the performances of the proposed Multi-CG for different time periods compared with the baselines for different top k. Due to space limit, we only show the top 10 performances in Table II (c) for the time periods. It can be observed that:
• Multi-CG can outperform the baselines for different top k values and for different types of stock-level correlations, i.e., trading volume, closing price and historical volatility (highlighted in bold). The performance of SA is much poorer compared with the performance of the best single factor. The reason is that, although each latent factor reflects certain organizational correlations, it also contains substantial irrelevant information. Simply combining them cannot reduce such irrelevant information.
• Twitter information best reflects the correlations for trading volume among the three indicators. It can achieve the best performance (highlighted in * ). For the other two indicators, Twitter reveals the closing price correlations much better than the historical volatility ones. Take the top 10 performances for time period of 10/25/2012 to 11/25/2012 as an example. Multi-CG can achieve 4.87 and 4.55 for trading volume and closing price correlations, respectively. But the performance is only 3.81 for historical volatility.
• Among all the single latent factors extracted from Twitter, the tweet volume captures the stock trading volume correlations more accurately than the other ones (highlighted in red italic). Besides, the time factors in Twitter also reflect the trading volume correlations very well. For example, SC t and SC t(−1) both have an avgDCG value of 4.51 for the correlations of trading volume between 10/25/2012 and 11/25/2012. It is much higher than the performance of SC cr , the retweet co-appearance factor (3.08).
• The latent factors of tweet and retweet co-appearance have an important influence on price related correlations in reality, i.e., the closing price and historical volatility 
D. Case Study
Now we present a case study to show the effectiveness of the unsupervised Multi-CG model for the real-world organizational correlations. We focus on several companies that are more related to the consumer sentiments, like LOW (a home-improvement retailer), HNZ (a food company), etc. These companies are selected according to the industries they belong to. More details can be found in [25] . Since the Twitter information reflects the trading volume correlations in real life more accurately, we run Multi-CG on these companies and show the performance according to the top 4 correlations of trading volume.
Take the company APC as an example. We demonstrate the top 4 companies discovered in Twitter by different methods for different time periods. Table III shows the performance we learned from Twitter and the stock-level results according to trading volume. Among all the single latent factors in Twitter, we present the performance of tweet volume factor, because it captures the trading volume correlations more accurately than other ones (as shown in Table II ). We can observe that Twitter reflects the trading volume correlations very well in each time period. What's more, the correlation changes are captured accurately for different time intervals. For example, APC has very strong correlations with F, APA, DVN and HAL from 10/25/2012 to 11/25/2012, but from 11/01/2012, APC is no longer strongly correlated with F. Multi-CG detects such changes and discoveries the strong correlation between APC and SLB after 11/01/2012, which is consistent with the realworld trading volume correlations. However, the comparative methods fail in doing so. Therefore, the proposed Multi-CG model is more robust in inferring organizational correlations for different time periods.
Another thing observed from Table III is that companies in the same industry category often have high correlations. APA, APC, DVN, HAL, NOV and SLB are all related to the Oil and Gas Industry as shown in [25] . Multi-CG can learn well from this kind of knowledge and reveal the relationships which fit our intuition in real life.
V. RELATED WORK
One related work to our study is analyzing social networks to better understand social behaviors and human interactions in [1, 5, 12] . These projects aim to discover interesting properties of human behaviors from social networks instead of the organizational relationships. The study of correlation and causality is also related with our work. An increasing number of researches have been done in various fields, including Bioinformatics [18, 22] , Economics [7] , Philosophy [20] , etc. However, all these methods are limited to one certain field. In our research work, the correlation knowledge we learned from time series of Twitter can be corresponded to any perspectives of organizations.
Another area of related work is about the multiple heterogeneous graphs learning (e.g., [2, 6, 9, 13, 16] ). It aims to learn from instances which have multiple views in different feature spaces. Our work differs from these previous approaches. We consider the organizational correlations in Twitter from different representations to help infer the realworld relationships, which is a totally different problem.
VI. CONCLUSION
In this paper, we investigate the problem of detecting the organizational correlations from Twitter. In order to solve it, we propose the Multi-CG model to learn a consensus of correlations based on multiple representations extracted from Twitter. After we obtain the consensus graph, we rank the correlation strengths for each company in a descending order to infer the real-world organizational correlations. Several periods of Twitter data were experimented to evaluate Multi-CG. It can be clearly observed that the proposed Multi-CG model outperforms the comparison algorithms.
There are several promising directions for future work. In current work, Multi-CG well captures the correlations of trading volumes for organizations, so one direction of our future work is to model and predict the trading behaviors on organizations in real time. To support such an online system, an incremental algorithm is desirable for incorporating the historical trading volumes into Multi-CG efficiently. In addition, since deep learning methods can learn a joint representation from multiple unlabeled text and image data, we can also utilize the deep learning framework to learn the consensus correlation graph from multiple representations of Twitter data.
