The Internet and WEB 
Introduction
The WEB booming is pervasively and radically changing several areas. Information gathering/managing, commerce, software development, maintenance and evolution are just a few examples of human activity reshaped by the new WEB technologies. Traditional phone-centric services, such as ordering of goods, maintenance/repair intervention requests and bug/defect reporting, are moving to WEB-centric solutions. Free software projects, such as Linux, Apache and PostgreSQL, rely on WEB-centric architectures and tools to distribute, manage, evolve and maintain the packages. The recent GNOME distributions (The GNU Network Object Model Environment; http://www.gnome.org) integrate a WEB-based bug/defect/info reporting/requesting application. Bug reporting, ranked by severity levels, can be compiled and submitted to bug tracking systems. Much in the same way, software companies having a geographically distributed structure or geographically distributed customers, are adopting the network to communicate, share and exchange knowledge and information between different company branches and with customers. Software maintenance requests may be posted/submitted by means of WEB browser and/or e-mail directly to maintenance centers and/or to bug reporting mailing lists.
Incoming maintenance and information requests may be thought of as customers queueing up at the supermarket checkout counters. The time spent in the queue is related to the customer arrival rate and the type of service provided. Queueing system waiting times are obviously related to the number of counters, also said servants, (increasing the number of counters decreases the time spent to obtain a service) and the distribution of the service time (number of items each customer acquires). Increasing the number of servants may not be economically convenient. A compromise between costs and customer satisfaction has to be pursued. However, different service center configurations may implement customer-oriented business rules, and/or reduce (without changing the number of servants) the average time spent in the system by the customer majority (e.g., counters for 6 or less items -express lane).
This paper proposes to adopt queue theory to deal with an economically relevant category of problems: the design, staffing, management and assessment of WEB-centric maintenance service centers.
Queue theory is a well-consolidated field. Early studies on queue theory date back to 1900. The theory has been successfully applied to a large variety of problems: telephone switching/network design, part repair and maintenance center staffing, merchandise distribution and, more generally, service center management. WEB-centric service centers handle a mix of incoming requests based on e-mail, mailing lists and WEB-posted messages. They may be thought of as service centers, open around the clock, with the ability to automatically handle a fraction of the work load. Queue theory relies on the hypothesis that incoming requests may be described as a family of stochastic processes known as Poisson stochastic processes. When applied to software maintenance, attention should be paid the the nature of the phenomenon generating the incoming requests. In other words, whether or not the arrivals of requests may be modeled by a Poisson stochastic process.
Adaptive, preventive and perfective interventions may be considered as addressing the organizational needs [9] . On the other hand, corrective maintenance may considered as a sort of in field testing [2] [6] [8] , and modeled by a random process.
However, while inter-arrival times may be considered as having an exponential nature, the maintenance service times tend to exhibit a variability larger than the mean time to repair. In other words, maintenance service times may require a more complex class of models; models based on non-exponential probability distributions.
The behavior of a service center was simulated using data of a mailing list freely available at http://www2.rhic.star.bnl.gov. The mailing list contains a mixture of corrective maintenance and information request.
Different service center configurations were simulated. In particular, a configuration encompassing a dispatcher and a express lane was studied. The dispatcher routes service requests with a predicted service time below a given threshold to the express lane. The express lane has several effects: more complex customer-oriented business rules may be easily implemented; average service time experienced by the customer majority reduced; and service time variability substantially lowered. As a consequence of the latter fact, a simpler mathematical model can be adopted to describe the queueing system.
The exact routing of the incoming requests, even if performed by programmers, is not feasible. The assumption that no bogus or misclassified requests will exist may regarded as unrealistic. The paper presents results affected by different levels of misclassification. In the presence of misclassification, the overall system performance is somehow degraded. However, the majority of the system customers, handled by the express lane, still experience a reduction of the average service time even in the presence of a significant percentage of routing error.
In the past, several studies focused to maintenance effort estimation, as well as scheduling of software maintenance projects, were performed: In 1981, B. W. Boehm [1] proposed to derive the testing effort and the annual maintenance cost from the development effort. The COnstructive COst MOdel (COCOMO) is founded on empirical formulas for software cost estimation; the model used in the forward engineering is integrated with the Annual Change Traffic (ACT) parameter to estimate at the macro level maintenance costs [1] . Later, the COCOMO model was revised by [4] whose authors modified Boehm model introducing maintenability indexes and a matrix based algorithm to estimate the future ACT. In [3] Ballou and Kumar Tay introduced a framework to facilitate the selection of maintenance projects and their staffing. Although the paper shares with [1, 3, 4] the problem, the mathematical model, the methodology and the domain are completely different.
Queue theory was recently applied by Ramaswamy [7] to model software maintenance requests and several commonalities exist with the present work. However, in this paper, queue theory was applied to a broader problem where maintenance requests and bug reports are mixed with other requests. Furthermore, the paper demonstrated that by adopting the express lane approach, queueing system models better fit the constraints imposed by the theory.
The remainder of the paper is organized as follows. First, basic queue theory notions and models are briefly summarized for the sake of completeness. Then, Section 3 introduces the adopted queueing system models. Section 4 presents the case study, followed by the experimental results. The conclusion section summarizes lesson learned and outlines foreseeable research directions.
Background Notions
A queueing system can be described as customers arriving for service, waiting for service if it is not immediate, and having waited for service, leaving the system after being served (by servants). The term customer is used in a general sense and does not imply necessarily a human customer; maintenance requests are thought of as customers. A queueing system models the steady state, a state where the system reaches a statistical equilibrium; transient situations are not taken into account. As in everyday experience, observable queueing system parameters are: As a shorthand for describing queueing phenomena a notation has evolved, a queueing system is described by a serie of symbols and slashes 
may be Markovian distributions (M), deterministic distributions (D), Erlang distributions (E), or general distributions (G).
In real systems, a-priori statistical knowledge is almost always limited; the selection of inter-arrival and service time distribution families may be guided by the coefficient of variation squared value. The coefficient of variation is defined as the ratio of the standard deviation to the mean. Available literature [5] suggests the following assumptions:
3. An exponential distribution when This paper assumes requests generated by a Poisson stochastic process, an unlimited queue size and a FIFO queue discipline. It further assumes that customers do not abandon the system without being served.
To measure queueing system performance, several parameters may be considered; for example, the average time spent by a customer waiting for a servant (i.e., ¥ ), the average queue length (i.e., 0 ), the average number of busy servants (i.e., 
Equation (1) 
where
is the waiting time as predicted by the Figure 2 shows a simple diagram representing a service center as a queueing system modeled by a single queue and ¦ servants. Requests may be dispatched to any servant: all servants are equivalent.
The Model
WEB-centric maintenance centers may be described by models. However, while request inter-arrival times may be described by exponential probability distribution, service times often grossly deviate from , the general distribution Q accounts for the increase of waiting times due to higher service time variability.
In a more sophisticated approach, incoming requests that can be handled in a short time (see Figure 3 ) are dispatched to a dedicated queue. The idea has been borrowed by the supermarket express lane: people with 6 or less items pay to dedicated counters. This approach may have several advantages:
A reduction of average waiting times for express lane
customers (e.g., request for documentation, information about next update of a product, payment methods, etc.);
2. Under the assumption that requests described in 1 are the most frequent, a reduction of the system overall waiting time may be observed; and 3. A potential reduction of the service time variabilities in the two or more subsystems.
The price to pay is the introduction of a dispatcher. The dispatcher classifies incoming requests into the two or more categories required. It may adopt a strategy based on analogy, analyze the content of the e-mail or exploit information explicitly provided by the sender. The latter strategy may be adopted when requests are generated in a way similar to some Linux distributions/packages (e.g., Debian, KDE and Class (software bug, documentation bug, change request, support, etc).
Whatever strategy or approach a dispatcher is based on, misclassification events cannot be considered unlikely. In this paper misclassification events were simulated, for a given average error rate, routing erroneously a set of randomly chosen incoming requests.
Case Study
Ultimately, the issue generally comes down to a trade-off of better customer service versus the expense of providing more service capability. That is, determining the increase in investment of service for a corresponding decrease in customer delay.
The case study investigates the relation between the staffing (i.e., the number of servants with and without express lane) and the other queueing system parameters for a WEB-centric maintenance service center. Service requests were extracted from a mailing list of the STAR (Solenoidal Tracker At RHIC) experiment. STAR is an experiment at the relativistic Heavy Ion Collider of the Brookhaven National Laboratory. Information on STAR can be obtained via the Relativistic Heavy Ion Collider home page http://www2.rhic.bnl.gov. The STAR home page contains links to mailing list archives spanning several years, dealing with the software and the various aspect of the experiment. The hierarchical structure of the mailing list eased the data pre-processing. 1165 requests corresponding to the 1999 mailing list traffic have been considered.
The archive was downloaded, all e-mails (stored in HTML format) processed by Perl scripts. Queue model pa- Not surprisingly, the mailing list maintenance center resulted clearly over-staffed: there is no real personnel cost involved in free software and research software development/maintenance. The following specific research questions were investigated:
What is the minimum number of servants required to obtain a null probability to be queued?
What is the minimum number of servants required to serve a request below 8 hours?
What is the effect of the express lane? Table 1 reports the mailing list parameters. Most noticeably, service time variability is extremely high. As a result, the coefficient of variation is well over the expected value for an exponential distribution, suggesting the adoption of with the same configuration parameters, would always be immediately served (i.e., 3 
Experimental Results

¤ F
). This could also be justified by considering that the average number of busy servant is below 6 (1 equal to § $ © ). To answer the specific research questions, two families of experiments were designed. The first family aimed to determine the minimum number of servants reducing waiting time (¥ ) below 8 hours, and then approximately to 0. The second family of experiments investigated the latter research question: the effect of the express lane. Table 2 reports the queueing system relevant parameters for the considered mathematical models (5 or viceversa, may highly influence the estimated waiting times and consequently the decision taken upon such results. However, waiting time decreases as servant number increases; moreover, differences between the waiting times estimated by the two models slowly decreases as the servant number increases. From Table 2 it can be deduced that the minimum number of servants ensuring ¥ F is 13. A compromise between the number of servants and the time spent in the queue has usually to be pursued: the actual servant number may be influenced by the company business rules. 8 servants suffice to reduce waiting time under 5 hours according to the An express lane queueing system may be represented as in Figure 3 : a dispatcher routes incoming requests based on a given strategy. To study the effect of the express lane the adopted dispatching criterion was based on the estimated required service time. Requests with an expected service time below a given threshold were routed to the express lane. Table 3 summarizes the results for a configuration corresponding to a single express lane (i.e. with a single servant) and 10 servants in the non-express lane subsystem. Therefore, results may be compared with those contained in the fourth row of Table 2 (i.e., a system with 11 servants). Thresholds of 6, 12, 24 and 48 hours were considered: different thresholds produce different average waiting times, average queue lengths, servant occupancy coefficient, and different probability that all servants are busy. The overall ¥ , the time spent by customers in the waiting list, exhibits a minimum of about 12 hours.
The introduction of an express lane has a pronounced effect: when the threshold varies from 6 to 12 hours the express lane . As shown in Table 3 the parameter is smaller than the one obtained for the 11 servants. Such reduction implies that predicted results are closer and the uncertainty on the "in field values" is reduced. It is important to highlight that the overall ¥ related to the express lane configuration, when threshold varies from 6 to 24 hours, is very close to the correspondent obtained with the 11 servants basic configuration.
Balancing load between the subsystems (the express component and the slow component) is highly dependent on the threshold value. A threshold too high slows the express lane which turns out to be "overloaded". A threshold too low causes many requests with a low service time go into the slow queue (that usually is busy), while the express lane remains inactive. On the available data, a threshold of ¡ Y hours gives the best results, while a threshold of ¢ ¤ £ hours produces worse results than the single-queue model.
To demonstrate the effect of different service center architecture on the company business rules a different configuration was designed. It was assumed as a company goal minimizing the waiting time experienced by the quickly served customers. Table 4 reports the estimated waiting times corresponding to a different 11 servant system configuration. The express lane was augmented shifting (adding) a servant from the slow lane to the express one. The estimated waiting times for the new configuration (i.e, 2 ex- press servants and 9 slow servants) are shown in Table 4 . The comparison between the overall waiting times reported in Table 3 and Table 4 highlights how the global system performance can be affected by simply changing the system configuration without adding any new resources. Shifting a servant from the slow subsystem to the express one affects both the
with a minimum waiting time achieved at 48 hours. This reduction is justified taking into account that, under this operative conditions, the¨ ¡ of the requests has to be processed by the express subsystem. In other words, the shifting of one servant decongests the express lane and does not sensibly slow the overall system performance. Requests handled by the slow subsystem experience a slight increase in waiting time. However, the increase (about half an hour) is only a fraction of the service time (¥¨= 493.79). The addition of a servant to the express subsystem positively affects the service perceived by customers that go through the express lane even for smaller threshold (i.e., 6, 12, 24 hours). However, when the thresholds varies from 6 to 24 hours the improvement in terms of overall waiting times is less pronounced or absent. The results reported in Table 3 rely on the hypothesis that the dispatcher never fails: it exactly distinguishes requests needing a "express" service from those requiring a "longest" service. To study the effect of imprecise classification dispatcher errors were simulated adding a random quantity to service time. For any fixed maximum percentage ( and service time modified accordingly. In Table 5 results are shown with an error percentage of 10%, 20%, 30% and 40% percentage of error in its estimates. Overall waiting times are increased with respect to the ideal case. 48 hours result are even worse than 24 and were not reported in Table 5 . The overall effect of a real dispatcher is contained within a ! ¡ of waiting time variation.
Conclusions
An application of queue theory to mailing list modeling has been presented. Mailing lists are one of the tools adopted by WEB-centric service centers.
The configuration of a service center in terms of both overall number of servants and number of servants in the express lane can not be accomplished without taking into account the company business rules. However, results contained in the paper support the adoption of an express lane handling a fraction of the incoming requests in that the overall system performance are boosted.
Moreover, in the present case study, the obtained model parameters were sensibly closer to the range of values promulgated by the theory.
Empirical results show that even in the presence of the realistic assumption of imperfect input requests classification, a express lane based system performs significantly better than the standard model. The express lane approach parameters remain closer to the parameter value required by the theory even in the presence of misclassification. As a result, predicted performance will be much much closer to the in field's actual measured values.
Future work will be devoted to the extension of the approach to a network of cooperating massive maintenance service centers.
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