This letter examines the controllability of matrix-weighed networks from a graph-theoretic perspective. As distinct from the scalar-weighted networks, the rank of weight matrices introduce additional intricacies into characterizing the dimension of the controllable subspace for such networks. Specifically, we investigate how the definiteness of weight matrices, encoding a generalized characterization of inter-agent connectivity on matrix-weighted networks, influences the lower and upper bounds of the associated controllable subspaces. We show that such a lower bound is determined by the existence of a certain positive path in the distance partition of the network. By introducing the notion of matrix-valued almost equitable partitions, we show that the corresponding upper bound is determined by the product of the dimension of the weight matrices and the cardinality of the associated matrix-valued almost equitable partition. Furthermore, the structure of an uncontrollable input for such networks is examined.
controllability. The influence of network symmetry of leaderfollowing networks on its controllability has been reported in [3] . Graph node partitions were subsequently employed to characterize the upper bounds on the dimension of the controllable subspace of multi-agent networks [5] , [6] , [7] ; analogous lower bounds have also been derived using distance partitions [5] , [8] . Due to the difficulty in analyzing controllability of general networks, controllability for special classes of networks has been an active area of research [9] , [10] , [11] , [12] , [13] , [14] . Recently, controllability of multi-agent system on signed networks (where cooperative and competitive interactions coexist) has also received attention. A graph-theoretic characterization of the upper bound on the dimension of the controllable subspace for signed networks has been proposed using generalized equitable partition in [15] . In [16] , sufficient conditions on the controllability of signed path, cycle and tree networks have been derived. The controllability problem on certain classes of signed networks is also studied in [17] ; a comprehensive review on network controllability has been provided in [18] .
In the meantime, existing works on network controllability are mainly concerned with networks with scalar weighted edges; such network models are restrictive in characterizing interdependence amongst subsets of the underlying node states [19] . Matrix-weighted networks are a natural extension of scalar-valued networks; they have been examined in scenarios such as graph effective resistance (motivated by distributed estimation and control) [20] , [21] , logical inter-dependency of multiple topics in opinion evolution [22] , [23] , bearing-based formation control [24] , array of coupled LC oscillators [25] , as well as multilayer networks [26] . More recently, consensus and synchronization problems on matrix-weighted networks have been examined in [27] , [28] , [29] , [30] , [31] .
Consensus protocol plays a vital role in cooperative control of multi-agent networks, ensuring asymptotic alignment on the states of the agents required for accomplishing a global task via local interactions [32] , [33] , [34] , [35] . In this letter, we examine the controllability of multi-agent systems governed by consensus-like dynamics on matrix-weighted networks. Although the matrix-weighted setup is a natural extension of scalar-weighted networks, extending network controllability to the former case is non-trivial. An essential distinction in this direction is that the rank of the weight matrix can range from zero up to its dimension, introducing additional intricacies into characterizing the dimension of controllable subspace. In this letter, we show how the definiteness of weight matrices, encoding a generalized characterization of inter-agent connectivity on matrix-weighted networks [27] , influences the dimension of the controllable subspace for the corresponding network. Moreover, graph theoretic lower and upper bounds on the dimension of the controllable subspace of the influenced consensus are provided-this is achieved by exploiting the distance partition and matrix-valued almost equitable partitions of matrix-weighted networks, extending results for scalar-weighted networks.
The remainder of this note is organized as follows. The preliminary notions used in this letter are introduced in Section II. The problem formulation is discussed in Section III followed by the characterization of lower and upper bounds of the dimension of the controllable subspace in Section IV and V, respectively. The structure of uncontrollable input matrix is further discussed in Section VI followed by concluding remarks in Section VII.
II. NOTATIONS
Let R and N be the set of real and natural numbers, respectively. Denote n = {1, 2, . . . , n} for an n ∈ N. A symmetric matrix M ∈ R n×n is positive definite, denoted by M 0, if z T Mz > 0 for all nonzero z ∈ R n , and is positive semidefinite, denoted by M 0, if z T Mz ≥ 0 for all z ∈ R n . The image and rank of a matrix M are denoted by img(M) and rank(M), respectively. Denote by dim(·) as the dimension of a vector space (or subspace) and diag{·} as the (block) diagonal matrix comprised from its arguments. For a block matrix Z with n ∈ N row partitions and m ∈ N column partitions, we denote by (Z) ij as the matrix block on the ith row and jth column in Z, where i ∈ n and j ∈ m. Denote by row i (Z) as [(Z) i1 , (Z) i2 , . . . , (Z) im ]. Let gcd{k 1 , k 2 , . . . , k m } signify the greatest common divisor of a set of integers k 1 , k 2 , . . . , k m ∈ N. The d × d zero matrix and identity matrix are denoted by 0 d×d and I d×d , respectively.
III. PROBLEM FORMULATION
Consider a multi-agent network consisting of n ∈ N agents where the state of an agent i ∈ n is denoted by the vector x i (t) ∈ R d with d ∈ N. The state of the multi-agent network is denoted by
The interaction topology of the network is characterized by a matrix-weighted graph G = (V, E, A). The node and edge sets of G are denoted by
Thereby, the matrix-valued adjacency matrix A = [A ij ] ∈ R dn×dn is a block matrix such that the matrix block located in the ith row and jth column is A ij . We shall assume that A ij = A ji for all v i = v j ∈ V and
The interaction protocol for each agent in a matrix-weighted network now assumes the form,
To see the necessity of using matrix-valued weights between neighboring agents, we provide the following example to demonstrate how matrix-weighted networks arise in bearingbased formation control problems [24] .
Example 1: Consider the formation translation (shown in Figure 1 ) via bearing-based control protocol (2) . The unit bearing constraints for the desired formation are g * 12 
] T , and the control protocol for each agent admits the form,
where p i ∈ R 2 denotes the position of agent i and the projection matrices
. Therefore in this example, protocol (2) for bearing-based formation is a special case of the interaction protocol (1). Note that P g * ij 0 for all i, j ∈ V; as it turns out, the non-definiteness of these weights can have an adverse effect on the controllability of matrix-weighted networks.
Controllability of a networked system examines whether the state of its nodes can be steered from any initial state to an arbitrary desired state in a finite time by manipulating some of the nodes, referred to as the leader nodes. Let
The set of leaders and "followers" can now be defined as
As such, the leaderfollowing multi-agent system on matrix-weighted networks can be characterized by a linear time-invariant system,
Hence, the network (3) is controllable from the leader set V leader if and only if the associated controllability matrix,
has a full row rank, i.e., rank(K(L, B)) = dn. Definition 1: The controllable subspace of the system (3) is defined as the range space of K (L, B) , namely, (5) where the summation is with respect to subspace addition.
In our subsequent discussion, we provide graph-theoretic lower and upper bounds on the dimension of the controllable subspace L|B .
IV. LOWER BOUND ON THE DIMENSION OF THE CONTROLLABILITY SUBSPACE
In this section, we examine the lower bound on the dimension of L|B ; first, let us introduce the necessary graph-theoretic concepts.
For any Q ⊆ V, denote by δ |V|,Q as a block matrix with |V| row partitions and one column partition such that the qth d × d block in δ |V|,Q is I d×d , and all the remaining blocks are 0 d×d , where v q ∈ Q.
Example 2: Consider a 5-node matrix-weighted network with a node partition π = {{1}, {2, 3}, {4, 5}} and the dimension of weight matrices on edges is d = 2. Then P
The network G is connected if any two distinct nodes in G are reachable from each other. A tree is a connected graph with n nodes and n − 1 edges where n ∈ N. All networks discussed in this letter are assumed to be connected. The shortest path between two nodes v i , v j ∈ V is a path that contains the least number of the edges; the number of the edges on this shortest path is referred to as the distance between nodes v i and v j , denoted by dist(v i , v j ). The diameter of G is then defined In the subsequent discussion, we will characterize a lower bound on the dimension of the controllable subspace of (3) for acyclic networks, followed by cycle and complete networks. In particular, we examine the influence of the positive definiteness of weight matrices on dim( L|B ).
Definition 4 (Distance Partition): Let G = (V, E, A) be a matrix-weighted network. The distance partition relative to an agent v i ∈ V consists of the subsets,
Theorem 1: Let G = (V, E, A) be a matrix-weighted tree network whose dimension of the weight matrix is d ∈ N. Let v l ∈ V be the leader agent and denote the distance partition
Proof: The adopted line of reasoning is similar to that presented in [36] for the scalar-weights. Without loss of generality, let v 1 be the leader agent. Denote the distance partition relative to v 1 as π D (v 1 ) = {C 0 , C 1 , . . . , C r }. Specifically,
According to Definition 4, there does not exist agents in C i with a neighbor in C j if |i − j| > 1, where i, j ∈ r. Then the matrix-weighted Laplacian of G admits the form,
where L kl ∈ R d |C k |×d |C l | for all 0 ≤ k, l ≤ r and 0's are zero matrices with proper dimensions. Let E = [ B LB · · · L r B ] be a block matrix with r + 1 row partitions and r + 1 column partitions. Note that as agent v 1 is the leader, B = [ I d×d 0 d×d · · · 0 d×d ] and,
where E 00 = I d×d , Eis a block matrix with |C q | row partitions and 1 column partition where q ∈ r and E pq with p > q are matrices with proper size and all elements equal to 0 where p ∈ r. In particular, we are interested in those blocks located in qth row and qth column in E since they are crucial in determining rank(E). Denote the block in sth row block in Eas E (s), where s ∈ {1, 2, . . . , |C q |} and q ∈ r; then By our standing assumption, there exists one node in C r such that the path between this node and v l are positive definite. As the product of positive definite matrices has full rank, one has rank(E) = d for all q ∈ r. Hence,
Example 3: Consider the matrix-weighted path network in Figure 2 . Choose agent 1 as leader, the weight matrices on edges are set as A 12 = 1 1 1 2 , A 23 = 1 0 0 2 , and
. As we can see that the weight matrices are all positive definite. The matrix-weighted input matrix can be written as B = [δ 5,{1} ]. The dimension of the controllable subspace L|B in this case is 10 and therefore (L, B) is controllable. We proceed to replace the weight matrix between agent 2 and agent 3 by a positive semi-definite matrix A 23 = Let v l ∈ V be a leader agent and denote the distance partition relative to v l as π D (v l ) = {C 0 , C 1 , . . . , C r }, where,
|V| is even;
|V|−1 2 , |V| is odd. If there exists an agent v i in C r such that the shortest path between v i and v l are positive definite, then E, A) be a matrix-weighted complete network with the dimension of the weight matrix as d ∈ N. Let v l ∈ V be a leader agent and denote the distance partition relative to v l as π D (v l ) = {C 0 , C 1 }. If there exists an agent v i in C 1 such that the path P v l ,v i is positive definite, then dim( L|B ) ≥ d.
Note that from Theorem 1, the rank of weight matrices influences the lower bound on the dimension of the controllable subspace of (3); this is distinct from the scalar-weighted case. As such, the semi-definiteness of weight matrices plays an important role in the controllability of matrix-weighted networks.
V. UPPER BOUND ON THE DIMENSION OF THE CONTROLLABILITY SUBSPACE
We now proceed to examine graph-theoretic characterizations of the upper bound of the controllable subspace of system (3) in terms of the matrix-valued almost equitable partition. For a given subset Q ∈ V in a matrix-weighted network G = (V, E, A) and an agent v i ∈ V, denote the matrix-valued
Definition 5: An s−partition π = {V 1 , V 2 , . . . , V s } of a matrix-weighted network G = (V, E, A) is a matrix-valued almost equitable partition (matrix-valued AEP) if for ∀i = j ∈ s and ∀v, w
According to Definition 5, if an s−partition, π = {V 1 , V 2 , . . . , V s } is a matrix-valued AEP, then one can denote
Next, we proceed to define the quotient graph of a matrix-weighted network based on the matrix-valued AEP.
Definition 6: For a given matrix-valued AEP π = {V 1 , V 2 , . . . , V s } of a matrix-weighted network G = (V, E, A) , the quotient graph of G over π is a matrix-weighted network denoted by G/π with the node set V(
does not necessary hold; as such, the quotient graph G/π can be directed.
The following result provides the relationship between the L−invariant subspace and the matrix-valued AEP of matrixweighted networks.
Lemma 1: Let G = (V, E, A) be a matrix-weighted network with the dimension of edge weight d ∈ N, L be the matrixvalued Laplacian of G, π = {V 1 , V 2 , . . . , V s } be a s−partition of V(G) and P(π ) be the characteristic matrix of π . Then π is a matrix-valued AEP of G if and only if img(P(π )) is L−invariant, i.e., there exists a matrix L π ∈ R ds×ds such that LP(π ) = P(π )L π .
Proof (Necessity): Define the matrix L π ∈ R ds×ds as
Suppose that π = {V 1 , V 2 , . . . , V s } is a matrix-valued AEP of the matrix-weighted network G and v p ∈ V k , where p ∈ n and k ∈ s. On one hand, the p-th block row of LP(π ) can be characterized by,
A pj , . . . ,
On the other hand, the entries in the p-th block row of P(π )L π are,
According to Definition 5, we have
Then row p (LP(π )) = row p (P(π )L π ), which implies that LP(π ) = P(π )L π .
(Sufficiency) Suppose that π is an s−partition of the matrixweighted network G satisfying LP(π ) = P(π )L π . Then each column in LP(π ) is the linear combination of the columns in P(π ). For each block column of LP(π ), the matrix blocks corresponding to the agents belonging to the same subset in π are identical. Therefore one has,
and for any k in the same subset as i,
Note that (LP(π )) ij = (LP(π )) kj implies that,
for any k in the same subset as i. Therefore, π is a matrixvalued AEP.
Lemma 1 has the following immediate consequence. Theorem 2: Let G = (V, E, A) be a matrix-weighted network with the dimension of edge weight d ∈ N. Suppose that π = {V 1 , V 2 , . . . , V s } is a matrix-valued AEP of G with the characteristic matrix P(π ) where 1 ≤ s < n. Denote B = [b 1 , b 2 , . . . , b m ] ∈ R dn×dm as the input matrix where b i ∈ {0 d×d , I d×d } n , the matrix blocks in b i corresponding to the agents belonging to the same subset in π are the same and i ∈ m. Then, (1) L|B ⊆ img(P(π )), (2) dim( L|B ) ≤ ds, and (3) the pair (L, B) is uncontrollable.
Proof: Since the matrix blocks in b i corresponding to the agents belonging to the same subset in π are the same where i ∈ m, then img(B) ⊆ img(P(π )). In the meantime, img(P(π )) is L−invariant according to Lemma 1; thus we have,
⊆ img(P(π )) + Limg(P(π )) + · · · + L dn−1 img(P(π )) = img(P(π )), implying dim( L|B ) ≤ ds. Since 1 ≤ ds < dn, the pair (L, B) is uncontrollable. Remark 1: According to the above analysis, the upper bound of dim( L|B ) on the scalar-weighted networks is a special case of Theorem 2 when d = 1.
VI. ON UNCONTROLLABLE INPUT MATRIX
Note from that Theorem 2 provides an upper bound on the controllable subspace using the range space of the characteristic matrix of the matrix-valued AEP. It is shown that img(B) ⊆ img(P(π )) can directly lead to the uncontrollability of the network when the matrix-valued AEP π = {V 1 , V 2 , . . . , V s } is non-trivial. However, is there any other leader selections that induces the uncontrollability of (L, B) ? In the following discussions, we proceed to provide the structure of the uncontrollable matrix B.
Theorem 3: Let G = (V, E, A) be a matrix-weighted network with the dimension of edge weight d ∈ N. Suppose that π = {V 1 , V 2 , . . . , V s } is a matrix-valued AEP of G with the characteristic matrix P(π ) = [P 1 , P 2 , . . . , P s ], where P 1 , P 2 , . . . , P s ∈ R dn×d and 1 ≤ s < n. Let π be reducible and q j =
where c is an integer such that 1 ≤ c ≤ gcd(π ) − 1, p j1 , p j2 , . . . , p jd ∈ R dn×1 and b 1, b 2 , . . . , b d ∈ R dn×1 are columns of matrices P j and B, respectively. Then (L, B) is uncontrollable.
Proof: Since img(P(π )) is L−invariant, there exists an eigenvector w ∈ img(P(π )) of L satisfying w / ∈ span{1 n ⊗ I d } and w 1 dn = 0. Note that {p 11 , . . . , p 1d , p 21 , . . . , p 2d , . . . , p s1 , . . . , p sd } forms a basis of img(P(π )); as such w = s Therefore, (L, B) is uncontrollable.
We proceed to provide an example to illustrate the results presented in the Theorem 3.
Example 4: Consider the matrix-weighted network in Figure 3 . The weight matrices on edges in the network are A 16 = A 25 = A 14 = A 23 = 1 1 1 2 and A 12 = A 34 = A 45 = A 56 = 1 1 1 1 .
Note that the network in Figure 3 has a matrix-valued AEP π = {V 1 , V 2 } where V 1 = {1, 2} and V 2 = {3, 4, 5, 6}. The characteristic matrix P(π ) = [P 1 , P 2 ] where P 1 = [δ 6,{1,2} ] and P 2 = [δ 6,{3,4,5,6} ]. Since gcd(π ) = 2, then q 1 = 1, q 2 = 2. Choose input matrix B = [δ 6,{1,3,6} ], which satisfies K(L, B) ) = 9, implying that the (L, B) in this example is uncontrollable, which coincides with Theorem 3.
VII. CONCLUSION
This letter examines the controllability problem of multiagent system on matrix-weighed networks. Both lower and upper bounds on the dimension of the controllable subspaceassociated with controlled consensus-like dynamics on matrixweighted networks-is provided from a graph-theoretic perspective. The structure of an uncontrollable input matrix is further investigated. Examples are provided to demonstrate the theoretical results. In our further work, we will examine the graph-theoretic characterizations of lower/upper bound of controllable subspace of matrix-weighted networks allowing both positive (semi-)definite and negative (semi-)definite weight matrices.
