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$1. INTRODUCTION 
FOR A given point p on a real variety V in R” defined by a set of algebraic, or analytic, or 
merely Cm functions, the most fundamental problem in Local Differential 4nalysis, stated 
by Thorn [13, p. 11, is to determine the local topological picture near p. Expanding the 
defining equations of V into Taylor’s series near p, a natural problem is then to find the 
smallest integer r such that all terms of degree 2 r + 1 can be omitted without changing 
the local topological picture of I’. We are thus led to the notion of v-sufficiency of jets. 
In the set of all germs of local Cr+l mappingsf: R” + RP,f(0) = 0, callf, g equivalent 
if they have the same partial derivatives of orders 5 r at 0. Let j@‘(f) denote the equivalence 
class off, called an r-jet ; and call f a realization of j@‘(f). The set of all jets is denoted by 
J’(n, PI. 
Definition. An r-jet z E J*(n, p) is called v-sufficient (where “v ” stands for “ variety “) 
if for any two realizations f and g, the germs off-‘(O) and g-l(O) at 0 are homeomorphic. 
Example. In R2, the curve 
x4 - y5 + (terms of degree 2 6) = 0 
is homeomorphic to x4 - y5 = 0 near 0, since x4 - y5 E J5 (2, 1) is sufficient [4, 51. 
In this paper, we shall give several characterizations of v-sufficiency (Theorems 1 and 
2 and the addendum), a theorem on trivialization (or regular stratification) of varieties 
(Theorem 3), a proof of Thorn’s Bombay Theorem 3 [13] (our Theorem 4), and finally, a 
theorem which asserts that if 0 is an isolated singularity of an analytic varietyf-i(O), then 
j”‘(f) is v-sufficient for some r (Theorem 5). On the other hand, if 0 is not isolated, then 
our Corollary 2 asserts that j@‘(f) is never v-sufficient. 
In Appendix 1, these results are stated for v-sufficiency in b,,, , the class of C’ mappings. 
ln Appendix 2, the notion of Liapounov trivialization is defined. Theorem A 
asserts that if a variety admits such a trivialization locally, then the variety is indeed 
trivialized locally. Then, in Theorem B, we shall find that the deformation variety 
F(x, t) =f(x) + P(x) = 0 in Theorem 3 admits a Liapounov trivialization along the t-axis. 
We are (so far) unable to establish a Lipschitz trivialization ofF = 0 along the t-axis; perhaps 
Liapounov trivialization is a better notion. 
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The author wishes to thank R. Thorn for many inspiring conversations and communi- 
cations. Thanks are also due to J. Bochnak and S. Lojasiewicz for helpful conversations; 
part of the proof of our Theorem 2 depends on the construction of what we call a Bochnak- 
Lojasiewicz arc. 
$2. THE RESULTS 
For a function h : R” + R, the gradient vector Wd ah(x) 
ax,’ ***’ 
- 
ax, > 
at x will be denoted 
by Vh(x) throughout this paper. 
For a mapping f: R” + RP, f (0) = 0, and for d > 0, w > 0, the horn-neighbourhood 
[6, $31 of the varietyf-‘(0) of degree d and width w is the set 
K,(_f;w)={x~R”l If(x)l ~~1x1~). 
We are merely interested in the germ of this set at 0. Observe that Hd(f; w) is a horn-shaped 
set with vertex 0, containing the variety f(x) = 0, except the origin, in its interior. For 
example, let f(x, y) = x - y2, then H6df; w) consists of all curves of the form 
x - yZ + a(x2 + y2)3 = 0 
where Ial SW. 
For p given vectors ul, . . . , up in R”, let hi denote the distance from (the end point of) 
vi to the subspace spanned by the vectors vi, where j + i. In case each ui = vi(x) depends on a 
variable x, we write hi(x) for the distance. The his can be expressed in terms of the vi’s. A 
formula will be given in (3.9, $3. If p = 1, set h, = I v1 I. 
Notation. d(v,, . . . , up) = min{h,, . . . , hp). 
This quantity measures the linear independency of the vectors vi ; observe that 
d(v,, . . . ) = 0 if and only if the uI)s are linearly dependent. 
THEOREM 1. For a given jet z = (z,, . . . , zp) E J’(n, p), the following four conditions 
are equivulen t : 
(V) z is v-su$icient. 
(La) For any polynomial map g = (gt, . . . , g,) of degree r + 1 realizing z, we can jind 
positive numbers w, E, 6 and a neighbourhood U of 0, all depending on g, such that the following 
Lojusiewicz type inequality 
d(Vz,(x), . . . , Vz,Cx)) 2 &IXy 
holdsfor x E Hr+,(g; w) n U. 
(Li). Condition (La) with w = 1. 
((?+I). For any C”’ function f realizing z, the variety f - ‘(0) admits 0 us a topologicully 
isolated singularity. (That is, in a neighbourhood of 0, VfI(x), . . . , Vf,(x) are linearly 
independent everywhere on f -l(O).) 
CHARACTERIZATIONSOF U-SUFFICIENCYOFJETS 117 
COROLLARY 1. A sufficient condition for z = (zt, . . . , z,) to be v-suflcient is that 
there exist w > 0, E > 0 and 6 > 0 for which 
d(Vz,(x), . . . , VZJX)) 2 &1xy 
is satisfiedfor all x in H,(z; w) near 0. (Here, z is identt$ed with its polynomial realization 
of degree r.) 
This corol!ary follows from the observation that for any g with j(‘)(g) = z, we have 
H,+,(g; w) c H,(z; w) in a sufficiently small neighbourhood of 0. 
COROLLARY 2. If f: R” --) RP is a local C” mapping for which the variety f-‘(O) 
has singularittes (in R”) arbitrardy near 0, then j(‘)(f) is not v-su$icient for any r. 
This is an immediate consequence of condition (@+I). 
THEOREM 2. A jet z E J’(n, p) is not v-sufficient if and only if there exist an analytic 
arc /3: xi = xi(t), x(t) = 0 onZyfor t = 0, (where each x,(t) is a convergent power series) and a 
realization f (x) of z(f (x) is a C’+l function) for which the varietyf -l(O) is everywhere singular 
along p. Moreover, the realization f (x) can be chosen so that by rotating R” suitably and then 
substituting x1 by tq for some positive integer q, f (tq, x2, . . . , x,) is an analytic function of 
t, x2, . . . ) X” . 
Another characterization of v-sufficiency is given in the addendum. 
THEOREM 3. Suppose z E J’(n, p) is v-suficient, then for any two analytic realizations 
f(x), g(x) of z, the deformation variety 
F(x, 0 = f (x) + t[g(x) -f WI = 0 
where x E R”, t E R, is regular over the t-axis in the sense of Whitney ([15, $191; [16]; [14]). Zf 
f(x), g(x) are merely C’+l f unc t ions, then F = 0 is at least a-regukar over the t-axis. 
How large is the set of mappings which satisfy the equivalent conditions of Theorem 1, 
or the hypothesis of Corollary I? The following theorem shows that this set is very large. 
THEOREM 4. (Thorn's Bombay Theorem 3, [13]). Let z = (zl, . . . . zp) E Jr-‘(n, p) 
be a given jet. Then,for “almost all choices” (see below) of p-tuples of homogeneous r-forms 
H, = (H,“‘, . . . , Hrcp)), the r-jet z + H, satis$es the hypothesis of Corollary 1 (and hence the 
equivalent conditions of Theorem 1) with 6 = 1. Hence, as an r-jet, z + H, is v-suficient. 
Ordering the coefficients of Hr in any fixed manner, the set of all H, is a Euclidean 
space RN. By “ almost all choices ” we mean all except possibly those in a proper algebraic 
variety I: of RN. 
THEOREM 5. Suppose f = (fi, . . . , f,) : R” + RP is a Iocal analytic mapping for which 
the variety f-‘(O) has 0 as a topologically isolated singularity. Then for all large r, the 
hypothesis of Corollary 1 is satisfied and we may take 6 = 1; hence j”‘(f) is v-suficient. 
(Compare Corollary 2). 
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93. LINEAR ALGEBRA 
Recall that for vectors q, . . . , up in R”, we have used hi, in $2, to denote the distance 
from Vi to the subspace spanned by the other vj’ s; and also 
d(v,, . . . , up) = min{h,, . . . , hp). 
LEMMA~.~. Foranyi,hi=inf,Ivi-C,,i~~vUkI.Ifhi=min{h,,...,h,},then 
hi=,Pi:fi lui_dPkak/* 
In particular, there exist Ak, 1 A, 1 I 1, such that hi = 1 ui - &+i 1, vk I. 
The proof is easy. 
LEMMA 3.2. Let vl, . . . , v, be s linearly independent vectors in R”. Let pi denote the 
projection of vi to the subspace spanned by vi, j # i. Write Nk = vk - pk (hence 1 Nk 1 = h,J. 
Then for any C E R”, the vector 
(3.3) X= i: (5. dl&l -‘Nk 
k=l 
is the projection of 5 to the subspace spanned by vi, 1 I i I s. 
The proof is easy. We have 
and 
N,*vj=(v,-p,).v,=Oifj#k 
Nk . vk = @k - Pk) * (ok - Pk) = 1 Nk 1 2* 
Hence X. vi = 5 * vi for each i; 5 - X is perpendicular to each vi. 
In the following, we shall give a formula for calculating hi. 
Consider the p x p determinant 
I(%... 2 up) = det(v, * Uj) 
of the inner products ui * vi. This is known as the Gram determinant. Let Vol(v,, . . . , a,,) 
denote the p-dimensional volume of the parallelotope with edges vi, . . . , up. Then 
(3.4) I+,, *. * > ?I,) = Vol(v,, . . . ) upy. 
This result can be found, for example, in [1 ,p. 308, Theorem 71. Hence the hi’s can be expres- 
sed as 
(3.5) 
h,= vu,, ... 3 vpy 
r(v 2 ) . . . ) up2 
, etc. 
The following notion, though not needed in the remaining sections, might be of some 
conceptual interest. 
Dejinition 3.6. Suppose vi(x), 1 I i <p, are vectors in R”, defined for x E X, where X 
is a subset of R” containing 0 in its closure. (For example, Xis a horn neighbourhood.) We 
say that as x -+ 0(x E X), the vectors vi(x), 1 I i I p, are linearly independent of order p 
(p a non-negative real number) if for all x near 0, 
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where E > 0 is a constant. 
Thus, condition &) of Theorem 1 asserts that the vectors Vz,(x), where 1 I i <p, 
x E 4+1(g; w), are linearly independent of order r - 6. 
$4. THE PROOF OF THEOREMS 1 AND 2 
Due to the compactness of [0, 11, the equivalence between (L,) and (La’) is obvious. 
The rest of the proof is divided into four steps: (1). (La) * (V). (2). (L,) * (Cr+‘). (3). 
Assuming (L,) fails, then we can find the arc p andf(x) of Theorem 2; in particular, (Cl+‘) is 
false. (4). Assuming the existence of the arc fi andf(x) of Theorem 2, then (V) is false. 
Step 1. Let P(x) be any Crfl mapping (the perturbation) with P(0) = 0, j(‘)(P) = 0, 
and let 
F(x, 0 = f(x) + tP(x), 
where t E R, andf(x) is any given realization of z. 
We shall show that any to E R has a neighbourhood T such that for any t,, t, E T, the 
germs of F(x, tl) = 0 and F(x, t2) = 0 are homeomorphic. Then due to the compactness of 
[0, I], the germs of F(x, 0) = 0 and F(x, 1) = 0 are homeomorphic. Therefore z is v-sufficient. 
Let (0, to) be a given point of the t-axis. By Taylor’s Theorem, sincej”‘(P) = 0, there is a 
neighbourhood U, of 0 in R”, and a constant C1 such that for all x E U, and t near t,, 
(4.1) P,(x)1 S C1lxI’+l, IW~kWl s Glxlr 
where 1 s k 5 p; moreover, 
IxI-~-~IP~-~“+~)(P~)I -+Oasx+O. 
Here, for convenience, we have also usedi’“’ to represent the polynomial map of degree s 
realizing the jet j(“)(h). 
Consider the polynomial map g(x) = j@+“(f) + to j r ( +l)(P). Condition (LJ provides 
for g(x) the numbers E, 6, w and a neighbourhood U. Now 
IF(x, t) -g(x)/ = I(t - t,,)P+ t,,(P-j@“‘(P)) + (f-jCr+l’(f))I 
I It-t,IIP(x)I -t ItoIIP-j@+l)(P)I + If-j(r+l’(f>I. 
Let T be a sufficiently small neighbourhood of t,, , and let U, c U, n U be one of 0 in R”, 
then, by (4.1), 
(4.2) IF(x, t) -g(x)] s ~Ixl’+‘. 
Thus, the variety F(x, t) = 0, for (x, t) E U, x T, is contained in the set H,+,(g ; w) x T; 
we can henceforth restrict our attention to this set. 
LEMMA 4.3. Let F,(x, t) = fk(x) + tPk(x), 1 5 k 5 P, be the components of F(x, t) and 
. Then 
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(4.4) d@F,, . . . , VF,) 2; Ix]‘-~, 
firfx,t)~H,+~(g;w)xT,xnearO. 
COROLLARY 4.5. For (x, t) as above, x # 0, the vectors VF,(x, t), 1 5 k 5 p, are 
linearly independent. 
This follows since d(v,, . . . , v,) # 0 if, and only if vl, . . . , vp are linearly independent. 
Proof of Lemma 4.3. We shall consider the vectors Vfk(x) as vectors in the (x, @space 
Rail, with vanishing t-components; since g = 0, d(Vfl, . . . , V’J is not affected. By (4.1), 
(4.6) I VF,(x, 0 - V&) I = I VW,) I 5 C, I x I ‘. 
For J-(x, t) = &(x, t), . . . , A,) # 0, 
(4.7) IF 4 VFiI 2 I C Ai WI - I C li@Fi - Vfij I * 
Fix any k, where 1 I k up, and fix any (x, t). If 1,(x, t) # 0, then 
I M’F, - Vfk) I IV&-Y&l 
l&AvfiI = I% + Ci*k3*k-lAi Vi1 
GIXlr 
‘d(V’,... > Vf,> 
by Lemma (3.1), (4.6) 
< GIXI’ 
=EIXlr_d =~lX1dby(Ld). 
If 1,(x, t) = 0, the above is obvious. Hence, for any A, 
(4.8) I~niVfkI-‘I~Li(VFI-Vfi)I +O 
(uniformly for t E T) as x + 0. 
Then, by (4.7), 
IxliV&I 23Iz&Vfil, 
for 1x1 small. 
Lemma (4.3) now follows from Lemma (3.1). 
Now let (0, 1) denote the unit vector (0, . . . , 0, 1) along the t-axis. For (x, t) E 
H,+,(g;w) x TX*& I I x small, let X(x, t) denote the projection of (0 ,l) to the subspace 
spanned by the vectors VF,(x, t), where 1 5 k 6 p. 
Using formula (3.3), we find 
(4.9) 
X(x, t) = E((0, 1) * VFi) 1 Ni 1 -’ Nj 
=~Pi(X)INiI-‘Ni 
where Ni is the vector for which VF, - Ni is the projection of VFi to the subspace spanned by 
the vectors VFj, for i + i. Since ( Ni I 2 d(Vt;;, . . . , VFp> for each i, by (4.4), 
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(4.10) 
Hence, by (4.1), (4.9), (4.10), 
(4.11) 
< !$?c lxll+da = 
Thus, as x + 0, 
(4.12) 
and in particular, 
lim[xl-lIX(x, f)] =0, 
(4.13) 
both being uniform for t E T. 
lim I X(x, t) 1 = 0, 
The rest of the proof is as follows. (Compare the proof of Theorem 1 in [5].) Define a 
vector field u(x, t) = (0, 1) - X(x, t) for (x, t) satisfying F = 0, x =I= 0, x near 0, and put 
~(0, t) = (0, 1). By Corollary (4.5), the variety F = 0 is singular only along the t-axis. Hence 
near the t-axis, F = 0 can be partitioned into manifolds; one of these manifolds is the r-axis, 
the others are the connected components of the set of regular points. By the definition of X, 
each U(X, t) is tangent o the manifold containing (x, f). By (4.13), v(x, r) is continuous. By 
(4.9), (4.10), {v} is Cr+l on each manifold other than the t-axis. On the t-axis, {a} is C”. 
Moreover, by (4.12), as x + 0, 
(4.14) lim Ix]-‘]v(x,t)-v(O,t)] =0, 
uniformly for t E T. Now consider two “ Liapounov functions ” V(x, t) = 1x1 2e2Rt, W(x, t) 
= I+-=r, where the constant K is provided by (4.14) such that I v(x, t) - ~(0, t) I _<KI x I. 
Observe that V, W only vanish along the t-axis; elsewhere, they are positive. A simple 
computation (see [5, $41) yields 
(4.15) vv*v>o 
(4.16) VW.vcO,forx*O. 
Due to (4.15), no trajectory of {v} can enter the t-axis, while by (4.16), no trajectory leaves 
the t-axis. Hence the initial value problem for {v} has a unique solution everywhere. Let 
~(t; 5, r) denote the solution satisfying the initial condition ~(0, 5, r) = (5, r). Then cp is 
obviously continuous at every 5 =I= 0 (because the usual continuity theorem applies). The 
continuity of q at 5 = 0, however, follows immediately from (4.16). Thus, for t, < t, in the 
neighbourhood T, the flow of (v} carries the germ of F(x, tl) = 0 homeomorphicaliy onto 
that of F(x, t2) = 0, completing the proof. 
The above argument suggests the notion of “ Liapounov trivialization ” of a variety, to 
be defined in the appendix, with which we can express, in a clearer way, what we have just 
proved (see Appendix 2). 
Step 2. Given (La), and a realizationf(x) of z, we wish to show thatf-‘(0) admits 0 as 
an isolated singularity. 
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Let g(x) be the polynomial of degree r + 1 realizing jcr+‘)(f). Then 
If(x) -g(x)1 = o(lxI’+l). 
Hence the varietyf-‘(0) is contained in the horn-neighbourhood H,.+,(g; w) for 1x1 small. 
On the other hand, since j@‘(f) = z, 1 fi(x) - zi(x) 1 = 0( I x/ r+l) and so we have 
I Vf,(X) - VZi(X) I = 0( 1 x I”), 1 < i I p. It follows that d@“(x), . . . , V’JX)) 2 i 1 x ( r-6 in 
H,.+,(g ; w) (since 6 > 0), and in particular, the vectors Vf,(x), 1 I i I p, are linearly inde- 
pendent. Sincef-‘(0) is contained in H,+,(g; w), it has no singularity other than 0. 
Step 3. Assuming that (La) is false then so is (La’), we can then find a polynomial 
9 = (91, * * * 3 g,) of degree r + 1 realizing z for which the inequality 
d(Vz,, . . . ) Vz,) 2 &IXlr-a 
does not hold in H,+,(g; 1) n U, for any E, 6, U. 
(Note: We suggest that the reader assumes p = 1 in the following. The argument 
becomes simpler, e.g. d(Vz,, . . . ) becomes ( Vz I , the parameters I, ,u disappear, etc, yet nearly 
all crucial points still present themselves.) 
The first crucial step is to construct an analytic arc p: xi = x,(t), xi(O) = 0, having the 
following property: 
(4.17) d(Vz,(x), . . .) 2 E Ix I p along /3 
if, and only if the same inequality holds for x E H,.+,(g; l), (x near 0). Moreover, there 
exist i, 1 5 i _< p, and analytic functions &(f), for k # i, I &(t) 1 I 1, such that for t small, 
(4.18) 
hi(x(t)> = d(Vz,(x(t)), * * .> 
= I vzi(x(t)) - &ink(t) vzk(x(t)) I * 
We shall call p a Bochnak-Lojasiewicz arc. The first equality of (4.18) is not an obvious 
consequence of the definition of d(. . .), for i could vary with t. It is, however, an easy 
consequence of the definitionof d(. . .) and the analyticity of p; for by (3.4), (3.5) 
the inequalities hi(x) 5 hj(x) are analytic. 
In case p = 1, (condition (4.18) then becomes void) the construction of p, due to 
Bochnak-Lojasiewicz [3], is as follows. Let 
A = ( x[ IVz(x)l = mjnIW.dl for IYI = 1x1) 
where x, y E H,+,(g; 11, (x =I 0). 
Then A is semi-analytic (Seidenberg-Tarski [8, $31). Using the Curve Selection Lemma 
(19, p. 1031; [12, p.25]), one can find an analytic arc p: xi = xi(t), xi(O) = 0, which is con- 
tained in A for f > 0. Then (4.17) is satisfied. 
In the general case, one can select the Bochnak-Lojasiewicz arc fi in the semi-analytic set 
xld(Vz,(x), . . .) = min d(Vz,(y), . . . 
IYI=IXI )I 
CHARACTERIZATIONS OF V-SUFFICIENCY OF JETS 123 
where X, y E H,, i(g ; 1). Then (4.17) is satisfied. It remains to construct n,(t). Choose i so that 
hi(x(t)) = d(vzl(x(t>>9 - * -1 
for t small. Now consider the semi-analytic set 
B= (X2 2) I I V Zi(X> - z$ VZk(XII I 
= min IVZi(X) - C & VZ,(X)I 
P I 
where xoj3, [PI I 1, InI < 1. 
Then choose an analytic arc j?* in B. Let &(f) denote the &components of /I*. By Lemma 
(3.1), hi(x) = I Vzi - x &VZ,~, proving (4.18). 
The next step is to make a C1 transformation of R” so that p becomes one of the coordi- 
nate axis. 
After rotating R” suitably, j? becomes tangent o the x,-axis. Then we can substitute 
by another parameter, if necessary, and write /I as 
(4.19) x1 = tq, xi = X,(t), i 2 2, 
where 0(x,(t)) > q. 
Now, along /I, 
d(VZ,(X), . . .) = O( I x1 I “) = O(P) 
for some p. Therefore, by (4.17) 
(4.20) d(vz,(x),...)=o(~x,~~)=o(~x~~) 
in the horn-neighbourhood H,+,(g ; 1). Thus p 2 r, since otherwise (L,‘) would be valid for 
6=r-p. 
Hence, by (4.18) 
hi(x) = O( I x1 I’) 
(or, of course, hi = o( 1 x1 I’)) along p. We may permute the indices of z, (or the axis of RPj if 
necessary, and have 
(4.21) 
along /I. 
h,(x)= IVZ, -cI,vzkl =O(Ix,l’) 
Now consider the following coordinate transformation in R” near 0: 
x~=Xl,xj=Xj_Xj(t).2Ij~~n, 
where t = 1 xi I’/q. (The xj(t)‘s are the components of /3.) This transformation is C’ since 
O(Xi(t)) > q, O(Xi( I x1 I ‘I”>) > 1 (see (4.19)). Hence all what we have established above remain 
valid in the X-coordinate system. In particular, 
(4.22) h,(X) = d@.%(X), - * 4 = O( I XI I? 
along the positive X,-axis. 
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Now let us write each z&r, . . . , x,,) as a polynomial in X, , . . . , X, with coefficients 
in Xi: 
zk = g’k’(Xl) + i ~i’“‘(x~)x~ + 2 gij’k’(&)Xi xj 
i=2 i, jr2 
+ . . . . 1 sk_<p. 
where gck), gick), . . . are fractional power series in 1 X, I. An important observation is that 
although gck), gtk), etc. are not necessarily analytic in X,, gfk’(tq), gick)(tP) etc. are analytic 
functions of t (since x,(t) are analytic). 
Since the positive X,-axis (which is fl) is contained in H,+,(g; l), 
zktxl,%*.*, 0) = g(k)(&) = g(k)(q) 
=0()x,)‘+‘). 
Hence gtk)(tq) = Ott d’+‘)). The power series g”)(P) thus has order 2q(r + 1). The fractional 
power series g(k)(x,), therefore, has order >r + 1. Hence g(k)(X1) is a Crfl function, r-flat 
atO,where 1 sksp. 
On the other hand, along the positive X,-axis, we have, by (4.21), (4.22), 
dl+‘) - k~2Lk&?i(*)(tq) 
=o(lx,~~=o(lx,I’)=o(tqr). 
Hence, for each i 2 2, 
gi(‘)(P) - F n,(t)gi(ytq) 
is an analytic function of t (since n,(t) are analytic!) whose Taylor’s expansion has order at 
least qr. 
Therefore, for each i 2 2, 
Q,“‘W,> =Si”‘(&) - ki2Ak(l -% I “%dk’(&) 
is a C’ function, (r - 1) flat at 0. Then 
Pi”‘(x) z Qi”‘(X,)(Xi - xI() ~11”4>), 2 5 i I n, 
are @+I functions, r-flat at 0. 
Now let 
_&(x) = zk(x) - dk’(%), 2 5 k <P - . 
Thenf = (.A, . . . ,f,) is a realization of z. By our construction, f = 0 and Vfr - E 1, Vfk = 0 
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along /3. (This can be seen immediately in the X-coordinate system.) Hence the arc p con- 
sists of singularities of ,f-‘(0). Moreover, .f,(t”, x2, . . , , x,) are analytic in t, x2, . . . , x,. 
The proof of Step 3 is now complete. 
Step 4. Choose a sequence {a,} on p with 1 a,,+, 1 < +[a,[. We can then follow the 
ideas of Bochnak-Lojasiewicz in [3] to construct another realization f(x) for which the 
variety f - ‘(0) is not a manifold near every a,. Hence z is not v-sufficient. 
More details is as follows. At each point a,, Vfi’s are linearly dependent; we may 
assume 
(4.23) 
where J. depend on a,. 
First, suppose Vfi(u,), 2 <i I p, are linearly independent. Then fi(x) = 0, . . . ,&(x) = 0 
defines a manifold M near a, of codimension p - 1. By (4.231, fi(x) - cjZ2 aj L(X) has urn 
as a critical point. Choose a quadratic form Ce,l x - u,I 2 with small coefficients E, so 
that the restriction of the function fi - X nj.fi + X E,) x - a,] 2 to A4 has a, as a non- 
degenerate critical point. Hence the variety defined by 
,fl - C Aj,fj + E&v/ 1: - U,l 2 = O,f2 = 0, 9. * ,,fp = 0 
or equivalently, by 
fi+CEylX-u,~2=0,f;=0 )...) &=O, 
is not a manifold near a,. The coefficients E, can be chosen in such a way that another 
realization f(x) of z can be found which agrees with (fi + X E, 1 x - a, I', f2, . . . , f,> near 
every a,. 
Now suppose Vf2, . . . , Vf, are linearly dependent at a,, . Then we can add linear terms 
with small coefficients toJj(2 5 j _< p) so that Vf,‘s become independent. This completes the 
proof. 
In a forthcoming joint paper of Bochnak and the author, we shall show more: there 
exists an infinite number of realizations {f,} of z for which (the germs of) f,-'(O) are non 
homeomorphic. 
95. PROOF OF THEOREM 3 
Actually the u-regularity condition has already been established in Step 1, $4. Since the 
vectors VF,Jx, t), 1 s k < p, for (x, t) satisfying F = 0, x # 0, span the normal space of 
F c 0 at (x, t), u-regularity follows from (4.13) by definition. 
It remains to show b-regularity under the assumption thatf, g are analytic. By the ratio 
test [7], it suffices to show that 
lim I X(x, 0 I I t - to I
1x1 
= 0 as (x, t) + (0, to). 
But this follows from (4.12), since ( t - to ( < 1. 
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&. PROOF OF THEOREM 4 
The variety X (which contains all “ bad ” tuples PI,.) will be the union of varieties I;, , 
one for each zi, where 1 I i I p. Each Zi will be the intersection Xi* n RN of a proper 
complex variety Zi* in CN. A trivial fact is that if v* is a proper complex variety in CN, then 
V* n RN is a proper real variety in RN. 
Now let us define &*. The other &*‘s are defined similarly. Write Z-I,“’ = Z,&U(j’~,, 
1 o 1 = r, 1 <i I P, with indeterminant coefficients d,(j). Write Pj(d, x) = Zj(X) + H,O” 
and first consider &, x as complex variables where .@’ is the point with coordinates d,(j), 
1 I j I p, 1 w 1 = r. Then consider the complex variety VI * in the complex (&, 1, x) -space 
CN x CP-’ x C” defined by the following systems of n + p - 1 equations : 
(6.1) 
whereV,= 
Now we shall show that VI* is non-singular at every point (~2, I, x), x # 0. Denote by 
Jal,,o’), &&k(j), . . . , the coefficients of x,‘-r x, , xZrylxk, . . . , respectively in the form II,“‘. 
(drI(j) is the coefficient of x1’.) Then the Jacobian minor of the system (1) with respect o 
(&Il(1), . . . , din(l), d11(2), . . . , .dIl~~~) has value rxIq, where q = n(r - 1) + (p - 1)r. 
Similarly, the minors with respect o 
(&01f:!, **., a$;;, &$, . . . , J&Q, . . . . 
have values rxzq, . . . respectively. These minors vanish simultaneously only when x = 0. 
Hence VI* is non-singular for x =I= 0 
In the complement of CN x Cp-’ x {0}, the variety VI*, being non-singular, has (com- 
plex) codimension n + p - 1, or dimension N. By a lemma of Whitney [16, Lemma (3.9), 
p. 5021, the limiting points of V, * - CN x CPM’ x (0) in CN x Cp-’ x (0) is a variety W* 
of dimension <N. Define Cr* to be the closure of the projection of W* to the factor CN. 
(The projection of an affine variety need not be a variety; to make a variety, the image of 
its points at infinity must be put in.) Of course, dim XI * < N, hence IZr* is a proper variety 
in CN. 
Now for a point d 4 C, =X1* n RN, d has a neighbourhood {(.&, x)) ) a2 - .ii? ( < w, 
1x1 <w}inthe(&, )- x space for which the “punched ” cylinder 
{(dy?tyX)IIds42~ <W,O< 1x1 <W,-cO<~i<oO} 
is disjoint with the real variety VI = VI* n RN. In other words, the system (6.1) has no solu- 
tion in this cylinder. Or, at any point (~2, X) of the variety P2 = . * * = Pp = 0,O < 1 x I < W, 
the vector V,P,(d, x) is not a linear combination of the vectors VxPj,j L- 2. 
With Z, , . . . , IZp being defined similarly, we put C =X1 u * * * u Z,, , this is a proper 
variety. Thus, if d $ C is given, w small, and if 
]&-al <w, O<]X] <w, 
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then for each fixed j, where 1 <j I p, whenever Pk(&, x) = 0 for all k # j, then the vector 
V,P,(&, x) is not a linear combination of the vectors V,P,(&‘, x), k #j. 
We shall now derive from this last assertion that 
(6.2) d(V,P,(Jz, x), . . .) v&J ;r W’IXy 
for x E h H,(P,(&Z, x); w’), 0 < 1 x ( < w’, where w’ is a small number to be decided later. 
j=l 
Since H,(z + H, ; w’) c jfil H,(Pj ; w’), condition (LJ of Theorem 1, with 6 =D 1, then 
follows. 
Suppose (6.2) were false at a point 5 E n jH,(PJ; w’). That is, the distance hi from some 
V,PI to the rest V,P, satisfies hi < w’ 1 x I r-1 at x = 5. By permuting the indices, if necessary, 
we may assume i = 1. Hence, by Lemma (3.1), for suitable scalars II,, . . . , &, I A,] I 1, 
(6.3) vXpI(gi, 5) - C ajvv,pj(g9 5) = u 
jr2 
where ID( < w’lcJrM1. 
Now we shall find a point d, I d - d 1 < w for which 
P,(d, r) = * * * = P&d, 0 = 0 
and 
This leads to a contradiction and then the proof is complete. 
Choose p - 1 r-forms x:wewo”x,, 2 z$ j up, satisfying 
(6.4) >W”‘[” = -Pj(d2, <), 
with 1 ewCi)I c w’. This is possible since 5 E H,(Pj(J, x); w’). To construct these forms 
explicitly, we can perform a rotation of the x-space so that 5 = (tr, 0, . . . , 0), then the 
coefficients ewy(j) can be easily determined; in fact, all, except he first one, can be chosen to 
vanish. Now choose an r-form c ew”‘xw such that 
(6.5) V,(I: e,(‘)tw) = - v + C I, V,(C e,‘j’Sw). 
ja2 
Again, since 1 u 1 < w’ 15 I’-‘, we can determine all ew(‘) in such a way that j ew(‘) 1 < 
(1 + rpN)w’. Here we have used the assumption that all 1 Ajzjl s 1; for if I A,,] were large, the 
upper bound of I e7Y(1) I would have to depend on I,. 
Let e E RN be the point with coordinates e w(i), 1 <j I p. For the point d = d + e, we 
then have I& - 2 ( = [e/ < Kw’ where K is a constant, and 
P&f, 5) = * *a = P&4, {) = 0 (by (6.4)) 
v,p1w, 0 - 1 &V,PjW, 8 = 0 (by (6.3), (6.5)). 
122 
Now choose w’ so small that Kw’ < w. The proof is complete. 
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$7. PROOF OF THEOREM 5 
Consider the analytic function 
i&w2 + Vou!.(x), . . .Y VfpW”. 
That the last term is analytic follows from formula (3.4), 43. Since 0 is isolated this function 
never vanishes except for x = 0. Hence, by Lojasiewicz inequality [ll, Theorem (4.1) p. 591 
there exist s > 0 E > 0 such that 
~S(x)~2+Vol(Vfi,...,Vfp)2~EIXJs. 
At any x, if ) f(x) 1’ < i 1 x / ‘, then 
Vol(Vf, . . . , v&y 2 ; 1 x I I. 
That is, for x E Hs,2 
J 
_ 
VOl(Vf,) . . . 1 Vf,) 2 ; /xy. 
But, by (3.5), §3, 
Wf,,..., Vf,) 2 C VoWi, * . * , VP) 
where C is a constant. Now let r be any integer > i. Then 
K,z(f; w) = H,(fi w). 
Putting 6 = r - s/2, the hypothesis of Corollary 1 is verified. 
APPENDIX 1: V-SUFFICIENCY IN drr, 
The problem of sufficiency can also be formulated in other classes of mappings. Thus, 
for instance, we call a jet 2 v-sufficient in b,,, [2] if for any two C’ functi0ns.L g realizing 2, 
the germs off-‘(O) and g-‘(O) are homeomorphic. (z is an equivalence class of C’ mappings, 
or a polynomial map of degree r,) All our theorems (and corollaries), with slight modifica- 
tion, also hold in &rrl. Indeed, the modification is to replace 6 by I, r + I by r. Thus condi- 
tion (L,) now reads: 
(L,). There exist E, 6, w > 0, and U such that 
d(Vz,, . ..) Vz,) 2 &]xlr-l 
in H,.(z; w) n U. 
Likewise, (C (‘+I)) becomes (Cr) in whichf(x) is merely a C’function. Theorems 2 and 3 
are modified similarly. But Theorems 4 and 5 are unchanged, since we already had 6 = 1. 
The proofs are also modified accordingly. For instance, (4.1) now becomes 
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IPL(X)I = 4lxl’>, IW~FJI = 41Wi)* 
We still arrive at (4.12) and (4.13). 
An important problem is the determination of sufficiency in J%‘, the class of analytic 
functions (realizations are restricted to analytic functions). This problem seems complicated. 
The foliowing example shows that condition (Cr+‘) has no obvious generalization into d. 
Example. Let z = x3 - 3xy5 E J6 (2,l). By [6, $31, z is not sufficient. Yet we can show 
that every analytic realization of z admits 0 as an isolated singularity. Indeed, if h(x, y) is any 
analytic realization of z, then, by Lu’s normalization theorem [IO, Theorem 41, 
h(x, y) N x3 - 3xy5 -I- q(y) 
where UP is a power series with O(p) 2 7. Write 9(y) = y uy’ + a**. Then, near 0, 
dh ah 
ax=ay 
= 0 only when 
(One should notice that as a -+ 0, this point approaches 0.) Therefore 0 is an isolated singu- 
larity. 
However, f(x, y) = x3 - 3x$ -t 2~“~~ = (x - Y~‘~)~(x + 2ysi2), which is of class C7, 
is a realization having a branch of singularities. Hence condition (C”“) is not satisfied. 
APPENDIX 2: LIAPOUNOV TRIVIAL~A~IO~ 
Let X c R” be a disjoint union of manifolds X,(0 < i I 8). A manifold is understood to 
be C”, open or closed, without boundary. Suppose in a neighbourhood of X0, the boundary 
of each Xi(i > 0) is contained in X0 . Then a iocaf L~~pounov frivialization of X along X, at a 
point x, E X, is a continuous vector field (v(Jc)) defined in a neighbourhood of x, in X 
satisfying the following four conditions. 
(1) @J # 0. 
(2) For x E Xi (0 < i 2 s), u(x) is tangent o Xi. 
(3) Restricted to each Xi, 0 I i s s, (u] is Lipschitz near every point. (There may not 
exist a uniform Lipschitz constant throughout a neighbourhood of x, in X.) 
(4) There exist two “ Liapounov functions” V(x), W(x) for which VT(x) * v(x) > 0 and 
VW(x) . D(X) < 0 for all x $ X,. Here, Y and Ware two non-negative real-valued continuous 
functions defined in a neighbourhood of x, in X, C’ in each Xi, i > 0, and V(x) = 0. 
(respectively W(x) = 0), if, and onty if x E X, . 
Remark. If dim X0 = I, then one need not require u being continuous throughout a 
neighbourhood of x,, . One needs only assume that u is continuous in X0 as well as in the 
complement X - X, (near xJ, and that Z* (U(X)) = t)(n(x)), where ‘II is a refraction onto X0. 
THEOREM A. Suppose X admits a local Liapounov trivialization {v} along X, at x0. Let C 
be a suflciently small neighbourhood of x, in an (n - 1 )-dimensional hyperplane transversal to 
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{u} at x0. Let XX = Z n X. Then there is a homeomorphism between C, x (-E, E) and a 
neighbourhood of x0 in X, carrying (x} x (-E, 8) to the trajectory cp(t; x) of {u} satisfying the 
initial condition cp(0; x) = x. 
Proof. By (I), v(x) # 0 everywhere in a sufficiently small neighbourhood N of x, in X. 
Since the boundary of Xi(i > 0) is contained in X0, any trajectory cp(t, x) through x, for any 
x E N n Xi, defined over its maximal interval of existence, either enters X0 or reaches the 
boundary of N. The existence of the Liapounov function I’ clearly implies that rp can not 
enter X,,. Similarly, the existence of W implies that no trajectory leaves X0. Hence, by (3), the 
initial value problem for {a> has a unique solution everywhere. 
Next we assert hat the solution cp(t; x) (for x E N) defined over its maximal interval of 
existence, is a continuous function of (t, x). This follows from Theorem 2.1 of P. HARTMAN: 
Ordinary Differential Equations. Wiley (1964) p. 94. Although our vector field {v} is not 
(necessarily) defined in an open set of R”, the proof in Hartman’s book is still valid in our 
situation. 
Ifdim X 0 = 1, the continuity of cp is guaranteed by W(x). 
The remaining part of the proof is standard: Choose X small enough, then the tra- 
jectories &t; x), for x E C n X, fill up a neighbourhood of x, in X. 
In $4, we proved: 
THEOREM B. Let f(x), g(x) be’ as in Theorem 3. Then the variety F(x, t) = 0 admits a 
IocalLiapounov trivialization along the t-axis at everypoint, with ~(0, t) being the unit vector 
aIong the t-axis. In particular, due to the compactness of [0, I], the germs of F(x, 0) = 0 and 
F(x, 1) = 0 are homeomorphic. 
ADDENDUM: HORN VARIETY 
Here we give yet another characterization for v-sufficiency in terms of the so-called horn 
variety. 
Given a local C”-mappingf: R” + Rp, and d > 0, the horn variety of degree d defined by 
f is the germ of the horn neighbourhood Hdcf; w) as w --) 0. The horn variety will be denoted 
by Hd(f). Of course, we are merely interested in the germ of Hd(f) at 0. 
The idea of horn variety is that the terms of order = o( 1 x 1 d, are ignored (considered to 
vanish), while the term of degree d is to have certain degree of vagueness. (In actual applied 
problems, one should always have germs of horn varieties instead of germs of varieties, 
since one can only determine at most a finite number of coefficients in the Taylor’s expan- 
sion 0fJ) 
DeJinition. We call Hd(f) regular (non-singuiar) if for some w > 0, E > 0, 
d(Grad fi(x), . . . , Grady,(x)) 2 &IX/~-~ 
for x B Hd(f; w), x near 0, (The quantity d(. . .) was defined in §3.) 
THEOREM. For z E J’(n,p), each condition in Theorem 1 is equivalent to the following 
condition. 
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(H,,,) For everypolynomial realization g(x) of z of degree r + 1, the horn variety H,+,(g) 
is regular. 
That (L,) implies (H,,,) is obvious. To show the converse, suppose (~5.~) is false. Then, 
by Theorem 2, we can find the Bochnak-Lojasiewicz arc p and the realization f(x). Let 
g(x) = j(‘+l) (f). Since f = 0 along /I, /? is contained in Hd(g ; IV) for t small. Moreover, since 
d(Gradf,, . . .) = 0 along /I, and (Gradf,(x) - Grad g,(x)1 = o( 1x1’), we have 
d(Grad g,(x), . . .) = o(lxj’) 
along /?. 
Hence H,+,(g) is singular, proving that (H,,,) implies (~5,). 
Similarly, for v-sufficiency in b,,, (see Appendix l), we have 
THEOREM. A given jet z E J*(n, p) is v-suficient in b,,, if, and only if the horn variety 
H,.(z) is regular. 
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