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A NEW APPROACH TO SOBOLEV SPACES IN METRIC
MEASURE SPACES
TOMAS SJO¨DIN
Abstract. Let (X, dX , µ) be a metric measure space where X is locally com-
pact and separable and µ is a Borel regular measure such that 0 < µ(B(x, r)) <
∞ for every ball B(x, r) with center x ∈ X and radius r > 0. We define X to
be the set of all positive, finite non-zero regular Borel measures with compact
support in X which are dominated by µ, and M = X ∪ {0}. By introducing a
kind of mass transport metric dM on this set we provide a new approach to
first order Sobolev spaces on metric measure spaces, first by introducing such
for functions F : X → R, and then for functions f : X → [−∞,∞] by iden-
tifying them with the unique element Ff : X → R defined by the mean-value
integral:
Ff (η) =
1
‖η‖
∫
f dη.
In the final section we prove that the approach gives us the classical Sobolev
spaces when we are working in open subsets of Euclidean space Rn with
Lebesgue measure.
1. Introduction
Suppose (X, dX , µ) is a metric measure space and 1 ≤ p < ∞. If we want to
introduce a first order Sobolev-type space, analogous to the classical Sobolev spaces
H1,p(X) when X is an open subset of Rn, dX the Euclidean distance and µ the
Lebesgue measure, then there is by now a few approaches available, most notably
that based on upper gradients, which were introduced by Heinonen and Koskela [8],
such as first studied by Shanmugalingam in [12]. By now there are (at-least) two
good books which treat this approach in detail, first [2] by Bjo¨rn and Bjo¨rn and
very recently [10] by Heinonen, Koskela, Shanmugalingam and Tyson.
Apart from the Newtonian spaces there are alternative definitions of Sobolev
spaces on metric measure spaces worth mentioning. Early approaches are due to
Haj lasz in [5] and Korevaar-Schoen (a version directly comparable to this article of
the latter approach seems first to have been developed in [11]). Other approaches
can be found in [3] by Cheeger and [13] by Shvartsman. There has also been some
axiomatic treatments (see e.g. [4, 14]). The survey articles [6, 9] are also worth
mentioning as well as the book [7] which treats weighted Sobolev spaces on Rn.
The idea of upper gradients is based on the well-known formula
(1) |u(γ(s))− u(γ(0))| ≤
∫ s
0
g(γ(t)) dt
which holds for every smooth function in Rn and every rectifiable curve γ parametrized
by arc-length, in case we put g = |∇u|. In a metric space we do not have a direct
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substitute for ∇u, but one then says that a Borel measurable function g is an upper
gradient of u if the above formula holds for all curves. In case g ∈ Lp(X) one says
that g is a p-upper gradient of u. If u ∈ Lp(X) has an upper gradient which also
belongs to Lp(X), then one says that u belongs to theNewtonian space N1,p(X),
and give it the norm
‖u‖N1,p(X) =
(∫
|u|p dµ+ inf
g
∫
gp dµ
)1/p
,
where the infimum is taken over all upper gradients g of u.
For many questions it is desirable to have a minimal upper gradient g˜u of u such
that the above infimum is attained. As it turns out however such a minimal upper
gradient does not always exist, and we are forced to introduce the somewhat tech-
nical concept of curve modulus to introduce weak upper gradients which satisfies
inequality (1) for “almost every” curve, which is given a precise meaning thorough
the concept of curve modulus. It turns out that there is a unique, as an element in
Lp, p-weak upper gradient g˜u of u, if u has an upper gradient in L
p.
The aim of this paper is to look at an alternative approach. We do not know in
general how these spaces are related to the Newtonian ones, but at the very least
we do indeed get the classical Sobolev spaces in case X is an open subset of Rn
with Lebesgue measure (which in turn are equivalent to the Newtonian spaces in
this setting).
To outline the approach assume that (X, dX , µ) is a metric measure space, where
X is separable and locally compact, and 0 < µ(B) <∞ for every ball B ⊂ X . Let
M denote the set of all (non-negative Radon) measures on X which are dominated
by µ and have compact support, and let X = M \ {0}. In Section 4 we introduce
a metric dM on the set M, and we give X the induced metric. The idea is to first
look at real-valued functions F on X, and to relate functions f on X to such by
the mean-value integral as follows. If η ∈ X and f is a locally integrable function
on X , then we define
Ff (η) =
1
‖η‖
∫
f dη,
where ‖η‖ = ∫ dη is the total mass of η. It is worthwhile to remark that if f is
a locally integrable function on X , then point values are not really well defined
(in the sense that we may have several representatives which are equal almost
everywhere), but the value of Ff on elements in X is always well defined and finite.
So the elements of X have a similar role to test functions. This is perhaps the major
motivation for this type of approach. In some sense Lp-functions are more natural
to think of as certain type of functions on X rather than X , and hence it seems
natural to see to what extent one can carry the calculus to this set in a natural
way.
In Section 5 we introduce a norm ‖ · ‖Lp(X) on the set of extended real-valued
functions on X, and we let Lp(X) denote the set of such functions for which this
expression is finite. In case f ∈ Lp(X), then ‖Ff‖Lp(X) = ‖f‖Lp(X). It is also
worthwhile to remark that the definition of the norm ‖ · ‖Lp(X) does not depend on
the metric dM.
In Section 6 we introduce upper gradients rF : X → [0,∞] for real-valued func-
tions F : X → R. This definition is a pointwise (in X) local definition, and this
definition does not depend on an integrability exponent, unlike the definition of
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minimal p-weak upper gradients (it seems however to be an open question to what
extent g˜u actually depends on the exponent p in general). As it turns out, in case
F has a representative of the form Ff for some function f ∈ L1loc(X) then also
rF has a representative of the form Fgf for a function gf ∈ L1loc(X). In partic-
ular these upper gradients gf satisfies the strong locality property (see Theorem
6.20). This is also true for the minimal weak upper gradients in the Newtonian
theory, but the corresponding result does not hold in the approaches by Haj lasz or
Korevaar-Schoen for instance.
Then we introduce the Sobolev-type spaces and norms S1,p(X) and ‖ · ‖S1,p(X)
respectively in Section 7. Then, in Section 8, we also introduce the space S1,p(X)
as those functions f ∈ Lp(X) such that Ff belongs to S1,p(X). These will be our
analogues of Sobolev spaces on X .
In Section 9 we prove that in case X is an open subset of Rn, dX is the usual
Euclidean metric and µ is the Lebesgue measure, then the classical Sobolev space
H1,p(X) and the space S1,p(X) coincides, and the norms are the same. Indeed we
have gf = |∇f | for such functions.
We end the article with some final remarks about the particular choices made in
the article and also mention questions for future research.
It is also worthwhile already here to point out that the development of the theory
over X depends only on some basic properties of rectifiable curves in that space, and
not directly of the underlying spaceX , and even the spaces S1,p(X) has an analogue
S1,p(X) defined on X in a way that need not make reference to X either. Although
the above is not emphasised in this article, these facts opens up the possibility to
develop a theory which is point-free such as in pointless topology for instance.
Acknowledgements
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2. List of notation
Some special sets
• R: the set of real (finite) numbers,
• Q: the set of rational numbers,
• N: the set of natural numbers {1, 2, 3, . . .},
• Z: the set of integers,
Some lattice notation
• If a, b ∈ [−∞,∞], then a ∧ b = min{a, b} and a ∨ b = max{a, b},
• If f, g are extended real-valued functions, then f ∧g and f ∨g denotes their
pointwise minimum and maximum respectively.
Some notation related to general metric spaces
Below we let (Y, dY ) be a metric space (i.e. Y is a set and dY is a metric on Y ).
• B(y, r): ball with center y and radius r,
• R˜(Y ) : rectifiable paths γ : [0, bγ ]→ Y subparametrized by arc-length (i.e.
γ is 1-Lipschitz),
• R(Y ) : rectifiable paths parametrized by arc-length,
• lγ : length of a curve γ,
• f˘ : upper semicontinuous regularization of the function f along curves,
4 T. SJO¨DIN
• If A ⊂ Y and ε ≥ 0 then Aε = {y ∈ Y : dist(y,A) ≤ ε}.
Some notation related to metric measure spaces
Below (X, dX , µ) will always denote a metric measure space. More precisely, (X, dX)
is a metric space, and µ is assumed to be a Borel regular measure such that
0 < µ(B(x, r)) < ∞ for every ball B(x, r) ⊂ X . The space X is furthermore
assumed to be locally compact and separable.
• Lp(X): p-th power integrable functions on X with respect to µ, where
p ∈ [1,∞],
• Lploc(X): local Lp-spaces on X .
Notation related to (M, dM)
• P : all non-negative finite Borel measures with compact support in X ,
• If η ∈ P then ‖η‖ = ∫ dη denotes the total mass of η,
• M = {ν ∈ P : 0 ≤ ν ≤ µ},
• X = M \ {0},
• If f ∈ L1loc(X) then Ff : X→ R is defined by
Ff (η) =
1
‖η‖
∫
f dη,
• If η, ν ∈M then
η ∧ ν = min
{
dη
dµ
,
dν
dµ
}
µ, η ∨ ν = max
{
dη
dµ
,
dν
dµ
}
µ.
Let h : [0,∞) → [0,∞) be a strictly increasing continuous function such that
h(0) = limε→0+
h(ε)
ε = 0, h(ε1) + h(ε2) ≤ h(ε1 + ε2) for all ε1, ε2 ∈ [0,∞) and
limε→∞ h(ε) =∞.
If ν, η ∈M and ε, δ > 0 then
Γε,δ(ν, η) =

(νi, ηi)i∈M :
M is at most countable,
νi, ηi ∈M for each i ∈M
ν =
∑
i∈M νi, η =
∑
i∈M ηi,∑
i∈M
∣∣‖νi‖ − ‖ηi‖∣∣ ≤ δ,
diam(supp(νi) ∪ supp(ηi)) ≤ ε.

,
Γε(ν, η) = Γε,h(ε)(ν, η),
dM(ν, η) := inf{ε : Γε(ν, η) 6= ∅}.
Rectifiable curves in R˜(M) are maps η : [0, bη] → M, so for every s ∈ [0, bη]
η(s) is a measure in M, and it turns out that every such curve satisfies that⋃
s∈[0,bη]
supp(η(s)) is compact, and that ‖η(s)‖ is constant.
Notation related to Lp(X)
For a fixed p ∈ [1,∞) and a function F : X→ [−∞,∞] we introduce the norm
‖F‖Lp(X) = sup

(
k∑
i=1
|F (ηi)|p‖ηi‖
)1/p
: ηi ∈ X, supp(ηi) ∩ supp(ηj) = ∅ if i 6= j
 .
• Lp(X) = {F : X→ R : ‖F‖Lp(X) <∞},
• Lp(X) = {Ff : f ∈ Lp(X)},
• Lploc(X), Lploc(X): local versions of Lp(X) and Lp(X) (see section 5.1).
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Notation related to upper gradients
For a function F : X→ R and a number ε > 0 we introduce:
rεF (η) := sup
{ |F (ν(s)) − F (η)|
s
: ν ∈ R˜(X) such that ν(0) = η and 0 < s < ε ∧ bν
}
,
and then we define
rF (η) = r
0
F (η) = lim
ε→0
rεF (η).
For any element η ∈ R˜(X) we have
|F (η(s)) − F (η(0))| ≤
∫ s
0
r˘F (η(t)) dt.
In case f ∈ L1loc(X), and rFf ∈ L1loc(X), then there is an a.e. unique function
gf ∈ L1loc(X) such that
rFf = Fgf .
Notation related to S1,p(X)
• ‖F‖S1,p(X) := (‖F‖pLp(X) + ‖rF ‖pLp(X))1/p,
• S1,p(X) = {F ∈ Lp(X) : ‖F‖S1,p(X) <∞},
• S1,p(X) = {F ∈ Lp(X) : ‖F‖S1,p(X) <∞},
• S1,p(X) = {f ∈ Lp(X) : Ff ∈ S1,p(X)}.
3. Preliminaries
Given a metric space (Y, dY ) we denote by B(y, r) the ball with center y and
radius r (where the space Y should be understood from the context). For a set
A ⊂ Y and ε ≥ 0 we also introduce
Aε = {y ∈ Y : dist(y,A) ≤ ε}.
It is clear that Aε is closed, A0 = A and (Aε)δ ⊂ Aε+δ. Furthermore we note that
in case εn decreases to ε as n→∞, then Aεn decreases to Aε as n→∞. We also
have for A ⊂ C and ε ≤ δ that A ⊂ Aε ⊂ Cε ⊂ Cδ. Finally, if K ⊂ Y is compact
and Y is locally compact, then there is ε > 0 such that Kε is also compact.
A rectifiable curve γ is a map γ : [a, b] → Y where −∞ < a ≤ b < ∞ such that
the length lγ <∞, where the length is defined by
lγ = sup
{
k∑
i=0
dY (γ(ai+1), γ(ai)) : a ≤ a0 ≤ a1 ≤ a2 ≤ . . . ≤ ak+1 ≤ b
}
.
We say that a rectifiable curve γ is subparametrized by arc-length if the map γ is
1-Lipschitz, i.e. if for every a ≤ s ≤ s+ t ≤ b we have
dY (γ(s+ t), γ(s)) ≤ t.
In particular, if γ is subparametrized by arc-length then for every a ≤ s ≤ s+ t ≤ b
have
t ≥ sup
{
k∑
i=0
dY (γ(r(ai+1)), γ(r(ai))) : s = a0 ≤ a1 ≤ . . . ≤ ak+1 = s+ t
}
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(that is, the length of the curve γ|[s,s+t] is at most t). We let R˜(Y ) denote the
set of rectifiable curves subparametrized by arc-length. Unless otherwise stated we
assume in this case that a = 0 and b = bγ ≥ 0 in the sequel.
A rectifiable curve may always be parametrized by arc-length in the sense that
there is an increasing function r : [0, lγ ] → [a, b] such that for every pair of non-
negative real numbers s, t such that 0 ≤ s ≤ s+ t ≤ lγ we have
t = sup
{
k∑
i=0
dY (γ(r(ai+1)), γ(r(ai))) : s = a0 ≤ a1 ≤ . . . ≤ ak+1 = s+ t
}
.
In case a = 0, b = lγ and r(x) = x for each x, then we say that γ is parametrized by
arc-length. We denote the set of all rectifiable curves parametrized by arc-length
by R(Y ). For reasons that will be made clear later we will mainly work with the
set R˜(Y ) rather than R(Y ) in this article.
Remark 3.1. If γ ∈ R(Y ), then we write ∫ lγ0 f(γ(s)) ds for the path integral of
the function f over γ.
We should also warn the reader already here that the points in our spaces will
typically later be measures, so the notation
∫
f dγ will not be used for path integrals
since this can be misunderstood.
Indeed in this context
∫
f dγ(s) would denote the integral of f with respect to
the measure γ(s).
From now on by a curve we will always mean a rectifiable curve unless
otherwise stated.
Lemma 3.2. Suppose f : [0, a]→ R and g : [0, a]→ [0,∞) are such that g is upper
semicontinuous and
lim sup
s→t
∣∣∣∣f(s)− f(t)s− t
∣∣∣∣ ≤ g(t) for all t ∈ [0, a],
then
|f(s)− f(0)| ≤
∫ s
0
g(t) dt for all s ∈ [0, a].
The above no doubt well-known fact will be extensively used, and in particular
it will be important when we study function restrictions to rectifiable curves. Some
more terminology associated with (rectifiable) curves are as follows.
Definition 3.3. We say that a function f : Y → R is
(a) continuous along curves if lims→t f(η(s)) = f(η(t)) for all η ∈ R˜(Y ),
(b) upper semicontinuous along curves if lim sups→t f(η(s)) ≤ f(η(t)) for all
η ∈ R˜(Y ),
(c) lower semicontinuous along curves if lim infs→t f(η(s)) ≥ f(η(t)) for all
η ∈ R˜(Y ).
Given a function f : Y → R we introduce the upper semicontinuous regulariza-
tion over curves f˘ of f as
f˘(y) = lim
s→0
(
sup{f(γ(r)) : 0 ≤ r < s, γ ∈ R˜(Y ), γ(0) = y}
)
.
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Note that for any δ > 0 and ε > 0 there are a curve γ and r ∈ [0, δ) such that
|f˘(y)− f(γ(r))| < ε.
Indeed we even have the following result
Lemma 3.4. If f : Y → R and y ∈ Y then there is a curve ν ∈ R˜(Y ) such that
f˘(y) = lim sup
s→0
f(ν(s)).
Proof. In case f˘(y) = f(y), then we may simply let ν be the constant curve with
value y. Otherwise we may by definition inductively choose sequences δn and εn
decreasing to zero and curves νn ∈ R˜(Y ) such that
(1) 0 < δn ≤ εn,
(2) νn(0) = y,
(3) f˘(y) ≤ f(νn(δn)) + εn,
(4) εn+1 ≤ 2−nδn.
Let
kn = δn + 2
n−1∑
j=1
δj , b = 2
∞∑
j=1
δj .
We define γ : [0, b]→ Y such that
γ(t) =

νn(t− kn + δn), t ∈ [kn − δn, kn)
νn(kn + δn − t), t ∈ [kn, kn + δn)
y, t = b.
Finally put ν(t) = γ(b − t). It is easy to verify that ν ∈ R˜(Y ) (γ simply consists
of rectifiable curves subparametrized by arc-length going back to forth from y and
then patched together). If we define
rn = δn + 2
∞∑
j=n+1
δj ,
then
ν(rn) = γ(b− rn) = γ
δn + 2 n−1∑
j=1
δj
 = γ(kn) = νn(δn).
Hence we get
f˘(y) ≤ lim sup
n→∞
(f(ν(rn)) + εn) ≤ lim sup
s→0
f(ν(s)) + lim sup
n→∞
εn ≤ f˘(y).

Throughout the article we let (X, dX , µ) be a fixed metric measure space such
that
0 < µ(B(x, r)) <∞ for all balls B(x, r) of radius r and center x,
X is locally compact,
X is separable.
(Actually the last part is a consequence of the first two assumptions since X =
supp(µ).)
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For p ∈ [1,∞] we use the notation
Lp(X)
to denote the class of all Borel measurable extended real-valued functions f such
that
‖f‖Lp(X) =
(∫
|f |p dµ
)1/p
<∞ (p ∈ [1,∞)),
‖f‖L∞(X) = ess supx∈X |f(x)| <∞.
The spaces Lploc(X) are also defined as usual.
If Y is a set and f, g : Y → R then we introduce the following lattice notation:
f ∨ g(x) = max{f(x), g(x)}, f ∧ g(x) = min{f(x), g(x)},
which makes the set of all such functions into a lattice (if we restrict attention to
real-valued functions these forms a vector lattice).
A measure η on X will always refer to a non-negative Borel measure such that
η(B(x, r)) < ∞ for all balls B(x, r). For any measure η we also let ‖η‖ denote
its total mass. These measures on X also carries a natural partial order, and it is
well-known to be a lattice. For any Borel measures η, ν on X we denote their least
upper bound and greatest lower bound by η ∨ ν and η ∧ ν respectively.
Lemma 3.5. Suppose K(t) ⊂ X is compact for each t ∈ [0, T ]. Suppose further-
more that for any s, t ∈ [0, T ] we have with ε = |s− t|
K(t) ⊂ K(s)ε.
Then ⋃
t∈[0,T ]
K(t)
is compact.
Proof. Let
f(s) = sup {ε : K(s)ε is compact} .
Clearly f(s) > 0 for each s. Let c = 12 inf{f(s) : s ∈ [0, T ]}. Suppose c = 0, then
there is a sequence sn converging to some s in [0, T ] such that f(sn)→ 0 as n→∞.
But if we put δ = f(s)/4 > 0, then for |sn − s| < δ we get
K(sn)δ ⊂ (K(s)δ)δ ⊂ K(s)2δ,
which by definition is compact. Hence we get a contradiction, and we see that
indeed c > 0. But now we get⋃
t∈[0,T ]
K(t) ⊂ K(0)c ∪K(c)c ∪ . . . ∪K(nc)c
where nc ≤ T < (n + 1)c. The right hand side is compact, so it only remains
to show that
⋃
t∈[0,T ]K(t) is closed. So suppose that x ∈
⋃
t∈[0,T ]K(t). Then by
definition there is for each n a point xn ∈
⋃
t∈[0,T ]K(t) such that dX(xn, x) ≤ 1/n,
and then there are tn ∈ [0, T ] such that xn ∈ K(tn). We may assume, by passing
to a subsequence, that tn converges to t as n → ∞. If ε > 0, then for every n so
large that |t− tn|+ 1/n < ε we have
x ∈ K(tn)1/n ⊂ K(t)ε.
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Since ε > 0 was arbitrary it follows that x ∈ K(t) ⊂ ⋃t∈[0,T ]K(t).

4. The space (M, dM)
We let P denote the set of all measures with compact support in X and
M = {ν ∈ P : 0 ≤ ν ≤ µ}.
In particular 0 ∈ M. We note that M is locally closed for the weak∗-topology in
the sense that any sequence ηi ∈ M such that ηi ⇀ η in P and
⋃∞
i=1 supp(ηi) is
contained in a compact subset of X , then η also belongs to M.
Remark 4.1. A measure ν belongs to M if and only if there is a measurable
function φ : X → [0, 1] with compact support such that ν = φµ. Also note that the
lattice operations are equivalent in the following sense if νi = φiµ:
ν1 ∨ ν2 = (φ1 ∨ φ2)µ, ν1 ∧ ν2 = (φ1 ∧ φ2)µ.
Furthermore ‖ν‖ = ‖φ‖L1(µ) and if νi = φiµ and ν = φµ belongs to M, then νi
converges weak∗ to ν in M if and only if φi converges weak
∗ to φ in L∞(µ). Hence
one could alternatively think of the elements in M as consisting of all such functions
φ rather than measures with essentially no changes in the proofs below.
We will now introduce a metric dM on M. To do this we first fix a strictly
increasing continuous function h : [0,∞)→ [0,∞) such that
h(0) = lim
ε→0+
h(ε)
ε
= 0,
h(ε1) + h(ε2) ≤ h(ε1 + ε2) ∀ε1, ε2 ∈ [0,∞),
lim
ε→∞
h(ε) =∞.
One example of h is h(ε) = εs for any fixed s ∈ (1,∞). The construction of
the metric depends on decompositions of measures, and it will be convenient to
introduce for η and ν in M and ε, δ > 0
Γε,δ(ν, η) =
(νi, ηi)i∈M :
M is at most countable,
νi, ηi ∈M for each i ∈M
ν =
∑
i∈M νi, η =
∑
i∈M ηi,∑
i∈M
∣∣‖νi‖ − ‖ηi‖∣∣ ≤ δ,
diam(supp(νi) ∪ supp(ηi)) ≤ ε.
 .
We also introduce
Γε(ν, η) = Γε,h(ε)(ν, η).
To make the notation less cumbersome we will often drop the index set when it is
clear from the context and simply write (νi, ηi) ∈ Γε,δ(ν, η).
Remark 4.2. Of-course we could in the definition above have worked with only
N instead of a general set M, but this is for convenience later, since we often will
have for instance double subscripts, and we wish to avoid the need to relabel these.
We now introduce a metric on M as follows:
(2) dM(ν, η) := inf {ε : Γε(ν, η) 6= ∅} .
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Remark 4.3. Note that if we put η1 = η, ν1 = ν and ηi = νi = 0 for i 6= 1, and
simply choose ε > 0 large enough such that
∣∣‖η‖ − ‖ν‖∣∣ < h(ε) (which is possible
since h(ε)→∞ as ε→∞) and diam(supp(ν)∪supp(η)) < ε then (νi, ηi) ∈ Γε(ν, η)
and hence dM(ν, η) ≤ ε. So dM(ν, η) is always finite.
Remark 4.4. It is easy to see that we could just as well have restricted ourselves
to finite sums rather than countable ones in the definition of Γε,δ without altering
the metric dM, but allowing countable sums makes it easier to work with.
The choice of h of-course makes a difference for the metric in the sense in how
expensive it is to enlarge the mass, but the particular choice of h will not be very
important to us as we will see, because we will work mainly with rectifiable curves,
and the role of h then just becomes to force the total mass of the measures along
such a curve to be constant (which will always be the case as long as h satisfies the
assumptions above).
Here are some simple consequences of the definition:
Theorem 4.5. Suppose dM(ν, η) ≤ δ, then
(1)
∣∣‖ν‖ − ‖η‖∣∣ ≤ h(δ),
(2) η((supp(ν)δ)
c) ≤ h(δ).
Proof. Suppose δ < ε. Then by definition there is an element (νi, ηi) ∈ Γε(ν, η),
and by definition this means that
ν =
∑∞
i=1 νi, η =
∑∞
i=1 ηi,∑∞
i=1
∣∣‖νi‖ − ‖ηi‖∣∣ < h(ε),
diam(supp(νi) ∪ supp(ηi)) < ε.
Therefore ∣∣‖ν‖ − ‖η‖∣∣ ≤ ∞∑
i=1
∣∣‖νi‖ − ‖ηi‖∣∣ < h(ε).
By continuity of h we get that ∣∣‖ν‖ − ‖η‖∣∣ ≤ h(δ).
Now let I denote the set of all i such that νi 6= 0 above. Then it is clear that
supp(ηi) ⊂ supp(νi)ε ⊂ supp(ν)ε. Hence
η((supp(ν)ε)
c) ≤
∑
i6∈I
‖ηi‖ ≤ h(ε).
Again by continuity of h and the fact that (supp(ν)δ+1/n)
c increases to (supp(ν)δ)
c
as n→∞ we get the desired estimate. 
Lemma 4.6. Suppose η, ν, γη, γν ∈ M are such that also ν + γν , η + γη ∈ M. If
‖γν + γη‖ ≤ δ and Γε,δ−||γν+γη||(ν, η) 6= ∅, then Γε,δ(ν + γν , η + γηw) 6= ∅.
Proof. Suppose (νi, ηi) ∈ Γε,δ−||γν+γη ||(ν, η). Now cover the support of γν + γη by
finitely many balls B1, B2, . . . , Bk of radius at most ε/2, let
ν′i =

γν |B1 i = 1,
γν |Bi\⋃i−1j=1 Bj 1 < i ≤ k
νi−k i > k,
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and
η′i =

γη|B1 i = 1,
γη|Bi\⋃i−1j=1 Bj 1 < i ≤ k
ηi−k i > k,
Then it is straightforward to show that (ν′i, η
′
i) ∈ Γε,δ(ν + γν , η + γη). 
The following lemma will be first of all used to prove the triangle inequality for
dM.
Lemma 4.7. Suppose η, ν belong to M, ε, δ > 0 and that (ν′j , η
′
j) ∈ Γε,δ(ν, η). Sup-
pose also that η =
∑∞
i=1 ηi where each ηi belongs to M, and let δj =
∣∣‖ν′j‖ − ‖η′j‖∣∣.
Then there is for each j ∈ N
(νi,j , ηi,j)i∈N ∈ Γε,δj (ν′j , η′j)
with the additional property that for each i ∈ N
ηi =
∞∑
j=1
ηi,j .
Furthermore, if we define νi =
∑∞
j=1 νi,j and let ρi =
∑∞
j=1 |‖νi,j‖ − ‖ηi,j‖|,
then
(νi,j , ηi,j)j∈N ∈ Γε,ρi(νi, ηi) for each i ∈ N.
Finally we have
(νi,j , ηi,j)i,j∈N ∈ Γε,δ(ν, η).
Proof. If we let φ, φi and φ
′
j denote the densities of η, ηi and η
′
j with respect to µ
respectively and define ηi,j = φi,jµ where
φi,j(x) =
{
φi(x)φ
′
j(x)
φ(x) φ(x) > 0,
0 φ(x) = 0,
then
ηi =
∞∑
j=1
ηi,j and η
′
j =
∞∑
i=1
ηi,j .
We have ‖η′j‖− δj ≤ ‖ν′j‖ ≤ ‖η′j‖+ δj, so
∑∞
j=1 δj ≤ δ, and we will now divide each
ν′j into pieces νi,j such that
ν′j =
∞∑
i=1
νi,j and
∞∑
i=1
∣∣‖νi,j‖ − ‖ηi,j‖∣∣ ≤ δj ,
and then verify that these measures satisfies the other required properties of the
lemma.
Let I = {j ∈ N : η′j = 0}. If j ∈ I then we have ηi,j = 0 as well for all i, and we
simply let ν1,j = ν
′
j and νi,j = 0 for i > 1.
In case j ∈ N \ I then put
αj = ‖ν′j‖/‖η′j‖
and
νi,j =
‖ηi,j‖
‖η′j‖
ν′j .
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Since νi,j ≤ ν′j it belongs to M. It is also clear that
∞∑
i=1
νi,j =
(
∞∑
i=1
‖ηi,j‖
‖η′j‖
)
ν′j = ν
′
j .
Since for any i, j ∈ N we have supp(ηi,j) ⊂ supp(η′j) and supp(νi,j) ⊂ supp(ν′j)
it is clear that diam(supp(ηi,j) ∪ supp(νi,j)) < ε.
For j ∈ N \ I we have
|αj − 1| =
∣∣∣∣∣‖ν′j‖‖η′j‖ − 1
∣∣∣∣∣ = δj‖η′j‖ .
In case j ∈ I, then
∞∑
i=1
|‖νi,j‖ − ‖ηi,j‖| = ‖ν′j‖ =
∣∣‖ν′j‖ − ‖η′j‖∣∣ = δj.
In case j ∈ N \ I, then
∞∑
i=1
|‖νi,j‖ − ‖ηi,j‖| =
∞∑
i=1
|(αj − 1)‖ηi,j‖| = |αj − 1|‖η′j‖ =
∣∣‖ν′j‖ − ‖η′j‖∣∣ = δj .
Hence we see that
(νi,j , ηi,j)i∈N ∈ Γε,δj (ν′j , η′j).
The second statement also follows trivially by definition from the above state-
ment about the supports of the measures. To prove the final claim we have
∞∑
i=1
∣∣‖νi‖ − ‖ηi‖∣∣ = ∞∑
i=1
∣∣∣∣∣∣
∞∑
j=1
‖νi,j‖ −
∞∑
j=1
‖ηi,j‖
∣∣∣∣∣∣ ≤
∞∑
j=1
∞∑
i=1
∣∣‖νi,j‖ − ‖ηi,j‖∣∣
=
∞∑
j=1
δj ≤ δ.

Theorem 4.8. (M, dM) is a metric space.
Proof. To prove that dM(η, η) = 0 for every η ∈M let ε > 0 and cover supp(η) by
finitely many balls
B1, B2, . . . , Bk
with radius at most ε/2, put
ηi =

η|B1 i = 1
η|Bi\(⋃i−1j=1 Bi) 1 < i ≤ k
0 i > k
.
Then (ηi, ηi) ∈ Γε(η, η) so dM(η, η) ≤ ε.
To prove that dM(η, ν) = 0 ⇒ η = ν it is enough to show that
∫
f dη =
∫
f dν
for every uniformly continuous function f with values in [0, 1]. So given ε > 0 we
may choose δ ∈ (0, ε) such that
inf
B(x,δ)
f ≥ sup
B(x,δ)
f − ε ∀x ∈ X.
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Then we may by assumption choose (νi, ηi) ∈ Γδ(ν, η) and we get with Ai =
supp(νi) ∪ supp(ηi)∣∣∣∣∫ f dν − ∫ f dη∣∣∣∣ =
∣∣∣∣∣
∞∑
i=1
(∫
fdνi −
∫
f dηi
)∣∣∣∣∣
=
∣∣∣∣∣
∞∑
i=1
(
sup
Ai
f‖νi‖+
∫
(f − sup
Ai
f)dνi − sup
Ai
f‖ηi‖ −
∫
(f − sup
Ai
f) dηi
)∣∣∣∣∣
≤
∞∑
i=1
sup
Ai
f
∣∣‖νi‖ − ‖ηi‖∣∣+ ∞∑
i=1
ε(‖νi‖+ ‖ηi‖)
≤
∞∑
i=1
∣∣‖νi‖ − ‖ηi‖∣∣+ ε(‖ν|+ ‖η‖) ≤ h(δ) + ε(‖ν|+ ‖η‖) ≤ h(ε) + ε(‖ν|+ ‖η‖).
That dM(ν, η) = dM(η, ν) is obvious, so it remains to prove the triangle inequality.
Suppose therefore that ρ, ξ, τ ∈M with
dM(ρ, ξ) < ε1 and dM(ξ, τ) < ε2.
By the definition of the metric dM there are
(ρi, ξi) ∈ Γε1(ρ, ξ),
(ξ′j , τ
′
j) ∈ Γε2(ξ, τ).
By Lemma 4.7 applied to ν = τ , η = ξ, ηi = ξi and δj =
∣∣‖ξ′j‖ − ‖τ ′j‖∣∣ we may now
find
(ξi,j , τi,j) ∈ Γε2,δj (ξ′j , τ ′j) for all j ∈ N
such that
ξi =
∞∑
j=1
ξi,j for all i ∈ N.
We will now apply Lemma 4.7 again, but this time for each k applied to ν = ρk,
η = ξk, ηi = ξk,i so that η =
∑∞
i=1 ηi. If we let
ν′j =
{
ν j = 1
0 j > 1
, η′j =
{
η j = 1
0 j > 1
and
δj =
∣∣‖ν′j‖ − ‖η′j‖∣∣ ,
then (ν′j , η
′
j)j∈N ∈ Γε1,δ1(ρi, ξi) by definition. Now we let ρk,i = νi, where νi is as
in Lemma 4.7 and we get, since νi ≤ ν,
diam(supp(ρi,j) ∪ supp(ξi,j)) ≤ diam(supp(ρi) ∪ supp(ξi)) ≤ ε1 for all j ∈ N
and
∞∑
i,j=1
∣∣‖ρi,j‖ − ‖ξi,j‖∣∣ ≤ h(ε1).
Furthermore by construction for every i, j such that ξi,j 6= 0 we have
diam(supp(ρi,j) ∪ supp(τi,j)) ≤ ε1 + ε2.
If we let I = {i, j : ξi,j 6= 0} then we get∑
i,j∈I
∣∣‖ρi,j‖ − ‖τi,j‖∣∣+ ∑
i,j 6∈I
‖ρi,j‖+
∑
i,j 6∈I
‖τi,j‖
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≤
∑
i,j∈I
∣∣‖ρi,j‖ − ‖ξi,j‖∣∣+ ∑
i,j 6∈I
‖ρi,j‖+
∑
i,j∈I
∣∣‖ξi,j‖ − ‖τi,j‖∣∣+ ∑
i,j 6∈I
‖τi,j‖
≤ h(ε1) + h(ε2) ≤ h(ε1 + ε2).
From this it follows from Lemma 4.6 that indeed dM(ρ, τ) < ε1 + ε2, so we have
proved the triangle inequality. 
Proposition 4.9. Suppose K ⊂ X is compact, and that the measures ηi, η ∈ M
where all ηi have support in K. Then ηi → η in M if and only if ηi ⇀ η weak∗. In
particular the set
K = {η ∈M : supp(η) ⊂ K}
is a compact subset of M.
Remark 4.10. In particular, in case X is compact then so is M, and hence it is
complete. In case X is not compact, then the space (M, dM) is not even complete.
To explain why let 0 ≤ φ(x) ≤ 1 for all x ∈ X and ∫ φdµ < ∞, but such that
φ does not have compact support. Then we may define ηn = φµ|B(0,n). Each ηn
belongs to M, and it is easy to see that it is a Cauchy sequence in M. But of-course
it does not converge to an element in M. This is in a sense the price we pay to
require that all our elements in M should have compact support. However as we
will see in the next section this is not an issue for rectifiable curves, and hence this
will not be an actual problem for us.
Furthermore note that since convergence in M by the above implies weak∗ con-
vergence of the densities in L∞(µ) this implies that if ηi → η in M, then∫
f dηi →
∫
f dη for every f ∈ L1loc(X).
Proof. Assume that ηi converges to η = η∞ in the weak
∗-topology. We will now
prove that ηi converges to the measure η∞ in dM. Given ε > 0 we may cover K
by finitely many balls B(x1, ε/2), B(x2, ε/2), . . . , B(xk, ε/2). Choose a partition of
unity f1, f2, . . . , fk of continuous functions such that
k∑
i=1
fi(x) = 1 ∀x ∈
k⋃
i=1
B(xi, ε/2),
0 ≤ fi ≤ 1 ∀i ∈ {1, 2, . . . , k}
and
supp(fi) ⊂ B(xi, ε) ∀i ∈ {1, 2, . . . , k}.
Now we define for each i, j the measures ηi,j = fjηi, and conclude that
dM(η∞, ηi) ≤ max
h−1
 k∑
j=1
∣∣‖ηi,j‖ − ‖η∞,j‖∣∣
 , ε
 ,
and since the first factor goes to zero as i→∞ we get the statement.
In case ηi converges to η in (M, dM) and supp(ηi) ⊂ K for each i, then for any
ε > 0 we get η(Kc) < h(ε), and hence η(Kc) = 0. So supp(η) ⊂ K. Furthermore,
by the above argument, if a subsequence converges in the weak∗ topology, then
the limit must be η, and hence we also get the opposite direction. (Note also that
{ν ∈ M : supp(ν) ⊂ K} forms a compact subset under the weak∗ topology, and
hence any sequence in this set contains a convergent subsequence.) 
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Proposition 4.11. Suppose η1, η2, . . . , ηN belongs toM and satisfies dM(η
k+1, ηk) ≤
εk for each k = 1, . . . , N − 1. Let r ∈ {1, 2, . . . , N} and suppose that
ηr =
∞∑
i=1
γri
where each γri ∈ M. Then there are measures γki in M, k ∈ {1, 2, . . . , N} \ {r},
such that
(1) ηk =
∑∞
i=1 γ
k
i for all k ∈ {1, 2, . . . , N},
(2) dM(γ
k+1
i , γ
k
i ) ≤ εk for all k ∈ {1, 2, . . . , N − 1}, i ∈ N
(3)
∑∞
i=1
∣∣‖γk+1i ‖ − ‖γki ‖∣∣ ≤ h(εk) for all k ∈ {1, 2, . . . , N − 1}.
Remark 4.12. In case N = 2 and we have strict inequalities this is a special case
of Lemma 4.7.
Proof. It is enough to prove this for the case N = 2, since then we may simply
iterate this result. By symmetry in this case we can also without loss assume that
r = 1. Let n ∈ N and choose
(ν′j , η
′
j) ∈ Γε1+1/n(ν, η).
Now apply Lemma 4.7 to
η = η1,
ν = η2,
ηi =

γ11 i = 1∑∞
j=2 γ
1
j i = 2
0 i > 2
,
to get measures γ21(n), ν
2(n) (with the notation of Lemma 4.7 γ21(n) = ν1 and
ν2(n) = ν − ν1) such that γ21(n) + ν2(n) = η2 and:
dM(γ
1
1 , γ
2
1(n)) < ε1 + 1/n,
dM(ν
1, ν2(n)) < ε1 + 1/n,∣∣‖γ11‖ − ‖γ21(n)‖∣∣+ ∣∣‖ν1‖ − ‖ν2(n)‖∣∣ < h(ε1 + 1/n).
If we do this for each n we get a sequence of measures, and since the measures
γ21(n) and ν
2(n) all have support in the compact set supp(η2) it follows that there
is a sequence n1, n2, . . . such that both γ
2
1(nj)→ γ21 and ν2(nj)→ ν2 as j →∞ for
some measures γ21 , ν
2 ∈M. It is clear that we still have γ21 + ν2 = η2, and that by
construction
dM(γ
1
1 , γ
2
1) ≤ ε1,
dM(ν
1, ν2) ≤ ε1,∣∣‖γ11‖ − ‖γ21(n)‖∣∣+ ∣∣‖ν1‖ − ‖ν2(n)‖∣∣ ≤ h(ε1).
In the next step we may apply the same construction to the measures ν1 and ν2,
but this time within the class Γε1,δ(ν
1, ν2) where δ = h(ε1) −
∣∣‖γ11‖ − ‖γ21‖∣∣, to
get our measure γ22 , and iterating this leads to a sequence of measures γ
2
i with the
properties that for each j
dM(γ
1
j , γ
2
j ) ≤ ε1,
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j∑
i=1
∣∣‖γ1i ‖ − ‖γ2i ‖∣∣+
∣∣∣∣∣∥∥η1 −
j∑
i=1
γ1i
∥∥− ∥∥η2 − j∑
i=1
γ2i
∥∥∣∣∣∣∣ ≤ h(ε1).
Hence we see that ρ = η2 −∑∞i=1 γ2i is an element in M with total mass not bigger
than h(ε1). In case it is not zero, we may by Lemma 4.6 simply add it to any of
the measures, say γ21 , and we get the required measures.

An important principle for us will be how one can estimate distances in M in
case one measure is given from another one trough a measure preserving map as
follows.
Theorem 4.13. Suppose the map H : X → X is a homeomorphism such that for
any compact subset K of X we have µ(K) = cµ(H−1(K)) where c ∈ (0, 1] is fixed,
and that there is a number t ≥ 0 such that
dX(x,H
−1(x)) ≤ t for all x ∈ X.
Suppose furthermore that φ : X → [0, 1] is measurable and that (supp(φ))t is a
compact subset of X. Then c(φ ◦H)µ, φµ ∈M and
dM(c(φ ◦H)µ, φµ) ≤ t.
Remark 4.14. Obviously (since H is a homeomorphism) the condition µ(K) =
cµ(H−1(K)) is equivalent to µ(H(K)) = cµ(K) and dX(x,H
−1(x)) ≤ t for all x ∈
X is equivalent to dX(x,H(x)) ≤ t for all x ∈ X.
Proof. Let ε > 0 and choose δ ∈ (0, ε) such that
dX(H
−1(x), H−1(y)) ≤ ε for all x, y ∈ (supp(φ))t such that dX(x, y) ≤ δ.
We may write supp(φ) = A1 ∪A2 ∪ · · · ∪ Ak, where the sets Ai are disjoint and
measurable with diameter at most δ. Let
ηi = c((φχAi ) ◦H)µ and νi = (φχAi)µ.
Then
c(φ ◦H)µ =
k∑
i=1
ηi and φµ =
k∑
i=1
νi.
Since it follows from the assumptions on H that
c
∫
f ◦H dµ =
∫
f dµ for all f ∈ L1(X),
we see that ‖νi‖ = ‖ηi‖. Furthermore, since supp(νi) ⊂ Ai and supp(ηi) ⊂
H−1(Ai), we have
diam(supp(νi) ∪ supp(ηi)) ≤ t+ ε+ δ < t+ 2ε.
Hence
dM(c(φ ◦H)µ, φµ) ≤ t+ 2ε.
Since ε > 0 was arbitrary the result follows. 
The next theorem will not really be useful to us since it concerns non-rectifiable
curves, but it explains a bit of the nature of the metric space M. (In particular we
should note that a very natural type of curve will typically be non-rectifiable with
our metric dM.)
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Theorem 4.15. M is path-wise connected. Indeed if η, ν ∈ M then (1 − t)η + tν,
0 ≤ t ≤ 1, is a (typically non-rectifiable) path connecting η to ν. Furthermore
dM(η, (1 − t)η + tν) ≤ dM(η, ν). Hence M is also path-wise locally connected.
Proof. Let ε > dM(η, ν). We may then choose (νi, ηi) ∈ Γε(ν, η). Now we split
(1 − t)η + tν =
∞∑
i=1
(1 − t)ηi +
∞∑
i=1
tνi,
and
η =
∞∑
i=1
(1− t)ηi +
∞∑
i=1
tηi.
If we apply the definition of the metric to these decompositions of the measures we
see that indeed the diameters of the unions of the supports are unchanged, and
∞∑
i=1
∣∣‖(1− t)ηi‖ − ‖(1− t)ηi‖∣∣+ ∞∑
i=1
∣∣‖tηi‖ − ‖tνi‖∣∣
= t
∞∑
i=1
∣∣‖ηi‖ − ‖νi‖∣∣ < th(ε) < h(ε).
Hence we see that dM(ν, (1−t)ν+tη) < ε. Now we may also do a similar argument to
(1−s)η+sν =∑∞i=1(1−s)ηi+∑∞i=1 sνi and (1−t)η+tν =∑∞i=1(1−t)ηi+∑∞i=1 tνi
and note that since
∞∑
i=1
∣∣‖(1− s)ηi‖ − ‖(1− t)ηi‖∣∣+ ∞∑
i=1
∣∣‖sνi‖ − ‖tνi‖∣∣ = |s− t|(‖η‖+ ‖ν‖),
it follows that the curve is continuous as stated. 
4.1. Rectifiable curves in M. Rectifiable curves will play a crucial role for us in
our construction of Sobolev type spaces. Both of the results in the first theorem
are rather direct consequences of our definitions, but they will be important to us
later.
Theorem 4.16. If η ∈ R˜(M) then
(1) ‖η(t)‖ is constant,
(2) If s, t ∈ [0, bη] and |s− t| < ε, then supp(η(t)) ⊂ (supp(η(s)))ε.
Remark 4.17. Note in particular that part (2) implies, according to Lemma 3.5,
that for a given curve η ∈ R˜(M) the set ⋃s∈[0,bη] supp(η(s)) is compact. This
is what we meant by that the non-completeness of the space (in case X is not
compact) is not an actual problem for rectifiable curves, since we have control of
the supports.
Proof. (1): This follows from Lemma 3.2 since
lim sup
s→t
∣∣∣∣‖η(s)‖ − ‖η(t)‖s− t
∣∣∣∣ ≤ lim sup
s→t
h(|s− t|)
|s− t| = 0.
(2): Let t be fixed. It is enough to consider the case s = 0, ε = t (by time reversal
and/or translation if necessary). To do so let A = supp(η(0)) and we will prove
that for any given N ∈ N and any k ∈ {1, 2, . . . , N} we have that
(3) η(kt/N)((Akt/N )
c) ≤ (2k − 1)h(t/N).
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From this the result follows, since then
η(t)(Act ) = η(Nt/N)((ANt/N )
c) ≤ (2N − 1)h(t/N) = t(2N − 1)
N
h(t/N)
t/N
,
which by the assumption on h goes to zero as N → ∞. The case k = 1 is simply
by definition since dM(η(0), η(t/N)) ≤ t/N . Assume now that formula (3) is true
for all k < k0 + 1. Then we may write
η(k0t/N) = η1 + η2,
where
η1 = η(k0t/N)|Ak0t/N , η2 = η(k0t/N)|Ack0t/N .
We may then according to Proposition 4.11 write η((k0 + 1)t/N) = η
′
1 + η
′
2 where
dM(ηi, η
′
i) ≤ t/N for i = 1, 2. In particular ‖η′2‖ ≤ h(t/N) + ‖η2‖ ≤ 2k0h(t/N).
Also
η′1((supp(η1)t/N )
c) ≤ h(t/N),
and since
supp(η1)t/N ⊂ (Ak0t/N )t/N ⊂ A(k0+1)t/N
we get that
η′1(A
c
(k0+1)t/N
) ≤ h(t/N).
Summing up we get
η((k0 + 1)t/N)(A
c
(k0+1)t/N
) ≤ (2k0 + 1)h(t/N) = (2(k0 + 1)− 1)h(t/N),
and the proof is done. 
The following is a fundamental adaptation of Proposition 4.11 to rectifiable
curves.
Proposition 4.18. Suppose that M is at most countable, η ∈ R˜(M), t ∈ [0, bη]
and γi ∈ M for each i ∈ M are such that η(t) =
∑
i∈M γi. Then there are curves
ηi : [0, bη]→M in R˜(M) such that
(1) ηi(t) = γi for each i ∈M,
(2) η(s) =
∑
i∈M ηi(s) for each s ∈ [0, bη].
Remark 4.19. Note that the curves ηi has length at most bη but there are certainly
situations where, for a particular i, the curve may have strictly smaller length even if
η ∈ R(M). For example, suppose η1 ∈ R(M) and η2 ∈M are such that the supports
of η1(s) and η2 are separated from each other for all s, and define η(s) = η1(s)+η2,
then with γ1 = η1(0) and γ2 = η2 it is clear that the construction will simply give
us back the maps η1(s) and η2(s) = η2.
It is mainly for this reason that we prefer to work with R˜(M) rather than R(M).
Proof. First of all we note that according to Theorem 4.16 the set
K =
⋃
s∈[0,bη]
supp(η(s))
is compact. So below all measures belongs to
K = {η ∈M : supp(η) ⊂ K} ,
which we know is a compact subset of M. Furthermore it is easy to get the general
statement from the case t = 0 and M = N, which we assume below.
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If bη = 0, then there is nothing to prove, so we therefore now assume that bη > 0.
For each n we may divide [0, bη] into dyadic pieces
0 <
1
2n
bη < . . . <
k
2n
bη < . . . <
2n
2n
bη = bη.
Let us introduce
Dn = {s ∈ [0, bη] : there is a number k such that s = kbη/2n},
and
D =
{
s ∈ [0, bη] : there are numbers k, n such that s = k
2n
bη
}
=
∞⋃
n=1
Dn.
Clearly Dn increases with n and D is countable and dense in [0, bη].
For each N we may now apply Proposition 4.11 to the measures η(s), s ∈ DN
and our γi to get decompositions of the form
• γi =
∑∞
j=1 η
N
i,j(0),
• η(s) =∑∞i,j=1 ηNi,j(s) for all s ∈ DN ,
• ∑∞i,j=1 ∣∣‖ηNi,j((k + 1)bη/2N)‖ − ‖ηNi,j(kbη/2N)‖∣∣ ≤ h(bη/2N)
for all k = 0, 1, . . . , 2N ,
• diam (supp(ηNi,j((k + 1)bη/2N)) ∪ supp(ηNi,j(kbη/2N))) ≤ bη/2N .
Now we define
γNi (s) =
∞∑
j=1
ηNi,j(s).
Then we have by definition
dM(γ
N
i ((k + 1)bη/2
N), γNi (kbη/2
N)) ≤ bη/2N .
Note that if we iterate this we actually have for every n ≤ N
dM(γ
N
i ((k + 1)bη/2
n), γNi (kbη/2
n)) ≤ bη/2n.
Now let F = (F1, F2) : N → N × D be a bijection. Then there is a subsequence
γn1F1(1)(F2(1)), γ
n2
F1(1)
(F2(1)), . . . of γ
n
F1(1)
(F2(1)) (defined for all n larger than the
smallest n for which F2(1) belongs to Dn) which converges to some γF1(1)(F2(1)).
From the subsequence γn1F1(2)(F2(2)), γ
n2
F1(2)
(F2(2)), . . . we can now pick out a con-
vergent subsequence which converges to some γF1(2)(F2(2)). If we proceed this way
we hence end up with a family of measures γi(s) for each i ∈ N and each s ∈ D.
First of all we note that for every N ∈ N we still have
dM(γi((k + 1)bη/2
N), γi(kbη/2
N)) ≤ bη/2N .
This is so simply because by definition of γi((k+1)bη/2
N) and γi(kbη/2
N) there will
be a subsequence m1,m2, . . .of N such that γ
mj
i (kbη/2
N) converges to γi(kbη/2
N)
and γ
mj
i ((k + 1)bη/2
N) converges to γi((k + 1)bη/2
N) as j → ∞. Since the corre-
sponding inequality holds for γ
mj
i the statement follows.
This however implies that the maps γi : D → K are 1-Lipschitz, and hence we
may uniquely extend them to such maps defined on [0, bη]. These are the required
curves.

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Corollary 4.20. Suppose M is at most countable, η ∈ R˜(M), µi ∈ M for each
i ∈ M and that
µ|⋃
t∈[0,bη ]
supp(η(t)) ≤
∑
i∈M
µi ≤ µ.
Assume furthermore that 0 ≤ t0 < t1 < . . . < tm ≤ bη. Then there are curves
νj ∈ R˜(M), j ∈ N such that
• for each j ∈ N and k ∈ {0, 1, . . . ,m} there is ik ∈M such that
νj(tk) ≤ µik ,
• η(s) =∑∞j=1 νj(s) for every s ∈ [0, bη].
Proof. Let µi = φiµ. Ifm = 0, then we may apply Proposition 4.18 to the measures
γi = φiη(t0), and the statement follows. Now we proceed by induction. Suppose
the statement holds up to m− 1. Then there are curves ν′j ∈ R˜(M) such that
• for each j ∈ N and k ∈ {0, 1, . . . ,m− 1} there is ik ∈ M such that
ν′j(tk) ≤ µik ,
• η(s) =∑∞j=1 ν′j(s) for every s ∈ [0, bη].
Now we apply Proposition 4.18 again but to each of the curves ν′j , t = tm and
γ(i,j) = φiν
′
j(tm). This gives us curves η(i,j) ∈ R˜(M) such that
• for each j ∈ N
η(i,j)(tm) = γ(i,j) ≤ µi,
• ν′j(s) =
∑
i∈M η(i,j)(s) for every s ∈ [0, bη].
Hence
η(s) =
∑
j∈N
ν′j(s) =
∑
(i,j)∈M×N
η(i,j)(s).
So if F : N→M× N is a bijection, then with νj = ηF (j) we get that
η(s) =
∞∑
j=1
νj(s) for all s ∈ [0, bη],
and also for every j ∈ N there is (i, k) such that νj(s) = η(i,k) ≤ ν′k(s) holds for all s,
and hence for every k ∈ {0, 1, . . . ,m− 1} we have that there is, by the assumptions
on ν′j , ik ∈ M such that νj(tk) ≤ ν′j(tk) ≤ µik . This finishes the proof. 
Generating curves through measure preserving families of maps is crucial for our
applications later.
Theorem 4.21. Suppose c : [0, T ]→ (0, 1], for every t ∈ [0, T ] the map Ht : X →
X is a homeomorphism and that the map (t, x) 7→ H−1t (x) is jointly continuous in
t and x. Suppose also that for every t ∈ [0, T ]
c(t)µ(H−1t (K)) = µ(K) for all compact subsets K of X,
and that for all s, t ∈ [0, T ] we have that
dX(H
−1
s (x), H
−1
t (x)) ≤ |s− t| for all x ∈ X.
If φ : X → [0, 1] is measurable and such that (supp(φ))T is a compact subset of X,
then
η(t) = c(t)(φ ◦Ht)µ ∈ R˜(M).
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Proof. Let ε > 0. We mimic the construction from the proof of Theorem 4.13, and
define the measures
ηi(s) = c(s)((φχAi ) ◦Hs)µ,
where supp(φ) is a disjoint union of the sets A1, A2, . . . , Ak which are measurable
with diameter at most δ ∈ (0, ε) such that
dX(H
−1
s (x), H
−1
s (y)) ≤ ε
for all s ∈ [0, T ] and x, y ∈ (supp(φ))T such that dX(x, y) ≤ δ.
Then, as in the proof of Theorem 4.13, we see that ‖ηi(s)‖ is constant, and that
diam(supp(ηi(s)) ∪ supp(ηi(t))) ≤ |s− t|+ 2ε.
Hence
dM(η(t), η(s)) ≤ |s− t|+ 2ε.
Since ε > 0 is arbitrary we see that η : [0, T ]→M is 1-Lipschitz, which proves the
statement. 
Example 4.22. Our most important example will be when X is an open subset
of Rn, dX is the usual Euclidean norm and µ denotes the Lebesgue measure.
The most important type of curve for us will be given by translation. Suppose e
is a unit vector in Rn and 0 ≤ φ ≤ 1 where φ is a Borel measurable function with
compact support in X . If we put
η(t) = φ(·+ te)µ,
Then it follows from Theorem 4.21 above that η(t) ∈ R˜(M) defined for t ∈ [0, bη]
such that
⋃
t∈[0,bη]
supp(φ(· + te)) is a compact subset of X , and in particular
dM(η(s), η(t)) = |s− t|.
It is also worthwhile to consider for a fixed r > 0
η(t) =
(
r
r + t
)n
µ|B(x,r+t)
(note that ‖η(t)‖ is constant). Then it is again easy to see, using Theorem 4.21,
that dM(η(s), η(t)) = |s− t|, and hence it forms a curve in R˜(M).
It should also be remarked that if we replace the Lebesgue measure by some
other measure µ′ = ψµ (where µ still denotes Lebesgue measure), in case there is
a constant c > 0 such that ψ ≥ c, then cη(t), where η(t) is as above, belongs to M′
where
M
′ = {ν : 0 ≤ ν ≤ µ′, supp(ν) is compact.},
and it is easily seen to be a rectifiable curve in X′, with the metric dM′ .
5. Lp-spaces on X
Let
X = M \ {0},
and we give this set the induced metric dM.
For any function F : X→ R we define the Lp(X)-norm:
(4)
‖F‖Lp(X) = sup

(
k∑
i=1
|F (ηi)|p‖ηi‖
)1/p
: ηi ∈ X, supp(ηi) ∩ supp(ηj) = ∅ if i 6= j
 .
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We also introduce the space Lp(X) to consist of all F : X→ R such that ‖F‖Lp(X) <
∞. Note that in case |F (η)| =∞ for some η, then ||F ||Lp(X) =∞ trivially, so every
function F ∈ Lp(X) maps X into R.
Remark 5.1. Although obvious it is worthwhile to note that there are no mea-
sureability assumptions on the functions F . Any function defined for all elements
in X would do. In particular we do not need to worry about such issues when we
do constructions like the upper semicontinuous regularization along curves F˘ for
instance.
Lemma 5.2. Lp(X) is a vector space, and ‖ · ‖Lp(X) is a norm on this space.
Proof. Suppose F,G ∈ Lp(X) and a ∈ R. If ‖F‖Lp(X) = 0 then |F (η)|p‖η‖ = 0
for every η ∈ X. Hence F (η) = 0. It is also immediate by construction that
‖aF‖Lp(X) = |a| · ‖F‖Lp(X). Finally to prove the triangle inequality we have(
k∑
i=1
|F (ηi) +G(ηi)|p‖ηi‖
)1/p
=
(
k∑
i=1
|F (ηi)‖ηi‖1/p +G(ηi)‖ηi‖1/p|p
)1/p
≤
(
k∑
i=1
|F (ηi)‖ηi‖1/p|p
)1/p
+
(
k∑
i=1
|G(ηi)‖ηi‖1/p|p
)1/p
,
where we in the last step simply applied Minkowski’s inequality for the counting
measure.
Hence we see that F+G and aF also belongs to Lp(X), and the proof is done. 
Lemma 5.3. Suppose Fj : X → R, 1 ≤ j < ∞ and F,G : X → R. Then the
following holds
(1) If 0 ≤ F1 ≤ F2 then ‖F1‖Lp(X) ≤ ‖F2‖Lp(X),
(2) If 0 ≤ Fj ր F then ‖Fj‖Lp(X) ր ‖F‖Lp(X),
(3) ‖∑∞j=1 Fj‖Lp(X) ≤∑∞j=1 ‖Fj‖Lp(X),
(4)
∥∥|F | − |G|∥∥
Lp(X)
≤ ‖F −G‖Lp(X),
(5) If ‖F − Fj‖Lp(X) → 0 as j →∞ then
∥∥|F | − |Fj |∥∥
Lp(X)
→ 0 as j →∞.
Proof. Statement (1) is obvious. To prove (2) we need to show that for any ηi ∈ X,
1 ≤ i ≤ k such that supp(ηi) ∩ supp(ηj) = ∅ if i 6= j we have(
k∑
i=1
|F (ηi)|p‖ηi‖
)1/p
≤ lim
j→∞
‖Fj‖Lp(X).
Given ε > 0 we may choose J such that for all j ≥ J and each i ∈ {1, 2, . . . , k} we
have Fj(ηi) ≥ F (ηi)− ε/(k‖ηi‖)1/p. Hence we get(
k∑
i=1
|F (ηi)|p‖ηi‖
)1/p
≤
(
k∑
i=1
∣∣∣∣Fj(ηi) + ε(k‖ηi‖)1/p
∣∣∣∣p ‖ηi‖
)1/p
≤ ‖Fj‖Lp(X) + ε,
and from this it is easy to see that the statement follows.
(3) follows from (1)− (2) together with the (finite) triangle inequality since
‖
∞∑
j=1
Fj‖Lp(X) ≤
∥∥∥∥∥∥
∞∑
j=1
|Fj |
∥∥∥∥∥∥
Lp(X)
= lim
J→∞
∥∥∥∥∥∥
J∑
j=1
|Fj |
∥∥∥∥∥∥
Lp(X)
SOBOLEV SPACES 23
≤ lim
J→∞
J∑
j=1
‖Fj‖Lp(X) =
∞∑
j=1
‖Fj‖Lp(X).
(4) follows from the fact that ||F (η)| − |G(η)|| ≤ |F (η)−G(η)|, because we then
get
k∑
i=1
||F (ηi)| − |G(ηi)||p ‖ηi‖ ≤
k∑
i=1
|F (ηi)−G(ηi)|p‖ηi‖ ≤ ‖F −G‖pLp(X).
(5) is an immediate consequence of (4). 
Theorem 5.4 (Ho¨lder’s inequality). Suppose 1 ≤ p, q ≤ ∞ and 1p + 1q = 1. Given
F,G : X→ R, then ‖FG‖L1(X) ≤ ‖F‖Lp(X)‖G‖Lq(X).
Proof. Suppose supp(ηi) ∩ supp(ηj) = ∅ if i 6= j, where each ηi ∈ X. Then
k∑
i=1
|F (ηi)G(ηi)| · ‖ηi‖ =
k∑
i=1
|F (ηi)‖ηi‖1/p|G(ηi)| · ‖ηi‖1/q
≤
(
k∑
i=1
|F (ηi)|p‖ηi‖
)1/p( k∑
i=1
|G(ηi)|q‖ηi‖
)1/q
≤ ‖F‖Lp(X)‖G‖Lq(X),
where we, to get the first inequality, applied Ho¨lder’s inequality for the counting
measure. 
Theorem 5.5. Lp(X) is a Banach space.
Proof. Suppose Fj is a Cauchy sequence in L
p(X), and assume without loss of
generality that ‖Fj+1 − Fj‖Lp(X) < 2−j. For any η ∈ X we have
‖Fj − Fl‖pLp(X)
= sup
{
k∑
i=1
|Fj(ηi)− Fl(ηi)|p‖ηi‖ : ηi ∈ X, supp(ηi) ∩ supp(ηj) = ∅ if i 6= j
}
≥ |Fj(η) − Fl(η)|p‖η‖.
Hence we see that Fj(η) forms a Cauchy sequence in R for each η ∈ X, and hence
Fj(η)→ F (η) pointwise on X for some F . Then
‖F − Fj‖Lp(X) =
∥∥∥∥∥∥
∞∑
l=j
(Fl+1 − Fl)
∥∥∥∥∥∥
Lp(X)
≤
∞∑
l=j
‖Fl+1 − Fl‖Lp(X) ≤
∞∑
l=j
2−l = 21−j ,
and hence we see that Fj → F in Lp(X) 
We will mainly be interested in those F which in a natural sense corresponds to
functions f on X . To do so we first of all introduce for f ∈ L1loc(X) the function
Ff : X→ R by
Ff (η) =
1
‖η‖
∫
f dη.
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It is easy to see that f 7→ Ff is a linear operation, and also that if Ff (η) = Fg(η)
for all η then f = g µ-a.e. Also note that the map
GFf (η) = ‖η‖Ff(η) =
∫
f dη
has a natural extension to M if we define GFf (0) = 0. In the opposite direction we
have the following:
Lemma 5.6. Suppose F : X→ R and define GF : M→ R by
GF (η) =
{ ‖η‖F (η) η ∈ X
0 η = 0,
Then F is of the form Ff for some f ∈ L1loc(X) if and only if GF satisfies
GF (tη) = tGF (η) for all t ∈ [0, 1] and η ∈M,(5)
GF
(
∞∑
i=1
ηi
)
=
∞∑
i=1
GF (ηi) for all ηi ∈M such that
∞∑
i=1
ηi ∈M.(6)
Proof. That any F of the form Ff satisfies (5) and (6) is obvious.
To prove the opposite direction we note that for any fixed compact set K ⊂ X
the map
γK(A) = GF (µ|A),
defined for all Borel sets A ⊂ K by assumption satisfies
γK(A) = 0 for all A ⊂ X such that µ(A) = 0,
γK(
∞⋃
i=1
Ai) =
∞∑
i=1
γK(Ai) for all disjoint families Ai ⊂ K.
Hence γK = fKµ|K for some fK ∈ L1(K). But if K1 and K2 are two different
compact sets, then since γK1(A) = γK2(A) for all Borel sets A ⊂ K1 ∩K2 we see
that fK1 = fK2 on this intersection a.e. From this we may easily conclude that
there is some f ∈ L1loc(X) such that γK = fµ|K for any compact subset K of X .
But this means in particular that
GF (µ|K) =
∫
K
f dµ,
for any compact set K in X . Also note that due to (6) GF is order-continuous in
the sense that if ηn increases to η then GF (ηn)→ GF (η) as n→∞. Together with
(5) and (6) this is easily seen to imply that F = Ff . 
Theorem 5.7. For any function f ∈ L1loc(X) we have that f ∈ Lp(X) if and only
if Ff ∈ Lp(X), and in that case ‖Ff‖Lp(X) = ‖f‖Lp(X).
Proof. We need to prove that
‖f‖Lp(X) = sup

(
k∑
i=1
|Ff (ηi)|p‖ηi‖
)1/p
: ηi ∈ X, supp(ηi) ∩ supp(ηj) = ∅ if i 6= j
 .
From Jensen’s inequality we get(
k∑
i=1
|Ff (ηi)|p‖ηi‖
)1/p
=
(
k∑
i=1
∣∣∣∣ 1‖ηi‖
∫
f dηi
∣∣∣∣p ‖ηi‖
)1/p
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≤
(
k∑
i=1
1
‖ηi‖
∫
|f |p dηi‖ηi‖
)1/p
≤
(∫
|f |p dµ
)1/p
.
Hence ‖Ff‖Lp(X) ≤ ‖f‖Lp(X).
Suppose now that ‖f − fn‖Lp(X) ≤ ε. Then we get
‖Ff‖Lp(X) = ‖Ffn − Ffn−f‖Lp(X) ≥ ‖Ffn‖Lp(X) − ‖Ffn−f‖Lp(X)
≥ ‖Ffn‖Lp(X) − ‖fn − f‖Lp(X).
In case we have ‖Ffn‖Lp(X) = ‖fn‖Lp(X), then it would follow from the above that
‖Ff‖Lp(X) ≥ ‖fn‖Lp(X) − ε ≥ ‖f‖Lp(X) − 2ε.
It is therefore enough to prove the statement for a dense subset of Lp(X). It is
however easy to verify the statement in case f is continuous with compact support,
and hence we get the result. 
We may now introduce
Lp(X) = {F ∈ Lp(X) : F satisfies (5) and (6)} = {Ff : f ∈ Lp(X)}.
Since Fn = Ffn is Cauchy in L
p(X) if and only if fn is Cauchy in L
p(X) it is clear
that Lp(X) forms a closed subspace of Lp(X), and in particular forms a Banach
space itself with the same norm.
Theorem 5.8. If f ∈ L1loc(X) then Ff is continuous along curves in R˜(X).
Proof. This is a direct consequence of the fact that for any η ∈ R˜(X) the set
∪t∈[0,bη]supp(η(t)) is compact and the densities φ(s, ·), where η(s) = φ(s, ·)µ, con-
verges weak∗ to φ(0, ·) in L∞(X) as s→ 0. 
Theorem 5.9. Suppose F ∈ Lp(X) is non-negative. Then ‖F‖Lp(X) = ‖F˘‖Lp(X).
Proof. Obviously ‖F‖Lp(X) ≤ ‖F˘‖Lp(X). To prove the opposite inequality it is
enough to show that (
k∑
i=1
|F˘ (ηi)|p‖ηi‖
)1/p
≤ ‖F‖Lp(X)
for all ηi ∈ X such that supp(ηi) ∩ supp(ηj) = ∅ if i 6= j. Since the ηi have disjoint
compact supports there is ε > 0 which is smaller than the distance between all
these as elements in M. For any such ε we may hence choose curves ηi(s) such that
ηi(0) = ηi and F˘ (ηi) ≤ F (ηi(si)) + ε/(k‖ηi‖)1/p for some si ∈ [0, ε/3] for instance.
By construction, and an application of Theorem 4.16, we see that the measures
η′i = ηi(si) have disjoint supports and we get(
k∑
i=1
|F˘ (ηi)|p‖ηi‖
)1/p
≤
(
k∑
i=1
∣∣∣∣F (η′i) + ε(k‖ηi‖)1/p
∣∣∣∣p ‖ηi‖
)1/p
≤
(
k∑
i=1
|F (η′i)|p‖η′i‖
)1/p
+ ε ≤ ‖F‖Lp(X) + ε.
Since ε > 0 is arbitrary we get the result. 
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5.1. The space Lploc(X). It will be convenient to also have local spaces, and they
are defined in essentially the obvious way. Suppose K ⊂ X is compact, and let
K = {η ∈ X : supp(η) ⊂ K} ⊂ X.
We may then regard (K, dX , µ|K) as our space, and we define Lp(K) as above for
each such K. We then say that F : X→ R belongs to Lploc(X) if the restriction to
K belongs to Lp(K) for each compact subset K of X , and similarly for the spaces
Lploc(X).
Note that the natural analogue of Theorem 5.7 still holds in this situation in the
following sense:
Theorem 5.10. For any function f ∈ L1loc(X) we have that f ∈ Lploc(X) if and
only if Ff ∈ Lploc(X), and in that case ‖Ff‖Lp(K) = ‖f‖Lp(K) for each compact
subset K of X.
6. Upper gradients
Let F : X → R and η ∈ M. We introduce the R˜(X)-upper gradients as follows.
If ε > 0 then we put
rεF (η) := sup
{ |F (ν(s)) − F (η)|
s
: ν ∈ R˜(X) such that ν(0) = η and 0 < s < ε ∧ bν
}
,
and then we define
rF (η) = r
0
F (η) = lim
ε→0
rεF (η).
Since rεF decreases as ε decreases this is well defined. Also note that ν(s) = η for
all s is an element of R˜(X), so the definition always makes sense, even if there are
no non-constant rectifiable curves starting at η. In this case it is furthermore clear
that we would have rF (η) = 0.
Note in particular that for any ν ∈ R˜(X) and 0 < |s− t| < ε we have∣∣∣∣F (ν(s))− F (ν(t))s− t
∣∣∣∣ ≤ rεF (ν(t)),
hence
lim sup
s→t
∣∣∣∣F (ν(s))− F (ν(t))s− t
∣∣∣∣ ≤ rεF (ν(t)),
and since this holds for any ε > 0 it also holds for ε = 0.
It is also clear that
lim
δ→ε−
rδF (η) = r
ε
F (η).
Remark 6.1. Suppose for a given η ∈ X that rF (η) <∞. Then by definition there
is some ε > 0 such that rεF (η) <∞. In case ν ∈ R˜(M) is such that ν(0) = η, then it
follows more or less immediately from the definition, since |F (ν(s))−F (η)| ≤ rεF (η)s
for all s < ε ∧ bν, that lims→0 F (ν(s)) = F (η).
Remark 6.2. It is easy to see that the definition would not change if we replaced
R˜(X) by R(X) since if we reparametrize a curve in R˜(X) so it becomes parametrized
by arc-length, then the corresponding map r : [0, lν ] → [0, bν ] satisfies r(t) ≥ t by
definition.
The only reason we choose to work with R˜(X) instead is that it behaves better
when we decompose curves such as in Proposition 4.18.
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Lemma 6.3. If F : X → R and η ∈ X, then there is a curve ν in R˜(X) such that
ν(0) = η and
rF (η) = lim sup
s→0
∣∣∣∣F (ν(s))− F (ν(0))s
∣∣∣∣
Proof. This proof is more or less analogous to that of Lemma 3.4, but we give the
details for completeness. If rF (η) = 0 then the result is trivial. Assume now that
0 < rF (η) < ∞. Then we may by definition inductively choose sequences δn, εn,
decreasing to zero and curves νn ∈ R˜(X) such that
(1) 0 < δn ≤ εn,
(2) νn(0) = η,
(3) rεnF (η) ≤
∣∣∣F (νn(δn))−F (ν(0))δn ∣∣∣+ 1n ,
(4) εn+1 ≤ 2−nδn.
Also put
kn = δn + 2
n−1∑
j=1
δj , b = 2
∞∑
j=1
δj .
We define γ : [0, b]→ X such that
γ(t) =

νn(t− kn + δn), t ∈ [kn − δn, kn)
νn(kn + δn − t), t ∈ [kn, kn + δn)
η, t = b.
Finally put ν(t) = γ(b − t). It is easy to verify that ν ∈ R˜(X) (γ simply consists
of rectifiable curves subparametrized by arclength going back to forth from η and
then patched together). If we put
rn = δn + 2
∞∑
j=n+1
δj ,
then
ν(rn) = γ(b− rn) = γ
δn + 2 n−1∑
j=1
δj
 = γ(kn) = νn(δn).
Also note that
lim
n→∞
δn
rn
= 1.
Hence we get
lim sup
s→0
∣∣∣∣F (ν(s)) − F (ν(0))s
∣∣∣∣
≥ lim sup
n→∞
∣∣∣∣F (ν(rn))− F (ν(0))rn
∣∣∣∣ = lim sup
n→∞
∣∣∣∣F (ν(rn))− F (ν(0))rn
∣∣∣∣+ lim sup
n→0
1
n
= lim sup
n→∞
(∣∣∣∣F (νn(δn))− F (νn(0))δn
∣∣∣∣+ rnnδn
)
δn
rn
≥ lim sup
n→0
rεnF (η)
δn
rn
= rF (η).
The case rF (η) =∞ is treated similarly but replacing (3) above by∣∣∣∣F (νn(δn))− F (ν(0))δn
∣∣∣∣ ≥ n.

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Theorem 6.4. If ν ∈ R˜(X), s ∈ [0, bν] and F : X→ R then
|F (ν(s)) − F (ν(0))| ≤
∫ s
0
r˘F (ν(t)) dt.
Furthermore, if η ∈ X and g : X→ [0,∞) satisfies
lim sup
s→0
g(ν(s)) ≤ g(η),
|F (ν(s))− F (ν(0))| ≤
∫ s
0
g(ν(t)) dt
for every curve ν ∈ R˜(X) with ν(0) = η, then
r˘F (η) ≤ g(η).
Proof. The first part is more or less a direct consequence of Lemma 3.2, if we define
f(s) = F (ν(s)) and put a = bν. By assumption we have
lim sup
s→t
∣∣∣∣f(s)− f(t)s− t
∣∣∣∣ = lim sup
s→t
∣∣∣∣F (ν(s)) − F (ν(t))s− t
∣∣∣∣ ≤ rF (ν(t)),
and since rF (ν(t)) ≤ r˘F (ν(t)) the first part is proved.
For the second part we apply Lemma 6.3 to get that there is a curve ν ∈ R˜(X)
such that ν(0) = η and
rF (η) ≤ lim sup
s→0
∣∣∣∣F (ν(s)) − F (ν(0))s
∣∣∣∣ .
But since
|F (ν(s))− F (ν(0))| ≤
∫ s
0
g(ν(t)) dt
we also have
lim sup
s→0
∣∣∣∣F (ν(s)) − F (ν(0))s
∣∣∣∣ ≤ lim sup
s→0
1
s
∫ s
0
g(ν(t)) dt ≤ g(ν(0)) = g(η).
Hence
rF (η) ≤ g(η),
and, by an application of Lemma 3.4, the proof is done. 
Remark 6.5. Note that, according to the proof above, in case g : X → [0,∞) is
upper semicontinuous along curves, and
lim sup
s→0
∣∣∣∣F (η(s))− F (η(0))s
∣∣∣∣ ≤ g(η(0))
holds for every η ∈ R˜(X), then r˘F ≤ g.
Theorem 6.6. Suppose F,G : X→ R.
(1) If ε ≥ 0 then rεaF = |a|rεF for all a ∈ R,
(2) If ε ≥ 0 then rεF+G ≤ rεF + rεG,
(3) If ε > 0 then rεFG ≤ |F |rεG + |G|rεF + rεF rεGε,
(4) rFG ≤ |F |rG + |G|rF ,
(5) If η ∈ X and rF (η) <∞ then r|F |(η) = rF (η).
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Proof. Let η ∈ R˜(X).
(1) If a = 0 this is self-evident. Otherwise it follows for ε > 0 since
|aF (η(s))− aF (η(0))| ≤ |a|ks⇔ |a‖F (η(s))− F (η(0))| ≤ |a|ks
⇔ |F (η(s)) − F (η(0))| ≤ ks.
(2) follows for ε > 0 since if |F (η(s))−F (η(0))| ≤ k1s and |G(η(s))−G(η(0))| ≤ k2s
then
|F (η(s)) +G(η(s)) − F (η(0))−G(η(0))|
≤ |F (η(s)) − F (η(0))|+ |G(η(s)) −G(η(0))| ≤ (k1 + k2)s.
That (1) and (2) also holds for the value ε = 0 follows directly by just taking limits.
(3) Suppose s < ε ∧ bη. Then
|F (η(0))G(η(0)) − F (η(s))G(η(s))|
= |F (η(0))(G(η(0)) −G(η(s))) + (G(η(s)) −G(η(0)))(F (η(0)) − F (η(s)))
+G(η(0))(F (η(0)) − F (η(s)))|
≤ |F (η(0))‖G(η(0)) −G(η(s))| + |G(η(0))‖F (η(0)) − F (η(s))|
+ |G(η(s)) −G(η(0))‖F (η(s)) − F (η(0))|
≤ (|F (η(0))|rεG(η(0)) + |G(η(0))|rεF (η(0)) + rεF (η(0))rεG(η(0))s) s.
(4) follows from (3) by taking the limit ε→ 0.
To prove (5) we apply Lemma 6.3 to first get that there is a curve ν ∈ R˜(X) such
that ν(0) = η and
rF (η) = lim sup
s→0
∣∣∣∣F (ν(s)) − F (η)s
∣∣∣∣ .
Since the assumption that rF (η) <∞ implies that F (ν(s)) is continuous at s = 0,
for s close to 0 we always have ||F (ν(s))| − |F (η)|| = |F (ν(s)) − F (η)|. Therefore
we see that
rF (η) = lim sup
s→0
∣∣∣∣F (ν(s)) − F (η)s
∣∣∣∣ = lim sup
s→0
∣∣∣∣ |F (ν(s))| − |F (η)|s
∣∣∣∣ ≤ r|F |(η).
Reversing the roles of F and |F | above gives the opposite inequality. 
The corresponding result holds more or less immediately by definition also for
the usc regularized gradients:
Theorem 6.7. Suppose F,G : X→ R.
(1) If ε ≥ 0 then r˘εaF = |a|r˘εF for all a ∈ R,
(2) If ε ≥ 0 then r˘εF+G ≤ r˘εF + r˘εG,
(3) If ε > 0 then r˘εFG ≤ ˘|F |r˘εG + ˘|G|r˘εF + r˘εF r˘εGε,
(4) r˘FG ≤ ˘|F |r˘G + ˘|G|r˘F ,
(5) If η ∈ X and rF (η) <∞ then r˘|F |(η) = r˘F (η).
An important property of these upper gradients, which in particular will be used
to prove completeness of our Sobolev-type spaces below, is as follows:
Theorem 6.8. If F =
∑∞
n=1 Fn and ε > 0 then r
ε
F ≤
∑∞
n=1 r
ε
Fn
.
Furthermore r˘F ≤ g˘, where g =
∑∞
n=1 r˘Fn .
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Proof. For ε > 0, η ∈ R˜(X) and s < ε ∧ bη we have
|F (η(s)) − F (η(0))| =
∣∣∣∣∣
∞∑
n=1
Fn(η(s)) −
∞∑
n=1
Fn(η(0))
∣∣∣∣∣
≤
∞∑
n=1
|Fn(η(s)) − Fn(η(0))| ≤
(
∞∑
n=1
rεFn(η(0))
)
s.
As for the second part we note that
|F (η(s))− F (η(0))| ≤
∞∑
n=1
|Fn(η(s)) − Fn(η(0))| ≤
∞∑
n=1
∫ s
0
r˘Fn(η(t)) dt
=
∫ s
0
(
∞∑
n=1
r˘Fn
)
(η(t)) dt =
∫ s
0
g(η(t)) dt ≤
∫ s
0
g˘(η(t)) dt.

Theorem 6.9. Suppose F : X→ R, ν ∈ X, rF (ν) <∞ and that f is continuously
differentiable in some neighborhood of F (ν). Then
rf◦F (ν) = f
′(F (ν))rF (ν) and r˘f◦F (ν) = f
′(F (ν))r˘F (ν).
Proof. We know that |f(x) − f(y)| ≤ supt∈[0,1] |f ′(tx + (1 − t)y)| · |x − y| for any
points x, y ∈ R. Hence for any curve η such that η(0) = ν we have
|f(F (η(s))−f(F (η(0))| ≤ sup
t∈[0,1]
|f ′(tF (η(s))+(1− t)F (η(0)))| · |F (η(s))−F (η(0))|.
But as s→ 0 this implies that rf◦F (η(0)) ≤ |f ′(F (η(0))|rF (η(0)).
If f ′(F (η(0)) = 0 this must be an equality. Otherwise f is invertible in some
neighborhood of F (η(0)), and if we apply the formula to f−1 ◦ f ◦ F we get
rf−1◦f◦F (η(0)) ≤ (f−1)′(f(F (η(0)))rf◦F (η(0)),
and since (f−1)′(f(F (η(0))) = (f ′(F (η(0)))−1 the opposite inequality also follows.
The statement about the upper semicontinuous regularizations follows immedi-
ately by definition. 
Lemma 6.10. If F,G : X→ R then
(1) r˘F∨G ≤ r˘F ∨ r˘G ≤ r˘F + r˘G,
(2) r˘F∧G ≤ r˘F ∨ r˘G ≤ r˘F + r˘G, .
Remark 6.11. Note that the second formula above has ∧ in the left hand side,
but ∨ on the right hand side. It is certainly not possible to replace ∨ with ∧ here
(for instance, if F ≤ G and G is constant, then r˘F∧G = r˘F , but r˘F ∧ r˘G = 0).
Proof. Let η ∈ R˜(X). In case either of rF ((η(0)) or rG(η(0)) is infinite the inequal-
ities holds trivially, so we may assume that both of these are finite. According to
Remark 6.1 we know that this implies that F (η(s)) and G(η(s)) as functions of s
are continuous at 0. Suppose F (η(0)) > G(η(0)), then F (η(s)) > G(η(s)) for s
close to 0 as-well, and hence
lim sup
s→0
∣∣∣∣F (η(s)) ∨G(η(s)) − F (η(0)) ∨G(η(0))s
∣∣∣∣ = lim sup
s→0
∣∣∣∣F (η(s)) − F (η(0))s
∣∣∣∣
≤ r˘F (η(0)) ≤ r˘F (η(0)) ∨ r˘G(η(0)).
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A similar estimate holds also in case G(η(0)) > F (η(0)).
If on the other hand F (η(0)) = G(η(0)) then it is easy to see that
lim sup
s→0
∣∣∣∣F (η(s)) ∨G(η(s)) − F (η(0)) ∨G(η(0))s
∣∣∣∣
≤ lim sup
s→0
∣∣∣∣F (η(s))− F (η(0))s
∣∣∣∣ ∨ lim sup
s→0
∣∣∣∣G(η(s)) −G(η(0))s
∣∣∣∣
≤ r˘F (η(0)) ∨ r˘G(η(0)).
The case of F ∧G is treated similarly. 
6.1. Upper gradients of functions on X. A problem with the upper gradients
rF is that they are not functions on X a-priori even if F is of the form Ff for some
f ∈ L1loc(X). Our first objective is to prove that there is a natural function on X
which represents this gradient in case F = Ff for some f ∈ L1loc(X).
Before we prove this, we start by proving the monotonicity of rεFf and r˘Ff .
Lemma 6.12. Given f ∈ L1loc(X) and elements η1, η in X such that η1 ≤ η then
(1) rεFf (η1) ≤ rεFf (η) for all ε ∈ [0,∞),
(2) r˘Ff (η1) ≤ r˘Ff (η)
Proof. Suppose ν ∈ R˜(X) with ν(0) = η, and let t ∈ (0, 1], then tν ∈ R˜(X) and we
have
|Ff (tν(s)) − Ff (t(ν(0))| = |Ff (ν(s)) − Ff (ν(0))|.
Hence it follows that rεFf (tη) = r
ε
Ff
(η) for all t ∈ (0, 1], and ε > 0. Passing to the
limit gives also rFf (η) = rFf (tη). It also follows immediately by definition that we
have r˘Ff (tη) = r˘Ff (η).
Suppose now that ν1 ∈ R˜(X) with ν1(0) = η1, and let η2 = η− η1. It is straight-
forward to see that the curve ν(s) = 12 (ν1(s) + η2) belongs to R˜(X), ν(0) = η/2
and that it satisfies dM(ν(s), ν(0)) ≤ s for each s (note that we can not expect any
improvement on this, since the distance dM typically is controlled by the relation
between the supports of the measures rather than the total masses). Hence we get
if ε > 0 and s < ε ∧ bν1 :
|Ff (ν1(s))− Ff (ν1(0))| = |(Ff (ν1(s)/2)− Ff (ν1(0)/2) + (Ff (η2/2)− Ff (η2/2))|
= |Ff ((ν1(s) + η2)/2)− Ff ((ν1(0) + η2)/2)| ≤ rεFf (η/2) = rεFf (η).
This proves the statement for ε > 0. The rest of the statements follows directly by
taking the limit as ε → 0 and the definition of the upper semicontinuous regular-
ization. 
Theorem 6.13. Suppose f ∈ L1loc(X). Then there is a unique element gf ∈
L1loc(X) such that
rFf = Fgf
if and only if rFf ∈ L1loc(X).
In particular, if rFf ∈ L1loc(X), then rFf is continuous along curves, and hence
rFf = r˘Ff .
Remark 6.14. A consequence of this is that rFf = r˘Ff ∈ Lp(X) if and only if
gf ∈ Lp(X), and the norms are the same.
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Also note that gf then satisfies for every η ∈ R˜(X) and s ∈ [0, bη]∣∣∣∣∫ f dη(s)− ∫ fdη(0)∣∣∣∣ ≤ ∫ s
0
(∫
gf dη(t)
)
dt.
Proof. That rFf ∈ L1loc(X) is a necessary condition is self-evident considering The-
orem 5.10. If this is satisfied however, then the map rFf is finite valued and we
need to prove that the function GrFf satisfies (5) and (6).
To prove that it satsifies (5) we simply note that GrFf (tη) = ‖tη‖rFf (tη) =
t‖η‖rFf (η) = tGrFf (η), where we used the result rFf (tη) = rFf (η) for 0 < t ≤ 1 as
we saw in the previous proof. For t = 0 there is nothing to prove.
To prove (6) we do it in two steps. Since for each i we have, by Lemma 6.12,
that rFf (ηi) ≤ rFf (
∑∞
i=1 ηi) we get
∞∑
i=1
GrFf (ηi) =
∞∑
i=1
‖ηi‖rFf (ηi)
≤
∞∑
i=1
‖ηi‖rFf
(
∞∑
i=1
ηi
)
= ‖
∞∑
i=1
ηi‖rFf
(
∞∑
i=1
ηi
)
= GrFf
(
∞∑
i=1
ηi
)
.
To prove the opposite inequality we appeal to Proposition 4.18. Using the notation
from that proposition we get for any ε > 0 and s ≤ ε ∧ bη
|‖η(s)‖Ff (η(s)) − ‖η(0)‖Ff (η(0))| =
∣∣∣∣∣
∞∑
i=1
(‖ηi(s)‖Ff (ηi(s))− ‖ηi(0)‖Ff (ηi(0))
∣∣∣∣∣
≤
∞∑
i=1
‖ηi(0)‖ · |Ff (ηi(s))− Ff (ηi(0))| ≤
∞∑
i=1
‖ηi(0)‖rεFf (ηi(0))
(Note that for some ε > 0 the value rεFf (η(0)) is finite, since otherwise rFf (η(0))
would also be infinite, and hence have infinite Lp(X)-norm.) Therefore we have for
all ε > 0 small enough that
‖η(0)‖rεFf (η(0)) ≤
∞∑
i=1
‖ηi(0)‖rεFf (ηi(0)).
If we simply let ε→ 0 on both sides we see that this also holds for ε = 0, and this
is exactly the statement
GrFf (η(0)) ≤
∞∑
i=1
GrFf (ηi(0)).

Proposition 6.15. Suppose f ∈ L1loc(X) and g ∈ L1loc(X) is non-negative. If g
satisfies
(7)
∣∣∣∣∫ f dη(s) − ∫ f dη(0)∣∣∣∣ ≤ ∫ s
0
(∫
g dη(t)
)
dt
for every η ∈ R˜(X) and s ∈ [0, bη], then rFf ∈ L1loc(X) and gf ≤ g µ-a.e.
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Remark 6.16. Hence gf is µ-a.e. the smallest such function g that satisfies the
above estimate. Also note that if (7) holds for all η ∈ R˜(X), then it also holds for all
η ∈ R˜(M) since the only curve in R˜(M) that does not belong to R˜(X) is identically
zero for which the statement trivially is true.
Proof. This is more or less immediate from the definitions, since this implies that
r˘Ff ≤ Fg. 
Proposition 6.17. Suppose f is Lipschitz continuous on X with Lipschitz constant
C, then gf ≤ C µ-a.e.
Proof. If η ∈ R˜(X), and we decompose η(t) = ∑∞i=1 νi(t) in such a way that the
diameter of supp(νi(s)) ∪ supp(νi(0)) is at most (1 + ε)s say where ε > 0, then∣∣∣∣∫ f dη(s) − ∫ f dη(0)∣∣∣∣ =
∣∣∣∣∣
∞∑
i=1
(∫
f dνi(s)−
∫
f dνi(0)
)∣∣∣∣∣
≤
∣∣∣∣∣
∞∑
i=1
C(1 + ε)s||νi(0)||
∣∣∣∣∣ = C‖η(0)‖(1 + ε)s.
Since ε > 0 is arbitrary the statement follows from Proposition 6.15. 
Proposition 6.18. Suppose f, h ∈ L1loc(X) and a ∈ R. Then the following holds
(1) gf+h ≤ gf + gh,
(2) gaf = |a|gf ,
Proof. This follows more or less immediately from the definitions and Theorem 6.6,
since the map f 7→ Ff is linear. 
Lemma 6.19. Suppose k ∈ L1loc(X) has an upper gradient gk ∈ L1loc(X) and
f : R→ R has a bounded and Lipschitz continuous derivative. Then
gf◦k(x) ≤ |f ′(k(x))|gk(x).
Proof. Assume that C > 0 is such that |f ′(x)| ≤ C and |f ′(x) − f ′(y)| ≤ C|x − y|
for all x, y ∈ R. It is enough to prove that for any given η ∈ R˜(X) with bη > 0 we
have
(8) lim sup
s→0
∣∣∣∣1s
(∫
f(k(·)) dη(s) −
∫
f(k(·))d η(0)
)∣∣∣∣ ≤ ∫ |f ′(k(·))|gk dη(0).
To do so let K = ∪s∈[0,bη ]supp(η(s)) which is a compact subset of X and let ε > 0
be fixed. Also fix a continuous function g˜k such that∫
K
|gk − g˜K |dµ ≤ ε.
By absolute continuity we may furthermore choose δ > 0 such that for any A ⊂ K
with µ(A) < δ we have
∫
A gkdµ ≤ ε/2. It is then easy to see that with
δ′ =
δε
2
∫
K gkdµ
we have ∫
gkφdµ ≤ ε
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for any φ with compact support in K and values in [0, 1] such that∫
φdµ ≤ δ′.
I.e. we have that ∫
gkdη ≤ ε
for any element η ∈ X with support in K and ‖η‖ ≤ δ′. By Lusin’s theorem we
may choose K ′ ⊂ K compact such that k|K′ is continuous and µ(K \K ′) < δ′/2.
Let ψ be a common modulus of continuity for g˜k and k|K′ . For s ∈ (0, bη] fixed we
may then cover K by balls B1, B2, . . . , Bm of radius at most s. If we introduce the
sets
Ai,j = {x ∈ X : (i − 1)s2 ≤ k(x) < is2} ∩Bj ∩K ′ for i ∈ Z, j = 1, 2, . . . ,m,
Ai,m+1 = {x ∈ X : (i− 1)s2 ≤ k(x) < is2} \K ′,
and the measures
µi,j = µ|Ai,j , i ∈ Z, j ∈ {1, 2, . . . ,m+ 1},
then clearly
µ =
∑
i,j
µi,j .
If we apply Corollary 4.20 to η, t0 = 0, t1 = s and M = Z × {1, 2, . . . ,m + 1}
with µi,j as above we get that there are curves νj ∈ R˜(X) such that
• for each j ∈ N there is (i0, j0), (is, js) ∈ M such that νj(0) ≤ µi0,j0 and
νj(s) ≤ µis,js ,
• η(t) =∑∞j=1 νj(t) for every t ∈ [0, bη].
So on carriers for the measures νj(0) and νj(s) we have that the oscillation of
k is no more than s2, and hence differs from its mean value with respect to these
measures by at most s2. (Also note that we do not make any claims of this nature
for the values between 0 and s, but only for these end-points).
Let I = {j : νj 6= 0}, I1 = {j ∈ I : j0 = m + 1} ∪ {j ∈ I : js = m + 1} and
I2 = I \ I1. Note that
∑
j∈I1
||νj || ≤ 2µ(K \ K ′) ≤ δ′. Now we get for suitable
τj,s(x) between k(x) and Fk(νj(s)) and θj,s between Fk(νj(s)) and Fk(νj(0))
1
s
∣∣∣∣∫ f(k(·)) dη(s) − ∫ f(k(·)) dη(0)∣∣∣∣
=
1
s
∣∣∣∣∣∣
∑
j∈I
(∫
f(k(·)) dνj(s)−
∫
f(k(·)) dνj(0)
)∣∣∣∣∣∣
=
1
s
∣∣∣∣∣∣
∑
j∈I
(∫
(f(Fk(νj(s))) + f
′(τj,s(·))(k(·) − Fk(νj(s)))) dνj(s)
−
∫
(f(Fk(νj(0))) + f
′(τj,0(·))(k(·) − Fk(νj(0)))) dνj(0)
)∣∣∣∣
≤ 1
s
∣∣∣∣∣∣
∑
j∈I
f ′(θj,s)(Fk(νj(s))− Fk(νj(0)))‖νj(0)‖
∣∣∣∣∣∣
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+
∑
j∈I
C
s
∣∣∣∣∫ (k − Fk(νj(s))) dνj(s)∣∣∣∣+∑
j∈I
C
s
∣∣∣∣∫ (k − Fk(νj(0))) dνj(0)∣∣∣∣
≤ 1
s
∑
j∈I
|f ′(θj,s)|
∫ s
0
∫
gk dνj(t)dt+ 2Cµ(K)s
≤ 1
s
∑
j∈I1
|f ′(θj,s)|
∫ s
0
∫
gk dνj(t)dt +
1
s
∑
j∈I2
|f ′(θj,s)|
∫ s
0
∫
gk dνj(t)dt+ 2Cµ(K)s
≤ 1
s
C
∫ s
0
(
∫
gk d
∑
j∈I1
νj(t)
)dt+ 1
s
∑
j∈I2
|f ′(θj,s)|
∫ s
0
∫
g˜k dνj(t)dt+ C(2µ(K)s+ ε)
≤ Cε+
∑
j∈I2
|f ′(θj,s)|
∣∣∣∣1s
∫ s
0
∫
g˜k dνj(t)dt −
∫
g˜k dνj(s)
∣∣∣∣+∑
j∈I2
∫
|f ′(k(·))|g˜k dνj(s)
+
∑
j∈I2
∫
|f ′(θj,s)− f ′(k(·))|g˜k dνj(s) + C(2µ(K)s+ ε)
≤ Cε+ 2Cψ(4s)µ(K) +
∫
|f ′(k(·))|gkdη(s) + Cε
+
∑
j∈I2
∫
C|θj,s − k(·)|g˜k dνj(s) + C(2µ(K)s+ ε)
≤
∫
|f ′(k(·))|gkdη(s) + 2Cψ(4s)µ(K) + 4Cψ(4s)
∫
K
g˜k dµ+ C(2µ(K)s+ 3ε).
Above we used the fact that for j ∈ I2 the diameter of ∪0≤t≤ssupp(ηj(t)) is at most
4s, and hence g˜k differs from its mean value by at most ψ(4s), and similarly we get
|θj,s − k| ≤ 4ψ(4s),
since both measures νj(0) and νj(s) are supported by K
′. If we let s go to zero the
last expression in the estimate above goes to∫
|f ′(k(·))|gkdη(0) + 3Cε.
And since ε > 0 is arbitrary this implies that (8) holds as was to be proved. 
Theorem 6.20. If k ∈ L1loc(X) has an upper gradient gk ∈ L1loc(X) and c ∈ R,
then
gk∧c = gkχ{k<c}
and
gk∨c = gkχ{k>c}.
Proof. To prove the inequalities
(9) gk∧c ≤ gkχ{k<c} and gk∨c ≤ gkχ{k>c}.
it is easy to see that we may without loss assume c = 0 and that we look at the
case k+ = k ∨ 0. For each ε > 0 we may introduce the functions
fε(x) =
{ √
x2 + ε2 − ε x > 0
0 x ≤ 0.
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Applying the previous lemma we get∣∣∣∣∫ fε(k(·)) dη(s) − ∫ fε(k(·)) dη(0)∣∣∣∣ ≤ ∫ s
0
∫
f ′ε(k(·))gk dη(t) dt.
Since the left hand side converges to∣∣∣∣∫ k+ dη(s)− ∫ k+ dη(0)∣∣∣∣ ,
and the right hand side to ∫ s
0
∫
χ{k>0}gk dη(t) dt
we get the desired estimate.
However we also have
gk = gk∧c+k∨c−c ≤ gk∧c + gk∨c + gc,
but gc = 0 trivially, and therefore we get from the inequalities (9)
gk ≤ gkχ{k<c} + gk∨c,
or which amounts to the same thing
gk∨c ≥ gkχ{k≥c} ≥ gkχ{k>c}.
Similarly we get
gk∧c ≥ gkχ{k<c}.

Proposition 6.21. Suppose f, h ∈ L1loc(X) are such that gf , gh ∈ L1loc(X) then
gfh ≤ |f |gh + |h|gf .
Proof. We first of all reduce the problem to the case when f and h are bounded.
To do so suppose the statement is true for bounded functions. Then we have (using
Theorem 6.20) for c1 ≤ c2 ∈ R∣∣∣∣∫ ((f ∨ c1) ∧ c2)((h ∨ c1) ∧ c2) dη(s)− ∫ ((f ∨ c1) ∧ c2)((h ∨ c1) ∧ c2) dη(0)∣∣∣∣
≤
∫ s
0
(∫
(|(f ∨ c1) ∧ c2|g(h∨c1)∧c2) + |(h ∨ c1) ∧ c2|g(f∨c1)∧c2) dη(t)
)
dt
≤
∫ s
0
(∫
(|f |gh + |h|gf ) dη(t)
)
dt.
Since we may then take the limit as first c2 goes to infinity and then c1 goes to
minus infinity and use monotone convergence we hence get the statement we need
for general f, h. So from now on we assume that there is a constant C such that
|f | ≤ C, |h| ≤ C everywhere.
Let η ∈ R˜(X) with bη > 0 and assume that all the supports of the measures η(s)
are contained in the compact set K. CoverK by finitely many balls B1, B2, . . . , Bm
with radii at most s2. Now we partition X (up to a set of measure zero) as follows.
Let
M = {i, j, r : i, j ∈ Z and r ∈ {1, 2, . . . ,m}}.
For s fixed and i, j, r ∈M we let
Ai,j,r =
{
x ∈ X : (i− 1)s2 < f(x) ≤ is2, (j − 1)s2 < h(x) ≤ js2} ∩Br
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and define
µi,j,r = µ|Ai,j,r .
Let s ∈ (0, bη]. If we apply Corollary 4.20 to this decomposition of µ we see
that there are curves νk ∈ R˜(X) such that η =
∑∞
k=1 νk and for each k there are
i0, j0, r0, is, js, rs such that νk(0) ≤ µi0,j0,r0 and νk(s) ≤ µis,js,rs . So on carriers
for the measures νi(0) and νi(s) respectively the oscillation of both f and h are
at most s2. Furthermore the supports of all of the measures νi(0) and νi(s) has
diameter at most 2s2 . Let I = {i : νi 6= 0}. Now we get (using that ||νi|| and ||η||
are constant)∣∣∣∣∫ fh dη(s)− ∫ fh dη(0)∣∣∣∣ =
∣∣∣∣∣∑
i∈I
(∫
fh dνi(s)−
∫
fh dνi(0)
)∣∣∣∣∣
≤
∣∣∣∣∣∑
i∈I
∫ (
f − 1||νi(s)||
∫
f dνi(s)
)
hdνi(s)
∣∣∣∣∣
+
∣∣∣∣∣∑
i∈I
1
||νi(0)||
(∫
f dνi(s)−
∫
f dνi(0)
)∫
h dνi(0)
∣∣∣∣∣
+
∣∣∣∣∣∑
i∈I
1
||νi(0)||
(∫
h dνi(s)−
∫
h dνi(0)
)∫
f dνi(s)
∣∣∣∣∣
+
∣∣∣∣∣∑
i∈I
∫ (
h− 1||νi(0)||
∫
h dνi(0)
)
f dνi(0)
∣∣∣∣∣
≤
∑
i∈I
∫
s2|h| dνi(s) +
∑
i∈I
∫ s
0
rFf (νi(t)) dt
∫
|h| dνi(0)
+
∑
i∈I
∫ s
0
rFh (νi(t)) dt
∫
|f | dνi(s) +
∑
i∈I
∫
s2|f | dνi(0)
=
∫
s2|h| dη(s) +
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
gf dνi(t)
)
dt
∫
|h| dνi(0)
+
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
gh dνi(t) dt
)∫
|f | dνi(s) +
∫
s2|f | dη(0).
Let ε > 0 and choose non-negative continuous functions g˜f and g˜h with common
modulus of continuity ψ on K such that∫
K
|gf − g˜f | dµ ≤ ε,
∫
K
|gh − g˜h| dµ ≤ ε.
Then we get
lim sup
s→0+
1
s
∣∣∣∣∫ fh dη(s)− ∫ fh dη(0)∣∣∣∣
≤ lim sup
s→0+
1
s
(∫
s2|h| dη(s) +
∑
i∈I
s
∫ s
0
(
1
||νi(0)||
∫
gf dνi(t)
)
dt
∫
|h| dνi(0)
+
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
gh dνi(t)
)
dt
∫
|f | dνi(s) +
∫
s2|f | dη(0)
)
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≤ lim sup
s→0+
1
s
∑
i∈I
∫ s
0
(∫
|gf − g˜f |dνi(t)
)
dt
1
||νi(0)||
∫
|h| dνi(0)
+ lim sup
s→0+
1
s
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
g˜f dνi(t)
)
dt
∫
|h| dνi(0)+
lim sup
s→0+
1
s
∑
i∈I
∫ s
0
(∫
|gh − g˜h| dνi(t)
)
dt
1
||νi(0)||
∫
|f | dνi(s)
+ lim sup
s→0+
1
s
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
g˜h dνi(t)
)
dt
∫
|f | dνi(s).
From our assumptions we get that
lim sup
s→0+
1
s
∑
i∈I
∫ s
0
(∫
|gf − g˜f | dνi(t)
)
dt
1
||νi(0)||
∫
|h| dνi(0) ≤ Cε
and
lim sup
s→0+
1
s
∑
i∈I
∫ s
0
(∫
|gh − g˜h| dνi(t)
)
dt
1
||νi(0)||
∫
|f | dνi(s) ≤ Cε.
Also, since ∪t∈[0,s]supp(νi(t)) has diameter at most 2(s+ s2), we get
1
s
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
g˜h dνi(t)
)
dt
∫
|f | dνi(s)
≤
∑
i∈I
∫ ∣∣∣∣ 1‖νi(0)‖
∫ s
0
g˜hdνi(t)− g˜h
∣∣∣∣ |f |dνi(s) +∑
i∈I
∫
g˜h|f |dνi(s)
≤ C‖η(s)‖ψ(2(s+ s2)) + Cε+
∫
gh|f | dη(s).
Hence
lim sup
s→0
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
g˜h dνi(t)
)
dt
∫
|f | dνi(s) ≤
∫
gh|f | dη(0) + Cε.
Similarly we get
lim sup
s→0
∑
i∈I
∫ s
0
(
1
||νi(0)||
∫
g˜f dνi(t)
)
dt
∫
|h| dνi(s) ≤
∫
gf |h| dη(0) + Cε.
Summing up we get
lim sup
s→0+
1
s
∣∣∣∣∫ fh dη(s)− ∫ fh dη(0)∣∣∣∣ ≤ ∫ (gh|f |+ gf |h|) dη(0) + 4Cε.
And since ε > 0 is arbitrary we get the statement. 
7. The space S1,p(X)
We now define
‖F‖S1,p(X) :=
(
‖F‖p
Lp(X) + ‖rF ‖pLp(X)
)1/p
,
S
1,p(X) = {F ∈ Lp(X) : ‖F‖S1,p(X) <∞}.
It is easily verified that ‖ · ‖S1,p(X) is a norm on S1,p(X).
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Remark 7.1. In case F ∈ S1,p(X), then by assumption rF ∈ Lp(X), and hence r˘F ∈
Lp(X) with the same norm. In particular r˘F (η) is finite for every η ∈M. Moreover if
η ∈ R˜(X) then, since ‖η(s)‖ is constant, sups∈[0,bη ] r˘F (η(s)) ≤ ‖rF ‖Lp(X)/‖η(0)‖ =
k < ∞, so |F (η(s)) − F (η(t))| ≤ k|s − t| for all s, t ∈ [0, bη], and hence F (η(s)) is
Lipschitz continuous in s.
Theorem 7.2. S1,p(X) is a Banach space. Furthermore, if Fn → F in S1,p(X),
then rFn → rF in Lp(X).
Proof. Suppose Fj ∈ S1,p(X) is a Cauchy sequence. By passing to a subsequence
we may assume that ‖Fj+1 − Fj‖Lp(X) + ‖r(Fj+1−Fj)‖Lp(X) ≤ 2−j. By definition
‖Fj − Fi‖Lp(X) ≤ ‖Fj − Fi‖S1,p(X)
and, since |rFj − rFi | ≤ r(Fj−Fi) according to Theorem 6.6,
‖rFj − rFi‖Lp(X) ≤ ‖r˘(Fj−Fi)‖Lp(X) ≤ ‖Fj − Fi‖S1,p(X).
In particular Fj is a Cauchy sequence in L
p(X), and hence converges in this space
to some F ∈ Lp(X).
For any k ∈ N we have
F − Fk =
∞∑
j=k
(Fj+1 − Fj),
so according to Theorem 6.8 we know that
r(F−Fk) ≤ g˘ where g =
∞∑
j=k
r˘(Fj+1−Fj).
But then
‖rF−rFk‖Lp(X) ≤ ‖r(F−Fk)‖Lp(X) ≤ ‖g˘‖Lp(X) = ‖g‖Lp(X) ≤
∞∑
j=k
‖r˘(Fj+1−Fj)‖Lp(X) ≤ 21−k.
If we add all this together we see that indeed Fk converges to F and rFk converges
to rF in S
1,p(X) as k →∞. 
Theorem 7.3. If F,G ∈ S1,p(X) then F ∨G,F ∧G ∈ S1,p(X).
Proof. Since |F ∨G| ≤ |F | ∨ |G| ≤ |F |+ |G| and |F ∧G| ≤ |F | ∧ |G| ≤ |F |+ |G| we
see that F ∨G,F ∧G ∈ Lp(X). By Lemma 6.10 we get that r˘F∨G, r˘F∧G ∈ Lp(X),
and hence the theorem follows. 
8. The spaces S1,p(X) and S1,p(X)
We let
S1,p(X) = {F ∈ Lp(X) : ‖F‖S1,p(X) <∞},
and
S1,p(X) = {f ∈ Lp(X) : Ff ∈ S1,p(X)}.
In the latter case we as usual identify elements which are equal a.e., and we also
define the norm on this space
‖f‖S1,p(X) = ‖Ff‖S1,p(X).
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Remark 8.1. There is an obvious 1− 1 correspondence, according to our previous
results, between these two spaces. F belongs to S1,p(X) if and only if there is
f ∈ S1,p(X) such that F = Ff , and then
‖f‖S1,p(X) = ‖Ff‖S1,p(X) =
(
‖f‖pLp(X) + ‖gf‖pLp(X)
)1/p
.
Theorem 8.2. S1,p(X) and S1,p(X) are Banach spaces. Furthermore if fn → f
in S1,p(X) then gfn → gf in Lp(X).
Proof. It is enough, according to Theorem 7.2, to note that in case Fj ∈ Lp(X) ∩
S1,p(X) and Fj → F in S1,p(X) then it is clear that also F ∈ Lp(X) and hence the
theorem follows. 
Theorem 8.3. Suppose f ∈ S1,p(X), then f+, f− and |f | also belongs to S1,p(X).
Proof. This is an immediate consequence of Theorem 6.20. 
9. S1,p(X) for open subsets X of Rn
Let X ⊂ Rn be open, dX denote the Euclidean metric and let µ be Lebesgue
measure on X .
If f : X → R then we denote the distributional gradient of f by ∇f . In case both
f and |∇f | belongs to Lp(X) then we say that f belongs to the classical Sobolev
space H1,p(X). We give H1,p(X) the norm
‖f‖H1,p(X) = (‖f‖pLp(X) + ‖|∇f |‖pLp(X))1/p.
Our aim is to show that in this context the spaces S1,p(X) and H1,p(X) coincide.
Lemma 9.1. If f ∈ C2(X) then gf = |∇f |.
Proof. We start with the inequality |∇f | ≤ gf . To prove this it is necessary and
sufficient to prove that for any unit vector e we have that the directional derivative
∂ef satisfies |∂ef | ≤ gf pointwise a.e.
Now suppose B(x, r) ⊂⊂ X . Then we get∫
B(x,r)
|∂ef(y)| dµ(y) = lim
s→0+
∫
B(x,r)
∣∣∣∣f(y + se)− f(y)s
∣∣∣∣ dµ(y).
In case ∂ef(x) = 0 then there is nothing to prove. On the other hand, in case it
is non-zero we may choose ε, δ > 0 so small that f(· + se) − f(·) does not change
sign in B(x, δ) for s ∈ [0, ε] say. Then we get for any r ≤ δ
lim
s→0+
∫
B(x,r)
∣∣∣∣f(y + se)− f(y)s
∣∣∣∣ dµ(y)
= lim
s→0+
∣∣∣∣∣
∫
B(x,r)
f(y + se)− f(y)
s
dµ(y)
∣∣∣∣∣
= lim
s→0+
∣∣∣∣∣1s
(∫
B(x+se,r)
f dµ−
∫
B(x,r)
f dµ
)∣∣∣∣∣ ≤
∫
B(x,r)
gf dµ.
Hence for every x ∈ X there is δ > 0 such that for every r ≤ δ∫
B(x,r)
|∂ef(x)| dµ(x) ≤
∫
B(x,r)
gf dµ,
SOBOLEV SPACES 41
so the stated inequality holds.
To prove the opposite inequality suppose η ∈ R˜(X). Let s > 0. We may cover
X by a countable disjoint family of Borel sets Aj , j = 1, 2, . . . such that each has
diameter at most s2 and such that the oscillation of f over such a set is at most
s2 (similarly to the construction made in the proof of Proposition 6.21). If we
define ηj(0) = η(0)|Aj we may according to Proposition 4.18 get a decomposition
of η(t) =
∑∞
j=1 ηj(t) valid for t ∈ [0, bη], where each ηj ∈ R˜(M). Now we get if we
fix xj ∈ Aj (using that |x − xj | ≤ s2 if x ∈ supp(ηj(0)), and |x − xj | ≤ s + s2 if
x ∈ supp(ηj(s)))∣∣∣∣∫ f dη(s)− ∫ f dη(0)∣∣∣∣ =
∣∣∣∣∣∣
∞∑
j=1
(∫
f dηj(s)−
∫
f dηj(0)
)∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∞∑
j=1
∫
(f(·)− f(xj)) dηj(s)
∣∣∣∣∣∣+
∣∣∣∣∣∣
∞∑
j=1
∫
(f(·)− f(xj)) dηj(0)
∣∣∣∣∣∣
≤
∣∣∣∣∣∣
∞∑
j=1
∫
∇f · (xj − ·) dηj(s)
∣∣∣∣∣∣+ o(s) + s2
≤
 ∞∑
j=1
∫
|∇f | dηj(s)
 s+ o(s) + s2 = (∫ |∇f | dη(s)) s+ o(s) + s2.
Since this last expression is not dependent on the particular decomposition and
lim
s→0
1
s
((∫
|∇f | dη(s)
)
s+ o(s) + s2
)
=
∫
|∇f | dη(0)
we see that we also have gf ≤ |∇f | according to Proposition 6.15. 
Theorem 9.2. Assume that 1 ≤ p <∞. Then S1,p(X) = H1,p(X) and the norms
are the same. Furthermore gf = |∇f | for every f ∈ H1,p(X).
Proof. Assume that f ∈ H1,p(X), and choose a sequence fn ∈ C∞(X) such that
fn converges to f in H
1,p(X). Then from Lemma 9.1 we get
‖fn − fm‖S1,p(X) = ‖fn − fm‖H1,p(X).
Hence we see that fn is a Cauchy sequence in S
1,p(X), and since it converges to f
in Lp(X) it follows that f ∈ S1,p(X).
Furthermore we get for any η ∈ R˜(M) and n ∈ N∣∣∣∣∫ fn dη(s)− ∫ fn dη(0)∣∣∣∣ ≤ ∫ s
0
∫
|∇fn| dη(t) dt.
If we let n→∞ we see that∣∣∣∣∫ f dη(s)− ∫ f dη(0)∣∣∣∣ ≤ ∫ s
0
∫
|∇f | dη(t) dt.
Hence gf ≤ |∇f |.
Conversely, suppose f ∈ S1,p(X), φ is Lipschitz continuous with compact sup-
port in X and 0 ≤ φ ≤ 1. Then for a unit vector e we know that η(t) = φ(·+ te)µ
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belongs to R˜(M). Hence∣∣∣∣∫ f∂eφdµ∣∣∣∣ = lims→0
∣∣∣∣∫ f φ(·+ se)− φs dµ
∣∣∣∣
= lim
s→0
∣∣∣∣1s
(∫
f dη(s) −
∫
f dη(0)
)∣∣∣∣ ≤ ∫ gf dη(0)
=
∫
gfφdµ.
However, if φ = c1φ1+c2φ2 where φi are Lipschitz continuous with compact support
and 0 ≤ φi ≤ 1 and c1, c2 ∈ R, then∣∣∣∣∫ f∂eφdµ∣∣∣∣
≤ |c1|
∣∣∣∣∫ f∂eφ1 dµ∣∣∣∣+ |c2| ∣∣∣∣∫ f∂eφ2 dµ∣∣∣∣
≤ |c1|
∫
gfφ1 dµ+ |c2|
∫
gfφ2 dµ.
In particular this implies that we have, for all φ which are Lipschitz continuous
with compact support in X ,∣∣∣∣∫ f∂eφdµ∣∣∣∣ ≤ ∫ gf |φ| dµ.
Therefore we see that the distribution ∂ef has order zero, it is absolutely continuous
with respect to µ, and it has a Radon-Nikodym derivative whose absolute value is
dominated by gf . Hence ∂ef has a representative which belongs to L
p(X) for each
e, and also this representative satisfies |∂ef | ≤ gf µ-a.e. Hence |∇f | ≤ gf and the
proof is done. 
10. Some final remarks
In this section we wish to make some remarks concerning certain choices and
open questions related to this article.
Choice of space X and metric dM:
It is not self-evident that the choice of metric and space X are optimal for this
type of construction. For instance one could have considered instead of the bound
dν/dµ ≤ 1 perhaps that we should only have a bounded Radon-Nikodym derivative
with respect to µ. We wanted also to have a theory where the upper gradients did
not depend on the integrability exponent p (indeed the definition of rF makes
no assumption about integrability). Otherwise one could perhaps consider spaces
which depends on p, and perhaps also relax the condition to have compact support
of the mesures (e.g. simply assuming that the Radon-Nikodym derivative lies in
Lq(X) where q is the dual exponent). So this is one possible area that could be
worth investigating.
Relation to the Wasserstein metric:
It would in many respects be natural to look at
X̂ = {η/‖η‖ : η ∈ X}
rather than X itself, in particular considering the formula for Ff . Then X̂ is a space
of probability measures, and one could introduce a metric on this set. Let us for
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an element η ∈ X define η̂ = 1‖η‖η ∈ X̂. We recall that the Wasserstein 1-metric W1
can be defined as follows:
W1(η̂, ν̂) = sup{
∫
f d(η̂ − ν̂) : Lip(f) ≤ 1}.
This is in some sense the classical mass transport metric, and our metric will be a
type of mass transport metric on X, but with the slight difference that in general
it allows for not just relocation of mass but also controlled change in total mass.
It is clear from Proposition 6.17 that along a curve η ∈ R(X) we have dM(η(s), η(t)) =
|s− t| ≥W1(η̂(s), η̂(t)).
A couple of properties of dM that we use extensively is first that in case η and ν
are close in the metric dM then so are their total mass (in X̂ of-course all measures
are probability measures, but we need control of the size compared to µ for our
construction). The point is that if ‖η‖ = ‖ν‖ then
1
‖η‖
∫
f dη − 1‖ν‖
∫
f dν =
1
‖η‖
(∫
f dη −
∫
f dν
)
.
It may be worthwhile to note that if we for instance work with X = R and µ
Lebesgue measure, and we were to use a metric such that η(t) = µ|[0,1+t] belonged
to R˜(X), then for any continuous function f we would have
lim
s→0+
∣∣∣∣1s
(∫
f dη(s)−
∫
f dη(0)
)∣∣∣∣ = f(1).
This sort of phenomenon is obviously something we need to avoid, and hence some
kind of control of the total mass of η compared to µ seems necessary.
Furthermore the decomposition results such as that in Proposition 4.18 was also
crucial to us. Let us here compare the situation with W1 by studying some curves
on the real line. So let X = R with Lebesgue measure µ. If we start by studying
η(t) = η̂(t) = µ|[t,1+t], then it is easy to see that indeed
dM (η(t), η(0)) = W1(η̂(t), η̂(0)) = t.
If we instead look at ν(t) = ν̂(t) = µ|[0,1/2] + µ|1/2+t,1+t], then
dM(η(t), η(0)) = t,
but
W1(η̂(s), η̂(0)) = t/2.
It certainly would be very interesting to investigate if it is possible to develop
this theory in some similar way on X̂ instead (apart form the obvious way by
identifying η with η̂ and lifting all the structure to X̂), and see which metrics one
could use. In particular considering that the Wasserstein metric comes up (but for
very different reasons) in certain recent developments in connection with analysis
in metric measure spaces, such as for instance in [1]. Possibly there is a simpler
description of the metric dM (or some similar metric for which the above type of
construction also work), which could have been easier to handle than the hands-on
definition that was used in this article.
Future developments:
The first challenge that needs to be investigated for these spaces seems to be in
which situations there are plenty of curves in X so that a reasonable theory can be
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expected. From the results in this paper it is more or less clear that we do have
plenty of curves in the following situations:
• weighted Rn for weight functions which locally are bounded from below by
some positive constant,
• weighted Rn for continuous weight functions,
• Riemannian manifolds.
However even for more difficult weight functions on Rn it is not self-evident how
many curves exists.
Another obvious challenge is to see how these spaces are related to other types
of Sobolev spaces such as the Newtonian ones in other settings than merely Rn.
If the spaces seems to be of sufficient interest it is then also possible to look at
finer properties of functions in them, Poincare´e inequalities and to develop potential
theory in this setting.
Finally it would be interesting to develop the theory in a point-free way, axioma-
tising the set X in a suitable manner.
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