Abstract. A GNS -like *-representation of a partial *-algebra A defined by certain representable linear functionals on A is constructed. The study of the interplay with the GNS construction associated with invariant positive sesquilinear forms (ips) leads to the notions of pre-core and of singular form. It is shown that a positive sesquilinear form with pre-core always decomposes into the sum of an ips form and a singular one.
Introduction and Preliminaries
The Gelfand -Naimark -Segal (GNS) representation plays, as it is well known, a key role in the study of the structure of topological *-algebras and it is important in many physical applications. Since from the very beginning when partial *-algebras and quasi *-algebras were studied, it was clear that an extension of the GNS construction was needed. The most natural solution consisted in considering, as starting point, certain positive sesquilinear forms, called ips (invariant positive sesquilinear) forms and biweights, since they allowed to by-pass the lack of a noneverywhere defined multiplication. In this framework, and following the different axioms that were introduced from time to time, several types of GNS-like representations were constructed taking their values in partial *-algebras of unbounded operators (partial O*-algebras) or in families of operators in partial inner product (PIP) spaces . We refer to the monographs [1, 2] for an overview and for complete references on this subject.
However, in many situations it is more interesting, and sometimes more natural, to consider the possibility that a linear functional ω on a partial *-algebra A, positive in some sense, could be taken as basic ingredient of the construction. This is the case, for instance, of applications to quantum theories, where linear functionals describe equilibrium states at given temperature (Gibbs states for finite systems, KMS states for infinite systems). We will show (Section 2) that a GNS-like construction is, indeed, possible starting from certain linear functionals on A, called representable.
In Section 3 we consider the interplay between representable linear functionals and ips forms (or biweights). For this aim, we introduce the notion of pre-core for a positive sesquilinear form ϕ on A × A (A a semi-associative partial *-algebra with unit) and we show that if a pre-core exists, there is a representable linear functional ω ϕ which is associated to it in natural way. The construction of Section 2 can then be performed, even though ϕ is not, in general, an ips form on A and so a GNS representation starting directly from ϕ cannot be defined. This fact leads (Section 4) to the definition of singular form where the "singularity" consists, essentially, in the failure of a density condition, needed in the definition of ips form. The outcome is a decomposition theorem, which can be viewed as the main result of this paper: every positive sesquilinear form ϕ with pre-core can be decomposed into the sum of an ips form and of a singular form. Finally, in Section 5 we analyze the behavior of positive vector sesquilinear forms ϕ π ξ defined via a given *-representation π of A and a vector ξ ∈ D π , the domain of π. In contrast with the case of *-algebras, such a form does not necessarily allow a GNS contruction. When this happens for every vector ξ ∈ D π (the domain of π), we speak of a quasi regular *-representation. Conditions for the quasi regularity of a *-representation π are given.
Throughout this paper we follow the definitions and notations given in [1] . We simply recall that a partial *-algebra A is a complex vector space with conjugate linear involution * and a distributive partial multiplication ·, defined on a subset Γ ⊂ A × A, satisfying the property that (x, y) ∈ Γ if, and only if, (y * , x * ) ∈ Γ and (x · y) * = y * · x * . ¿From now on we will write simply xy instead of x · y whenever (x, y) ∈ Γ. For every y ∈ A, the set of left (resp. right) multipliers of y is denoted by L(y) (resp. R(y)), i.e., L(y) = {x ∈ A : (x, y) ∈ Γ}. We denote by LA (resp. RA) the space of universal left (resp. right) multipliers of A.
In general a partial *-algebra is not associative, but in several situations a weaker form of associativity holds. More precisely, we say that A is semiassociative if b ∈ R(a) implies by ∈ R(a), for every y ∈ RA and (ab)y = a(by).
We notice that, if A is semi-associative and a ∈ L(b), then x * a ∈ L(by), for every x, y ∈ RA and
Furthermore, in this case, RA is an algebra.
Let H be a complex Hilbert space and D a dense subspace of H. We denote by L † (D, H) the set of all (closable) linear operators X such that H) is a partial *-algebra with respect to the following operations: the usual sum X 1 +X 2 , the scalar multiplication λX, the involution X → X † = X* ↾ D and the (weak) partial multiplication X 1 ✷X 2 = X 1 † *X 2 , defined whenever X 2 is a weak right multiplier of X 1 (we shall write
A *-representation of a partial *-algebra A in the Hilbert space H is a linear map π : A → L † (D, H) such that:
The closure π of a *-representation π is defined by
where D π is the completion of D π under the graph topology defined on D π by the family of seminorms
GNS-like construction
In this Section we will examine the possibility of a GNS-like construction in partial *-algebras, starting from certain linear functionals. Some of these results generalize those given in [4] for quasi *-algebras.
¿From now on, we will assume that A is a semi-associative partial *algebra.
Theorem 2.1. Let ω be a linear functional on A, B a subspace of RA, satisfying the following requirements:
Then there exists a triple
In particular, if A has a unit e and e ∈ B, we have:
Proof. We define N ω = {x ∈ B : ω(x * x) = 0}. Then (R3) implies that
x ∈ B} is a pre-Hilbert space with inner product
Let H ω be the completion of λ 0 ω (B). If a ∈ A, we put a ω (λ 0 ω (x)) = ω(a * x). Then, by (R3), it follows that a ω is a well defined linear functional on λ 0 ω (B) and we have |a
Thus, a ω extends to a continuous linear functional on H B ω and so, by Riesz's lemma, there exists a unique ξ a ∈ H B ω such that
it follows from (R3) that π B ω (a) is well-defined and maps λ B ω (B) into H ω . In similar way one can show the equality
This implies that
Using the semi-associativity of A, in particular (1), we also get, for a, b ∈ A with a ∈ L(b), the equality
The representation π B ω depends on the choice of the subspace B ⊂ RA. Thus, it makes sense to compare representations defined by different subspaces of RA. 
ω (x), for every x ∈ B 1 , and 
Positive sesquilinear forms with pre-core
In [1] positive sesquilinear forms possessing a core were considered. They were called biweights and it was shown that a GNS construction can be performed for them. In this section we define the more general notion of pre-core for positive sesquilinear forms and construct the corresponding GNS representation. Before going forth, we review some definitions.
Let A be a partial *-algebra. Let ϕ be a positive sesquilinear form on D(ϕ) × D(ϕ), where D(ϕ) is a nontrivial subspace of A (i.e., D(ϕ) = {0} and D(ϕ) = Ce, if A has a unit e). Then we have
We put N ϕ = {x ∈ D(ϕ); ϕ(x, x) = 0}. By (5), we have
and so N ϕ is a subspace of D(ϕ) and the quotient space D(ϕ)/N ϕ ≡ {λ ϕ (x) ≡ x + N ϕ ; x ∈ D(ϕ)} is a pre-Hilbert space with respect to the inner product (λ ϕ (x)|λ ϕ (y)) = ϕ(x, y), x, y ∈ D(ϕ). We denote by H ϕ the Hilbert space obtained by the completion of D(ϕ)/N ϕ . 
We denote by B ϕ the set of all cores B(ϕ) for ϕ. To every biweight ϕ on A, with core B(ϕ), there corresponds [1] a triple (π B ϕ , λ ϕ , H ϕ ), called the GNS construction for the biweight ϕ on A with the core B(ϕ), where H ϕ is a Hilbert space, λ ϕ is a linear map from B(ϕ) into H ϕ , such that λ ϕ (B(ϕ)) is dense in H ϕ , and π B ϕ is a *-representation on A in the Hilbert space H ϕ . The representation π B ϕ is then the closure of the representation π • ϕ defined on λ ϕ (B(ϕ)) by
Let hereafter A be a semi-associative partial *-algebra with unit e. If ϕ is an ips form with core B(ϕ), with B(ϕ) a subspace of RA containing the unit e of A, then the linear functional ω ϕ , with ω ϕ (a) = ϕ(a, e), a ∈ A, satisfies B(ϕ) = Ce and the conditions (R1),(R2) and (R3); i.e., it is representable. Thus Theorem 2.1 can be applied to get the *-representation π B(ϕ) ωϕ (denoted, hereafter, simply by π B ωϕ ) constructed as shown above. On the other hand, we can also build up, as described above, the closed *-representation π B ϕ , with cyclic vector ξ ϕ := λ ϕ (e). Since
it turns out that π B ωϕ and π B ϕ are unitarily equivalent. We now define the notion of pre-core for a positive sesquilinear form on A. This notion is weaker than that of core for a biweight. We then investigate positive sesquilinear forms having a pre-core. 
Proof. First, we have: 2): Let B(ϕ) be a pre-core for ϕ, containing e. If B(ϕ) is a core for ϕ, then π B ϕ and π B Ωϕ are unitarily equivalent and Ω B ϕ = ϕ. Suppose, on the contrary, that B(ϕ) is not a core for ϕ. Then, though ω ϕ (a) = ϕ(a, e) = Ω B ϕ (a, e), for every a ∈ A, Ω B ϕ = ϕ and
For an explicit example, see [4, Example 2.3]
A decomposition theorem
In this section we define the notion of singularity of a positive sesquilinear form with pre-core and show that every positive sesquilinear form with precore can be decomposed into the sum of an ips form and of a singular form. We first give a necessary and sufficient condition for a pre-core B(ϕ) to be a core. (
ϕ(a n , a n ) = 0.
Proof. (i) ⇔ (ii):
This follows from the definition.
(ii) ⇒ (iii): Let {a n } be a sequence of elements of A for which (iii.a) and (iii.b) hold. By (iii.b) the sequence {λ ϕ (a n )} is Cauchy in H ϕ . Let ξ be its limit. By (iii.a) it follows that ξ| λ ϕ (x) = lim n→∞ ϕ(a n , x) = 0, ∀x ∈ B(ϕ).
Hence, ξ is orthogonal to λ ϕ (B(ϕ)). This implies that ξ = 0 and, therefore, lim n→∞ ϕ(a n , a n ) = ξ 2 = 0.
(iii) ⇒ (ii): Let ξ ∈ H ϕ be a vector orthogonal to λ ϕ (B(ϕ)) and {a n } a sequence in A such that λ ϕ (a n ) → ξ. Then, it is easily seen that {a n } satisfies (iii.a) and (iii.b). Then,
This proves that λ ϕ (B(ϕ)) is dense in H ϕ .
The above statements suggest the following definition of singularity of a positive sesquilinear form. Definition 4.2. Let A be be a partial *-algebra and ψ a positive sesquilinear form on A × A with pre-core B(ψ). We say that ψ is B(ψ)-singular if there exists a 0 ∈ A with ψ(a 0 , a 0 ) > 0 and ψ(a, x) = 0, for every a ∈ A, x ∈ B(ψ). 
Proof. Put ϕ 0 = Ω B ϕ and s ϕ = ϕ − Ω B ϕ . Then, by Lemma 3.4, ϕ 0 is an ips form with core B(ϕ) and by Lemma 3.5, s ϕ (a, x) = 0, for every a ∈ A, x ∈ B(ϕ). Now we prove that Ω B ϕ (a, a) ≤ ϕ(a, a), for every a ∈ A. Indeed we have Ω
Now, we notice that, by the construction in Theorem 2.1, (see, in particular (2), (3) ),
Hence, s ϕ is a positive sesquilinear form on A × A and B(ϕ) is a pre-core also for s ϕ . If B(ϕ) is not a core for ϕ, then there exists a sequence {a n } of elements of A with the properties (a): ϕ(a n , x) → 0, as n → ∞, for every x ∈ B(ϕ); (b): ϕ(a n − a m , a n − a m ) → 0, as n, m → ∞; (c): lim n→∞ ϕ(a n , a n ) = α > 0. Since B(ϕ) is a core for Ω B ϕ and Ω B ϕ ((a n − a m , a n − a m ) ≤ ϕ(a n − a m , a n − a m ) → 0, we have lim n→∞ Ω B ϕ (a n , a n ) = 0. In conclusion, we have s ϕ (a n , a n ) → α > 0. So that s ϕ cannot be identically 0. This, clearly, implies that s ϕ is B(ϕ)-singular.
Remark 4.4. Proposition 2.2 of [4] was stated in incorrect way. The right version can be recovered specializing to the case of quasi *-algebras the above Proposition 4.1.
Quasi-regular *-representations
Let A be a partial *-algebra, with unit e, such that RA Ce. Let π be a *-representation of A into L † (D, H) and ξ ∈ D. Put
Then ϕ π ξ is a positive sesquilinear form on A × A and the subspace B 0 (ϕ π ξ ) = {x ∈ RA : π(x)ξ ∈ D(π)} is a pre-core for ϕ π ξ , containing e and it is the largest member in the set of all pre-cores for ϕ π ξ . Thus, if π(B 0 (ϕ π ξ ))ξ is dense in π(A)ξ, then ϕ π ξ is an ips form on A.
More in general, a vector form related to π can be defined for every ξ ∈ H. This is done by defining
as the linear span of the set
is a pre-core for ϕ π ξ , that does not contain e. If, in addition,
The previous discussion shows that the set of pre-cores for ϕ π ξ is not empty, for every ξ ∈ H. The existence of cores for ϕ π ξ remains an open question. The notion of regular *-representation has been given in [3, 4] . We weaken it a little to get a notion more suitable for our purposes. 
Proof. (i)⇒(ii): Let π be quasi regular and ξ ∈ D π . Let us consider the vector form ϕ π ξ . Then, for every a ∈ A, there exists a sequence {x n } ⊂ B 0 (ϕ π ξ ) such that λ ϕ π ξ (a − x n ) → 0. Then we have:
This proves that π(a)ξ ∈ π(B 0 (ϕ π ξ ))ξ. (ii)⇒(iii): The assumption implies that, for every a ∈ A and ξ ∈ D π , π 0 (a) maps π(B(ϕ))ξ into π(B(ϕ))ξ. Some simple calculations, that make use of conditions (iv) and (v) of Definition 3.1, show that π 0 (a * ) = (π 0 (a)) * ↾π(B(ϕ))ξ and that π 0 preserves the partial multiplication of A. (iii)⇒(i): The assumption implies that, for every ξ ∈ D π and a ∈ A, π(a)ξ ∈ M ξ . Therefore, for every a ∈ A, there exists a sequence {x n } ⊂ B(ϕ) such that (π(a) − π(x n ))ξ → 0. Then, for ϕ π ξ , we have: ϕ π ξ (a − x n , a − x n ) = λ ϕ π ξ (a − x n ) 2 = (π(a) − π(x n ))ξ 2 → 0.
Hence, π is quasi regular.
If ϕ is a positive sesquilinear form on A × A and B(ϕ) ⊂ RA, then, for every x ∈ B(ϕ), the sesquilinear form ϕ x on A × A defined by (8) ϕ x (a, b) = ϕ(ax, bx), a, b ∈ A, is a positive sesquilinear form on A × A. Now assume that A is semiassociative and that B(ϕ) is a pre-core for ϕ. If B(ϕ) is an algebra, then, for every x ∈ B(ϕ), ϕ x admits B(ϕ) as a pre-core. Thus ϕ π • ϕ η = ϕ x . This equality clearly implies the equivalence of (i) and (ii).
