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ABSTRACT 
New iterative algorithms, QMART~ and QMART~, are proposed to solve large 
systems of linear equations. The general step of these algorithms results from a 
quadratic approximation to Bregman’s method of taking successive entropy projec- 
tions onto the linear constraints. The algorithms QMART~ and QMART~ are shown to be 
linear approximations to the multiplicative algebraic reconstruction techniques (MART). 
A geometric interpretation of the algorithms is provided to compare their behavior. 
Experimental results show that QMART~ and QMART~ have better image processing 
performance than MART, but they require more iterations. 
1. INTRODUCTION 
In this paper, we develop some new multiplicative algorithms, QMART~ 
and QMART~, from approximations to Bregman’s method of convex program- 
ming. Particularly, we consider Bregman’s method applied to the minimiza- 
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tion of the discriminatory function, a generalization of the principle of 
maximum entropy, subject to linear equality constraints. Our main objective 
is to provide algorithms simpler than those obtained by Bregman’s method 
for solving large systems of linear equations. 
Bregman’s method is a useful technique to find .the common point of 
closed convex sets [l, 3, 81. The method consists of taking successive 
projections, in general nonorthogonal, onto convex sets. Bregman’s method is 
applicable to linearly constrained optimization problems, as was shown by 
Bregman [I] for linear equalities and inequalities and by Censor and Lent [3] 
for interval inequalities. 
The importance of Bregman’s method comes from its broad range of 
applications. Bregman’s method of convex programming provides useful 
algorithms for solving a variety of optimization problems such as those found 
in image reconstruction from projections [3, 6, 81, statistics [7], and trans- 
portation planning [17]. Many iterative algorithms are special cases of Breg- 
man’s method. For instance, algorithms that minimize that Euclidean norm 
such as the algebraic reconstruction techniques (ART) under linear equalities 
can be obtained [4]. Hildreth’s method for quadratic programming, leading 
also to ART, is a special case of Bregman’s method [19]. Maximum entropy 
(ME) algorithms such as the multiplicative algebraic reconstruction tech- 
niques (MART) are also related to Bregman’s method [4]. Such algorithms 
have been used more or less successfully in image reconstruction from 
projections [ 10, 151. 
One problem with Bregman’s method is that it leads to computationally 
less efficient algorithms when the objective function, the function to opti- 
mize, is nonquadratic. In the quadratic programming case, the successive 
steps of the algorithm are very simple to compute. In contrast, for the general 
case, the steps are computationally intensive, because they require the 
computation of parameters by an iterative procedure. In some instances, 
these parameters can be replaced by closed form expressions, but still 
complicated operations must be performed. For example, exponentials must 
be evaluated at each step of MART. 
For this reason, we propose modifications to Bregman’s method to 
simplify the complexity of the algorithms when the objective function is 
nonquadratic. Particularly, we focus on the special case where the objective 
function is the discriminatory function, a generalization of entropy. 
In Section 2, we formulate the reconstruction problem, and in Section 3, 
we proceed with a brief review of Bregman’s method applied to the mini- 
mization of the discriminatory function. Our main contribution is given in 
Section 4, where we propose new and simple multiplicative algorithms 
resulting from a quadratic approximation to Bregman’s method. A geometri- 
cal interpretation of the algorithms, useful for understanding and comparing 
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the behavior of the multiplicative algorithms, is given in Section 5. In Section 
6, we compare the image processing performance of ART, MART, and the novel 
algorithms QMART~ and QMART~?. 
2. RECONSTRUCTION PROBLEM 
A discrete representation of the image reconstruction problem is the 
following [4, 141: 
m=W, (2.1) 
where m is a vector of M measurements (mJi= r,M, f a vector associated 
with a discrete image of N pixels {&)j= r,N, and R a sparse and nonnegative 
projection matrix. The matrix R has entry rij in the ith row and jth column. 
In CT, R corresponds to a matrix containing the integration factors. The 
entries of the matrix R determine how the image values fj contribute to the 
measurements mi. 
The noise due to measurements and modeling errors is ignored in the 
model (2.1). This approximation is justified if the noise components are not 
too large and if the constraints (2.1) are well posed. 
The problem is to find solutions f to (2.1). In particular, we assume that 
solutions exist in SiN or, more restrictively, in the positive orthant of SN, 
ST, to satisfy the nonnegativity constraint inherent in image densities. 
Since the system (2.1) is supposed to have an infinite .number of solu- 
tions, it is common to introduce an additional requirement that the solution f 
should satisfy. In general, this is accomplished by selecting a solution that 
optimizes a chosen criterion which reflects certain desired properties of the 
solution. For instance, we may want to minimize the square of the norm: 
Ilf-f*ll” = 5 (fj -&*)“7 (2.2) 
j=l 
in order to reduce the variations between f and a known vector f *. 
Alternatively, the discriminatory function, 
(2.3) 
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can be used. The discriminatory function corresponds to a measure of the 
directed divergence between f and f* [16]. It is also closely related to the 
cross-entropy. 
In (2.3), e is the Napierian base (2.71828.. .I. The function f* is our 
prior knowledge of the shape of the image, and we assume that it belongs to 
the set of strictly positive real vectors 9:“. 
When no prior information is available, f* can be set to e-‘. In this case, 
the minimum discriminatory criterion is equivalent to the principle of 
maximum entropy, which has been used to develop many iterative algo- 
rithms. Entropy was proposed as an optimization criterion for various contro- 
versial reasons, all related to the fact that the concept has arisen in a more or 
less ad hoc manner from information theory, in order to obtain better 
performance of the reconstruction algorithms [ll]. Nevertheless, the mathe- 
matical properties of the discriminatory function make it attractive in recon- 
struction algorithms. 
3. MULTIPLICATIVE ALGORITHMS FOR MINIMIZING 
THE DISCRIMINATORY FUNCTION 
In this section, we briefly review Bregman’s method of convex program- 
ming. The reader is referred to Censor and Lent [3] and De Pierro and 
Iusem [B] for a detailed presentation of Bregman’s method. Particularly, we 
focus on the optimization of the discriminatory function (2.3) subject to the 
linear equality constraints (2.1). In this case, Bregman’s method yields the 
multiplicative algebraic reconstruction techniques (MART). In this paper, 
these algorithms are referred to as RMART because only one row of the matrix 
R is used at each step of the algorithms. 
First, consider the general case. The key role in the design of a Bregman’s 
method is played by a function D(f, g> defined as 
w,g>=w-I- a+u%dLf--g)~ (3.1) 
from the objective function F(f) which corresponds to the function to 
minimize. The symbol V denotes the gradient, and ( *, * ) stands for the 
standard scalar product. In order to apply Bregman’s method, F(f) must be 
a Bregman function, that is, it must satisfy certain properties given in [3]. 
The function D is required to define the general step of the method. An 
initial vector f(O) is chosen and then successive projections are computed by 
projecting the iterates f(“) onto constraints chosen from the set of linear 
equations (2.1). At the nth step of the algorithm, the projection f(“+i) of 
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f(“) is obtained by minimizing D( * , f(“)) subject to one constraint, say the 
ith constraint. We assume here that i depends on n and is an abbreviation 
for i,. This constraint defines a hype&me in SN, that is, a set of the form 
f •2~; 5 rijfj= mi (3.2) 
j=l 
The method is iterative, and the constraints Hi are chosen in an almost 
cyclic’ fashion from the set { 1,2, . . . , M}. In general, due to the nature of the 
function D(*, g), the projections are nonorthogonal. To distinguish them 
from orthogonal projections, it is common to refer them as D-projections or 
sometimes as Bregman projections. 
Bregman’s method can also be used with underrelaxed constraints or 
hypeqlanes: 
H!“) = t f E sN; 5 rijfj = &“)mi -I- (l- p$n))~(in) (3.3) 
j=l 
where m(“), the simulated data, is given by 
my) = 5 rijfin), 
j=l 
(3.4) 
as was shown by De Pierro and Iusem [8]. The D-projections are then 
computed by minimizing D( . , f (“1) to Hi"'. convergence of 
iterative scheme, must belong (E, l] some E 0. 
Bregman’s is applicable the objective is the 
(2.2), or discriminatory function, as was by Bregman 
[1]. In first case, yields ART KS], and the second 
MART [4, 183. 
For discriminatory function, D becomes 
D(f,g)= t& logf;, ; g. 
j=l egj j=l " 
(3.5) 
‘A sequence (i,) is almost cyclic on a set {1,2,.. .,I+41 if there exists a constant integer c 
suchthat{1,2 ,..., M~~(i,+,,i,+, ,..., i,+,}foranyi[31. 
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and the D-projections are called entropy projections. In this case, the 
function D is defined on 9: X 9:“. The entropy projection of f’“’ onto 
H,!“) leads to the general step of a MART algorithm: 
f!“’ ‘) = fj’“) exp( A(r)rij), 
3 
j=l N. >..., (3.6) 
The projection parameter A$“) is determined such that fen+‘) E HI”). Practi- 
cally, some iterative procedure is used to find the projection parameter gin); 
because a nonlinear equation must be solved for A?). The resulting algo- 
rithm, referred to as RMART~, is the following: 
1 Znitialize f(O): 
1.1 Pick z E Gz’~ 
1.2 Set 
&(‘)=fj*exp[(Rr~)~], j=l,..., N. (3.7) 
2 Update f (“I: 
2.1 Select i almost cyclically on the set 11,. . , M}. 
2.2 Compute simulated data, m$“), according to (3.4). 
2 3 
214 
Pick PC”) E (E. 11. 
Solve fior A(.“) and f!“+‘) (3.6), and I .I 
2.5 Repeat step 2 until reaching desired accuracy or a given number of 
iterations. 
RMART~ converges to the minimum discriminatory solution [3]. 
The algorithm is complicated because of the inner loop calculation 
required at step 2.4. Fortunately, for an adequate choice of underrelaxation 
parameters pi”), A$“) can be replaced by a closed form expression [6] 
,$,d = &’ log mi t 1 &’ . 
t 
(3.9) 
This yields the standard row action type MART algorithm discovered indepen- 
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dently of Bregman’s method [4]. In this paper, we refer to this algorithm as 
RMART2: 
1 Initialize f(O): 
1.1 Pick z E SM. 
1.2 Set f(O) as in (3.7). 
2 Update fen) 
2.1 Select i almost cyclically on the set (1,. . . , M). 
2 2 Compute simulated data, rn!“’ 
213 Choose &“I 
t , according to (3.4). 
z such that 
(3.10) 
2.4 Compute Ail”) according to (3.9). 
2.5 Compute fen+‘) according to (3.6). 
2.6 Repeat step 2 until reaching desired accuracy or a given number of 
iterations. 
The condition (3.10) must be fulfilled for convergence of RMART~ to the 
minimum discriminatory solution. 
4. SIMPLIFIED MULTIPLICATIVE ALGORITHMS 
The general steps of RMART~ and RMART~ are computationally intensive. 
For RMART~, the complexity is reduced, but still exponentials must be 
evaluated at each step. 
In the literature, modifications to the multiplicative algorithms of Section 
3 have been proposed to reduce their complexity [2, 9, 121. Censor et al. [2] 
derived approximate MART (AMART) by replacing the exponential and loga- 
rithms terms in (3.6) by a polynominal obtained from their Taylor series 
expansion. The general step of AMART is 
f!“’ 1+ 
.I I 
m. - m!“) 
* I ’ 
m. - m!“) 
’ rij l++ ' ' 
i 
, m, > m!"' 1 ) 
fj"+l)= 
mi mi 
(,. )] rtJ + 1 
i 
[ 
m. -m!"' 
fj""' l+ 'm(n)' rij l+k Irncnj 
( 
m'-m'n)(rij -1) , m, <my). 
I II 
(4.1) 
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AMART is somewhat simpler than RMART~ and RMART~. However, its conver- 
gence remains to be proven. In [12], Elfv’ g m mentioned an algorithm whose 
step is (3.6) with A$“) = mi - rni (n). While no logarithms need to be evaluated 
for this algorithm, it still requires the computation of exponentials. Elfving 
noted that this algorithm has points of attraction, and therefore it converges if 
the initial guess f (O) is sufficiently close to a point of attraction. 
In this section, we design new multiplicative algorithms to reduce the 
complexity of RMART~ and RMART~ and therefore to speed up the iterations. 
Particularly, we describe in more detail the techniques we derived [9] to 
simplify the algorithms yielded by Bregman’s method. 
The computational burden of RMART~ and RMART~ comes from the non- 
quadratic form of the objective function K(f,f*) used in the function 
D<f, g) (3.5). As a function off, D(f, g) is a so nonquadratic. Consequently, 1 
the general steps of Bregman’s method are intensive; either an iterative 
procedure must compute the projection parameter A’,r’ (RMART~) or functions 
not easy to evaluate numerically must be computed (RMART~). 
Clearly, from the definition of D-projections, if D(. , g) could be reduced 
to a quadratic form, then the steps would become easier to compute. This is 
the basic idea for developing the new algorithms. 
Let us assume that the variations between f and g are small. Expanding 
D<f, g) with respect to f around g into its Maclaurin series and keeping the 
terms of order less than two, we obtain 
N (f;-gJ 
Wd= c 
j=l 2gj . 
(4.2) 
The new function fi( f, g) takes a simpler form and satisfies the properties 
required to define D-projections and to ensure their uniqueness and exis- 
tence; in its first argument f, @f, g> is quadratic and strictly convex. 
However, unlike D(f, g) (3.5) &f, g) is defined on the domain 
SN X z%?*N. 
Now consider a point g belonging to .J%?*~. Its D-projection onto a 
hyperplane II!“) is defined as before by the minimizer of fi(. , g> on H,!“‘. 
Similarly to Bregman’s method, we derive the simplified algorithms’ by 
computing successive D-projections onto the relaxed hyperplanes II,!“’ al- 
most cyclically chosen from the set of constraints (2.1). At the nth step, we 
have 
fj(“+ ‘) = fj’“‘( 1 + A(&), j=l , . . , N, (4.3) 
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where A(i”’ is the projection parameter. It is simply found by substituting 
(4.3) into the equation defining Hi(“) (3.2). Solving exactly the system for A?), 
we get 
(4.4) 
The main difference from the typical step of RMART~ (3.6) is that the 
exponential is replaced by the first order term of its series expansion. 
The reader has probably noted that a problem arises with this approxima- 
tion, since the I%projection of f’“’ onto H!“’ may no longer be in .G%“*~ 
where f(“) originally belongs. The componems fjn+‘) can become null, in 
which case fen+ ‘) is out of the domain of definition of D<f, -> and cannot be 
used to compute f (n+z) This problem did not occur with Bregman’s method, .
because the discriminatory function satisfies the strong zone consistency 
property [3]. This property ensures that the successive iterates f’“’ stay in 
.JG~:~, the doma’ m of definition of D<f, * ). 
Fortunately, underrelaxation can be used to monitor the steps in this new 
algorithm when the next iterate fen+‘) e .9*N. Suppose that f(“) E 9:” 
and thus satisfies the constraint of nonnegativity of the solution. By comput- 
ing (4.3) and (4.4) with a reasonably small underrelaxation parameter pi”), 
we can ensure that f(“+ ‘) remains in 9’:“. An easy underrelaxation 
strategy is to compute the next iterate f (n+ ‘) for a given underrelaxation 
parameter pi”), and if fen+‘) E .L%‘:~, recompute f(“+‘) with pi”) divided 
by two. The process is repeated until f(“+i) E 9’:“. 
The resulting algorithm is referred to as QMART~ because it is based on a 
quadratic approximation to Bregman’s method. A compact form of this 
algorithm is: 
1. Initialize f (‘5 
f”‘= f** (4.5) 
2. Update f (n): 
$1 Select i almost cyclically on (1,. . . , M]. 
2.2 Compute simulated data m(“) according to (3.4). 
2.3 Pick p!“) E (se l] 
2.4 Compite A’.“)‘according to (4.4). 
2.5 Compute f t(n+l) according to (4.3). 
2.6 If 1+ A(in)rij < 0, then set A(in) to A$‘)/2, and go back to step 2.5. 
2.7 Repeat step 2 until reaching a desired accuracy or a given number 
of iterations. 
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We observed earlier QMART~ is a first order approximation to RMART~. 
Instead, consider an RMART~ step, (3.6) and (3.9), and replace it with a first 
order approximation by expanding logarithm and exponential in their Taylor 
series. We obtain (4.3) with h(p) given by 
(4.61 
Equations (4.3) and (4.6) d e me the general step of an algorithm, QMART~, f 
which is very similar to QMART~: 
1 Initialize f(O): 
1.1 Set f(O) as in (4.5). 
2 Update fen): 
2.1 Select i almost cyclically on the set 11,. . , M). 
2 2 Compute simulated data rn!“’ according to (3 4) 
2’3 Choose u(n) such that (3.1;) is satisfied. 
. . 
2:4 Compute zh(P) according to (4.6). 
2.5 Compute f in+ ‘1 according to (4.3). 
2.6 If 1+ Ay)rij f 0, then set A(r) to A’,“)/2, and go back to step 2.5. 
2.7 Repeat step 2 until reaching desired accuracy or a given number of 
iterations. 
RMART~ and RMART~ are equivalent for appropriate choices of their 
underrelaxation parameters [6]. In particular, RMART~ corresponds to an 
under-relaxed RMART~ algorithm. We show here that a similar result applies 
for QMART~ and QMART~. Clearly, if 
(4.7) 
holds for. the under-relaxation parameters ain) and &“), then QMART~ and 
QMART~ are equivalent. Therefore, Equation (4.7) allows us to interpret 
QMART~ as an under-relaxed QMART~ algorithm. Notice that for all j, ai”)rij < 1 
and thus we have pi”) < 1, which is consistent with the conditions on the 
underrelaxation parameters. 
QMART~ and QMART~ are simple algorithms belonging to the class of 
multiplicative algebraic reconstruction techniques [ll]. The convergence 
results for Bregman’s method cannot be used for QMART~ and QMART~, 
because some properties, like the strong zone consistency property, do not 
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apply. However, a geometric interpretation of the algorithms gives us some 
insights into their behavior. 
5. GEOMETRIC BEHAVIOR 
In this section, we present a geometric interpretation of the previous 
algorithms which is helpful to understand their behavior. 
First, we study Bregman’s method applied to the minimization of the 
discriminatory function. Consider a hyperplane Hi as defined by (3.2) and a 
point g E 9$N. Let f be the D-projection of g onto a hyperplane HI 
parallel to Hi. According to the definition of D-projections, the coordinates of 
f are given by 
fj = gj eXP(Al-,j), (5.1) 
where A is the projection parameter, Equation (5.1) defines a parametric 
curve C,(A) which intersects Hi at f. To each value of A is associated a 
point f on the curve C,(A) w ic uniquely determines a hyperplane H(. Any h’ h 
point of C,(A) can therefore be regarded as the D-projection of g onto 
hyperplanes parallel to Hi. Furthermore, the role of f and g can be 
interchanged in (5.1). That is, g can also be regarded as the D-projection of 
f onto a hyperplane parallel to Hi. Consequently, any point of the curve 
C,(A) can be interpreted as the D-projection of any other point of C,(A) onto 
a hyperplane parallel to Hi. This is an important property which character- 
izes the D-projections for Bregman functions. For instance, this property, 
which we refer to as the reciprocity property, also applies to orthogonal 
projections, since the norm (2.2) is a Bregman function; for the norm, the 
exponential curve C&A) is simply replaced by a line orthogonal to the 
hyperplane. 
The significance of C&A) is that it allows us to study how the points in 
space map to a hyperplane Hi. Any point f of Hi defines a unique curve 
C,(A) h’ h. p w ic re resents the set of points which will be D-projected onto Hi 
at f. The family of all these curves shows us how the whole space maps 
onto Hi. 
The geometric interpretation of RMART~ and RMART~ is now straightfor- 
ward, and we have illustrated in Figure 1 their behavior for a simple two 
dimensional system. RMART~ is derived from Bregman’s method when the 
constraints are nonrelaxed. Therefore, the successive points f’“’ lie on the 
hyperplanes Hi. RMART~ uses relaxed constraints, and therefore, the points 
f(O) lie on hyperplanes parallel to Hi and between f'"' and Hi. In Figure 1 
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we have also plotted the first two level curves of the function D( * , fen)>. By 
definition of D-projections, such level curves are tangent to the hyperplanes 
on which the point is D-projected. 
Consider now D-projections, and let f be the D-projection of g onto 
hyperplanes Hi' parallel to Hi. The coordinates of f are now given by 
fj = gj(l+ Ar,j), j=l ,...> N, (5.2) 
which represents the equation of a line Li(A). As for C,(A), any point of 
L&A) can be regarded as a D-projection of g onto a hyperplane parallel to 
Hi. However, in contrast to Bregman’s method, the reciprocity property fails 
to apply to D-projections. That is, the point g cannot be regarded as the 
D-projection of f. Indeed, it is easy to check that, in general, the D-projec- 
tion of f onto a hyperplane intersecting Lj(h) at g and parallel to Hi differs 
from g. Consequently, the roles of f and g cannot be interchanged. 
As for RMART~ and RMART~, we have illustrated in Figure 2 the behavior 
of QMART~ and QMART~. The constraints are not relaxed for QMART~; therefore 
the D-projections lie at the intersection of L,(A) and Hi. Since QMART~ can 
be interpreted as QMART~ using underrelaxed constraints as we showed in 
Section 4, the D-projections lie at the intersection of L&A) and relaxed 
hyperplanes. Notice in Figure 2 that the level curves of D(. , f(“)) are 
replaced by ellipses 6( a, f(“)) h s owing the effect of the quadratic approxi- 
mation. 
Furthermore, Li(A) does not represent the set of points g that are 
D-projected at f, unlike C,(A). Th erefbre, L,(A) is useless for looking at how 
the space maps to a hyperplane Hi. Instead, the set of points that are 
D-projected onto Hi at f is defined by the curve CJA): 
fj 
gj= (l+ Arij) ’ 
j=l ,,..I N. (5.3) 
The family of the curves Cj(h) for all points f of Hi defines the mapping of 
the space onto Hi. This mapping can be compared with that for D-projec- 
tions, as we show in Figure 3. Geometrically, C,(A) and Ci(A) have similar 
characteristics. The effect of the quadratic approximation can be seen from 
this graph: when the distance between a point and its D-projection is small, 
the two methods produce closely projected points; conversely, if the varia- 
tions are large, the projected points tend to be far apart. 
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FIG. 1. Geometric behavior of RMART~ and RMART~. The sequence of points f(O), 
f(l), f(‘), . converges to the solution of the linear system defined by the constraints 
H, and H,. 
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FIG. 2. Geometric behavior of QMART~ and QMART~. 
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FIG. 3. Locus of the points that will be D- or &projected to the line (A,B). 
Small dashed curves correspond to Bregman’s method using the discriminatory 
function as a optimization criterion. Long dashed curves correspond to the modified 
Bregman’s method using the quadratic approximation. 
6. PERFORMANCE OF THE ALGORITHMS 
In this section, we compare the computational complexity of QMART~ and 
QMART~ with that of ART, RMART~, and RMART~ as well as their image 
processing performance. We stress that our intention is not to ascertain the 
performance of the algorithms but to show the potential of the new algo- 
rithms QMART~ and QMART~. 
We studied the efficiency of the algorithms by comparing the nature and 
number of operations required at each cycle. For this purpose, we calculated 
the number of additions, multiplications & divisions, logarithms, and expo- 
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TABLE 1 
COMPUTATIONAL COMPLEXII-Y OF THE ALGORITHMS FOR M AND N UNKNOWN? 
Multiplications 
Additions & divisions Logs Exps 
lIMAFiT b(pMN-N) b(BpMN+2M) p(M) b(pMN) 
RMART2 pMN-M 3pMN+2M M PMN 
QMARTl 3pMN-M 4pMNf2M 0 0 
QMART2 2pMN 3pMN+2M 0 0 
ART PpMN 2pMN+2M 0 0 
“The sparsity of the projection matrix R is p 
nentials required for each cycle through the whole set of constraints [ll]. 
Table 1 lists these numbers. The number p, of the order of l%, represents 
the sparsity of the matrix R; it is the fraction of its entries differing from 0. 
To compute these numbers, we assume that each constraint is used once and 
only once in a cycle. An RMART~ step is computed by successive RMART~ 
steps. We assume that b (about 20) RMART~ steps are necessary on the 
average to compute an RMART~ step with good accuracy. 
Table 1 shows that QMART~ and QMART~ have a computational advantage 
over RMART~ and RMART~. A QMART~ and QMART~ iteration iS as efficient as an 
ART iteration, since the orders of operations required are the same. Notice 
that QMART~ involves slightly less operations than QMART~. 
To compare the image processing performance of the algorithms, we 
reconstruct a simple object from simulated projections. We consider two 
cases: reconstruction from 128 parallel projections (overdetermined problem) 
and reconstruction from 16 parallel projections (underdetermined problem). 
In both cases, the projections are at angles equally spaced and are composed 
of 128 samples. The projection data are computed by averaging 15 samples of 
the ideal continuous projections of the object. The projection matrix is 
computed by using zero order interpolation and is scaled so that its largest 
element is equal to 1. The image is reconstructed on a square grid of 64 X 64 
pixels. The object is composed of two concentric rings of different densities: 
the outer ring has density 5 and the inner ring 1. 
The performance of the various algorithms is evaluated by the means of 
merit numbers. The root mean square error 
(6.1) 
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the mean absolute error 
and the norm of the residual, u(“) = my) - m,, scaled by Me112, 
(6.2) 
(6.3) 
are used as merit numbers. The original image is represented by the vector 
f “, and in (6.1), the bar over f” denotes its average. The residual norm (6.3) 
shows how the algorithms perform in the measurement space. Small merit 
numbers are better than large numbers, although they do not always corre- 
late very well with improved image quality. 
The control sequence of the algorithms is cyclic on (1,2,. . . , M), but the 
projections are not taken in the sequential order. Instead, the projections are 
taken in an order such that four successive projections are separated by 45”. 
We assume that we did not have any prior information about the shape of the 
object and that f* represents a uniform image having constant density. This 
density is set to the average of the image estimated from the projection data. 
The initial guess f(O) is set to f*. 
The algorithm ART is constrained so that the image densities fj stay 
positive. The underrelaxation parameters for ART were set to 1 (no relaxation) 
and also to the norm of each row of the projection matrix R (underrelaxation). 
RMART~. RMART~, QMART~, and QMART~ were used with the relaxation param- 
eters set to 1. 
The three merit numbers, E,,,, E,,,, and E,,,, were measured for 10 
iterations of the algorithms. They are plotted versus the number of iterations 
in Figure 4 and in Figure 5, respectively, for the overdetermined and 
underdetermined reconstruction problems. As can be judged from Figure 4, 
the image quality obtained for QMART~ and QMART~ is better than that 
provided by RMART~ and RMART~. However, ART with and without underre- 
laxation reconstructs better images. The performance of the underrelaxed 
algorithms An’r(rel), RMART~, and QMART~ is improved over the performance 
of the nonrelaxed algorithms ART, RMART~, and QMART~. This suggests that 
underrelaxation enhances the image quality. 
For the underdetermined problem (Figure 51, the various algebraic 
procedures behave differently. Underrelaxation slows down the convergence. 
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FIG. 4. Root mean square error, mean, absolute error, and residual norm versus 
the number of iterations for the various algorithms (overdetermined problem). 
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Furthermore, for ART with no relaxation and RMART~ and RMART~, the picture 
distance measures E,,, and E,,, increase while the residual errors E,, 
decrease. This means that the image quality (in the root mean square and 
mean absolute error senses) gets worse while the algorithms converge toward 
a solution of the system (2.1). QMART~ and QMART:! seem to converge, but at 
much slower rate than the other algorithms. However, the convergence of 
RMART~ and RMART~ slows down very quickly, and QMART~ and QMART~ can 
outperform them after more iterations. Nevertheless, ART used with relax- 
ation exhibits the best overall performance in this simulation. 
The results shown on Figure 4 suggests that RMART~ and RMART~ are not 
very robust algorithms, because they cannot deal properly with small incon- 
sistencies of the overdetermined system (2.1). Their performance degrades 
when inconsistencies appear in the system of equations, showing their lack of 
robustness. In contrast, ART provides satisfactory reconstructions and thus 
appears as a more robust algorithm. ART tolerates deviations relatively well 
because it converges in a cyclic manner for inconsistent systems, as was 
shown by Censor, Eggermont, and Gordon [5]. QMART~ and QMART~ seem 
also to be able to cope better with inconsistencies, since the errors are 
smaller than those for RMART~ and RMART~. Even in the underdetermined 
system, QMART~ and QMART~ provide smaller reconstruction errors than 
RMART~ and RMART~, although they require more iterations. In CT, it is 
important to use robust techniques for solving the problem because such 
techniques tolerate reasonable deviations of the model from the physical 
process. 
7. CONCLUSION 
New algorithms, QMART~ and QMART~, have been proposed for solving 
large systems of linear equations. They were derived from a quadratic 
approximation to Bregman’s method of taking successive entropy projections 
onto linear constraints. In particular, the functional required to define the 
entropy projections was reduced to a quadratic form. This approximation 
resulted in simple multiplicative algorithms, QMART~ and QMART~, which do 
not require as much work per iteration as the row action type multiplicative 
algebraic reconstruction techniques, RMART~ and RMART~. A geometrical 
interpretation of the algorithms was provided and allowed us to compare the 
behavior of QMART~ and QMART~ with that of the maximum entropy type 
algorithms RMART~ and RMART~. In our simulated results, QMART~ and 
QMART~ performed better than RMART~ and RMART~. However, they did not 
outperform the minimum norm algorithm ART. 
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Although these new algorithms were derived for image reconstruction 
from projections, they may be found useful for solving large systems of linear 
equations in other applications. However, further results about the conver- 
gence of QMART~ and QMART~ need to be established. 
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