The k-polynomial of a simplicial complex C is the function k C (x) = i¿1 fix i where fi is the number of i-faces in C. These k-polynomials are closed under composition, and we are lead to ask: for higher composites of a complex C with itself, what happens to the roots of their k-polynomials? We prove that they converge to the Julia set of k C (x), thereby associating with C a fractal. For 2-dimensional complexes we exploit the Mandelbrot set to determine when their fractals are connected, and determine the connectness of the fractals for certain families of 'stripped' complexes.
Introduction
A simplicial complex is a nonempty collection of sets that is closed with respect to containment. Formally, if X is a ÿnite set then a nonempty collection C of nonempty subsets of X is a (simplicial) complex if for every set A ∈ C, B ⊂ A implies that B ∈ C as well. The sets X and C contain the vertices and faces, respectively, of the complex, and the largest cardinality of a face is the (combinatorial) dimension of C (this is the deÿnition used most often by combinatorialists (see, for example, [11, 12, 19] ), and is one more than the usual deÿnition of dimension of a complex from algebraic topology). Any matroid (cf. [39] ) is a complex, and various families of complexes arise in many combinatorial problems; shellable and Cohen Macaulay complexes in reliability theory [19] and broken-circuit complexes in the theory of chromatic polynomials (see, for example, [4] ). The collection of all independent sets of a graph G also forms a simplicial complex over V (G)-the independence complex of G-whose dimension is precisely the independence number of G.
With any d-dimensional complex C, we can associate a vector (f0; f1; f2; : : : ; f d ) where, for each i, fi is the number of faces of cardinality i in C. This vector is known as the f-vector of C. The corresponding generating function f C (x) = Gasharov and Stanley, is that the independence polynomial of any claw-free graph has all real roots. For various other results on the roots of independence polynomials, see [13, [16] [17] [18] .
Complexes and their f-polynomials arise in a natural and important way in other areas of combinatorics. The chromatic polynomial can be expressed in terms of the f-polynomial of the broken circuit complex of the graph (cf. [4] ), and this connection has been utilized recently to improve bounds for the location of chromatic roots [10] . The all-terminal reliability of a graph can also be expressed in terms of the f-polynomial of the cographic matroid of the graph, and a variety of results both on estimating and bounding the reliability polynomial, as well as locating its roots, follow from this viewpoint [19] .
Note that for any complex f1=1, as ∅ is the only face of dimension 1. We choose to omit this term from the polynomials under study and consider the k-polynomial k C (x) = f C (x) − 1 = d j=1 fjx j . We shall ÿnd that this polynomial is better behaved with respect to an operation on complexes (though, with more work, one can consider the approach taken with f-polynomials as well). We will refer to the roots (or zeros) of k C (x) as the k-roots of C.
Studying the roots of polynomials can shed light on their coe cients-and therefore on the underlying combinatorics-but they are also an interesting study in their own right (as has been found in the study of chromatic polynomials [3, 9, 10, 14, 15, 32, 33] , reliability polynomials [11, 12, 38] , independence polynomials [13, [16] [17] [18] 21] , and others). On the other hand, for various graph-theoretic invariants, there has been considerable interest in investigating limits of the invariant on 'powers' of a graph, where the notion of power corresponds to iterates of some associative binary operation on graphs. For instance, the Shannon capacity [31, 35, 36] of a graph G is deÿned by
where strong is the strong product of graphs and ÿ(H ) denotes the independence number of graph H (i.e. the maximum cardinality of an independent set of vertices of H ). The Shannon capacity of a graph arose from a problem of transmission of words over a noisy line, but has a number of other applications (see [31] ). Another such concept is the ultimate chromatic number of a graph G; that is
(here • denotes the lexicographic product and (H ) the chromatic number of H ). This was introduced by Hilton et al. [29] and is related to the problem of assigning radio frequencies to vehicles operating in zones (see Gilbert [23] and also Roberts [34] ).
Here we marry the two ideas together and consider the limits of the k-roots of iterated compositions (i.e. lexicographic products) of a complex with itself. The fascinating result is that we can associate with each simplicial complex (a combinatorial structure) a fractal (a topological structure). We are led to ask about the connections between combinatorial properties of the complex and topological properties of the associated fractal, and we investigate, in particular, the di cult question of when can we expect the fractal to be connected. In Section 3 we exploit the Mandelbrot set to give a complete answer to the latter question for 2-dimensional complexes. In Section 4 we investigate the fractals of families of complexes obtained by stripping a face from a simplex, and show that in some cases the fractals are always connected, while in others (the interiors of su ciently large simplices) they are disconnected.
k-Fractals of simplicial complexes
If C and D are simplicial complexes on sets X and Y , respectively, their composition C[D] can be deÿned as follows: its vertex set is X × Y , and a face in C[D] arises by choosing a face C ∈ C, and then replacing each vertex in C with a face in D (one can think of this as 'substituting' a copy of D in place of each vertex of C). Formally,
It is not hard to see that C[D] is a complex as well. Moreover, if C and D are the independence complexes of graphs G and H , respectively, then C[D] is the independence complex of the graph formed by substituting H in place of every vertex of G.
We have:
Proof. By deÿnition, the polynomial
where k C l is the number of faces of cardinality l in C (similarly for k D j ). Now, a face in C[D] of cardinality l arises by choosing a face in C of cardinality m (for some m 6 l), and then, within each vertex belonging to that face, choosing a face in D, in such a way that the total number of vertices chosen is l. But the number of ways of actually doing this is exactly the coe cient of x l in (2), which completes the proof.
For a positive integer l, let
Our goal is to describe where the roots of k-polynomials k C l (x) are approaching as l tends to inÿnity. More precisely, we will consider the existence and nature of the set
where the limit is taken with respect to the Hausdor metric (cf. Notice that the roots of k C (x) are just the pre-images of 0 under k C , i.e., Roots(
And so:
Now, in iteration theory (speciÿcally, an area known as 'complex analytic dynamics' [2, 5, 8] ) it is well known that for any polynomial f of degree at least 2, and any point z0 ∈ C (with the exception of at most one point), the sets f −l (z0) accumulate on the Julia set of f, deÿned as follows. For a point z ∈ C, its forward orbit (with respect to f) is the set {f l (z): l = 0; 1; 2; : : :}, where
The ÿlled Julia set K(f) is the set of points whose forward orbits are bounded, and the Juila set J (f) is the boundary of K(f). With f(x) = x 2 , for example, only the points on the unit disk have a bounded forward orbit, so that K(f) is the unit disk, while J (f) is just the unit circle. Often, however, Julia sets are fractal in nature (cf. [2, 6, 7] ).
In his Ph.D. thesis [28] , one of the authors proved that for 'most' points z0 ∈ C, the sets f −l (z0) not only accumulate on J (f), but actually converge to it, with respect to the Hausdor metric; among those z0 that work are the repelling ÿxed points of f, that is, points z0 for which f(z0) = z0 and |f (z0)| ¿ 1. With this knowledge, we can say exactly what F(C) is. Complexes on a single vertex, whose composite powers again have only one vertex, will not be of interest to us.
Theorem 2.2. The k-fractal F(C) of a simplicial complex C on at least two vertices is precisely the Julia set J (k C ) of its k-polynomial k C (x). Equivalently, F(C) is the closure of the union of the roots of the polynomials k C l (x), l=1; : : : ; ∞.
Proof. If C is a 1-dimensional complex with n ¿ 2 vertices, then k C (x) = nx, whose Julia set is {0} (as any nonzero point would go unbounded under forward iteration). Now, for each l, C l is a 1-dimensional complex with n l vertices, and k C l (x) = n l x, whose set of roots is {0}. The union and limiting root set is therefore {0} = J (k C ), and the result holds. If C is at least 2-dimensional with n vertices, then k C (x) has degree at least 2, and since k C (x) = d l=1 f l x l , we have that k C (0) = 0 and |k C (0)| = |f1| = n ¿ 1. Then 0 is a repelling ÿxed point of k C (x), and from the remarks above, Finally, since k C (0) = 0, we have 0 ∈ k (−1)
to both sides yields k
. Therefore, F(C), which we now know exists, must also be equal to Cl l¿1 Roots(k C l ) = Cl l¿1 k −l C (0) . This completes the proof.
Since Julia sets are often fractals, we are associating with each simplicial complex C a fractal F(C). Here are two examples. Consider the graph H consisting of three triangles intersecting on a common vertex. Then H has 7 vertices, 9 edges and 3 triangles. If G is the complement of H , then the independence complex of G has k-polynomial 7x +9x 2 +3x 3 , whose Julia set is shown in Fig. 1 .
As a second example, let C be the disjoint union of a 3-simplex and a 2-simplex (an n-simplex is the power set of a set of cardinality n). Then, k C (x) = 5x + 4x 2 + x 3 , whose Julia set is shown in Fig. 2 . The question arises as to the possible connections between a complex and its k-fractal. How are combinatorial properties of C encoded in F(C)? How much does F(C) re ect C itself? In sections that follow we will come across k-fractals that are connected, and others that are disconnected. We ask: Question 2.3. For which complexes C is F(C) connected?
As we saw in the proof of Theorem 2.2, the k-fractal of any 1-dimensional complex is simply {0}. For 2-dimensional complexes we will exploit the Mandelbrot set to completely determine when their k-fractals are connected; this is the subject of Section 3. And in Section 4 we will analyze families of complexes arising from a simplex by removing one of its faces. In the process, we will make important use of the following result from iteration theory linking the critical points of a polynomial to the connectivity of its Julia set. A totally disconnected set is one whose components (maximal connected subsets) contain just one point. Theorem 2.4 (cf. Beardon [2] ). Let f be a polynomial of degree at least two.
• The Julia set J (f) is connected if and only if the forward orbit of each of its critical points is bounded in C.
• The Julia set J (f) is totally disconnected if (but not only if) the forward orbit of each of its critical points is unbounded in C.
Simplicial complexes of dimension 2
A 2-dimensional complex C with n vertices and m 2-faces has k-polynomial
Our work in [17] on fractals of 2-dimensional independence complexes extends immediately to arbitrary complexes. Essentially, we 'conjugate' k C (x) to a polynomial of the form g C (x) = x 2 + c, for then we can apply the Mandelbrot set M (cf. Fig. 3 ), which consists of all complex numbers c for which the Julia set of the polynomial x 2 + c is connected. For any other value of c, Theorem 2.4 implies that J (x 2 + c) is not only disconnected, but totally disconnected, as x 2 + c has only one critical point. A well-known fact (cf. [20] ) is that M is contained in the disk |c| 6 2.
It is straightforward to check that
where
and
A simple inductive argument shows that
C for all l ¿ 1. Moreover, it is also the case that J (g C )= (J (k C )). To prove this fact, we argue as follows. Since C is continuous, and continuous functions preserve boundaries and interiors (cf. [30] ), it su ces to show that K(g C ) = (K(k C )). Now,
Hence, K(g C ) = C (K(k C )), and so J (g C ) = C (J (k C )). Equivalently, we have
Hence, F(C) is a mere scaling and shifting of J (x 2 + c), and since c is independent of m, the connectivity of F(C) depends only on how many vertices C has. The location of F(C), though, will depend on both n and m. Theorem 3.1. Let C be a 2-dimensional complex with n vertices and m 2-faces.
(i) If n = 2 then C is a 2-simplex, and F(C) = {z: |z + 1| = 1}.
(ii) If n = 3 then C ∈ {Â1; Â2; Â3} (described below), and
Proof. (i) There is just one 2-dimensional complex on 2 vertices: the 2-simplex C2, whose k-polynomial is k C 2 (x) = 2x +
l − 1, whose roots are the 2 l th roots of unity, shifted one unit to the left. As l → ∞ the roots become dense on the circle |z + 1| = 1, which, by Theorem 2.2, is F(C2). Hence, F(C2) is connected.
(ii) There are exactly three nonisomorphic 2-dimensional complexes on the n = 3 vertices a; b; c. They are: Â1 = {∅; {a}; {b}; {c}; {a; b}}, Â2 = {∅; {a}; {b}; {c}; {a; b}, {a; c}}, and Â3 = {∅; {a}; {b}; {c}; {a; b}; {a; c}; {b; c}}. Their kpolynomials are k Â 1 (x) = x 2 + 3x, k Â 2 (x) = 2x 2 + 3x, and k Â 3 (x) = 3x 2 + 3x. For C ∈ {Â1; Â2; Â3} Eq. (6) says that k C (x) is conjugate to the polynomial g(x) = x 2 − 3 4 . By Eq. (9),
x − 3 4 , and
. Since − 3 4 lies in the Mandelbrot set, J (x 2 − 3 4 ) is connected, and so (for C ∈ {Â1; Â2; Â2})
) is also connected. In [17] ], and that the box is tight. Applying Fig. 4 .
(iii) For a 2-dimensional complex C on n = 4 vertices (and with m 2-faces), Eqs. (6) and (7) tell us that 
Connectedness of the k-fractals of 'stripped' complexes C (m) n
We leave an investigation of 3-dimensional complexes for a later work. Instead, we turn our attention to the question of fractal connectivity for a special family of complexes of arbitrarily high dimensions.
The most elementary simplicial complex is an n-simplex, Cn, which consists of an n element set, together with all of its subsets. Since, for each i, fi is then the binomial coe cient C (n; i), we have k Cn (x) = (1 + x) n − 1. Then, for each l ¿ 1, k l Cn (x) = (1 + x) l n − 1, whose roots are the l n th roots of unity, shifted to the left one unit. As l → ∞, the roots become dense on the circle |z + 1| = 1, and hence Now, if we were to remove from Cn one of its faces C of cardinality m 6 n (along with all faces in Cn containing C), then we would be left with a 'stripped' complex, C (m) n , whose k-polynomial can be seen as follows. For each i, the number of faces in Cn of cardinality i that contain C is the binomial coe cient C (n − m; i − m). Hence,
If, for instance, C4 is the 4-simplex on {a; b; c; d}, then C
is isomorphic to the complex obtained by removing face {a; b} (and those containing it).
It follows that k C
4 ), is shown in Fig. 5 . In addition, plots of the sets F(C The truth of item (i) follows easily from our results thus far. We conjecture that (ii) holds for all 4 6 n 6 8, that (iii) holds for all n ¿ 9, and that (iv) holds for all 1 6 m 6 6.
We ÿrst consider the k-fractals of the stripped complexes C (m) n for small m, and show that they are always connected. Proof. C
(1) n is connected: Since C
(1) n is isomorphic to Cn−1, its k-fractal is connected, by Theorem 4.1. C (2) n is connected: If n = 2 then k C (2) n (x) = 2x, whose Julia set is {0}, which is connected. If n ¿ 3 then
whose critical points are −1 and −n=[2(n − 1)]. If, in fact, n = 3, then
whose Julia set, as we saw in Section 3, is connected.
Further, whenever |z + 1| ¡ 1 4 , we have
6 |z + 1| n−2 (2|z + 1| + 1)
6 |z + 1| 2 (2|z + 1| + 1) (since n ¿ 4)
Hence, the forward orbit of −n=[2(n − 1)] will converge to −1, and is therefore bounded in C. Thus, since all critical points of k C (2) n have bounded forward orbits, its Julia set, F(C
is a 2-dimensional complex on 3 vertices, which, by Theorem 3.1, has a connected k-fractal.
If n = 4 then k C
(x) = 4x + 6x 2 + 3x 3 , and (k C
) (x) = (3x + 2) 2 . Thus, the only critical point is − 3 2 . Now, k C
is always increasing, with k C 1; 0) ) is contained in (−1; 0) . Thus, the forward orbit of − 2 3 is bounded and hence F(C
whose roots are −1 and
We will show that the forward orbit of each critical point converges to −1. Since k C Now,
Hence,
Further, whenever |z + 1| ¡ Thus, the forward orbit of c will converge to −1. It follows that every critical point has a bounded forward orbit, and so
Thus, stripping a small face from a simplex leaves its k-fractal connected. On the other hand, we shall see now that if we strip the top face from Cn (where n ¿ 4), then the k-fractal of the remaining complex (which is the interior of the n-simplex), C (n) n is disconnected, except in small cases. We shall prove this by showing that one of the critical points has an unbounded forward orbit. To begin, we set kn(
Proof. Suppose n ¿ 4 and |z| ¿ n. Applying the triangle inequality, we ÿnd that |kn(z)| ¿ gn(|z|), where
It su ces, then, to show that gn(x) ¿ 0:2nx n−1 provided x ¿ n. This is equivalent to showing that hn(x) ¿ 0 provided x ¿ n, where
By Descartes' Rule of Signs, hn(x) has a unique positive root. Therefore, since (for instance) hn(1) is clearly negative, it su ces to show that hn(n) is positive. Now,
which is what we wanted to show.
Since kn(x) = (1 + x) n − x n − 1, we have k n (x) = n((1 + x) n−1 − x n−1 ), and so the critical points of kn are the points z for which (1 + z) n−1 = z n−1 . That is, z = 1=(! − 1), where ! n−1 = 1. In particular, for each n let cn = 1=(!n − 1), where !n = e 2 i=(n−1) . Note that by Theorem 4.2, F(C (n) n ) is connected for n = 1; 2; 3.
Concluding remarks
The relationship between a simplicial complex and its k-fractal remains a tantalizing question, and there are many avenues than one could explore. Indeed, it is not even clear just which complexes have a connected k-fractal. We have shown that k-fractals of simplexes are connected (in fact, a circle), while the interior of a simplex has a disconnected k-fractal. Both are matroids and shellable and Cohen-Macaulay complexes, so there seems to be no connection between the usual 'interesting' classes of complexes and connectivity of their k-fractals.
There is also the question of where the k-fractal of a complex lies in the plane. For 2-dimensional complexes, Theorem 3.1 tells us that their k-fractals lie in the disk z + n 2m 6 n 2m :
For arbitrary complexes, however, it remains to be seen what a bounding disk might be.
