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Abstract
The crime rate in India is considerably increasing day by day. Consequently, the data associated with crime is also
increasing, opening doors for data-driven approaches to these data to extract insightful knowledge, which can help
police and other law enforcement organizations of the country in crime control and prevention. Crime prediction
using machine learning algorithms on crime data can predict region-wise crime counts. In this paper, a machine
learning-based soft computing regression analysis approach for Indian Crime Data Analysis (ICDA) is proposed.
Different regression algorithms, namely, Simple Linear Regression (SLR), Multiple Linear Regression (MLR), Decision Tree Regression (DTR), Support Vector Regression (SVR), and Random Forest Regression (RFR) are uses to
build regression models. These regression models can predict a total number of Indian Penal Code (IPC) crime counts
and crime counts of different types of crime (murder, rape, kidnapping and abduction, riots, to name a few) regionwise and state-wise and all over the country for a given year. Adjusted R squared value and Mean Absolute Percentage Error (MAPE) is used to evaluate and compare proposed regression models. In the proposed approach
for ICDA, district-wise spatial-temporal crime data of years 2001e2012 is used, collected from the ofﬁcial website
of NCRB. For the chosen data, it is concluded that the region-wise total IPC crime prediction RFR model ﬁts the
best with an adjusted R squared value of 0.9631551 and an error of 0.2027437. Whereas for region-wise thefts
crime count prediction, the RFR model ﬁts the best with an adjusted R squared value of 0.966604 and an error
of 0.16571.
Keywords: Indian penal code (IPC), Support vector regression (SVR), Random forest regression (RFR), Decision
tree regression (DTR), Multiple linear regression (MLR), Machine learning algorithms, Indian crime data analysis
(ICDA)

1. Introduction

T

he crime rate in India is substantially
increased over time. As per NCRB data, in
2019, on average, 8837 (per day) IPC cognizable
criminal cases were registered in the country. Parallel to this, data associated with the criminal activities registered all over the country also increases
day by day in volume [1,2]. NCRB is the responsible
authority to maintain all the data associated with the
criminal activities registered all over the country.
On the one hand, where NCRB maintains the data

with the help of Crime and Criminal Tracking
Networks and Systems (CCTNS), whereas on the
other hand, roles of data analysts and scientists
come into play, who can extract knowledge from the
data to make valuable insights [3,4]. In the case of
crime data analysis, the temporal data can be used
to perform time-series analysis on it. Also, it can be
used to predict future crime counts for speciﬁc regions and all over the country.
Furthermore, this can be used to predict the
probable future crime hot spots [5e7]. With the
help of this, police and other organizations
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responsible for law enforcement can be more efﬁcient and effective in their job [8]. The crime rate is
affected indirectly and directly by many reasons
which change from time to time, so it is pretty
impossible to achieve such goals without a datadriven approach [9e12]. For crime count prediction, it is used some suitable regression algorithms,
like, simple linear regression (SLR), multiple linear
regression (MLR), decision tree regression (DTR),
support vector regression (SVR), and random forest regression (RFR). In the proposed approach,
predictive model templates are created and then
ﬁtted into the desired datasets so that these templates can be further used by other aspirants to
create predictive models by making necessary
changes.
1.1. Types of crime
In the proposed approach, regression models are
built for predicting total IPC cognizable crime
counts and crime counts for 28 different crimes.
These crimes can be classiﬁed into some types of
crime, which are as follows:
Theft: This crime is said to be committed if an
individual treacherously takes possession of another
individual's property without his/her consent. Auto
theft comes under theft, in which the automobile is
the property intended to be stolen. Every country
has its punishment for this crime; primarily, this
crime is not considered a signiﬁcant problem, but
generally, many cases are registered under this
crime [13].
Violent Crimes: This crime is committed when
an individual attempts or does harm someone or
threaten another individual with violence. Rape,
robbery, dacoity, riots, domestic violence,
murder, attempt to murder, dowry deaths, active
shooters, etc., are considered violent crimes. In
this type of crime, as per IPC, the criminal gets a
long time punishment or some time penalty of
death [14].
Assault on women: The violent crime against
women or girls comes under assault on women.
Rape, eve-teasing, acid attack, gender-targeted
crime, domestic violence, etc., come under assault
on women. Such crimes are considered to be hate
crimes. The motive in these types of crime is physical pleasure, superiority, entitlement, etc., [15].
Kidnapping: It is a crime in which a person is
transported, taken away, and held/conﬁned against
his/her consent by threatening him/her or using
violence or deception. Kidnapping and abduction of
women and girls, kidnapping and abduction of
children, etc., come under this crime [16].

Causing death by negligence: This crime is
committed when someone dies due to the negligence or careless act of another person who did not
intend to kill the individual who died. Sometimes
buildings are demolished, signiﬁcant accidents, patient death, etc., types of events are happened due to
negligence. This negligence is one of the serious
crimes, and there are very high penalties or punishments in most countries against this crime [17].
1.2. Related works
Tayal et al. [18] proposed a method to design and
implement crime detection and identiﬁcation in
Indian cities with the help of data mining techniques. They have used k means clustering with
google maps for crime detection and map visualization of clusters, KNN classiﬁcation is used for
crime identiﬁcation, and then they used WEKA
software to verify their results. They achieved
around 94% accuracy in their results.
Awal et al. [19] proposed an SLR ﬁtted to the
Bangladesh crime data set to forecast future crime
trends of Bangladesh. For different regions, they
used this model to forecast crime for speciﬁc crimes
such as robbery, dacoity, women and child repression, murder, etc.
Yadav et al. [20] proposed an SLR model ﬁtted to
the 14 years of Indian crime data (2001e2014) to use
the model to predict crime rates in different states
for the years after 2014. They have also used the
apriori algorithm for association rule mining, k
means for clustering, and Naive Bayes for classiﬁcation on the data set to increase the accuracy of the
predictive model. Kim et al. [21] proposed a machine learning-based approach for crime prediction.
They used two different data sets obtained by two
approaches of data pre-processing. They used KNearest Neighbour and boosted decision tree classiﬁcation algorithms to build classiﬁers for both the
data sets and achieved 39e44% accuracy. The accuracy of the built classiﬁers is too low, but they can
be used as a basic framework for further use. Mittal
et al. [22] proposed an approach to monitor the effect of the economic crisis on the crime rate in India.
They used SLR, DTR, RFR algorithms, and a neural
network algorithm on Indian crime data set
collected from NCRB to study the correlation between unemployment and different crimes, viz.,
Theft, Burglary, and Robbery. Further, they used
Granger causality to study the causal relationship
between parameters affecting the Indian economy.
They observed that the rate of unemployment is a
signiﬁcant factor that affects the crime rate in India.
Das et al. [23] proposed numerous classiﬁcation
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techniques for crime prediction and analysis in
India. They used KNN, DTR, RFR, Naive Bayes, and
adaptive boost classiﬁcation algorithms to classify
processed crime data collected from the ofﬁcial site
of NCRB. They also prepared comparison tables for
different classiﬁers, which were compared based on
accuracy, recall, F-measure, etc., parameters.
Hossain et al. [24] proposed an approach to predict criminal activities with the help of supervised
learning algorithms. K- nearest neighbours (KNN)
and Decision tree is used on San Francisco criminal
activity data set of 12 years to predict crime. Classiﬁers built using KNN and decision trees have low
accuracy, so they used RFR with Adaboost to increase the accuracy. Logeloss is used to measure
the performance of classiﬁers by penalizing false
classiﬁcation. With a random under-sampling
method for the RFR, the classiﬁer built gives the best
accuracy. The absolute accuracy is 99.16%, with a
0.17% log loss.
Pinto et al. [25] proposed an approach to minimize
the adverse action or crime harmful to human society with the help of the model of the machine
learning algorithms. KNN, Decision tree, Multivariate linear regression classiﬁcation algorithms are
used with the New York crime data set for 2019.
With the help of past crime data, this model shows
trends vs patterns in a crime, which helps correlate
the factor that helps predict future crimes. The decision tree gives the best prediction (99.95%) to the
borough with the correct name. The decision tree
deals better in an extensive data set with many
nodes with different layers and a small target with
only ﬁve boroughs. There is a limited number of
possible decision points, which is why it gives the
best accuracy. The KNN comes in the second-best
prediction model with an accuracy of 99.65%, and
multivariate linear regression comes last with an
accuracy of 98.03%. The common point between all
the three models Is that they give a reasonable accuracy rate at a limited target.
Using the machine learning algorithm, Wheeler
et al. [26] give the accurate longeterm prediction of
crime in microecities compared to the other popular techniques and how their advanced model is
improving their interpretability helps open the
“black box” of RFR. Using this model, they estimate
future crimes using different measures of predictive
accuracy, and their model accurately predicts the
crime in micro places. However, they are unable to
understand why these places are predicted very
riskily.
Safat et al. [27] proposed an approach to estimate
the accurate crime rate, types of different crimes,
and hot spot places from the past pattern with
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the help of machine learning and deep learning
techniques. They used machine learning algorithms viz., SVM, Naive Bayes, KNN, decision tree,
Multilayer perceptron neural net, RFR, logistic
regression, XGBoost for crime prediction, and deep
learning algorithm LSTM for time series analysis
and ARIMA for forecasting on Chicago and Los
Angeles crime data. They also performed exploratory analysis. LSTM gave satisfactory results with
acceptable root mean square error and mean absolute error. They concluded various valuable inferences based on their experimentation results.
Aytug Onan et al. [28] proposed supervised machine learning algorithms and sentimental analysis.
These methods are beneﬁcial for extracting information from text documents online. Some of the
researchers applied different classiﬁcation methods
to enhance the predictive preformation of sentiment
classiﬁcation. The proposed ensemble method incorporates Bayesian logistic regression, naive Bayes,
linear discriminant analysis, logistic regression, and
support vector machine as a base learner for the
static classiﬁer. The proposed classiﬁcation scheme
can predict better than conventional ensemble
learning methods such as AdaBoost, bagging,
random subspace, and majority voting. The best
classiﬁcation accuracy is 98.86% [29e31].
Various researchers proposed a sentimental
analysis to express their views, complaints, feelings, and attitudes towards subjects. For that, it
uses a sentimental analysis with supervised and
unsupervised term weighting schemes. Most researchers used four supervised learning algorithms
(i.e., Naïve Bayes, support vector machines, knearest neighbour algorithm, and logistic regression) with ensemble learning methods (i.e., AdaBoost, Bagging, and Random Subspace) to explore
the predictive efﬁciency of the term weighting
schemes. The experimental results indicate that
supervised term weighting models can outperform
unsupervised term weighting models [32e36].
Some researchers proposed a sentimental analysis
with natural language processing, text mining, and
web mining which aims to extract subjective information in source materials. In these methods,
feature selection becomes essential in developing a
robust and efﬁcient classiﬁcation method while
reducing the training time. The proposed model
with these methods indicated that the classiﬁcation
model with feature selection methods is an efﬁcient
method. It outperforms individual ﬁlter-based
feature selection methods for sentiment classiﬁcation [37e40].
Aytug Onan et al. [37] proposed a text genre
classiﬁcation method to identify text documents'
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functional characteristics. The immense quantity of
text documents available on the web can be
adequately ﬁltered, organized, and retrieved,
which may have potential use on several other
tasks of natural language processing and information retrieval. Text genre classiﬁcation is typically
performed by supervised machine learning (SVM)
algorithm. The highest average predictive performance obtained by the proposed scheme is 94.43%.
M.A. Tocoglu et al. [38] proposed a sentimental
analysis method to extract subjective information in
the source material. Using this method, it encountered an overwhelming amount of data available.
Two essential tasks for achieving scalability in machine learning based on sentimental analysis are
instance selection and feature selection. The
instance selection methods are evaluated by a decision tree classiﬁer (C4.5 algorithm) and radial
basis function networks regarding classiﬁcation accuracy and data reduction rates. The experimental
results indicate that the highest classiﬁcation accuracy on the C4.5 algorithms is generally obtained by
the model class selection method. In contrast, the
nearest centroid neighbour edition obtains the
highest classiﬁcation accuracies on radial basis
function networks.
Aytug Onan et al. [39] proposed a method that
used a sentimental analysis to identify and classify
users' views from text documents into different
sentiments, such as positive, negative, or neutral.
This method is used to extract structured and
informative knowledge from unstructured text
pieces. In the experimental analysis, three conventional text representation schemes (i.e., term-presence, term-frequency, TF-IDF scheme) and three Ngram models (1-g, 2-g, and 3-g) have been considered in conjunction with four classiﬁers (i.e., support
vector machines, Naïve Bayes, logistic regression,
and random forest algorithm).
The predictive performance of four ensemble
learners (i.e., AdaBoost, Bagging and Random Subspace, and voting algorithm) have also been evaluated. The empirical results indicate that the machine
learning-based approach yields promising results
on students' evaluation of higher educational institutions [40].
The objectives of the proposed work are:
i. To create effective predictive model templates
in R, which others can further use for performing regression analysis on similar crime
data, which can be achieved by making
necessary changes.
ii. To build predictive models with Indian district-wise crime data (2001e12), which can

predict/forecast total IPC and speciﬁc crime
counts, region-wise and all over the country.
iii. To use different regression models and choose
the best one for predicting different types of
crime and total IPC crime counts.
1.3. Proposed work
Fig. 1 shows the ﬂow chart of the proposed work.
In the proposed approach for ICDA, the desired
crime data set is collected from NCRB records. Afterwards, using MySQL workbench's data import
wizard feature, the pre-processed data set (data set
after taking care of missing values using R) is imported to the ICDA research database. MySQL
workbench smartly creates the table schema as per
the data set imported. Then, different ‘select’
queries are used to generate and export different
derived and transformed data set (as per desired
future analysis and modelling) in.csv ﬁle format.
Different regression algorithm-based templates and
data pre-processing templates are written in R, and
scripts are saved. Then, using desired data preprocessing on different derived data sets, data sets
are pre-processed. Then, regression models are
created and further evaluated using different
regression templates based on their Adjusted R
squared value and mean absolute percentage error
in predicting the corresponding test set data. After
concluding the relatively best regression models,
these models are used to predict the crime counts
for different regions in India for the year 2022.
Leaﬂet library in R is used to generate map plots to
show the spatial-temporal predictions, showing the
top 50 predicted regions in India with relatively high
crime count.

2. Methods used
2.1. Regression algorithms used
Following is the elaboration of the regression algorithms which has been used in this paper for
predictive modelling:
2.1.1. SLR
SLR is the statistical model used to predict the
relationship between the independent and dependent variables. It is used to quantify the variable
with the help of a continuous variable. The accuracy
and goodness of ﬁt are measured by loss, R e
square value, and Adjusted R e square value.
More the R-square value more the data is ﬁtted to
the model. On increasing the data set to measure
the model goodness, it is observed an adjusted R-
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Fig. 1. The ﬂow chart of proposed ICDA Approach.

square value. The representation of the SLR model
is given as [19]:
Y ¼ a*X þ C,

(1)

where Y: Dependent Variable
X: Independent Variable
C: Intercept
a: Coefﬁcient of X
2.1.2. MLR
MLR is one of the essential regression algorithms
in which there is a relationship between the single
dependent variable and multiple independent variables. In this algorithm, the dependent variable
must be continuous, and the independent variable
may be continuous or categorical. The representation of the MLR model given as [41,42]:
Y ¼ a*X1 þ b*X2 þ c*X3 þ C,
where Y: Dependent Variable
X1, X2, X3, ….: Independent Variables
C: Intercept
a,b,c, …: Coefﬁcients of X1, X2, X3, …
2.1.3. DTR
DTR is one of the two encompassed terms in the
umbrella term CART, which stands for classiﬁcation
and regression trees. DTR algorithms are generally

used to classify the labelled data, but they can also
be used for regression analysis. In the training
process, initially, the whole data set is considered as
the root node. Then different split boundaries are
created among the data points at successive levels of
the tree. The best split is decided based on the information gain value of the split. Split with the
highest information gain is chosen as the best split.
There are different DTR algorithms; they all differ in
the formula used to calculate the information gain.
In the case of decision tree classiﬁcation, the leaf
nodes are the labels of labelled data. In the case of
DTR, leaf nodes are the average value of the data
points belonging to the region, resulting from splits
in the path from the root to the corresponding leaf
node [43,44].
Information gain for a feature X is calculated as
the difference between the entropy in the data
segment before the split and the total entropy of
partitions after partitioning the data segment.
Therefore,
Information Gain (X) ¼ Entropy(S1) Entropy(S2),

(3)

where S1 is the data segment before partition and S2
is the set of partitions after partition.
The entropy of a data segment S1 (no partitions) is
given by,
Xn
 
EntropyðS1Þ ¼

p
log
ð4Þ
2 pi
i
i¼1
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where n is the total number of class levels, pi is the
percentage of data points in class level. The entropy
of a set of partitions S2 is given by the weighted sum
of the entropy of all the partitions.
Xn
EntropyðS2Þ ¼
wi*EntropyðPi Þ
i¼1
where wi is assigned as per the proportion of records falling in the partition and Pi refers to partition i.
2.1.4. RFR
RFR is an ensemble learning-based method.
Ensemble learning uses multiple algorithms or the
same algorithm multiple times to yield a much more
robust algorithm. In the case of the random forest
algorithm, DTR is used multiple times to create a
forest of decision trees. In the training process of
RFR, k data points are chosen at random from the
training set. Then a decision tree is built with these k
data points. These two steps are repeated n number
of times to create a forest of n decision trees built on
n randomly chosen sets of data points. This forest of
DTR is our random forest algorithm-based regressor. When a new data point is provided to this
model, all n decision trees predict the value of the
dependent variable, and the average of all these
values is given as the ﬁnal predicted value of the
dependent variable [45e47].
2.1.5. SVR
SVR is a supervised machine learning model that
can be used to perform classiﬁcation and regression analysis on data. For the given sets of vectors
in multi-dimensional space, SVM ﬁnds a hyperplane (in the case of two-dimensional space, the
hyperplane will be a line) that separates the
labelled data in space that belongs to different class
levels. This hyperplane is often referred to as the
maximum margin hyperplane (MMH). SVM can
deal with linearly as well as non-linearly separable
data with the use of a slack variable. However, the
Kernel SVM model is generally preferred for nonlinearly separable data. The maximum margin hyperplane is the best possible plane in space to
separate the vectors. Support vectors are the sets of
vectors from each class which is closest to the
maximum margin hyperplane. Each class has at
least one support vector, but any class can have
more than one support-vector. MMH can be found
by SVM also when only support vectors are known.
This way, SVM can deal with data sets with a high
number of features. Identiﬁcation of support

vectors depends upon vector geometry and involves some tricky maths [48e51].

3. Experimental setup
This section describes the workﬂow of this
research.
3.1. Metrics used for evaluating regression models
3.1.1. R squared
R squared value for a regression model is a statistical measure used to evaluate the ﬁtness of the
regression model. The ﬁtness of the regression
model refers to how well the regression model curve
is ﬁtted to the training data. The formula for the
calculation of R squared value is given by,
R2 ¼ 1 - SSres/SStot ,

(6)

where SSres is the squared sum of residuals, that is,
the sum of squares of differences between the actual
value and predicted value, and SStot is the squared
sum of differences between the actual value and the
average value of the actual values. R squared can
also take a negative value when the regression curve
is worse than the average curve. R squared generally ranges from 0 to 1.
3.1.2. Adjusted R squared
Adjusted squared is a version of the R squared
measure, which is also used to measure the goodness of ﬁt for the regression model and preferred
over R squared. R squared can be misleading when
evaluating ﬁtness when a new set of predictors is
introduced, or there are many predictors. As the
number of predictors increases, the squared value
also increases, leading to a poor model. By keeping
the number of predictors in the account, adjusted
squared solves this problem. The formula for
adjusted squared is given by,



 n1
AdjR2 ¼ 1  1  R2
;
ð7Þ
np1
where n is, the data sample size and p is the number
of independent variables. There exist several formulas for calculating adjusted R squared, the
McNemar's formula is used.
3.1.3. MAPE (mean absolute percentage error)
MAPE is a measure used for evaluating the prediction accuracy of a predictive model. The formula
for MAPE is given by,
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M ¼ ð1 = nÞ

Xn
k¼1

jðAk  FkÞ = Ak j;

ð8Þ

where Ak is the actual value, Fk is the predicted
value and the data sample size.
3.2. Data used
The raw data set is taken from the ofﬁcial site of
NCRB. The data set contains 9012 records and 33
columns (variables). Each record is distinctly based
on STATE/UT (state or union territory name), DISTRICT (district name), and YEAR (year) variable
values. Out of the other 30 variables, 28 variables
represents the number of cases registered under 28
different types of cognizable IPC crime (viz. murder,
rape, attempt to murder, riots, kidnapping, and
abduction, etc.) in the corresponding region and
year: And other two variables are:
OTHER IPC CRIMES: Count of crimes other than
the 28 crimes mentioned above.
TOTAL IPC CRIMES: Count of total cognizable
IPC crimes.
Thus, this data set contains information about
the total number of cognizable IPC cases and the
number of cases registered under different
cognizable IPC crimes from 2001 to 2012 for 808
Indian districts and 35 states and union territories. Fig. 2 show the snapshot of the chosen
raw data set.
3.2.1. Data pre-processing
Data pre-processing is an essential step of data
analysis. Data pre-processing is about removing or
replacing the missing values in the data set and
performing necessary steps to transform the data to
make it compatible with the machine learning algorithm to be used. In our approach for ICDA, NA
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values (missing values) in a column are replaced by
the mean of the values in the corresponding column. Regression algorithms need numerical data,
and label encoding will be the wrong approach for
the desired regression analysis. The Dummy data
frame method from the dummies library in R creates dummy variables for each state/ut and district.
It leads to 35-1 state dummy columns and 808-1
district dummy columns. One dummy variable is
not created for each categorical variable to avoid the
dummy variable trap for a feature containing n class
levels n number of dummy variables. A dummy
variable stores a value 0 or 1, where 0 refers to the
record that does not belong to the corresponding
class level and 1 refers to a record that belongs to
the corresponding class level.
The raw data set contains information about district-wise registered cognizable IPC crimes for 2001
to 2012 from the ofﬁcial site of NCRB. Then data
cleaning and data transformation are performed as
per requirement using R and MySQL workbench.
The missing values in the data set are replaced by
the mean value of the corresponding column using
R. The data set is then imported into a database
using MySQL workbench. With the help of structured queries, state-wise and year-wise, crime data
was generated. After which, dummy coding is performed on the categorical variables in these data
sets before using them to build regression models.
After producing desired derived data sets, these
data sets are then used to build desired regression
models. Derived state-wise, district-wise, and yearwise crime data are then used to build different
regression models using different regression algorithms, namely, SLR, MLR, DTR, SVR, and RFR algorithms. These algorithms are used to build
regression models for each derived data set by

Fig. 2. District Wise Indian Crime Data (2001e2012) snapshot.

8

R.M. Aziz et al. / Karbala International Journal of Modern Science 8 (2022) 1e19

choosing 1 of the 29 dependent variables (28 variables corresponding to different types of cognizable
IPC crime and one variable corresponding to total
cognizable IPC crimes). After this, regression
models predicting crime counts-state, district-wise,
and year-wise- are built by making necessary
changes in R scripts as per the following chosen
dependent variable. Each R script written yields to a
trained, tested and evaluated regression model. In
the results section of this paper, the accuracy and
goodness of ﬁt of regression models predicting
district wise total cognizable IPC crimes and thefts
are compared based on MAPE, R squared and
adjusted R squared measures. The comparison is
shown with the help of comparison tables Table 1
and Table 2. The best model is chosen based on the
lowest MAPE value and highest adjusted R squared
value among these models. The relatively best
model among these is then used to predict districtwise total IPC crime counts and theft crime counts,
visualized using leaﬂet map plots in R software
(Figs. 9e10).

4. Experimental results & discussion
This section discusses the results of twelve
regression models based on four different regression algorithms, namely, MTR, DTR, RFR, and SVR.
These twelve models can be further divided into
three groups. The ﬁrst group consists of models
which can predict district wise total cognizable IPC
crime counts given district, state, and year data. The
second group consists of models which can predict
theft crime counts given district, state and year data.
At the same time, the third group consists of models
which can predict the crime rate per 100k population for a given year. Also, the leaﬂet map plots
based on total IPC crime counts and theft crime
predicted by the respective random forest model are
discussed in this section.

4.1. Plots to visualize ﬁtness of regressors
Fig. 3(aeb) and Fig. 4(aeb) show the number of
total IPC crime cases vs district labels plot, and
Fig. 5(aeb) and Fig. 6(aeb) show the number of theft
crime cases vs district labels plots for the year 2012.
District labels are given to different districts in the
training data set and are not used while training the
models. They are created to make the data visualization part easy for visualizing the ﬁtness of the
regression models. These plots are drawn to visualize the ﬁtness of different regression curves to the
training data set belonging to their corresponding
regression models. As for each year, there exist
more than 800 records in the data set, so the crime
counts (total/speciﬁc) vs different district plots for a
speciﬁc year (2012). Although the district label variable is not continuous, considering it continuous
only while trying to visualize the ﬁtness of regression models will not do any harm as the model is
not compromised in visualizing the ﬁtness.
Different regression templates are used to build
different regression models based on the four
regression algorithms. Then for each model, the
training data set is ﬁltered with records having year
equals to 2012 value. The regression curve is plotted
using the geom_line () function in R with district
labels on the x-axis and predicted total IPC crime
counts on the y-axis which is predicted by the corresponding regression model using the previously
mentioned ﬁltered training set. Also, the actual data
points of the ﬁltered training set are plotted using
the geom_point () function in R with district labels
on the x-axis, and actual total IPC counts on the yaxis within a common plane using the ggplot ()
function in R.
In Fig. 3(aeb) and Fig. 4(aeb) blue curve are the
regression curves, and red dots are the actual data
points. From plots in Fig. 3(aeb) and Fig. 4(aeb), the
ﬁtness of different regression models (which can

Table 1. Comparison among regression models predicting district wise total IPC crimes.
Regression Model Used

R-Squared Value

Adjusted-R squared Value

MAPE

MLR
DTR
RFR

0.8935085
0.5735719
0.9631605

0.893493
0.5735099
0.9631551

1.99711
4.543087
0.2027437

*SVR model is not considered for comparison as it ﬁtted the training data poorer than the average line.
Table 2. Comparison among regression models predicting district wise theft crimes.
Regression Model Used

R-Squared Value

Adjusted-R squared Value

MAPE

MLR
DTR (min. Split ¼ 2)
RFR

0.9185906
0.7131494
0.9666091

0.918579
0.7131085
0.9666044

0.8956748
0.5951368
0.16571

*SVR model is not considered for comparison as it ﬁtted the training data poorer than the average line.
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Fig. 3. (aeb) Total IPC Crimes Vs. District labels with MLR and SVR model for year 2012.

Fig. 4. (aeb) Total IPC Crimes Vs. District labels with RFR and DTR model for year 2012.

predict total IPC crime counts) on the training data
set can be observed. It can be concluded that
random forest regression models ﬁt relatively the
best for this training data, followed by Multiple
linear regression, decision tree regression model,
and support vector regression model. To mathematically evaluate and compare these models,
adjusted R squared and mean absolute percentage
error on test set values are used in Section 4.2.
Figures Fig. 5(aeb) and Fig. 6(aeb) shows the
ﬁtness plots for different regression models (which
can predict theft crime counts) on the training data
set. The plots are shown blue curves are the

respective regression curves, and red dots are the
actual data points. From these plots, it can be
concluded that the random forest-based regression
model ﬁts the best for the training data followed by
MLR based model and DTR based model. SVR
based model ﬁts even poorer than the average curve
for the training data. These models are mathematically evaluated and compared in Section 4.2.
Figs. 7e10 presents the ﬁtness of regression
curves based on different regression models which
can predict crime rate per 100k in India for a given
year. The plots in Figs. 7e10 have the blue line as
the regression curve made by predicted crime rate

10
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Fig. 5. (aeb) Thefts Vs. District labels with SVR and RFR model for year 2012.

Fig. 6. (aeb) Thefts Vs. District labels with MLR and DTR model for year 2012.

per 100k population by the regressor on the
training data, and red dots are the actual data
points from the training set. It can be concluded
from the plots in the ﬁgures Figs. 7e10 that SLR
base regression ﬁts relatively worst as compared to
other regression models. To mathematically evaluate and compare these models, the adjusted R
squared and MAPE values are used on the test data
set in section 4.2.
4.2. Comparing the regression models
The regression models are compared based on
their accuracy and ﬁtness to the data. For this,

MAPE and adjusted R squared values are used,
respectively. Table 1 show the comparison of
regression models built to forecast total IPC crime
counts and Table 2 show the comparison of
regression models built to forecast theft crimes, and
Table 3 show the comparison among regression
models built to predict crime rate for a given year.
Observations:
(i) From Table 1, it is observed that the regression model built using the random forest for
district-wise total IPC crime count forecasting is relatively the best model with
0.9631551 adjusted R squared value and
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Fig. 7. Crime Rate per 100k population vs.Year (RFR model).

Fig. 8. Crime Rate per 100k population vs.Year (SLR model).
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Fig. 9. Crime Rate per 100k population vs.Year (DTR model).

Fig. 10. Crime Rate per 100k population vs.Year (SVR model).
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Table 3. Comparison among regression models predicting crime rate per 100k population.
Regression Model Used

R-Squared Value

Adjusted-R squared Value

MAPE

SLR
DTR (min. Split ¼ 2)
RFR
SVR

0.9345979
0.9884693
0.9779519
0.9584286

0.9307507
0.987791
0.976655
0.9559832

0.0243525
0.03548595
0.02685891
0.01971657

Fig. 11. Leaﬂet map plot for top 50 districts with highest number of predicted theft crime counts in 2022.

0.2027437 MAPE value on predicting the test
set data.
(ii) From Table 2, it is observed that the regression model built using the random forest for
district wise theft crime count forecasting is
relatively the best model with 0.9666044
adjusted squared value and 0.16571 MAPE
value on predicting the test set data.

(iii) Table 3, it can be concluded that the regression model built using decision tree regression is relatively the best for predicting crime
rate per 100k for a given year with an
adjusted R squared value of 0.987791 and
0.03548595 MAPE value on predicting the test
set data.
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Fig. 12. Leaﬂet map plot for top 50 districts with highest number of predicted total IPC crime counts in 2022.

4.3. Maps plots
Fig. 11 and Fig. 12 are the map plots plotted using
leaﬂet library in R based on the district-wise total
IPC crime counts for the year 2022, and district-wise
theft crime counts for the year 2022 predicted by
regression models built using the random forest
algorithm.
Observations:
i. Fig. 11 depicts 50 districts with the highest
predicted total IPC crime counts such that the
predicted crime count for these 50 districts/
regions is greater than the mean of the predicted total IPC crime counts for 827 district/

regions for the year 2022. The larger the radius
of the circular mark higher is the value of the
predicted crime count.
ii. Fig. 12 depicts 50 districts with the highest
predicted theft crime counts such that the
predicted theft crime count for these 50 districts/regions is greater than the mean of the
predicted theft crime counts for 827 districts/
regions for the year 2022.
The larger the radius of the circular mark higher is
the value of the predicted crime count.
iii. These leaﬂet plots are created so that the
predicted crime count can be seen when the
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Fig. 13. Crimes evolution per type of crime 2014e2020.

Fig. 14. Crime evolution per type individually and who's crime count  10k.
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viewer hovers the mouse over the circular
markers. When markers have clicked, the details about that region are seen vizdaddress,
latitude and longitude coordinates, and crime
count as shown in Fig. 12.
iv. Fig. 12 shows that the random forest model
predicts Alidabad district/region of Andhra
Pradesh state will have the highest crime count
in India for 2022 with a predicted crime count
of 31933.
v. Fig. 11 shows that the random forest model
predicts Anantpur district/region of Andhra
Pradesh state will have the highest theft crime
count in India for 2022 with a predicted theft
crime count of 12000.
vi. Fig. 12 shows that in the year 2022, Andhra
Pradesh, Bihar, and Assam will be the states

from where the top 50 districts will belong.
Also,
vii. Andhra Pradesh state possesses the regions
with the highest crime counts as per the
model's predictions.
viii. Fig. 11 shows that in the year 2022, Andhra
Pradesh state will have regions with the
highest theft crime counts per the model's
predictions.
4.4. Data visualization on Indian crime data from
2014 to 2020
In this section, different plots based on districtwise Indian crime data are discussed. Fig. 13 depicts
the annual frequency of crimes per type and their
trend. The most common types of crimes are theft

Fig. 15. Types of crime Vs states.
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and hurt_grevious_hurt, and after 2016 they are
continuously increasing.
In Fig. 13, there are many crimes, and they created
a mess because most of them are less in number for
clear visualization. It is observed that only those
crimes whose crime count is more signiﬁcant than
10,000 or 10k and to see their trend individually in
Fig. 14, where most of them are increasing, and
some of the crimes are increasing rapidly after some
years like Cruelty_by_husband_or_his_relative.
In Fig. 15, it is observed that some types occur in
speciﬁc States. The heat map shows that the darker
the colour is, the higher the speciﬁc crime count is
for a speciﬁc state.

crime count and overall crime count for different
regions all over the country. The proposed approach
for ICDA is a framework that can be used in the
future by other researchers, data analysts, and scientists to build potential predictors using proposed
regression models by making necessary changes in
their respective approaches or methodology.

5. Conclusions
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