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We prove a q-analog of the following result due to McKay, Morse
and Wilf: the probability that a random standard Young tableau of
size n contains a ﬁxed standard Young tableau of shape λ  k tends
to f λ/k! in the large n limit, where f λ is the number of standard
Young tableaux of shape λ. We also consider the probability that
a random pair (P , Q ) of standard Young tableaux of the same
shape contains a ﬁxed pair (A, B) of standard Young tableaux.
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1. Introduction
In 2002, McKay, Morse and Wilf [7] computed the large n limit of the probability that a random
standard Young tableau of size n contains a ﬁxed standard Young tableau. In this paper we obtain
a q-analog of this result. In order to state the McKay–Morse–Wilf theorem and our generalization, we
need to introduce several notations on permutations and standard Young tableaux.
We denote by Sn the set of permutations of [n] = {1,2, . . . ,n}. For a permutation π =
π1π2 · · ·πn ∈ Sn , let πk (resp. π>k) denote the permutation in Sk which is order-isomorphic to
the subword of π consisting of the integers i  k (resp. i > k). For example, if π = 513697428,
then π4 = 1342 and π>4 = 12534. Similarly, let πk (resp. π>k) denote the permutation in Sk
which is order-isomorphic to π1π2 · · ·πk (resp. πk+1πk+2 · · ·πn). For example, if π = 513697428,
then π4 = 3124 and π>4 = 53214. If σ = πk for some k, we say that π contains σ . Note that our
permutation containment is different from the usual pattern containment, see [1].
We denote by In the set of involutions in Sn . For a permutation σ ∈ Sk , let In(σ ) denote the set
of involutions in In containing σ . In other words,
In(σ ) = {π ∈ In: πk = σ }.
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1022 J.S. Kim / Journal of Combinatorial Theory, Series A 118 (2011) 1021–1038A partition λ = (λ1, λ2, . . . , λr) is a weakly decreasing sequence of positive integers called parts.
The sum of the parts of a partition λ is denoted by |λ|. If |λ| = n, we say that λ is a partition of n,
also written as λ  n. We denote by ∅ the unique partition of 0. The Ferrers diagram of a partition
λ = (λ1, λ2, . . . , λr) is the left justiﬁed array of squares such that the ith row has λi squares. For
example, the Ferrers diagram of (4,3,1) is the following:
We will identify a partition with its Ferrers diagram. Thus μ ⊂ λ means that the Ferrers diagram
of μ is contained in the Ferrers diagram of λ. For two partitions λ and μ with μ ⊂ λ, the skew shape
λ/μ is the set theoretic difference λ − μ. If |λ| − |μ| = n, we write λ/μ  n. For example, the skew
shape λ/μ  4 for λ = (4,3,2) and μ = (3,2) is the following:
Occasionally we view a partition λ as the skew shape λ/∅.
A skew standard Young tableau T , or a skew SYT T for short, is a ﬁlling of a skew shape λ/μ  n
with the integers in [n] such that the integers are increasing along rows and columns. In this case
we say that the shape of T is λ/μ, denoted by sh(T ) = λ/μ, and the size of T is n. If the shape T is
a partition, T is called a standard Young tableau or SYT for short. We denote by Tn the set of all SYTs
of size n.
For a SYT T , let Tk denote the SYT obtained by removing all squares containing integers greater
than k. Similarly let T>k denote the skew SYT obtained by removing all squares containing integers
less than or equal to k and by decreasing all remaining integers by k. For example, if
T =
1 2 4 7
3 5 6
8 9
(1)
then T5 and T>5 are the following:
T5 = 1 2 43 5 T>5 =
2
1
3 4
For two SYTs U and T , if U = Tk for some k, we say that T contains U . For a SYT A, we denote
by Tn(A) the set of all SYTs of size n containing A.
We assume the reader is familiar with the Robinson–Schensted correspondence, see [8,11]. If π
corresponds to the pair of SYTs (P , Q ) in the Robinson–Schensted correspondence, we write π
RS←→
(P , Q ), and also P (π) = P and Q (π) = Q . If π is an involution, we write π RS←→ P .
For given A ∈ Tm , π ∈ In and T ∈ Tn with π RS←→ T , we can easily see that T contains A if and
only if π contains σ for some σ ∈ Sm with P (σ ) = A. Thus the Robinson–Schensted correspondence
induces the following bijection:
RS : Tn(A) →
⋃
σ :P (σ )=A
In(σ ). (2)
McKay, Morse and Wilf [7] proved that for σ ∈ Sm ,
lim
n→∞
|In(σ )| = 1 . (3)|In| m!
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α m tends to f α/m! in the large n limit, where f α denotes the number of SYTs of shape α. In other
words,
lim
n→∞
|Tn(A)|
|Tn| =
f α
m! . (4)
Jaggard [4] deﬁned the j-set (see Section 2) J (π) of a permutation π and found the following
exact formula for |In+m(σ )| for σ ∈ Sm:∣∣In+m(σ )∣∣= ∑
j∈ J (σ )
k=n−m+ j
(
n
k
)
tk, (5)
where tk = |Ik|, the number of involutions in Sk . Using (5), Jaggard [4] found another proof of (3).
In this paper we ﬁnd q-analogs of (3), (4) and (5). To state these, we need the following deﬁnitions.
For a permutation π = π1π2 · · ·πn , a descent of π is an integer i ∈ [n− 1] such that πi > πi+1. For
a skew SYT T of size n, a descent of T is an integer i ∈ [n − 1] such that i + 1 is in a row lower than
the row containing i. Let D(π) (resp. D(T )) denote the set of all descents of π (resp. T ). Let maj(π)
(resp. maj(T )) denote the sum of all descents of π (resp. T ). For example, if π = 513697428, we have
D(π) = {1,5,6,7} and maj(π) = 19. For the SYT T in (1), we have D(T ) = {2,4,7} and maj(T ) = 13.
We deﬁne
imaj(π) = maj(π−1), An(p,q) =
∑
π∈Sn
pimaj(π)qmaj(π),
tn(q) =
∑
π∈In
qmaj(π), f λ/μ(q) =
∑
sh(T )=λ/μ
qmaj(T ),
[n]q! = (1+ q)
(
1+ q + q2) · · · (1+ q + · · · + qn−1), [n
k
]
q
= [n]q![k]q![n − k]q! .
Finally we can state our main results.
Theorem 1.1. For σ ∈ Sm, we have∑
π∈In+m(σ )
qmaj(π
>m) =
∑
j∈ J (σ )
k=n−m+ j
qmaj(σ
> j)
[
n
k
]
q
tk(q).
For a real number r > 0, we deﬁne r¯ = min(r, r−1).
Theorem 1.2. For σ ∈ Sm and a real number q > 0, we have
lim
n→∞
∑
π∈In(σ ) q
maj(π>m)∑
π∈In qmaj(π
>m)
= q
maj(σ ) + (1− q¯)C
[m]q! + (1− q¯)D ,
where C and D are polynomials in q and q¯. (We refer the reader to Theorem 2.5 for their exact form.)
Theorem 1.3. For a SYT A of shape α m and a real number q > 0, we have
lim
n→∞
∑
T∈Tn(A) q
maj(T>m)∑
T∈Tn qmaj(T>m)
= f
α(q) + (1− q¯)E
[m]q! + (1− q¯)D ,
where E and D are polynomials in q and q¯. (We refer the reader to Theorem 3.5 for their exact form.)
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say that (P , Q ) contains (A, B) if P and Q contain A and B respectively. We denote by Tn(A, B) the
set of pairs (P , Q ) of SYTs of the same shape of size n containing (A, B).
Given A ∈ Ta , B ∈ Tb and π RS←→ (P , Q ), it is easy to see that (P , Q ) contains (A, B) if and only
if πa = σ and πb = τ for some σ ∈ Sa and τ ∈ Sb with P (σ ) = A and Q (τ ) = B . We denote by
Sn(σ , τ ) the set of π ∈ Sn such that π contains σ and π−1 contains τ−1. In other words, for σ ∈ Sa
and τ ∈ Sb ,
Sn(σ , τ ) =
{
π ∈ Sn: πa = σ , πb = τ
}
.
Thus the Robinson–Schensted correspondence induces the following bijection:
RS : Tn(A, B) →
⋃
σ :P (σ )=A
τ :Q (τ )=B
Sn(σ , τ ). (6)
In Section 2 we deﬁne the j2-set J (σ , τ ) of a pair (σ , τ ) of permutations, and prove the following
(p,q)-analogs of Theorems 1.1, 1.2 and 1.3.
Theorem 1.4. Let a,b,n,m and  be integers with a +m = b + n = . Then, for σ ∈ Sa and τ ∈ Sb, we have∑
π∈S(σ ,τ )
pimaj(π>a)qmaj(π
>b) =
∑
j∈ J (σ ,τ )
k=n−a+ j
pimaj(τ> j)qmaj(σ
> j)
[
m
k
]
p
[
n
k
]
q
Ak(p,q).
In particular, when p = q = 1 we have∣∣S(σ , τ )∣∣= ∑
j∈ J (σ ,τ )
k=n−a+ j
(
m
k
)(
n
k
)
k!.
Theorem 1.5. For σ ∈ Sa, τ ∈ Sb and real numbers p,q > 0, we have
lim
n→∞
∑
π∈Sn(σ ,τ ) p
imaj(π>a)qmaj(π
>b)∑
π∈Sn pimaj(π>a)qmaj(π
>b)
= p
imaj(τ )qmaj(σ ) + (1− p¯)(1− q¯)C ′
[b]p ![a]q! + (1− p¯)(1− q¯)D ′ ,
where C ′ and D ′ are polynomials in p, p¯,q and q¯. (We refer the reader to Theorem 2.6 for their exact form.) In
particular, when p = 1 or p = q = 1 we have
lim
n→∞
∑
π∈Sn(σ ,τ ) q
maj(π>b)∑
π∈Sn qmaj(π
>b)
= q
maj(σ )
b![a]q! ,
lim
n→∞
|Sn(σ , τ )|
|Sn| =
1
a!b! .
Theorem 1.6. Let A, B be SYTs of shape α  a, β  b respectively. Then, for real numbers p,q > 0, we have
lim
n→∞
∑
(P ,Q )∈Tn(A,B) p
maj(P>a)qmaj(Q>b)∑
(P ,Q )∈Tn(∅,∅) pmaj(P>a)qmaj(Q>b)
= f
β(p) f α(q) + (1− p¯)(1− q¯)E ′
[b]p ![a]q! + (1− p¯)(1− q¯)D ′ ,
where E ′ and D ′ are polynomials in p, p¯,q and q¯. (We refer the reader to Theorem 3.6 for their exact form.) In
particular, when p = 1 or p = q = 1 we have
lim
n→∞
∑
(P ,Q )∈Tn(A,B) q
maj(Q>b)∑
(P ,Q )∈Tn(∅,∅) qmaj(Q>b)
= f
β f α(q)
b![a]q! ,
lim
n→∞
|Tn(A, B)|
|Tn(∅,∅)| =
f α f β
a!b! .
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rems 1.1, 1.2, 1.4 and 1.5. In Section 3, we prove Theorems 1.3 and 1.6. In Section 4, we ﬁnd a simple
method to determine whether a given set is a j2-set. In Section 5, we prove a lemma which plays an
important role in proving the limit theorems. In Section 6, we propose some open problems.
2. Permutation containment
Recall the deﬁnitions of πk , π>k , πk and π>k . These are easy to remember using the following
argument. We can consider a permutation π = π1π2 · · ·πn as a collection of bi-letters ij as follows:
π =
{
1
π1
2
π2
· · · n
πn
}
.
Then πk (resp. π>k , πk and π>k) is the permutation obtained from π by taking the bi-letters
i
j
with j  k (resp. j > k, i  k and i > k) and by relabeling them if necessary. It is easy to see that
(πk)−1 = (π−1)k .
In this section we prove Theorems 1.1, 1.2, 1.4 and 1.5 which are related to permutation contain-
ment. To do this, we start with a decomposition of permutation matrices.
For π ∈ Sn , the permutation matrix M(π) is the n × n matrix whose (i, j)-entry is 1 if πi = j, and
0 otherwise. For example,
M(4132) =
⎛
⎜⎝
0 0 0 1
1 0 0 0
0 0 1 0
0 1 0 0
⎞
⎟⎠ .
Consider a 0-1 matrix M such that each row and column contains at most one 1. There exists
a unique permutation π whose permutation matrix is obtained from M by removing the rows and
columns consisting of zeroes. In this case, we write π ∼ M . If π ∼ M and π ∼ N , we also write
M ∼ N . For example,⎛
⎜⎝
0 1 0 0
0 0 0 0
1 0 0 0
0 0 0 1
⎞
⎟⎠∼
⎛
⎜⎝
0 1 0 0 0
0 0 0 0 0
1 0 0 0 0
0 0 0 1 0
⎞
⎟⎠∼ 213. (7)
For an n × m matrix M , we denote by row(M) (resp. col(M)) the word r = r1r2 · · · rn (resp. c =
c1c2 · · · cm) of integers such that ri (resp. ci) is the sum of elements in the ith row (resp. column)
of M . For example, if M is the second matrix in (7), then row(M) = 1011 and col(M) = 11010.
Let a,b,m,n, and  be ﬁxed integers with a +m = b + n = . Consider a permutation π ∈ S . We
divide the permutation matrix of π as follows:
M(π) =
( a m
b M(1,1) M(1,2)
n M(2,1) M(2,2)
)
,
where the numbers outside the matrix indicate the sizes of the block matrices. Note that
πa ∼
(
M(1,1)
M(2,1)
)
, π>a ∼
(
M(1,2)
M(2,2)
)
,
πb ∼ (M(1,1) M(1,2) ) , π>b ∼ (M(2,1) M(2,2) ) .
Assume that M(1,1) contains j 1’s. Then M(1,2) , M(2,1) and M(2,2) contain b− j, a− j and n−a+ j
1’s respectively. Then we deﬁne
φa,b(π) = (π(1,1),π(1,2),π(2,1),π(2,2), c1, r1, c2, r2),
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c2 = col(M(2,2)), r1 = col(M(1,2)) and r2 = col(M(2,2)). For example, if π = 7152436 with
M(π) =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0 1
1 0 0 0 0 0 0
0 0 0 0 1 0 0
0 1 0 0 0 0 0
0 0 0 1 0 0 0
0 0 1 0 0 0 0
0 0 0 0 0 1 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
,
then
φ2,3(π) = (1,21,1,213,01,101,11010,0111).
It is easy to see that the following is a bijection:
φa,b : S →
⋃
0 ja
k=n−a+ j
S j × Sb− j × Sa− j × Sk ×
( [a]
a − j
)
×
( [b]
b − j
)
×
([m]
k
)
×
([n]
k
)
,
where
([n]
k
)
denotes the set of words consisting of k 1’s and n− k 0’s.
For σ ∈ Sa , τ ∈ Sb and r ∈
([a+b]
b
)
, the shuﬄe sf(σ , τ ; r) is the permutation in Sa+b obtained
from r by replacing the ith 0 to σi and the jth 1 to a + τ j for 1 i  a and 1 j  b. For example,
sf(3142,231;0010110) = 3164752. The following lemma is due to Garsia and Gessel [3].
Lemma 2.1. For σ ∈ Sa, τ ∈ Sb, we have∑
r∈([a+b]b )
qmaj(sf(σ ,τ ;r)) = qmaj(σ )+maj(τ )
[
a + b
b
]
q
.
Jaggard [4] deﬁned the j-set as follows. For a permutation π , the j-set J (π) of π is deﬁned to be
the set of integers j  0 such that π j is an involution. In other words,
J (π) = { j: π j = (π−1) j}.
Note that we always have 0 ∈ J (π) because π0 = (π−1)0 is the empty permutation.
As we have seen in (5), the j-set is useful to express the number of elements in In(σ ). We deﬁne
the j2-set which is useful to express the number of elements in Sn(σ , τ ).
Deﬁnition 2.1. The j2-set J (σ , τ ) of a pair (σ , τ ) of permutations is deﬁned to be
J (σ , τ ) = { j: σ j = τ j}.
Now we are ready to prove the following two theorems from which Theorems 1.1 and 1.4 follow.
Theorem 2.2. For σ ∈ Sa, we have∑
π∈In+a
qmaj(π
>a) =
∑
0 ja
k=n−a+ j
t j
(
a
j
)
[a − j]q!
[
n
k
]
q
tk(q),
∑
π∈In+a(σ )
qmaj(π
>a) =
∑
j∈ J (σ )
k=n−a+ j
qmaj(σ
> j)
[
n
k
]
q
tk(q).
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Theorem 2.3. Let a,b,n,m and  be integers with a+m = b + n = . Then, for σ ∈ Sa and τ ∈ Sb, we have∑
π∈S
pimaj(π>a)qmaj(π
>b) =
∑
0 ja
k=n−a+ j
j!
(
a
j
)(
b
j
)
[b − j]p ![a − j]q!
[
m
k
]
p
[
n
k
]
q
Ak(p,q),
∑
π∈S(σ ,τ )
pimaj(π>a)qmaj(π
>b) =
∑
j∈ J (σ ,τ )
k=n−a+ j
pimaj(τ> j)qmaj(σ
> j)
[
m
k
]
p
[
n
k
]
q
Ak(p,q).
Proof. Fix an integer j with 0  j  a and consider a permutation π ∈ S such that π(1,1) ∈ S j ,
where
φa,b(π) = (π(1,1),π(1,2),π(2,1),π(2,2), c1, r1, c2, r2).
Then (π>a)−1 = sf(π−1(1,2),π−1(2,2); c2) and π>b = sf(π(2,1),π(2,2); r2). Thus
pimaj(π>a)qmaj(π
>b) = pmaj(sf(π−1(1,2),π−1(2,2);c2))qmaj(sf(π(2,1),π(2,2);r2)). (8)
Let k = n − a + j. By Lemma 2.1, the sum of (8) over all π(2,2) ∈ Sk , c2 ∈
([m]
k
)
and r2 ∈
([n]
k
)
equals
pimaj(π(1,2))qmaj(π(2,1))
[
m
k
]
p
[
n
k
]
q
Ak(p,q). (9)
Summing (9) over all j, π(1,1) ∈ S j , π(1,2) ∈ Sb− j , π(2,1) ∈ Sa− j , c1 ∈
( [a]
a− j
)
and r1 ∈
( [b]
b− j
)
, and
using the well-known result
∑
π∈Sn q
maj(π) = [n]q!, see [1,10], we get the ﬁrst identity.
If π ∈ S(σ , τ ), then sf(π(1,1),π(1,2); r1) = τ and sf(π−1(1,1),π−1(2,1); c1) = σ−1, which implies
π(1,1) = σ j = τ j , π(1,2) = τ> j and π(2,1) = σ> j . Thus we have j ∈ J (σ , τ ), and j determines π(1,1) ,
π(1,2) , π(2,1) , c1 and r1. Then we get the second identity by summing (9) over all j ∈ J (σ , τ ). 
To prove Theorems 1.2 and 1.5 we need the following lemma whose proof is given in Section 5.
Recall that for a real number r > 0, we denote r¯ = min(r, r−1).
Lemma 2.4. For real numbers p,q > 0, we have
lim
n→∞
tn+1(q)
[n+1]q!
tn(q)
[n]q !
= 1− q¯, lim
n→∞
An+1(p,q)
[n+1]p ![n+1]q!
An(p,q)
[n]p ![n]q!
= (1− p¯)(1− q¯).
Now we prove the following theorem which implies Theorem 1.2.
Theorem 2.5. For σ ∈ Sm and a real number q > 0, we have
lim
n→∞
∑
π∈In(σ ) q
maj(π>m)∑
π∈In qmaj(π
>m)
=
∑
j∈ J (σ ) qmaj(σ
> j)
[m
j
]
q[ j]q!(1− q¯) j∑m
j=0[m]q!t j
(m
j
)
(1− q¯) j .
Proof. By Theorem 2.2, the left-hand side is equal to
lim
n→∞
∑
π∈In+m(σ )
qmaj(π
>m)
[n]q!∑
π∈I
qmaj(π>m)
[n] !
= lim
n→∞
∑
j∈ J (σ )
qmaj(σ
> j )
[m− j]q!
tn−m+ j(q)
[n−m+ j]q!∑m
j=0 t j
(m
j
) tn−m+ j(q)
[n−m+ j] !
. (10)n+m q q
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lim
n→∞
tn−m+ j(q)
[n−m+ j]q!
tn−m(q)
[n−m]q!
= (1− q¯) j .
Then, we get the theorem by dividing the numerator and the denominator of the right-hand side
of (10) by tn−m(q)/[n −m]q!, and by multiplying them by [m]q!. 
Similarly, we can prove the following theorem, which implies Theorem 1.5.
Theorem 2.6. For σ ∈ Sa, τ ∈ Sb and real numbers p,q > 0, we have
lim
n→∞
∑
π∈Sn(σ ,τ ) p
imaj(π>a)qmaj(π
>b)∑
π∈Sn pimaj(π>a)qmaj(π
>b)
=
∑
j∈ J (σ ,τ ) pimaj(τ> j)qmaj(σ
> j)
[ b
j
]
p
[ a
j
]
q[ j]p ![ j]q!(1− p¯) j(1− q¯) j∑a
j=0[b]p![a]q! j!
(a
j
)(b
j
)
(1− p¯) j(1− q¯) j .
Note that when p = q = 1 in Theorem 2.6 we have
lim
→∞
|Sn(σ , τ )|
|S| =
1
a!b! , (11)
which means that the probability that a random permutation π ∈ S contains σ and π−1 contains
τ−1 tends to 1/a!b! as  approaches inﬁnity. This statement ﬁts well with the following intuition. If
we divide M(π) as
M(π) =
( a m
b M(1,1) M(1,2)
n M(2,1) M(2,2)
)
,
where m = − a and n = − b, then the probability that M(1,1) contains a 1 will be very low when 
is very large. Thus the probability that M(2,1) ∼ σ and M(1,2) ∼ τ will be very close to 1/a! and 1/b!
respectively, which is consistent with (11).
3. Tableau containment
Jaggard [4] proved that for a SYT A of shape α and an integer j,
#
{
σ : P (σ ) = A, j ∈ J (σ )}=∑
μ j
f α/μ. (12)
We have the following analog of (12): given SYTs A and B of shape α and β respectively and an
integer j, we have
#
{
(σ , τ ): P (σ ) = A, Q (τ ) = B, j ∈ J (σ , τ )}=∑
μ j
f β/μ f α/μ. (13)
Using (12), Jaggard [4] gave another proof of the following formula due to Sagan and Stanley [9]:
∑
λ/αn
f λ/α =
∑
k0
(
n
k
)
tk
∑
α/μn−k
f α/μ. (14)
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λ/αm
λ/βn
f λ/α f λ/β =
∑
k0
(
m
k
)(
n
k
)
k!
∑
β/μm−k
α/μn−k
f β/μ f α/μ. (15)
In this section we generalize these results and prove Theorems 1.3 and 1.6.
We will use the following well-known fact: for given π
RS←→ (P , Q ) we have D(π−1) = D(P ) and
D(π) = D(Q ), see [11]. Thus qmaj((π−1)>a) = qmaj(P>a) and qmaj(π>b) = qmaj(Q>b) for all nonnegative
integers a and b.
We start with the following two lemmas which are respectively a q-analog of (12) and a (p,q)-
analog of (13).
Lemma 3.1. For a SYT A of shape α and an integer j, we have∑
σ :
{
P (σ )=A
j∈ J (σ )
qmaj(σ
> j) =
∑
μ j
f α/μ(q).
Proof. Since it is similar to the proof of the following lemma, we omit it. 
Lemma 3.2. For SYTs A and B of shape α and β respectively and an integer j, we have∑
(σ ,τ ):
{ P (σ )=A
Q (τ )=B
j∈ J (σ ,τ )
pimaj(τ> j)qmaj(σ
> j) =
∑
μ j
f β/μ(p) f α/μ(q).
Proof. Let X = {(σ , τ ): P (σ ) = A, Q (τ ) = B, j ∈ J (σ , τ )} and Y = {(U , V ): μ  j, sh(U ) =
β/μ, sh(V ) = α/μ}. It is suﬃcient to ﬁnd a bijection ξ : X → Y such that if ξ(σ , τ ) = (U , V ), then
imaj(τ> j) = maj(U ) and maj(σ> j) = maj(V ).
We deﬁne ξ(σ , τ ) = (U , V ) by U = P (τ )> j and V = Q (σ )> j . Then we have imaj(τ> j) = maj(U )
and maj(σ> j) = maj(V ).
To prove ξ is a bijection, it is suﬃcient to show that for (U , V ) ∈ Y there exists a unique pair
(σ , τ ) ∈ X satisfying ξ(σ , τ ) = (U , V ). Let α  a. Since P (σ ) = A, Q (σ )> j = V , by reversing the
insertion algorithm a− j times, we can ﬁnd σa, σa−1, . . . , σ j+1 and P (σ j). Since P (τ ) j = P (τ j) =
P (σ j) and P (τ )> j = U , we can determine P (τ ). Thus we get τ , from which we can determine
σ j = τ j . Thus we get σ , and there is a unique pair (σ , τ ) ∈ X with ξ(σ , τ ) = (U , V ). 
Now we have the following q-analog of (14) and (p,q)-analog of (15).
Theorem 3.3. For a partition α and an integer n, we have∑
λ/αn
f λ/α(q) =
∑
k0
[
n
k
]
q
tk(q)
∑
α/μn−k
f α/μ(q).
Proof. Let α  a and let A be a SYT of shape α. Then the left-hand side is equal to∑
T∈Tn+a(A)
qmaj(T>a) =
∑
σ :P (σ )=A
∑
π∈In+a(σ )
qmaj(π
>a)
=
∑
σ :P (σ )=A
∑
j∈ J (σ )
k=n−a+ j
qmaj(σ
> j)
[
n
k
]
q
tk(q) (by Theorem 2.2)
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∑
0 ja
k=n−a+ j
[
n
k
]
q
tk(q)
∑
σ :
{
P (σ )=A
j∈ J (σ )
qmaj(σ
> j)
=
∑
0 ja
k=n−a+ j
[
n
k
]
q
tk(q)
∑
μ j
f α/μ(q) (by Lemma 3.1)
=
∑
k0
[
n
k
]
q
tk(q)
∑
α/μn−k
f α/μ(q). 
Theorem 3.4. For partitions α, β and integers m,n, we have
∑
λ/αm
λ/βn
f λ/α(p) f λ/β(q) =
∑
k0
[
m
k
]
p
[
n
k
]
q
Ak(p,q)
∑
β/μm−k
α/μn−k
f β/μ(p) f α/μ(q).
Proof. This can be done similarly as in the proof of Theorem 3.3. 
We note that Theorems 3.3 and 3.4 can also be proved using the following identities of skew Schur
functions:∑
λ
sλ/α(x) =
∑
μ
sα/μ(x)
∏
i
(1− xi)−1
∏
i< j
(1− xix j)−1,
∑
λ
sλ/α(x)sλ/β(y) =
∏
i, j
(1− xi y j)−1
∑
μ
sβ/μ(x)sα/μ(y).
Now we can prove the following theorem, which implies Theorem 1.3.
Theorem 3.5. For a SYT A of shape α m and a real number q > 0, we have
lim
n→∞
∑
T∈Tn(A) q
maj(T>m)∑
T∈Tn qmaj(T>m)
=
∑m
j=0
[m
j
]
q[ j]q!(1− q¯) j
∑
μ j f α/μ(q)∑m
j=0[m]q!t j
(m
j
)
(1− q¯) j .
Proof. By the Robinson–Schensted correspondence (2), we have
lim
n→∞
∑
T∈Tn(A) q
maj(T>m)∑
T∈Tn qmaj(T>m)
= lim
n→∞
∑
σ :P (σ )=A
∑
π∈In(σ ) q
maj(π>m)∑
π∈In qmaj(π
>m)
.
By Theorem 2.5, the above limit is equal to
∑
σ :P (σ )=A
∑
j∈ J (σ ) qmaj(σ
> j)
[m
j
]
q[ j]q!(1− q¯) j∑m
j=0[m]q!t j
(m
j
)
(1− q¯) j
=
∑m
j=0
[m
j
]
q[ j]q!(1− q¯) j
∑
σ :
{
P (σ )=A
j∈ J (σ )
qmaj(σ
> j)
∑m
j=0[m]q!t j
(m
j
)
(1− q¯) j .
By Lemma 3.1, we are done. 
Similarly, we get the following, which implies Theorem 1.6.
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have
lim
n→∞
∑
(P ,Q )∈Tn(A,B) p
maj(P>a)qmaj(Q>b)∑
(P ,Q )∈Tn(∅,∅) pmaj(P>a)qmaj(Q>b)
=
∑a
j=0
[ b
j
]
p
[ a
j
]
q[ j]p ![ j]q!(1− p¯) j(1− q¯) j
∑
μ j f β/μ(p) f α/μ(q)∑a
j=0[b]p ![a]q! j!
(a
j
)(b
j
)
(1− p¯) j(1− q¯) j .
Let us consider the special cases q = 1 and p = q = 1 of Theorems 3.5 and 3.6, which are
lim
n→∞
|Tn(A)|
|Tn| =
f α
a! , (16)
lim
n→∞
|Tn(A, B)|
|Tn(∅,∅)| =
f α f β
a!b! . (17)
As mentioned in the introduction, (16) is ﬁrst proved by McKay et al. [7]. To our knowledge (17)
is new. For the rest of this section we give another proofs of (16) and (17) using (14) and (15).
Using the well known asymptotic behavior of tn ∼ 1√2nn/2 exp(−
n
2 +
√
n − 14 ), we can easily see
that
lim
n→∞
tn
tn+1
= 0.
Thus
lim
n→∞
ntn−1
tn+1
= lim
n→∞
tn+1 − tn
tn+1
= 1.
Using induction one can easily prove that
lim
n→∞
natn−a
tn+a
= lim
n→∞
natn
tn+2a
= 1. (18)
By (14), we have
lim
n→∞
|In(σ )|
|In| = limn→∞
∑
λ/αn f λ/α
tn+a
= lim
n→∞
∑
k0
(n
k
)
tk
∑
α/μn−k f α/μ
tn+a
.
Since α/μ  n − k, we only need to consider k with n − a k n. Using (18), it is not diﬃcult to see
that for k > n − a, we have
lim
n→∞
(n
k
)
tk
tn+a
= 0,
and
lim
n→∞
( n
n−a
)
tn−a
tn+a
= 1
a! .
This gives another proof of (16).
The same argument can be applied to (17). More precisely, by (15),
lim
→∞
|T(A, B)| = lim
→∞
∑
λ/αm
λ/βn
f λ/α f λ/β
= lim
→∞
∑
k0
(m
k
)(n
k
)
k!∑ β/μm−k
α/μn−k
f β/μ f α/μ
,|T(∅,∅)| ! !
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need to consider the integers k with km− b = n−a = −a− b. It is easy to see that for k >m− b,
we have
lim
→∞
(m
k
)(n
k
)
k!
! = 0,
and
lim
→∞
( m
m−b
)( n
n−a
)
( − a − b)!
! =
1
a!b! .
This gives another proof of (17).
We note that in fact the above two proofs are special cases of the proofs of Theorems 3.5 and 3.6.
4. Criterion for j2-sets
In this section we ﬁnd a criterion for a set to be a j2-set. First, we review some previous results
on j-sets. Throughout this section we assume that n, m and k are positive integers.
Kim and Kim [5] proved the following theorem.
Theorem 4.1. Let J be a j-set with largest element m  2. Then, for n > m, J ∪ {n} is a j-set if and only if
n =m + 1 or n −mm −max( J ∩ [m − 2]).
Using Theorem 4.1 we can easily determine whether a given set is a j-set. To do this we need
the following deﬁnition introduced by Corteel and Lovejoy [2]. An overpartition is a weakly decreasing
sequence of positive integers in which the last occurrence of an integer may be overlined.
For a set S = {s0, s1, s2, . . . , sn} of nonnegative integers with s0 < s1 < · · · < sn , we deﬁne (S) to
be the sequence (a1,a2, . . . ,an) where ai = sn−i+1 − sn−i for i ∈ [n]. For example, if
S = {0,1,2,3,5,6,9,13,17,18,19,20,22}, (19)
then
(S) = (2,1,1,1,4,4,3,1,2,1,1,1). (20)
And then we deﬁne (S) to be the sequence obtained from (S) = (a1,a2, . . . ,an) by applying the
following algorithm.
First we set k = 1. Find the smallest index i such that ai = 1 and k  i < n. If we have no such i,
then we ﬁnish the algorithm. Otherwise we replace ai and ai+1 with ai+1 + 1. Set k = i+2 and repeat
this process.
For example, for (S) in (20), we have
(S) = (2,2,5,4,3,3,2,1). (21)
Assume that we have (S) = (b1, . . . ,bm). Let i = {i1, i2, . . . , ik} be the set of integers with 1 
i1 < i2 < · · · < ik  m such that b j = 2 if and only if j ∈ i. We deﬁne ψ(S) to be the sequence
(s1, s2, . . . , sk+1), where s j = (bi j−1+1,bi j−1+2, . . . ,bi j ) for j ∈ [k + 1], and i0 = 0 and ik+1 = n.
For example, for S in (19), we have
ψ(S) = ((2,2), (5,4,3,3,2), (1)). (22)
With the above observation Kim and Kim [5] proved the following.
Corollary 4.2. Let S be a set of nonnegative integers with ψ(S) = (s1, . . . , sk+1). Then S is a j-set if and only
if 0 ∈ S, si is an overpartition ending with 2 for all i ∈ [k] and sk+1 = (1) or sk+1 = ∅.
Hence, the set S in (19) is a j-set because ψ(S) in (22) satisﬁes the condition in Corollary 4.2.
Note that since J (π) = J (π,π−1), every j-set is also a j2-set. However, the converse is not true.
For example, the j2-set J (312,312) = {0,1,3} is not a j-set.
We have the following theorem analogous to Theorem 4.1.
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a j2-set if and only if m = 1 or m k.
Before proving Theorem 4.3 we will see how to determine whether a given set is a j2-set.
Consider a set S of integers with (S) = (a1,a2, . . . ,an). Let i= {i1, i2, . . . , ik} be the set of integers
with 1 i1 < i2 < · · · < ik  n such that a j = 1 if and only if j ∈ i. We deﬁne ψ2(S) to be the sequence
(s1, s2, . . . , sk), where s j = (ai j−1+1,ai j−1+2, . . . ,ai j ) for j ∈ [k] and i0 = 0. For example, if
S = {0,1,3,6,7,8,12,13,14,15,17}, (23)
then
(S) = (2,1,1,1,4,1,1,3,2,1),
ψ2(S) =
(
(2,1), (1), (1), (4,1), (1), (3,2,1)
)
.
It is easy to see that Theorem 4.3 implies the following.
Corollary 4.4. Let S be a set of nonnegative integers with ψ2(S) = (s1, s2, . . . , sk). Then S is a j2-set if and
only if 0 ∈ S and si is a partition with exactly one part equal to 1 for all i ∈ [k].
By Corollary 4.4, the set S in (23) is a j2-set. Using Corollary 4.4, we can easily get the following
generating function for the number j2(n) of j2-sets with largest element n.
Corollary 4.5.We have
∑
n0
j2(n)x
n = 1
1− x∏i2 11−xi
= 1+ x+ x2 + 2x3 + 4x4 + 8x5 + 15x6 + 29x7 + 55x8 + 105x9
+ 200x10 + 381x11 + 725x12 + 1381x13 + 2629x14 + 5005x15 + · · · .
For the rest of this section we prove Theorem 4.3. Our proof is similar to, but simpler than, the
proof of Theorem 4.1 in [5].
Note that if J is a j2-set, then J ∩ [k] is also a j2-set for all integers k.
Proposition 4.6. Let J be a j2-set with largest element n. Then there is a permutation in Sn such that
J (π,π) = J .
Proof. Let (σ , τ ) be a pair with J = J (σ , τ ). Since σn = τn , if we set π = σn , we have
J (π,π) = J . 
Recall that, for 0–1 matrices M and N , we write M ∼ N if the matrices obtained from M and N
by removing rows and columns consisting of zeroes are the same.
To prove Theorem 4.3 we need the following four lemmas.
Lemma 4.7. Let J be a j2-set such that the three largest elements of J are n − k, n and n +m with m  2.
Then m k.
Proof. Consider π ∈ Sn+m with J (π,π) = J . We divide M(π) as follows:
M(π) =
( n m
n A B
m C D
)
.
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C
)
. Let σ = πn = πn . Assume that B has s nonzero entries.
Then C also has s nonzero entries. If s = 0, then we get n + 1 ∈ J (π,π) because πn+1 ∼ ( A 0
0 1
) ∼
πn+1. But this is a contradiction to m  2. Thus s  1. Since σn−s ∼ A ∼ σn−s , we get σn−s =
σn−s . Thus
πn−s = (πn)n−s = σn−s = σn−s = (πn)n−s = πn−s
and we get n − s ∈ J (π,π). Since n − k is the largest element in J ∩ [n − 1], we get n − s  n − k.
Since B has at most m nonzero entries, we get k sm. 
Lemma 4.8. Let J be a j2-set such that the two largest elements of J are n − k and n. Then J ∪ {n + k} is
a j2-set.
Proof. If k = 1, then it is clear. Assume k 2. Consider σ ∈ Sn with J (σ ,σ ) = J . Let π be the unique
permutation in Sn+k satisfying
M(π) =
( n k
n A C
k B 0
)
, (24)
where A, B and C are the matrices of size n×n, k×n and n×k respectively such that M(σ ) ∼ ( A
B
)∼
( A C ). The condition n− k ∈ J (σ ,σ ) guarantees that there is a unique π . Since J (π,π)∩ [n] = J and
n+ k ∈ J (π,π), it is suﬃcient to show that n+ s /∈ J (π,π) for all 1 s < k. Suppose n+ s ∈ J (π,π)
for some 1 s < k. Then we have(
A C
B ′ 0
)
∼
(
A C ′
B 0
)
, (25)
where B ′ (resp. C ′) is the matrix consisting of the ﬁrst s rows of B (resp. columns of C ). Removing the
last k− s nonzero rows and columns of the matrices in both sides of (25), we get σn−k+s = σn−k+s ,
i.e., n − k + s ∈ J (σ ,σ ) = J , which is a contradiction to the assumption that n − k and n are the two
largest elements of J . 
Lemma 4.9. Let J be a j2-set such that the two largest elements of J are n−k and n. If k 2, then ( J \ {n})∪
{n + 1} is a j2-set.
Proof. Consider σ = σ1σ2 · · ·σn ∈ Sn with J (σ ,σ ) = J . Since n − 1 /∈ J (σ ,σ ), we have σn = n. Let
π ∈ Sn+1 be the permutation such that
πi =
⎧⎪⎪⎨
⎪⎪⎩
σi if i < n and σi < n,
n + 1 if i < n and σi = n,
n if i = n,
σn if i = n + 1.
Then M(σ ) and M(π) are decomposed as follows:
M(σ ) = A C
B 0
, M(π) =
0
A
... C
0
0 · · · 0 1 0
B 0 0
,
where A, B and C are (n − 1) × (n − 1), 1 × (n − 1) and (n − 1) × 1 matrices respectively. It is not
diﬃcult to see that J (π,π) = ( J \ {n}) ∪ {n + 1}. 
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a j2-set for all positive integers k.
Proof. It is clear if k = 1. Assume k  2. Consider σ ∈ Sn−1 with J (σ ,σ ) = J \ {n}. Let π be the
permutation in Sn+k such that M(π) =
(M(σ ) 0
0 A
)
, where A = ( 0 Ik−1
1 0
)
and Ik−1 is the (k− 1)× (k− 1)
identity matrix. Then J (π,π) = J ∪ {n + k}. 
Now we can prove Theorem 4.3.
Proof of Theorem 4.3. Assume that J ′ = J ∪ {n +m} is a j2-set. Then the three largest integers of J ′
are n − k,n and n +m. If m = 1, we are done. If m 2, then by Lemma 4.7 we have m k.
Now assume that m = 1 or m k. If m = 1, then clearly J ∪{n+m} is a j2-set. Assume that m k.
If k = 1, then by Lemma 4.10 J ∪ {n +m} is a j2-set. If k  2, then by Lemmas 4.8 and 4.9 we have
that J ∪ {n + i} is a j2-set for all integers i  k. In particular J ∪ {n +m} is a j2-set. 
5. Proof of Lemma 2.4
In this section we prove Lemma 2.4. First we prove the following three lemmas.
Lemma 5.1.We have
tn(q−1)
[n]q−1 !
= tn(q)[n]q! ,
An(p−1,q)
[n]p−1 [n]q!
= An(p,q
−1)
[n]p ![n]q−1 !
= An(p
−1,q−1)
[n]p−1 ![n]q−1 !
= An(p,q)[n]p ![n]q! .
Proof. For T ∈ Tn we have maj(T ) +maj(T ′) =
(n
2
)
, where T ′ is the transpose of T . Thus
tn(q
−1) =
∑
T∈Tn
q−maj(T ) = q−(n2)
∑
T∈Tn
qmaj(T
′) = q−(n2)tn(q).
Since q−(
n
2)/[n]q−1 ! = 1/[n]q!, we get the ﬁrst identity. The rest identities can be proved similarly. 
Lemma 5.2. For a real number 0 < q < 1, we have
log
(∏
i1
(
1− qi)−i)< (1+ q
(1− q)2
)(
1+ log 1
1− q
)
.
Proof. The left-hand side is equal to
∑
i1
i log
(
1
1− qi
)
=
∑
i1
i
∑
j1
qij
j
=
∑
i, j2
iqi j
j
+
∑
i1
iqi +
∑
j1
q j
j
− 1
<
∑
i, j2
iqi+ j
j
+
∑
i1
iqi +
∑
j1
q j
j
<
(
1+
∑
i1
iqi
)(
1+
∑
j1
q j
j
)
=
(
1+ q
(1− q)2
)(
1+ log 1
1− q
)
. 
Let x = (x1, x2, . . .) and y = (y1, y2, . . .) be two inﬁnite sequences of independent variables. Let
sλ(x) denote the Schur function in the variables x. The following formulas are well known, see [6,11]:
1036 J.S. Kim / Journal of Combinatorial Theory, Series A 118 (2011) 1021–1038∑
n0
∑
λn
sλ(x)z
n =
∏
i1
(1− xi z)−1
∏
1i< j
(
1− xix j z2
)−1
, (26)
∑
n0
∑
λn
sλ(x)sλ(y)z
n =
∏
i, j1
(1− xi y j z)−1. (27)
It is also known, see [11, Proposition 7.19.11], that
sλ
(
1,q,q2, . . .
)= f λ(q)
(1− q)n[n]q! .
Thus we get the following:
∑
λn
sλ
(
1,q,q2, . . .
)= tn(q)
(1− q)n[n]q! , (28)∑
λn
sλ
(
1, p, p2, . . .
)
sλ
(
1,q,q2, . . .
)= An(p,q)
(1− p)n(1− q)n[n]p ![n]q! . (29)
Lemma 5.3. For real numbers 0 < p,q < 1, we have
lim
n→∞
∑
λn
sλ
(
1,q,q2, . . .
)=∏
i1
(
1− qi)−1 ∏
0i< j
(
1− qi+ j)−1,
lim
n→∞
∑
λn
sλ
(
1, p, p2, . . .
)
sλ
(
1,q,q2, . . .
)= ∏
i, j0
i+ j>0
(
1− piq j)−1.
Proof. Let ξn(q) =∑λn sλ(1,q,q2, . . .). By (26), we have∑
n0
ξn(q)z
n =
∏
i0
(
1− qi z)−1 ∏
0i< j
(
1− qi+ j z2)−1,
equivalently,∑
n0
(
ξn(q) − ξn−1(q)
)
zn =
∏
i1
(
1− qi z)−1 ∏
0i< j
(
1− qi+ j z2)−1,
where ξ−1(q) = 0.
Then
lim
N→∞ ξN(q) = limN→∞
N∑
n=0
(
ξn(q) − ξn−1(q)
)=∏
i1
(
1− qi)−1 ∏
0i< j
(
1− qi+ j)−1
converges, because∏
i1
(
1− qi)−1 < ∏
0i< j
(
1− qi+ j)−1 =∏
i1
(
1− qi)− i2  <∏
i1
(
1− qi)−i,
where
∏
i1(1 − qi)−i converges by Lemma 5.2. Thus we get the ﬁrst limit. Similarly, we can prove
the second limit. 
Proof of Lemma 2.4. We will only prove the ﬁrst limit. The second can be proved similarly. Using the
well known asymptotic behavior of tn ∼ 1√2nn/2 exp(−
n
2 +
√
n− 14 ), we can easily see that it holds for
q = 1.
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lim
n→∞
tn+1(q)
[n+1]q!
tn(q)
[n]q !
= 1− q.
Since
tn(q)
[n]q! = (1− q)
n
∑
λn
sλ
(
1,q,q2, . . .
)
,
we are done by Lemma 5.3. 
6. Further study
In this paper we have found a q-analog and a (p,q)-analog of the following:
lim
n→∞
|Tn(A)|
|Tn| =
f α
a! , (30)
lim
n→∞
|Tn(A, B)|
|Tn(∅,∅)| =
f α f β
a!b! . (31)
In a probabilistic point of view (30) means that the probability that a random SYT T of size n
contains a given SYT A of shape α  a tends to f αa! as n approaches inﬁnity. This clearly implies that
the probability that a random pair (P , Q ) of SYTs of size n contains a given pair (A, B) of SYT of
shape α  a and β  b tends to f α f β/a!b! as n approaches inﬁnity. However, (31) implies that adding
the additional condition that we must have sh(P ) = sh(Q ) does not change the probability, which is
nontrivial. With this observation we conjecture the following.
Conjecture 6.1. For given SYTs A1, . . . , Ak with sh(Ai) = αi  ai for i ∈ [k], we denote by Tn(A1, . . . , Ak) the
set of k-tuples (T1, . . . , Tk) such that sh(T1) = · · · = sh(Tk) and Ti ∈ Tn(Ai) for all i ∈ [k]. Then
lim
n→∞
|Tn(A1, . . . , Ak)|
|Tn(E1, . . . , Ek)| =
f α1 · · · f αk
a1! · · ·ak! ,
where E1 = · · · = Ek = ∅.
Problem 6.1. Find a q-analog of Conjecture 6.1 if it is true.
In our q-analog and (p,q)-analog of (30) and (31) we have the assumption p,q > 0. We can extend
the ranges of p and q by proving Lemma 2.4 for more general p and q. Thus we propose the following
problem.
Problem 6.2. Find negative real numbers or complex numbers p and q satisfying the following:
lim
n→∞
tn+1(q)
[n+1]q!
tn(q)
[n]q !
= 1− q¯, lim
n→∞
An+1(p,q)
[n+1]p ![n+1]q!
An(p,q)
[n]p ![n]q!
= (1− p¯)(1− q¯).
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