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については議論されていない. そこで本論文では, i-vector / PLDA ,










This paper aims to evaluate an effect of a non-linear bandwidth extension
(N-Bwe) method by using i-vector/PLDA-based and x-vector/PLDA-based
automatic speaker verification (ASV) systems. The N-Bwe method has
been reported as a blind, non-learning and light-weight BWE approach.
Although the N-Bwe method consists of a simple non-linear function
and lters, it has archived high accuracy in terms of speaker individual-
ity and root mean square log-spectral distortion (RMS-LSD). Recently,
i-vector/PLDA-based ASV systems become one of the state-of-the-art
ASV systems. While the PLDA-based ASV approaches focus on re-
moving speaker and channel dependency, there are few discussions about
speeches which degraded by band limits. Thus, this paper investigates
the infuence of the speech degradation by band limits toward the PLDA-
based ASV systems. In the experiments, the N-Bwe and shift-based
BWE methods were evaluated by the PLDA-based ASV systems. From















える. 声を用いた生体認証技術である話者照合は i-vector [1, 4, 5]や
probabilistic linear discriminant analysis(PLDA)に基づく手法 [2,6,7]や
x-vectorなどと呼ばれる手法 [3,8–10]により非常にその認証精度が向
上していることが報告されている.これらの手法はアメリカ国立標準
技術研究所 (NIST)から公開されている speaker recognition evaluation















































































としてみなされている [1, 4, 5]. i-vectorにおける話者モデルは式 1に
よって定義される.
Mu = mubm + Tωu, (1)
ここで, mubm ∈ RCDF は大量の不特定話者データで学習した universal
background model (UBM) と呼ばれる GMMから平均を取り出した
GMMスーパーベクトル, T ∈ RCDF×DTは話者とチャネル変動をを含む
全変動 (TV)行列である. Dは音響特徴量の次元数を表す. ωu ∈ RDTは
発話uの固有ベクトルを表す確率変数であり,平均ベクトルが0 ∈ RDT
で共分散行列が単位行列 1 ∈ RDT×DT のガウス分布 N(ω; 0, I)に従う.
このωが各発話に対する i-vectorでありGMMスーパーベクトル空間
における平均的な話者からの差を次元圧縮し各話者を表現したものと
考えられる. i-vectorを用いる場合,識別には主に cos類似度や PLDA
を用いることが多い.
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登録部 照合部
発話 i-vector抽出 𝑝(𝜔$|𝛿, 𝜁$)
発話 i-vector抽出 𝑝(𝜔$|𝛿, 𝜁$)





























ωu = ω̄ + Φδ + Γζu + ϵu. (4)
ここで, ΦとΓは話者とチャネルの部分空間を張る基底行列であり, δ
と ζuは話者及びチャネル因子を表しており, それぞれ標準正規分布
に従う. ϵuは残差成分を表し, 平均ベクトル 0 ∈ RCDF , 対角共分散行
列Σ ∈ RCDF×CDFのガウス分布に従う. ω̄は i-vector空間におけるオフ
セットである. 式 (4)から確率生成モデルを考える.
p(ωu|δ, ζu) = N(ω̄ + Φδ + Γζu,Σ). (5)
式 (5)より登録話者の i-vector ω1と照合話者の i-vector ω2を用いて
















2. I-VECTORPLDA, X-VECTOR/PLDAに基づく話者照合 7
登録部 照合部
発話 話者毎のx-vector抽出 𝑝(𝜔$|𝛿, 𝜁$)






おり, N人の話者を分類されるように学習される. 図 3において itsは










































LPASのフロー図を図 4に示す. 狭帯域音声 xwb[n]から広帯域音声
x̂swb[n]を生成するためフレームごとに処理することを考える. まず,




成分 ewb[n]はゼロ挿入をし, H(ω)と (̂Eswb(ω))をかけ,ハイパスフィル
タを通すことで,高周波数成分のみを抽出する. 次にまず,図 4の 3の
低周波数成分について説明する. ここでは狭帯域音声にアップサンプ
リングを適応することで高周波数成分を持たない広帯域音声を生成
する. 最後に図 4の 2の出力に逆フーリエ変換を適応し,時間領域の
信号を得る. 時間領域において, 図 4の 3の出力を sを用いてサンプ
リングのずれを考慮し足し合わせることで擬似的に高周波数成分を
持つ広帯域音声を生成する. フレーム毎に処理を行うため,フレーム





線形帯域拡張法 (N-BWE)が提案されている [11]. 非線形帯域拡張法
の利点として,学習を行わないため処理が非常に軽く,任意のサンプ
リング周波数に対応できることである. 図 5はN-BWE法のブロック

















ない yUP[n]を生成する. ここで, nは離散時間変数である. 次に,アッ
プサンプリングされた信号に対して式 (7)で表される非線形関数を用
いることで高周波数成分が生成される.




1 (a > 0)
0 (a = 0)
−1 (a < 0)
, (8)
ここで,αと βは非線形性制御のための任意のパラメーターであり, a
は実数である. また,図 6の limiterは以下の式で与えられる.
yHB[n] =
yNLF[n], yNLF[n] ≤ ThM, yNLF[n] > Th , (9)

















































































































(a) Org (c) S I T (d) L (e) N-B(b) UP














図 6は,原音声,アップサンプリング, SHIFT, LPAS, N-BWEによる
音声信号のスペクトログラムを示している. まず, 16kHzでサンプリ
ングされた原音声の信号 (a)は 0 kHzから8 kHzまでの周波数成分を
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有していることがわかる. 次に原音声のサンプリング周波数を16 kHz
から 8 kHz に落とし, また 8 kHz から 16kHz にアップサンプリング
した音声が図 2の (b)である. 図からもわかるように 4 kHz以上の高
い周波数成分を含んでいない. 信号 (c)はSHIFT [20]によって生成さ
れた音声,信号 (d)はLPAS [21]によって生成された音声,信号 (e)は











ために必要となるUBM, TV行列の学習には JNASデータベース [24]














登録データ VLDデータベース (女性) 17名 x70文章
テストデータ VLDデータベース (女性) 17名 x30文章
フレーム長/フレームシフト 20ms/10ms
特徴量 MFCC19次元 + ∆ + ∆∆














て用いた. フィルタ hA[n]には以下の式 (10)を用いた. フィルタ
hB[n]は図 7のように定義した.
hA[n] =
1 (n = 0)0 (n , 0) . (10)
非線形関数 (式 (7))のαと βはそれぞれ 2と 100,000とした.
(C) Down (test)




て用いた. フィルタ hA[n]には以下の式 (10)を用いた. フィルタ





図 7: Filters designed for the N-BWE
表 2: 比較手法 (clean音声)
Train Enrollment Test
(A)UP 原音声 (16k) 原音声 (16k)
アップ
サンプリング








(D)N-BWE N-BWE N-BWE N-BWE
(E)Org 原音声 (16k) 原音声 (16k) 原音声 (16k)
4.2.2 実験結果 (clean音声)





















図 8: 話者照合の実験結果 (clean音声)
のみの違いであるが, (A)の照合性能が大幅に低下している. このこと
により,音声の帯域制限は話者照合の照合性能に大きく影響を与えて
いることが確認できる. 次に (A)UPと (B)N-BWEを比較してみると,
(B)N-BWEの方が精度が高い. このことにより高帯域成分による影響
もわずかながらではあるが話者照合の性能に影響を与えていること
がわかる. しかし, (A)UP, (B)N-BWEと (C)Downをそれぞれ比較する
と,テストデータをアップサンプリング,帯域拡張をしたものよりも,
ダウンサンプリングで学習しなおしたものの方が性能が良いという












ウンサンプリングを行う. 次に ITU-T 勧告G.711 [29] によって策定










y′ = y ∗ 2−7F−1(y′) = sign(y′)1
µ
(1 + µ)|y
′| − 1 (12)
また正規化は次の式 13で表した.

















狭帯域音声にN-BWE [11] を適用した音声を学習, 登録及びテ
ストデータとして用いた. フィルタ hA[n] には式 (10) を用いた.
フィルタhB[n]は図7のように定義した. 非線形関数 (式 (7))のα
と βはそれぞれ 2と 100,000とした.
(D) 8k (255) (G) 8k (127) (J) 8k (63)
16 kHzの原音声から 8 kHzにダウンサンプリングされた狭帯域
音声 x[n]に圧縮, 伸長を適用し, 学習, 登録及びテストデータと
して用いた. また圧縮率はそれぞれ µ = 255, µ = 127, µ = 63と
した.
(E) UP (255) (H) UP (127) (K) UP (63)
狭帯域音声 (8 kHzサンプリング)に対してアップサンプリング
のみを行なった音声 (yUP[n])に圧縮,伸長を適用し,学習,登録及
びテストデータに用いた. また圧縮率はそれぞれ µ = 255, µ =
127, µ = 63とした.
(F) N-BWE (255) (I) N-BWE(127) (L)N-BWE(63)
狭帯域音声にN-BWE [11]を適用し,圧縮,伸長した音声を学習,
登録及びテストデータとして用いた. フィルタ hA[n]には式 (10)
を用いた. フィルタ hB[n]は図 7のように定義した. 非線形関数
(式 (7))のαとβはそれぞれ 2と 100,000とした. また圧縮率はそ
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(L)N-BWE (63) N-BWE (63) N-BWE (63) N-BWE (63)
れぞれ µ = 255, µ = 127, µ = 63とした.
4.3.2 実験結果 (電話音声)
図 10に手法ごとの EER を示す. まず, クリーン音声における (A)
アップサンプリング, (B)提案法, (C)8kを比較すると, (C)よりもサン
プリング周波数をあげた (A), (B)の方がEERが低くなっていること
がわかる. ここで (B) が (A) よよりも EER が低いため帯域拡張法は
有効であると考えられる. 次に µ = 255のときの (D), (E), (F)につい
て比較してみる. この 3つの手法の中で提案法を用いた (E)が一番照




































clean 𝜇 = 255																									𝜇 = 127																							𝜇 = 63




れる. µ = 255及び µ = 127の結果を比較するときつい圧縮がかかる
µ = 127の方が 3手法とも EER が若干低い. 8k の結果でも EER が
低いことからノイズが含まれていても話者性を表す部分には悪い影





て i-vector/PLDA に基づく話者照合実験, x-vector/PLDAに基づく話
者照合実験をN-BWEの音声と他の帯域拡張法を適用した音声で行
い EERを比較した. また, その EERと生成した音声を客観評価尺度
で評価したスコアとの関係について調査した. なお i-vectorの実験に
関しては [30], x-vectorの実験に関しては [31]で発表済みである.
5.1 共通実験条件
5.1.1 英語データベースの詳細
本実験ではKaldi-toolkit [32]と SITW データベース [33]を用いて
i-vector/PLDAに基づく話者照合システムの構築及び x-vector/PLDA
に基づく話者照合システムの構築を行なった. その際, i-vectorに基づ
く話者照合実験において必要なUBM, PLDA, TV 行列を推定するた
め, また x-vectorに基づく話者照合実験においてDNNを構築するた
めにVoxcelebデータベースを用いた. Voxcelebデータベースは二つ
のデータセットVoxceleb1 [34], Voxceleb2 [35]で構成されており,ど
ちらのデータセットもYoutubeにアップロードされた著名人のインタ
ビュービデオから収集されている. Voxceleb1は話者数 1251,発話数













のデータベースの言語は英語であり, 16 kHz でサンプリングされて
いる. 本実験でサンプリング周波数が8 kHzとなっている狭帯域音声
















タとして用いた. フィルタ hA[n] には (10) を用いた. フィルタ







表 4: Experimental conditions for each method
Train Enrollment Test
(A)UP (enroll) 原音声 (16k) アップサンプリング アップサンプリング
(B)SHIFT (enroll) 原音声 (16k) Shift Shift
(C)LPAS (enroll) 原音声 (16k) LPAS LPAS
(D)N-BWE (enroll) 原音声 (16k) 　N-BWE N-BWE
(E)UP (test) 原音声 (16k) 原音声 (16k) アップサンプリング
(F)SHIFT (test) 原音声 (16k) 原音声 (16k) Shift
(G)LPAS (test) 原音声 (16k) 原音声 (16k) LPAS
(H)N-BWE (test) 原音声 (16k) 原音声 (16k) N-BWE
(I)Down ダウンサンプリング ダウンサンプリング ダウンサンプリング
(J)Org 原音声 (16k) 原音声 (16k) 原音声 (16k)
(F) SHIFT (test)
狭帯域音声にSHIFT [20]を適用した音声をテストデータとして







て用いた. フィルタ hA[n]には上記の式 (10)を用いた. フィルタ
hB[n]は図 7のように定義した. 非線形関数 (式 (7))のαと βはそ
れぞれ2と100,000とした. 登録データは16kHzの原音声である.
(I) Down





表 5: 実験条件 (i-vector)
UBM, TV用データベース Voxceleb1, Voxceleb2
UBM,TV用発話数 100,000




















TV 行列, PLDA の推定には 16 kHz でサンプリングされた原音声を
用いた. (I) Downに関してのみUBM, TV行列, PLDAに用いた音声






















































図 12: I-vector-based speaker verification results by using i-vector (Evaluation task)
ある.
5.3.2 実験結果 (i-vector)
図 11, 12に手法ごとの EER を示す. 図 11, 12では評価タスクが異
なるものの,ほぼ同じ傾向が得られた. そこで図11を用いて結果を考
察する. まず (I) Down (8k) と (L) Org(16k) を比較すると EER は (L)
Org (16k)の方が低い. これよりサンプリング周波数が高い方が照合
性能が高いことがわかる. 次に (L) Org (16k) と (A) UP (enroll) を比
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較する. (A) UP (enroll)はアップサンプリングによりサンプリング周
波数は原音声と揃えたものの,高帯域成分に情報を持っていない. こ
のことから高帯域成分の有無が話者照合の照合性能に大きく影響を
与えることを確認した. また,(A) UP (enroll) と (C) LPAS (enroll) を
比較すると, 二つの違いは高帯域成分に信号が生成されているか否
かであるが, (C) LPAS (enroll) の方が照合性能が高いため, この結果
から話者照合において高帯域成分が重要であるいえる. 次に,(A) UP
(enroll) と (D) N-BWE (enroll) を比較すると (A) UPのときと同様に
(D) N-BWE (enroll) の方が照合性能が改善されていることが確認で
きる. 次に, (A) UP (enroll) と (E)UP (test), (D) N-BWE (test) と (H)
N-BWE(test)を比較する. これらの違いはテストデータのみに処理を
施したか,テストデータ及び登録データ両方に処理を施したかの違い
であるが, 図 11, 12 どちらの場合においてもテストデータのみの方
が照合性能が良い. これよりUBMやTVの学習データと特定話者モ
デルの登録データで大幅な劣化がある場合にモデルの学習がうまく
いかずEERが低下すると考えられる. 次に, (E) UP (test)と (F) LPAS
(test) を見てみると, (F) LPAS (test) よりも (E) UP (test) の方が精度
が良い. また (E) UP (test)と (H) N-BWE (test)を見てみると, (E) UP
(test)の手法よりも (H) N-BWE (test)の方が精度が良い. これらの結













力を元にするためそれぞれのTotal contextは9, 15となる. プーリング
層は 5層目からT個のフレーム出力を全て計算し,標準偏差と平均を




PLDAの推定には i-vector実験と同様に 16 kHzでサンプリングされ
た原音声を用いた. (I) Down に関してのみDNN, PLDA に用いた音






図 13, 14に手法ごとの EER を示す. それぞれの評価タスクにおい
て,テスト音声のみに帯域拡張を適用し,登録音声と学習音声は原音
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表 6: 実験条件 (x-vector)
DNN構築用データベース Voxceleb1, Voxceleb2
DNN構築用発話数 100,000










Layer Layer context Total context input x output
frame1 {t-2, t+2} 5 120x512
frame2 {t-2, t, t+2} 9 1536x512
frame3 {t-3, t, t+3} 15 1536x512
frame4 {t} 15 512x512
frame5 {t} 15 512x1500
Stats pooling [0,T) T 1500Tx3000
segment6 {0} T 3000x512
segment7 {0} T 512x512
softmax {0} T 512xN
声を用いた (E) UP (test), (F) LPAS (test), (G) SHIFT (test)と (H) N-
BWE(test)を比較すると, N-BWE法のEERが一番低いことが確認で
きる. また, i-vector手法である図 11, 12と x-vector手法である図 13,
14はそれぞれの評価タスクにおいてほとんど同じ傾向が得られた. こ
れより x-vectorにおいてもN-BWE法は有効であると言える. また i-
vectorと x-vectorそれぞれの帯域拡張法を比較してみると,全ての結





















































した. referenceは全て 16kHzの原音声とし, UP, SHFT, LPAS, N-BWE
の 4つを比較した. 客観評価にはPESQ [39], STOI [40], RMS-LSDを
用いた. PESQと STOIは原音声と劣化音声を比較することにより劣
化音声の自然性を評価している. PESQ は 0(bad) から 4.5(best) まで





図 15, 図 16(a), (b) は i-vectorの EER, x-vectorの EER と PESQ 及
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Matějka, and Lukáš Burget, “End-to-end dnn based speaker recog-
nition inspired by i-vector and plda,” in 2018 IEEE International
Conference on Acoustics, Speech and Signal Processing (ICASSP).
IEEE, 2018, pp. 4874–4878.
[6] Niko Brummer, Anna Silnova, Lukas Burget, and Themos Stafy-
lakis, “Gaussian meta-embeddings for efficient scoring of a heavy-
tailed plda model,” arXiv preprint arXiv:1802.09777, 2018.
37
[7] Fahimeh Bahmaninezhad and John HL Hansen, “i-vector/plda
speaker recognition using support vectors with discriminant anal-
ysis,” in Acoustics, Speech and Signal Processing (ICASSP), 2017
IEEE International Conference on. IEEE, 2017, pp. 5410–5414.
[8] David Snyder, Daniel Garcia-Romero, Alan McCree, Gregory Sell,
Daniel Povey, and Sanjeev Khudanpur, “Spoken language recog-
nition using x-vectors,” in Odyssey: The Speaker and Language
Recognition Workshop, Les Sables d’Olonne, 2018.
[9] Suwon Shon, Hao Tang, and James Glass, “Frame-level speaker
embeddings for text-independent speaker recognition and analysis
of end-to-end model,” arXiv preprint arXiv:1809.04437, 2018.
[10] Yi Liu, Liang He, Jia Liu, and Michael T Johnson, “Speaker
embedding extraction with phonetic information,” arXiv preprint
arXiv:1804.04862, 2018.
[11] H. Miyamoto, S. Shiota, and H. Kiya, “Non-linear harmonic genera-
tion based blind bandwidth extension considering aliasing artifacts,”
in Proc. APSIPA Annual Summit and Conference, 2018.
[12] Phani Sankar Nidadavolu, Cheng-I Lai, Jesús Villalba, and Najim
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[17] Haşim Sak, Andrew Senior, and Françoise Beaufays, “Long short-
term memory recurrent neural network architectures for large scale
acoustic modeling,” in Fifteenth annual conference of the interna-
tional speech communication association, 2014.
[18] C. Mori, K. Tanioka, and S. Gohshi, “Super resolution image re-
construction and imaging device,” pp. 588–593, 2016.
[19] Takashi Fukuda, Masayuki Suzuki, Gakuto Kurata, Samuel
Thomas, Jia Cui, and Bhuvana Ramabhadran, “Efficient knowledge
distillation from an ensemble of teachers,” Proc. Interspeech 2017,
pp. 3697–3701, 2017.
[20] T Thiruvaran, V Sethu, E Ambikairajah, and H Li, “Spectral shifting
of speaker-specific information for narrow band telephonic speaker
recognition,” Electronics Letters, vol. 51, no. 25, pp. 2149–2151,
2015.
[21] P. Bachhav, M. Todisco, and N. Evans, “Efficient super-wide band-
width extension using linear prediction based analysis-synthesis,”
in Proc. IEEE International Conference on Acoustics, Speech and
Signal, pp. 5429–5433, 2018.
39
[22] Jacob Benesty, M Mohan Sondhi, and Yiteng Huang, Springer
handbook of speech processing, springer, 2007.
[23] Thierry Dutoit and Ferran Marques, Applied Signal Processing: A
MATLABTM-based proof of concept, Springer Science & Business
Media, 2010.
[24] Katunobu Itou, Mikio Yamamoto, Kazuya Takeda, Toshiyuki
Takezawa, Tatsuo Matsuoka, Tetsunori Kobayashi, Kiyohiro
Shikano, and Shuichi Itahashi, “Jnas: Japanese speech corpus for
large vocabulary continuous speech recognition research,” Journal
of the Acoustical Society of Japan (E), vol. 20, no. 3, pp. 199–206,
1999.
[25] Sayaka Shiota, Fernando Villavicencio, Junichi Yamagishi, Nobu-
taka Ono, Isao Echizen, and Tomoko Matsui, “Voice liveness de-
tection algorithms based on pop noise caused by human breath for
automatic speaker verification,” in Sixteenth Annual Conference of
the International Speech Communication Association, 2015.
[26] 上西遼大,塩田さやか, and貴家仁志, “i-vectorを用いた話者照
合のための非線形帯域拡張法及びフィルタ設計に関する検討,”
電子情報通信学会音声研究会, vol. 117, no. 189, pp. 29–32, 2017.
[27] 上西遼大,塩田さやか, and貴家仁志, “話者照合のための回り
込みを考慮した非線形帯域拡張法と通信音声による評価,” 日本
音響学会春季大会, , no. 2-Q-2, pp. 135–136, 2018.
[28] Recommendation G.712. ITU-T, “Transmission performance char-
acteristics for pulse code modulation channels,” 1996.
[29] Recommendation G.711. ITU-T, “Pulse code modulation (pcm) of
voice frequencies,” 1989.
40
[30] 上西遼大,塩田さやか, and貴家仁志, “i-vector/pldaに基づく話
者照合による 非線形帯域拡張法の評価,” 情報処理学会 音声言
語情報処理研究会, , no. 14, 2018.
[31] 上西遼大,塩田さやか, and貴家仁志, “x-vectorに基づく話者照
合における非線形帯域拡張法の評価,” 電子情報通信学会音声研
究会, 2019.
[32] Daniel Povey, Arnab Ghoshal, Gilles Boulianne, Lukas Burget, On-
drej Glembek, Nagendra Goel, Mirko Hannemann, Petr Motlicek,
Yanmin Qian, Petr Schwarz, et al., “The kaldi speech recognition
toolkit,” in IEEE 2011 workshop on automatic speech recognition
and understanding. IEEE Signal Processing Society, 2011, number
EPFL-CONF-192584.
[33] Mitchell McLaren, Luciana Ferrer, Diego Castan, and Aaron Law-
son, “The speakers in the wild (sitw) speaker recognition database.,”
in Interspeech, 2016, pp. 818–822.
[34] Arsha Nagrani, Joon Son Chung, and Andrew Zisserman, “Vox-
celeb: a large-scale speaker identification dataset,” arXiv preprint
arXiv:1706.08612, 2017.
[35] Joon Son Chung, Arsha Nagrani, and Andrew Zisserman,
“Voxceleb2: Deep speaker recognition,” arXiv preprint
arXiv:1806.05622, 2018.
[36] David Snyder, Guoguo Chen, and Daniel Povey, “Musan: A music,
speech, and noise corpus,” arXiv preprint arXiv:1510.08484, 2015.
[37] Tom Ko, Vijayaditya Peddinti, Daniel Povey, Michael L Seltzer, and
Sanjeev Khudanpur, “A study on data augmentation of reverberant
speech for robust speech recognition,” in Acoustics, Speech and
41
Signal Processing (ICASSP), 2017 IEEE International Conference
on. IEEE, 2017, pp. 5220–5224.
[38] Erik Larsen, Ronald M Aarts, and Michael Danessis, “Efficient
high-frequency bandwidth extension of music and speech,” in Audio
Engineering Society Convention 112. Audio Engineering Society,
2002.
[39] AW. Rix, J. Beerends, M. Hollier, and A. Hekstra, “Perceptual eval-
uation of speech quality (pesq), an objective method for end-to-end
speech quality assessment of narrowband telephone networks and
speech codecs,” ITU-T Recommendation, vol. 862, 2001.
[40] C. H. Taal, R. C. Hendriks, R. Heusdens, and J. Jensen, “An algo-
rithm for intelligibility prediction of time-frequency weighted noisy
speech,” IEEE Trans. Audio, Speach, Language. Process., vol. 19,





通信学会音声研究会, vol.117, no.189, pp.29-32, 2017年 8月 30日
[2] 上西遼大,塩田さやか,貴家仁志, “i-vectorを用いた話者照合のため
の回り込みを考慮した非線形帯域拡張法と通信音声による評価,”
日本音響学会春季大会, no.2-Q-2, pp.135-136, 2018年 3月 14日
[3] 上西遼大,塩田さやか,貴家仁志,“ i-vector/PLDAに基づく話者照
合による非線形帯域拡張法の評価,”情報処理学会音声言語情報
研究会, vol2018-125, no.14, 2018年 12月 10日





平 6 (1994)年 4月神奈川県生まれ．
平 22 (2010)年 3月鎌倉市立岩瀬中学校卒業．
平 25 (2013)年 3月私立横浜隼人卒業．
平 29 (2017)年 3月首都大学東京システムデザイン学部卒業．
平 31 (2019)年 3月首都大学東京大学院システムデザイン研究科
情報通信システム学域博士前期課程修了見込．
