Introduction
Mobile robotics is an active field of research. Using vision feedback to autonomously guide a mobile vehicle is an interesting and difficult subject of research. However, several research results show some potential applications. A useful task of a mobile robot is to automatically build a model of an unknown environment. In this article, we present a system, called the world model builder, which can accomplish this task. Because most parts of the system have been described elsewhere, we concentrate, after a brief description of the system, on how to fuse multiple 3D frames obtained by a stereo system. The world model is for the moment based on 3D line segments, reconstructed by the trinocular stereovision system described in Lustman (1987) and Ayache (1991 There are many methods proposed in the literature to register two consecutive 3D frames; for example, maximal tree-search matching Huang 1987, 1988), hypothesize-and-verify , and relaxation (Kim and Aggarwal 1987) . There exist quite a number of methods (linear or nonlinear, analytical or numerical) to determine motion from feature correspondences (Ayache and Faugeras 1987; Blostein and Huang 1984; Faugeras and Hebert 1986 ; Kim and Aggarwal 1987) . A comparative study of several methods for motion determination is found in Zhang and Faugeras (1991) . The solution to the second problem is usually goal dependent. How to displace the robot with minimum energy (or other criteria) while avoiding stationary or moving obstacles is a challenging subject of research. Work related to this issue has been done by Lozano-P6rez and Wesley (1979) , Tsuji and Zheng (1987) , and Toumassoud (1988) . A simple example of trajectory planning for navigation can be found in Zhang and Faugeras (1989) .
Data fusion (i.e., how to model sensor noise and how to integrate optimally data from multiple sensors or from the same sensor at different instants) has attracted many researchers ; Ayache and Faugeras 1987; Hager 1988; Porrill 1988; Durrant-Whyte 1988a) . Finally, 3D data should be organized and interpreted (possibly edited) by using some a priori geometric constraints in order to obtain a consistent and higher level representation (Thonnat 1988; Grossmann 1989 ).
The problem of integrating a sequence of monocular views to build a global map was addressed by Jezouin and Ayache (1990) , where the motion is assumed given with very good accuracy by inertia sensors. A sequence of images of an outdoor scene generated by a realistic image synthesis system was used, and they were able to reconstruct primitives (points and line segments) of buildings at a distance of several thousand meters with an accuracy of a couple of meters. As pointed out by the authors, the accuracy of 3D reconstruction depends heavily on camera motion.
The problem of integrating sonar and stereo range data was addressed by Matthies and Elfes (1988) (Zhang and Faugeras 1989) . Figure 2 shows the architecture of our world model builder. As indicated by the name, the goal of our system is to incrementally build a model of its environment.
We, for the moment, restrict the domain to the indoor environment. The system is simply composed of several individual modules. First, the Stereovision Module (SM) (Lustman 1987 (Robles 1988 (1988) . All these are the tasks of the IM. This module is being developed. We have implemented some primitive procedures: parallelism of segments, perpendicularity of segments, coplanarity of segments, etc. We also notice several other researchers working on this subject (Thonnat 1988; Grossmann 1989 Huang (1987) assumed that the pixel errors were uniformly distributed and the 3D points reconstructed by stereo triangulation were also assumed to be uniformly distributed in the corresponding volume. Instead, Matthies and Shafer (1987) (Lustman 1987; Ayache 1991 main problem is that the uncertainty on the line paratneterization does not reflect that of the segment that the line supports (see Zhang [ 1990] where u is the unit direction vector of the segment and n is a random scalar. Equation (7) Figure 8A shows the superposition of the two original segments, and Figure 8B shows their superposition after applying the estimated motion to the first segment (in dashed line).
The solid segment in Figure 8C is the fused one, which is, for reason of comparison, superimposed with its original segments (in dashed line). The uncertainties of the midpoints are represented by ellipses. Figure 9 shows the evolution of uncertainty in the orientation parameters 1/;. Figure 9A shows the superposition of the two original 1/;s (represented by points) and their uncertainty ellipses, and Figure 9B shows their superposition after applying the Fig. 8 . Fusing two segments: evolution of the uncet-tainty in the midpoint. Figure 9C displays the ?p and its uncertainty ellipse of the fused segment (solid line) with its original observations (dashed line). We can observe how the uncertainty is reduced. 
Quantitative Analysis
In this experiment we used three data sets, each containing 10 noisy 3D frames. Each 3D frame consists of four 3D line segments, which were generated as follows. The noise-free segments form a square with sides equal to 500 mm and are 3 m before the stereo setup. We have projected them on each camera using the real calibration parameters obtained for our trinocular stereo system and therefore have obtained four triplets of 2D segments. The projection of the square on a camera is a rectangle of width about 120 pixels and height about 150 pixels (image resolution: 512 x 512). We then added independent Gaussian noise to the end points of the projected segments. The noise for each projected segment has two independent components: one parallel to the segment and another perpendicular to the segment. The parallel noise term was added such that the length of the segment was shortened. The parallel component is a random scalar with mean zero and standard deviation all = 20 pixels ; the perpendicular one is a random scalar with mean zero and standard deviation a1 ranging from 0.5 pixels to 2.5 pixels. Such noises were added to both end points of a segment. This partly models the precision of our edge-detection and polygonal approximation processes: more uncertainty is present along the segment than in its normal direction. At this point, we have generated a noisy image triplet. It was then supplied to the trinocular stereo system, and a realistic 3D frame was finally reconstructed.
In the first set of 10 frames, the ~1s are equal to 0.5, 1.0, 1.4, 1.7, 1.9, 2.1, 2.2, 2.3, 2.4 and 2.5, respectively.
In the second set, the ais of the first five frames are all equal to 1 pixel and those of the last five frames, 2 pixels. In the third set, the air of the first five frames are all equal to 2 pixels, and those of the last five frames, I pixel. We then ran the integration process to fuse the 10 frames in each data set. To measure the quality of the fusion result, we define two criteria. The first is the angle between the fused segment and its corresponding noisefree segment. The second is the distance of the midpoint of the noise-free segment to the fused one. The results are given in Table 1 , where for reason of comparison we also show the average of the angles between each noise-free segment and its corresponding noisy ones and the average of the distances of the midpoint of each noise-free segment to its corresponding noisy ones. The angles are in degrees, and the distances are in millimeters. As can be observed, considerable improvement in the accuracy of the measurements has been achieved. (Fig. 13) . The maximum shift in the 2D images is about 95 pixels (the image resolution is 512 x 512). We show in Figure 14 the images taken by the first camera.
Applying our hypothesis-generation procedure to these two frames, we obtain 12 hypotheses. All these hypotheses are propagated to the whole frame to match more segments and to update the motion estimate. In the end, nine hypotheses correctly give the estimate of the displacement. The one that matches the largest number of segments and gives the minimal matching error is kept as the best one. To determine how good this estimate is, we apply it to the first frame and superimpose the transformed one on the second (i.e., in the coordinate system of the second frame) (Fig. 15) . The shift of the triangle in this figure displays in fact the displacement of the robot. Figure 16A shows Figure 16A) , we observe the improvement in the accu- racy of segment measurements (examining, for example, segments on the right).
Fusion of a Long Sequence
We now describe the result of the integration of 35 stereo views taken when the robot navigates in a room. Merged segments are represented in the coordinate system related to the last position. As described in section 2, the displacement of the robot is manually controlled with the aid of a graphic interface, such that there exists some common part of the view fields in the successive positions (the necessary condition that the motion algorithm succeeds). A labeled map of the room is shown in Figure 17 . In Figure 18 , we show four sample images taken by the first camera. Figure 19 shows the final 3D map Fig. 13 (Herman 1986 ). That system is intended for incrementally generating a 3D model of a complex scene from multiple images. The primitives used are edges and vertices. The system differs from the work described in this article in at least the following points. First, no extended experiments have been carried out using this system. Only the merging result of a 3D frame obtained from a pair of stereo aerial images and a manually generated 3D frame has been reported. Second, the motion (coordinate transformation) between successive views has been assumed to be known, which makes the matching problem trivial. Finally, uncertainty in the model and in the measurements has not been systematically addressed. One important point of the 3D Mosaic system from our point of view is that part of the knowledge of planar-faced objects has been explicitly formulated. Such knowledge may constitute a good starting point for us to interpret fused data and derive a symbolic model.
