An optimal control problem associated with the dynamics of the orientation of a bipolar molecule in the plane can be understood by means of tools in differential geometry. For first time in the literature k-symplectic formalism is used to provide the optimal control problems associated to some families of partial differential equations with a geometric formulation. A parallel between the classic formalism of optimal control theory with ordinary differential equations and the one with particular families of partial differential equations is established. This description allows us to state and prove Pontryagin's Maximum Principle on k-symplectic formalism. We also consider the unified Skinner-Rusk formalism for optimal control problems governed by an implicit partial differential equation.
Introduction
Boscain et al. in [6] study the controllability of the equation i ∂Ψ(t, θ) ∂t = − ∂ 2 Ψ(t, θ) ∂θ 2 + u 1 (t) cos θ Ψ(t, θ) + u 2 (t) sin θ Ψ(t, θ),
which models the rotation motion of a bipolar rigid molecule confined to a plane with two control electric fields. See references in the paper for more details about the problem origin and its interests.
The study of controllability in [6] does not approach the problem of existence and construction of suitable controls for governing the position of the molecule. The controls are obtained depending on the purpose to be achieved. For instance, if the controls are related with the energy needed to take the molecule to a particular position or to track a molecule path in the configuration space, then we might be interested in minimizing the energy consumption. In other words we have associated an optimal control problem to the above control equation. Note that control equation is a particular kind of second-order and control-linear partial differential equation.
In this paper, a geometric approach is considered to deal with optimal control problems for particular families of control partial differential equations, similar to the above mentioned example.
Following the same lines as in our previous paper on Pontryagin ' s Maximum Principle [3] , PMP, we extend the geometric method to optimal control problems with some control partial differential equations. As in the classical PMP, to succeed in this extension is necessary to extend the control With this purpose in mind, the natural geometric background to use is k-symplectic formalism (Günther standard polysymplectic), which is a generalization of the symplectic formalism in classical mechanics. The k-symplectic formalism makes possible to geometrically interpret some problems such as the vibrating string within field theory [1] and other problems [15] . Locally speaking, these problems correspond with Lagrangian and Hamiltonian functions that do not depend on the base coordinates, usually denoted by (t 1 , . . . , t k ). When a dependence on the base coordinates exists, the k-cosymplectic formalism is necessary. In other words the k-cosymplectic formalism is the generalization of the cosymplectic formalism used in non-autonomous mechanics to field theories [12, 13] .
However, the control equation (1) under study is of second order. Hence we need to extend the k-symplectic formalism for optimal control problems developed in this paper to implicit control differential equations. In this framework we transform the equation (1) into a first order one in such a way that we obtain an implicit equation.
The paper is organized as follows: In Section 2 we define the setting to describe optimal control problems governed by an explicit first-order partial differential equation using the k-symplectic formalism. A parallel between this formulation and the geometric description of optimal control problems governed by ordinary differential equations is considered in order to stress the similarities and differences between both problems.
One of the key points to prove Pontryagin's Maximum Principle consists of extending in a suitable way the control system by adding new coordinates which contain the information related to the cost function, the so called extended system. In this paper, the k-symplectic formalism for the extended optimal control problems only works under some particular assumptions on the cost function, which turn out to include the most typical cost functions in the literature. To prove Pontryagin's Maximum Principle on k-symplectic formalism in Section 2.1 we define the elementary perturbation vectors on that formalism.
After this first approach to tackle optimal control problems, we are going to consider in Section 3 the unified Skinner-Rusk formalism for k-cosymplectic implicit dynamical systems. Following the lines of [2] , we adapt the above formalism to describe a novel unified formalism for optimal control problems governed by an implicit partial differential equation in Section 4. This generalized unified formalism will allow us to consider interesting problems associated with higher order control partial differential equations, in particular the problem that has motivated our study, see Section 5. In this last section, we consider the control partial differential equation that models the orientation of a bipolar molecule in the plane studied in [6] , as described at the beginning, when a control-quadratic cost function is considered. Hence, the use of k-symplectic formalism and all the generalizations we have made in the previous sections to deal with optimal control problems on partial differential equations are fully justified.
In the sequel, unless otherwise stated, all the manifolds are real, second countable and C ∞ . The maps are assumed to be also C ∞ . Sum over all repeated indices is understood.
2 k-symplectic formalism for optimal control problems governed by an explicit first-order partial differential equation
We first recall briefly the essential definitions and notations in the k-symplectic formalism. Let Q be a n-dimensional manifold and τ Q : T Q → Q be the natural tangent bundle projection. The k-tangent bundle or the bundle of k 1 -velocities of Q, denoted by T 1 k Q, is the Whitney sum of k copies of the tangent bundle T Q, that is,
The elements of T 1 k Q are k-tuple (v 1q , . . . , v kq ) of tangent vectors on Q at the same point q ∈ Q. The canonical projection τ k Q : T 1 k Q → Q is defined as follows
Hence a kvector field X defines a family of k ordinary vector fields {X 1 , . . . , X k } on Q through the canonical projections τ
We introduce now the notion of control system in the k-symplectic formalism. Consider a control set U ⊂ R l . We need the notion of a k-vector field X defined along the projection π 1 : Q × U → Q. Such a k-vector field is defined by making the following diagram commutative:
where J is a subset of R k .
An integral section of a k-vector field X defined along the projection
. . , k. Let F : Q × U → R be a regular enough map. Such a function, which is usually called the cost function in the literature, allows us to define the functional
where dS = dt 1 ∧ · · · ∧ dt k , i.e. the usual volume form in R k .
From now on, we assume that Dom
I. Before stating the optimal control problem on k-symplectic formalism, we remind here the classical optimal control problem with cost function G : Q × U → R.
Statement 1 (Optimal control problem, OCP). Given (Q, U, X, G, I). Find a curve (γ, u) : I ⊂ R → Q × U joining the points x 0 and x f in Q such that (i) it is an integral curve of the vector field X defined along the projection
(ii) it minimizes the functional I G(γ(t),ũ(t))dt among all the integral curves (γ,ũ) of X on Q×U joining x 0 and x f .
Statement 2 (k-symplectic optimal control problem, k-OCP). Given (Q, U, X, F, I). Find a map φ = (σ, u) : I = I 1 × · · · × I k ⊂ R k → Q × U passing through the points q 0 and q f in Q such that (i) it is an integral section of the k-vector field X = (X 1 , . . . , X k ) defined along the projection
where
(ii) it minimizes the functional I 1 ×···×I k F (φ(t))d k t among all the integral sectionsφ of X on Q × U passing through q 0 and q f , where
Let us compare the frameworks in the traditional optimal control problems and in the ksymplectic optimal control problems.
Observe that the classical OCP has associated a problem of explicit ordinary differential equations, whereas the equations in the k-symplectic optimal control problem are explicit partial differential equations.
Since late fifties the most efficient tool to solve optimal control problem is Pontryagin's Maximum Principle, which provides us with necessary conditions for optimality [16] . One of the key points to prove that Principle for classical optimal control theory consists of extending the control system in a suitable way. To be more precice, Q is extended to the manifold Q = R × Q with local coordinates x = (x 0 , x i ) and the corresponding extended vector field is given by
Note that the system of ordinary differential equations which determines the integral curves of X can be decoupled in the following sense: we first integrate dx i dt = X i (x, u) and then we have
Unfortunately, in order to extend coherently the optimal control problem on k-symplectic formalism we need some extra assumptions on the cost function. We can justify these assumptions as follows. In a first try to extend the control system we will add k new variables (q 0 1 , . . . , q 0 k ) such that for every A = 1, . . . , k
Once we have an integral section of X, we integrate (5) and obtain
The equation (6) is satisfied by q 0 A for B = A if
Note that if both assumptions are satisfied the equations will be immediately satisfied. Thus these assumptions are necessary to guarantee the compatibility of the system of partial differential equations when we extend the control system.
Moreover, having in mind [9] Assumption 2 is reasonable when dealing with control systems. These two assumptions include the most typical cost functions considered in optimal control problems such as control-quadratic, constant function 1 (that is, time optimal), etc. Hence these assumptions do not impose great restrictions according to the literature.
Under the above assumptions, let us consider now the extended k-symplectic optimal control problem. In order to preserve the same philosophy as in classical control theory, we will have to add k new coordinates (q 0 B ) {B=1,...,k} . Then the extended manifold in k-symplectic formalism is given by Q = R k × Q. If X = (X 1 , . . . , X k ) is the k-vector field on Q, then the extended k-vector field X on Q is given by ( X 1 , . . . , X k ) where
where δ B A is the Kronecker's delta and F is the cost function.
As in classical optimal control theory, we can first integrate
Because of (6) q 0 A is constant when we fix t A . On the other hand, due to Assumption 1 and 5 q 0 A is constant along integral curves of X A for every A = 1, . . . , k.
A is the Kronecker's delta, for every A, B = 1, . . . , k; i = 1, . . . , n;
(ii) it minimizes each functional
for A = 1, . . . , k, among all the integrals sections φ of X on Q × U passing through q 0 and q f such that
Remark 4. Note that if the projection of an integral section φ : (8), then the projection of the integral section φ to φ on Q × U minimizes the functional
since the order of integration does not matter.
Hence, in contrast with classical optimal control theory, in k-symplectic formalism the extended optimal control problem and the optimal control problem are not equivalent. However, solutions to the extended problem in Statement 3 are also solutions to the original k-symplectic optimal control problem in Statement 2. As we will see later on, the adapted version of Pontryagin's Maximum Principle in k-symplectic formalism provides us with necessary conditions for optimality of the k functionals in (8) for those cost functions satisfying assumptions 1 and 2.
As mentioned above the trajectories that minimize (8) also minimize (9), but not necessarily in the other way around. Remember that to minimize a multiple integral does not imply that every simple integral involved is minimized. Thus, the necessary conditions for optimality described in Section 2.1 in the k-symplectic version of Pontryagin's Maximum Principle are more restrictive than the traditional necessary conditions for optimality in [3, 16] .
The elements of extended optimal control problems in classical formalism and k-symplectic formalism are summarized in the following diagrams:
In order to state Pontryagin's Maximum Principle we need a Hamiltonian problem associated with each of the extended optimal control problems. It is important to remark here that this Hamiltonian problem is not equivalent to the optimal control problems in the classical formalism neither in the k-symplectic formalism.
The Hamiltonian for the extended optimal control problem in classical theory is given by
For each control u, the Hamiltonian vector field
where ω is the canonical symplectic structure on T * Q. Locally ω = dx 0 ∧ dp 0 + dx i ∧ dp i in natural local coordinates (
For the extended k-symplectic optimal control problem we consider k Hamiltonian functions
in natural local coordinates
For each control u, the Hamiltonian k-vector field X * {u} = X * {u} 1 , . . . , X * {u} k must satisfy the following family of equations
The canonical k-symplectic structure on (
is the projection onto the Ath-copy and ω is the canonical symplectic structure on T * Q. Locally ω A = dq 0 j ∧ dp A 0 j + dq i ∧ dp A i .
If for each control the Hamiltonian k-vector field X * {u} is solution to (11) , then it is solution to the following Hamilton-De Donder-Weyl equations
associated with the Hamiltonian H :
where p ∈ (T 1 k ) * q Q. By the superposition principle all the solutions of (11) are solutions to (12) because both systems are linear in the momenta. However, (12) has more solutions apart from the ones coming from (11) . In fact, for every A ∈ {1, . . . , k} the Ath vector field X * A of the Hamiltonian k-vector field X * = X * 1 , . . . , X * k is locally expressed as follows
for every A = 1, . . . , k. Note that the Hamiltonian k-vector field X * = X * 1 , . . . , X * k is not completely determined because the following functions
remain undetermined for C = A and for every A = 1, . . . , k.
On the other hand, from (12) the Hamiltonian k-vector field X * = X * 1 , . . . , X * k must satisfy
By comparing (13) and (15) it is clear that all the solutions to (11) are also solution to (12), but not in the other way around. Neither the Hamiltonian k-vector field X * {u} solution to (11) , nor the Hamiltonian k-vector field X * {u} solution to the Hamilton-De Donder-Weyl equations are fully determined. For the first one, the functions in (14) remain undetermined. For the second one, the functions in (14) remain undetermined and maybe some of the (Y A ) A i involved in (15) . However, we can reduce in an intrinsic way the number of functions that remain undetermined in the above mentioned Hamiltonian k-vector fields X * {u} in such a way that the Hamiltonian k-vector field X * {u} solution to (11) is fully determined. Note that ( 
for every C = A imply locally that (Y A ) C 0B = 0 and (Y A ) C j = 0 for C = A and for every C = A. Under conditions (16) , (17) , given an initial condition β 0 in (T 1 k ) * Q there exists a unique integral section β :
k ) * Q of the Hamiltonian k-vector field solution to (11) . It is clear from the local equations (13) that once A is fixed, p B does not appear in the set of equations in (11) associated with A and only p A 's appear.
Elementary perturbation vectors and Pontryagin's Maximum Principle on k-symplectic formalism
Now let us introduce the notion of elementary perturbation in k-symplectic formalism that allows us to define later the k-symplectic tangent perturbation cones. These elements are essential to prove the k-symplectic Pontryagin's Maximum Principle, Theorem 8.
First fix a surface ( σ, u) :
Let π A be a 3-tuple {r A , l A , u A } where r A , l A ∈ R and u A ∈ U ⊆ R l . The Ath-elementary perturbation of the control u is defined as follows
Associated to this control u[π s A ], the mapping σ[π s A ] :
For every
we can define a curve as follows
This curve is an integral curve of X
is an elementary perturbation of u specified by the data π A = {r A , l A , u A }, then the curve ϕ t π A is differentiable at s = 0 and its tangent vector is
Proof. In local coordinates (q 0 1 , . . . , q 0 k , q 1 , . . . , q n ) for Q, note that
To compute the derivative of ϕ t π A at s = 0 with t = (t 1 , . . . , r A , . . . , t k ) we use the definition of the derivative:
Let us use now the following equation
in the above formula having in mind that o(s) tends to 0 when s tends to 0. Then,
for each i ∈ {0 1 , . . . , 0 k , 1, . . . n}.
Note that the tangent vector in Proposition 2.1 is in τ Following the same lines as in [3] we can define the associated Ath-perturbation vector obtained from c different Ath-perturbation data π A 1 , . . . , π Ac with different and/or same perturbation time r A 1 , . . . , r Ac .
At each copy of the tangent bundle in the k-tangent bundle T 1 k Q, we construct an Ath-tangent perturbation cone
where V A τ denotes the set of Ath-elementary perturbation vectors at τ , Φ The definition of k different perturbation cones in (21) implies that the perturbation data associated with different Ath copies are not mixed. As proved in [3, Proposition 3.12], the following result is true for the cones K A t for every A = 1, . . . , k. This proposition is essential to prove Pontryagin's Maximum Principle in k-symplectic formalism.
Theorem 8 (k-symplectic Pontryagin's Maximum Principle). If φ * = ( σ * , u * ) : I 1 ×· · ·×I k → Q×U is a solution of the extended k-symplectic optimal control problem ( Q, U, X, F, I), Statement 3, such that F satisfies assumptions 1 and 2, then there exists ( β, u) :
along the optimal integral section is equal to the supremum of H A over the controls almost everywhere; (iii) the supremum of the Hamiltonian H A : (T 1 k ) * Q × U → R in (10) along the optimal integral section is constant almost everywhere; (iv) β A (t) = 0 ∈ T * σ * (t) Q for each t ∈ I 1 × · · · × I k and for every A = 1, . . . , k;
is non-positive for every A = 1, . . . , k .
Proof. As ( σ * , u * ) is a solution of the extended k-symplectic optimal control problem, if τ ∈ I 1 × · · · × I k , for every initial condition β τ in (T 1 k ) * Q there exists a unique curve β in (T 1 k ) * Q satisfying the k equations in (11) and the initial condition.
As in the classical Pontryagin's Maximum Principle the initial condition must be conveniently chosen so that the rest of conditions in the theorem are fulfilled. 
Observe that if (0, . . . , 
. This is a contradiction with the fact that ( σ * , u * )
is a solution of the extended k-symplectic optimal control problem. Hence (0, . . . ,
Thus, there exists β
Condition (22) implies that β A 0 A ≤ 0. Let us explicitly write for each A ∈ {1, . . . , k} the equations for the integral curves of X * A that satisfy equation (11):
for B = 1, . . . , k and i, j = 1, . . . , n. Note that there are no equations for p B i with B = A. Hence the momenta whose coordinates are p B i remain undetermined. They will be determined by solving (11) with A = B. Given an initial condition in the Ath-copy of T * σ * (t f ) Q, we just solve the equations in the fiber for p A .
Q, then the solution to (11) in the fiber will be zero along σ * because of the linearity of the differential equation in the momenta. If the momenta is zero, it does not provide us with any information related to the separation condition. Hence, β A (t) = 0 ∈ T * σ * (t) Q for every t ∈ I.
As in the classical Pontryagin's Maximum Principle, condition (23) and the definition of the Athelementary perturbation vector in (19) prove the condition about the supremum of the Hamiltonian (10) over the controls for each A ∈ {1, . . . , k}. The constancy of the supremum of the Hamiltonian over the controls is proved analytically, analogously to the classical Pontryagin's Maximum Principle, see [3, 16, 19] for more details.
From equations (11) we deduce that for each A ∈ {1, . . . , k}, β A 0 B is constant for every B ∈ {1, . . . , k} along the optimal integral section φ * = ( σ * , u * ).
Application of unified formalism for k-cosymplectic to implicit PDEs
We are going to apply the unified Skinner-Rusk formalism for k-cosymplectic field theories developed in [17, Section 4 ] to the dynamics description for systems given by implicit partial differential equations. This will be very useful to develop Sections 4 and 5 so that physical examples associated with higher order control partial differential equations fit in the approach considered in this paper.
The Whitney sum T 1 k Q ⊕ T 1 k * Q has natural bundle structures over T 1 k Q and T 1 k * Q. The suitable bundle to describe non-autonomous dynamical systems governed by partial differential equations is W :
k * Q the local projections into the first, second and third factor of W, respectively. Locally,
Let (dt 1 , . . . , dt k ) and (ω 1 , . . . , ω k ) be the canonical forms on R k × (T 1 k ) * Q. We denote by (ϑ 1 , . . . , ϑ l ) and (Ω 1 , . . . , Ω k ) the pullback by pr 1 and pr 3 of these forms to
The coupling function C on
Given a Lagrangian function
Locally,
The problem in the Skinner-Rusk formalism for k-cosymplectic field theories consists of finding integral sections φ :
See [17] for more details.
After summarizing briefly the Skinner-Rusk formalism for k-cosymplectic field theories, here we are interested in adapting it to find the dynamics of systems described by implicit partial differential equations. An implicit dynamical system (L, M ) is described by the submanifold
In order to adapt the above formalism to this kind of dynamical systems, we must define the k-symplectic implicit bundle W M = M × Q (T 1 k ) * Q and the corresponding canonical immersion
Now we can consider the pullback of the coupling function and the canonical forms on W to W M :
Analogously to (26), the problem of describing the dynamics of (L, M ) consists of finding the integral sections φ :
Or equivalently, the problems consists of finding the integral sections φ :
This equation is obtained from (28) by rewritting the equations on W so that the constraints ψ α = 0 in (27) must be added to the equation in a suitable way.
The Ath vector field Z A on W is locally given by
.
From (29) we first have (Z
Thus,
By also imposing the conditions (16) and (17) in the k-vector field on W, we have
If Z is a solution of (29), then we must start a constraint algorithm in the sense of [7] . To be more precise, each Z A must be tangent to the submanifold M L contained in W M and defined by (32). That is, the following tangency conditions must be satisfied
on M L for every A = 1, . . . , k. Depending on the particular examples, some components will be determined and the constraint algorithm must proceed until stabilization.
Remark 9. For non-autonomous k-symplectic explicit dynamical systems the manifold M is defined by constraints locally given by Ψ α (t,
Hence the above process can be used for this kind of dynamical systems.
Let C be the control bundle with natural coordinates (t A , q i , u a ). In contrast to the explicit description of control partial differential equations in Section 2, let us consider now the case where the control partial differential equations are given implicitly by the following submanifold
Let us define now the k-symplectic implicit control bundle
Then we have, respectively, the canonical immersion and the natural projection:
Now we can consider the pullback of the coupling function in Section 3 and the canonical forms on W to W M C :
The dynamics of the optimal control problem (L, M C ) is determined by the solutions of the equations
In order to work in local coordinates we need the following proposition whose proof is straightforward.
Proposition 10. For a given w ∈ W M C , the following conditions are equivalent:
As a consequence of this last proposition, we can obtain the implicit optimal control equations using condition (2) in Proposition 10 as follows: there exists a k-vector field Z on C × R k ×Q W such that
(ii) the 1-form
is null on the k-vector fields tangent to W M C .
As
As usual, the undetermined functions λ α 's are called Lagrange multipliers.
Now using coordinates (t B , u a , q i , v i A , p A i ) in C × R k ×Q W, we look for k vector fields
Note that from (35) we have (Z
together with the tangency conditions
for every A = 1, . . . , k. Imposing the conditions (16), (17), we know that (Y A ) B i = 0 for A = B. From here we can start a constraint algorithm in the sense of [7] as follows: the tangency conditions with respect to the constraints (39) and (40) obtained from equation (36) give the following equations on
If the square matrix of size
has maximum rank, (Z A ) b and (Z A ) i B are determined in terms of (Y A ) A i , which must satisfy the condition (37) coming from (36). The algorithm continues until stabilization. 
where Ψ is an element in a Hilbert space taking values on the complex and u 1 , u 2 take values in R.
Let us rewrite the problem according to Section 4. This equation fits in 2-symplectic formalism where t 1 = t and t 2 = θ. Note that (42) is a partial differential equation on the complex numbers. Hence let us rename
In order to rewrite (42) as an implicit partial differential equation we work on a 6-dimensional manifold Q with local coordinates
to transform the second order partial differential equation into first order partial differential equations.
The local coordinates for
. Note that apart from (42) we also know that
Hence (43) determines some relationships between some coordinates of v 1 and v 2 . Equations (42) and (43), determine a submanifold M C of C × Q T 1 2 Q implicitly defined by the following constraints:
A general 2-vector field Z on C × R 2 ×Q R 2 × T 1 2 Q ⊕ (T 1 2 ) * Q is locally given by Hence all the controls and Lagrange multipliers are determined: 
Note that the controls satisfy the following relationship u 1 sin θ = u 2 cos θ. If we impose the tangency condition, we have the nature of the cost function. The main difficulty is to obtain a compatible system of partial differential equations after extending the original control system.
In this paper we have not mentioned the different kind of extremals for optimal control problems. There exist the so-called abnormal extremals which are characterized at first without considering the cost function. As shown in [4] , the constraint algorithm in the sense of Gotay-Nester-Hinds is useful to characterize the different kind of extremals in optimal control theory. Now, that the optimal control problems governed by partial differential equations have been understood in the ksymplectic framework, it seems that the application of the constraint algorithm for k-presymplectic Hamiltonian systems [8] will characterize the extremals of those problems.
