Abstract. The Prize Collecting Traveling Salesman Problem (PCTSP) can be associated to a salesman that collects a prize in each city visited and pays a penalty for each city not visited, with travel costs among the cities. The objective is to minimize the sum of travel costs and penalties, while including in the tour enough cities to collect a minimum prize. This paper presents one solution procedure for the PCTSP, using a hybrid metaheuristic known as Clustering Search (CS), whose main idea is to identify promising areas of the search space by generating solutions and clustering them into groups that are them explored further. The validation of the obtained solutions was through the comparison with the results found by CPLEX.
Introduction
This paper presents a new hybrid metaheuristic to solve the Prize Collecting Traveling Salesman Problem (PCTSP). The PCTSP is a generalization of the Traveling Salesman Problem (TSP), where a salesman collects a prize p i in each city visited and pays a penalty γ i for each city not visited, considering travel costs c ij between the cities. The problem intend to minimize the sum of travel costs and penalties paid, while including in the tour enough cities to collect a minimum prize (p min ), defined a priori. In this tour, each city can be visited at most one time.
The solution of PCTSP is difficult due to a large number of possible solutions. Since the PCTSP generalizes the TSP it is also a NP-hard problem, as the TSP is a particular case of PCTSP where the minimum prize is same to the sum of prizes of all nodes.
In this paper, the PCTSP is solved using a hybrid metaheuristic, known as Clustering Search (CS), which was proposed by Oliveira and Lorena [1] . The CS consists of detecting promising areas of the search space using an algorithm that generates solutions to be clustered. These promising areas may then be explored through local search methods as soon as they are discovered. The algorithm used to generate the solutions was a method combining Greedy Randomized Adaptive Search Procedure (GRASP) [2] , Variable Neighborhood Search (VNS) [3] .
The commercial solver CPLEX [4] has been used to solve the formulation of the PCTSP for small size problems, in order to validate the computational results of CS.
The remainder of the paper is organized as follows. Section 2 reviews previous works about PCTSP. Section 3 describes the metaheuristic that was used in this paper, and section 4 present the CS applied to PCTSP. Section 5 presents the computational results and section 6 concludes the paper.
Literature Review
The PCTSP was introduced by Egon Balas [5, 6] as a model for scheduling the daily operations of a steel rolling mill. The author presented some structural properties of the problem and two mathematical formulations.
Fischetti and Toth [7] developed several bounding procedures, based on different relaxations. A branch and bound algorithm was also developed that was applied to small size problems.
Goemans and Williamson [8] provided a 2-aproximation procedure to a version of the PCTSP, without the minimum prize constraint. Dell'Amico et al. [9] developed a Lagrangean heuristic, which use a Lagrangean relaxation for generating starting solutions for the heuristic procedure. A procedure Adding-Nodes was used to obtain feasible solutions for PCTSP through the lower bound and a procedure Extension and Collapse seeks improving feasible solutions.
Chaves and Lorena [10] proposed new heuristics based in CS to solve the PCTSP, firstly using an genetic algorithm as generator of solutions for the clustering process, and later changing the genetic algorithm for other metaheuristics.
Feillet et al. [11] presents a survey on TSP with profits that include the PCTSP, identifying and comparing the complexity of different classes of applications, modelling approaches and exact or heuristic solution techniques.
Clustering Search
The Clustering Search (CS) generalizes the Evolutionary Clustering Search (ECS) proposed by Oliveira and Lorena [1] , that employ clustering for detecting promising areas of the search space (see also [12] ). It is particularly interesting to find out such areas as soon as possible to change the search strategy over them. An area can be seen as a search subspace defined by a neighborhood relationship in metaheuristic coding space. In the ECS, a clustering process is executed simultaneously to an evolutionary algorithm, identifying groups of individuals that deserve special interest. In the CS, the evolutionary algorithm was substituted by distinct metaheuristics, such as Simulated Annealing, GRASP, Tabu Search, VNS and others.
The CS attempts to locate promising search areas by framing them by clusters. A cluster can be defined as a tuple G = {C; r; β} where C, r and β are, respectively, the center and the radius of the area, and a search strategy associated to the cluster.
The center C is a solution that represents the cluster, identifying the location of the cluster inside of the search space. Initially, the centers are obtained randomly and progressively it tends to slip along really promising points in the close subspace. The radius r establishes the maximum distance, starting from the center, that a solution can be associated to the cluster. For example, in combinatorial optimization, r can be defined as the number of movements needed to change a solution into another. The search strategy β is a systematic search intensification, in which solutions of a cluster interact among themselves along the clustering process, generating new solutions.
The CS consists of four conceptually independent components with different attributions: a search metaheuristic (SM); an iterative clustering (IC); an analyzer module (AM); a local searcher (LS);
The search metaheuristic (SM) component works as a full-time solution generator. The algorithm is executed independently of the remaining components and must to be able provide the continuous generation of solutions directly for the clustering process. Simultaneously, clusters are maintained to represent these solutions. This entire process works like an infinite loop, in which solutions are generated along the iterations.
The iterative clustering (IC) component aims to gather similar solutions into groups, maintaining a representative cluster center for them. To avoid extra computational effort, IC is designed as an online process, in which the clustering is progressively fed by solutions generated in each iteration of SM. A maximum number of clusters N C is an upper bound value that prevents an unlimited cluster creation. A distance metric must be defined, a priori, allowing a similarity measure for the clustering process.
The analyzer module (AM) component provides an analysis of each cluster, in regular intervals, indicating a probable promising cluster. A cluster density, δ, is a measure that indicates the activity level inside the cluster. For simplicity, δ i counts the number of solutions generated by SM and allocated to the cluster i. Whenever δ i reaches a certain threshold, meaning that some information template becomes predominantly generated by SM, such information cluster must be better investigated to accelerate the convergence process on it.
At last, the local search (LS) component is a local search module that provides the exploitation of a supposed promising search area, framed by cluster. This process can happen after AM having discovered a promising cluster and the local search is applied on the center of the cluster. LS can be considered as the particular search strategy β associated with the cluster, i.e., a problem-specific local search to be employed into the cluster.
CS for PCTSP
A version of CS for the PCTSP is presented in this section. The application details are now described, clarifying the approach.
The GRASP/VNS Metaheuristic
The component SM, responsible for generating solutions to the clustering process, was a metaheuristic that combines GRASP and VNS.
The GRASP [2] is basically composed by two different phases: a construction phase, in which a feasible solution is produced and a local search phase, in which a local minimum is obtained using the feasible solution generated in the first phase.
The construction phase of GRASP uses the insertion rule of the procedure Adding-Nodes [9] to build the candidate list (C list ). Initially two nodes are added in the tour and then each node is selected in a random way starting from a part of the C list containing the best candidates, called Restricted Candidate List (RCL). This node is added to the solution and the candidate list is updated at each iteration. The construction phase stops when does not exist candidates with positive costs and the minimum prize be collected. The insertion rule for add a node k between the nodes i and j is
that it is composed by the cost of the arc (i, j), the penalty of the node k and the costs of the arcs (i, k) and (k, j), respectively. The local search phase of GRASP uses the VNS [3] , which is a metaheuristic going on a systematic change of neighborhood within a local search algorithm.
Initially a set of neighborhood structures is defined through random movements. The VNS proposed implement nine neighborhood structures, through the following movements:
-m 1 : add one node to the tour; -m 2 : drop one node from the tour; -m 3 : swap position from two nodes of the tour; -m 4 : add two nodes to the tour; -m 5 : drop two nodes from the tour; -m 6 : swap position from four nodes of the tour; -m 7 : add three nodes to the tour; -m 8 : drop three nodes from the tour; -m 9 : swap position from six nodes of the tour;
Starting from the current solution, at each iteration, a randomly neighbor is selected in the k th neighborhood of the incumbent solution. That neighbor is then submitted to some local search method. If the solution obtained is better than the incumbent, update the incumbent and continue the search of the first neighborhood structure. Otherwise, the search continues to the next neighborhood. The VNS stopped when the maximum number of iterations since the last improvement is satisfied.
In this paper we used the method Variable Neighborhood Descent (VND) [3] as a local search of the VNS, and it is composed by three different improvement methods, that combine two movements: Add-step and Drop-step [13] . The Addstep movement consists in a node addition that provides the best value of the addition function. The Drop-step movement consists in a node removal (from tour) that provides the best value of the removal function. In both movements, if the functions value was positive then the objective function will be better after the movement. The main aspect to be observed is that all moves are executed preserving feasibility.
The improvement methods of the VND are:
-SeqDrop: to apply a sequence of Drop-step movements while the objective function value is being decreased; -AddDrop: to apply one Add-step movement and one Drop-step movement; -SeqAdd: to apply a sequence of Add-step movements while the objective function value is being decreased.
Whenever some improvement method obtains a better solution, the VND returns to the first improvement method. The stopping condition of the VND was there not to be more improvements for the solution.
The Clustering Process
The IC is the CS's core, working as a classifier, keeping in the system only relevant information, and driving the search intensification in the promising search areas. Initially, a maximum number of clusters (N C) is defined a priori. The i th cluster has its own center C i and a radius r that was identical to the other clusters.
Solutions generated by GRASP/VNS are passed to IC that attempts to group as known information, according to a distance metric. The information activates the closest center C i (cluster center that minimizes the distance metric), causing some kind of perturbation on it. In this paper, the metric distance was the number of different edges between the solution and the center of the cluster, and a larger number of different edges among them imply in more the dissimilarity.
The perturbation means an assimilation process, in which the center of the cluster is update by the new generated solution. Here, we used the pathrelinking method [14] , that generates several points (solutions) taken in the path connecting the solution generated by GRASP/VNS and the center of the cluster. Since each point is evaluated by the objective function, the assimilation process itself is an intensification mechanism inside the clusters. The new center C i is the best evaluated solution sampled in the path.
The AM is executed whenever a solution is assigned to a cluster, verifying if the cluster can be considered promising. A cluster becomes promising when the density δ i reaches a certain threshold, given for:
where, N S is the number of solutions generated in the interval of analysis of the clusters, |Clus| is the number of clusters, and PD is the desirable cluster density beyond the normal density, obtained if N S was equally divided to all clusters. The center of a promising cluster is improved through the LS. The LS was implemented by a 2-Opt procedure [15] , which seeks to improve the center of the promising cluster. The 2-Opt is based on resequencing of the route always leads to a better solution, since it may possibly decrease travel costs, while leaving prizes and penalties unchanged. It amounts to simply considering the set of nodes currently visited by the route and trying to shorten the length of the route through these nodes. In this paper, the 2-Opt consists in 2-changes over a route, deleting two arcs and replacing them by two other arcs to form a new route. This method continues while there is improvement in the route through this movement.
The whole CS pseudo-code is presented in Figure 1 . 
Computational Results
The CS was coded in C++ and it was run on a Pentium 4 of 3.00 GHz. The experiments were accomplished with objective of evidencing the flexibility of the method in relation to the algorithm used to feed the clustering process, and also to validate the proposed approach, showing that the clustering search algorithm can be competitive to solved the PCTSP.
There are no available instances for PCTSP in the literature. In this paper, test instances were randomly generated as in [9] . We generated problems with n = (20, 40, 60, 80, 100, 200, 300, 400, 500) vertices, travel costs c ij ∈ [1, M ] with M ∈ {1000, 10, 000}, prizes p i ∈ [1, 100], and penalties γ i ∈ [1, N ] with N ∈ {100, 1000, 10, 000}. The value of minimum prize (p min ) has been generated as with σ ∈ {0.2, 0.5, 0.8}. These test instances are available in http://www.lac. inpe.br/~lorena/instancias.html.
The following parameters values for approach CS were adjusted through several executions and are also based in [12] . The following parameters obtained the best results:
-number of solutions generated at each analysis of the clusters N S = 200; -maximum number of clusters N C = 20; -density pressure PD = 2.5; -percentage of the best elements in the RCL, α = 0.2.
The formulation presented in [10] was solved using the solver CPLEX 10.0.1, and the results are presented in following Tables. The CPLEX solved the PCTSP up to 100 nodes, founding the optimal solution in a reasonable execution time for small instances. However, for the instances with 80 nodes, the CPLEX took several hours execution to find the optimal solution, and, for any instances with 100 nodes the CPLEX did not get to close the gap between lower and upper bounds in 100,000 seconds. Beside that, the CPLEX did not get to find a feasible solution for the high instances in 100,000 seconds. Tables 1-4 give the results for the PCTSP. The entries in the tables are:
-value of parameter σ; -number of vertices (n) in the original graph; -the best integer solutions (BI) found by the CPLEX, the Gap and running time (RT) of CPLEX. The values of Gap equal zero define that the optimal has been achieved; -best solution (BS), average solution (AS), average running time (AT) to find it in the CS and the Deviation (DE), that reflects the relative error of the average solution for the CS, relative to the best found solution by CPLEX or CS, and are calculated by (AS -BS or BI)/(BS or BI) ×100; and -best solution (BS), average solution (AS), average running time (AT) to find it in the GRASP/VNS and de Deviation (DE).
The best solutions found (BS), the averages of solutions (AS) and the running times to find the averages solution (AT) were considered to compare the approaches.
The values in boldface show the best objective function values and execution times for each instance. Table 1 gives the results for all values of n, σ, c ij ∈ [1, 1000] and γ i ∈ [1, 100]. One can see that the approach CS has better results in 89% of the tests, has found the optimal solutions for instances up to 60 nodes, and solutions better than the CPLEX for instances with 100 nodes. The running times of CS were very competitive related to the CPLEX. The GRASP/VNS, without the clustering process, has worse results than CS in quality of solutions and deviation. The CS was very robust producing small deviations. The same conclusions can be drawn for instances with c ij ∈ [1, 10, 000] and γ i ∈ [1, 1000] presented in Table 2 . The results of Table 3 refer to instances with c ij ∈ [1, 10, 000] and γ i ∈ [1, 100]. The results for these instances were worse than the results for other instances, and, the CS did not get to find the optimal solutions for instances with 60, 80 and 100 nodes, but the solutions were closer to optimal. The deviations were also larger than the others instances. The GRASP/VNS behavior is the probably cause of bad results for these instances. Table 4 reports the results of computational experiments with c ij ∈ [1, 1000] and γ i ∈ [1, 10, 000]. In this case, the CS has better results in most tests, having found the optimal solutions for instances up to 60 nodes. The running times of the CS were very competitive related to the CPLEX and again the CS was very better than the GRASP/VNS without the clustering process. 
Conclusions
This paper presented the Clustering Search (CS) approach to solve the PCTSP. The CS uses the concept of hybrid algorithms, combining metaheuristics with a clustering process, detecting promising search areas (clusters). Whenever an area is considered promising some aggressive search strategy is accomplished in this area. The CS is a generalization of the Evolutionary Clustering Search (ECS) [1]. The ECS is a new method that obtained success in unconstrained continuous optimization and has been applied to some combinatorial optimization problems found in the literature, such as pattern sequencing problems. The evolutionary component can be substituted by other metaheuristics and this paper tested the GRASP/VNS procedure to generate solutions to be clusterized.
The results obtained by CS for PCTSP were more competitive than the CPLEX, getting to find the optimal solutions for instances up to 60 nodes.
Besides, the CS obtained better results than CPLEX for any instances with 100 nodes and was better than the GRASP/VNS alone. The running times of CS were reasonably small considering the complexity of the PCTSP.
Further work can be proceeded testing the integration of new algorithms on CS, like other metaheuristics such as Ant Colony System, Tabu Search, or Simulated Annealing, and apply the CS in other generalizations of the TSP, such as Profitable Tour Problem (PTP) and Quota TSP.
