Abstract. In the first part of this paper we provide a self-contained introduction to (regularized) perturbation determinants for operators in Banach spaces. In the second part, we use these determinants to derive new bounds on the discrete eigenvalues of compactly perturbed operators, broadly extending some recent results by Demuth et al. In addition, we also establish new bounds on the discrete eigenvalues of generators of C 0 -semigroups.
Introduction
The theory of perturbation determinants and regularized perturbation determinants for Hilbert space operators is very well-developed and has been successfully applied in a large variety of settings (see, e.g., [14] , [32] , [33] , [35] , [9] , [6] and references therein). On the other hand, with two recent exceptions [4, 5] , regularized perturbation determinants for operators on general Banach spaces seem to have been hardly considered at all. It is the aim of this paper to provide some first results for a corresponding theory. Moreover, by applying these results to the study of the distribution of eigenvalues of compactly perturbed operators, we will also provide good reasons why the development of such a theory is a worthwhile endeavor.
To avoid misunderstandings: we do not claim that there does not exist an extensive determinant theory for operators on Banach spaces. Quite on the contrary, there exist several approaches to define a (regularized) determinant for operators of the form I − L, where I denotes the identity operator and L is element of a suitable subclass of (power-)compact operators. Let us mention the work of König [21] (see also [18] ), the axiomatic determinant theory developed by Pietsch [28] , and the alternative approach by Gohberg et al. [13] . It is just the fact that these determinants, as far as we can say, have not been used to define perturbation determinants, which we alluded to in the previous paragraph.
What, then, is a perturbation determinant? A very rough description goes as follows: Given a bounded operator A and a compact operator K, both defined on a complex Banach space X, a perturbation determinant of A by K (here we use the terminology of [14] ) is a holomorphic function d = d
A,K defined on the resolvent set ̺(A) of A which has the property that d(λ) = 0 if and only if λ is in the spectrum of A + K. Moreover, if λ is a discrete eigenvalue of this operator, then its algebraic multiplicity should coincide with the order of λ as a zero of d. The name perturbation determinant stems from the fact that here we consider A as some known (free) operator, which is perturbed by the compact operator K. In particular, the perturbation determinant allows us to transfer the problem of 1 studying the spectrum of the perturbed operator A + K to the classical problem of analyzing the zero set of a holomorphic function.
As an example, let us take a look at the well-studied case of operators acting on a complex Hilbert space H (see [14, Chapter IV.2] or [32] ). Here, assuming that the operator L is an element of the nth von Neumann-Schatten class S n (H), n ∈ N, (which consists of those compact operators on H whose singular values are in l n (N)), one defines the n-regularized determinant
where (λ j (L)) denotes the sequence of discrete eigenvalues of L (with the convention that λ N +1 (L) = λ N +2 (L) = . . . = 0 if L has only N discrete eigenvalues). Note that the above product is convergent since the eigenvalue sequence of an operator in S n (H) is in l n (N). Moreover, we see that det n (I − L) = 0 if and only if 1 is in the spectrum σ(L) of L. Now, given a bounded operator A on H and K ∈ S n (H), we can use the fact that S n (H) is an ideal in the algebra B(H) of all bounded operators on H (and so K(λ − A) −1 ∈ S n (H)) to define the n-regularized perturbation determinant of A by K as d −1 ) and it is not difficult to see that this is the case if and only if λ ∈ σ(A + K). What is not obvious, but still is true, is the fact that this function is holomorphic and that in case that λ is a discrete eigenvalue of A + K, its algebraic multiplicity (as an eigenvalue) and its order (as a zero) coincide. The easiest way to prove these results is by a reduction to the case of finite rank perturbations, using the fact that the finite rank operators are dense in S n (H).
In this paper, abstracting from the Hilbert space case sketched above, we will introduce regularized determinants for operators I − L on a complex Banach space X, assuming that L is element of a subclass I of compact operators on X which has the following properties:
-I is a (quasi-)normed subspace of B(X) and the set of finite rank operators F (X) is dense in I, -I is an ideal in the algebra B(X), -there exists p > 0 such that for every L ∈ I the sequence (λ j (L)) of discrete eigenvalues of L is in l p . For reasons of brevity, in this paper such an ideal I will be called an l p -ideal 2 in B(X) (we refer to Section 4 for the precise definition). Given the l p -ideal I, we will first define det n (I − L) for finite rank operators L ∈ F (X) using formula (1.1) (with n = ⌈p⌉), and then show that this function can be continuously extended to all of I. Having achieved this, the perturbation determinant of A by K (with K ∈ I) can be defined as in (1.2) and we will check that it has all the desired properties.
The idea to define regularized determinants by reduction to finite rank operators already appears in Pietsch's monograph [28] and has later been systematically developed by Gohberg et al. in [13] . Indeed, in [13] we can find several equivalent conditions describing when the regularized determinant (1.1), initially defined on F (X), can be continuously extended to all of I. One of these conditions, the local Lipschitz-continuity of L → det n (I − L), will be a consequence of our third assumption on I, so that the theory of [13] applies. To be precise, in order for their extension theory to work, the authors of [13] do only require that I is a certain sub-algebra of B(X), but our stronger requirement of it being an ideal seems to be necessary in our subsequent construction of the perturbation determinant. Moreover, in contrast to us, the authors of [13] do only consider the case where I is a normed subspace (whereas we allow for a quasi-normed space), so that in this respect our considerations are slightly more general.
Our results on regularized determinants are also closely related to the axiomatic approach developed by Pietsch in [28] . Pietsch studies the question of the existence of continuous determinants (and regularized determinants) for operators in quasi-Banach operator ideals (see Section 5 below) and is also interested in the connection between determinants and traces (a topic we will not speak about at all). In particular, the assumptions we made on I will be satisfied whenever I is a component of an approximative quasi-Banach operator ideal of eigenvalue type l p (in the sense of Pietsch), meaning that our results allow the construction of perturbation determinants if the perturbation K is, e.g., a nuclear or a q-summing operator, or an element of one of the classical s-number ideals (like the approximation-or Weyl-number ideals). We refer to Section 5 for more such examples.
Our main impetus for the present work came from the recent paper [5] , which studied the distribution of eigenvalues of compactly perturbed operators on Banach spaces. One of the main results of [5] reads as follows: Given a bounded operator A ∈ B(X) and a compact operator K on X, let n A+K (s) denote the number of discrete eigenvalues of A + K in {λ ∈ C : |λ| > s}. Then the following holds:
where a j (K) denotes the jth approximation number of K. We note that for A = 0 this bound reduces to a classical eigenvalue estimate for compact operators due to König [20] . The authors of [5] proved the above inequality with the help of a certain kind of perturbation determinant, which allowed them to reduce the problem to a study of the zeros of a holomorphic function.
With the results of the present paper, we will be able to broadly generalize the above estimate. Namely, we will show that a corresponding bound is true whenever K is element of an l p -ideal I, i.e. 4) where . I denotes the quasi-norm of I (see Corollary 6.6) . In this way we are able to extend a variety of classical eigenvalue estimates for compact operators (see, e.g., [22] or [28] ) to a perturbative setting. In order to indicate the wide applicability of these new results (also to unbounded operators), in the last section of this paper we will use (1.4) to obtain upper bounds on the number of discrete eigenvalues of (perturbed) generators of C 0 -semigroups. The present work is meant as a self-contained introduction to regularized perturbation determinants and their application to the study of eigenvalues of perturbed operators. As we have mentioned before, our results strongly rely on the previous works by Pietsch [28] and Gohberg et al. [13] . In particular, our way of constructing regularized determinants for l p -ideals is an adaption of the methods of [13] and might, to an expert reader, not offer much new. Indeed, we don't claim that our results on the existence of regularized determinants are new, though it might be difficult to find them in the existing literature. On the other hand, we think that our construction of perturbation determinants will be new even to the experts, as will be our results on the eigenvalues of perturbed operators.
Let us conclude this introduction with a short description of the contents of this paper: In the next section we will introduce some notation and discuss some preliminary results. The third section contains a discussion of regularized determinants of finite rank operators. In the first part of Section 4 we will extend the definition of regularized determinants from finite rank operators to l p -ideals and in the second part of this section we introduce and study the corresponding perturbation determinants. Section 5 contains a discussion of various examples of l p -ideals. In Section 6, we will use our results to obtain eigenvalue estimates for perturbed operators, and in the final Section 7 we will consider an application to generators of C 0 -semigroups.
Preliminaries
a) Throughout this paper X and Y will denote complex Banach spaces and B(X, Y ) denotes the algebra of all bounded linear operators from X to Y . The operator norm is denoted by . (it will be clear from the context which spaces are considered). Furthermore, the finite rank operators from X to Y are denoted by F (X, Y ). As usual, we set B(X) := B(X, X), et cetera. The identity operator on X is denoted by I and the range of B ∈ B(X) is denoted by Ran(B). Finally, the dual space of X is denoted by X ′ . b) The spectrum of a closed operator Z in X is defined as σ(Z) := {λ ∈ C | λ − Z := λI − Z is not invertible in B(X)} and ̺(Z) := C \ σ(Z) denotes its resolvent set. The discrete spectrum of Z, denoted by σ d (Z), consists of all isolated eigenvalues of Z, with finite algebraic multiplicity (these eigenvalues are also called discrete eigenvalues). Here the algebraic multiplicity of an isolated eigenvalue λ is given by the dimension of the corresponding Riesz projection
where the contour γ is a counterclockwise oriented circle centered at λ, with sufficiently small radius (excluding the rest of σ(Z)). The essential spectrum σ ess (Z) consists of all λ ∈ C such that λ − Z is not a Fredholm operator. It is always disjoint from the discrete spectrum of Z.
In particular, the discrete eigenvalues of Z can accumulate at σ ess (Z) only. If K is a compact operator on X, then the essential spectra of Z and Z + K coincide. This is usually referred to as Weyl's theorem. As a reference for all of the previous results we refer to [12] . c) Let V be a complex vector space. A map . V : V → [0, ∞) is called a quasinorm if the following holds: (i) x V = 0 if and only if x = 0, (ii) there exists q ≥ 1 (the quasi-triangle constant ) such that x + y V ≤ q( x V + y V ) for all x, y ∈ V , and (iii) λx V = |λ| x V for all x ∈ V, λ ∈ C. Clearly, if q = 1 we speak of a norm instead of a quasi-norm. In particular, the quasi-norm induces a metrizable topology on V such that the algebraic operations are continuous (a fundamental system of neighborhoods of zero is given by the sets {x ∈ V : x V ≤ 1/n}, n ∈ N). In this paper, whenever we consider a quasi-normed space (V, . V ) we will equip it with this metrizable topology. We say that the quasi-normed space (V, . V ) is a quasi-Banach space if it is complete with respect to the corresponding metric. For more information on quasi-normed spaces, we refer to [24] and [28] .
Determinants for finite rank operators
Let F ∈ F (X) and R := Ran(F ), so R is finite-dimensional and invariant under F . Denoting the restriction of F to R by F R , we can thus define
where I R denotes the identity operator on R. Similarly, we define the trace of F as tr(F ) := tr(F R ).
Note that if U ⊂ X is any finite-dimensional subspace with R ⊂ U , then it is not difficult to show that det(I U − F U ) = det(I R − F R ) and tr(F U ) = tr(F R ). Using this fact, the following properties of the determinant and trace of a finite rank operator immediately follow from the respective properties of the determinant and trace of an operator on a finite-dimensional space. For more details, see [19] , Section III.4.3.
, where (λ j (F )) denote the discrete eigenvalues of F , counted according to their algebraic multiplicity. (b) Let U ⊂ X be a finite-dimensional subspace and assume that (
The following result is due to Howland, see [17] .
are analytic as well. Now let p > 0. We define the p-regularized determinant of I − F, F ∈ F (X), as
where ⌈p⌉ := min{n ∈ N : n ≥ p} and 0 k=1 (. . .) := 0. Note that from the spectral mapping theorem and Proposition 3.1 we obtain the alternative representation
where we consider the discrete eigenvalues of F , counted according to their algebraic multiplicity.
is analytic as well.
Proof. (a) Part (i) is a direct consequence of statement (a.ii) of Proposition 3.1, and part (ii) follows from statement (a.iv) of the same proposition, noting that the cyclicity of the trace implies that tr((F B) k ) = tr((BF ) k ) for all k ∈ N. Concerning (iii), we note that by Definition (3.1) and Proposition 3.1 (statements (a.i) and (a.iii)), we have
Part (b) and (c) are immediate consequences of Proposition 3.1.b and Proposition 3.2, respectively.
We conclude this section with the following estimate. For a proof, see [7, p.1107] .
where in the sum each discrete eigenvalue of F is counted according to its algebraic multiplicity.
We emphasize that on the right-hand side of (3.4) we have the exponent p and not the exponent ⌈p⌉. This estimate is the main reason that we did not restrict ourselves to integer p in the definition of the regularized determinants.
A short calculation shows that Γ p ≤ 1/p if p ≤ 1. Moreover, for integer-valued p ≥ 2 one has Γ p ≤ (p − 1)/p if p = 3 and Γ 3 ≤ 1, see [10, 11] .
Determinants for Quasi-normed l p -ideals
In this section we extend the definition of the regularized determinant det p (I −L) from the case where the operator L is of finite rank to the case where it is an element of a wider class of compact operators. (A1) The finite rank operators F (X) are dense in (I,
(A3) If L ∈ I and A, B ∈ B(X), then ALB ∈ I and
Here (λ j (L)) denotes the sequence of discrete eigenvalues of L, counted according to their algebraic multiplicity. Then (I, . I ) is called an l p -ideal in B(X) with eigenvalue constant γ p .
By (A1) and (A2) every operator L ∈ I is the . -limit of finite rank operators and hence is indeed compact. In particular, the non-zero spectrum of L consists of discrete eigenvalues which can accumulate at zero only. For a discussion of various examples of l p -ideals we refer to Section 5.
Remark 4.2. The term 'l p -ideal' has been introduced for the purposes of this paper only and is certainly not standard. A more standard terminology for such an ideal would be an approximative embedded ideal (in B(X)) of eigenvalue type l p . However, in this article we will stick to the shorter version.
The next theorem provides the desired extension of the regularized determinants. 
Here Γ p is as given in (3.4), and q I and γ p denote the quasi-triangle and eigenvalue constant of (I, . I ), respectively. Remark 4.5. We emphasize that it is not at all clear whether in general we have that
(where we use the convention that λ N +1 (L) = λ N +2 (L) = . . . = 0 in case there are only N discrete eigenvalues). Here the problem is that we don't know whether the right-hand side, considered as a function from (I, . I ) to C, is continuous. Of course, if it is continuous, then the identity holds true in view of the previous theorem and (3.2). We note that the right-hand side is indeed continuous if the following implication holds (see [30] ):
is uniformly convergent in n.
For instance, this sufficient criterion is satisfied for operators from the Weyl-number ideal S (x) p (X) (see Example 5.7). For further examples, see [30] and [28] .
For the proof of Theorem 4.3 we will need two lemmas. The first one is a standard result from real analysis. We leave its proof to the reader. Lemma 4.6. Let (V, . V ) be a quasi-normed space and let M ⊂ V be dense. Suppose that f : M → C is locally uniformly continuous (with respect to the induced topology), i.e. its restriction to any ball {x ∈ M : x − x 0 V < r}, x 0 ∈ V , r > 0, is uniformly continuous. Then there exists a unique continuous function
The next lemma extends [13, Theorem II.4.1] from normed to quasi-normed spaces. Its proof is almost literally the same as the proof of the original result. We include a sketch of the proof for completeness.
Lemma 4.7. Let (V, . V ) be a quasi-normed space with quasi-triangle constant q V . Let f : V → C be such that (i) the function C ∋ λ → f (x + λy) is entire for all x, y ∈ V , and (ii) there exists a monotonically non-decreasing function Θ on [0, ∞) such that for all x ∈ V we have
Then for all x, y ∈ V the following holds:
Proof. We can assume that x = y. Let g(λ) = f ( 1 2 (x+y)+λ(x−y)). By assumption (i) the function g is entire and so as in the proof of [13, Theorem II.4 .1] we can use the mean value theorem and Cauchy's integral formula to prove that for every
V and |λ| ≤ ̺ + 1 2 we can estimate, using that q V ≥ 1,
and so from (4.8) we obtain that
We are now prepared for the proof of Theorem 4.3.
Proof of Theorem 4.3. Let us define f : (F (X),
Then from estimate (3.4) and assumption (A4) we obtain that
Furthermore, Proposition 3.3.c implies that C ∋ λ → f (F +λG) is an entire function for all F, G ∈ F (X). We can hence apply Lemma 4.7 (with Θ(r) = exp(γ p p Γ p r p )) to obtain that for all F, G ∈ F (X)
In particular, this estimate shows that f : (F (X), . I ) → C is locally uniformly continuous. Since F (X) is dense in (I, . I ) by assumption (A1), Lemma 4.6 implies that there exists a unique continuous function det p,
The validity of (4.4) and (4.5) is an immediate consequence of (4.9),(4.10),(A1),(A2) and the continuity of det p,I (I − .).
In the following proposition we gather some important properties of the pregularized determinant.
Proposition 4.8. Let p > 0 and let (I, . I ) be an l p -ideal in B(X). Let L ∈ I, F ∈ F (X) and B ∈ B(X). Then the following holds:
Concerning (ii) we note that (I − F )(I − L) = I − H and that H ∈ I.
Proof. (i) By (A3) we have LB, BL ∈ I. Moreover, by (A1) there exists (L n ) n∈N ⊂ F (X) with L − L n I → 0 for n → ∞, so by (A3) L n B − LB I → 0 and BL n − BL I → 0 for n → ∞ as well. Using statement (a.ii) of Proposition 3.3 we thus obtain
We already know that lim
exists as well. To this end, note that for every 1 ≤ k ≤ ⌈p⌉ − 1 we have
so by the linearity and cyclicity of the trace:
The ranges of the operators
are all contained in Ran(F ) and
by (A2) and the fact that
and so
concluding the proof of (ii).
(iii) Since (I, . I ) ∋ K → det p,I (I − K) ∈ C is continuous and det p,I (I) = det p,I (I − 0) = 1, there exists some 1 > δ > 0 such that det p,I (I − K) = 0 if K I < δ.
By (A1) and (A2) we can find F ∈ F (X) and G ∈ I such that G ≤ G I < δ and L = F + G. In particular, this implies that det p,I (I − G) = 0 and that I − G is invertible in B(X). Writing
and using part (ii) of the present proposition with
With our above preparations we can thus conclude that det p,I (I − L) = 0 if and only if det(I − F (I − G) −1 ) = 0, which is the case if and only if I − F (I − G)
if and only if I − L is invertible in B(X).
We are finally prepared for the introduction of regularized perturbation determinants.
Definition 4.9. Let p > 0 and let (I, . I ) be an l p -ideal in B(X). For A ∈ B(X) and K ∈ I the product K(λ − A)
is well defined. It is called the p-regularized perturbation determinant of A by K (with respect to I).
The following theorem is the main result of this section.
Theorem 4.10. Let p > 0 and let (I, . I ) be an l p -ideal in B(X) with eigenvalue constant γ p . Then the following holds:
where Γ p is as given in (3.4). In particular, using (A3) we obtain that
Since this is true for any compact Ω ⊂ ̺(A), estimate (4.5) implies that
is analytic on ̺(A) by Proposition 3. 
. This is the case if and only if λ ∈ σ(A + K).
(v) Let λ 0 ∈ ̺(A)∩σ d (A+K). It is no restriction to assume that λ 0 = 0. By part (iv) we know that D(λ 0 ) = 0. Let us denote the Riesz projection of B := A + K with respect to λ 0 by P , and set T := BP and T ⊥ := B(I − P ). Note that T is of finite rank, with σ(T ) = {λ 0 }, and that λ 0 / ∈ σ(T ⊥ ). In particular, there exists a ball U r (λ 0 ) around λ 0 such that 0 / ∈ U r (λ 0 ) and such that λ − A and λ − T ⊥ are invertible for all λ ∈ U r (λ 0 ). Now a short computation, using T T ⊥ = T ⊥ T = 0 and B = T + T ⊥ , shows that for λ ∈ U r (λ 0 )
Hence, by Proposition 3.2 and statement (ii) of Proposition 4.8 there exists a holomorphic function
is invertible for λ ∈ U r (λ 0 ), so from statement (iii) of Proposition 4.8 it follows that the multiplicity of λ 0 as a zero of D coincides with its order as a zero of λ → det(
. But the rank of P coincides with the algebraic multiplicity of λ 0 as an eigenvalue of B = A + K.
Examples of l p -ideals
In this section we will discuss several examples of l p -ideals. We start with the most important one. (A(X, Y ) , α) for all Banach spaces X, Y . We note that for every quasi-Banach operator ideal A the class
where (.) α denotes the closure with respect to α, is an approximative quasi-Banach operator ideal, called the approximative kernel of A. Finally, the quasi-Banach operator ideal A is said to be of eigenvalue type l p , if, for all Banach spaces X, all operators L ∈ A(X) := A(X, X) have a compact power and their eigenvalue sequence (λ n (L)) is in l p (N). If this is the case, there will exist a constant c p ≥ 1 such that for all Banach spaces X and all L ∈ A(X) we have
For all these results, and much more, we refer to Pietsch's monographs [27, 28] .
We can now conclude that if A is an approximative quasi-Banach operator ideal of eigenvalue type l p (satisfying (5.1)), then (A(X), α) is an l p -ideal in B(X), with eigenvalue constant c p , for all Banach spaces X.
Remark 5.2. Most of the more specific l p -ideals considered in the following examples arise as components of some approximative quasi-Banach operator ideal A as discussed above. Hence, one might well ask why we didn't restrict our attention to such ideals from the start. Our answer to this question is twofold: first, we will discuss at least one example which does not exactly fit into this scheme (the entropy number quasi-ideal). More importantly, we preferred to make only those assumptions that were absolutely necessary for our construction of a well-behaved regularized perturbation determinant (for instance, we didn't need that an l p -ideal is complete).
For details on the following examples we refer to the books by Pietsch [28] and König [22] , and references therein. 
The smallest constant c with this property is called the p-summing norm of L, written as L Πp . The class (Π p , . Πp ) of all p-summing operators between Banach spaces is a Banach operator ideal of eigenvalue type l q , where q := max(2, p), and
for every L ∈ Π p (X) and all Banach spaces X. Note that this ideal is not approximative (for instance, there exist non-compact p-summing operators). We conclude that for a generic Banach space X the approximative kernel (Π 0 p (X), . Πp ) is an l q -ideal with eigenvalue constant 1.
Remark 5.4. For more specific Banach spaces X, one can show that the finite rank operators are dense in (Π p (X), . Πp ). For instance, if the dual space X ′ has the approximation property and, in addition, is either reflexive or separable, then (Π 0 p (X), . Πp ) = (Π p (X), . Πp ), as follows from the results in [25] and [26] . Example 5.5. (nuclear operators) An operator L ∈ B(X, Y ) is called nuclear if there exists a representation
If this is the case we write L ∈ Nuc(X, Y ) and define
the infimum being taken over all representations of the form (5.3). The class (Nuc, . Nuc ) of all nuclear operators between Banach spaces is an approximative Banach operator ideal of eigenvalue type l 2 and
for every L ∈ Nuc(X) and every Banach space X. In particular, (Nuc(X), . Nuc ) is an l 2 -ideal with eigenvalue constant 1.
Remark 5.6. Let (Ω, µ) be a σ-finite measure space and set X = L q (Ω, µ) for some (
. . , n}). The sequence (s n (A)) n∈N is called the sequence of s-numbers of A. Now for p > 0 and Banach spaces X, Y define
p ) is a quasi-Banach operator ideal. We note that if X = Y = H is a complex Hilbert space, every s-number sequence coincides with the sequence of singular numbers and hence S (s) p (H) = S p (H), the von Neumann-Schatten class (see the introduction). However, for general Banach spaces there exists a multitude of s-number sequences, the most important ones being the approximation numbers
the Gelfand numbers c n (A) = inf{ A Xn : X n ⊂ X has codimension < n in X} (5.6) and the Weyl numbers
We remark that x n (A) ≤ c n (A) ≤ a n (A), n ∈ N, and so
p (X, Y ). Moreover, the following holds: Let s ∈ {a, c, x}. Then (S (s) p , .
(s) p ) is a quasiBanach operator ideal of eigenvalue type l p and
p (X). In addition, the approximation-and Gelfand number ideals are approximative. In particular, we obtain that (S (a)
p ) are l p -ideals with eigenvalue constant 2
Remark 5.8. If the Banach space X has the bounded approximation property, then the finite rank operators are dense in (S
p ) and so ((S
p ), see [22] , page 220. Example 5.9. (entropy number ideal) For L ∈ B(X, Y ) and n ∈ N let e n (L) denote the infimum of all ε > 0 such that there exist y 1 , . . . , y q ∈ Y, q ≤ 2 n−1 , with the property that
. Here B X , B Y denote the closed unit balls in X and Y , respectively. The sequence (e n (L)) n∈N is called the sequence of entropy numbers of L. We note that it satisfies properties (i)-(iii) of an s-number sequence, but not property (iv).
For p > 0 define
Then for every Banach space X the space (S (e)
p ) is an l p -ideal in B(X), see [2] . We note that the class (S (e) p , . For some results on the relations between the different l p -ideals discussed in this section we refer to [2] , [22] , [27] , [28] and [29] . Moreover, we note that for specific classes of operators (like integral-or embedding operators) there exist various criteria that allow us to check whether a given operator is an element of one of the l p -ideals described above. We will provide one such criterion in Example 7.4 below. For much more on this topic, see [22] and [28] .
Eigenvalues of compactly perturbed operators
In this section we consider a bounded operator A ∈ B(X) and a perturbation K ∈ I, where I is a fixed l p -ideal in B(X), p > 0, with eigenvalue constant γ p . We are interested in the discrete spectrum of the perturbed operator A + K.
Remark 6.1. Our approach in this section follows along the lines of the approach developed in [5] . However, we note that in [5] the authors considered the case where I = S (a) p (X) is the approximation number ideal only. Let us first note that by Weyl's theorem on the preservation of the essential spectrum under compact perturbations, we have σ ess (A) = σ ess (A + K). To obtain some information on the discrete spectrum of A + K as well, we will use the perturbation determinant
which was introduced and studied above. We start with a simple lemma.
Lemma 6.2. Let Ω ⊂ ̺(A) be open and connected with Ω ∩ ̺(A + K) = ∅. Then the following holds: (ii) This is an immediate consequence of (i) and Theorem 4.10.
Let ε > 0. We recall that the ε-pseudospectrum of A is defined as
Remark 6.3. In the last two decades, the ε-pseudospectrum has been studied extensively, both from an analytical and a numerical perspective, see, e.g., [3] and [34] and references therein. We note that the set {λ ∈ C : dist(λ, σ(A)) < ε} is contained in σ ε (A) but, in general, the ε-pseudospectrum can be much larger.
In the following we are going to establish upper bounds on the number of discrete eigenvalues of A+ K in certain subsets of the complement of σ ε (A). To this end, let C = C ∪ {∞} denote the extended complex plane. For a simply connected subset Ω ⊂Ĉ \ σ ε (A), with ∞ ∈ Ω, let φ : Ω → D denote a conformal mapping with φ(∞) = 0. Moreover, for a subset Ω ′ ⊂ Ω define
Here the values of r Ω do not depend on the choice of φ, since all such mappings differ only by a unimodular constant. Moreover, we note that 0 ≤ r Ω (Ω ′ ) ≤ 1 and that r Ω (Ω ′ ) = 0 if and only if Ω ′ = {∞}. Finally, let us denote the number of discrete eigenvalues of A+ K in Ω ′ (counting algebraic multiplicity) by N A+K (Ω ′ ).
Theorem 6.4. Let Ω ⊂Ĉ \ σ ε (A) be simply connected with ∞ ∈ Ω. Then for Ω ′ ⊂ Ω with 0 < r Ω (Ω ′ ) < 1 the following holds:
Here γ p denotes the eigenvalue constant of I and Γ p is as given in (3.4).
The previous estimate broadly generalizes a corresponding result in [5] , which considered the case where I = S where we used Jensen's identity to obtain the last inequality. By Lemma 6.2, every discrete eigenvalue of A + K in Ω ′ corresponds to a zero of D, hence to a zero of h in φ(Ω ′ ). But φ(Ω ′ ) is a subset of the disk {w : |w| ≤ r Ω (Ω ′ )}, so from the previous inequality we obtain that
.
It remains to observe that from statement (iii) in Theorem 4.10 we also know that
Here in the next to last inequality we used (A3) and in the last inequality we used the fact that Ω ⊂Ĉ \ σ ε (A).
The previous theorem is very general, but also quite abstract. In order to make it more explicit we have at least two choices: (i) We can consider more specific operators A whose pseudospectrum σ ε (A) can be computed explicitly (and then apply the theorem with correspondingly chosen sets Ω and Ω ′ ), or (ii) we can consider a general A but restrict our attention to simple choices of Ω and Ω ′ (which will allow the computation of r Ω (Ω ′ )). In this paper, we will stick to the second choice. For instance, in the following theorem we will provide a bound on n A+K (s) := N A+K ({λ : |λ| > s}), (6.3) the number of discrete eigenvalues of A + K outside a ball of radius s > r(A). Here
denotes the spectral radius of A. As we will see, to obtain explicit results we will need to restrict ourselves to complements of balls where we have a good control of the resolvent of A. In order to formulate the next theorem, let us introduce a function Φ p : (0, 1) → R given by 
as has been shown in [5] (see the proof of Corollary 4.3 in that paper).
We see that estimate (6.10), up to a multiplicative constant, recovers that result (simply set A = 0 in that inequality). However, we also see that if A = 0, then we do not obtain that for 11) but only that
At the moment, for p ≥ 1, it is unknown whether the larger exponent p + 1 in case A = 0 is really necessary (i.e. whether there exist l p -ideals I and operators A and K such that (6.11) will not be true), or whether it is just an artefact of our methods of proof. On the other hand, it is known that for 0 < p < 1, (6.11) can indeed not be true, even for Hilbert space operators, as follows from the results in [15] and [16] . Moreover, there are at least some indications which suggest that, also for p ≥ 1, the situation for A = 0 will really be different from the case A = 0, see, e.g., [5, Example 5.2] .
We conclude this section by noting that there is another (slightly different) way to obtain estimates on the discrete spectrum of A+ K. For instance, if σ(A) = [a, b] is a real interval and we could prove a bound of the form
then we could invoke a theorem of Borichev, Golinskii and Kupin [1] (which deals with the distribution of zeros of holomorphic functions on the unit disk which grow exponentially on the unit circle, with different rates of growth for different points of the circle), to obtain more precise bounds on the number of eigenvalues of A + K in C \ [a, b]. Of course, to obtain a bound of the above form we would need much more information on the operators involved. We will not further pursue this method in the present paper and simply refer to [4] for some results in this direction (for the Hilbert space setting, see also [6] ).
Eigenvalues of generators of C 0 -semigroups
In this final section we are going to apply our abstract results in a slightly different setting, namely to obtain information on the number of discrete eigenvalues of generators of C 0 -semigroups. In particular, this will show that our results are applicable to unbounded operators as well. As a general reference for this section we refer to the monograph [8] .
To begin, let us consider a closed, densely defined operator H 0 in the Banach space X and let us assume that H 0 is the generator of a C 0 -semigroup (T 0 (t)) t≥0 . As usual, in the following we will set e tH0 := T 0 (t).
Remark 7.1. We recall that (S(t)) t≥0 ⊂ B(X) is a C 0 -semigroup on X if the following three conditions are satisfied:
In this case there exists M ≥ 0 and ω ∈ R such that S(t) ≤ M e ωt , t ≥ 0. The closed and densely defined operator G in X is the generator of (S(t)) t≥0 if and only if Dom(G) = x ∈ X : lim h↓0 S(h)x − x h exists and Gx = lim h↓0 (S(h)x − x)/h for x ∈ Dom(G). The spectrum of G will always be contained in the half-plane {λ ∈ C : Re(λ) ≤ ω}. Moreover, we note that for x 0 ∈ Dom(G) the function u(t) := S(t)x 0 is the unique (classical) solution of the abstract Cauchy problem For an extensive list of examples of C 0 -semigroups and their generators we refer to [8] and references therein.
In the following, let us also assume that (e tH0 ) t≥0 is a contraction semigroup, meaning that e tH0 ≤ 1 for all t ≥ 0. In particular, this implies that the spectrum of H 0 is contained in the left half-plane, i.e.
σ(H 0 ) ⊂ {λ ∈ C : Re(λ) ≤ 0}.
Next, let us introduce another closed, densely defined operator H in X, which we consider as a small perturbation of H 0 . More precisely, we assume that H is the generator of a C 0 -semigroup (e tH ) t≥0 on X as well (but which no longer needs to be a contraction) and that for some a > 0 the semigroup difference e aH − e aH0 is an element of some fixed l p -ideal I, p > 0. Under these assumptions the spectrum of H will be contained in a half-plane {λ ∈ C : Re(λ) ≤ ω H }, with some ω H which might be larger than 0, and the spectrum of H in the strip {λ ∈ C : 0 < Re(λ) ≤ ω H } will be purely discrete (see the next lemma). Our goal is to obtain a bound on the number of discrete eigenvalues of H in this strip. Lemma 7.2. Let λ ∈ σ(H) with Re(λ) > 0. Then λ ∈ σ d (H) and e aλ ∈ σ d (e aH ). Moreover, concerning the algebraic multiplicities of these eigenvalues we have m(λ; H) ≤ m(e aλ ; e aH ).
Proof. From the spectral inclusion theorem (see [8, Theorem IV.3 .6]) we know that e aλ ∈ σ(e aH ). By assumption, the semigroup difference e aH − e aH0 is compact, so by Weyl's theorem σ ess (e aH ) = σ ess (e aH0 ) ⊂ {z : |z| ≤ e aH0 },
showing that the set Ω := {z : |z| > e aH0 } is a subset of the unbounded component of C \ σ ess (e aH ). In particular, the only spectral points of e aH in Ω are discrete eigenvalues. Since
we thus obtain that e aλ ∈ σ d (e aH ). But then we can apply [8, Theorem IV.3.6] again to conclude that λ ∈ σ d (H) and that m(λ; H) ≤ m(e aλ ; e aH ).
We can now apply Corollary 6.6 to obtain the main result of this section. Here γ p denotes the eigenvalue constant of I and Γ p is as given in (3.4).
Proof. We apply Corollary 6.6 with A = e aH0 and K = e aH − e aH0 to obtain that for r > 1 ≥ A the following holds:
Now we choose r = e as and use the fact that from Lemma 7.2 we obtain that N H ({λ : Re(λ) > s}) ≤ N A+K ({e aλ : Re(λ) > s}) ≤ N A+K ({z : |z| > e as }).
In many applications both semigroups e tH0 and e tH (hence also their difference D t := e tH − e tH0 ) are integral operators on some L q -space. In this case there exists a huge variety of results which show that D t is an element of one of the classical l p -ideals mentioned in Section 5 if its kernel D t (x, y) satisfies suitable integrability or smoothness assumptions. We refer to [22] and [28] for a compilation of some of those results. Here, we will restrict ourselves to one easy example.
Example 7.4 (Hille-Tamarkin kernels). Let (Ω, µ) be a σ-finite measure space and let 1 < q < ∞. Suppose that H 0 and H are generators of a C 0 -contractionsemigroup and a C 0 -semigroup on L q (Ω, µ), respectively, and assume that for some a > 0 the operator D a := e aH − e aH0 is an integral operator with measurable kernel d a : Ω × Ω → C satisfying 
