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Abstract—This paper proposes a centralized predictive
flow controller to handle multi-connectivity for ultra-
reliable low latency communication (URLLC) services. The
prediction is based on channel state information (CSI) and
buffer state reports from the system nodes. For this, we
extend CSI availability to a packet data convergence pro-
tocol (PDCP) controller. The controller captures CSI in a
discrete time Markov chain (DTMC). The DTMC is used to
predict forwarding decisions over a finite time horizon. The
novel mathematical model optimizes over finite trajectories
based on a linear program. The results show performance
improvements in a multi-layer small cell mobility scenario
in terms of end-to-end (E2E) throughput. Furthermore, 5G
new radio (NR) complaint system level simulations (SLS)
and results are shown for dual connectivity as well as for
the general multi-connectivity case.
I. INTRODUCTION
Enhanced mobile broadband (eMBB), URLLC and
massive machine type communication (mMTC) are ser-
vices introduced by the recently released 5G NR, 3GPP
Release 15. One of the most challenging goals for an
URLLC service is to target 99.999% reliability at a
millisecond level latency [1]. These performance re-
quirements for URLLC services are critical when multi-
connectivity (MC) mobility in heterogeneous networks
(HetNets) is considered.
HetNets rely on increasing the number of small cells
(SmallCs) to supplement already installed macro cells
(MacroCs), and bringing them closer to the user equip-
ment (UE) resulting in improvements of capacity per
area [2]. HetNets, comprising MacroCs and SmallCs,
with MC offer the possibility to use several variants
of multi-cell cooperation and coordination techniques.
Hence, extensive studies have been carried out for Het-
Nets with MC in terms of architecture, mobility, and con-
nectivity, aiming to increase reliability, reduce latency,
and diminish mobility event durations and interruption
times.
Architectural optimizations for handover procedures
and MacroC mobility based on the synchronicity of the
cells and radio access network (RAN) layers virtualiza-
tion are presented in [3] and [4]. Furthermore, in [5],
a mobility performance sensitivity analysis is presented
for dual connectivity (DC) HetNets, giving trends and
observations from simulations. Mobility enhancements
in multi-layer networks are revised in [2] where a hy-
brid mobility solution is proposed. The hybrid mobility
concept relies on a network-controlled MacroC mobility
and an UE-autonomous SmallC mobility.
Moreover, DC, as an initial case of MC, is stud-
ied in [6], where its architecture, functionalities and
performance aspects are presented. MC, as a novel
feature to enhance reliability and reduce the packet
failure probability (by transmitting data packets to the
UE from multiple cells independently), is considered
in [7]. In addition, an admission control mechanism
based on mainly the user’s channel quality is designed.
Although the proposed mechanism is highly sensitive
to the configuration criteria [7], latency reduction and
reliability improvements compared to single connectivity
are observed. Furthermore, in the context of DC HetNet
connectivity, a flow control algorithm for the connections
between MacroCs and SmallCs is shown in [8]. The
flow control mechanism is based on minimizing data
buffering time in the SmallCs to exploit DC.
Our paper focuses on URLLC service provision in
an MC mobility scenario where MacroCs and SmallCs
are deployed at non-overlapping carrier frequencies. We
consider SmallC mobility events in an established multi-
connection, as well as a split bearer architecture to deal
with the user plane data flow. Split bearer architecture is
a promising enabler to cope with cell densification and
MC complexity, which leads us to centralize the control
of the system in a single entity.
Towards this end, a centralized predictive controller
is proposed consisting of optimized discrete time binary
actions and a policy governed by the wireless channel
evolution. The latter is captured in a DTMC based on
CSI. And, the control actions are computed by solving
a linear program over a finite time horizon. The linear
program formulation significantly reduces complexity as
well as relaxes the performance sensitivity on the system
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evolution. The analytical bounds given by physical layer
events are shown for the algorithm, which indicates
that in a multi-layer mobility setting for URLLC re-
strictions the proposed algorithm outperforms previous
approaches. The performance of the solution is evaluated
through 3GPP release 15 compliant SLS, and supported
by extensive analysis of lower layer performance indi-
cators.
Organization. The remainder of the paper is or-
ganized as follows: First, a MC, mobility and CQI
feedback generation overview is outlined in Section II to
further introduce the prediction model in Section III. The
implementation of the policy is presented in Section IV.
Section V explains the adopted methodology to perform
SLS, and Section VI shows the performance results.
Finally, we draw conclusions and outline further work
in Section VII.
Notation. Vectors and matrices are written as follows:
a = (a1, ...an),A = (aij) where diag(aij) stands for a
diagonal matrix, and aᵀ is the transpose of a. Moreover,
d.e is the ceil function and |R| is the cardinality of a
countable set R.
II. MULTI-CONNECTIVITY, SMALL CELL MOBILITY,
AND CQI FEEDBACK GENERATION
A. Multi-connectivity and Small Cell Mobility
In a scenario where MacroCs and SmallCs are de-
ployed at non-overlapping carrier frequencies f1 < f2 <
f3, as shown in Fig. 1, UEs can configure MC in terms
of inter-site carrier aggregation. Hence, the UE can be
served in a MacroC by a master NR gNB (MgNB)
and in an SmallC by a secondary NR gNB (SgNB)
simultaneously. The SmallCs are placed along urban
streets, and we use a frequency reuse scheme deployment
as proposed in [9, Scheme 4] in order to avoid inter-cell
interference. The MgNB establishes a control interface
to the core network (CN), while both the MgNB and the
SgNB manage the radio resource control (RRC) in the
UE [5].
MgNB
SgNB2SgNB1
Xn Xn
S1-C/U
UE	path	at	speed	s
SCell	Change
MeasReport	A6	
SC2>SC1	+Offset
RSRP
SCell	Release
MeasReport	A2	
SC2	<	Outage	Threshold
RSRQ
SCell	Add
MeasReport	A4	
SC1	>	Threshold
RSRQ
CN
f1
f2
f3
Fig. 1: Small Cell Mobility Events and MC in a HetNet
Moreover, the MgNB RRC connection is established
before MC, and is used to configure and control CSI
feedback and channel measurements in the UE. The
reports from the UE include detected cells and CSI to
facilitate rate adaptation, cell selection and MC configu-
ration. Based on the channel measurements, the MgNB
can set up MC by requesting the SgNB to allocate
resources for a specific UE [7]. The SgNB data connec-
tion is restricted to the instantaneous available physical
resources. A control plane can be established from any
node (MgNB and/or SgNB) to the UE; however, the data
plane interface is configured to either MgNB or SgNB
but not both, in accordance with the so-called split bearer
architecture [6]. The control and data plane from the CN
to the MgNB use the S1 interface as indicated in Fig. 1.
The UE’s assistive behaviour is based on measure-
ments of the reference signal received power (RSRP) or
reference signal received quality (RSRQ) from MacroCs
and SmallCs [5]. Both are based on the received signal
strength indicator (RSSI), which is the total received
wide-band power, measured by the UE. Following [10],
the RSSI of the k-th UE can be written as
RSSIk = PServeC + Pcc + Pno (1)
where PServeC, Pcc, Pno are serving cell (ServeC), neigh-
bour co-channel cells, and thermal noise powers, re-
spectively. Let P be the set of physical resource blocks
(PRBs) per channel bandwidth. Then the RSRP is a lin-
ear average of a reference signal (RS) power, measured
from a cell [10], and is computed as:
RSRPk = RSSIk − 10 log(12 · |P|) (2)
The user k feedbacks an RSRP report as RSRPk =
MEASRSRPi , if RSRPk ∈ [RPi−1,RPi), where
RP0,RP1, ...,RPn−1,RPn are the n-th RSRP thresholds
in dBm [10]. Here, MEASRSRPi is an input for the L3
measurement layer for cell quality as in [1, Sec. 9.2.4].
L3 aims to filter the measurements before evaluation as
follows [11, Sec. 5.5.3.2]:
FPt =
(
1−
(
1
2
) p
4
)
FPt−1
(
1
2
) p
4
MEASRSRPi,t (3)
where FPt is the updated filtered result, F
P
t−1 is the
previous measurement result, p is a filter coefficient
configured by the RRC signaling, and MEASRSRPi,t is the
latest measurement received from the PHY layer.
The RSRQ is a measure of signal power and interfer-
ence, and for a UE k in a cell c is calculated as:
RSRQc,k =
|P| · RSRPk
RSSIk
(4)
A UE sends an RSRQ report to the ServeC as
RSRQc,k = RSRQi, if RSRQc,k ∈ [RQi−1,RQi) where
RQ0,RQ1, ...,RQn−1,RQn are the n-th thresholds in
dB.
Let us come back to the scenario depicted in Fig. 1,
with a set M of MacroCs, and a set S of SmallCs.
The ServeCs for the UE are determined, based on UE
measurements of the received downlink RSRQ [8]. The
primary cell (PrimeC) ck for the UE k is selected as:
ck = arg max
c∈M∪S
(RSRQc,k + RE
c) (5)
whereM∪S is the set of candidate cells and REc is the
range extension (RE) offset applied to cell c. REc = 0
for c ∈M and REc ≥ 0 for c ∈ S.
A UE, configured with DC/MC as shown in Fig. 1,
has a baseline PrimeC and, when feasible, requests a
secondary cell (SecondC) through an RSRQ A4 event.
In an RSRQ A4 event, a neighbouring SmallC becomes
better than a threshold (SmallC Add); in an RSRQ A2
event, a ServeC becomes worse than a threshold (SmallC
Release). Hence, a ServeC ek for a UE k is selected as:
ek =
arg maxc∈S (RSRQc,k) if ∃c ∈ S : RSRQc,k > RQ
ServeC
φ otherwise
(6)
where RQServeC is a fixed RSRQ ServeC threshold.
When DC is the baseline and a neighbouring SmallC
becomes offset better than the current ServeC, the UE
considers RSRP A61 and A62 conditions. A61t is an en-
tering condition, and A62t a leaving condition expressed
as follows [11]:
A61t : F
n,P
t +O
n,P −Y n,P > F s,Pt +Os,P −A6off (7)
A62t : F
n,P
t +O
n,P +Y n,P < F s,Pt +O
s,P +A6off (8)
where Fn,Pt and F
s,P
t are the filtered RSRP in dBm
for the neighbouring SmallC and serving SmallC re-
spectively. The serving SmallC is selected as in Eq. 6.
Furthermore, On,P and Os,P are the offsets for neigh-
bouring and serving SmallCs, Y n,P is the hysteresis for
A6 event, and A6off is an event offset [11]. All offsets
and hysteresis are expressed in dB.
B. CQI Feedback Generation
The channel quality indicator (CQI), a type of CSI
in the RAN, is a 4-bit value that indexes an estimated
effective SNR [12] [13]. The SNR measurements are
performed over e.g. CSI-RS control signals broadcasted
by the gNBs. The CQI indices and their interpretations
are given in [13, Tbl. 7.2.3-1, Tbl. 7.2.3-5, Tbl. 7.2.3-6]
for reporting CQI based on QPSK, 16QAM and 64QAM.
The gNB controls the CQI reports according to the upper
layer transmission mode for MacroCs and SmallCs [13].
The maximum resolution of CQI in terms of frequency is
a sub-band which consists of p contiguous PRBs, where
2 ≥ p ≥ 8. The total number of sub-bands is S =
d|P|/pe, and the P in a sub-band s is P(s).
The report schemes can be either UE selected sub-
band CQI feedback, or sub-band-level CQI feedback.
Both schemes use effective exponential SNR mapping
(EESM) to generate the CQI value(s) of the PRBs that
constitute the sub-bands [12]. EESM has been exten-
sively studied in [12], [14] and [15]. In a UE selected
sub-band feedback scheme, the sub-band SNR, γsub-bands,k
of the k-th UE for sub-band s is the effective SNR over
its constituent P:
γsub-bands,k = −θ ln
1
p
∑
n∈P(s)
exp
(
−γn,k
θ
) (9)
where θ is a tuning parameter function of upper layer
protocol data unit (PDU) length and modulation and
coding scheme (MCS).
The k-th UE, in connected mode, sorts the sub-
band SNRs of its SSmallC and SMacroC sub-bands for
SmallC and MacroC respectively; for example, sub-
bands in a MacroC as γsub-band(1),k ≥ ... ≥ γsub-band(M),k ≥
... ≥ γsub-band
(SMacroC),k
.Then, the UE reports a subset Ik =
{1, ...,M} which contains the indexes of the M sub-
bands with the highest CQIs, as well as a single CQI
Rhighestk . Indeed, R
highest
k is a function of EESM over the
M selected sub-bands [12]:
γeffectivek = −θ ln
(
1
M
∑
r∈Rk
exp
(
−γ
sub-band
r,k
θ
))
(10)
If γeffectivek ∈ [LRi−1, LRi), the reported value is
Rhighestk = ri, where LRi are the link adaptation thresh-
olds, assuring a pre-determined block error rate (BLER)
at the chosen MCS index [13]. At the gNB, Rhighestk is
mapped to an MCS index based on the downlink control
indicator (DCI) format. The MCS index determines
transport block sizes (TBS) and code block sizes (CBS)
to achieve a certain BLER. The TBS depends on the
number of assigned PRBs, |P| [13].
III. PREDICTION MODEL
In this paper, in order to study forwarding of PDCP
PDUs, we consider a 5G-NR downlink system where
there are M∪ S cells (MacroCs and SmallCs), and K
uniformly distributed UEs per cell. Users are multiplexed
by the orthogonal frequency division multiple access
(OFDMA). Moreover, we consider a URLLC traffic
model with finite payload of B bytes and Poisson arrival
process. URLLC traffic is scheduled with a short TTI
of 2-OFDM symbols due to its latency constraints. The
rest of non-URLLC traffic is scheduled with variable
TTI, the longest consisting of 14-OFDM symbols. Due
to the maximum resolution given by the sub-band CQI,
we consider a sub-band S as the smallest scheduling unit
in the frequency domain. The sub-band is the collection
of the PRBs of 12 sub-carriers with 15 kHz spacing
corresponding to numerology 0.
We focus on a routing problem modeled by a discrete
time, transport block level queuing system as depicted
µMgNB q0
µ
SgNB2 q2
µ
SgNB1 q1
µ
UE q3
λ
l3Xn
l1Xn
l0
l4
l2
PNC
Fig. 2: Prediction Model
in Fig. 2. A single time step is considered to correspond
to a TTI of 2-OFDM symbols. The model represents the
situation that occurs right after a SmallC Change event,
which in turn is based on a A61t report. Each network
agent is represented by a queue, that holds data packets
which are intended for the UE. The queues are connected
with wired and wireless links (solid and dashed arrows
respectively). The system state at time t can be repre-
sented by the queue vector qt = (q0,t, ..., q3,t)ᵀ ∈ N4
that contains all 4 queues. A corresponding arrival vector
at = (a0,t, ..., a3,t)
ᵀ ∈ N4 of stochastic nature models
external arrival of data to the system, which in our case
only concerns the MgNB buffer queue q0,t.
The 5 links l0, . . . l4 are represented by column vectors
in such a way that e.g. l0,t = (−T, T, 0, ..., 0)ᵀ connects
q0 to q1. Here, T is a TBS determined by look up tables
(LUTs) by the MCS index, IMCS , and |P| [13, Tbl.
7.1.7.2.1-*]. All links are collected in the routing matrix
R ∈ Z4×5.
A link in R can be activated by a binary control vector
ut ∈ {0, 1}5, to initiate a transmission along its path.
However, due to short term wireless characteristics like
channel fading, such a transmission only succeeds with
probability mi,t, i = 0, . . . 4. If we collect these proba-
bilities in a diagonal matrix Mt = diag{m0,t, . . .m4,t},
the system evolution can be written as [16]:
qt+1 = qt +RB [Mt]ut + at (11)
where a Bernoulli trial B on Mt models success and
failure of initiated transmissions.
The control vector is mainly restricted by the
constituency matrix (interference constraint) A =[
0 0 1 1 1
]
and the positiveness of the queues
[16] [17], leading to
ut ∈ Ut :=
{
vt ∈ {0, 1}5
∣∣∣∣ Avt ≤ 1qt +Rvt ≥ 0
}
(12)
As indicated, the evolution of the wireless channels is
captured in time dependent success probabilities that are
the diagonal elements of Mt. As the main premise for
the prediction, we assume existence and knowledge of
a DTMC, that governs the evolution of Mt over time.
For this purpose, we set up a finite set of probability
matrices M1, . . .M6, each one representing a combina-
tion of possible future channel states. Then we define
the DTMC as σt = DTMC ({1, . . . 6},P, σ0), with σ0
being the initial Markov state and P being the transition
matrix (e.g. learned and adjusted by machine learning
techniques). This way, σt points to a specific Mi in each
time slot, so that Mt = Mσt .
Following [16], we can introduce the predictive net-
work control (PNC) policy by defining a cost function
J , which assigns a cost to a trajectory of control vectors
ut = (u
ᵀ
t ,u
ᵀ
t+1, ...,u
ᵀ
t+H−1)
ᵀ with H being the predic-
tion horizon. We apply the usual quadratic cost function,
penalizing large queue sizes as:
J(ut,qt, σt) = E
[
t+H∑
i=t+1
qᵀiQqi
∣∣∣∣∣qt,at, σt
]
(13)
In each time slot t, the PNC policy minimizes J under
the given constraint, while explicitly considering the
future development of the system. As a result, it produces
an immediate control decision ut. Further details can be
found in [16].
IV. PNC POLICY IMPLEMENTATION
The system model is inspired by [16] and [17], where
the columns of R are modeled with discrete values,
single connectivity cases are considered, and Bernoulli
trials are performed to evaluate short term wireless
characteristics. In this paper, we introduce: a) a time
varying Mt that is based on DCI, MCS, and PRBs, b) a
DC and MC connectivity model through ri,j , and c) a
DTMC shaped by effective CQI reports following the
evolution of a biased random walk.
First, structures from the MAC layer are sent through
the control plane of the MC 5G NR system to the
PDCP controller. These structures shape the columns in
R, depending on IMCS and |P|. The entries in R are
computed on CQI report arrivals at time t, based on [18],
as in Alg. 1.
Second, DC/MC is considered through an en-
try in R which is controlled by uᵀt , e.g. ri,2 =
(−TDC, TDC, 0, TDC) for activation of links {l0, l1} as
in Fig. 2.
Third, γeffectivek indexes, Rhighestk , are captured as wire-
less channel characteristics in a per sub-band approach
to find σ0 as in Alg. 2. Moreover, γeffectivek is used to
shape the weight matrices diag{mj,t}. For example,
m0,t = 1 − P0,t(T |IMCS , γeffectivek ) as in [19, Sec.
4.3.2.1], where P0,t corresponds to the error probability
of a TBS at a corresponding MCS.
Algorithm 1 Transport Block Size, Tt
1: D: Downlink control indicator (DCI)
2: P: Set of PRBs allocated
3: v: Number of layers
4: T ← 0
5: Read IMCS and Qm (modulation order) from D
6: function TBS(IMCS , Qm, |P|, v)
7: R← LUT(IMCS , Qm) in [18, Tbl. 5.1.3.1-1]
8: Ninfo ← |P| ∗R ∗Qm ∗ v
9: if Ninfo ≤ 3824 then
10: n = arg max{3, log2(Ninfo)− 6}
11: N∗info = arg max{24, 2n(Ninfo−242n )}
12: T ←LUT(IMCS , N∗info) in [18, Tbl.
5.1.3.2-1]
13: else
14: n← log2(Ninfo − 24)− 5
15: N∗info ← arg max{3840, 2ndNinfo2n e}
16: if N∗info > 8424 then
17: C ← dN
∗
info+24
8424 e
18: T ← 8CdN
∗
info+24
8C e − 24
19: else
20: T ← 8dN
∗
info+24
8 e − 24
21: return T
Algorithm 2 σ0
1: Γ: Temporary map structure storing CQI reports
2: S: Hash map of pre-defined CQI Indexes, ISCell
3: σ0 = 1: Initial state
4: Begin A61t Eq.7
5: Γ ← Ihighest,SCellk , Ihighest,MCellk , Ihighest,SCell−neighbourk
. SINR mapping indexes function of Eq. 10
6: function HASHTUPLE(Γ)
7: function SEARCHHASH(S,Γ)
8: return I(S)
Finally, we can define PNC as the policy for each
time slot by solving the binary linear program with linear
constraints [16], u∗t :
arg min
ut
J(ut,qt, σt)
s.t.
ut ∈ U
1 ≥ [I⊗A]ut
V. SIMULATION
We evaluate a PDCP controller by means of SLS
that follow 5G NR specifications. The simulator includes
major radio resource management functionalities such as
hybrid automatic repeat request and link adaptation. The
network topology consists of a standard hexagonal grid
of a three-sector MacroC complemented with a set of
outdoor SmallCs. MacroCs and SmallCs are deployed
at 2GHz and 3.5 GHz carrier frequency, respectively.
The MacroC to UE link follows the urban macro model
(UMa), and the SmallC to UE link follows the urban
micro model (UMi). The rest of considerations are
summarized in Table I.
TABLE I: Simulation Summary
Environment 3GPP-Umi 3gNBs
Traffic TCP, interarrival: 10us, B=50B
Cell Synchronicity Ideal
Xn Latency 500us
S1 Latency 10ms
Buffer Size 20MB
MgNB Tx 46 dBm, 2 GHz
Channel Model UMa
Antenna Height 30m
CQI Latency 2ms
CQI Feedback Ideal
MAC Scheduler Flex TTI
UE Cell Selection A3 RSRP
MCS Index QPSK, 16QAM, 64QAM
SgNB Tx 30 dBm, 3.5 GHz
Channel Model UMi
Antenna Height 5m
CQI Latency 2ms
CQI Feedback Non-Ideal
MAC Scheduler Flex TTI
UE Cell Selection SmallC Add A4 RSRQ
MCS Index QPSK, 16QAM, 64QAM
UE Speed 150 km/h
UE Antenna Height 1.6m
Fig. 3: CQI Index
The PNC controller has knowledge of diagmi,t in the
whole system due to the Xn interfaces and CQI reports.
Moreover, we assume a certain known UE trajectory at
a velocity v as in Fig. 1. The UE starts its trajectory at
approximately 2 km away from the MgNB experiencing
∼ 15 dB SINR for all its |P|. Furthermore, it is assumed
that the URLLC UE follows a high degree biased random
walk. Indeed, as shown in Fig. 3, the UE is moving away
from SgNB1 and approaching SgNB2.
Figure 3 shows the simulated received CQI reports
from MgNB, SgNB1, and SgNB2. It reflects the CSI
report evolution in the system before and after the
SmallC Change event for an URLLC UE.
The main key performance indicator (KPI) is the
E2E throughput. The E2E throughput is considered for
URLLC traffic targeting a UE, and is measured from the
CN to the UE PDCP layer.
VI. PERFORMANCE
We analyze the E2E throughput KPI gains for the
system evolution. The results are obtained for an H given
by A61t=1240ms and A6
2
t=1270ms. The user throughput
performance improves due to prediction and control
of MC/DC and buffers. The user throughput is being
improved due to the ability of the controller to forward
PDCP PDUs to the remote, local or both MAC layer
interfaces.
Fig. 4: PNC Performance
SLS show gains in terms of E2E throughput during the
execution of a SmallC Change event as shown in Fig. 4.
We compare PDUs forwarding in the PDCP layer for an
autonomous SmallC Change based on A6 event against
a PNC controlled strategy. The comparison is performed
in a HetNet serving common users and URLLC users.
The gains are about 10% of E2E throughput during
the execution of a SmallC change process. Figure 4
shows the E2E throughput during the evolution of the
system. It is depicted a maximum E2E throughput equal
to 7.6Mbps for the PNC Policy, and a maximum E2E
throughput equal to 6.9Mbps for the autonomous SmallC
Change.
VII. CONCLUSION AND OUTLOOK
In this paper, we proposed a centralized controlled
connectivity scheme for MC scenarios to enhance perfor-
mance in URLLC services. The controller implements a
PNC policy to forward data from the MgNB to SgNBs
or UEs. The proposed scheme keeps track of wireless
channel variations and buffer status. The wireless chan-
nel variations through means of CQI reports, and the
buffer status through Xn application protocol reports.
We addressed concepts of multi-connectivity, mobility
and channel state information in the 5G NR, to further
highlight the potential gain offered by a PNC policy
implementation applied to a PDCP forwarding layer. The
gains appear as an optimized throughput during SmallC
change. Further work will focus on spectral efficiency
analysis over the different control selections applied
to the PDCP forwarding layer, as well as signalling
overhead analysis in the Xn interface. A future model
will consider an interference mitigation receiver [20] to
map CQI reports.
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