Investigations on c-(almost) perfect nonlinear functions by Riera, Constanza & Stanica, Pantelimon
ar
X
iv
:2
00
4.
02
24
5v
2 
 [c
s.C
R]
  6
 Ju
l 2
02
0
Investigations on c-(almost) perfect
nonlinear functions
Constanza Riera∗, Pantelimon Sta˘nica˘†
July 7, 2020
Abstract
In a prior paper [14], along with P. Ellingsen, P. Felke and A.
Tkachenko, we defined a new (output) multiplicative differential, and
the corresponding c-differential uniformity, which has the potential of
extending differential cryptanalysis. Here, we continue the work, by
looking at some APN functions through the mentioned concept and
show that their c-differential uniformity increases significantly, in some
cases.
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1 Introduction and motivation
In [3], the authors used a new type of differential that is quite useful from
a practical perspective for ciphers that utilize modular multiplication as a
primitive operation. It is an extension of a type of differential cryptanalysis
and it was used to cryptanalyze some existing ciphers (like a variant of the
well-known IDEA cipher). The authors argue that one should look (and
some authors did) at other types of differentials for a Boolean (vectorial)
function F , not only the usual (F (x+ a), F (x)). In [3], the differential used
in their attack was (F (cx), F (x)). Drawing inspiration from the mentioned
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successful attempt, along with P. Ellingsen, P. Felke and A. Tkachenko
(see [14]), we defined a new (output) multiplicative differential, and the cor-
responding generalized differential uniformity. In this paper, we investigate
some known APN functions under this new multiplicative differential, and
show that their c-differential uniformity drops significantly, in some cases.
The objects of this study are Boolean and p-ary functions (where p is an
odd prime) and some of their differential properties. We will introduce here
only some needed notation, and the reader can consult [4, 5, 6, 11, 21, 23]
for more on Boolean and p-ary functions.
Let n be a positive integer and Fpn denote the finite field with p
n el-
ements, and F∗pn = Fpn \ {0} is the multiplicative group (for a 6= 0, we
often write 1a to mean the inverse of a in the multiplicative group). We let
Fnp be the n-dimensional vector space over Fp. We will denote by η(α) the
quadratic character of α (that is, it is η(α) = 0 if α = 0, η(α) = 1 if 0 6= α is
a square, η(α) = −1 if 0 6= α is not a square). |A| will denote the cardinality
of a set A. We call a function from Fpn to Fp a p-ary function on n variables.
Trn : Fpn → Fp is the absolute trace function, given by Trn(x) =
∑n−1
i=0 x
pi .
Given a p-ary function f , the derivative of f with respect to a ∈ Fpn is
the p-ary function Daf(x) = f(x+ a)− f(x), for all x ∈ Fpn.
For positive integers n and m, any map F : Fpn → Fpm (or, alternatively,
F : Fnp → Fmp , though we will in this paper deal with the former form of
the function) is called a vectorial p-ary function, or (n,m)-function. When
m = n, F can be uniquely represented as a univariate polynomial over Fpn
(using some identification, via a basis, of the finite field with the vector
space) of the form F (x) =
∑pn−1
i=0 aix
i, ai ∈ Fpn , whose algebraic degree is
then the largest Hamming weight of the exponents i with ai 6= 0.
For an (n, n)-function F , and a, b ∈ Fpn , we let
∆F (a, b) = |{x ∈ Fpn : F (x+ a)− F (x) = b}|.
We call the quantity ∆F = max{∆F (a, b) : a, b ∈ Fpn , a 6= 0} the differential
uniformity of F . If ∆F = δ, then we say that F is differentially δ-uniform. If
δ = 1, then F is called a perfect nonlinear (PN) function, or planar function.
If δ = 2, then F is called an almost perfect nonlinear (APN) function. It is
well known that PN functions do not exist if p = 2.
Inspired by a practical differential attack developed in [3] (though, via a
different differential), we extended the definition of derivative and differential
uniformity in [14], in the following way: Given a p-ary (n,m)-function F :
Fpn → Fpm, and c ∈ Fpm , the (multiplicative) c-derivative of F with respect
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to a ∈ Fpn is the function
cDaF (x) = F (x+ a)− cF (x), for all x ∈ Fpn.
(Note that, if c = 1, then we obtain the usual derivative, and, if c = 0 or
a = 0, then we obtain a shift of the function.)
For an (n, n)-function F , and a, b ∈ Fpn, we let c∆F (a, b) =
|{x ∈ Fpn : F (x+ a)− cF (x) = b}|. In the following, we call the quantity
c∆F = max {c∆F (a, b) : a, b ∈ Fpn , and a 6= 0 if c = 1} the c-differential
uniformity of F . If c∆F = δ, then we say that F is differentially (c, δ)-
uniform. If δ = 1, then F is called a perfect c-nonlinear (PcN) function
(certainly, for c = 1, they only exist for odd characteristic p; however, as
proven in [14], there exist PcN functions for p = 2, for all c 6= 1). If δ = 2,
then F is called an almost perfect c-nonlinear (APcN) function. When we
specify the constant c for which the function is PcN or APcN, then we may
use the notation c-PN, or c-APN. It is easy to see that if F is an (n, n)-
function, that is, F : Fpn → Fpn , then F is PcN if and only if cDaF is a
permutation polynomial.
NB: Recently, in an independent work, Bartoli and Timpanella [1] gave
a generalization of planar functions as follows.
Definition 1. Let β ∈ Fpn\{0, 1}. A function F : Fpn → Fpn is a β-planar
function in Fpn if ∀ γ ∈ Fpn , F (x+ γ)− βF (x) is a permutation of Fpn .
In the particular case, when β = −1, then β-planar function is called
quasi-planar. In view of the definitions of [14], the β-planar functions are
simply PcN functions and quasi-planar functions are PcN functions with
c = −1.
In this paper we continue the investigation on the c-differential uni-
formity of the Gold function (resolving some computational observations
from [14]) and some of the functions from the Helleseth-Rong-Sandberg ta-
ble and related ones. For example, we showed that x
pk+1
2 is PcN with respect
to c = −1 if and only if 2ngcd(2n,k) is odd, as well x
3n+3
2 is PcN (respectively
APcN) with respect to c = −1, if n is odd (respectively, even).
Note added after posting on arxiv: We were made aware that the first part
of our Theorems 4 and 7 also appeared concurrently in [24].
2 Prior results on c-differential uniformity
One of our major theorems from [14] dealt with the known PN functions.
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Theorem 2 ([14]). Let F : Fpn → Fpn be the monomial F (x) = xd, and
c 6= 1 be fixed. The following statements hold:
(i) If d = 2, then F is APcN, for all c 6= 1.
(ii) If d = pk+1, p > 2, then F is not PcN, for all c 6= 1. Moreover, when
(1 − c)pk−1 = 1 and n/gcd (n, k) is even, the c-differential uniformity
c∆F ≥ pg + 1, where g = gcd(n, k).
(iii) Let p = 3. If d =
3k + 1
2
, then F is PcN, for c = −1 if and only if
n
gcd(n, k)
is odd.
(iv) If p = 3 and F (x) = x10 − ux6 − u2x2, the c-differential uniformity of
F is c∆F ≥ 2, for c 6= 1.
The c-differential uniformity of the inverse function has also been inves-
tigated [14] and a thorough description was obtained for all values of c, both
in the even and odd case.
Since it will be used throughout, we state here [14, Lemma 9].
Lemma 3. Let p, k, n be integers greater than or equal to 1 (we take k ≤ n,
though the result can be shown in general). Then
gcd(2k + 1, 2n − 1) = 2
gcd(2k,n) − 1
2gcd(k,n) − 1 , and if p > 2, then,
gcd(pk + 1, pn − 1) = 2, if n
gcd(n, k)
is odd,
gcd(pk + 1, pn − 1) = pgcd(k,n) + 1, if n
gcd(n, k)
is even.
Consequently, if either n is odd, or n ≡ 2 (mod 4) and k is even, then
gcd(2k + 1, 2n − 1) = 1 and gcd(pk + 1, pn − 1) = 2, if p > 2.
3 The c-differential uniformity of the Gold func-
tion
In [14] we found the c-differential uniformity of the Gold function x 7→ xpk+1
for odd characteristic p. Regarding even characteristic, we observed in the
same paper that, if 3 ≤ n ≤ 8, the c-differential uniformity of the Gold
x 7→ x5 and Kasami x 7→ x13 functions is 3 for n odd and 5 for n even. It
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was proposed there that it would be interesting to investigate the situation
for all values of n, especially, since if c = 1, the result is well-known. It
is our goal here to answer the question and surprisingly, reveal that the c-
differential uniformity of these functions may increase significantly. In this
paper we deal with the Gold function and its c-differential uniformity.
Theorem 4. Let 2 ≤ k < n, n ≥ 3 and G(x) = x2k+1 be the Gold function
on F2n and 1 6= c ∈ F2n . Assume that n = md, where d = gcd(n, k), and
m ≥ 3, when n is odd, respectively, m ≥ 4, when n is even. Then, the
c-differential uniformity of G is c∆G = 2
d + 1.
Proof. We consider the differential equation at a, say G(x+a)− cG(x) = b,
for some b ∈ F2n , which is equivalent to
(1− c)x2k+1 + x2ka+ x a2k + a2k+1 − b = 0.
Dividing by (1 − c) and taking x = y − a1−c this last equation transforms
into
y2
k+1 +
a2
k
1− c
(
1 +
1
(1− c)2k−1
)
y +
ca2
k+1 + b(1− c)
(1− c)2 = 0.
Now, let y = αz, where α =
(
a2
k
1− c
(
1 +
1
(1− c)2k−1
))2−k
(the 2k-root
exists since gcd(2k, 2n − 1) = 1). The previous equation becomes
z2
k+1 + z + β = 0, (1)
where β =
ca2
k+1 + b(1− c)
α2k+1(1− c)2 .
We will be using some results of [15] (see also [2] and [12]). We first
assume that gcd(n, k) = 1. By [15, Theorem 1], we know that Equation (1)
has either none, one or three solutions in F2n . In fact, the distribution of
these cases for n odd (respectively, n even) is (denoting by Mm the amount
of equations of type (1) with m solutions)
M0 =
2n + 1
3
(
respectively,
2n − 1
3
)
M1 = 2
n−1 − 1 (respectively, 2n−1)
M3 =
2n−1 − 1
3
(
respectively,
2n−1 − 2
3
)
.
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Then, for n ≥ 3, c 6= 1, and gcd(n, k) = 1, and since β is linear on b,
this implies that, for any β and any a, c, we can find b such that β =
ca2
k+1 + b(1− c)
α2k+1(1− c)2 , so the c-differential uniformity of the Gold function is 3.
We now assume that gcd(n, k) = d > 1. As in [15], for v ∈ F2n \ F2d , we
denote vi := v
2ik , i ≥ 0, and we let (for n = md)
C1(x) = 1
C2(x) = 1
Ci+2(x) = Ci+1(x) + xiCi(x) for 1 ≤ i ≤ n− 1
Let V =
v2
2k+1
0
(v0+v1)2
k+1
. Then, by [15, Lemma 1]
Cm(V ) =
Trnd (v0)
v1 + v2
m−1∏
j=2
(
v0
v0 + v1
)2jk
.
We know by [15, Lemma 1] that if n is odd (respectively, even) there are
2(m−1)d − 1
22d − 1 (respectively,
2(m−1)d − 2d
22d − 1 ) distinct zeros of Cm(x) in F2n , that
are defined by V above with Trnd (v0) = 0. Further, by [15, Proposition 4],
Equation (1) has 2d + 1 zeros in F2n for as many as M2d+1 =
2(m−1)d−1
22d−1
, for
n odd, respectively, M2d+1 =
2(m−1)d−2d
22d−1
, for n even, values of β. To be more
precise, those β achieving this bound must satisfy Cm(β) = 0 (if d = k, this
is a complete description). For n odd, M2d+1 ≥ 1 is achieved when m ≥ 3.
For n even, M2d+1 ≥ 1 is achieved when m ≥ 4, and it is not true when
m = 3.
The only thing to argue now is whether for a fixed c 6= 1, and given
β ∈ F2n , there exist a, b ∈ F2n such that β = ca
2k+1 + b(1− c)
α2k+1(1− c)2 , where
α2
k
=
a2
k
1− c
(
1 +
1
(1− c)2k−1
)
. However, that is easy to see since the
obtained equation is linear in b. Therefore, the c-differential uniformity of
G is 2d + 1.
4 Going through some entries in the Helleseth-
Rong-Sandberg table and more
We display below some of the known examples of APN power functions in
odd characteristic [16, 17].
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Theorem 5. Let F (x) = xd be a function over Fpn, where p is an odd
prime. Then F is an APN function if:
(1) d = 3, p > 3;
(2) d = pn − 2, p > 2 and p ≡ 2 (mod 3).
(3) d = p
n−1
2 − 1, p ≡ 3, 7 (mod 20), pn > 7, pn 6= 27 and n is odd;
(4) d = p
n+1
4 +
pn−1
2 , p
n ≡ 3 (mod 8);
(5) d = p
n+1
4 , p
n ≡ 7 (mod 8);
(6) d = 2p
n−1
4 , p
n ≡ 2 (mod 3);
(7) d = pn − 3, p = 3, n > 1 odd;
(8) d = pm + 2, pm ≡ 1 (mod 3), n = 2m;
(9) d = 5
k+1
2 , p = 5 and gcd(2n, k) = 1.
Dobbertin et al. [13] pushed further the Helleseth-Rong-Sandberg table
by explaining some entries (that is, shoving that some of the values d that
gave rise to APN functions were members of an infinite family of power
functions), and showed that the differential uniformity of F (x) = xd over
F3n is ∆F ≤ 2 if
d =
{
3(n+1)/2−1
2 if n ≡ 3 (mod 4)
3(n+1)/2−1
2 +
3n−1
2 if n ≡ 1 (mod 4),
(if n = 1, 3, F is PN), as well as
d =
{
3n+1−1
8 if n ≡ 3 (mod 4)
3n+1−1
8 +
3n−1
2 if n ≡ 1 (mod 4).
Later, in [19], Leducq proved that, in fact, for the functions above, ∆F = 2,
that is, the functions above are APN. The same paper proves that, over F5n ,
for l ≤ 2 and n ≡ −1 (mod 2)l, the function F is APN if d = 12 5
n+1−1
5
n+1
2l +1
+5
n−1
4 .
Dobbertin et al. [13] conjectured also that over F5n , F is APN when
d = 5
n−1
4 +
5n+1/2−1
2 , if n is odd, and this was subsequently shown by Zha
and Wang [25].
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In this section, we will use Dickson polynomials of the first kind, which
are defined as Dd(x, a) =
⌊ d
2
⌋∑
i=0
d
d− i
(
d− i
i
)
(−a)ixd−2i, and have the prop-
erty Dm
(
u+ au , a
)
= um +
(
a
u
)m
for u ∈ Fp2n [20]; since, in this paper, the
second variable is always 1, in the following, abusing notation, we will write
Dm(x)). We will also use Theorem 9 of [9], which states that, for p odd,
and supposing 2r||(p2n − 1) (where 2r||t means that 2r|t but 2r+1 ∤ t), then,
for x0 ∈ Fpn ,
|D−1d (Dd(x0))| =


m, if η(x20 − 4) = 1, Dd(x0) 6= ±2
ℓ¯, if η(x20 − 4) = −1, Dd(x0) 6= ±2
m
2 , if η(x
2
0 − 4) = 1, 2t||d, 1 ≤ t ≤ r − 2,Dd(x0) = −2
ℓ¯
2 , if η(x
2
0 − 4) = −1, 2t||d, 1 ≤ t ≤ r − 2,Dd(x0) = −2
m+ℓ¯
2 , otherwise,
where m = gcd(d, pn − 1), ℓ¯ = gcd(d, pn + 1), and η(α) is the quadratic
character of α.
In this section, we show that the c-differential uniformity of some of these
functions will change for some (if not all) c 6= 1. We start with item (7) of
Theorem 5 (items (1) and (2) were dealt with in our paper [14]).
Theorem 6. Let p = 3, n ≥ 2 and F (x) = x3n−3 on F3n . If c = −1, the
c-differential uniformity of F is 6 for n ≡ 0 (mod 4) and 4, otherwise. If
c = 0, the c-differential uniformity of F over F3n is 2. If c 6= 0,±1, the
c-differential uniformity of F is ≤ 5. Moreover, the c-differential uniformity
of 4 is attained for some c, for all n ≥ 3, and the c-differential uniformity
of 5 is attained for all positive n ≡ 0 (mod 4).
Proof. For a, b ∈ F3n , we look at the equation F (x+a)− cF (x) = b, that is,
(x+ a)3
n−3 − c x3n−3 = b. (2)
If c = 0, the equation is then (x + a)3
n−3 = b. If a = b = 0, then we get
the unique solution x = 0. If a = 0, b 6= 0, the equation is then bx2 = 1,
which has two solutions if b is a square and none, otherwise. If a 6= 0, b = 0,
the solution is x = −a. If ab 6= 0, the equation is then b(x + a)2 = a,
which has two solutions if a/b is a nonzero perfect square (always realizable).
Summarizing, the function is APcN with respect to c = 0. For the remainder
of the proof, we assume that c 6= 0, 1.
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If a = b = 0, then x = 0 is the only solution for Equation (2). If a = 0
and b 6= 0, then Equation (2) becomes (1−c)x3n−3 = b. Surely, x 6= 0 and so,
the equation becomes bx2 = (1−c). Taking α 6= 0 a fixed element of F3n and
b = 1−cα2 , then x = ±α are solutions for this equation (observe that if b 6= 0
and 1−cb is not a square in F3n there are no solutions for (1 − c)x3
n−3 = b;
for c fixed, there are 3
n−1
2 nonzero values of b such that
1−c
b is a square in
F3n).
If a 6= 0 and b = 0, then 0 6= x 6= −a, and Equation (2) becomes
(x + a)−2 = cx−2, that is,
(
x
x+a
)2
= c, which has two solutions depending
on whether c is a nonzero perfect square or not (there are 3
n+1
2 such c’s).
When ab 6= 0, we observe that x = 0, x = −a are solutions of Equa-
tion (2) if and only if b = a−2, respectively, b = −ca−2. Note that these can
happen simultaneously if and only if c = −1.
We now assume ab 6= 0, x 6= 0,−a. Equation (2) is therefore
(x+ a)−2 − cx−2 = b, that is,
b(x+ a)2x2 − x2 + c(x+ a)2 = 0, that is,
bx4 − bax3 + ba2x2 − x2 + cx2 − acx+ ca2 = 0,
x4 − ax3 + ba
2 + c− 1
b
x2 − ac
b
x+
ca2
b
= 0. (3)
Using x = y + a in (3), we obtain
y4 +
ba2 + c− 1
b
y2 +
a(c+ 1)
b
y +
ba4 + (c− 1)a2
b
= 0. (4)
Now, if c = −1 and b = a−2, Equation (4) is then
y4 − a2y2 − a4 = 0, (5)
whose discriminant (of the underlying quadratic) is 2a4. Now, we know that
the underlying quadratic of Equation (5) has two distinct roots if and only
if the above discriminant is a nonzero square. It is surely nonzero for a 6= 0,
and we know that 2 = −1 is a perfect square, say −1 = ı2 in F3n if and only
if n is even. For the quartic to have four distinct roots in F3n , obtained from
y2 = a2(1 ± ı) (these are the roots of the underlying quadratic), one needs
1±ı to be a perfect square, which happens if n ≡ 0 (mod 4), and we provide
the reason next. The minimal polynomial of one of the roots, say
√
1 + ı, is
x4+x2−1 which has the roots {α2+2, 2α3+2α2+2α, 2α2+1, α3+α2+α}
in F34 (we took the primitive polynomial x
4 − x3 − 1 with α as one of the
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roots), and consequently in all extensions F3n of F34 with n ≡ 0 (mod 4),
and no others. Further, if n ≡ 2 (mod 4) we do not get more roots from
Equation (5) under c = −1, b = a−2, therefore, in this case we only get the
solutions x = 0,−a.
If c = −1 and b 6= a−2, we let b = a, obtaining the equation a2 +
a5 + (1 + a3)y2 + ay4 = 0. The discriminant of the underlying quadratic is
1+a3 = (1+a)3. Thus, if a = d4−1 for some random fixed d 6= 0 such that
a 6= 0, 1, the previous equation has four solutions and so, the first claim is
shown.
If c 6= ±1, putting together the potential solutions for Equation 4 and
y = 0 or y = −a, we see that we cannot have more than 5 solutions.
We now show that the differential uniformity of 4 is attained. For a =
1, b = −1, the quartic (4) becomes y4−(1+c)y2−(1+c)y−(1+c) = 0, which
is equivalent to y4−(c+1)(y2+y+1) = 0, and further, y4−(c+1)(y−1)2 = 0
(observe that y 6= 0, 1). Thus, taking c = α2 − 1, for some α 6= 0, 1, then
y2
y−1 = ±α, which is equivalent to
y2 ∓ αy ± α = 0.
These pairs of equations will each have two roots if and only if the η(α2 ±
4α) = η(α2 ± α) = 1 (η is the quadratic character), that is, if α2 ± α
are nonzero squares in F3n . However, we do have an argument for the
existence of such α, in general. We use [20, Theorem 5.48], which states
that if f(x) = a2x
2 + a1x + a0 is a polynomial in a finite field Fq of odd
characteristic, a2 6= 0, d = a21 − 4a0a2, and η is the quadratic character on
Fq, then the Jacobsthal sum
∑
x∈Fq
η(f(x)) =
{
−η(a2) if d 6= 0
(q − 1)η(a2) if d = 0.
First, we take f(x) = x2 − x, d = 1, and so, the Jacobsthal sum becomes∑
x∈F3n
η(x2 − x) = −η(1) = −1, so,
− 1 = η(0) + η(12 − 1) +
∑
x∈F3n ,x 6=0,1
η(x2 − x) =
∑
x∈F3n ,x 6=0,1
η(x2 − x).
Thus, ∑
x∈F3n ,x 6=0,1
η(x2 − x) = −1.
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Similarly, ∑
x∈F3n ,x 6=0,−1
η(x2 + x) = −1.
Let N1 = |{x|x 6= 0,±1, η(x2−x) = 1} and N2 = |{x|x 6= 0,±1, η(x2 +x) =
1}. We compute
−1 =
∑
x∈F3n ,x 6=0,1
η(x2 − x)
= η((−1)2 − (−1)) +
∑
x∈F3n ,x 6=0,±1
η(x2 − x)
= η(2) +
∑
x∈F3n ,x 6=0,±1
η(x2 − x)
= η(−1) +
∑
x∈F3n ,x 6=0,±1
η(x2 − x) = η(−1) +N1 − (3n − 3−N1)
−1 =
∑
x∈F3n ,x 6=0,−1
η(x2 + x)
= η(12 + 1) +
∑
x∈F3n ,x 6=0,±1
η(x2 + x)
= η(−1) +
∑
x∈F3n ,x 6=0,±1
η(x2 + x) = η(−1) +N2 − (3n − 3−N2).
We therefore get
N1 = N2 =
3n − 4− η(−1)
2
.
The sets of x 6= 0,±1 of cardinality 3n−4−η(−1)2 (equal to 3
n−3
2 for n odd and
3n−5
2 for n even) such that x
2−x, respectively, x2+x are squares, may still
be disjoint. If they are not disjoint, we are done. Suppose now that the sets
are disjoint; then, we need to consider the Jacobsthal sum (again, using [20,
Theorem 5.48])∑
x∈F3n ,x 6=0,±1
η(x2 − x)η(x2 + x) =
∑
x∈F3n ,x 6=0,±1
η((x2 − x)(x2 + x))
=
∑
x∈F3n ,x 6=0,±1
η(x2(x2 − 1)) =
∑
x∈F3n ,x 6=0,±1
η(x2)η(x2 − 1)
=
∑
x∈F3n ,x 6=0,±1
η(x2 − 1) =
∑
x∈F3n
η(x2 − 1)− η(−1) = −1 + η(−1),
11
but that is impossible for n ≥ 3, if x2 − x and x2 + x are never squares at
the same time (given our prior counts, N1, N2).
We now take n to be an even integer. We shall show that there are values
of c such that the c-differential uniformity is 5. We take b = a−2, so that
x = 0 is a solution of Equation (2). The idea is to find, under this condition,
A,B such that the quartic in y can be written as (y2+1)2+A(y+B)2 = 0,
where B is a perfect square. We let a such that a6 + a2 + 2 = 0. This
equation has the solutions g+1, 2g +2 in F32 , where g is the primitive root
vanishing X2 −X − 1 = 0, and consequently, by field embedding, solvable
in F3n for all even n. Further, we take c = da
−2, where d = 2+2a
6
1+2a2+2a4
. Our
quartic in y becomes
y4 + dy2 + (a3 + ad)y + a2d = 0,
which we will write in the form
(y2 + 1)2 + (1 + d)
(
y − a
3 + ad
1 + d
)2
= 0.
Observe that a
3+ad
1+d = − a
4+1
a3−a
, when d has the value we previously chose.
Thus, assuming that −(1 + d) = − 1+a4
2+a2+a4
is a perfect square, say β2 (we
will check if that happens later), the four solutions will be given by the
equations (we let ı be the solution to X2 = −1 in F32 , and any other even
extension of F32)
y2 + 1 = ±β
(
y +
a4 + 1
a3 − a
)
,
that is,
y2 ∓ βy ∓ β a
4 + 1
a3 − a + 1 = 0.
These last equations will have two solutions each if and only if
β2 ± β a
4 + 1
a3 − a − 1
is a perfect nonzero square. Using SageMath, we quickly found values of
a satisfying the equation a6 + a + 2 = 0 in F34 such that −(1 + d) =
− 1+a42+a2+a4 and the expressions above are perfect squares, as well and, by
field embedding, there are values of a for every dimension divisible by 4
where the last displayed expression is a square, as well. The theorem is
shown.
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Remark 1. Our computations in SageMath revealed that, there are other
values of the c-differential uniformity for the function in Theorem 6. In fact,
if c 6= ±1 and n = 2, then c∆F = 2; when n = 3, we have c∆F ∈ {3, 4}; for
n = 4, then c∆F ∈ {2, 4, 5}; for n = 5, we have c∆F ∈ {4}; if n = 6, then
c∆F ∈ {4, 5}.
One might wonder if we can use the results of Bluher [2] to investigate
our quartic polynomial. Surely, one can removes the coefficient of x2 in our
quartic (to match Bluher’s polynomial) using the substitution b = 1−c
a2
, and
the obtained polynomial is
x4 − ax3 − a
3c
1− cx+
a4c
1− c
but this, unfortunately, does not satisfy the needed condition EA 6= B in
the polynomial considered by Bluher [2], Xq+1 + EXq + AX + B (q is a
power of p; p = 3 in our case), so we cannot use those methods. Even the
more recent paper of Kim et al. [18] cannot be used, because of the same
reasons.
We now look at item (9) in Theorem 5, and prove a result for this
function, and its generalization to p odd (note that the case p = 3 was
proven in [10, 14]). For p prime and n, k positive integers, we define the
following parameter:
ℓ = max
{
1
2
gcd(pk + 1, pn − 1), 1
2
gcd(pk + 1, pn + 1),
1
4
(gcd(pk + 1, pn − 1) + gcd(pk + 1, pn + 1))
}
.
Theorem 7. Let p be an odd prime, and let F (x) = x
pk+1
2 on Fpn, 1 ≤ k <
n, n ≥ 3. If c = −1, then F is PcN if and only if 2ngcd(2n,k) is odd. Otherwise,
F (x) will have the (−1)-differential uniformity −1∆F = p
gcd(k,n)+1
2 .
Proof. We take the approach of [10, 14], where it was shown that x
3k+1
2 is
PcN on F3n , for c = ±1. Similarly, our function is PcN if and only if the c-
derivative (x+a)
pk+1
2 − cx p
k+1
2 is a permutation polynomial. With a change
of variable z = −ax4 , we see that this is equivalent to (z − 4)
pk+1
2 − cz p
k+1
2
being a permutation polynomial. Shifting by 2, we can see that this happens
if and only if hc(z) = (z − 2)
pk+1
2 −c (z + 2) p
k+1
2 is a permutation polynomial.
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We can always write z = y + y−1, for some y ∈ Fp2n . Our condition (for
general c 6= 1) becomes
hc(z) =
(
y + y−1 − 2) pk+12 − c (y + y−1 + 2) pk+12
=
(
y2 − 2y + 1) pk+12 − c (y2 + 2y + 1) pk+12
y
pk+1
2
=
(y − 1)pk+1 − c (y + 1)pk+1
y
pk+1
2
=
(1− c)ypk+1 − (1 + c)ypk − (1 + c)y + (1− c)
y
pk+1
2
= (1− c)y p
k+1
2 − (1 + c)y p
k−1
2 − (1 + c)y−p
k+1
2 + (1− c)y−p
k−1
2
= (1− c)D pk+1
2
(z)− (1 + c)D pk−1
2
(z)
is a permutation polynomial, where Dm(x)(= Dm(x, 1)) is the Dickson poly-
nomial of the first kind, in our notation.
If c = −1, we obtain that D pk+1
2
(x) must be a permutation polynomial,
and this is equivalent (by [22]) to gcd
(
pk + 1
2
, p2n − 1
)
= 1. This last
identity can be further simplified to gcd
(
pk + 1, p2n − 1
)
= 2. By Lemma 3
a necessary and sufficient condition for that to happen is for
2n
gcd(2n, k)
to
be odd (this holds if and only if k is even and, if n = 2ta, 2 6 |a, with t ≥ 0,
and k = 2ℓb, 2 6 |b, then ℓ ≥ t+ 1).
In general, if ℓ = max
{∣∣∣∣D−1pk+1
2
(b)
∣∣∣∣ : b ∈ Fpn
}
, then −1∆F = ℓ. Here
we will use Theorem 9 of [9] stated above. Here d = p
k+1
2 , so m =
gcd
(
pk+1
2 , p
n − 1
)
= 12 gcd(p
k+1, pn−1), ℓ¯ = gcd
(
pk+1
2 , p
n + 1
)
= 12 gcd(p
k+
1, pn + 1). Then, in general, we can obtain all cases, and so
ℓ = max
{
1
2
gcd(pk + 1, pn − 1), 1
2
gcd(pk + 1, pn + 1),
1
4
(gcd(pk + 1, pn − 1) + gcd(pk + 1, pn + 1))
}
= max
{
1
2
gcd(pk + 1, pn − 1), 1
2
gcd(pk + 1, pn + 1)
}
.
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Note that, by Lemma 3, gcd(pk + 1, pn − 1) = 2 if ngcd(n,k) is odd and
gcd(pk + 1, pn − 1) = pgcd(k,n) + 1 if ngcd(n,k) is even, while
gcd(pk + 1, pn + 1) = gcd(pk + 1, pn + 1− (pk + 1))
= gcd(pk + 1, pk(pn−k − 1)) = gcd(pk + 1, pn−k − 1)
=
{
2 if n−kgcd(n−k,k) =
n−k
gcd(n,k) is odd
pgcd(k,n) + 1 if n−kgcd(n−k,k) =
n−k
gcd(n,k) is even
so, if n = 2ta, 2 6 |a, with t ≥ 0, and k = 2ℓb, 2 6 |b, then, if ℓ ≥ t + 1, then
m = 1 = ℓ¯, and so ℓ = 1 and the function is PcN, while, if ℓ = t, then
m = 2, ℓ¯ = p
gcd(k,n)+1
2 = ℓ, while, if ℓ < t, then m =
pgcd(k,n)+1
2 , ℓ¯ = 2, and
so ℓ = p
gcd(k,n)+1
2 . Summarizing, if ℓ ≤ t, then ℓ = p
gcd(k,n)+1
2 .
The proof of the theorem is complete.
Theorem 8. Let G(x) = x
3n+3
2 on F3n, n ≥ 2. If c = −1, then G is PcN
if n is odd, APcN if n is even. If c = 1, then its differential uniformity is
1∆G = 1, if n is even and 1∆G = 4 if n is odd.
Proof. Now, G is PcN on F3n , for c 6= 1, if and only if (by similar arguments
as before) the following is a permutation polynomial (where z = y+y−1, y ∈
F32n),
hc(z) =
(
y + y−1 − 2) 3n+32 − c (y + y−1 + 2) 3n+32
=
(y − 1)3n+3 − c (y + 1)3n+3
y
3n+3
2
=
y3
n+3 − y3n − y3 + 1− c (y3n+3 + y3n + y3 + 1)
y
3n+3
2
=
(1− c) (y3n+3 + 1)− (1 + c)(y3n + y3)
y
3n+3
2
= (1− c)D 3n+3
2
(z)− (1 + c)D 3n−3
2
(z).
If c = −1, then hc(z) = 2D 3n+3
2
(z), which is known to be a permutation
polynomial if and only if gcd
(
3n+3
2 , 3
2n − 1) = 1, which is easy to show that
it always happens for n odd (for n even, gcd
(
3n+3
2 , 3
2n − 1) = 2). This can
be seen from the following argument:
gcd
(
3n + 3
2
, 32n − 1
)
=
1
2
gcd(3n + 3, 32n − 1)
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=
1
2
gcd(3n + 3, 32n − 1− (3n + 3)(3n − 1))
=
1
2
gcd(3n + 3, 2− 2 · 3n)
=
1
2
gcd(3(3n−1 + 1), 2(1 − 3n))
=
1
2
gcd(3n−1 + 1, 3n − 1).
Now, by Lemma 3, gcd(3n−1 + 1, 3n − 1) = 2 if ngcd(n−1,n) = n is odd, and
gcd(3n−1 + 1, 3n − 1) = 3gcd(n−1,n) + 1 = 4 if ngcd(n−1,n) = n is even, which
implies our claim.
Thus, for n odd and c = −1, the function is PcN. Let n be even: if
ℓ = max
{∣∣∣∣D−13n+3
2
(b)
∣∣∣∣ : b ∈ Fpn
}
, then −1∆F = ℓ. By Theorem 9 of [9],
supposing 2r||(32n − 1), then, for x0 ∈ F3n ,
|D−1d (Dd(x0))| =


m, if η(x20 − 4) = 1, Dd(x0) 6= ±2
ℓ¯, if η(x20 − 4) = −1, Dd(x0) 6= ±2
m
2 , if η(x
2
0 − 4) = 1, 2t||d, 1 ≤ t ≤ r − 2,Dd(x0) = −2
ℓ¯
2 , if η(x
2
0 − 4) = −1, 2t||d, 1 ≤ t ≤ r − 2,Dd(x0) = −2
m+ℓ¯
2 , otherwise,
wherem = gcd(3
n+3
2 , 3
n−1) = 12 gcd(3n+3, 3n−1) = 12 gcd(3(3n−1+1), 3n−
1) = 2, ℓ¯ = gcd(3
n+3
2 , 3
n + 1) = 2, all under n being even. Thus, ℓ = 2.
When c = 1, we can apply [17, Theorem 3], since 3
n+3
2 =
3n−1
2 +2 and so,
1∆G = 1, if n is even and 1∆G = 4 if n is odd. We can also show the result
easily by a similar argument as above. We need to look at D 3n−3
2
(z) and its
value sets. First, observe that (it is easy to show by algebraic manipulations,
as in our previous discussion) that
gcd
(
3n − 3
2
, 32n − 1
)
=


1 if n ≡ 0 (mod 2)
4 if n ≡ 3 (mod 4)
8 if n ≡ 1 (mod 4).
(6)
As in the case c = −1, we shall be using Theorem 9 of [9]. In this case,
m = gcd(3
n−3
2 , 3
n − 1) = gcd(3(3n−1−1)2 , 3n − 1) = gcd(3
n−1−1
2 , 3
n − 1) =
1, 2, for n even, respectively, odd; ℓ¯ = gcd(3
n−3
2 , 3
n + 1) = 1, 4, 8, as in
Equation (6). Thus, if n ≡ 0 (mod 2), we get the maximum cardinality
of the preimage (4) of our Dickson polynomial to be 1; and if n is odd,
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the maximum cardinality of the preimage (4) of our Dickson polynomial is
8
2 = 4, matching therefore the result from [17, Theorem 3]. The theorem is
shown.
5 Concluding remarks
In this paper we investigated the c-differential uniformity of the Gold func-
tion and some of the functions from the Helleseth-Rong-Sandberg table and
related ones. For example, we showed that x
pk+1
2 is PcN with respect to
c = −1 if and only if 2ngcd(2n,k) is odd, as well x
3n+3
2 is PcN, respectively,
APcN, with respect to c = −1, if n is odd, respectively, even. Surely,
it would be interesting to continue with some of the other entries in the
Helleseth-Rong-Sandberg table, or the results from Dobbertin et al. [13], or
even to find newer PN or APN classes of functions, through the prism of
the newly defined c-differentials concept we introduced in [14].
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