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1INTRODUCTION
This dissertation addresses the development of three k-means like algorithms designed to
cluster noisy data, data constrained to lie on the surface of a high dimensional unit sphere
and noisy directional data. The general k-means algorithm is an iterative procedure designed
to partition n observations into a (given) number of groups such that within-cluster variation
is minimized. This algorithm, first proposed by MacQueen (1967) and made popular through
the computationally efficient version developed by Hartigan and Wong (1979), still remains
a useful tool today in many exploratory analyses. There are however, certain limitations to
the k-means algorithm. First, as it groups every observation into a cluster, the algorithm can
yield poor results when used to cluster noisy data. Second, as most implementations are based
on assigning observations to the cluster center with the smallest Euclidean distance to it, the
algorithm is inadequate for datasets where Euclidean distances may not be appropriate. One
such type is when the data are directional in nature. Current popular methods tend to rely on
parametric assumptions (such as a mixture of Gaussian or Langevin densities and a uniform
component for noise) which can be slow and inadequate for many larger datasets. Thus there
is a need to develop algorithms based on the simplicity and efficiency of the general k-means
algorithm that are still appropriate for these type of data.
There are three research papers which constitute the dissertation. The first article develops
a k-means-type algorithm for clustering data in the presence of scatter, the second proposes
a method similar in spirit to the algorithm of Hartigan and Wong (1979) that is designed to
group directional data. The last article, motivated by the first two, develops methodology for
clustering directional data in the presence of scatter.
The first paper proposes a k-means-type algorithm (called k-clips) that clusters observations
2in the presence of scatter. It discusses a strategy for initializing cluster centers as well as
estimating the number of clusters. The algorithm is shown both in the paper as well as its
supplement to perform very well when the clusters are elliptically spherical and located in
an unconstrained space. It is applied to categorizing industrial facilities according to to their
mercury release statistics from the United States Environmental Protection Agency’s Toxic
Release Inventory report for the year 2000.
In the second paper, the k-mean-directions algorithm is developed as a modification to the
efficient implementation of Hartigan and Wong (1979) along with methods for its initialization
and estimating the number of clusters. Although developed under the context of directional
data, it is fully extendable to data that lie on the surface of the sphere and are orthogonal to
the unit vector. Such data occur in the mean-zero-unit-variance standardized data common
to microarray time series experiments. The methodology is applied to identifying similarly
acting budding yeast gene expressions as well as to grouping similarly composed abstracts
from presentations held at the 2008 Joint Statistical Meetings. The supplementary material
associated with this paper contain further evaluations of the algorithm as well as a more
indepth analysis of the presentation abstracts.
The final paper proposes an algorithm for clustering noisy directional data. This algo-
rithm modifies the k-clips algorithm and make use of k-mean-directions to efficiently cluster
such data. Further, it discusses robust methods for estimating within-cluster concentration,
provides procedures for initialization and to estimate the number of clusters. Like k-mean-
directions, this algorithm is fully extendable to mean-zero-unit-variance datasets and is applied
to grouping similarly expressed genes in the diurnal starch cycle of Arabidopsis leaves.
Bibliography
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3CLUSTERING IN THE PRESENCE OF SCATTER
A paper published in Biometrics
Ranjan Maitra and Ivan P. Ramler
Abstract
A new methodology is proposed for clustering datasets in the presence of scattered obser-
vations. Scattered observations are defined as unlike any other, so traditional approaches that
force them into groups can lead to erroneous conclusions. Our suggested approach is a scheme
which, under assumption of homogeneous spherical clusters, iteratively builds cores around
their centers and groups points within each core while identifying points outside as scatter.
In the absence of scatter, the algorithm reduces to k-means. We also provide methodology
to initialize the algorithm and to estimate the number of clusters in the dataset. Results in
experimental situations show excellent performance, especially when clusters are elliptically
symmetric. The methodology is applied to the analysis of the United States Environmental
Protection Agency (EPA)’s Toxic Release Inventory (TRI) reports on industrial releases of
mercury for the year 2000.
1 Introduction
Clustering or finding groups of similar observations in datasets is a well-studied issue in the
statistics literature (Everitt et al., 2001; Fraley and Raftery, 2002; Hartigan, 1985; Kaufman
and Rousseuw, 1990; Kettenring, 2006; McLachlan and Basford, 1988; Murtagh, 1985; Ramey,
1985). Some approaches are hierarchical (either agglomerative or bottom-up, or divisive or
4top-down) while others are non-hierarchical, optimally partitioning data using parametric as-
sumptions and maximizing a loglikelihood function or minimizing some measure of distortion
– such as the trace or determinant of the within-sum-of-squares-and-cross-products (W ) ma-
trix (Friedman and Rubin, 1967; Scott and Symons, 1971) – of identified clusters. Implemen-
tation is usually via locally optimal algorithms such as k-means or its generalizations such
as k-medoids (Chapter 2 of Kaufman and Rousseeuw, 1990), or by applying the expectation-
maximization (EM) of a specified (typically Gaussian) mixture model (Celeux and Govaert,
1995; Fraley and Raftery, 1998, 2002; McLachlan and Peel, 2000).
Most common partitioning algorithms group all observations, an undesirable feature in
datasets with scatter points (defined to be observations unlike any other in the dataset). Iden-
tifying such observations may be of scientific interest and including them in clusters with other
observations may bias group summaries (such as means or variability measures) and other con-
clusions. Tseng and Wong (2005) give several examples of poor performance when clustering
algorithms forcefully cluster every observation. The implications can be important, such as in
the public health application which we discuss next.
1.1 Categorizing Industrial Facilities that Release Mercury
Public health officials have long been concerned about the adverse effects of prenatal mer-
cury exposure on physiological and neurological development in children (Grandjean et al.,
1997; Kjellstrom et al., 1986; National.Academy.of.Sciences, 2000; So¨rensen et al., 1999). The
element is believed to originate in the environment through releases from industrial facili-
ties and to travel long distances on atmospheric air currents, contaminating even distant ar-
eas (Fitzgerald et al., 1998). Bacteria convert some mercury to the even more lethal methylmer-
cury which is transferred to humans through the consumption of contaminated fish and seafood.
There is no safe limit for the latter chemical and it is more easily absorbed by the body. De-
veloping effective policies that limit mercury releases is thus crucial, but requires a detailed
understanding of what and how industries release mercury.
The TRI database for the year 2000 contains data on releases, in pounds, of mercury and
5mercury compounds to fugitive and stack air emissions, water, land, underground injection
into wells and off-site disposals as reported by 1,409 eligible facilities from twenty-four different
kinds of industries. A large proportion (33%) of these facilities combust fossil fuels to generate
electricity while another 12% manufacture or process chemicals.
An unsupervised method of grouping similar facilities is an important tool for studying the
characteristics of mercury releases. Facilities with similar patterns can be grouped together to
better understand their effects on the environment and public health and lead to the framing
of public policy targeted for maximum effect. However, a striking feature of the dataset is
the number of reports that are unlike any other. Including them in other groups could skew
results, obscure common characteristics and undermine the effectiveness of devised policies:
there is thus a crucial need for an algorithm that accounts for scatter while clustering.
1.2 Background and Related Work
There are few existing methods that address the issue of clustering in the presence of scat-
ter. A model-based approach using EM on a mixture-of-Gaussians augmented with a Poisson
Process component for scatter (Banfield and Raftery, 1993; Fraley and Raftery, 1998) is im-
plemented as part of the R package MCLUST (Fraley and Raftery, 2006). Unfortunately, the
EM algorithm can be notoriously slow and difficult to apply to larger datasets. The density-
based hierarchical clustering method (DHC) of Jiang et al. (2003) extracts interesting patterns
from noisy datasets without actually identifying scatter. The adaptive quality-based clustering
(Adapt Clust) of DeSmet et al. (2002) iteratively finds cluster cores in zero-mean-unit-variance
standardized data up to some terminating criterion, whereupon it classifies the remaining ob-
servations as scatter. Tseng and Wong (2005) developed Tight Clustering (hereafter, TCTW)
by using resampling to sequentially determine cluster cores up to a targeted number (KT ) or
until no further tight and stable cluster can be identified, at which point the rest are labeled as
scatter. Along with KT , the algorithm requires specifications for tightness (α in their paper,
but we use αT here), stability (β) and another tuning parameter (k0) which severely influ-
ences performance. The last is set at one- to two-fold the true number of clusters, which is
6usually not known a priori. A data-driven approach to parameter estimation is not natural
to implement because unlike model-based methods, the algorithm has no obvious objective
function. Another drawback of this algorithm is that the sequential cluster identification does
not account for already identified groupings, which can result in partitions that violate the
distance assumption of the metric used (see Figure 1e for an illustration).
The optimal number of clusters (K) in a dataset often needs to be estimated in many
practical settings. Several methods (Marriott, 1971; Milligan and Cooper, 1985; Tibshirani
et al., 2003; Tibshirani and Walther, 2005) exist, but no method is viewed as clearly superior
to the others. Additionally, many of them are inapplicable in the presence of scatter. For
instance, the calculation of W – needed in the context of minimizing K2|W | over different
partitions for each K (Marriott, 1971), or in tr(W ) of the Gap statistic (Tibshirani et al, 2001)
– is then not clear. For model-based approaches, the problem is sometimes reformulated in
terms of model selection (McLachlan and Peel, 2000), with Schwarz’s 1978 Bayes Information
Criterion (BIC) as a popular choice. TCTW determines K algorithmically, terminating at
K = KT or when no further tight and stable cluster is possible. In our experience however,
the algorithm continues building clusters far beyond the true K. Hence, a good estimate of K
is needed. In some cases, this may be provided by the researcher, however even experienced
researchers often have no way of knowing what would be reasonable.
In this paper, we propose a k-means-type algorithm for “Clustering in the Presence of
Scatter” (abbreviated as k-clips). Section 2 develops an iterative methodology together with
an approach for its initialization. We estimate K using an adaptation of BIC which reduces
to Marriott’s criterion in the absence of scatter. While we use k-means with scatter for our
algorithmic development, other algorithms using a central measure of tendency of a cluster
(such as k-medoids with scatter) could also be developed similarly. Our algorithm is general
enough to permit other strategies for initialization and estimation of K. The different elements
of our proposed methodology are extensively evaluated and compared in Section 3 and Web
Appendix Section 2 through simulation experiments with varying amounts of scatter and clus-
ter separation. The mercury release dataset introduced in Section 1.1 is analyzed in Section 4.
7The paper concludes with some discussion.
2 Methodology
Let X1,X2, . . . ,Xn be p-variate observations from the mixture distribution
g(x) =
K∑
k=1
ζk[
1
σ
f(
x− µk
σ
)] +
ζK+1
V
where V is the volume of a bounded region B with uniform density, σ > 0 is a scale parameter,
ζk is an identification parameter and f(y) = ψ(y
′y) with ψ(·) a real positive-valued function
such that f(·) is a p-variate density. For hard clustering methods such as k-means, ζk is the
observation’s class indicator, while for soft clustering algorithms, ζk represents the probability
of its inclusion in the kth cluster. The above formulation provides a convenient way to fix
ideas in a statistical framework, stipulating that Xi comes from one of the K homogeneous
populations or the (K + 1)th group which comprises uniformly-distributed scatter and can not
be summarized beyond this property. Our goal is to estimate K (if unknown), the means µk,
the number of clustered observations (n∗), V and more importantly to classify observations
into groups and scatter. We propose algorithms to achieve these objectives next.
2.1 k-clips: A modified k-means algorithm for data with scatter
Given K and initial cluster centers {µk; k = 1, . . . ,K}, our strategy is to build K p-
dimensional uniform-volumed spheres (or cores) around each: these cores represent dense parts
(i.e. clusters) of the dataset with their complement the domain of the scattered points. Points
inside a core are assigned to the corresponding cluster, those outside all cores are nominated
as scatter, and the cluster centers and the cores are updated. This procedure is iterated until
convergence. The exact algorithm is as follows:
1. Building the cores. Assign each observation Xi to cluster k = argmin1≤κ≤K ‖Xi−µκ ‖
and denote this Xi as Xi(k). Obtain a robust estimate (sbw) of the standard devia-
tion (SD) of the observations, common for all dimensions, using the biweight estimator
of Hoaglin et al. (2000). Let µ˜k,j be the median of the kth cluster and jth dimension
8(k = 1, . . . ,K; j = 1, . . . , p), and Yi(k),j = Xi(k),j − µ˜k,j be the median-centered observa-
tions. Denote the common median absolute deviation (MAD) of these Yi(k),j ’s as s˜. For
some constant w, let ui(k),j =
Yi(k),j
ws˜ . Then the robust biweight estimator of the SD is
given by
sbw =
(np)
1
2
[∑
|ui(k),j |<1
Y 2i(k),j
(
1− u2i(k),j
)4] 12
|
∑
|ui(k),j |<1
(
1− u2i(k),j
)(
1− 5u2i(k),j
)
|
.
Next, create K p-dimensional spheres of common radius rK = sbw
√
χ2p,α, each centered
at the current µk’s, where χ
2
p,α is the (1 − α)th quantile of the χ
2−distribution with p
degrees of freedom, 0 < α < 1.
2. Assignments. Observations outside all cores are labeled scatter; the rest are assigned to
those clusters whose centers are closest to them.
3. Updates. Recalculate {µk; k = 1, . . . ,K} using the centers of the points currently in each
cluster. Note that scatter points are not used to update the µs.
4. Repeat until convergence, upon which final cluster centers and classifications into groups
or scatter are obtained.
2.1.0.1 Comments
1. Our algorithm locally minimizes, upon convergence, the approximate objective function
given by n
∗p
2 log(σ
2 + 2π) + 1
2σ2
tr (W ∗) + (n− n∗) log (V ) where tr (W ∗) is the trace of
the within-sums-of-squares-and-products matrix (SSPW ) based on the n
∗ clustered ob-
servations. A model-based interpretation for the above is provided in the hard-clustering
context when each cluster density is assumed to be Gaussian with dispersion matrix
σ2I (see Web Appendix Section 1). Further, for known σ and in the absence of scatter,
this objective function reduces to that for k-means. Note also that while our algorithm
converged in all our experiments, convergence has not been rigorously proved, and needs
to be established. Such development however, is perhaps beyond the scope of this paper.
92. Hoaglin et al. (2000) show that sbw is an efficient and robust scale estimator in several
non-Gaussian situations. Our clustering scenario has scatter points and outliers; so sbw
is reasonable in determining the radius of the cores.
3. The estimate sbw uses a parameter w to modulate the influence of scatter points cur-
rently misclassified as clustered. Intuitively, higher choices of w correspond to higher
(less robust) values of sbw while lower choices result in estimates for σ that are biased
downwards. Under Gaussian distributional assumptions, w = 9 means that observations
more than 6 SD’s from every cluster median in each dimension are ignored in the calcu-
lation of sbw. In the absence of additional information, one may optimize the objective
function over w ∈ {3, 4.5, 6, 7.5, 9} to get a data-driven choice. We adopt this approach
in this paper.
4. The core volume is also controlled by α, with higher values identifying more observations
as scatter. Under Gaussian density assumptions, sbw
√
χ2p,α approximates the radius of
the densest 100(1 − α)% sphere of concentration in each cluster. The distributional
assumption helps motivate our algorithm since clustering makes most sense in the con-
text of compact groups, for which the Gaussian density provides a reasonable frame of
reference.
5. As w ↑ ∞ and α ↓ 0, the algorithm reduces to k-means.
The above differs from DHC in that it is a non-hierarchical algorithm classifying obser-
vations into both clusters and scatter. Adapt Clust and TCTW identify clusters one-by-one,
with the former designed to work only on mean-zero-unit-variance-standardized data. On the
contrary, our algorithm modifies k-means to simultaneously partition any dataset into clusters
and scatter, proceeding to convergence from initializing cluster centers, a strategy for choosing
which we address next.
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2.2 Initialization of Cluster Centers
Common initialization methods for k-means degrade with scatter, cf. Tseng and Wong
(2005) who proposed to initialize using the means of the largest K groups obtained after
cutting a hierarchically clustered tree into K × p groups Our own experience has shown this
approach to not perform well with increased scatter. An alternative is to remove clutter using
k-nearest neighbor cleaning (Byers and Raftery, 1998) followed by an algorithm such as the
multi-stage deterministic initializer of Maitra (2007) which, in the context of k-means, finds a
large number of local modes and then chooses K representatives from the most separated ones.
Performance of this last approach in simulation experiments was uneven (see Web Appendix
Section 2.2), so here we develop an adaptation of Maitra (2007) that accounts for the presence
of scatter:
1. Write X as the n × p matrix of observations, i.e. X ′ = {X1
...X2
... . . .
...Xn}. For the
jth column of X (j = 1, 2, . . . , p), obtain the τ = ⌈(np)1/(p+1)⌉ equi-spaced quantiles,
where ⌈x⌉ denotes the smallest integer greater than or equal to x. Use one-dimensional
k-means initialized with these quantiles to obtain the τ modes along each dimension. The
product set H (cardinality K∗0 ) of the resulting one-dimensional modes are our potential
candidate starting points.
2. For each point in X, identify the closest member in H. Eliminate those points from H
that are not closest to at least E observations in X. This eliminates scatter points from
H, yielding the reduced set H′ with | H′ |= K∗. Assume for now that K∗ ≥ K.
3. Initialize the algorithm of Section 2.1 with H′ and apply to the dataset X to obtain K∗
modes.
4. Our next goal is to obtain K representatives from the most widely separated modes.
We propose using hierarchical clustering with single linkage on the K∗ local modes and
cut the resulting tree into K groups. Classify all observations into one of the K groups.
Use the group medoids as the initial cluster centers {µk; k = 1, 2, . . . ,K} in the k-clips
algorithm.
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2.2.0.2 Comments
1. The choice of τ large relative to Maitra (2007) generates many univariate candidate
starting points and avoids trapping one-dimensional k-means in local minima around
scatter points. This strategy does not eliminate scatter, but increases the chance of
also finding true modes at only a modest additional computational cost, since we use
one-dimensional k-means.
2. A liberal choice for τ means that H is large and includes some scatter. Large values of
E (which may be thought of as a minimum cluster size) reduce the chance of retaining
scatter inH′, but E too large can result inK∗ < K. We avoid this problem by successively
running the initializer with decreasing E from an upper bound EM ≥ E until K
∗ ≥ K.
Although no optimal choice for EM can be prescribed a priori, we have found EM =
n
Kp
to work well in our experiments.
3. Data-driven choices of w and α allow for greater flexibility in determining the influence
of scatter on the starting centers. Candidate values are all pairs of w ∈ {3, 9} and
α ∈ {.01, .05, .1, .2}. We use the extreme candidate values for w to save compute time,
since our objective here is merely to obtain starting values for the cluster means. The final
initializer is chosen from among the candidate set by evaluating the objective function
after one iteration of k-clips using moderate values of w = 6 and α = 0.05. This last step
is needed in order to obtain a summary assignment of scatter points in the calculation
of the objective function.
4. The hierarchical classification in Step 4 of the initialization algorithm does not exclude
scatter, so we use medoids instead of means to help ensure that the starting centers are
in the interior of the clusters.
Our initialization strategy is discussed and demonstrated in the context of k-clips, however,
it is general enough to extend to other algorithms that need initialization in the presence of
scatter. We now address the issue of estimating the number of clusters K.
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2.3 Estimating the Number of Clusters
Our algorithms have so far assumed knowledge of K, which is rarely true in practice, so
we turn to methods for optimally estimating K. Our proposal is to choose
Kˆ =argmin
k
{
log
(
k +
1
p
)
+
n∗
n
(
1
2
log |W ∗|
)
+
(
1−
n∗
n
)
log Vˆ
} (1)
where |W ∗| is the determinant of SSPW based on the n
∗ clustered observations, and Vˆ is the
volume of the region containing the n − n∗ scattered points. We motivate (1) by modifying
BIC (see Web Appendix Section 1) under the hard clustering model with Gaussian densities
centered at {µk; k = 1, 2, . . . ,K} and a common dispersion Σ. In the context of a model
without scatter, n∗ = n and W ∗ = W , yielding Marriott’s criterion. Finally, the volume
Vˆ is calculated from the p-dimensional cube with axes matching the ranges of X in each
dimension, less the volume of the K p-variate spheres. In cases where any sphere intersects
with the boundary of the cube, Vˆ is approximated using Monte Carlo simulation, specifically
by generating uniform pseudo-random deviates within the region of the data and estimating
V as the proportion of simulated points outside the cores.
3 Experimental Evaluations
The suggested methodology was extensively evaluated through a series of simulation ex-
periments. The k-clips algorithm has three aspects: the main algorithm, initialization and
estimation of the number of clusters. We only report evaluations on its overall performance
here and refer to Web Appendix Section 2 for more detailed studies on each of these issues. Our
assessment is presented graphically for bivariate examples, and numerically for all dimensions.
Our numerical measure is a modification of the adjusted Rand measure (Ra; citealphuber-
tandarabie85), where scatter points are considered to be sole members of clusters of size one.
This modified measure is thus more severely influenced by misclassifications of scatter into
groups with true cluster points and vice-versa than by erroneously creating additional clusters
of scatter points only. Ra also more severely penalizes partitions with too few groups than
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with too many groups. Our experimental suite covered a wide range of dimensions and sepa-
ration between clusters. Following Maitra’s (2007) modification of Dasgupta’s 1999 definition,
we defined a set of p-variate Gaussian densities to be exact − c − separated if for every pair
N (µi,Σi) and N
(
µj ,Σj
)
, ‖µi−µj‖ ≥ c
√
pmax (λmax{Σi) , λmax (Σj)}, with equality holding
for at least one pair and λmax (Σ) denoting the largest eigenvalue of Σ. In our experiments, c
ranged from 0.8 (marginally separated) to 2.0 (well-separated) with Σ’s enforced to be diagonal
(but not spherical) for each cluster. Observations were generated with equal probability from
each cluster, and realizations outside the 95% ellipsoids of concentration of all the clusters were
eliminated. Finally, scatter points were uniformly generated via simple rejection from outside
the union of these 95% confidence ellipsoids. The outer limits of this region were obtained by
multiplying the observed ranges in each dimension by a U(1, 2) deviate. Such scatter formed
between 15% and 50% of each dataset.
Experiments were done assuming known and unknown K and evaluating Ra for the derived
groupings relative to the true. We used α = 0.05 and 5 ≤ E ≤ n/pK for k-clips and compared
its performance with groupings obtained using TCTW and the Mclust function of the MCLUST
package in R. We used Mclust with the Poisson Process component for scatter initialized using
a random estimate (see Page 15 of Fraley and Raftery, 2006) and a data-driven BIC-optimal
choice of dispersion matrix. TCTW was implemented using Tseng and Wong’s (2005) soft-
ware. For the tuning parameters, we used a data-driven approach to choosing the (αT , β) in
{0, 0.05, 0.1} × {0.6, 0.7, 0.8} that maximized the likelihood model generating the data. The
ranges for αT and β corresponded to decreasing and increasing orders of tightness and stability
respectively and were taken from different scenarios of possible values discussed in Tseng and
Wong (2005). With unknown K, we set KT in TCTW to be equal to the maximum number
of groups considered for Mclust and k-clips. Further with TCTW, we set K ≤ k0 ≤ 2K for
known K and KT ≤ ko ≤ 2KT with unknown K.
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3.1 Bivariate Experiments
For each of the three experimental scenarios, we generated 100 scattered realizations along
with 500 clustered observations drawn with equal probablity from one of five exact-c-separated
Gaussians (Figure 1, colored symbols). For this suite, KT = 15. Clearly, k-clips always
performed very well, even though Mclust was marginally better when c = 1.6. However, the
latter performed poorly with lower separation. The performance of TCTW was uniformly
weak, with no scatter identified when c = 0.8 and 1.2, and two true clusters identified as
scatter when c = 1.6. A disconcerting consequence of the sequential identification of clusters
without accounting for already identified partitions is well-illustrated in Figure 1e: some of the
true scatter in the lower left corner was identified (“◦”) as belonging to a group (upper left)
beyond its closest cluster (“N”).
When estimating K, k-clips was always correct while TCTW always found the maximum
KT = 15 stable and tight clusters. These 15 partitions sub-divided several true clusters
and misclassifed scatter into other true clusters, resulting in very poor Ra’s. Mclust found the
correct number of clusters for c = 0.8 and 1.6, while Kˆ = 3 for c = 1.2 leading to a considerably
poor partitioning (Ra = 0.476, Figure 2f). The harsh penalization of too few clusters by Ra
is demonstrated by the Mclust solution in Figure 2f, which performed better at identifying
scatter and cluster than TCTW (Figure 2e) but had lower Ra even though TCTW identified
15 clusters and no scatter!
3.2 Higher-dimensional Examples
We performed higher-dimensional experiments with (p,K, n) = (5, 5, 500), (10, 7, 2,000)
and (20, 15, 5,000) and varying the amounts of separation between clusters. The proportion
(s) of scatter in the experiments ranged from 15% to 25% of the total observations. We also
performed experiments with 50% scatter and c = 2.0. In each case, we generated 25 sets
of parameters (cluster means, dispersions, mixing proportions) thus obtaining 25 simulation
datasets. Table 1 reports comprehensive measures on overall performance when K is known,
with results for K unknown shown in Tables 2 and 2. (For the latter, KT was set to 15, 20
15
(a) k-clips: Ra = 0.9 (b) TCTW: Ra = 0.508 (c) Mclust: Ra = 0.713
(d) k-clips: Ra = 0.912 (e) TCTW: Ra = 0.391 (f) Mclust: Ra = 0.862
(g) k-clips: Ra = 0.952 (h) TCTW: Ra = 0.615 (i) Mclust: Ra = 0.975
Figure 1 Results of k-clips (first column), TCTW (second column) and
Mclust (third column) with K = 5 known clusters for c=0.8,1.2,
and 1.6 for the first, second and third rows respectively. Small
filled circles represent identified scatter, colors signify true clus-
ters and characters as identified clusters.
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(a) k-clips: Ra = 0.9 (b) TCTW: Ra = 0.482 (c) Mclust: Ra = 0.713
(d) k-clips: Ra = 0.912 (e) TCTW: Ra = 0.379 (f) Mclust: Ra = 0.476
(g) k-clips: Ra = 0.952 (h) TCTW: Ra = 0.390 (i) Mclust: Ra = 0.975
Figure 2 Results of k-clips (first column), TCTW (second column) and
Mclust (third column) with K estimated for increasing separa-
tion c = 0.8, 1.2, and 1.6 for the first, second and third rows re-
spectively. Small filled circles represent identified scatter, colors
represent true clusters and characters denote identified clusters.
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Table 1 The median adjusted Rand
(
R 1
2
)
values from 25 runs of k-clips
and Mclust with known number of clusters and TCTW with
KT = K target clusters. IR is the interquartile of the 25 Ra’s
and η is the number of runs where the method has the highest Ra,
with ties being split among the methods tying.
Settings k-clips Mclust TCTW
s c R 1
2
IR η R 1
2
IR η R 1
2
IR η
p
=
5
,K
=
5
,n
=
5
0
0
.15
0.8 0.891 0.057 19 0.854 0.195 6 0.555 0.074 0
1.2 0.973 0.032 17.5 0.951 0.086 7.5 0.676 0.094 0
1.6 0.994 0.012 15 0.989 0.016 10 0.744 0.065 0
2.0 0.997 0.006 14.5 0.995 0.009 10.5 0.752 0.046 0
.25
0.8 0.871 0.084 20 0.797 0.131 5 0.490 0.150 0
1.2 0.948 0.039 8.5 0.949 0.073 16.5 0.617 0.103 0
1.6 0.970 0.018 7 0.981 0.029 18 0.673 0.073 0
2.0 0.982 0.015 6 0.991 0.008 19 0.679 0.067 0
.50 2.0 0.911 0.032 9 0.987 0.174 16 0.448 0.110 0
p
=
1
0
,K
=
7
,n
=
2
0
0
0
.15
0.8 0.963 0.018 22 0.521 0.400 3 0.666 0.048 0
1.2 0.995 0.006 17 0.993 0.134 8 0.761 0.029 0
1.6 0.999 0.002 13 0.999 0.147 12 0.802 0.028 0
2.0 1.000 0.080 13 1.000 0.144 12 0.807 0.015 0
.25
0.8 0.963 0.018 25 0.781 0.411 0 0.562 0.044 0
1.2 0.995 0.006 18 0.988 0.156 7 0.650 0.073 0
1.6 0.999 0.002 11.5 0.999 0.116 13.5 0.683 0.060 0
2.0 1.000 0.080 13.5 1.000 0.134 11.5 0.675 0.083 0
.50 2.0 1.000 0.002 11.5 1.000 0.001 13.5 0.422 0.060 0
p
=
2
0
,K
=
1
5
,n
=
5
0
0
0
.15
0.8 0.995 0.002 25 0.330 0.234 0 0.800 0.055 0
1.2 0.929 0.064 15 0.929 0.019 10 0.858 0.054 0
1.6 0.891 0.088 9 0.879 0.073 12 0.893 0.031 4
2.0 0.887 0.085 7 0.923 0.066 15 0.866 0.052 3
.25
0.8 0.994 0.002 25 0.394 0.338 0 0.678 0.063 0
1.2 0.943 0.086 17 0.931 0.132 8 0.766 0.070 0
1.6 0.862 0.081 7 0.921 0.060 18 0.765 0.086 0
2.0 0.874 0.080 7 0.922 0.102 16 0.805 0.116 2
.50 2.0 0.952 0.089 17 0.925 0.053 8 0.403 0.098 0
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Table 2 The median adjusted Rand
(
R 1
2
)
values from 25 runs of k-clips
and Mclust with unknown number of clusters and TCTW with KT
set to the maximum considered by the other methods. IR is the
interquartile of the 25 Ra’s and η is the number of runs where the
method has the highest Ra.
Settings k-clips Mclust TCTW
s c R 1
2
IR η R 1
2
IR η R 1
2
IR η
p
=
5
,K
=
5
,n
=
5
0
0
.15
0.8 0.865 0.169 13 0.854 0.199 12 0.340 0.194 0
1.2 0.971 0.041 14.5 0.951 0.032 10.5 0.555 0.156 0
1.6 0.989 0.017 12.5 0.986 0.016 12.5 0.705 0.086 0
2.0 0.924 0.138 7 0.995 0.016 18 0.760 0.064 0
.25
0.8 0.807 0.124 11 0.797 0.147 14 0.500 0.219 0
1.2 0.948 0.040 5.5 0.952 0.032 19.5 0.617 0.118 0
1.6 0.970 0.019 3 0.984 0.027 22 0.742 0.148 0
2.0 0.979 0.020 4 0.991 0.007 21 0.840 0.076 0
.50 2.0 0.911 0.036 0 0.991 0.013 25 0.864 0.055 0
p
=
1
0
,K
=
7
,n
=
2
0
0
0
.15
0.8 0.963 0.018 20 0.648 0.466 5 0.761 0.136 0
1.2 0.994 0.090 12 0.995 0.007 13 0.916 0.112 0
1.6 0.911 0.126 5.5 0.999 0.036 17.5 0.969 0.055 2
2.0 0.904 0.154 0.5 1.000 0.011 21.5 0.956 0.041 3
.25
0.8 0.962 0.025 25 0.781 0.361 0 0.843 0.106 0
1.2 0.994 0.005 20 0.991 0.022 5 0.956 0.036 0
1.6 1.000 0.144 11 0.999 0.009 10 0.981 0.007 4
2.0 0.918 0.137 5 0.999 0.003 15 0.980 0.009 5
.50 2.0 1.000 0.002 10.5 1.000 0.008 14.5 0.912 0.150 0
p
=
2
0
,K
=
1
5
,n
=
5
0
0
0
.15
0.8 0.994 0.041 18 0.358 0.092 0 0.974 0.007 7
1.2 0.858 0.161 0 0.985 0.022 15 0.982 0.004 10
1.6 0.833 0.097 0 0.984 0.029 13 0.981 0.004 12
2.0 0.789 0.077 0 0.986 0.029 15 0.981 0.003 10
.25
0.8 0.994 0.002 25 0.407 0.143 0 0.940 0.020 0
1.2 0.960 0.158 11.5 0.983 0.037 12.5 0.960 0.018 1
1.6 0.880 0.092 1 0.979 0.028 19 0.962 0.010 5
2.0 0.820 0.130 0 0.982 0.029 23 0.951 0.033 2
.50 2.0 1.000 0.066 12 0.995 0.014 13 0.617 0.349 0
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Table 3 The median estimated number of clusters (Kˆ 1
2
) and the interquar-
tile of the 25 Kˆ’s over the 25 runs (IKˆ).
Settings k-clips Mclust TCTW
s c Kˆ 1
2
IKˆ Kˆ 1
2
IKˆ Kˆ 1
2
IKˆ
p
=
5
,K
=
5
,n
=
5
0
0
.15
0.8 5 0 5 1 15 1
1.2 5 0 5 1 15 1
1.6 5 0 5 0 15 0
2.0 5 1 5 0 15 0
.25
0.8 5 1 5 1 15 0
1.2 5 0 5 1 15 0
1.6 5 0 5 0 15 0
2.0 5 0 5 0 15 0
.50 2.0 5 0 5 1 15 0
p
=
1
0
,K
=
7
,n
=
2
0
0
0
.15
0.8 7 0 7 4 14 5
1.2 7 0 7 1 17 2
1.6 6 1 8 1 17 3
2.0 6 1 8 2 18 2
.25
0.8 7 0 6 3 16 2
1.2 7 0 8 1 16 2
1.6 7 1 8 1 17 2
2.0 6 1 7 1 18 3
.50 2.0 7 0 8 1 11 3
p
=
2
0
,K
=
1
5
,n
=
5
0
0
0
.15
0.8 15 0 5 1 22 2
1.2 13 2 17 2 21 2
1.6 12 3 17 2 20 3
2.0 11 1 17 3 21 3
.25
0.8 15 0 5 2 17 1
1.2 15 1 16 3 17 2
1.6 15 3 18 3 16 2
2.0 13 3 17 2 16 3
.50 2.0 15 1 17 2 19 5
20
and 25 for p = 5, 10 and 20, respectively.) Note that TCTW did considerably worse than
either k-clips or Mclust in almost all cases with known K, but occassionally performed best
with unknown K. k-clips did substantially better than Mclust for cases with low separation,
but Mclust performed marginally better than k-clips for higher c. In general, k-clips correctly
estimated K when p = 5, 10, but tended to underestimate it for p = 20 and high values
of c. On the other hand, for p = 20 Mclust tended to grossly underestimate K for low
separation and slightly overestimate K for higher separation. Mclust Ra values were thus very
poor for low separation but fairly high for well-separated clusters. TCTW often found the
maximum KT stable and tight clusters for p = 5 and usually substantially more than the
true K clusters. Even then, performance was rather poor for cases with low separation, but
like Mclust, improved substantially with higher separation. TCTW had very good Ra values
for p = 20, but was again outclassed by k-clips and Mclust for higher proportions of scatter.
The curse of dimensionality seemed to aﬄict k-clips slightly more than Mclust and TCTW for
higher separation, as seen for p = 20, becoming more evident with K unknown. Note that in
all our experiments, data were generated from the Gaussian-uniform mixture model explicitly
assumed by Mclust – thus, it is expected that it would perform well.
In summary, our experiments indicate that both k-clips and Mclust outperform TCTW with
K known. For unknown K, k-clips is the best performer when groups are not well-separated,
but is overtaken by TCTW or Mclust otherwise. A partial explanation is that k-clips sometimes
estimated fewer than the true number of clusters, potentially affecting Ra severely. Even with
well-separated clusters, however, large amounts of scatter uniformly reduced TCTW’s perfor-
mance, while honors were about even between k-clips and Mclust. Thus, k-clips complements
Mclust by excelling for cases with poorly-separated clusters. Further, since k-clips modifies
k-means, it is more practical to apply to large datasets than Mclust.
3.3 Additional Experiments using Non-Gaussian Clusters
The Web Appendix (Section 2.5) also reports detailed performance evaluations on two-
dimensional simulation experiments where cluster distributions vary widely from the Gaussian.
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We summarize our findings here. Our clusters in these experiments were from distributions
that were (a) symmetric but heavy-tailed, (b) very irregular, (c) constrained to lie on a sphere,
or (d) highly-skewed. In (a), k-clips maintained the trend of good performance for both known
and unknown K (Ra ≥ 0.95). For (b) and (c) with K known, k-clips performed at least mod-
erately well (Ra ≥ 0.70). Performance however degraded (Ra ≤ 0.62) for unknown K as the
algorithm tried to carve ellipsoidal clusters out of the irregular and spherically-constrained dis-
tributions by combining or splitting them. For both known and unknown K, performance on
the highly-skewed datasets of (d) was very poor for moderately-separated clusters (Ra ≤ 0.28),
but improved considerably for their better-separated counterparts (Ra ≥ 0.72). The method-
ology performed substantially better (Ra ≥ 0.73) when applied to data transformed to reduce
skewness in each dimension.
We also tested Mclust and TCTW on these datasets. Mclust often performed worse than
k-clips in the moderately-separated cases but better with higher separation. It had far more
problems than k-clips in separating cluster from scatter observations with distributions in (a)
and (b). For unknown K, it often grossly overestimated K for (b) and (c) achieving ellipsoidal
shapes like k-clips by partitioning true clusters. For (c), Mclust did substantially better than
k-clips for higher separation, perhaps because it has greater flexibility in accomodating lower-
dimensional Gaussians (see Web Appendix Section 2.5). TCTW exhibited similar trends in
many of these examples as it did for the Gaussian datasets, failing to identify scatter correctly,
continually splitting apart clusters and occasionally failing to adhere to the distance metric.
Like k-clips, Mclust and TCTW both performed poorly when applied directly to the highly-
skewed datasets of (d), but did much better on data transformed to reduce skewness in each
dimension, with similar results as in Section 3.1.
Our experiments illustrate some of the main properties of k-clips. The main algorithm
performs well in identifying cluster cores, centers and scatter when the distribution is far
removed from the Gaussian which is used to motivate the objective function in our algorithm.
Robust methods of scale and hence core estimation allow the algorithm to take deviations
from spherical and compact clusters in its stride. The algorithm does have a breaking-point,
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reached, for instance, when data are heavily-skewed and clusters only moderately-separated.
In such cases, transforming the dataset can improve performance. Our BIC-type criterion for
estimating the number of clusters is more sensitive to deviations from the Gaussian, performing
well when the clusters are compact and regular but not quite spherical (Section 3.1 and 3.2)
or spherical but not compact (Section 3.3), but rarely otherwise. We now turn our attention
towards categorizing industrial releases of mercury.
4 Application to Mercury Release Data
The mercury release data were severely and differentially skewed in the variables of interest,
with kurtosis for fugitive air emissions and total off-site releases of around 120 and 1,300
respectively. Given the results of the simulations, we followed Lin (1973) and used a shifted
loglog transformation: Yij = log (1 + log (1 +Xij)), where Xij denoted the jth type of release
reported by the ith facility. Each transformed variable was scaled by its standard deviation to
allow for the use of Euclidean distances. After transformation, there still remained a number
of outliers, mostly facilities with massive mercury releases which needed to be accounted for
while identifying similar facilities.
A total of fourteen clusters, ranging in size from 11 to 257 facilities, and 98 scatter facilities
were optimally identified by k-clips. These clusters (henceforth k-clipsters) were estimated to
be exact−0.89− separated, which indicated at least moderate separation of identified groups.
The marginal distributions of the clusters, in terms of their deciles, with the intensities mapped
onto the standardized shifted loglog scale described above are shown in Figure 3. Clearly, the
mercury release characteristics for each group were quite distinct, providing confidence in the
obtained groupings.
The utility of groupings and scatter obtained via TCTW was unclear, as the algorithm
always built KT groups, until we set KT = 200 upon which it terminated at 199 clusters.
Mclust estimated 56 optimal clusters (henceforth Mclusters), ranging in size from 5 through 94
facilities and 71 scattered points with Ra = 0.232 when compared to k-clips. With so many
Mclusters, interpreting the results was more challenging as not all clusters were noticeably
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Figure 3 Distribution of members of each identified cluster with area of
rectangles proportional to cluster size. The deciles of the marginal
releases for each group are represented by the intensities on a
standardized loglog scale separate for each release type.
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distinct. Indeed, the four largest k-clipsters together comprised as many reports (60%) as
the twenty-one largest Mclusters. Each k-clipster contained facilities that were in multiple
Mclusters but very few (2 of 56) Mclusters contained a substantial number of observations from
several k-clipsters. Further, the Mclusters were estimated to be exact− 0.29− separated, so at
least some of them were poorly-separated. Taken together, we conclude that Mclust subdivided
many k-clipsters.
A review of the major k-clipsters showed that oil- and coal-combusting electric power
facilities disproportionately populated the second (69.6% of 217 reports) and third largest
clusters (58.2% of 212 reports) which were characterized by moderate to high stack air emis-
sions, and high stack air and land releases, respectively. On the other hand, they formed a
small proportion (16 or 12% of 134 reports) of the fourth largest (“clean”) group, which also
contained a substantially higher number of reports from California. The major group mem-
berships thus appeared to be concordant with other intuitive facility characteristics and lent
further confidence in the k-clips classification.
Maitra (2007) categorized industrial mercury releases via a mixture model with common Σ
that made estimation with singleton groups possible, implicitly allowing for outliers. Similar to
k-clips, his five largest groups accounted for almost 60% of facilities. His analysis showed that
oil- and coal-combusting electric services dominated the groups characterized by high-volume
mercury releases, also corroborated here by k-clips. However, his efforts to properly account
for outliers appeared to be only partially successful as many facilities with extremely high
volumes of mercury releases were classified by k-clips as scatter and the k-clipsters were more
similar. Table 4 compares the means and medians of the largest clusters of each method.
Maitra (2007) largest cluster of 281 facilities shared 230 common reports with the largest
k-clipster. These clusters shared similar characteristics, including moderately large stack air
emissions. The remaining 51 reports had low stack air emissions (from 2–13 lbs) and total
offsite releases (0–2 lbs) and were classified in the sixth largest k-clipster with other facilities
also having moderately low stack air emissions and some off-site disposals. This cluster was the
only large k-clipster not in loose correspondence with a Maitra (2007) cluster. Further, half of
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Table 4 Summary of different types of mercury releases (in pounds) of the
major clusters as identified by k-clips and by Maitra (2007). For
each cluster, the top row contains cluster sizes (nc) and means
of the different releases. The bottom row contains the number of
common facilities in the k-clipster and its closest Maitra (2007)
counterpart (first row) followed by the median for each cluster. In
all cases, regular fonts (left side) indicate k-clips clusters and where
applicable, italicized fonts (right side) represent Maitra (2007)
clusters. Note that underground injections releases in each cluster
are not displayed as all cluster means and medians were essen-
tially zero. Also, the last k-clipster has no corresponding cluster
in Maitra (2007).
nc Fugitive Air Stack Air Water Land Off-site
257 281 0.008 0.004 99 88 0.021 0.001 0.114 0.049 0.067 0.11
[230] 0 0 34 24.6 0 0 0 0 0 0
217 154 0.009 0.005 225 249 0.021 0.003 153 186 0.415 0.223
[150] 0 0 120 177 0 0 53 81.9 0 0
212 148 0.009 0.006 93.6 79.3 0.075 0.001 3.59 0.97 3126 4448
[147] 0 0 37.5 31 0 0 0 0 20.2 19.5
134 141 0.043 0.05 0.275 0.535 0.025 0.001 0.126 0.094 0.261 0.378
[116] 0 0 0.05 0.15 0 0 0 0 0 0
124 103 0.019 0.002 0.273 0.2 0.041 0.001 1 0.01 1064 1254
[103] 0 0 0 0 0 0 0 0 27.9 30
97 0.011 4.36 0.073 0.289 0.434
0 3.7 0 0 0
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the primarily lime-manufacturing facilities were represented in this k-clipster. A quarter of the
facilities from this industry were in the 51 discrepant reports above, thus k-clips identified a
cluster more meaningful for targeted policy formulation. The fourth largest of Maitra’s (2007)
groups (141 reports) was characterized by low emissions for all categories. This “clean” group
shared 116 of its cleanest facilities with the fourth largest k-clipster, thus making it a more
truly “clean” group. The majority of the remaining reports from Maitra’s (2007) “clean”
group (24 of 25) fell in the sixth largest k-clipster characterized by moderately high stack air
releases. Finally, 34 of the 98 scatter observations in k-clips were classified as singleton clusters
in Maitra (2007) with another 28 in small clusters of two or three facilities each. The remaining
36 facilities were found in his bigger clusters along with facilities identified as clustered by k-
clips. Of these, the largest number to appear in any one cluster was six. This group had 28
facilities and overlapped with a k-clipster of 18 facilities. The six observations had somewhat
higher land and total offsite disposals resulting in skewed summaries for the Maitra (2007)
group when compared to the above k-clipster.
In summary, k-clips found a new major cluster consisting of facilities with moderate levels
of mercury releases that were grouped by Maitra (2007) as either “clean” or heavy polluters.
While this new group was the most striking difference, a comprehensive assessment of the
groupings indicated sharper boundaries between the k-clipsters. Well-demarcated clusters
can lead to better understanding of factors governing mercury releases and more meaningful,
effective public policies. In particular, determining what practices are used by industries with
little to no levels of mercury releases without erroneously including the moderate polluters
may better guide strategies to reduce the mercury eﬄuents of the heavier polluters. Although
Mclusters may help achieve the same goal, these less sharply distinguishable groups may not
be significantly different, after accounting for measurement error, and could lead to confusing,
contradictory and ineffective regulatory policies.
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5 Discussion
The main contribution of this paper is the development of a modified k-means algorithm
for clustering in the presence of scatter, i.e. observations that are unlike any other in the
dataset. Several applications in the biological and other sciences need to cluster observations
in the presence of scatter. As discussed in Tseng and Wong (2005), standard algorithms lead
to erroneous conclusions when applied to such data. Our suggested methodology is an iterative
scheme which requires initialization, for which we also provide a deterministic approach. We
also developed a BIC-type criterion to estimate the number of clusters, which reduces to
Marriott’s 1971 criterion when scatter is a priori known to be absent. ISO/ANSI-compliant
C software implementing k-clips and R code for all simulation datasets used in this paper
and the Web Appendix are available upon request. Our algorithm is computer-intensive but
can be implemented via modifications of efficient strategies for k-means. Further, while our
methodology was developed in the context of adapting k-means, it can be readily retooled for
other partitioning algorithms such as k-medoids.
Experimental evaluations of the algorithm in several scenarios were very promising: we
almost uniformly outperformed TCTW even when the number of clusters was known and al-
gorithm parameters for the latter were set to maximize the likelihood of the data under the true
model. For experiments in which clusters were not well-separated, we typically outperformed
Fraley and Raftery’s 2006 Mclust even though the experimental datasets were generated using
the model explicitly assumed by Mclust. Although Mclust and TCTW (for higher dimensions,
with K unknown) performed marginally better for well-separated clusters, k-clips remained
superior when clusters had some overlap. Our main algorithm also proved considerably robust
to deviations from compact spherical clusters, despite the fact that its development was mo-
tivated using Gaussian distributional assumptions. We also estimated the number of clusters
very satisfactorily in cases for compact or spherical clusters, but not so well when neither as-
sumption was true. In summary k-clips complements existing clustering methods by excelling
on possibly larger datasets whose clusters are not well-separated. Mclust is perhaps a better
choice for smaller-sized datasets when clusters are well-separated or have lower-dimensional
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Gaussian representation. We caution only that the current method for estimating Kˆ may
compromise k-clips’s performance on non-spherical clusters, but there was no clear winner for
such data.
Accounting for unusual data (i.e. scatter) can produce more meaningful classifications,
enabling improved understanding of data and clearer distinctions between clusters. For exam-
ple, our k-clips application to industrial release of mercury and mercury compounds in 2000
produced tighter, more interpretable clusters than a previous attempt (Maitra 2007) and could
ultimately lead to improved policies for public health.
A few points remain to be addressed. As mentioned in Section 2.1, convergence of our
algorithm needs to be rigorously established. There is some scope for optimism here, given
that the algorithm converged in all experiments reported in this paper and the Web Appendix.
Further, as seen in the Section 2.2 of the Web Appendix, our suggested initialization strategy
did very well when clusters were not well-separated; performance was less emphatic when com-
pared with an initialization strategy based upon using the nearest-neighbor cleaning of Byers
and Raftery (1998) followed by the deterministic initialization strategy of Maitra (2007). One
suggestion not implemented in our experiments is to obtain starting values using both strate-
gies and to initialize k-clips with the one that optimizes the objective function. Any of these
novel strategies could also potentially be modified for use in initializing MClust or TCTW. A
second issue pertains to clustering in the presence of scatter using data that are constrained
to lie in certain subspaces. Such applications arise, for instance, when the desired metric for
clustering is correlation, which is equivalent to applying the Euclidean metric to data sphered
after centering (note that Adapt Clust is specifically designed for such data). Parts of the
algorithm would translate readily but core building would need reconsideration. A third is-
sue pertains to clustering massive datasets in the presence of scatter; in this case, it may be
possible to adapt this approach within the framework of the multi-stage clustering approach
of Maitra (2001) Finally, improved methods for estimating the number of clusters Kˆ could
significantly improve the robustness of our method, since it was shown superior to existing
methods for non-Gaussian clusters when K is known. Thus, while the methods suggested in
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this paper can be regarded as important statistical contributions for clustering datasets in the
presence of scatter observations, some issues meriting further attention remain.
Supplementary Materials
The Web Appendix referenced in Sections 1, 2, 3 and 5 is available under the Paper
Information link at the Biometrics website http://www.biometrics.tibs.org.
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Ranjan Maitra and Ivan P. Ramler
1 The k-clips Objective Function and BIC for Estimating K
Let X1,X2, . . . ,Xn be p-variate observations from the distribution given by
g(x) =
K∑
k=1
ζk
[
1
σ
f
(
x− µk
σ
)]
+
ζK+1
V
where V is the volume of a bounded region B with uniform density, σ > 0 is a scale parameter,
ζk is an identification parameter, f(y) = ψ(y
′y) and ψ(·) is a real positive-valued function such
that f(·) is a p-variate density. In a hard-clustering context, ζk is an indicator function corre-
sponding to the class of the observation. Further, let f in the above correspond to a Gaussian
density with common dispersion matrix Σ. Under this setup, the log-likelihood for the param-
eters, given the data can be written as
∑n
i=1{
∑K
k=1 ζi,k log [φp (xi;µk,Σ)] − ζi,K+1 log (V )},
where ζi,k is an indicator function corresponding to the class of i
th observation and φp(·)
the p-variate Gaussian density function. When Σ = σ2I, as in the k-means setup, this
log-likelihood can be rewritten as −p2 log
(
σ2 + 2π
)∑n
i=1
∑K
k=1 ζi,k −
1
2σ2
∑n
i=1
∑K
k=1 ζi,k‖xi −
µk‖
2− log (V )
∑n
i=1 ζi,K+1. Thus using
∑n
i=1
∑K
k=1 ζi,k = n
∗ and
∑n
i=1
∑K
k=1 ζi,k‖xi−µk‖
2 =
tr (W ∗), maximizing this log-likelihood becomes equivalent to minimizing the objective func-
tion.
For the more general case of a hard-clustering of Gaussian densities with common Σ,
we get a similar objective function given by −n
∗p
2n (1 + log 2π − logn
∗) − n
∗
n
(
1
2 log |W
∗|
)
−
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(
1− n
∗
n
)
log Vˆ . This follows from noting that the exponent in the likelihood takes the maximum
value given by −
∑n
i=1
∑K
k=1 ζi,k (xi − µk)
T
Σ (xi − µk) = −n
∗p.
A BIC approach to estimating the number of clusters under this more general log-likelihood
function reduces to minimizing log
(
k + 1p
)
+ n
∗p
2n (1 + log 2π − log n
∗) + n
∗
n
(
1
2 log |W
∗|
)
+(
1− n
∗
n
)
log Vˆ . Assuming however, that n
∗
n is approximately constant, the second term be-
comes irrelevant so that we get log
(
k + 1p
)
+ n
∗
n
(
1
2 log |W
∗|
)
+
(
1− n
∗
n
)
log Vˆ , which we sug-
gest minimizing in order to find the optimal number of clusters. Our extensive empirical
evidence indicates that this choice performs better than when we include the additional term
n∗p
2n (1 + log 2π − log n
∗) in the minimization of the objective function. Note that while we
could have used the restrictive assumption of homogeneous spherical clusters, we use homo-
geneous clusters of general dispersion structure, following long-established empirical evidence
that Marriott’s (1971) criterion works better than tr(W ) on estimating the number of clusters
in datasets with groupings with homogeneous dispersion. This last may be a consequence of the
fact that most datasets are probably better grouped using densities with homogeneous general
dispersions than homogeneous spherical variance-covariance matrices. Finally, as mentioned
in the paper, in the absence of scatter, n∗ = n andW ∗ =W so that the algorithm reduces to
Marriott’s criterion.
2 Additional Experimental Evaluations
The k-clips algorithm detailed in the paper has three aspects: the algorithm itself, initial-
ization and estimating the number of clusters. Here we evaluate performance of each of these
three aspects. The experimental suite is as described in the paper: for p = 2, n = 500, s = 100
and c = 0.8, 1.2 or 1.6 and for p = 5, 10 and 20 we replicate each experiment 25 times in order
to account for simulation variability in our evaluations.
2.1 Evaluating the k -clips Algorithm
Our first test is on the performance of the algorithm independent of the initialization and
given K. We run the algorithm with known K and the true cluster centers as the initializers.
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(a) c = 0.8: Ra = 0.920 (b) c = 1.2: Ra = 0.934 (c) c = 1.6: Ra = 0.965
Figure 1 Results of k-clips independent of initialization algorithm with five
clusters given as known for c = 0.8, 1.2 and 1.6 for the first, sec-
ond and third columns respectively. Small filled circles represent
identified scatter, true clusters by color and identified clusters by
characters.
For p = 2, Figure 1 shows that only a few of the observations along the boundaries of the
cores are misclassified. There is a slight improvement as cluster separation increases but in
all cases performance is quite good. For the higher dimensional experiments, Table 1 provides
summary measures of the adjusted Rand measures over the twenty-five datasets corresponding
to different dimensions (p), numbers of clusters (K), amounts of separation (c), and proportion
of scatter points (s). We see that the algorithm performs very well, when taking into consider-
ation the degree of scatter, and is very often perfect. Interestingly, the algorithm holds its own
for higher dimensions even with high amounts of scatter, but finall has degraded performance
for small (p = 5) and large (50%) scattered observations. It is encouraging to note that in all
cases, the performance of the algorithm improves with increased separation between clusters.
2.2 Evaluating the Initialization Algorithm
We next tested the initialization scheme for known K. For the bivariate experiments,
Figure 2 shows the starting cluster centers in relation to the true cluster centers and true
cluster points. In all experiments, the starting centers that are found are located fairly well
within actual clusters. The only exception is with c = 0.8 where a starting center is located near
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Table 1 Summary of adjusted Rand values of groupings obtained using
k-clips with known number of clustersK and true cluster centers as
starting centers. The last three columns contain the first quartile
(R 1
4
), median (R 1
2
) and third quartile (R 3
4
) of the adjusted Rand
values of the twenty-five runs respectively.
s c R 1
4
R 1
2
R 3
4
p
=
5,
K
=
5,
n
=
50
0
.15
0.8 0.890 0.921 0.947
1.2 0.966 0.982 0.989
1.6 0.994 0.995 0.998
2.0 0.995 0.997 1.000
.25
0.8 0.881 0.915 0.944
1.2 0.933 0.955 0.967
1.6 0.963 0.978 0.987
2.0 0.978 0.985 0.990
.50 2.0 0.902 0.916 0.941
p
=
10
,K
=
7,
n
=
20
00
.15
0.8 0.958 0.968 0.976
1.2 0.995 0.997 0.999
1.6 0.999 1.000 1.000
2.0 1.000 1.000 1.000
.25
0.8 0.959 0.968 0.977
1.2 0.994 0.996 0.997
1.6 1.000 1.000 1.000
2.0 1.000 1.000 1.000
.50 2.0 0.999 1.000 1.000
p
=
20
,K
=
15
,n
=
50
00
.15
0.8 0.996 0.997 0.997
1.2 1.000 1.000 1.000
1.6 1.000 1.000 1.000
2.0 1.000 1.000 1.000
.25
0.8 0.995 0.996 0.997
1.2 1.000 1.000 1.000
1.6 1.000 1.000 1.000
2.0 1.000 1.000 1.000
.50 2.0 1.000 1.000 1.000
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(a) c = 0.8 (b) c = 1.2 (c) c = 1.6
Figure 2 Results of initialization algorithm with five clusters given as
known for c = 0.8, 1.2,and 1.6 for the first, second and third
columns respectively. Solid filled circles represent initial cluster
centers, filled diamonds the true cluster centers and true cluster
points are identified by both color and character.
the edge of a cluster. For the higher dimensional experiments, once the initialization algorithm
terminated, the true cluster points among the observations were classified into groups based
on their proximity to both the true cluster centers and the obtained initializing values. The
performance measure was Ra using only these classified cluster points. Scatter points were
thus not included in the calculation of this performance measure, which is appropriate since
the objective here is to evaluate the performance of the algorithm in obtaining the initializing
cluster centers. Table 2 provides the summary measures (median, first and third quartile
values) of Ra from the twenty-five replicates for each set of experimental scenarios. The
performance of the initializing algorithm is very good, which means that it is a viable candidate
for initializing our iterative algorithm.
We have also experimented with using another strategy to initialization. Specifically, we
have used Maitra’s (2007) multi-stage algorithm for k-means after “cleaning” the dataset by
removing potential scatter points, using Byers and Raftery’s (1998) nearest-neighbor clutter
removal technique (available as the function NNclean in the contributed R package prabclus).
Table 3 shows the number of simulations where the initialization method proposed in our paper
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Table 2 Summary of adjusted Rand values of groupings based on non-scat-
tered points obtained using the initialization scheme developed for
k-clips with known number of clusters K. The last three columns
contain the first quartile (R 1
4
), median (R 1
2
) and third quartile
(R 3
4
) of the adjusted Rand values of the twenty-five runs respec-
tively.
s c R 1
4
R 1
2
R 3
4
p
=
5,
K
=
5,
n
=
50
0
.15
0.8 0.641 0.753 0.812
1.2 0.889 0.917 0.937
1.6 0.958 0.972 0.989
2.0 0.976 0.994 1.000
.25
0.8 0.661 0.752 0.815
1.2 0.869 0.908 0.935
1.6 0.939 0.962 0.976
2.0 0.985 0.994 1.000
.50 2.0 0.979 0.992 1.000
p
=
10
,K
=
7,
n
=
20
00
.15
0.8 0.762 0.793 0.837
1.2 0.811 0.944 0.976
1.6 0.853 0.993 0.997
2.0 0.846 0.997 1.000
.25
0.8 0.720 0.771 0.822
1.2 0.950 0.957 0.969
1.6 0.991 0.995 0.997
2.0 0.817 0.998 1.000
.50 2.0 0.995 0.998 1.000
p
=
20
,K
=
15
,n
=
50
00
.15
0.8 0.859 0.877 0.883
1.2 0.830 0.871 0.920
1.6 0.760 0.806 0.842
2.0 0.718 0.807 0.837
.25
0.8 0.836 0.874 0.901
1.2 0.819 0.923 0.996
1.6 0.730 0.799 0.860
2.0 0.617 0.754 0.807
.50 2.0 0.840 0.932 1.000
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Table 3 Summary of rankings of adjusted Rand values of groupings based
on non-scattered points obtained using the initialization scheme
developed for k-clips and using Maitra’s (2007) intializer based
on data cleaned via Byers and Raftery’s (1998) Nearest Neigh-
bor Cleaning with known number of clusters K. The last three
columns contain the number of times that the proposed method
had the higher R, same R’s and lower R than the scheme based
on the cleaned data respectively.
s c High Equal Low
p
=
5,
K
=
5,
n
=
50
0
.15
0.8 21 0 4
1.2 21 0 4
1.6 14 1 10
2.0 1 9 15
.25
0.8 22 0 3
1.2 22 0 3
1.6 11 0 14
2.0 5 8 12
.50 2 3 11 11
p
=
10
,K
=
7,
n
=
20
00
.15
0.8 25 0 0
1.2 19 0 6
1.6 11 0 14
2.0 0 12 13
.25
0.8 24 0 1
1.2 25 0 0
1.6 14 1 10
2.0 2 9 14
.50 2.0 3 11 11
resulted in a higher, equal or lower Ra than that using Maitra’s initializer based on the data
cleaned via NNclean for 5 and 10 dimensions. The general trend shows that the initialization
method proposed in the paper is best for cases of lower separation. There is a slight preference
for Maitra’s (2007) initialization methods after NNclean when separation is high (although
in many of these cases both methods resulted in essentially the same initial cluster centers).
This advocates use of the proposed method or a possible hybrid, which involves running both
methods and choosing the initializer optimizing the objective function as the candidate starting
point.
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2.3 Evaluation of the k-clips algorithm with the initializer
Table 4 provides an assessment of the performance of the k-clips algorithm together with
the initializer, when K is known. Note that k-clips outperforms Mclust for the less-separated
clusters. However, in most situations, as the separation increases, Mclust improves substantially
relative to k-clips and eventually outperforms k-clips. Note that for p = 2 an equivalent
conclusion is drawn in the paper.
2.4 A Comprehensive Assessment of k-clips
Finally, Table 5 summarizes the performance of k-clips and Mclust when the clusters need
to be estimated from the data. Similar to the experiments with K known, k-clips outperforms
Mclust for low separation of clusters while Mclust eventually outperforms k-clips with increasing
separation between clusters. Mclust tends to under-estimateK for the lower values of c while k-
clips often does very well, partially explaining the performance difference at lower separations.
As seen in Table 6, for higher values of c, in particular when p = 20, k-clips tends to under-
estimate K. This tendency is not as pronounced for p = 10 and is essentially non-existent
for p = 5. In the situations where k-clips over-estimates K, it tends to create several smaller
clusters of what is actually scatter while (essentially) correctly identifying the true clusters.
The tendency to overestimate K is observed in other methods too, very notably in Mclust and
nearly universally in TCTW. For k-clips, this tendency is only apparent when p = 20.
From the series of evaluations provided, it appears that both k-clips and Mclust have
strengths and weaknesses. While k-clips provides better groupings than Mclust in datasets
with low to moderate separation of clusters, Mclust provides better results for well-separated
clusters. Of course, it is worth noting that the model generating the observations is the
likelihood model on which Mclust is explicitly based.
2.5 Evaluating Sensitivity of k-clips to Gaussian Assumptions
The k-clips algorithm was motivated using an underlying hard-clustering spherical-Gaussians
model. To assess sensitivity of model assumption violations on performance, we also evalu-
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Table 4 Summary of adjusted Rand values for k-clips, Mclust and TCTW
with known number of clusters K. The first quartile (R 1
4
), median
(R 1
2
) and third quartile (R 3
4
) of the adjusted Rand values of the
twenty-five runs is reported for each method.
Settings k-clips Mclust TCTW
s c R 1
4
R 1
2
R 3
4
R 1
4
R 1
2
R 3
4
R 1
4
R 1
2
R 3
4
p
=
5,
K
=
5,
n
=
50
0
.15
0.8 0.858 0.891 0.915 0.698 0.854 0.893 0.519 0.555 0.593
1.2 0.952 0.973 0.984 0.884 0.951 0.970 0.655 0.676 0.749
1.6 0.985 0.994 0.997 0.978 0.989 0.994 0.695 0.744 0.760
2.0 0.994 0.997 1.000 0.991 0.995 1.000 0.728 0.752 0.774
.25
0.8 0.833 0.871 0.917 0.729 0.797 0.860 0.439 0.490 0.589
1.2 0.922 0.948 0.961 0.901 0.949 0.974 0.542 0.617 0.645
1.6 0.959 0.970 0.977 0.964 0.981 0.993 0.632 0.673 0.705
2.0 0.976 0.982 0.991 0.987 0.991 0.995 0.642 0.679 0.709
.50 2.0 0.897 0.911 0.929 0.821 0.987 0.995 0.400 0.448 0.510
p
=
10
,K
=
7,
n
=
20
00
.15
0.8 0.954 0.963 0.972 0.382 0.521 0.782 0.643 0.666 0.691
1.2 0.991 0.995 0.997 0.863 0.993 0.997 0.753 0.761 0.782
1.6 0.998 0.999 1.000 0.853 0.999 1.000 0.782 0.802 0.810
2.0 0.920 1.000 1.000 0.856 1.000 1.000 0.798 0.807 0.813
.25
0.8 0.954 0.963 0.972 0.412 0.781 0.823 0.539 0.562 0.583
1.2 0.991 0.995 0.997 0.838 0.988 0.994 0.624 0.650 0.697
1.6 0.998 0.999 1.000 0.884 0.999 1.000 0.668 0.683 0.728
2.0 0.920 1.000 1.000 0.866 1.000 1.000 0.661 0.675 0.744
.50 2.0 0.998 1.000 1.000 0.999 1.000 1.000 0.383 0.422 0.443
p
=
20
,K
=
15
,n
=
50
00
.15
0.8 0.994 0.995 0.996 0.237 0.330 0.471 0.768 0.800 0.823
1.2 0.887 0.929 0.951 0.916 0.929 0.935 0.843 0.858 0.897
1.6 0.843 0.891 0.931 0.861 0.879 0.934 0.870 0.893 0.901
2.0 0.833 0.887 0.918 0.866 0.923 0.932 0.852 0.866 0.904
.25
0.8 0.993 0.994 0.995 0.196 0.394 0.534 0.645 0.678 0.708
1.2 0.914 0.943 1.000 0.868 0.931 1.000 0.727 0.766 0.797
1.6 0.831 0.862 0.912 0.874 0.921 0.934 0.741 0.765 0.827
2.0 0.828 0.874 0.908 0.833 0.922 0.935 0.739 0.805 0.855
.50 2.0 0.911 0.952 1.000 0.880 0.925 0.933 0.358 0.403 0.456
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Table 5 Summary of adjusted Rand values for k-clips, Mclust and TCTW
with estimated number of clusters Kˆ. The first quartile (R 1
4
),
median (R 1
2
) and third quartile (R 3
4
) of the adjusted Rand values
of the twenty-five runs is reported for each method.
Settings k-clips Mclust TCTW
s c R 1
4
R 1
2
R 3
4
R 1
4
R 1
2
R 3
4
R 1
4
R 1
2
R 3
4
p
=
5,
K
=
5,
n
=
50
0
.15
0.8 0.740 0.865 0.909 0.695 0.854 0.894 0.223 0.340 0.417
1.2 0.943 0.971 0.984 0.934 0.951 0.966 0.479 0.555 0.635
1.6 0.978 0.989 0.995 0.978 0.986 0.994 0.654 0.705 0.740
2.0 0.856 0.924 0.994 0.984 0.995 1.000 0.729 0.760 0.793
.25
0.8 0.725 0.807 0.849 0.719 0.797 0.866 0.317 0.500 0.536
1.2 0.921 0.948 0.961 0.942 0.952 0.974 0.543 0.617 0.661
1.6 0.958 0.970 0.977 0.967 0.984 0.994 0.653 0.742 0.801
2.0 0.967 0.979 0.987 0.988 0.991 0.995 0.783 0.840 0.859
.50 2.0 0.893 0.911 0.929 0.987 0.991 1.000 0.831 0.864 0.886
p
=
10
,K
=
7,
n
=
20
00
.15
0.8 0.954 0.963 0.972 0.487 0.648 0.953 0.683 0.761 0.819
1.2 0.906 0.994 0.996 0.990 0.995 0.997 0.863 0.916 0.975
1.6 0.833 0.911 0.959 0.964 0.999 1.000 0.936 0.969 0.991
2.0 0.760 0.904 0.914 0.989 0.999 1.000 0.949 0.956 0.990
.25
0.8 0.952 0.962 0.977 0.555 0.781 0.916 0.763 0.843 0.869
1.2 0.992 0.994 0.997 0.973 0.991 0.995 0.931 0.956 0.967
1.6 0.856 1.000 1.000 0.991 0.999 1.000 0.978 0.981 0.985
2.0 0.862 0.918 0.999 0.997 0.999 1.000 0.975 0.980 0.984
.50 2.0 0.998 1.000 1.000 0.992 0.999 1.000 0.778 0.912 0.928
p
=
20
,K
=
15
,n
=
50
00
.15
0.8 0.955 0.994 0.996 0.339 0.358 0.431 0.970 0.974 0.977
1.2 0.756 0.858 0.917 0.974 0.985 0.996 0.980 0.982 0.984
1.6 0.781 0.833 0.878 0.965 0.984 0.994 0.978 0.981 0.982
2.0 0.758 0.789 0.835 0.966 0.986 0.995 0.979 0.981 0.982
.25
0.8 0.993 0.994 0.995 0.329 0.407 0.472 0.925 0.940 0.945
1.2 0.841 0.960 0.999 0.963 0.983 1.000 0.951 0.960 0.969
1.6 0.840 0.880 0.932 0.966 0.979 0.994 0.956 0.962 0.966
2.0 0.736 0.820 0.866 0.960 0.982 0.989 0.924 0.951 0.957
.50 2.0 0.934 1.000 1.000 0.986 0.995 1.000 0.535 0.617 0.884
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Table 6 Summary of the estimated number of clusters Kˆ for k-clips, Mclust
and TCTW. The first quartile (Kˆ 1
4
), median (Kˆ 1
2
) and third quar-
tile (Kˆ 3
4
) of Kˆ of the twenty-five runs is reported for each method.
Settings k-clips Mclust TCTW
s c Kˆ 1
4
Kˆ 1
2
Kˆ 3
4
Kˆ 1
4
Kˆ 1
2
Kˆ 3
4
Kˆ 1
4
Kˆ 1
2
Kˆ 3
4
p
=
5,
K
=
5,
n
=
50
0
.15
0.8 5 5 5 4 5 5 14 15 15
1.2 5 5 5 5 5 6 14 15 15
1.6 5 5 5 5 5 5 15 15 15
2.0 4 5 5 5 5 5 15 15 15
.25
0.8 4 5 5 4 5 5 15 15 15
1.2 5 5 5 5 5 6 15 15 15
1.6 5 5 5 5 5 5 15 15 15
2.0 5 5 5 5 5 5 15 15 15
.50 2.0 5 5 5 5 5 6 15 15 15
p
=
10
,K
=
7,
n
=
20
00
.15
0.8 7 7 7 4 7 8 13 14 18
1.2 7 7 7 7 7 8 16 17 18
1.6 6 6 7 7 8 8 16 17 19
2.0 5 6 6 7 8 9 17 18 19
.25
0.8 7 7 7 5 6 8 15 16 17
1.2 7 7 7 7 8 8 15 16 17
1.6 6 7 7 7 8 8 15 17 17
2.0 6 6 7 7 7 8 16 18 19
.50 2.0 7 7 7 7 8 8 10 11 13
p
=
20
,K
=
15
,n
=
50
00
.15
0.8 15 15 15 4 5 5 21 22 23
1.2 11 13 13 16 17 18 20 21 22
1.6 11 12 14 16 17 18 19 20 22
2.0 10 11 11 16 17 19 19 21 22
.25
0.8 15 15 15 4 5 6 16 17 17
1.2 15 15 16 15 16 18 16 17 18
1.6 14 15 17 16 18 19 15 16 17
2.0 12 13 15 16 17 18 15 16 18
.50 2.0 15 15 16 16 17 18 15 19 20
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ated performance on a series of two-dimensional non-Gaussian settings. These scenarios in-
cluded generating datasets from mixtures of spherical but heavy-tailed distributions, irregular
crescent-shaped and variedly-oriented clusters, data constrained to lie on a circle or clusters
highly skewed in both dimensions. Two datasets, each containing 100 scatter and 500 obser-
vations from amongst five clusters with equal mixing proportions were generated in each case.
One dataset had clusters with low-separation the other with high separation. As before, we
compared the performance of k-clips, Mclust and TCTW.
2.5.1 Heavy-tailed Clusters
Observations from the heavy-tailed clusters were simulated by generating realizations from
independent t-distributions with 3 degrees of freedom in each coordinate and then adding to
the cluster means following a similar procedure used in the c-separated Gaussians in the main
experiments.
Figure 3 shows that the results for the three methods with K known for both the low and
high separated cases are very similar to the Gaussian case. It is encouraging to note that k-clips
is remarkably robust to heavy tailed spherical distributions with only a few scattered points
being included in the clusters. Thus, we see that choosing robust scale estimation not only does
a good job of identifying cores, but also in identifying spherical but heavy-tailed clusters from
scatter. Note that Mclust, while still doing well, has a tendency to misclassify the outskirts
of the clusters as scatter, a result of the strict Gaussian assumptions inbuilt in modeling the
clusters. TCTW again exhibits problems similar to those seen in the Gaussian case, the most
severe being the failure to adhere to the distance metric. Finally, when estimating the optimal
K, both k-clips and Mclust correctly identify five clusters for both datasets, indicating that
the Gaussian assumption may also not be that crucial in estimating the number of spherical
heavy-tailed clusters. Note that TCTW again chooses all fifteen target clusters as optimal,
with Ra = 0.47 for the moderately-separated clusters and Ra = 0.609 for the well-separated
clusters.
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(a) Ra = 0.966 (b) Ra = 0.903 (c) Ra = 0.683
(d) Ra = 0.984 (e) Ra = 0.982 (f) Ra = 0.778
Figure 3 Classifications of clusters generated from independent marginal
t distributions with 3 degrees of freedom based on k-clips (first
column), Mclust (second column) and TCTW (third) with five
clusters given as known for low separation (top row) and high
separation (bottom row). Small filled circles represent identified
scatter, colors - true clusters and characters - identified clusters.
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(a) Ra = 0.717 (b) Ra = 0.696 (c) Ra = 0.523
(d) Ra = 0.897 (e) Ra = 0.740 (f) Ra = 0.837
Figure 4 Classifications of irregularly shaped clusters based on k-clips (first
column), Mclust (second column) and TCTW (third) with five
clusters given as known for low separation (top row) and high
separation (bottom row). Small filled circles represent identified
scatter, colors - true clusters and characters - identified clusters.
2.5.2 Irregularly-shaped Clusters
We also assessed the performance of k-clips on irregularly shaped clusters to understand its
performance when clusters deviate substantially from the inherent spherical cluster assumption.
In this experiment, we generated clusters from c-separated bivariate standard normal density
outside of a circle of a randomly chosen radius between 0 and 3. Each cluster was then “folded”
over a randomly chosen bisector resulting in “half-ring” clusters with different orientations.
Figure 4 shows that with low separation and known K, all three methods correctly identify
portions of each cluster with k-clips and Mclust performing similarly. All three methods also
47
(a) Ra = 0.464, Kˆ = 12 (b) Ra = 0.688, Kˆ = 11 (c) Ra = 0.539, Kˆ = 15
(d) Ra = 0.544, Kˆ = 12 (e) Ra = 0.994, Kˆ = 6 (f) Ra = 0.664, Kˆ = 15
Figure 5 Classifications of irregularly shaped clusters based on k-clips (first
column), Mclust (second column) and TCTW (third) with the
number of clusters estimated for low separation (top row) and
high separation (bottom row). Small filled circles represent iden-
tified scatter, colors - true clusters and characters - identified
clusters.
identify the cluster edges incorrectly with TCTW having the most difficulty. For the corre-
sponding well-separated case, all methods performed better with k-clips besting the others.
Mclust has the most problems as it combines two clusters together while classifying a group of
scatter as an actual cluster. TCTW correctly finds the clusters, but tended to include a large
amount of scatter within each identified cluster.
For unknown K for both the low and high separation cases, k-clips overestimated the
true number of clusters by splitting the true clusters into several smaller “regular-shaped”
ones (Figure 5). Additionally in the low separation case, k-clips misclassified a large portion of
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(a) Ra = 0.991 (b) Ra = 0.662 (c) Ra = 0.714
(d) Ra = 0.767 (e) Ra = 0.988 (f) Ra = 0.846
Figure 6 Classifications of von-Mises clusters based on k-clips (first col-
umn), Mclust (second column) and TCTW (third) with five clus-
ters given as known for low separation (top row) and high separa-
tion (bottom row). Small filled circles represent identified scatter,
colors - true clusters and characters - identified clusters.
one cluster as scatter. Mclust split the true clusters into numerous smaller clusters for the low
separation case but did surprisingly well (Ra = 0.994) in the high separation case: although it
did combine a small group of scatter into a new cluster. TCTW tended to split apart existing
clusters and combined groups of scatter into new clusters. Thus, we note that performance
of k-clips can be severely affected when clusters are widely irregular and K is unknown. The
algorithm does remain robust with known K, especially in the case of well-separated clusters.
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2.5.3 Clustering Directional Data
Many clustering algorithms are applied to data from microarray experiments, for example,
in clustering gene expression profiles (Dortet-Bernadet and Wicker, 2008). It is often the case
that the researcher is interested in determining groups based on the correlation between these
profiles. In such cases, a common strategy is to standardize each observation to have zero
mean and unit variance. This transformation essentially places observations on a unit sphere,
but constrained to be orthogonal to the unit vector. The first p− 1 principle components then
lie unconstrained on an unit sphere of p− 1 dimensions. Thus, in a three-dimensional dataset,
there is no loss in projecting the standardized dataset onto the circumference of a unit circle.
To assess the performance of the algorithm in these conditions, clusters were generated from
a mixture of von-Mises distributions with moderate to high concentrations (reflecting cases of
low and high separation) and scatter was added uniformly around the circumference of the
circle.
Figure 6 shows that for known K, k-clips does an excellent job in distinguishing the
moderately-concentrated clusters and scatter (Ra = 0.991). Mclust included a large amount of
scatter in each cluster resulting in a lower Ra = 0.662 while TCTW did slightly better, even
though it failed to identify one of the true clusters (Ra = 0.714). For the more concentrated
clusters, k-clips consistently underestimated the size of the cores while Mclust correctly identi-
fied most of the observations (Ra = 0.988). Mclust’s improved performance was not unexpected
as for high concentrations the von-Mises distribution can be adequately approximated by an
univariate Gaussian distribution (Mardia and Jupp, 2000). Mclust is general enough to adapt
to this lower dimensional Gaussian situation by choosing the dispersion matrix appropriately,
unlike k-clips which did not use this additional information and so still found clusters in two
dimensions. Further, it used robust estimates of scale and consistently underestimated the
cores. TCTW showed improved performance with higher separation, even though it included
large amounts of scatter in each cluster.
As seen in Figure 7, when K is unknown, for both datasets, k-clips underestimated the true
number of clusters by considering several of the true clusters as scatter. Conversely, Mclust
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(a) Ra = 0.617, Kˆ = 3 (b) Ra = 0.404, Kˆ = 28 (c) Ra = 0.448, Kˆ = 15
(d) Ra = 0.558, Kˆ = 2 (e) Ra = 0.947, Kˆ = 14 (f) Ra = 0.559, Kˆ = 15
Figure 7 Classifications of von-Mises clusters based on k-clips (first col-
umn), Mclust (second column) and TCTW (third column) with
the number of clusters estimated for low separation (top row)
and high separation (bottom row). Small filled circles represent
identified scatter, colors - true clusters and characters - identified
clusters.
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grossly overestimated the number of clusters by continually splitting clusters and combining
groups of scatter into clusters. This characteristic was much more severe in the moderately
concentrated case as Kˆ = 28 than in the high separation case where Kˆ = 14. TCTW also
tended to both split clusters and combine scatter in groups for each case, resulting in low
values of Ra.
2.5.4 Clusters embedded within highly skewed datasets
As seen in the mercury release application in the main paper, clustering highly skewed
datasets can be a difficult task. To assess the performance of the algorithms in such situations,
clusters were generated using the c-separated Gaussian method described in Section 3 of the
main paper. Each dataset was then transformed to follow a log-log distribution to incorporate
high levels of skewness.
Figure 8 shows that with K known for the low separation case, all three methods perform
very poorly (Mclust performed “best” with Ra = 0.443). For the highly separated clusters,
performance still lacked quality. k-clips did the best (Ra = 0.723) as it correctly identified
most of the scatter, but failed to identify large portions of true clusters. Mclust did the opposite
by misclassifying most of the scatter while correctly identifying more of the clustered points.
TCTW did find some of the clusters but included large amounts of scatter as part of each
cluster.
When the optimal K was estimated (Figure 9 ), k-clips underestimated the number of
clusters for the low separation case by combining several clusters while Mclust slightly over-
estimated K, resulting in slightly better classifications than when K was given. TCTW split
the dataset into numerous clusters but also failed to find the true underlying clusters. For the
high separation, k-clips still found five optimal clusters (albeit not the five true clusters) while
Mclust again slightly overestimated K. TCTW does somewhat better at identifying clusters
(while still splitting some the true clusters apart), but classified the vast majority of the scatter
into clusters as well.
When the data is log-log transformed (Figure 10) performance improves dramatically for all
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(a) Ra = 0.275 (b) Ra = 0.443 (c) Ra = 0.164
(d) Ra = 0.723 (e) Ra = 0.711 (f) Ra = 0.566
Figure 8 Classifications of highly skewed clusters based on k-clips (first
column), Mclust (second column) and TCTW (third column) with
five clusters given as known for low separation (top two rows) and
high separation (bottom two rows) where the second and fourth
rows are shown in log-log scale. Small filled circles represent
identified scatter, colors - true clusters and characters - identified
clusters.
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(a) Ra = 0.146, Kˆ = 2 (b) Ra = 0.483, Kˆ = 7 (c) Ra = 0.269, Kˆ = 15
(d) Ra = 0.723, Kˆ = 5 (e) Ra = 0.724, Kˆ = 7 (f) Ra = 0.789, Kˆ = 14
Figure 9 Classifications of highly skewed clusters based on k-clips (first col-
umn), Mclust (second column) and TCTW (third column) with
the number of clusters estimated for low separation (top two rows)
and high separation (bottom two rows) where the second and
fourth rows are shown in log-log scale. Small filled circles rep-
resent identified scatter, colors - true clusters and characters -
identified clusters.
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(a) Ra = 0.757 (b) Ra = 0.759 (c) Ra = 0.539
(d) Ra = 0.733, Kˆ = 4 (e) Ra = 0.759, Kˆ = 5 (f) Ra = 0.789, Kˆ = 15
(g) Ra = 0.997 (h) Ra = 0.995 (i) Ra = 0.793
Figure 10 Classifications of highly skewed data transformed to log-log scale
based on k-clips (first column), Mclust (second column) and
TCTW (third column) with the number of clusters given for low
separation (top row) and high separation (third row). Results
when number of clusters is estimated for low separation given
in second row. Small filled circles represent identified scatter,
colors - true clusters and characters - identified clusters.
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three methods. For the low separation case with K known, the classification provided byk-clips
improves to Ra = 0.757 and Mclust’s to Ra = 0.759. Due to the low separation between some
of the clusters, k-clips combines two clusters together (and finds a small cluster of scatter)
while Mclust has difficulties determining the borders of each cluster. TCTW improves as well,
but again misclassifies the majority of the scatter and identifies a large portion of one cluster
as scatter. When K is unknown, Mclust finds the same five clusters as before. k-clips finds four
optimal clusters, discarding the small cluster of scatter identified when K was given. TCTW
finds all 15 target clusters but still misclassifies a portion of a cluster as scatter. For the high
separation case both k-clips and Mclust are nearly perfect with Ra near one. TCTW again
adds nearly all of the scatter into the nearest cluster. When K is unknown both k-clips and
Mclust correctly identify five clusters while TCTW finds all 15 target number of clusters as
directed.
As seen in these examples, k-clips still performs well in many situations outside of Gaussian
clusters. In particular it seems to be the most robust to heavy tailed clusters like those
generated from a mixture of independent t-distributions. These are cases when the clusters
are still spherical in shape. k-clips however performed poorly when the data (and underlying
clusters) are highly skewed as in the log-log distribution case. In such cases, transforming
the dataset improves performance appreciably. It also failed to correctly identify the number
of clusters for datasets with widely irregular clusters or constrained datasets, such as in the
directional case. Of course, neither Mclust or TCTW performed well in many of these situations
also.
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A K-MEAN-DIRECTIONS ALGORITHM FOR FAST CLUSTERING OF
DATA ON THE SPHERE
A paper submitted to the Journal of Computational and Graphical Statistics
Ranjan Maitra and Ivan P. Ramler
Abstract
A k-means-type algorithm is proposed for efficiently clustering data constrained to lie on the
surface of a p-dimensional unit sphere, or data that are mean-zero-unit-variance standardized
observations such as those that occur when using Euclidean distance to cluster time-series
gene expression data using a correlation metric. We also provide methodology to initialize the
algorithm and to estimate the number of clusters in the dataset. Results on a detailed series
of experiments show excellent performance, even with very large datasets. The methodology
is applied to the analysis of the mitotic cell division cycle of budding yeast dataset of Cho
et al. (1998). The entire dataset has not been analyzed previously, so our analysis provides an
understanding for the complete set of genes acting in concert and differentially. We also use our
methodology on the submitted abstracts of oral presentations made at the 2008 Joint Statistical
Meetings (JSM) to identify similar topics. Our identified groups are both interpretable and
distinct and provides a possible automated tool for efficient parallel scheduling of presentations
at professional meetings.
1 Introduction
Cluster analysis – an unsupervised method for grouping similar observations – is a com-
mon technique for analyzing multivariate datasets and is commonplace throughout statis-
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tics (Everitt et al., 2001; Fraley and Raftery, 2002; Hartigan, 1985; Kaufman and Rousseuw,
1990; Kettenring, 2006; Murtagh, 1985; Ramey, 1985). Most methods can be classified as ei-
ther hierarchical procedures or non-hierarchical partition-optimization algorithms. The former
create tree-like structures and encompass both agglomerative methods (which start with indi-
vidual objects as distinct groups and proceed by combining the most similar ones) and divisive
schemes that group all objects together at the start and subdivide them into subgroups that
are most dissimilar from each other. Partitional algorithms usually employ locally optimal
grouping strategies such as k-means (Hartigan and Wong, 1979) or k-medoids (Kaufman and
Rousseuw, 1990), or probabilistically through mixture-model-based clustering (Celeux and
Govaert, 1995; Fraley and Raftery, 1998, 2002).
One of the oldest partitioning methods is the iterative k-means algorithm, first proposed
by MacQueen (1967) to find a optimal partition of n objects into K (given) groups such that
the total sum of squared Euclidean distances from each observation to its closest group center
is locally minimized. Hartigan and Wong (1979) provided a simple and efficient implementation
of k-means, which remains an extremely popular method in daily use when the appropriate
metric for grouping is Euclidean distance. However, this algorithm may not be appropriate
when the desired grouping similarity metric is not Euclidean. In particular, we consider two
application areas in informatics, where either cosine similarity or correlation is the desired
metric to identify similar observations.
1.1 Application to Informatics
This section illustrates scenarios in bioinformatics and information retrieval where a non-
Euclidean similarity metric is most appropriate for grouping observations that are most alike.
The first consists of clustering time-course microarray gene expression data, while the second
considers clustering text documents.
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1.1.1 Identifying Similarly Acting Genes in Microarray Gene Expression
Time Series Data
The process by which a gene gets turned on to produce ribo-nucleic acid (RNA) and proteins
is called gene expression and can be measured by measuring RNA and/or RNA activity. In
this context, gene expression profiling measures gene expression or activity of many genes
in numerous cell types and is achieved via microarray studies which involve analyzing gene
expressions to provide insight into how cells respond to changing factors and needs (http :
//www.ncbi.nlm.nih.gov). The functionality of some genes is well-established, but this is not
true for many others. One approach to understanding gene functionality and characteristics
is to determine groups of similarly acting genes. Then properties of those genes that are
not so well-established can be deduced by comparing their group memberships in relation
to the well-understood ones. To this end, one may group gene expression profiles that have
similar shapes or patterns over time, even though the magnitude of the expressions may differ
greatly. Time series gene expression experiments account for about one-third of all microarray
studies (Barrett et al., 2005) and cover a wide range of biological areas including applications
in cell cycle (Cho et al., 1998; Zeeman et al., 2002; Whitfield et al., 2002; Giacomelli and
Nicolini, 2006). In this context, the correlation coefficient between two genes serves as an
intuitive measure of the similarity between their activities (Eisen et al., 1998).
The correlation similarity between two gene expression profiles has a connection with Eu-
clidean distance in that its complement from unity is an affine transformation of the Euclidean
distance between the profiles’ mean-zero-centered and unit-variance-standardized counterparts.
Thus clustering such data is equivalent to grouping these transformed observations that lie on
the surface of a sphere and are orthogonal to the unit vector. In Section 4.1, we revisit the
popular budding yeast gene expression dataset of Cho et al. (1998), analyzing it in its entirety
to identify similar-acting genes. As analyzing the entire dataset presents a challenge to most
clustering algorithms, most authors have typically only analyzed a subset of the data. There
is some justification for this, in the sense that the subset represents a set of the most active
genes, but it would also be helpful to get a better understanding of the genes in the entire
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dataset
1.1.2 Clustering Text Documents
The large amount of electronic text documents readily available presents a growing chal-
lenge for researchers. For instance, there are over twenty billion documents and webpages
publicly available on the worldwide web alone. With such huge amounts of textual infor-
mation, effectively grouping documents is just one of many statistical tasks that may be of
practical interest. For example, it may be important to cluster documents for ready catalog
and reference to interested parties. Given the huge numbers of documents, an automated
approach to categorizing text documents is the only viable option.
Text documents are processed by first listing all their unique words and then by removing
both “high-frequency” and “low-frequency” words that provide little or no information in
determining groups (Dhillon and Modha, 2001). Thus a bag of words on which to categorize
the documents is created. The text documents are then processed to form a document-term
frequency matrix, where each row represents a document vector containing the frequency of
occurrence of each member in the bag of words. Weighting schemes are also used to improve
separation between documents (Salton and Buckley, 1988; Kolda, 1997), with the most common
ones normalizing each observation to lie on a high-dimensional unit sphere in an attempt to
temper the effect of differing lengths of each document (Singhal et al., 1996), resulting in
document vectors of unit length each.
The result of standardizing the vectors is that the natural method of measuring similarity
between documents is the inner product (also called cosine similarity) which is widely used in
document clustering and information retrieval (Dhillon and Modha, 2001; Frakes and Baeza-
Yates, 1992; Salton and McGill, 1983). Thus, clustering according to this metric is again equiv-
alent to grouping sphered data, but there is an additional complication: even medium-sized
corpora can have very high-dimensional document-term frequency matrices after processing
and represents a challenge to most clustering algorithms. We address such a dataset of great
practical import to many professional statisticians in Section 4.2.
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1.2 Background and Related Work
There are few partitional methods that specifically address the issue of clustering spherically
constrained data (Dhillon and Modha, 2001; Banerjee et al., 2005; Dortet-Bernadet andWicker,
2008). Banerjee et al. (2005) and Dortet-Bernadet and Wicker (2008) propose different mixture
models, and employ an expectation-maximization (EM) approach. Unfortunately, in many
situations, the EM algorithm is inapplicable to large-dimensional datasets. There is also a
version of k-means proposed by Dhillon and Modha (2001) using cosine similarity. Called
spkmeans, this algorithm replaces the Euclidean distance metric in the base k-means algorithm
by cosine similarity. We quibble with the name spkmeans which does not convey anything
meaningful (what is a spherical k-mean?), but a greater concern is that it does not inherit the
properties of Hartigan and Wong’s (1979) efficient implementation of the k-means algorithm,
and can be slow, potentially performing poorly in many datasets. Further, these algorithms
are very sensitive to initial values, strategies for choosing which are left unaddressed. Another
difficult issue, unaddressed in Dhillon and Modha (2001) or in Banerjee et al. (2005), is in
determining the optimal number of clusters (K) in a dataset. Dortet-Bernadet and Wicker
(2008) study some methods (Akaike, 1973, 1974; Schwarz, 1978; Tibshirani et al., 2003) in
this context, but their recommendation of Akaike’s (1974) AIC is hardly convincing, given the
known liberal tendencies of this criterion.
In this paper we propose and christen a k-mean-directions algorithm, modifying the core
elements of Hartigan and Wong’s (1979) efficient k-means implementation, to apply to sphered
data. Our algorithm is general enough to incorporate the additional constraint of orthogonality
to the unit vector, and hence to extend to the situation of clustering using the correlation
metric. Section 2 describes the modifications to the standard k-means algorithm of Hartigan
and Wong (1979), develops an approach for initialization and proposes a method for estimating
the number of clusters (K). Further, our initialization approach and method for estimating K
are general enough to be used in other algorithms for clustering spherical data. The procedure
is extensively evaluated through simulation experiments in Section 3 for varying dimensions
and cluster separation. The time-course dataset on the budding yeast gene expression profiles
61
and another on text documents are analyzed in detail in Section 4. The paper concludes with
some discussion.
2 Methodology
Let X1,X2, . . . ,Xn be p-variate observations from S
p = {x ∈ IRp : x′x = 1}. At this
point, we make no distinction between whether the observations are in Sp or Sp⊥1 = {x ∈ S
p :
x′1 = 0}. Our objective is to find class indicators ζ1, ζ2, . . . , ζn such that given K the objective
function
ObjK =
n∑
i=1
K∑
k=1
I(ζi = k)(1−X
′
iµk) (1)
is minimized. Here µk represents the mean direction vector of the observations in the kth
partition, lies in the same space (Sp or Sp⊥1) as theXis, and needs to be estimated, even though
that is not necessarily the main goal of the exercise. Note that minimizing ObjK is equivalent
to minimizing
∑n
i=1
∑K
k=1 I(ζi = k)(Xi − µk)
′(Xi − µk) or maximizing
∑n
i=1
∑K
k=1 I(ζi =
k)X ′iµk. Additionally, K itself needs to be estimated, though we keep that issue aside for
now.
A model-based interpretation for the above is provided as follows: let Xi be independently
distributed from a p-variate Langevin density Lp(µζi ;κ) given by f(x) = c
−1
p (κ) exp {κx
′µζi}
where κ is the common concentration parameter, and cp(κ) =
κp/2−1
(2pi)p/2Ip/2−1(κ)
when Xi’s lie in
Sp and where Iν(·) denotes the modified Bessel function of the first kind and order ν. (The
constant of integration cp(κ) is appropriately modified when Xi’s are in S
p
⊥1.) Under this
setup, the joint likelihood for all the observations is provided by
L(ζ1, ζ2, . . . , ζn,µ1,µ2, . . . ,µK , κ;X1,X2, . . . ,Xn) = c
−n
p (κ) exp
{
κ
n∑
i=1
K∑
k=1
I(ζi = k)X
′
iµk
}
,
(2)
maximizing which – with respect to the µ’s and ζ’s in the presence of the nuisance parameter
κ – is equivalent to finding the class indicators and means minimizing (1). Note that (2)
looks similar to the likelihood of the complete data in the case of mixtures-of-homogeneous-
Langevins with uniform mixing proportions, but note that there, ζ1, ζ2, . . . , ζn are the missing
group indicator observations, not parameters as in our model. Also, in that case, parameter
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estimates for µ’s and κ are obtained and the focus of the problem is the maximization of
the likelihood (with the help of the EM algorithm). The most likely class indicator for each
observation is obtained post hoc by choosing the one that has maximum posterior probability
calculated by fitting these parameter estimates. In the model-based interpretation provided for
minimizing (1), ML estimates for ζs and µ are jointly obtained maximizing (2). We now provide
a ready modification of the k-means algorithm which makes iterative and local optimization
of (1) possible.
2.1 The k-mean-directions Algorithm
For a given K and initial cluster centers {µˆk; k = 1, . . . ,K}, the general strategy is to
partition the dataset into K clusters, update the cluster mean-directions and iterate until
convergence, which is to a local optimum of the objective function (1). In this context, note
that when cluster memberships are provided, (1) is minimized at µˆk = ‖X¯k‖
−1X¯k, where
X¯k = n
−1
k
∑n
i=1 I(ζi = k)Xi and nk =
∑n
i=1 I(ζi = k) is the number of observations in the kth
group. This is essentially the basis of the spkmeans algorithm of Dhillon and Modha (2001),
which however, is inapplicable in very large datasets and in cases when we need many runs
(such as we would when the number of clusters also needed to be estimated). Therefore, we
develop a fast and computationally efficient algorithm, built in the same spirit as Hartigan and
Wong’s (1979) suggestion for k-means which employs reductions and restricts recomputations
to only when necessary. In doing so, and in a similar spirit to Hartigan and Wong (1979),
we define a live set of clusters containing only those groups with a potential for reallocation
among their observations. Potential reallocation of group members is itself effected in either
the optimal transfer or the quick transfer stages. In the first case, calculations and reallocations
are made with regard to all observations relative to clusters in the live set, while the quick
transfer stage only checks for and potentially updates mean directions and memberships of
recently reallocated groups. The exact specifics of the algorithm follow.
1. Initial assignments and calculations. Given K initializing cluster mean directions µˆ1, µˆ2,
. . . , µˆK , find the two closest mean directions for each observation Xi, i = 1, . . . , n, de-
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noting the corresponding groups by C1i and C2i respectively. Assign Xi to the cluster
C1i (thus, the current ζi = C1i). Using this assignment, update the K mean-directions
to be the mean directions of observations in each of the K classes. For k = 1, . . . ,K, let
ν−k = (nk − 1)
2 − n2k‖X¯k‖
2 − 1 and ν+k = (nk + 1)
2 − n2k‖X¯k‖
2 − 1. All clusters are in
the live set at this stage.
2. The algorithm now moves to the iterative optimal and quick transfer stages and continues
until the live set is empty.
3. Membership in live set. Initially, all clusters are in the live set. Any cluster whose
membership and mean direction are updated get included in the live set. Further, if any
cluster is updated in the previous quick-transfer stage of Step 5, it belongs to the live set
all through the next optimal transfer stage. Further, any cluster not updated in the last
n optimal transfer steps exits the live set.
4. Optimal transfer stage. For eachXi, i = 1, 2, . . . , n, we calculate the maximum reduction
in the objective function (1) by replacing ζi with another class (ki, say). If ζi is in the
live set, we consider all other classes as replacement candidates. Otherwise, we restrict
attention only to classes in the live set. In either case, the maximum reduction is given
by the quick calculation ωi = (nki +1)(ν
+
ki
−2nkiX¯
′
kiXi)− (nζi −1)(ν
−
ζi
+2nζiX¯
′
ζiXi). If
ωi > 0, then the only quantity to be updated is C2i = ki. Otherwise, reallocation takes
place if ωi < 0 with C1i = ki, and update the corresponding changes to the objective
function, µki , µζi , nki , nζi , ν
+
ki
, ν+ζi , ν
−
ki
, and ν−ζi . Also update C2i and ζi = C1i and place
the old ζi and ki in the live set. We make one pass through the dataset at the optimal
transfer stage unless the live set is empty, in which case the algorithm terminates.
5. Quick transfer stage. The quick transfer stage, as its name suggests is a quick pass,
differing from the optimal transfer stage in that, is does not go through many potential
candidate classes. Instead, for each observation Xi, i = 1, 2, . . . , n, it swaps ζi (equiva-
lently, C1i) with C2i if either of the composition of these two clusters has changed in the
last n steps and doing so leads to a negative ωi (as defined above). The corresponding
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objective function as well as the associated nk’s, µk’s and ν
+’s and ν−’s are also updated
and both C1i and C2i enter the live set as mentioned in Step 3. Continue with the passes
through the dataset until no quick transfers have happened for the last n stages.
Note that the swapping rule in steps 4 and 5 follows from Mardia and Jupp (2000), pp 166
as the change in the objective function can be written in terms of ‖X¯‖. An additional result is
that (1) can be computed as ObjK =
∑K
k=1 nk(1− ‖X¯k‖) providing a quick way of obtaining
the final value of (1) which will be used in estimating the number of clusters in Section 2.4.
The k-mean-directions is an iterative algorithm, finding local optima in the vicinity of its
initialization, so starting values for mean directions need to be specified for it to proceed. We
address a strategy for choosing starting values next.
2.2 Initialization of Cluster Centers
Initialization of iterative algorithms such as k-means can have tremendous impact on per-
formance. Common methods for initializing k-means include randomly chosen starts or using
hierarchical clustering to obtain K initial centers. While these can be used directly to initialize
our k-mean-directions algorithm, they have been demonstrated to perform poorly for k-means
in many situations by Maitra (2007), who also suggested a multi-staged deterministic initial-
izing algorithm for finding initial values which finds a large number of local modes, classifying
the observations and then choose K representatives from the most widely-separated ones. This
algorithm was the best performer in a majority of cases for several dimensions and numbers of
clusters. The constrained structure of our dataset means that direct application of the iterative
multi-stage method is not possible so we adapt the algorithm to this context next:
1. Convert the n× p observed data matrix X to the n× (p− 1) “polar” matrix Z, where
each row Zi of Z is the polar representation of the corresponding row Xi ∈ S
p of X.
2. For each column ofZ, find the pair of neighboring points with the largest angular distance
between them and rotate Z such that these neighbors have the largest linear distance
between them. This can be thought of as “unrolling” the sphere such that the neighbors
65
farthest apart in terms of their angles are located along opposite ends of the range of
this dataset. Denote this matrix Z∗.
3. We now use an approach similar to Maitra (2007) to obtain K initializing centers. Specif-
ically, our first goal is to obtain local modes along each dimension of Z∗. To do so, use
one-dimensional k-means initialized with ⌈(K(p−2))1/(p−2)⌉ equi-spaced quantiles, where
⌈x⌉ denotes the smallest integer greater than or equal to x. The product set of the re-
sulting one-dimensional modes now forms a set of potential multivariate local modes.
We prune this set by discarding all candidates that are not closest to any observations in
Z∗. These remaining K∗ local modes are then used to initialize the k-means algorithm
to produce K∗ local modes in Z∗.
4. Obtain a representative from the K most widely separated modes. To do so, we use
hierarchical clustering with single linkage on these K∗ local modes and cut the resulting
tree into K groups. We transform the K local modes to Cartesian coordinates on Sp and
then classify each observation in X to one of these K groups by its closest Euclidean
distance to one of these K centers. The mean directions of the resulting classification to
obtain K initial mean directions for X.
The above algorithm can also be applied to the case when the observations Xi ∈ S
p
⊥1.
In this case, we find a p × (p − 1) matrix V with columns orthogonal to the one-vector (1)
to project the data onto Sp−1. V can be practically obtained by finding the first p − 1 right
singular vectors computed from the singular-value decomposition based on any p observations
from Sp⊥1. Let U = XV be the resulting projection of the data matrix. We continue with
U ∈ Sp−1 in place ofX in the above algorithm. Also, the initializing mean directions obtained
in Step 4 are projected back onto Sp⊥1 by using the p× (p−1) matrix V
′. Note that this entire
exercise is possible because the objective function of (1) is invariant to transformation by the
orthogonal matrix V ′.
In simulation experiments reported in the supplementary materials, we note that the above
algorithm outperforms the others in a clear majority of cases for lower dimensions, but perfor-
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mance degrades with higher dimensions. Thus, in order to guard against underperformance,
we supplement the chosen initial values with centers drawn from a hierarchically clustered
solution with Ward’s criterion as well as the best of R random starts. Specifically for the
latter, we choose R sets of K randomly chosen (distinct) observations from X. For each set,
we classify the observations in X into K groups based on their closeness to these K values
and calculate the corresponding value of (1). The set minimizing (1) is our proposed random
start and is compared with the values of (1) obtained at the hierarchically clustered initializer
and at the starting values provided by our multi-staged deterministic algorithm above. The
initializing values which yield the lowest value of (1) is chosen as our starting value for the
algorithm.
Note that the random starts approach as suggested above does not actually run the k-
mean-directions algorithm above for each random start, but evaluates (1) at each combination,
choosing the one that is optimal. This makes exploring a large number of initial values possible.
Indeed, for our experiments in Section 3, we take R = 250. Further, for high-dimensional
datasets such as the text documents introduced in Section 1.1.2, the deterministic portion
of the initializer can be very computationally taxing. In such situations, it may be more
feasible to simply implement only the randomly selected starting directions previously and for
datasets with a smaller number of observations, supplement this with means obtained using
hierarchical clustering with Ward’s linkage, again choosing the set of centers that provides the
minimal value of (1).
2.3 Estimating the Number of Clusters
We have hitherto assumed that the number of clusters, K, is known. As this is rarely
true in practice, we need methods to determine an optimal estimate of K. While there has
been a large body of work in this regard for k-means and other partitional algorithms, there
has been almost no attention paid to this aspect even in the context of spkmeans. We have
experimented with several adaptations of classical partitional algorithms (the Gap statistic,
BIC, modified Marriott’s criterion, etc) for addressing this issue and have experimentally found
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our most promising pick to be an approach relating the largest relative change in the optimized
objective function with an increase in number of clusters. Formally therefore, we look for
the largest relative change in the final objective function at the termination of the k-mean-
directions algorithm when we go from k to k+1 clusters. Thus, denoting Objk as the optimized
(converged) value of (1), we choose Kˆ to be the largest of k ∈ 2, . . .KT − 1 for which
Objk+1
Objk
−
Objk
Objk−1
> ǫ for a pre-specified ǫ, where KT is the pre-specified largest possible number of
clusters. If no difference is greater than ǫ, choose Kˆ = k ∈ 2, . . .KT−1 that maximizes
Objk+1
Objk
−
Objk
Objk−1
. Although there is no universal choice for ǫ for all datasets, a larger value may result
in a more conservative estimate of K, while values that are too small may cause K to be
overestimated. In our experience, for a small to moderate number of dimensions (p), ǫ = 0.8
is conservative enough to prevent K from being overestimated and small enough to prevent K
from being grossly underestimated and as p increases, ǫ should gradually decrease to prevent
overly conservative estimates of K. Alternatively, in some applications, a natural choice of ǫ
may be apparent from the dataset and may provide some insight on the number of clusters.
Additionally, and perhaps different from the classical non-transformed Eucidean-distance case,
in some scenarios it may be necessary to determine if K = 1. This can be done by comparing
Obj1 to “Obj0” which can be thought of the value of the objective function if no clusters are
present (i.e., the observations are uniformly distributed in Sp). In this scenario, one can use
E(Obj0) = 2n to replace Obj0. However, caution needs to be exercised when using this as
in our experience, E(Obj0) tends to be much larger than Obj1 when clusters are located in a
subpace of Sp and a more subjective value of ǫ may be needed to correctly identify K.
The motivation behind the proposal is that as the number of clusters increases, the within-
cluster variation goes down corresponding to an increase in the concentration of observations
around the mean direction in each group. Further, the concentration should sharply increase
when going from K−1 to K clusters, and should increase much more slowly when the number
of clusters goes past the true K. By considering the observations to come from a mixture of
Langevins with common concentration parameter κ, an appropriate way of determining the
largest relative change in the concentration would be to find k ∈ 2, . . .KT − 1 that maximizes
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κk
κk+1
−
κk−1
κk
. Then the maximum likelihood estimate for κ based on the high-concentration
approximation 2κ (n− Σni=1X
′
iµ) ∼: χ
2
n(p−1) (Watson, 1983) is κˆ =
n(p−2)−2
2(n−Σni=1Σkj=1ζijX
′
iµl)
=
n(p−2)−2
Objk
where ζij indicates the classification of observation i in cluster j. Finally, substituting
κˆ and simplifying the previous ratio, we arrive at the proposed method involving only the
objective function (1). We note further that the algorithm is fast and built entirely on the
byproduct – final value of (1) – of the k-mean-directions algorithm. As such it is applicable
to all datasets which can handle the k-mean-directions algorithm. This makes it practical to
use in a large number of situations such as in the gene expressions and document clustering
applications.
In this section therefore, we have proposed a fast and efficient iterative approach to clus-
tering data on a sphere. We have also provided approaches to initializing the algorithm and to
determining the optimal number of clusters. We now study performance of the many aspects
of the suggested algorithms.
3 Experimental Evaluations
The proposed methodology was comprehensively evaluated through a large-scale series
of simulation experiments. For brevity, we only report the overall performance of k-mean-
directions with K estimated using the procedure from Section 2.4 and refer to the supplement
for detailed descriptions on the actual performance of the k-mean-directions algorithm with
K known, and its initialization. Our assessment is presented graphically for two-dimensional
examples, and numerically via the adjusted Rand measure (Ra) of Hubert and Arabie (1985)
for 2, 6 and 10 dimensions. The experimental suite covered a collection of dimensions (p),
number of true clusters (K), clustering difficulty (δ) and number of observations (n).
Our simulation datasets were generated from a equi-proportioned mixture ofK p-dimensional
Langevins with common concentration parameter κ. The difficulty of a clustering problem is
directly impacted by the overlap (or lack of separation) between clusters, so we define a sep-
aration index for the mixture distributions as follows: A equi-proportioned mixture of K
p-dimensional Langevins with common κ is to be δ–separated if for every pair of component
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distributions Lp(µi, κ) and Lp(µj , κ), we have κ
(
1− µ′iµj
)
≥ χ2p−1,δ/2 with equality holding
for at least one pair, where χ2p−1,δ/2 is the (1−δ/2)th quantile of the χ
2–distribution with p−1
degrees of freedom. Note that this defintion of separation has a rough translation that the
maximum expected misclassification of observations between any two groups is δ. Different
choices of δ give rise to different separations between clusters. In our experiments, we chose
δ = 0.05, 0.01 and 0.001 to represent clustering situations with poor, moderate and good sep-
aration, respectively. Additionally, although the algorithm is evaluated based solely on data
lying in Sp, we note that this setup is equivalent to evaluating k-mean-directions for data that
lie in Sp⊥1 for p = 3, 7 and 11 and contend that performance will be nearly identical, given the
lower-dimensional projection into Sp−1 using the V matrix of Section 2.3.
3.1 Illustrative Two-dimensional Experiments
For each of these experiments, K = 6 and n = 500. In all three cases, we correctly esti-
mated K, and we display our clustering results by means of a stacked circular plot (Lund and
Agostinelli, 2007) in Figure 1 for the different levels of δ. Performance is excellent throughout.
The grouping was perfect (Ra = 1.0) for δ = 0.001, had one misclassification (Ra = 0.995)
for δ = 0.01 and seven misclassifications (Ra = 0.935) for δ = 0.05. Thus, there is some
degradation in performance with increasing difficulty of the clustering problem.
3.2 Large-sample Simulation Experiments
We have also conducted a series of large-sample higher-dimensional simulation experi-
ments. Our primary objective for a k-mean-directions algorithm is computational efficiency
and the ability to handle large datasets which would otherwise be difficult to cluster using
mixture modeling or other methods. So we evaluated performance with (p, n, δ) = {2, 6, 10}×
{5, 000, 10, 000, 20, 000} × {0.001, 0.01, 0.05} with K = {3, 6, 12} for p = 2 and 6 and K =
{3, 8, 20} for p = 10. For each case, we generated 25 sets of parameters (cluster mean-directions
and κ) according to the equal-proportioned K-Langevin-mixtures model, as above. In all, ap-
proximately 2,000 simulated datasets were used to assess the performance of k-mean-directions.
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(a) δ = 0.001,Ra = 1.0 (b) δ = 0.01,Ra = 0.995 (c) δ = 0.05,Ra = 0.935
Figure 1 Clustering via k-mean-directions on datasets with K = 6 clus-
ters generated with (a) δ = 0.001, (b) δ = 0.01, and (c) δ = 0.05.
Color and character represent true and identified clusters, respec-
tively.
With unknown K,we set KT to 20 for the two- and six-dimensional experiments and KT = 40
for p = 10. Further, for brevity, we report here only the summarized measures of performance
over these 25 datasets for which K is unknown and also needs to be estimated, referring to the
supplement for performance of k-mean-directions for when K is known, noting only that it is
excellent in all scenarios even when separation of clusters is lower.
Table 3 summarizes the performance of our experiments for different settings and for K
unknown. Note that K is almost always correctly estimated for p = 2 (and hence is not
included in Table 3) as well as when K = 3 for both p = 6 and 10. However, Table 3 also
indicates there is a slight tendency to overestimate K for p = 6 as the number of clusters
increases, which becomes more apparent when p = 10. However, performance is still excellent
in most cases as over-estimating K does not seriously impact the resulting clustering and in
some cases actually leads to an improvement in Ra (as in p = 10 with K = 8, compared with
Table 1 in the supplement). This may be due to the algorithm being better able to properly
identify borders between clusters and then dividing an existing cluster in subgroups as opposed
to potentially missclassifying observations located on the borders of the cluster when forced to
partition the dataset into K groups. In light of this, slightly overestimating K may indeed be
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Table 1 Summary of k-mean-directions with estimated number of clusters
(Kˆ). Each cell contains the median Kˆ (top left), median adjusted
Rand value (Ra; top right), interquartile of Kˆ (bottom left) and
interquarile of Ra (bottom right).
p = 6 p = 10
δ δ
0.001 0.01 0.05 0.001 0.01 0.05
K Kˆ Ra Kˆ Ra Kˆ Ra K Kˆ Ra Kˆ Ra Kˆ Ra
n
=
5,
00
0 3
3 0.998 3 0.996 3 0.992
3
3 1.000 3 1.000 3 1.000
0 0.002 0 0.002 0 0.005 0 0.000 0 0.000 0 0.001
6
6 0.999 6 0.998 6 0.996
8
8 0.993 8 0.991 8 0.994
0 0.001 0 0.002 0 0.002 1 0.044 1 0.049 1 0.009
12
13 0.978 14 0.981 14 0.979
20
26 0.986 25 0.984 24 0.988
1 0.014 2 0.018 3 0.015 4 0.006 5 0.009 4 0.008
n
=
10
,0
00
3
3 0.999 3 0.996 3 0.994
3
3 1.000 3 1.000 3 1.000
0 0.001 0 0.003 0 0.004 0 0.000 0 0.000 0 0.001
6
6 0.999 6 0.999 6 0.997
8
8 0.992 8 0.991 8 0.994
0 0.001 0 0.001 0 0.002 0 0.047 1 0.042 0 0.048
12
14 0.984 14 0.977 14 0.975
20
25 0.990 26 0.987 24 0.986
1 0.017 2 0.017 1 0.016 5 0.008 4 0.007 3 0.009
n
=
20
,0
00
3
3 0.999 3 0.998 3 0.995
3
3 1.000 3 1.000 3 1.000
0 0.000 0 0.002 0 0.003 0 0.000 0 0.000 0 0.000
6
6 0.999 6 0.999 6 0.997
8
8 1.000 8 0.991 8 0.992
0 0.001 0 0.001 1 0.016 0 0.015 1 0.043 1 0.015
12
14 0.985 13 0.976 15 0.971
20
26 0.985 26 0.986 25 0.986
1 0.014 2 0.018 3 0.025 3 0.007 4 0.010 4 0.009
advantageous in properly identifying the bulk of a cluster. Overall, regardless of whether K
is known or not, the results show that the proposed methodology is able to correctly identify
groups very well. Finally, we also note that the size of the datasets did not prove to be a
limitation, showing that the computational efficiency of the k-mean-directions algorithm as
developed comes in handy even in the context of very large datasets.
3.3 Application to Very-high-dimensional Classification Dataset
Our final experiment was in identifying groups of documents in the well-known Classic3
dataset available online from ftp : //ftp.cs.cornell.edu/pub/smart. This dataset is a well-
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Table 2 Confusion matrix for three clusters of Classic3. Columns repre-
sent the abstract origin and rows each represent one of the three
identified clusters.
Cisi Cranfield Medline
Cluster 1 1449 13 11
Cluster 2 8 2 1020
Cluster 3 3 1385 2
known collection of 3,893 abstracts from Cisi (1,460 articles on information retrieval), Cran-
field (1,400 documents on aerodynamics), and Medline (1,055 abstracts on medicine and
related topics) databases consisting of over 24,000 unique words. Classic3 is often used to
evaluate performance of text clustering/classification algorithms because it contains a known
number of fairly well-separated groups (sources of abstracts). After processing the data to
remove words appearing in less than 0.02% or more than 15% of the documents, 3,302 words
remained and the resulting document vectors were each transformed to have unit L2 norm.
This processed dataset was used to evaluate performance of our k-mean-directions algorithm
and our estimation method for the optimal number of clusters in that context. Since the
dataset is severely high-dimensional, we initialized our k-mean-directions algorithm for each
K at the best (in terms of lower value of Equation 1) of the random starts method and hier-
archical clustering with Ward’s criterion for merging clusters. The optimal K was correctly
estimated, using the method of Section 2.4, to be three. As seen in Table 2, the three clusters
had about 99% of the documents correctly classified with only a few from each group being in-
correctly clustered (Ra ≈ 0.966). Additionally, when compared to classifications derived from
the mean-directions algorithm initialized from the true groupings and corresponding mean di-
rections, 99.6% of the documents were correctly clustered (Ra ≈ 0.989). This indicates that
the processed dataset has some minor overlap to its groups and shows that k-mean-directions,
along with our methodology for choosing K, does an excellent job of grouping the documents
when compared to what is ideally possible.
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4 Application to Gene Expression and Text Datasets
4.1 Mitotic Cell Division in Budding Yeast
The yeast cell cycle data Saccharomyces cerevisia (Cho et al., 1998) shows the expression
levels over two cell cycles (or 17 time points) for 6,457 genes. These data contain the complete
characterization of mRNA transcript levels during the mitotic cell division cycle which is
comprised of several cell cycle phases including the phase where division does not occur (early
and late G1, S and G2) as well as where mitotic (M) cell division occurs. Various subsets of this
dataset have been analyzed to find groups of similarly-acting genes in several studies (Yeung
et al., 2001; Banerjee et al., 2005; Dortet-Bernadet andWicker, 2008), but the entire dataset has
itself never been completely analyzed. For example, Tavazoie et al. (1999) and Dortet-Bernadet
and Wicker (2008) only consider the most variable 2,945 genes from 15 time points, while
Yeung et al. (2001) and Banerjee et al. (2005) both separately consider even smaller subsets.
Although each provide reasoning for analyzing only a subset (typically consisting of removing
gene profiles believed to be “uninteresting” or those that have low expression/variability across
all time points) it is unknown if there is any additional insight that would be provided if the
entire set of genes could be analyzed. Our development of the k-mean-directions algorithm
is to make clustering of huge datasets computationally practical and this dataset provides a
natural scenario to apply our methodology.
As is typical in these studies, the original dataset was pre-processed before analysis. We
first transformed each coordinate using quantile normalization (Boldstad et al., 2003) to reduce
the differing variances and skewnesses in the gene profiles across all 17 time-points and then
standardized each transformed gene expression profile to have zero-mean and unit L2-norm. We
then applied the k-mean-directions algorithm initialized using the best of the three strategies
mentioned in Section 2.3 and used our methodology of Section 2.4 for estimating the number
of clusters on the dataset to identify twenty-six groups ranging in size from 178 to 328 profiles.
The (standardized, transformed) cluster mean expression profiles along with one standard error
bars around the means for each of the 17 time-points is summarized in Figure 2. Since the
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results in Yeung et al. (2001) or Banerjee et al. (2005) are not presented in a form which
readily permits comparisons with our groupings, we only compare our results here with those
provided in Dortet-Bernadet and Wicker (2008), which also estimated the same number of
clusters in the reduced dataset using Akaike’s Information Criterion (AIC). To facilitate easy
cross-referencing with that article, we display our identified groups in Figure 2 in the order
which best matches that used by Dortet-Bernadet and Wicker (2008).
Figure 2 shows that the resulting groups share many similarities with the results of Dortet-
Bernadet andWicker (2008) even though the expanded dataset was used. In particular, clusters
numbered 1 - 4 have very similar mean profiles to the “cyclic gene clusters” of Dortet-Bernadet
andWicker (2008). These groups have two apparent yeast cycles in the mean expression profiles
(time points 1 - 9 and 10-17). Clusters numbered 5 - 11 have similar trends to the “stress gene
clusters” of Dortet-Bernadet and Wicker (2008), who name them as such due to the stress put
on the cells from which they must recover. Further, several genes known to be involved in the
cell cycle regulation in the G1 phase (CLN1, CLN2, CLB6, PCL1, NUD1, SWE1 and SWI4)
are all contained in cluster 2. Additionally, cluster 1 contains other genes related to the M
phase cell cycle regulation (CLB1 and CLB2). Similar results hold for the stress gene clusters
as genes identified by Dortet-Bernadet and Wicker (2008) are identified in similar clusters here
as well. Finally, we note that although we estimated the number of clusters to be the same
as Dortet-Bernadet and Wicker (2008), we suspect that K is slightly overestimated as the the
observed δ-separation between clusters numbered 11 and 15 was roughly 0.3 (which indicates
very low separation). However, besides those two clusters, there are only a few others with
moderate overlap of between 0.06 and 0.12 with the remainder being fairly well separated.
In summary, it is apparent that k-mean-directions partitioned the entire dataset into clus-
ters with similar interpretability as those obtained on a smaller dataset by Dortet-Bernadet
and Wicker (2008). While the number and characteristics of groups identified are similar to
those identified on the reduced dataset in that paper, we note that our results have been
obtained using the entire dataset, without eliminating any genes, and the similarity of the
identified clusters with Dortet-Bernadet and Wicker (2008) provides some confidence in our
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Figure 2 Standardized Mean expression profiles (with standard error bars)
of the 26 clusters found in the Yeast cell cycle data.
76
results. Further, by including the additional genes not used in the previous studies, further
information is also provided into the functionality of those genes that have previously not been
included in the cluster analysis.
4.2 Document Clustering
The Joint Statistical Meetings (JSM) is an annual international meeting of statisticians,
held in a large North American city and co-hosted by about half a dozen professional statistical
societies. This is an important event in the calendar for statisticians worldwide, with several
thousand attendees. One of the most popular aspects of JSM is the slate of technical sessions
consisting of oral presentations during which new developments and results on the theory,
methodology and applications of all aspects of statistics is disseminated. In 2008 for instance,
there were 2,107 oral presentations made at the JSM in Denver, Colorado, over four days.
With such a large number of talks, it becomes necessary to have multiple sessions at one time:
indeed, there were up to thirty-five sessions occurring at the same time at the 2008 JSM.
Oral presentations, ideally, should be scheduled in different sessions such that no two
parallel sessions (happening at the same time) should be on the same kinds of topics. This
would be of maximum benefit to attendees who are usually keen on attending presentations on
similar topics of their specific interest and would like related presentations to not take place
in parallel.
Typically each year, presenters submit their abstracts electronically at the beginning of
February in the year of the JSM and request one or more sponsoring sections of the professional
societies for placement of their presentations. The Program Committee is then faced with the
Herculean task of scheduling these presentations, doing so in the best possible manner as
obvious to them. (“Invited” and “topic-contributed sessions” have a bit more structure to
them, being organized around certain topics, but they also face the same issue of effective
scheduling.) Though we have not yet been associated with this committee, we feel that this
is most likely an extremely difficult and perhaps, even a thankless task. Given the highly
interdependent nature of the many aspects of the discipline of statistics, it is inconceivable
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that presentations can be neatly divided to disparate topics, if only done according to the
sponsoring sections.
An alternative approach, which we propose and explore here is to use the text of the
abstracts submitted by the presenters and to group them into as many clusters as the data
may support. These clusters can then form the basis of parallel sessions. We study the potential
for this automated approach using the methodology developed in this paper on the abstracts
of the oral presentations at the 2008 JSM.
The collection of 2,107 abstracts consisting of 11,557 unique words forms our dataset.
Words of very low and high frequencies were defined to be those appearing in less than four or
more than 316 (about 15%) abstracts, respectively, and were removed from the lexicon using
the MC toolkit of Dhillon and Modha (2001), resulting in 3,762 remaining words. (Thus the
dataset is 3,762-dimensional.) To emphasize words with low overall collection frequency, the
commonly used term frequency-inverse weighting was used where the frequency of the jth term
(j = 1, . . . , 3, 762) in each document dij was weighted by log(2, 107/dj), where dj is the number
of documents which contain the jth word. Each document vector was then normalized to be of
unit length. The methodology from Section 2 was applied to the data initialized using the best
of 1,000 random starts. The result was a total of 55 optimal clusters of presentations, ranging
in size from 26 to 56 documents. The observed δ-separation was essentially zero indicating
well separated clusters. However, we stress caution when interpreting this value as it may be
somewhat misleading given the extremely high dimensionality of the dataset.
Figure 3 summarizes the cluster means of the five words with the highest weighted mean
for each cluster. In all, there are 242 unique top-five words (each represented by a column in
Figure 3) amongst the identified clusters with fifty-one of the top words being unique, while
fifty-three of the second words differ from the top words. For the third through fifth top words,
there are 50, 43 and 45 unique words respectively. Thus, each cell in Figure 3 represents the
weighted mean for one of the 242 words for a single cluster. The words are ordered such
that the most frequent words in each cluster not already appearing in the display are grouped
together and clusters are ordered according to their cardinality. From this, it is clear that
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SNPs Data (46)
Bootstrap (46)
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Cancer Studies (43)
Designing Clinical Trials (43)
Gene Expressions (43)
Linear Models (42)
Markov Chain Monte Carlo (42)
Cancer Studies (42)
Generalized Estimating Equations (41)
Online Education (41)
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Pharmaceutical Clinical Trials (40)
National Household Survey (40)
Climate Statistics (39)
Statistical Consulting (39)
Regression Analysis (39)
Health Surveys − NHIS (39)
Regression Methodology (38)
Bayesian Anaysis (38)
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High Dimensions (38)
Long−memory Processes (38)
Estimation in Survival Analysis (38)
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Imaging Biomarkers (34)
Mixture Distributions (34)
Spatial Processes & Applications (34)
Multiple Testing (33)
Discrete Data (33)
Biopharmaceutical Statistics (33)
Secondary Education (32)
Polling & Voting (31)
Statistics & Demography (30)
Baysian Spatial Statistics (30)
Sports Applications (29)
Bayesian Additive Regression Trees (29)
Applied Stochastic Processes (29)
Financial Statistics (27)
Economics Applications (26)
Mortality Studies (26)
0.44
0.25
0.11
0.03
0.00
Figure 3 Means of the top five words for each of the 55 clusters in the
2008 JSM abstracts. Cluster labels (rows) identify the subject of
the cluster with the number of abstracts in each cluster provided
in parentheses. Each of the 242 terms are represented in the
columns.
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the most of the groups were quite distinct as the “off-diagonal” cells in the plot displays very
low intensities. Indeed, many of the clusters can be described by their top words. Using the
frequency of occurrence of the top several words for each cluster, we were able to fairly uniquely
identify each group of presentations. These identified groups of presentations, along with their
cardinality, are represented in Figure 3.
Note that the groups identified very neatly fall into diverse sub-topics. The largest group
of presentations have to do with the analysis of clinical trials, followed by those on variable
selection, hypothesis testing, introductory statistics education, missing data and NHANES-
related health surveys. At the other end, the smallest group of oral presentations was related
to mortality studies, applications to economics and followed by financial statistics, applied
stochastic processes, Bayesian Additive Regression Trees, Statistics in Sports and so on. A
slightly more in-depth look at the top words in each cluster is available in the supplementary
materials, but we note that the resulting groups of presentations are both fairly distincts and
interpretable.
The fifty-five clusters presented above indicate that there can be at the most fifty-five
sessions in parallel for maximum benefit to attendees. The presentations in each group could
themselves be further grouped and made into more targeted serially-running sessions, taking
care to ensure that these sub-grouped sessions never run in parallel with presentations in the
other sub-categories of the same group. Further, note that our suggested finding of at most
fifty-five concurrent sessions is many more than the up to thirty-five parallel sessions held in
2008, and suggests that the Meetings itself could have been shortened a little in duration to
save costs for both organizing societies and attendees.
5 Discussion
The main contribution of this paper is the development of a modification of the k-means
algorithm of Hartigan and Wong (1979) for data constrained to lie on the circumference of a
sphere. The suggested modified methodology maintains the frugality in computations that is
the hallmark of its Hartigan and Wong (1979) k-means cousin and is able to take very large,
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severely high-dimensional datasets in its stride. Our algorithm is also an iterative scheme which
requires initialization, for which we provide both a deterministic and a stochastic approach,
and recommend proceeding with the solution that is best as the candidate initializers. We also
provide a criterion for estimating the number of clusters that is based on the largest relative
change in the locally optimized objective function. While ISO/ANSI compliant C software
implementing k-mean directions and R code for all simulation datasets used in this paper are
available upon request, an R package is under development for public release. Further, while
the methodology was developed in the context of k-mean-directions, both the initialization
procedure and the criterion for estimating the number of clusters are general enough to extend
to other clustering algorithms for directional data. Result on the simulated datasets are very
promising. We have applied our methodology to analyze microarray gene expression data on
the cell cycle of yeast as well as the collection of abstracts from the 2008 Joint Statistical
Meetings. In the first, the goal was to compare results based on the entire dataset to those
obtained in previous studies based on only a subset of the data. The resulting groups were
very similar in interpretability to those of Dortet-Bernadet and Wicker (2008) but provide
additional information on the yeast cell division process as the entire set of genes could be
used in the analysis. The results arrived at in the JSM abstracts dataset consist of numerous
interpretable groups that may provide help with the issue of assigning presentations to sessions
at the conference.
A few points remain to be addressed. The first is to modify the algorithm to account for
noise or scattered observations. One suggestion would be to develop an algorithm similar to
the k-clips algorithm of Maitra and Ramler (2008) that accounts for such observations and
is still computationally feasible. Certain aspects of the algorithm may be readily adapted,
but determining how the algorithm defines scatter would need consideration. Another issue
lies in clustering massive directional datasets; in this scenario, it may be possible to modify
the multi-stage clustering approach of Maitra (2001). Thus while the methodology developed
in this paper is an important tool contributing to clustering spherically constrained datasets,
further issues remain that require additional attention.
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SUPPLEMENT TO “A K-MEAN-DIRECTIONS ALGORITHM FOR
FAST CLUSTERING OF DATA ON THE SPHERE”
A paper submitted to the Journal of Computational and Graphical Statistics
Ranjan Maitra and Ivan P. Ramler
1 Additional Experimental Evaluations
The k-mean-directions algorithm developed in the paper consists of the algorithm it-
self, initialization and determining the number of clusters (K). In Section 3 of the pa-
per, we evaluated all three aspects together. Here we focus on the algorithm with ini-
tializer for K known as well as each portion of the initialization procedure. The experi-
mental suite is the same as described in the paper: 25 repetitions for each of (p, n, δ) =
{2, 6, 10} × {5, 000, 10, 000, 20, 000} × {0.001, 0.01, 0.05} with K = {3, 6, 12} for p = 2 and 6
and K = {3, 8, 20} for p = 10.
1.1 Evaluating k-mean-directions with the initializer and K known
Table 1 summarizes the performance of k-mean-directions with its initializer when K is
known. Performance is excellent throughout and the algorithm perfectly classifies the observa-
tions in many situations. This is especially apparent for small to moderate number of clusters
as even when not perfect, the derived groupings are nearly perfect in most cases.
1.2 Evaluating the each portion of the initialization algorithm
The initialization method described in Section 2.2 of the paper consisted of two major
parts, the modification to the deterministic initializer of Maitra (2007) and the best of multiple
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Table 1 Summary of k-mean-directions with number of clusters given as
known. Each cell contains the median adjusted Rand value (top)
and interquartile of the adjusted Rand values (bottom).
p = 3 p = 7 p = 11
δ δ δ
K 0.001 0.01 0.05 K 0.001 0.01 0.05 K 0.001 0.01 0.05
n
=
5,
00
0
3 0.999 0.982 0.951 3 0.998 0.996 0.992 3 1.000 1.000 1.000
0.001 0.007 0.023 0.002 0.002 0.004 0.000 0.000 0.001
6 1.000 0.995 0.990 6 0.999 0.998 0.997 8 1.000 1.000 0.955
0.000 0.002 0.005 0.001 0.002 0.002 0.049 0.047 0.049
12 1.000 0.999 0.998 12 0.977 0.973 0.962 20 0.976 0.977 0.976
0.000 0.000 0.001 0.018 0.020 0.019 0.003 0.008 0.008
n
=
10
,0
00
3 0.999 0.982 0.954 3 0.999 0.996 0.995 3 1.000 1.000 1.000
0.000 0.004 0.010 0.001 0.003 0.004 0.000 0.000 0.001
6 1.000 0.996 0.991 6 0.999 0.999 0.997 8 1.000 1.000 1.000
0.000 0.001 0.003 0.001 0.001 0.002 0.047 0.049 0.049
12 1.000 0.999 0.998 12 0.974 0.973 0.962 20 0.978 0.977 0.977
0.000 0.000 0.000 0.020 0.018 0.020 0.008 0.010 0.007
n
=
20
,0
00
3 0.999 0.981 0.957 3 0.999 0.998 0.995 3 1.000 1.000 1.000
0.000 0.003 0.008 0.000 0.001 0.003 0.000 0.000 0.000
6 1.000 0.996 0.991 6 0.999 0.999 0.997 8 1.000 1.000 0.959
0.000 0.000 0.001 0.001 0.001 0.053 0.050 0.049 0.051
12 1.000 0.999 0.998 12 0.976 0.972 0.975 20 0.979 0.981 0.977
0.000 0.000 0.001 0.017 0.019 0.014 0.008 0.008 0.008
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random starts. Here we separately evaluate each portion of the initialization for knownK using
classifications obtained from the initial centers to calculate the adjusted Rand measure (Ra)
relative to the true group identities for each dataset.
Table 2 summarizes the performance of the deterministic initializer for the twenty-five
replicates of each scenario of the experiment. Overall, performance is quite good. In particular,
for p = 2, the Ra based on the initial classifications are nearly identical to those reported in
Table 1. However, as the number of dimensions increases, performance starts to degrade. One
possible explanation for this is the difficulty in the “unrolling” of the polar coordinate matrix
(step 3 in Section 2.2) for higher dimensions. It may very well be that for higher dimensions,
this will tend to break apart actual clusters, putting them on opposite ends of the range.
Additionally, as cluster separation decreases, there is a slight downward trend in performance.
The performance of the best of 250 random starts is summarized in Table 3. Once again,
overall performance is quite good. The results stay fairly consistent across both p and n and
show only a slight downward trend as cluster separation decreases. The most notable trend
is that as the number of clusters increases, performance decreases. This may imply that as
K increases, more random starts should be evaluated to increase the chance that the initial
centers will have good representatives from each of the clusters.
In summary, while both the deterministic initializer and best of multiple random starts
exhibit good performance, it appears that for low dimensions, the deterministic portion is the
better choice while as p increases the random starts becomes better. In light of these results,
a few suggestions not implemented here, that may improve initialization, would be to run
k-mean directions completely through based on the initial centers for both methods choosing
the results that have the lowest value of the objective function (Equation 1 in Section 2 of the
paper). Additionally, as mentioned earlier, for larger K the number of random starts evaluated
should be increased to find good initial centers. This then may imply that to save computing
time when K is large, for small K fewer random starts would be sufficient.
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Table 2 Summary of the deterministic portion of the initialization method
with number of clusters given as known. Each cell contains the
median adjusted Rand value (top) and interquartile of the adjusted
Rand values (bottom).
p = 2 p = 6 p = 10
δ δ δ
K 0.001 0.01 0.05 K 0.001 0.01 0.05 K 0.001 0.01 0.05
n
=
5,
00
0
3 0.999 0.980 0.952 3 0.960 0.925 0.930 3 0.931 0.936 0.933
0.001 0.005 0.018 0.073 0.104 0.115 0.056 0.042 0.051
6 0.997 0.996 0.990 6 0.883 0.838 0.833 8 0.865 0.865 0.878
0.003 0.002 0.004 0.066 0.104 0.134 0.136 0.150 0.121
12 0.998 0.999 0.998 12 0.912 0.876 0.858 20 0.887 0.881 0.853
0.002 0.000 0.001 0.108 0.072 0.099 0.100 0.100 0.100
n
=
10
,0
00
3 0.999 0.981 0.956 3 0.952 0.958 0.921 3 0.888 0.927 0.854
0.003 0.006 0.005 0.122 0.116 0.065 0.121 0.145 0.063
6 0.997 0.996 0.991 6 0.870 0.878 0.843 8 0.866 0.887 0.830
0.002 0.002 0.003 0.115 0.079 0.074 0.121 0.094 0.104
12 0.997 0.999 0.998 12 0.902 0.861 0.880 20 0.886 0.858 0.867
0.002 0.001 0.003 0.079 0.110 0.080 0.083 0.137 0.113
n
=
20
,0
00
3 0.998 0.981 0.957 3 0.956 0.961 0.919 3 0.944 0.930 0.949
0.002 0.001 0.004 0.075 0.066 0.075 0.043 0.143 0.059
6 0.997 0.996 0.991 6 0.879 0.866 0.879 8 0.903 0.901 0.905
0.002 0.003 0.001 0.070 0.115 0.124 0.098 0.100 0.071
12 0.998 0.999 0.998 12 0.911 0.881 0.894 20 0.896 0.892 0.902
0.002 0.001 0.002 0.053 0.086 0.110 0.051 0.103 0.053
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Table 3 Summary of the initialization method using the best of 250 random
starts with number of clusters given as known. Each cell contains
the median adjusted Rand value (top) and interquartile of the
adjusted Rand values (bottom).
p = 2 p = 6 p = 10
δ δ δ
K 0.001 0.01 0.05 K 0.001 0.01 0.05 K 0.001 0.01 0.05
n
=
5,
00
0
3 0.991 0.970 0.940 3 0.994 0.989 0.978 3 0.991 0.994 0.994
0.008 0.007 0.018 0.010 0.011 0.011 0.010 0.007 0.009
6 0.980 0.979 0.970 6 0.982 0.982 0.976 8 0.969 0.970 0.964
0.009 0.014 0.017 0.015 0.010 0.010 0.034 0.034 0.034
12 0.939 0.951 0.944 12 0.946 0.939 0.944 20 0.934 0.936 0.952
0.029 0.014 0.030 0.025 0.022 0.027 0.039 0.045 0.054
n
=
10
,0
00
3 0.993 0.970 0.946 3 0.992 0.990 0.984 3 0.992 0.991 0.994
0.008 0.007 0.012 0.009 0.008 0.005 0.010 0.006 0.005
6 0.984 0.978 0.966 6 0.986 0.982 0.981 8 0.957 0.971 0.964
0.010 0.016 0.017 0.012 0.018 0.015 0.027 0.037 0.039
12 0.948 0.946 0.945 12 0.942 0.953 0.939 20 0.933 0.941 0.946
0.029 0.035 0.027 0.020 0.024 0.020 0.034 0.046 0.026
n
=
20
,0
00
3 0.989 0.969 0.943 3 0.989 0.986 0.982 3 0.991 0.992 0.989
0.007 0.007 0.010 0.005 0.009 0.007 0.007 0.007 0.009
6 0.980 0.978 0.975 6 0.985 0.984 0.976 8 0.958 0.965 0.952
0.016 0.011 0.015 0.013 0.014 0.020 0.035 0.024 0.030
12 0.948 0.949 0.934 12 0.949 0.946 0.939 20 0.924 0.929 0.931
0.029 0.022 0.024 0.024 0.019 0.019 0.030 0.031 0.040
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2 2008 Joint Statistical Meetings Abstracts
The top seven words along with brief descriptions and cardinality of each of the 55 clusters
found in the 2,107 abstracts of talks presented at the 2008 Joint Statistical Meetings are
provided in Tables 4 and 5. The dataset is more thoroughly examined in Section 4.2 of the
paper.
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Table 4 Top seven words for the first twenty-eight of the fifty-five clusters
in the 2008 Joint Statistical Meetings abstracts. The first column
provides a rough interpretation of the cluster subject with the
cardinality of the cluster given in parentheses.
Analysis of Clinical Trials (56) treatment effect trial intervention clinical randomized placebo
Variable Selection (51) selection variable variables regression procedure predictors lasso
Hypothesis Testing (50) tests test null hypothesis hypotheses testing distribution
Introductory Statistical Education (49) statistics students courses statisticians teaching learning online
Missing Data (49) missing imputation longitudinal information covariates values multiple
Health Surveys - NHANES (48) survey surveys nonresponse bias nhanes health response
SNPs Data (46) snps genetic association snp genome markers disease
Bootstrap (46) estimators estimator bootstrap robust regression estimation parameters
Experimental Design (45) designs design criterion criteria choice optimal dose
Spatial Statistics (45) spatial clustering temporal dependence spatio climate kernel
Cancer Studies (43) risk risks recurrent exposure metrics cancer service
Designing Clinical Trials (43) trials sequential power clinical size interim adaptive
Gene Expressions (43) gene expression association genes genetic interaction interactions
Linear Models (42) nonparametric function parametric regression test anova likelihood
Markov Chain Monte Carlo (42) sampling markov hiv chain population algorithm scheme
Cancer Studies (42) patients cure cancer survival groups misclassification treatment
Generalized Estimating Equations (41) covariance matrix interval gee variance symbolic estimator
Online Education (41) students student learning literacy program statistics education
Reliability & Stat. Quality Control (40) distributions distribution discrete weibull moments parameters random
Pharmaceutical Clinical Trials (40) risk clinical cox trial safety drug event
National Household Survey (40) survey frame weights sampling surveys households nonresponse
Climate Statistics (39) error climate type research measurement issues classical
Statistical Consulting (39) consulting training center service collaborative collaboration graduate
Regression Analysis (39) regression estimate polynomial quantile local kernel asymptotic
Health Surveys - NHIS (39) health panel nhis survey meps income national
Regression Methodology (38) coefficient varying response protein predictor predictors estimation
Bayesian Analysis (38) effects random prior inference bayesian fixed distribution
Nonparametric Statistics (38) nonlinear parametric semiparametric estimator response linear responses
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Table 5 Top seven words for the last twenty-seven of the fifty-five clusters in the 2008
Joint Statistical Meetings abstracts. The first column provides a rough interpre-
tation of the cluster subject with the cardinality of the cluster given in paren-
theses.
Time Series (38) series stationary noise spectral domain innovations matrix
High Dimensions (38) dimensional problems chain independence high distribution markov
Long-memory Processes (38) memory order ensemble sizes assimilation asymptotic confidence
Estimation in Survival Analysis (38) limits prediction intervals confidence tolerance distribution survival
Business Surveys (38) respondents users survey mode statistics internet business
Undergraduate Research (37) students projects statistics project research statistician topics
Engineering Statistics (37) curve calibration roc curves predictions censored randomization
Census Studies (36) census acs form bureau county unit estimates
Microarrays (35) genes microarray expressed fdr differentially gene expression
Demographic Surveys (35) estimates direct insurance census survey level population
Dimension Reduction (35) reduction dimension weight loss plots subspace space
Imaging Biomarkers (34) biomarker imaging biomarkers search clinical drug specificity
Mixture Distributions (34) mixture mixtures gamma chemical gaussian distributions poisson
Spatial Processes & Applications (34) patterns point geographic network social process change
Multiple Testing (33) adjustment testing multiplicity superiority text procedure test
Discrete Data (33) count poisson logit counts fit binary inflated
Biopharmaceutical Statistics (33) charts recovery control contamination drug monitoring blood
Secondary Education (32) school dropout students student schools graduation university
Polling & Voting (31) system election polls voters candidate elections audit
Statistics & Demography (30) ratio national matter health segments node aspect
Baysian Spatial Statistics (30) spatial mcmc traffic glm parameter dispersion regularity
Sports Applications (29) players series games game forecasting round placement
Bayesian Additive Regression Trees (29) subgroup home bart specific haplotype analyses multiple
Applied Stochastic Processes (29) experiments actual outcome measurements vaccination scientific categories
Financial Statistics (27) frequencies visual extreme economic frequency arima bank
Economics Applications (26) monthly gdp sales prices algorithm quarterly volume
Mortality Studies (26) mortality deaths influenza epidemic death infant disease
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ACCOUNTING FOR NOISY OBSERVATIONS IN CLUSTERING
DIRECTIONAL DATA
A paper submitted to the Journal of Machine Learning Research
Ivan P. Ramler and Ranjan Maitra
Abstract
Measurements in the form of observations on the surface of a sphere requires a whole
new approach to statistical analysis. Clustering of such datasets is no exception. This paper
presents a new algorithm for efficient clustering of large directional datasets in the presence
of stray (or scattered or noisy) measurements. Our algorithm is similar in spirit to the k-clips
algorithm and proceeds by iteratively building regions of concentration around the cluster cen-
ters, grouping the points within each individual region of concentration and identifying those
outside as scatter. In the absence of scatter, the algorithm reduces to k-mean-directions. The
method is readily extended to mean-zero-unit-variance standardized data that may arise in
applications such as time-course expression microarray data where the objective is to cluster
these sequences using the correlation metric. We also provide methodology to initialize the
algorithm as well as estimate the optimal number of clusters in the dataset. The algorithm is
extensively evaluated through a series of simulated datasets where it exhibits excellent perfor-
mance even for large amounts of scatter. Finally, the methodology is applied to the analysis
of the diurnal starch cycle of the Arabidopsis plant.
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1 Introduction
Directional statistics is a subdiscipline of statistics concerned with observations that lie on
the p-dimensional unit sphere (Sp). Due to the inherent constraints of directional data, many
of the typical summary statistics usually used for linear data (eg., sample mean and variance)
as well as many of the popular distributions (eg., Gaussian) are no longer appropriate for
analyzing these data and directional analogs to these have been developed. We refer readers
to Mardia and Jupp (2000) for a more in-depth look at many common methods and approaches
to the theory and applications of directional statistics. They are also known as spherical data
(circular data in two dimensions) and arise in fields of study such as biology (Batschelet, 1981),
geology (Peel et al., 2001), physics (Bowers et al., 2000) and bioinformatics (Boomsma et al.,
2008; Hamelryck et al., 2006). We note that in many of these applications, the raw observations
themselves may not have been directional per se, but pre-processing have transformed them
into a form in which directional statistics play an useful role. Such an application can be
found in the context of clustering time-course gene expression data in the presence of noisy or
scattered observations, a specific instance of which we illustrate next.
1.1 Application to Microarry Gene Expression Time Series Data
Gene expression is the transcription of deoxy-ribonucleic acid (DNA) into messenger ri-
bonucleic acid (mRNA) which are used to produce proteins in living organisms and can be
measured by the amount of activity or expression level in a gene. Associated with these expres-
sions is the process of gene expression profiling or the ways in which expression levels of many
genes are measured at any time-point. These profiles are used in many microarray studies
to provide greater understanding of how cells respond to changes in their environment. We
refer to the website of the National Institute of Health’s National Center for Biotechnology
Information at http : //www.ncbi.nlm.nih.gov for more information.
A commonly used approach to provide insight into the functionality of genes is to determine
groups that comprise similar expression levels or patterns. This is done by using the Pearson
correlation coefficient between two genes as a measure of similarity (Eisen et al., 1998). In this
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scenario, it is common practice to standardize each gene to have mean zero and unit L2–norm.
As a result of the standardization, grouping together genes that are strongly correlated with
each other is equivalent to clustering their mean-zero-unit-variance standardized versions on
the basis of Euclidean distance. Thus, the problem essentially reduces to a directional data
problem as the standardized observations lie on the surface of a unit sphere and are orthogonal
to the unit vector. A common and effective practice to group similar genes is to use tech-
niques from the field of cluster analysis (Eisen et al., 1998). However, the process of grouping
similarly expressed genes is further complicated as, in many microarray datasets, many genes
are typically believed to be unrelated to the biological process that is being investigated. It
is common for these genes to have very low expressions and have little correlation with other
groups of genes and as a result of the mean-zero-unit-norm standardization, will be scattered
throughout the surface of the constrained sphere. Thus, these “scattered genes” should not
be assigned to any of the identified clusters as the resulting groups can become contaminated
with these genes. Currently, many approaches attempt to eliminate such genes before cluster-
ing by removing the least variable genes (Tavazoie et al., 1999) or controlling for the expected
false discovery rate (FDR) by only considering the most significantly active genes in the analy-
sis (Benjamini and Hochberg, 1995; Allison et al., 2002; Storey and Tibshirani, 2003; Nettleton
et al., 2006). However, in either case the cutoff used to eliminate such genes is typically chosen
subjectively and may eliminate genes that may yet be of scientific interest. We present and
analyze such an example in Section 4.
1.2 Brief Review of Cluster Analysis
There is substantial statistical literature on the issue of finding homogeneous groups or
patterns in data (Everitt et al., 2001; Fraley and Raftery, 2002; Hartigan, 1985; Kaufman and
Rousseuw, 1990; Kettenring, 2006; Murtagh, 1985; Ramey, 1985). Many procedures, such as
k-means (MacQueen, 1967; Hartigan and Wong, 1979), k-medoids (Kaufman and Rousseuw,
1990) or mixture modeling via the EM algorithm (Celeux and Govaert, 1995; Fraley and
Raftery, 1998, 2002) attempt to partition a dataset into a given number of distinct groups
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(K) in an optimal fashion by minimize some objective function which is some appropriate
measure of distortion. Many of these partitioning procedures are based on Euclidean distances
and designed to be most effective when the observations come from IRp. In particular, when
clustering data constrained to lie on the surface of the p-dimensional unit sphere, many al-
gorithms are inappropriate unless they are able to enforce the same directional constraints.
This issue has recently been addressed by some authors (Banerjee et al., 2005; DeSmet et al.,
2002; Dhillon and Modha, 2001; Dortet-Bernadet and Wicker, 2008; Heyer et al., 1999; Maitra
and Ramler, 2008b) who have formulated new clustering approaches specifically designed for
directional data.
A common feature of many of these popular partitioning algorithms, including those in the
directional domain, is that all observations are classified into some group or the other. This
includes points that are really stray observations that are unlike any others in the dataset;
which may then lead to poor results such as corrupted group summaries and conclusions. Tseng
and Wong (2005) further discuss the implications when clustering algorithms group these
scatter points with other observations, and provide several examples illustrating their poor
performance. Both Tseng andWong (2005) and Maitra and Ramler (2008a) provide algorithms
which account for clustering datasets in the presence of scatter.
In the context of directional data, there are very few clustering algorithms (DeSmet et al.,
2002; Dortet-Bernadet and Wicker, 2008; Heyer et al., 1999) that account for these stray ob-
servations in datasets. The quality-based clustering of Heyer et al. (1999) and the adaptive
quality-based clustering of DeSmet et al. (2002) are specifically designed to cluster gene ex-
pression profiles using zero-mean-unit-variance data and iteratively find cluster cores up to
a terminating criterion, where they both then classify any remaining observations as scatter.
Due to the iterative approach of finding clusters, the algorithms are not designed to partition
a dataset into a set number of groups, which may be an issue in some applications. Dortet-
Bernadet and Wicker (2008) consider the model-based approach using EM on a mixture of
inverse stereographic projections of multivariate normal distributions with a uniform compo-
nent for scatter. Unfortunately, due to the parametric assumptions of the model, their EM
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algorithm can be extremely slow and difficult to apply to larger datasets. A possible approach
to avoid this is to apply the EM algorithm to the less complex mixture of Langevin distri-
butions used by Banerjee et al. (2005) and add a uniform component for scatter. Even then,
the EM-algorithm is reputed to be very slow, and efficient alternatives are needed. This is
especially true in the case of applications such as clustering of time-course gene expression
data which typically have tens of thousands of genes that need to be clustered in the presence
of scatter. Thus, it may be beneficial to adapt existing computationally efficient algorithms
that incorporate scatter to properly address directional data. In particular, we propose extend
and adapt the k-clips algorithm of Maitra and Ramler (2008a) to directional datasets.
1.3 Related Work
The k-clips algorithm (Maitra and Ramler, 2008a) employs a k-means type algorithm for
clustering in the presence of scatter. Under assumptions of homogeneous spherical clusters (in
IRp), the algorithm iteratively builds cores around the centers of each cluster, where it groups
similar points together within each core and identifies those outside as scatter. The dense
portions of the cores are approximated using Gaussian densities and a robust estimate of within-
cluster standard deviation that gives little weight to scattered observations. As the procedure
is an iterative algorithm in need of initial starting centers, they use a modification of the multi-
stage deterministic initializer of Maitra (2007) that finds a large number of local modes thought
to be contained within clusters and chooses the K most widely separate representatives as the
initial centers. Further, when the number of clusters was considered unknown, they used a
criterion similar to that of Marriott (1971) modified to properly weight scatter.
Although this algorithm was shown to exhibit excellent performance for elliptically sym-
metric clusters and was often robust to situations where clusters were not spherical, it struggled
to properly identify clusters for circular data. This was particularly evident when the number
of clusters was unknown and needed to be estimated. Thus, although the algorithm properly
handles scattered observations, it is clear that the k-clips algorithm needs to be modified to
handle directional datasets.
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In this paper, we propose a modification of the k-mean-directions (Maitra and Ramler,
2008b) algorithm for clustering directional data in the presence of scatter (abbreviated as
kd-clips) that is similar in spirit to k-clips (Maitra and Ramler, 2008a). Section 2 develops
an iterative methodology with an approach for initialization and a method for estimating the
number of clusters (K). The procedure is extensively evaluated through simulation experiments
in Section 3 for varying dimensions, amount of scatter and cluster separation. A gene expression
time series datasets of the diurnal starch cycle of Arabidopsis L. Heynth plants is analyzed in
Section 4. The paper concludes with some discussion.
2 Methodology
2.1 Setup and Preliminaries
2.1.0.1 Model Formulation. Let X1,X2, . . . ,Xn be p-variate observations from
Sp = {x ∈ IRp : x′x = 1}, with Xi following the distribution given by
g(x) =
K∑
k=1
ζi,kf(x;µk, κk) +
ζi,K+1
A
. (1)
In this setup, A = Γ((p+1)/2)/2π(p+1)/2 is the surface area of Sp, κk > 0 is a scale parameter,
f(y) is a p-variate density function, and ζik is the binary (unknown) class indicator of the ith
observation and which for each observation i, is one for exactly one of the k = 1, 2, . . . ,K+1 and
zero for the rest. Note that at this point, we make no distinction between the cases for which
the observations are in Sp or in Sp⊥1 = {x ∈ S
p : x′1 = 0}. The above provides a statistical
setting to state that Xi comes from one of the K homogeneous groups (i.e. clusters) or from
the (K + 1)th group of uniformly-distributed scatter. Our goal is to classify observations into
groups and scatter (i.e., estimate the ζik’s), estimate the means, µk, cluster concentrations,
κk , the proportion of scatter (ς) and to estimate K when it is unknown.
2.1.0.2 Estimation of κ. Let Y 1, . . . ,Y n be independent, identically distributed ob-
servations from a p-variate Langevin density given by
Lp(y;µ, κ) = c
−1
p (κ) exp {κy
′µ}
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where µ ∈ Sp is the mean direction of the distribution, κ is the concentration parameter, cp(κ)
is the normalization constant given by
cp(κ) =
κp/2−1
(2π)p/2Ip/2−1(κ)
when Y i’s are in S
p and where Iν(·) denotes the modified Bessel function of the first kind and
order ν. (Note that cp(κ) is appropriately modified when Y i’s are in S
p
⊥1.) Then following the
high-concentration approximation: 2κ (1− Y ′iµ) ∼: χ
2
(p−1) (Watson, 1983; Mardia and Jupp,
2000), the quantile-based estimate of κ is
κˆq =
χ2p−1 (q)
2dq
(2)
where, for 0 < q < 1, χ2p−1 (q) is the qth quantile of the χ
2-distribution with p − 1 degrees of
freedom and dq is the qth quantile of (1−Y
′
iµ), i = 1, . . . , n. Further, it follows from Cra´mer
(1951) and the delta method that
κˆq∼˙N
(
κ,
κ2q(1− q)
n{χ2p−1 (q)}
2{f(χ2p−1 (q))}
2
)
. (3)
Note that for q = 0.5 (the median) this is equivalent to Ko’s (1992) robust estimator for κ.
Similarly, for Y i ∈ S
p
⊥1, the estimation and properties of κˆq can be appropriately adjusted by
replacing p− 1 with p− 2.
Now, consider the scenario where Y i, i = 1, . . . , n, comes from a mixture distribution
g(y) = (1− ς)f(y;µ, κ)+ ς 1A where f(·;µ, κ) is a p-variate Langevin density,
1
A is the uniform
density on Sp and ς is the probability of scatter. It is clear that as ς increases, κˆq will be
downward biased and it is necessary to use the scatter adjusted quantile estimate,
κˆsq =
χ2p−1 (q)
2dq(1−ς)
(4)
which appropriately adjusts the observed quantile of (1 − y′iµ) to represent the qth quan-
tile associated with the Langevin portion of the mixture. However, in practice (as used in
Section 2.2), a more appropriate estimate would be
κˆsq(α) =
χ2p−1 (q)
2dq(1−ς)/(1−α)
(5)
where 0 ≤ α < 1 is a parameter described in Section 2.2 used to help determine whether an
observation is classified as scatter.
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2.2 kd-clips: A modified k-clips algorithm for directional data
We return to the setup defined in (1). Note that the spherical constraints in the datasets
mean that the k-clips is not appropriate to use. To that end, we design the kd-clips algorithm
which shares the same goal as k-clips but is specific for directional data. Thus, we propose
a strategy for given K, initializing cluster mean-directions {µk; k = 1, . . . ,K} and initializing
estimates of the proportion of scatter in each cluster (ςk). The objective of our suggested
algorithm, like k-clips, is to build K p-dimensional cores or regions of concentration around
each of the K mean directions representing the dense parts of the dataset with the remaining
portion nominated to belong to the domain of the scatter. Observations that lie inside a
core are assigned to the corresponding cluster, those outside as scatter, after which the cluster
centers, cores and ς’s are updated. The procedure is iterated until convergence. Specific details
of the algorithm follow.
1. Constructing the cores for each homogeneous group. Assign Xi for each i = 1, 2, . . . , n
to cluster k = argmin1≤j≤K ‖ Xi − µj ‖ and rename this Xi as Xi(k). Next, we
need to obtain a robust estimate of the concentration of the cluster cores. As the
robust biweight estimator of the standard deviation (Hoaglin et al., 2000) used in k-
clips is not directly applicable in this scenario, we instead use the scatter-adjusted
median estimate, κˆs.5,k(α), developed in Section 2.1. Also, the Gaussian framework
used by k-clips to approximate the densities of the cores is also inappropriate for di-
rectional data, so we approximate the densest 100(1 − α)% of the clusters using the
high-concentration approximation for Langevin distributions (Watson, 1983). Thus, we
create K p-dimensional cores on the surface of Sp, each centered at the current µk’s
and with radius
√
χ2p−1(1− α)/(2κˆs.5,k(α)), if Xi ∈ S
p or
√
χ2p−2(1− α)/(2κˆs.5,k(α)) if
Xi ∈ S
p
⊥1 where 0 < α < 1. We next assign observations lying outside all cores to be
scatter, while all others are assigned to the clusters whose mean-directions are closest to
them.
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2. Updates. As in k-clips, we next update the model parameters by excluding the ob-
servations considered to be scatter. To do so efficiently, we use the k-mean-directions
algorithm of Maitra and Ramler (2008b) to update the mean directions µk, k = 1, . . . ,K.
Additionally, update ςk to be the proportion of identified scatter assigned to the cluster
whose µk is closest. All observations are then reassigned to the cluster centers as well as
scatter.
3. Repeat. Repeat steps 1 and 2 until convergence, upon which final cluster mean-directions
and classifications into groups or scatter are obtained.
Our algorithm locally converges according to the approximate objective function given by
(n− n∗) log
(
Γ((p+ 1)/2)
2π(p+1)/2
)
+
K∑
k=1
(
n∗k log
(
κ
p/2−1
k
(2π)p/2
)
+
n∑
i=1
ζikκkX
′
iµk
)
(6)
where n∗k denotes the number of clustered observations in the kth cluster and
∑K
k=1 n
∗
k = n
∗.
This follows from, in the hard-clustering context, the log-likelihood for the parameters, given
the data, of the mixture distribution formulated in Section 2.1 of
K∑
k=1
n∑
i=1
(ζik log f(xi(k);µk, κk)− (n− n
∗) logA,
where A is the surface area of the p-dimensional unit sphere. Further, if f corresponds to the
Langevin density, the log-likelihood can be written as
(n− n∗) logA−1 −
K∑
k=1
log Ip/2−1(κk) +
K∑
k=1
(
n∗k log
(
κ
p/2−1
k
(2π)p/2
)
+
n∑
i=1
ζikκkX
′
iµk
)
. (7)
Thus if we were to approximate the densities of the cores with Langevin densities, we would
use (7) as the objective function. However, we arrive at (6) based on our extensive empirical
evidence in the experiments from Section 3, which indicates that removing the term based on
evaluating the bessel function performs better than when evaluating the entire log-likelihood.
Again, note that if the observations lie in SP⊥1, we need only replace p with p − 1. Further,
for known κk = κ and n
∗ = n (i.e., no scatter), (6) reduces to the objective function used in
k-mean-directions and as α ↓ 0, the algorithm reduces to k-mean-directions. Finally, we note
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that convergence of the algorithm has not been rigorously proved. Instead we base this on our
empirical results as for all of our experiments, the algorithm converged.
Updates could also be performed using the spkmeans algorithm of Dhillon and Modha
(2001), but we prefer using the k-mean-directions algorithm of Maitra and Ramler (2008b).
This algorithm makes use of algebraic reductions and simplifications and makes only those
calculations that are necessary: hence, it is a much faster version, which we propose to use.
The ability to easily switch between Sp and Sp⊥1 is due to the fact that for any p × p − 1
matrix B with columns orthogonal to the unit-vector (1), X in Sp⊥1 can be projected onto
Sp−1 using B′X. In practice, it is common to use singular-value decomposition (SVD) on the
entire dataset to project the data onto Sp−1; a tactic that can be computationally infeasible
for many large datasets. However, since our algorithm is based on Euclidean distances, which
are invariant to this transformation, we need only to adjust the essential dimensionality from
p to p − 1 in the stages of kd-clips based on approximations from the Langevin and uniform
distributions. Lastly, we note that as described by Maitra and Ramler (2008b), that it is not
necessary to use SVD on the entire dataset, but only on p observations in SP⊥1 to achieve
this projection. This then reduces valuable computing time and is useful in the initialization
procedure in Section 2.3, a strategy which we next address.
2.3 Initialization
As our algorithm is an iterative procedure, initial estimates of the mean-directions and
proportion of scatter or stray observations are needed. Common methods for initializing par-
titioning algorithms degrade with scatter (Tseng and Wong, 2005) and there is no reason to
expect that they would perform better for directional data. Additionally, the initialization
scheme used in k-clips cannot readily handle directional data. To that end, we propose a
modification to the initialization scheme of Maitra and Ramler (2008b) that accounts for the
presence of scatter. Specifically we consider the following and note that although described as
an initialization procedure, it leads directly to the final results as each stage requires that the
algorithm of Section 2.2 be run until convergence.
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1. Use the nearest neighbor clutter removal (NNclean) of Byers and Raftery (1998) to
provide an initial guess as to which observations are considered scatter. At this stage,
we use a common estimate for the proportion of scatter in each cluster and set ς = ςk,
for k = 1, . . . ,K to be the resulting overall proportion of observations considered to be
scatter.
2. Initialization using the NNcleaned dataset. Using only the data not considered as scat-
ter from the previous step, determine the initial mean-directions {µk : k = 1, . . . ,K}
directly following the modification to the deterministic initializer of Maitra (2007) em-
ployed by Maitra and Ramler (2008b). Initialize the algorithm of Section 2.2 with the
ςk’s from Step 1 and µk’s from above and run the algorithm on the entire dataset un-
til convergence. This means that the cleaned dataset is only used to obtain the initial
estimates of the µk’s and ςk’s.
3. Initialization using the entire dataset. Obtain K randomly chosen observations as can-
didate µ’s considering only those that are closest to at least E ≥ 1 observations in X.
Evaluate
ObjK =
n∑
i=1
K∑
k=1
ζik(1−X
′
iµk) (8)
where as before, ζik = 1 implies that Xi is closest to µk. Repeat this a total of R
times choosing the initial µk’s to be the set that results in the minimum value of (8).
These µk’s along with the ςk’s from Step 1 are then used to initialize the algorithm of
Section 2.2 which is run until convergence.
4. Final classifications. Choose the final µk’s, ςk’s and classifications into clusters and
scatter from the two approaches above to be the set resulting in the higher value of 6.
Comments
1. Choosing the best of random starts from the entire dataset in addition to using ini-
tialization based on the cleaned dataset provides an approach that helps to protect the
initial centers in case the nearest neighbor cleaning is inadequate. Since for each set of
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randomly chosen centers we evaluate (8) without running the algorithm, we are able to
feasibly search through many sets of points to obtain a reasonable potential set of initial
centers. Further, to help ensure that the candidates from the random starts are less likely
to consist of scatter, a larger choice of E is necessary. Although no optimal choice for E
is possible to prescribe a priori, we adopt the suggestion of Maitra and Ramler Maitra
and Ramler (2008a) and set E = nKp .
2. The choice of running kd-clips until convergence based on initial estimates from both
procedures is motivated by the idea that initially the ςk’s and hence κˆs0.5,k(α)’s may not
be very accurate, thus, making comparisons between the two approaches initially invalid.
Thus by running the algorithm until convergence we are more likely to choose the best
resulting classifications.
The initialization strategy discussed here is general enough to extend to other partitioning
algorithms that deal with the issue of scatter in directional data even without running the
kd-clips algorithm to convergence. We next consider the issue of estimating the number of
clusters K.
2.4 Estimating the Number of Clusters
Determining the optimal number of clusters (K) in a dataset when it is unknown is another
major issue in cluster analysis. Although several methods exist (Krzanowski and Lai, 1988;
Marriott, 1971; Milligan and Cooper, 1985; Tibshirani et al., 2003), no particular method stands
out as being uniformly superior to the rest. Additionally, the issues of scatter and spherically
constrained datasets further complicate the estimation of K, rendering many approaches inap-
plicable. For model-based clustering, this issue can be rectified by using an appropriate model
for procedures such as Schwarz’s (1978) Bayes Information Criterion (BIC) or Akaike’s (1973)
information criterion (AIC). However, in our experience these model-based methods perform
poorly in many scenarios. Instead, motivated by the criteria based on the within-sum-of-
squares-and-cross-products matrix (W ) used by Marriott (1971) and Krzanowski and Lai
(1988) for linear data, we suggest a modification for directional data that uses a measure of
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cluster concentration weighted by the amount of identified scatter. Specifically, choose
Kˆ = argmin
k∈1,...KM
{2 log(k + 1)− (p− 1) log (κˆk)} (9)
where κˆk =
1
n
∑K
k=1 nkκˆs.5,k(α), nk is the number of observations in the kth cluster and KM
is the maximum number of clusters considered.
The motivation to (9) follows that the tr(W ) used by Krzanowski and Lai (1988) measures
the concentration in the derived clusters for each k. If no scatter is present in the data, tr(W )
is equivalent to (8) and its inverse could be used in place of κˆk in (9). Additionally, tr(W )
can be broken down to
tr(W ) =
K∑
k=1
tr(W k) =
K∑
k=1
nk∑
i=1
(1−X ′i(k)µk),
where Xi(k) denotes ith observation in cluster k, for i = 1, . . . , nk. Thus it follows that this is
inversely approximate to the sum of the high-concentration maximum likelihood estimates of
κk proposed by Maitra and Ramler (2008b) weighted by the number of observations in each
cluster. Further, as κˆq (the quantile based estimate of κk given by equation 2) is asymptotically
unbiased (3), it is reasonable that tr(W ) should also be approximately proportional to the
weighted sum of the κˆk’s.
However, with scatter present, tr(W ) is no longer appropriate since the scattered obser-
vations do not belong to any cluster. Thus we cannot simply replace it with the resulting
κˆs.5,k(α)’s from the algorithm. Instead, as κ → 0 the Langevin distribution has a uniform
limiting distribution on the sphere (Mardia and Jupp, 2000), the appropriate pooled esti-
mate of concentration should give zero weight to observations classified as scatter. Thus, as∑Kˆ
k=1 nk = n
∗, κˆk can be considered the scatter-weighted pooled estimate of concentration and
its inverse is a reasonable choice to replace tr(W ) in Krzanowski and Lai (1988)’s stopping
rule. We note that although Krzanowski and Lai (1988) proposed using the largest relative
change in successive differences of the penalized tr(W ), our experience is that when using κˆk,
it tended to underestimate K and using (9) produced more favorable results. However, we also
note that similar to what is discussed by Krzanowski and Lai (1988), there is a potential to
overestimate K when directly using (9) instead of successive differences. In our experience (as
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seen in Section 3.2), this seems to be true for higher dimensions (p) and with larger amounts
of scatter. However, as seen, the resulting performance is not substantially degraded and the
derived grouping is sometimes even better than under the true K (see Section 3.2.3).
3 Experiments
The suggested methodology has been extensively evaluated through a series of simulation
experiments. We report evaluations of kd-clips’ performance for both K known and estimated
via the procedure described in Section 2.4. Our assessment is presented graphically for several
small examples and numerical for all experiments. Our numerical measure is a modification of
the adjusted Rand measure (Ra: Hubert and Arabie, 1985) used by Maitra and Ramler (2008a),
where scatter points are each considered members of clusters of size one. It should be noted that
this measure is more severely influenced by misclassifying scatter into groups with true clusters
and vice-versa than creating additional clusters consisting of only scatter points (Maitra and
Ramler, 2008a). The experimental suite covered several dimensions (p) and separation of
clusters for data lying on Sp⊥1. Separation was determined using Dasgupta’s (1999) definition
of c–separation modified for the Langevin distribution, constrained to be orthogonal to the
unit vector. Further, following Maitra (2007) we define a set of p-variate Langevin densities to
be exact–c–separated if for every pair Lp(µi;κi) and Lp(µj ;κj),
‖µi − µj‖ ≥ c
√
(p− 1)/max (κi, κj),
with equality holding for at least one pair. (Note that for p-variate Langevin distributions
constrained to be orthogonal to the unit vector, we use p− 2 instead of p− 1 in the above defi-
nition.) In our experiments, c was either 1.5 (moderate separation) or 4.0 (well-separated) with
κ approximately equal for each cluster. Observations were generated with equal probability
from each cluster, and realizations with squared Euclidean distance greater than κ−1k χ
2
p−2(.95)
from their cluster mean being discarded. Scatter points were then uniformly generated via
simple rejection outside of the union of the clusters and ranged from 10% to 50% of the entire
dataset. Experiments were done assuming both known and unknown K and evaluating Ra for
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(a) Kˆ = 2; Ra = 0.991
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(b) Kˆ = 5; Ra = 0.986
Figure 1 Results of kd-clips with unknown clusters. Colors other than
black signify true clusters, characters or line-type the identified
clusters, light gray are the true scatter observations and black are
the misclassified observations.
the resulting classifications relative to the true. We use α = 0.05, R = 1, 000 and for unknown
K, we set KM to be twice that of the true, unless otherwise noted.
3.1 Illustrative examples
We provide two lower-dimensional examples of moderate sample size to graphically illus-
trate performance of our methodology. The first example consisted of 250 scattered obser-
vations along with 250 clustered observations drawn with equal probability from one of two
well-separated (c = 4) bivariate Langevin densities. The resulting dataset, along with the true
classification (by means of character) is displayed by means of a stacked circular plot (Lund
and Agostinelli, 2007) in Figure 1a. We used kd-clips algorithm initialized with the method-
ology of Section 2.3 and the number of clusters estimated as per Section 2.4 on this dataset.
We used KM = 10 in this example. Two clusters were correctly identified to be optimal in this
example. The resulting classification is displayed in Figure 1a on the same stacked circular
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plot, but using color to denote the estimated classification. We note that kd-clips does very
well (Ra = 0.991) and that there are only two missclassifications which occur on the edges of
the true clusters: these two observations are on the edge of the right cluster in Figure 1a and
are incorrectly identified as scatter.
The second example contained 175 scattered observations and 575 clustered realizations,
each drawn with equal probability, from one of five four-dimensional Langevin densities con-
strained to be orthogonal to the unit vector. We used the kd-clips together with our method
of initialization and for estimating the number of clusters. As in the previous illustration, we
used KM = 10. Once again, the number of clusters was correctly estimated. Numerically,
the performance was very good (Ra = 0.986) as only six clustered observations are incorrectly
assigned to scatter and one scatter point is considered part of a cluster. Figure 1b displays the
observations by means of a parallel coordinate plot (Inselberg, 1985; Wegman, 1990). Clus-
tered observations are displayed by means of colored solid lines, and observations identified
as scatter are displayed using half-broken gray lines. Finally, the six black lines in the plot
indicate those observations that are misclassified. In the second example, performance is also
very good (Ra = 0.986) as only six clustered observations are incorrectly assigned to scatter
and one scatter point is considered part of a cluster. In both scenarios, KM = 10 and K was
correctly estimated.
3.2 Detailed Performance Assessments
We also performed detailed experiments with (p,K, n)= (5,5,1,000), (10,10,3,000) and
(20,20,5,000) for separation of c=1.5 and 4.0. The proportion of scatter (ς) was either 10%
or 25% of the total observations. Additionally, we performed experiments with 50% scatter
for c = 4.0. For each scenario, we generated 25 simulation datasets each with separate sets of
parameters (cluster mean-directions and concentrations) and observations drawn with equal
probability from one of the K clusters. There are three aspects whose performance need to be
evaluated: these are (a) the performance of the kd-clips algorithm itself, the performance of
kd-clips under the suggested initialization scheme and (c) a comprehensive evaluation of the
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Table 1 The median adjusted Rand (R0.5) values using kd-clips with known
number of clusters, K, and true cluster centers as starting centers.
The last three columns contain the interquartile (IR), first quartile
(R0.25) and (R0.75) of the adjusted Rand values of the twenty-five
runs respectively.
ς c R0.5 IR R0.25 R0.75
p
=
3,
K
=
5
n
=
10
00
.10
1.5 0.993 0.004 0.992 0.996
4.0 0.996 0.006 0.991 0.997
.25
1.5 0.989 0.008 0.985 0.993
4.0 0.996 0.002 0.995 0.997
.50 4.0 0.996 0.005 0.993 0.998
p
=
10
,K
=
10
n
=
30
00
.10
1.5 0.995 0.001 0.994 0.995
4.0 0.998 0.001 0.998 0.999
.25
1.5 0.997 0.001 0.996 0.997
4.0 0.999 0 0.999 0.999
.50 4.0 0.999 0 0.999 0.999
p
=
20
,K
=
20
n
=
50
00
.10
1.5 0.996 0.001 0.995 0.996
4.0 0.999 0 0.999 0.999
.25
1.5 0.997 0 0.997 0.997
4.0 0.999 0 0.999 0.999
.50 4.0 1.000 0.001 0.999 1.000
kd-clips algorithm including the ability to correctly estimate the number of clusters.
3.2.1 Assessing performance of the kd-clips Algorithm
Our first set of evaluations pertain to the actual performance of the kd-clips algorithm,
independent of the initialization. For this set of evaluations, we therefore run the algorithm
with known K and the true cluster centers as the initializers. Table 1 provides summaries
of the adjusted Rand measures over the datasets used. Overall, regardless of the number of
dimensions, cluster separation or proportion of scatter, performance is excellent and is often
perfect. Thus the procedure used to estimate the boundaries of the cores appears to be
appropriate in identifying the borders of each cluster. Thus, it appears that the algorithm
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Table 2 The median adjusted Rand (R0.5) values using kd-clips with known
number of clusters, K. The last three columns contain the in-
terquartile (IR), first quartile (R0.25) and (R0.75) of the adjusted
Rand values of the twenty-five runs respectively.
ς c R0.5 IR R0.25 R0.75
p
=
3,
K
=
5
n
=
10
00
.10
1.5 0.993 0.006 0.990 0.996
4.0 0.995 0.006 0.991 0.997
.25
1.5 0.987 0.075 0.917 0.992
4.0 0.996 0.003 0.994 0.997
.50 4.0 0.992 0.058 0.939 0.997
p
=
10
,K
=
10
n
=
30
00
.10
1.5 0.995 0.001 0.994 0.995
4.0 0.998 0.001 0.998 0.999
.25
1.5 0.996 0.002 0.995 0.997
4.0 0.999 0 0.999 0.999
.50 4.0 0.999 0.001 0.998 0.999
p
=
20
,K
=
20
n
=
50
00
.10
1.5 0.994 0.003 0.993 0.996
4.0 0.999 0.002 0.997 0.999
.25
1.5 0.996 0.001 0.995 0.996
4.0 0.999 0.001 0.998 0.999
.50 4.0 0.996 0.002 0.995 0.997
is a good performer, given the true number of clusters and a good set of initial values. Of
course, neither is practical to provide in most realistic settings. We now turn our attention
into studying how performance of kd-clips is impacted using our initialization algorithms.
3.2.2 Impact of Initialization
In order to study the impact of our initialization methodology on the performance of
kd-clips, we assumed that the true number of clusters were known for each of the datasets.
The kd-clips algorithm was then initialized using the methodology of Section 2.3 and run
to convergence. Adjusted Rand measures were computed for the derived classifications of the
observations into clustered points and scatter relative to the true. Summaries of these measures
are reported in Table 2. It is seen that performance of kd-clips initialized using our algorithms
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is excellent throughout with Ra’s close to one in most experiments (Table 2). Overall, it
also does not appear that separation has an appreciable effect on performance. Indeed, the
only situations where performance was not nearly perfect was in the case when p = 3 and
when we had moderate amounts of scatter (ς = 0.25). However, as p increases, the amount
of scatter became less of an issue and performance improved. On the whole, the results of
the experiments reported here indicate that our initialization strategy detailed in Section 2.3
performs very well in the context of initializing the kd-clips algorithm of Section 2.2.
3.2.3 Comprehensive evaluation of kd-clips
Our final set of experiments pertained to what we refer to as a comprehensive evaluation
of the kd-clips algorithms. Here, we assumed that the number of clusters K was unknown.
Thus, we used the methodology of Section 2.3 to initialize kd-clips for different K, and then
used the estimation methodology of Section 2.4 to estimate the number of clusters. The
corresponding kd-clips solution for the estimated number of clusters provided us with the
final classification of observations into clustered or scatter. We calculated the adjusted Rand
measures of these classifications in relation to the true classifications for each dataset. These
measures are summarized for the different (p,K, n) and (c, ς) combinations in Table 3, which
indicates that performance was excellent throughout. In most situation, and especially for p =
10, K was estimated very well using the method of Section 2.4. However, for p = 20, there was a
tendency to overestimate K which became more apparent with increased proportion of scatter.
However, we note that when K was overestimated, the additional clusters typically consisted
of small groups of scatter and often the boundaries of the actual clusters were identified more
clearly. As a result, Ra was often slightly higher when Kˆ > K. As a result, the implications
of slight overestimation of K are unclear. Of course, the issue could potentially be addressed
with a larger penalty with increasing p, or by visually investigating the behavior of κˆk and
identifying where the larger relative changes occur across k. Regardless, this serves as a good
reminder that, as with any automated tool, results should always be examined thoroughly to
ensure that they are indeed meaningful.
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Table 3 Summary of results for kd-clips with unknown number of clusters,
K. The fourth through seventh columns contain the median ad-
justed Rand (R0.5), interquartile (IR), first quartile (R0.25) and
(R0.75) of the adjusted Rand values of the twenty-five runs re-
spectively. While the last four contain median estimated number
of clusters Kˆ0.5, interquartile (IKˆ), the number of times K was
correctly estimated (KˆE) and the number of Kˆ > K (KˆG) of the
twenty-five runs respectively.
ς c R0.5 IR R0.25 R0.75 Kˆ0.5 IKˆ KˆE KˆG
p
=
3,
K
=
5
n
=
10
00
.10
1.5 0.932 0.063 0.908 0.971 6 2 2 19
4.0 0.980 0.021 0.971 0.992 6 1 12 13
.25
1.5 0.954 0.056 0.931 0.987 5 3 9 9
4.0 0.976 0.022 0.968 0.990 5 3 7 11
.50 4.0 0.977 0.036 0.953 0.989 5 2 10 7
p
=
10
,K
=
10
n
=
30
00
.10
1.5 0.995 0.001 0.994 0.995 10 0 25 0
4.0 0.998 0.001 0.998 0.999 10 0 25 0
.25
1.5 0.996 0.002 0.995 0.997 10 0 24 1
4.0 0.999 0 0.999 0.999 10 0 23 2
.50 4.0 0.999 0.001 0.998 0.999 10 0 19 5
p
=
20
,K
=
20
n
=
50
00
.10
1.5 0.996 0.001 0.995 0.996 21 2 10 15
4.0 0.999 0.001 0.998 0.999 20 1 18 7
.25
1.5 0.997 0.001 0.996 0.997 21 3 6 17
4.0 0.999 0 0.999 0.999 20 2 14 11
.50 4.0 0.998 0.001 0.998 0.999 24 5 2 23
The results of our experiments indicate excellent performance of the many aspects of the
kd-clips algorithm for identification of clusters in directional datasets in the presence of scatter.
The algorithm itself performs well when K is known and when it is initialized with the true
values (Section 3.2.1). As per the results of Section 3.2.2, performance continues to be excellent
when initialized using the algorithm detailed in Section 2.3. Our methodology of Section 2.4
to estimate the number of clusters in a dataset in the presence of scatter also performs very
well, providing very competitive adjusted Rand measures vis-a-vis the true classification (Sec-
tion 3.2.3). Further, we note that in many situations where K was overestimated, kd-clips
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shows some robustness in identifying actual clusters implying that in some situations (such as
datasets with large amounts of scatter) it may be advantageous to slightly overestimate K.
We also note that for p = 3, although often K was overestimated, there were more occasions
where K was slightly underestimated. This in addition to the results from p = 20 may imply
that the penalty for the number of clusters may need some refinement. We now apply the
algorithm to a real-world application dataset.
4 Application to the Diurnal Starch Cycle of Arabidopsis L. Heynth
Starch is one of the most consumed complex carbohydrates in the human diet and has
numerous commercial applications. In Arabidopsis, the first plant to have its entire genome
sequenced, the synthesis and degradation of starch consists of two integrated processes, related
to the duration of day and night. The structure and composition of starch in Arabidopsis leaves
is similar to that in other crops, so a deeper understanding of this can provide important
clarification and understanding of the processes in the plastids of other living cells (Zeeman
et al., 2002; Smith et al., 2003).
As discussed by Smith et al. (2004), the Arabidopsis genome sequence contains many
genes encoding enzymes suspected to be involved in the synthesis and degradation of starch.
Although the functionality of some of these genes is considered well-established in other species,
there still remain others with undetermined functionality. Thus determining functionality
of these genes is an important step in understanding the starch processes. The European
Arabidopsis Stock Centre (http://nasc.nott.ac.uk) provides Affymetrix ATH1 microarray data
on 22,810 genes from Arabidopsis plants each exposed to 12 hours of light and darkness. Leaves
were harvested at eleven time-points, at the start of the experiment (end of the light period)
and after 1, 2, 4, 8 and 12 hours of darkness and light. The entire experiment was repeated
in separate plants in the same growth chamber to form a randomized complete block design
(RCBD). According to Smith et al. (2004), some of the genes encoding enzymes are thought
to be connected to starch synthesis – eg., PGI, PGM, AGPase, STSs, SBEs, ISA1 and ISA2
are believed to encode predicted plastial transit peptides. The pathway for the degradation
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of starch is less understood (Smith et al., 2003; Zeeman et al., 2004), although genes such as
the AGLs, GWDs, AMYs, BAMS and DPEs are believed to have some involvement with the
process.
In an attempt to reduce skewness and remove non-biological variation in the expression
levels, the dataset was transformed using quantile normalization (Boldstad et al., 2003) on the
shifted-log expressions and the means of the replicated expression levels were clustered. The
kd-clips algorithm of Section 2.2 initialized using the methodology of Section 2.3 together with
the estimation methodology of Section 2.4 found twenty-five clusters ranging in size from 666
to 966 genes – 2,516 genes were identified as scatter. The standardized mean profiles along with
one standard error bar for each cluster and the scatter component is summarized in Figure 2.
None of the genes discussed in Smith et al. (2004) were identified as scatter. Many of the genes
thought to be connected to starch synthesis (Smith et al., 2004) are contained in the same
cluster (labeled Cluster 18 in Figure 2) characterized by a slight downward pattern during the
period of darkness and a clear increase in expression in the light period. These genes encode
such things as the ADP-Glc pyrophosphorylase subunits 2 and 4 (APLs), starch synthase II,
and IV (STSs), starch branching enzyme III (SBE) and phosphoglucoisomerase (PGI1). Of
the genes believed to be involved in the degradation process (Smith et al., 2004), many are
identified as having similar expression levels and are together in a group characterized by a
moderate downward pattern during the period of darkness continuing into the initial light
period and with sharp increasing expressions from four hours of light onwards (Cluster 8 in
Figure 2). Some of these genes encode α-Glucosidas-like 2,4 and 5 (AGLs), α-Amylase 2
(AMY2), β-Amylase 6, 8 and 9 (BAMs) and Glucan water dikinase 1 (GWD1).
We compared the results obtained by kd-clips to those obtained using k-mean-directions
(Maitra and Ramler, 2008b) on only the most significantly expressed genes by controlling for
the expected false discovery rate at q = 0.05. To obtain the reduced set, we modeled the
p-value distribution obtained from using RCBD analysis as a Uniform-Beta mixture (Allison
et al., 2002) which resulted in a subset of 8,599 genes. The k-mean-directions algorithm
determined thirteen optimal clusters ranging in size from 445 to 857 genes. Of the genes
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Figure 2 Standardized mean expression profiles (with standard error bars)
of the 25 clusters plus scatter (cluster 0) found in the starch data.
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grouped above that presumably relate to synthesis, SBE3 and STS4 again share the same
group, as do APL2 and PGI1. However, APL4 did not have an active enough expression level
to constitute being amongst the most significantly active genes. The groupings that contained
the degradation genes were in slightly more agreement, as AGL2, AGL4, AGL5, APL3, BAM6,
BAM9 and GWD1 were again grouped together. Again, one gene thought to be involved with
the degradation process, AMY2, was not considered significant enough to be included in the
dataset. In addition to the two mentioned above, another eleven genes discussed in Smith
et al. (2004) did not have active enough expression levels to constitute being amongst the most
significant genes implying that the results may be somewhat dependent on the choice of what
constitutes the most significant genes. Further, it advocates the use of clustering algorithms
like kd-clips that can group all observations appropriately while incorporating scatter.
Thus, in summary, the groups identified here, while informative themselves, can be further
analyzed to provide additional insight into the synthesis and degradation process of starch.
Additionally, further knowledge may be gleaned by way of analyzing additional genes not
discussed here that express similar patterns to those already studied previously.
5 Discussion
In this paper, we have developed and evaluated a modification of the k-clips algorithm
of Maitra and Ramler (2008a) for efficient clustering of datasets which lie on the surface of a
multi-dimensional unit sphere in the presence of scatter. Our suggested methodology is also
an extension of the k-means-direction implementation of spkmeans and results in an iterative
scheme which requires initialization, for which we provide an approach which chooses the best
(in terms of maximizing an objective function) of a deterministic as well as stochastic approach.
Although we have provided a comprehensive strategy for providing initial values in the presence
of scatter, we note that other appropriate strategies could also be adopted for initializing our
algorithm. We developed a criterion to estimate the number of clusters which is similar in spirit
to those proposed by Marriott (1971) and Krzanowski and Lai (1988). Our algorithm readily
extends to clustering datasets on the surface of a sphere that have the additional restriction
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of being orthogonal to the unit vector of same dimension. While our algorithm was developed
in the context of k-mean-directions, the general philosophy can be applied to modifying other
partitioning algorithms appropriate for directional data to account for scatter. This is also
true for our initialization approach as well as for estimating the number of clusters, both of
which are general enough to apply to other algorithms which cluster directional data in the
presence of scatter. ISO/ANSI-compliant C software implementing kd-clips and R code for all
simulation datasets used in this paper are available upon request with an R package under
development for public release. Experimental evaluations on all aspects of the algorithm were
very promising, including in most cases, the difficult task of determining the optimal number of
clusters. We applied the kd-clips algorithm to analyze microarray gene expression time series
data on the diurnal starch cycle of Arabidopsis leaves with the goal to provide insight and
obtain a better understanding into the synthesis and degradation process. We made use of a
mean-zero-unit-variance standardization to group similar gene expression pattern according to
the correlation coefficient equivalent to clustering directional data orthogonal to the unit vector
using Euclidean distances. Although the kd-clips was evaluated and applied to constrained
directional data, all aspects of the algorithm are directly applicable to data that lie on the
surface of the unit sphere.
A few points remain to be addressed. As mentioned in Section 2.2, theoretical convergence
of our algorithm needs to be established. Alternatively, a more general optimization func-
tion may provide an easier route towards convergence without significantly impacting results.
Properties of the quantile-based concentration estimator discussed in Section 2.1 should be
investigated to determine if quantiles other than the median may provide improvements to the
identification of cluster cores. Finally, for higher dimensional datasets with large amounts of
scatter, improved methods for estimating the number of clusters could improve our method
to prevent it from overestimating K. Thus, while the methods developed in this paper show
promise to improve clustering directional datasets in the presence of scatter, there are still a
few remaining issues in need of further attention.
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