This special issue is highly motivated by the convergence of deep learning and multi-modal contents, since digital contents nowadays are inherently multimedia and the advancement of deep learning has greatly changed the landscape of multimedia content analysis. Multimedia data has been generated, published, and spread explosively, becoming an indispensable part of today's big data. Such large-scale multimedia data has created challenges and opportunities for intelligent multimedia analysis. Meanwhile, with the recent advances in deep-learning techniques, we are now able to boost the intelligent multimedia analysis significantly. As a result, deeplearning−based intelligent multimedia analysis is becoming an emerging research area in the field of multimedia.
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another recognition problem by exploiting the spatial relationships among objects. By learning a Semantic Feature Map (SFM) with the attention-based network, spatial contexts are explicitly modeled. Extensive evaluations and comparative studies verify the proposed approach and very promising results are reported on Pascal VOC and MS-COCO benchmarks.
The article titled "Cross-Modality Feature Learning via Convolutional AutoEncoder," by Xueliang Liu, Meng Wang, Zheng-jun Zha, and Richang Hong, studies the embedding problem, which is also deeply rooted in a classification problem. The authors propose a MUltimodal Convolutional AutoEncoder (MUCAE) approach to learn representative features from visual and textual modalities. Compared to conventional solutions relying on hand-crafted features, MUCAE encodes features from image pixels and text characters directly and produces more representative and robust features.
The article "Dense 3D-Convolutional Neural Network for Person Re-Identification in Videos," by Jiawei Liu, Zheng-jun Zha, Xuejin Chen, Zilei Wang, and Yongdong Zhang, addresses person re-identification problems in videos. This article is also related to representation learning. The authors propose a Dense 3D-Convolutional Network (D3DNet) to jointly learn spatio-temporal and appearance features. The 3D dense blocks enlarge the receptive fields of visual neurons in spatial and temporal dimensions, leading to discriminative appearance representation as well as short-term and long-term motion information of pedestrians.
The article "Deep Semantic Mapping for Heterogeneous Multimedia Transfer Learning Using Co-Occurrence Data," by Liang Zhao, Zhikui Chen, Laurence Wang, Jamal Deen, and Jane Wang, also studies the representation learning problem in a transfer learning setting. The authors propose a deep semantic mapping model for heterogeneous multimedia transfer learning (DHTL) using co-occurrence data, where a multi-layer correlation matching network across domains is constructed. canonical correlation analysis (CCA) is combined to bridge each pair of domainspecific hidden layers. Extensive experiments for three multimedia recognition applications demonstrate the effectiveness of the proposed DHTL.
The article "Applying Deep Learning for Epilepsy Seizure Detection and Brain Mapping Visualization," by Shamim Hossain, Syed Umar Amin, Mansour Alsulaiman, and Ghulam Muhammad, explores the deep based techniques in medical domain. Seizures are hard to detect, as they vary a lot for inter-and intra-patients. This article proposes a deep CNN model for seizure detection on an open-access electroencephalogram (EEG) epilepsy dataset collected at the Boston Children's Hospital. The visualized result can be used as an effective multimedia tool for producing quick and relevant brain-mapping images utilizable by medical experts for further investigation. 
