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Ziel dieser Arbeit war es, die Messbarkeit von trigonometrischen Parallaxen mit dem
Weltraumteleskop CoRot zu untersuchen.
Gegeben waren Simulationen der Punktverteilungsfunktion (PSF) der CoRoT-Optik
für je 4 verschiedene Sterntemperaturen und für 4 Positionen in der optischen Ebene.
Zunächst wurde die Qualität verschiedener ESO-MIDAS-Algorithmen untersucht. Dies
geschah indem man die Veränderungen der 16 PSFs modellierte und diese Modelle auf
Nachvollziehbarkeit untersuchte. Dabei zeigte sich, das die Center/Gauss Methode sehr
ungenaue Positionsergebnisse lieferte. Zwischen den beiden MIDAS Algorithmen Cen-
ter/Moment und Center/IQE konnte kein signifikanter Qualitätsunterschied festgestellt
werden. Erste Abschätzungen für die erreichbare Messgenauigkeit der Position wurden
gemacht, mit dem Ergebnis, dass eine Genauigkeit von der Größenordnung einer Mil-
libogensekunde mit der gegebenen PSF und den verwendeten Positionsalgorithmen nu-
merisch erreichbar wäre.
Desweiteren wurden eigene Algorithmen zur Positionsdefinition einer PSF entwickelt
und getestet. Es handelt sich dabei um einen Schwerpunktsalgorithmus, ähnlich dem
Center/Moment Algorithmus, um eine Symmetrie-Algorithmus, der die Symmetrien der
PSF zur Positionsdefinition nutzt, sowie den Versuch die PSF durch ein Dreieck zu fitten.
Diese Untersuchungen hatten das Ergebnis, das der Schwerpunktsalgorithmus der nu-
merisch stabilste und auch derjenige Algorithmus ist, der die meiste Information der PSF
verarbeiten kann. Der Symmetriealgorithmus und der Dreiecksfit scheiterten vor allem an
der ungewöhnlichen Topologie der PSF. Die Anzahl der verwendbaren Datenpunkte war
einfach zu gering um die Vorteile der Algorithmen zur Geltung zu bringen.
Nachdem wir vom CoRoT-Team namentlich Michel Auvergne Aufnahmen von CoRoT-
Feldern erhalten hatten, wurden diese auf ihre Auswertbarkeit für astrometrische Zwecke
untersucht. Die Aufnahmen enthielten unter anderem zwei Aufnahmen des gleichen
Feldes zu verschiedenen Zeitpunkten. Zunächst wurden von Hand 5 Sterne in den bei-
den Aufnahmen dieses Feldes mit dem Schwerpunktsalgorithmus vermessen. Der Ver-
gleich der gemessenen Positionen ergab, dass die Positionen eine Schwankungsbreite
von ca. 0.1 Pixeln besitzen, dies entspricht grössenordnungsmässig einer Positionsge-
nauigkeit von einer Bogensekunde. Diese Messung wurde automatisiert, dazu wurden
automatische Sternerkennungsalgorithmen geschrieben. Die automatisierte Auswertung
mit 20 Sternen ergab eine Genauigkeit von ca. einer halben Bogensekunde. Eine di-
rekte Korrelation der beiden Felder ergab, dass aufgrund des Hintergrundrauschens eine
höhere Genauigkeit als 0.1 Pixel also eine viertel Bogensekunde nicht möglich ist. Kurz
wurde die Frage geklärt ob eine höhere Anzahl der Messungen des gleichen Sternfelds
zwangsläufig die Genauigkeit der gemessenen Positionen erhöht, was nicht zwangsläufig
der Fall ist. Wichtig für einen Genauigkeitsgewinn ist das Vorhandensein von Referenz-
punkten, ohne die würde eine erneute Messung keinen Informationsgewinn bedeuten. Der
Genauigkeitsgewinn hängt von der Genauigkeit der Einordnung in ein Referenzsystem,
also auch von der Messung der Referenzpunkte und deren Genauigkeit ab. Weiter enthält
IV
die Arbeit eine Beschreibung der geometrischen Effekte der Projektion und eine exakte
mathematische Beschreibung einer zu messenden parallaktischen Ellipse. Zuletzt wer-
den noch Methoden zur Reduktion von Sternpositionen auf Fotoplatten dargestellt, und
auf das CoRoT-Feld angewendet. Das Ergebnis dieser Untersuchung ist, dass bei der
korrekten Verwendung von Referenzsternen sehr wohl eine Genauigkeit im Bereich von
Millibogensekunden möglich scheint.
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In the first section some astrometric details are given along with a short introduction to
trigonometric parallaxes. A short overview on the CoRoT mission, its aims, the optical
system, the CCD’s and the simulated point spread function are described.
The second section offers an overview on tests done with all simulated PSFs with
standard positional algorithms from the ESO MIDAS package.
In the third section new tests to derive positional information from the simulated point
spread function are developed. In section four some astrometric results from “real” ob-
servations with the COROT satellite are shown.
1.1 Distance Measurement
Figure 1.1: Ponzo effect
Its very important to know the distance to an object
to judge its properties. Just as an illustration, let
us consider the Ponzo effect (Mario Ponzo, Italian
psychologist, 1882–1960) which shows convinc-
ingly that a wrong interpretation of the distance of
an object leads to a improper judgment of its prop-
erties.
In Figure 1.1 we get the impression that the ver-
tical lines are leading into the depth of the image,
thus leading us to the interpretation that the two hor-
izontal lines are lying in different distances. This
leads us to the wrong interpretation that the two
lines have different length. Our mind tries automat-
ically to reconstruct a third dimension.
The direct estimation of interstellar distances
via triangular parallaxes is one of the fundamental techniques in astrophysics. The entire
astronomical distance scale is based on direct positional measurements. Without knowl-
edge of distances we would still discuss, whether the stars were all just different colored
1
1.1. DISTANCE MEASUREMENT
light sources on a sphere above our heads.
1.1.1 Standard Candles:
With the help of modern physics we can say which kind of mechanism can cause a certain
color and we can simulate, what kind of star can cause certain physical effects.
We have models which allow us to calculate the properties of the flux emitted by
a star with a certain temperature and consistency of its stellar atmosphere. One of the
main models is the so called ATLAS Code which in our case has been used to simulate
the stars observed by CoRoT. To test those models we still must measure the distance
to some stars directly, because only when we know their distances we can reduce the
apparent magnitude of a star to its absolute “real” magnitude.
Figure 1.2: Camille Flammarion: L’atmosphère météorologie populaire.
Paris 1888
Only if we know
the real magnitude of
a star we can test if
the properties in bright-
ness and color of the
observed star really fit
to the models. The
main idea behind this
is the so called “stan-
dard candles” -method.
If we know the amount
of light, the flux emit-
ted by a “candle” in a
certain time period, or
from our point of view,
the amount of light that
reaches us in that time
period, the so called
magnitude of that “can-
dle”. We can use the
magnitude of this candle to derive its distance.
apparent magnitude (δm): The first classification of stars was performed by the
Greek astronomer Hipparcos, who tried to classify the stars in 6 classes, with the faintest
stars being in the sixth class.
∆m = m1 −m2 = −2, 5 lg s1/s2 (1.1)
Here, m1 and m2 are the apparent magnitudes of two stars . s1 and s2 are the amount
of detected light coming from these two stars [42]. This scale is relative, the zero-point
is set by the apparent magnitude of Vega which is set to 0. A logarithmic measure is
approriate because the sensitivity of the eyes to light is also logarithmic. This definition
2
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of the apparent magnitude is the reason why the naked eye is sensitive for stars down to a
magnitude of 6.
absolute magnitude (M): The absolute magnitude of a star is defined as the apparent
magnitude a star would have if its distance to the observer would be 10 parsec.
m−M = −5 + 5 log10 r = −5 + 5 log10 pi (1.2)
How do we know the distance of an object that is so far away as the stars? The
idea of using magnitudes to classify the stars is as old as the beginning of astronomy. But
the idea that all stars are relatively similar objects with a similar intrinsic brightness only
came up with the Copernican revolution (“stars are distant suns”, James Gregory wrote
in 1668). To evaluate the Copernican model by means of parallax measurements and not
only planetary orbits and Kepler’s laws, it was necessary to measure the distance to a star
directly. A model by means of parallax measurement and not only planetary orbits and
Kepler’s laws was necessary to measure the distance to a star.
Already in the 1630 Galileo Galilei lets the person Salviati (who represents Galileis
own ideas) state in his Dialogo an interesting idea ([18]).
This idea is based on two fundamental views of the world which were not that obvious
for the people of that time.
He, Salviati proposes that the distance to the stars can be measured by measuring the
movement of a brighter, thus nearer star in front of to a fainter star, which is further
away. The idea is a simple geometric idea, but it is based on two facts.
First, and that is still in question at that time, Salviati assumes that the earth is not
the center of the world and moves around the sun. If the earth moves during one year
from one side of the sun to the other side, the angle under which distant stars are seen
compared to a set of background stars should change during one year. Salviatis second
fundamental theory is that brighter stars must be closer to the sun then fainter stars, but
this assumption was perhaps more a stumbling block then a good idea concerning the
search for parallaxes.
As we know now the absolute magnitude of Sirius is 25 times that of the sun, that
means if we put the sun in the same position as Sirius of 2,64 pc or 8.6 light years, and
we make the same assumption as Salviati, we would get a distance for Sirius 5 times the
distance of the sun.
The direct and fundamental way to find out how far away our object really is, is by
triangular distance measurement. If we measure the distance to a star by a triangular
distance measurement, the so called annual parallax, we know the “real” distance. If we
now calculate their absolute magnitude, we see that stars do not have the same absolute
magnitude at all.
In table 1.1 we see that Sirius is only as bright compared to other stars because he is




Table 1.1: some prominent stars
name m M distance
Sun −26m, 73 +4M , 84 4,851·10−6 pc
Sirius −1m, 46 +1M , 43 2,64 pc
Vega +0m, 03 +0M , 58 7,75 pc
Pollux +1m, 15 +1M , 08 10,34 pc
Spica +1m, 04 −3M , 51 81,3 pc
Rigel +0m, 12 −6M , 78 240 pc
The astronomers had to wait until 1830 when the first distance to a neighboring star
was measured directly by astrometric means, and it was possible to show if Galileo’s idea
was working. It was possible to prove the Copernican theory of a movement of the earth
around the sun directly by observing the positions of the surrounding stars.
If we know something about the absolute magnitude of some stars we can classify
them and then try to find a star of the same type and if this star is brighter he should be
nearer. The distance correlates directly to the magnitude of a star, but this only works
if the star has the same type, the same age, the same chemical properties, etc. Nowa-
days, the well know method of “standard candles” is based on the direct trigonometric
distance measurement of “the” standard candles. And every increase in our knowledge of
distances increases also the accuracy of all astrophysical theories based on the absolute
magnitude of stars, this is what makes astrometry so fundamental. The increase in astro-
metric knowledge is worth the effort. Compare the picture of Camille Flammarion (figure
1.2), with figure 1.3, showing the solar surrounding up to a distance of 50 pc and at table
1.4, a list of those stars including their parallaxes and a short description. This is what
we know now, 400 years after the invention of the telescope and Galileo’s theories how to
determine the position of the Earth in the Universe.
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Figure 1.3: Map of the solar surrounding of 50 ly from http://www.atlasoftheuniverse.com/
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1.1.2 How does trigonometric parallax measurement work?
Historic distance measurement in geography
To measure the length of a line a fundamental measuring unit is needed to compare the
measured length with this fundamental unit and to indicate numbers to this fundamental
length. If we consider geographical distances, direct measurement already is a problem.
Figure 1.4: Measurement of fundamental lines, Switzerland, ca. 1790
Figure 1.5: Fundamental lines of Switzerland, ca. 1790
In the beginning of map making and without the availability of optical instruments to
measure angles with a good accuracy, the direct measurement of distance was the way
how the fundamental distances were measured. Just as an illustration a picture (Figure
6
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1.4) from the measurement of fundamental lines in Switzerland from 1790 is considered.
Here the researchers are using iron sticks to measure distances between some fundamental
points. It was important to measure a direct line and one problem was to reduce errors
caused by deviations between connection points between two sticks. Often the terrain was
not easy to handle. A flat and stable underground would be needed and in Switzerland
it was not always available. The goal of these measurements was the creation of a map
of Switzerland (Figure 1.5) with realistic dimensions. As one can easily see, some points
were (and are) not easily reachable.
Trigonometry But some simple geometry can help us to measure the distance between
these points (see figure 1.6). To measure the height of a mountain some trigonometric
calculations and a good optical system can solve this problem.
Figure 1.6: distance measurement
Figure 1.7: height measurement
A, B, C are the corners of a triangle where C is unreachable. S is the point where the





⇒ b = c1
cosα
Thus we obtain the distance b to the base of the mountain.
When we have this distance we only have to measure the angle between the horizon
and the mountain top along a perpendicular line and thus we can deduce the height of the




⇒ h = b tan θ
.
This only works if we assume that the difference between the distance to the mountain
top and the distance to the mountain base is negligible.
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The reason why we only need to measure the position of the mountain top twice, from
the two points A and S, is that it is sufficient for us to know the distance c1, and the angle
α. All other distances can be derived from this distance.
To measure parallaxes, two different points of view are needed. To formulate it in
philosophical terms: we can say that without changing our point of view we would not
get any deeper “insight” into the real distance scales of our world.
1.2 Astrometry
To come back, changing our point of view sounds easy on human scales, but when we
talk about faraway stars it is not that easy to change our point of view as far as to gain
sufficient significance for an angle measurement.
1.2.1 Stellar Parallaxes
Our aim is to determine the distance r to a star using observations of positions of stars
in the sky. Parallax measurement is based on the measurement of the angular distance
between a star A and a set of background stars Bi. We assume that the principle star A is
close to the sun compared to the background stars Bi, for which we assume they are lying
at infinite distance.
Because the angle under which the constellation is observed from earth changes during
the year with the position of the earth along its orbit, the distance A−Bi changes too.
If we assume that the background stars Bi are far away and thus do not show any
intrinsic movement, then the trace of A looks like a small picture of the motion of the
earth around the sun, depending on the position of the constellation relative to the plane
of the Ecliptic.
Figure 1.8: parallax measurement
If the constellation is situated in the plane of the ecliptic the star shows only a move-
ment along a line from left to right and back. If earth is on the “left side” of the sun, the
8
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star is on its furthermost right position. If earth is on the “right side” of the sun, the star
is on its furthermost left position.
If the constellation lies at the north pole of the plane of the ecliptic, a perfect copy of
earth’s ellipse around the sun is achieved.
Figure 1.9: parallax angle
Annual parallax:
The semi major axis of this ellipse is called annual parallax p . The annual parallax is
also the angle under which the radius of earth’s orbit around the sun can be seen from
a star. We see that for the largest measurable parallax angle can be measured when the
triangle earth-sun-star is rectangular, which is the case at least two times a year.
If we assume that the difference between the hypotenuse and the adjacent leg of this
triangle is neglibly small, we have the simple trigonometric relation:
sin(p) = R/r
, where R is the distance sun-earth the so called Astronomical Unit(AU, 1AU = 1.496 ∗
1011m[42]), r the distance between sun and star, and p is half the parallax angle. So we
get the well known formula for the distance r:
r = 1/ sin p
. The unit of r gives the definition of the AU, The smaller a star’s annual parallax, the
farther away the star lies from earth (see figures 1.8 and 1.9).
The distance to the closest star e.g. (Proxima Centauri) with a parallax of 742.12
milliarcseconds expressed in Astronomical Units is 206265∗0.74212 = 153073, 3818AU
, the measured unit is the parallactic angle p which is measured in arc seconds ("), arc
minutes (’) and degrees (◦) so, to be able to work with more handy numbers in distance
scaling, the unit parsec was defined:
If the parallactic angle has an amount of 1"= 1/60’= 1/60/60◦ during one year, the
star A lies in a distance r of 1 parsec to the solar system. This distance corresponds to
206265 or 360
2∗Π ∗ 60 ∗ 60 times the distance of Earth to the sun. Calculated in SI Units:
1pc = 3.086 ∗ 1016m = 206265AU [42].
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Parallax determination Parallax determination its not as simple as it may sound. First
there are some effects adding up to the positional shifts of a star.
Figure 1.10: Influences on the spherical position of a star [2]
In plot 1.10 we see how the rotation of earth (precession, nutation and aberration) and
of the sun relative to the stars (proper motion, “Eigenbew.”) change our “point of view”,
also we see the relative size of these effects compared to the parallactic ellipse caused by
the revolution of the earth around the sun. The parallactic eclipse which is in this image 5
times enlarged to be visible. The star depicted is Ross 248 with a parallax of 3.18 pc, so
the parallactic eclipse has a radius of only 1/3.18 ".
Reduction of data First we have to reduce the position of our star to geocentric coordi-
nates (see [2], page 54). If we know the inclination of the ecliptic , the radius vector of
the Earth ~r and the longitude of the sun L we can derive the following relations between
the heliocentric coordinates α,δ and the geocentric coordinates α′ and δ′:
α′ − α = rpi(cosα cos ε sinL− sinα cosL) sec δ (1.3)
δ′ − δ = rpi(cos δ sin ε sinL− cosα sin δ cosL− sinα sin δ cos ε sinL) (1.4)
To measure a parallax Π it is necessary to have at least one second star (coordinates:
αυ, δυ) in the field with a very small parallax. Measured is the periodic shift relatively to
this second star.
In the following relation, we define the coefficient of pi to be N, where
N = r(cosα cos ε sinL− sinα cosL). (1.5)
This gives us for two stars, where one (p) has a measurable parallax and therefore is near




α′p − αp = ∆αp = Npi sec δp, and (1.6)
α′υ − αυ = ∆αυ = Npi sec δυ (1.7)
The distance between the two stars m = α′p − α′υ is now measured on a plate or as in
our case on the CCD:
m = αp + ∆αp − (αυ + ∆αυ). (1.8)
As ∆αυ is defined to be negligible we have
m = αp − αυ +Npi sec δ. (1.9)
For a second observation at a different time of the year we have
m1 = αp − αυ +N1pi sec δ. (1.10)
Finally we have the relation for the measured values of m and m1:
pi =
(m1 −m) cos δ
N1 −N . (1.11)
By measuring multiple times we get observations like the one shown in figure 1.11.
These positions allow the fitting of an ellipse.
Figure 1.11: Measurements of Ross 248
Figure 1.12: Interpolated parallactic ellipse
The measured parallactic displacement is for the star Ross 248 with a parallax of
0"318 taken in the time intervall between 1937 and 1946, it is nicely visible in the plot,
that the star cannot be observed during the time from February to June. These data are
good enough to fit an interpolated parallactic ellipse (figure 1.12).
If we compare the strength of the effects in angular size and the effort needed to
measure parallaxes with photo plates, we can understand that the distance measured is
really enormous. It shows how difficult it is and also why it took until 1837 that the




Figure 1.13: Historic Development of astrometric accuracy [5]
Historical development It is very interesting to compare the development of astrome-
try and to take evaluate the increase in sensitivity (see figure 1.13). We begin with Hip-
parchus, who measured star positions with the naked eye, and one can say that he reached
an accuracy of some degrees, we pass on to the maximum that was reachable with sys-
tematic measuring techniques but still without using a telescope (Tycho Brahe, Landgrave
of Hessen, both around 1600), reaching an accuracy of some arcseconds. For the famous
“Bonner Duchmusterung”, reaching an accuracy of one arcsecond, Friedrich Wilhelm
August Argelander used already a telescope with an entrance pupil of 78 mm and a focal
length of 630 mm, comparable to modern small field glasses. Modern ground based cat-
alogs like the FK5 catalog or the UCAC2, which is right now one of the most complete
catalogs available, are reaching accuracies of around 0.1 arcseconds. For some selected
stars special astrometrical research has been done to determine trigonometric parallaxes.
First we have the measurement of Bessel, and nowadays we have around 10000 measured
parallaxes measured from the ground (in 1952 Louise F. Jenkins, published 6000 trigono-
metric parallaxes in the General catalogue of trigonometric stellar parallaxes, in 1995 the
Yale Trigonometric Parallaxes catalog includes in it is fourth edition 15,994 parallaxes
for 8,112 stars [1]). This also shows us, how slowly the number of measured parallaxes
increased. For about 100 stars we reach with very sophisticated techniques an astromet-
ric accuracy from the ground of one milliarcsecond. This value was also reached by the
extremely important HIPPARCOS mission in 1989.
Hipparcos
The original detection technique was based on a transit instrument with a simple photo
diode detecting the angular distance between the observed stars. The time distance be-
12
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tween a transit of a star and the next star was measured. The measurement accuracy
depended on the constancy of the satellite’s rotation period. In this case a sharp point
spread function (PSF, see Glossary A) to have sharp time signals of the transit, was the
goal of the optical design. Comparing that with current possibilities from space astron-
omy, HIPPARCOS (High Precision Parallax Collecting Satellite, 1989) still reached an
astrometric accuracy of up to one milliarcsecond, measured the parallaxes of 120 000
stars and reached an accuracy of 0.64 milliarcseconds.
1.2.2 Astrometry today
Figure 1.14: Comparison of astrometric accuracies [36]
Actual and future missions The next major improvement in Astrometry was expected
with the launch of the U.S. SIM PlanetQuest mission (Space Interferometry Mission)
which was planned for 2015 but is actually deferred to unknown time [37] and the Euro-
pean Cornerstone Mission GAIA (2011) [5] both with an expected accuracy of 1 µasec.
In picture 1.14 we see a comparison of some astrometrical effects, error circles and the
sensitivity of the SIM PlanetQuest Mission. The main interest for us in this figure is the
relative size of e.g. the effect of parallactic displacement of the galactic center with a size
of around 150 microarcseconds versus the sensitivity of ground based astrometry which is
around 1 arcsecond for classical astrometry obtained from photo plates and astrographs.
Also we see the effect of relativistic displacement caused by Jupiter with a size of 100
microarcseconds. As a comparison we see the error circle for a modern astrometrical
mission like SIM with 4 microarcseconds. This accuracy would even allow us to measure
the reflex motion of a solar like star caused by a planet with one earth mass in a distance
13
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of 10 parsec. Also we see the resolution reached by high resolution space missions like
the Hubble Space Telescope of 60 milliarcseconds. When we include in this figure the
HIPPARCOS error circle of 0.64 milliarcseconds (figure 1.15) it becomes evident why an
increase in astrometric knowledge is so important.
Figure 1.15: Astrometric effects with HIPPARCOS error circle [37]
Today the main source of astrometrical information is the result of the HIPPARCOS
mission from 1989. The next direct increase in positional knowledge especially in the
astrometrical accuracy will be achieved if the astrometrical GAIA [5] mission is success-
fully delivering results which can be expected for 2011 or later. There is also the very
promising SIM Planetquest Mission [37] concept, which is actually deferred indefinitely
by the NASA headquarters [38].
Astrometry with photometric telescopes:
The actual development of new Satellites dedicated to Astroseismology and Photometry
like CoRoT and MOST with their defocused optics and long time observations of stars on
one hand and the need for better astrometrical data on the other hand lead to the question
whether it is possible to use the results of these missions to derive positional information.
It is obvious that there is always a certain positional information if a star is observed by
a telescope, but the main question is how accurate our telescopes can measure positions.
For a defocused optical system it is also interesting what kind of algorithm is useful to
derive positional information from a defocused star field. In the actual case of CoRoT we
do not only have a simple defocused optical system but even an asymmetrical system of
mirrors and lenses. How do the different algorithms react to such a system?
14
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The question is: “Is it feasible to determine parallaxes with the CoRoT (COnvection
et ROtation et Transits) satellite, and which accuracy can be achieved?”. We will try to
answer this question in the following chapters.
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Table 1.2: Solar neighborhood: Stars up to 50 ly distance to the sun, part I
Catalog Name MV MAbs Prllx Dist Proper Name Notes
mas ly
Sun -26.8 4.83 – 0.00 Sol Has 8 planets
Alpha Centauri -0.29 4.06 742.12 4.39 Rigil Kentaurus
Alpha Canis Majoris -1.46 1.43 379.21 8.60 Sirius
Epsilon Eridani 3.72 6.18 310.75 10.50 Has a planet
Alpha Canis Minoris 0.36 2.64 285.93 11.41 Procyon
61 Cygni 4.79 7.07 285.42 11.43
Epsilon Indi 4.69 6.89 275.76 11.83
Tau Ceti 3.49 5.68 274.17 11.90
Omicron Eridani 4.43 5.92 198.24 16.45 Keid
70 Ophiuchi 4.03 5.50 196.62 16.59
Alpha Aquilae 0.77 2.21 194.44 16.77 Altair
Sigma Draconis 4.67 5.87 173.41 18.81 Alsafi
HR5568 5.72 6.86 169.32 19.26
Eta Cassiopeiae 3.46 4.59 167.99 19.42 Achird
36 Ophiuchi 4.33 5.46 167.08 19.52
HR7703 5.32 6.41 165.24 19.74
82 Eridani 4.26 5.35 165.02 19.76
Delta Pavonis 3.55 4.62 163.73 19.92
HR8832 5.57 6.50 153.24 21.28
Xi Bootis 4.54 5.41 49.26 1.85
HR753 5.79 6.50 138.72 23.51
HR6426 5.91 6.61 138.2 23.6
HR222 5.74 6.38 134.04 24.33
107 Piscium 5.24 5.87 133.91 24.36
Beta Hydri 2.82 3.45 133.78 24.38
Mu Cassiopeiae 5.17 5.78 132.40 24.63
HR8721 6.48 7.07 130.94 24.91 0.87 ly from Fomalhaut
Alpha Piscis Austrini 1.15 1.72 130.08 25.07 Fomalhaut
Alpha Lyrae 0.03 0.58 128.93 25.30 Vega Surr. by a ring of dust
Pi Orionis 3.19 3.67 124.60 26.18 Tabit
Chi Draconis 3.55 4.02 124.11 26.28
p Eridani 5.07 5.52 122.75 26.57
Xi Ursae Majoris 3.79 4.18 119.7 27.2 Alula Australis
Beta Canum Venaticorum 4.24 4.63 119.46 27.30 Chara
Mu Herculis 3.42 3.81 119.05 27.40
61 Virginis 4.74 5.09 117.30 27.81
Zeta Tucanae 4.23 4.56 116.38 28.03
Chi Orionis 4.39 4.70 115.43 28.26
HR6416 5.47 5.75 113.81 28.66
HR1614 6.22 6.49 113.46 28.75
HR7722 5.73 6.00 113.33 28.78
Gamma Leporis 3.59 3.83 111.49 29.25
Delta Eridani 3.52 3.74 110.58 29.50 Rana
Beta Comae Berenices 4.23 4.43 109.23 29.86
HR4550 6.42 6.61 109.21 29.87 High velocity star
Kappa Ceti 4.84 5.03 109.18 29.87
Gamma Pavonis 4.21 4.39 108.50 30.06
HR4523 4.89 5.06 108.23 30.14
HR4458 5.96 6.06 104.84 31.11
61 Ursae Majoris 5.31 5.41 104.81 31.12
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Table 1.3: Solar neighborhood: Stars up to 50 ly distance to the sun, part II
Catalog Name MV MAbs Prllx Dist Proper Name Notes
mas ly
12 Ophiuchi 5.77 5.82 102.27 31.89
HR511 5.63 5.64 100.24 32.54
HR5256 6.49 6.47 98.97 32.96
Alpha Mensae 5.08 5.05 98.54 33.10
Beta Geminorum 1.14 1.07 96.74 33.72 Pollux Nearest giant star,
has a planet
HR857 6.05 5.97 96.33 33.86
Iota Persei 4.05 3.94 94.93 34.36
HR9038 6.36 6.19 92.68 35.19
Zeta Herculis 2.81 2.64 92.63 35.21 Rutilicus
Delta Trianguli 4.84 4.66 92.20 35.38
Beta Virginis 3.59 3.40 91.74 35.55 Zavijava
HR637 6.12 5.93 91.63 35.60 Has a planet
Beta Leonis 2.14 1.92 90.16 36.18 Denebola
HR6806 6.38 6.15 90.11 36.20
54 Piscium 5.88 5.65 90.03 36.23 Has a planet
Gamma Serpentis 3.85 3.62 89.92 36.27
11 Leonis Minoris 5.40 5.16 89.45 36.46
Theta Persei 4.10 3.85 89.03 36.63
Alpha Bootis -0.05 - 0.31 88.85 3 6.71 Arcturus Most luminous star in 50ly
Eta Bootis 2.68 2.41 88.17 3 6.99 Muphrid
HR5553 6.00 5.69 86.69 37.62
Zeta Doradus 4.71 4.38 85.83 38.00
Lambda Serpentis 4.42 4.07 85.08 38.34
Iota Pegasi 3.77 3.42 85.06 38.34
Delta Capricorni 2.85 2.49 84.58 38.56 Deneb Algedi
Gamma Virginis 2.74 2.38 84.53 38.59 Porrima
Zeta Reticuli 4.62 4.21 82.65 39.46
Zeta Trianguli Australis 4.90 4.49 82.61 39.48
HR3384 6.38 5.95 82.15 39.70
HR1925 6.21 5.77 81.69 39.93
Beta Trianguli Australis 2.83 2.38 81.24 40.15
85 Pegasi 5.80 5.33 80.63 40.45
Rho Cancri 5.96 5.47 79.80 40.87 Has 4 planets
HR3259 5.95 5.45 79.48 41.04 Has 3 planets
HR483 4.96 4.45 79.09 41.24
Lambda Aurigae 4.69 4.18 79.08 41.24
HR683 6.33 5.81 78.88 41.35
44 Bootis 4.83 4.30 78.39 41.61
HR6518 6.44 5.90 78.14 41.74
36 Ursae Majoris 4.82 4.28 77.82 41.91
HR6094 5.37 4.82 77.69 41.98 Has a planet
HR4587 5.54 4.99 77.48 42.10
Alpha Aurigae V 0.07 -0.49 77.29 42.20 Capella 2 giant stars +
2 red dwarfs 0.14ly away
HR6998 5.85 5.28 77.02 42.35
58 Eridani 5.49 4.87 75.10 43.43
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Table 1.4: Solar neighborhood: Stars up to 50 ly distance to the sun, part III
Catalog Name MV MAbs Prllx Dist Proper Name Notes
mas ly
Upsilon Andromedae 4.10 3.45 74.25 43.93 Has 3 planets
Theta Ursae Majoris 3.17 2.52 74.15 43.99 Al Haud
HR8501 5.36 4.69 73.47 44.39
HR8 6.07 5.39 72.98 44.69
Beta Aquilae 3.71 3.03 72.95 44.71 Alshain
10 Tauri 4.29 3.60 72.89 44.75
Iota Piscium 4.13 3.43 72.51 44.98
Gamma Cephei 3.21 2.51 72.50 44.99 Errai Has a planet
Tau? Eridani 4.47 3.74 71.56 45.58
18 Scorpii 5.49 4.76 71.30 45.74
47 Ursae Majoris 5.03 4.29 71.04 45.91 Has 2 planets
26 Draconis 5.23 4.49 70.98 45.95
Alpha Fornacis 3.80 3.05 70.86 46.03 Fornacis
HR7578 6.22 5.46 70.34 46.37
Pi Ursae Majoris 5.63 4.86 70.07 46.55
Alpha Ophiuchi 2.08 1.30 69.84 46.70 Rasalhague
Eta Cephei 3.41 2.63 69.73 46.77
72 Herculis 5.38 4.59 69.48 46.94
Nu Lupi 5.65 4.83 68.70 47.48
Theta Bootis 4.04 3.22 68.63 47.52 Asellus Primus
Iota Ursae Majoris 3.12 2.29 68.32 47.74 Talita
HR7898 6.36 5.53 68.28 47.77 1.68ly from Psi Capricorni
111 Tauri 5.00 4.17 68.19 47.83
Psi Serpentis 5.86 5.03 68.16 47.85
Psi Capricorni 4.13 3.30 68.16 47.85
Alpha Corvi 4.02 3.17 67.71 48.17 Alchibah
I Hydrae 4.93 4.07 67.19 48.54
20 Leonis Minoris 5.37 4.50 67.14 48.58
HR209 5.80 4.93 66.92 48.74
Alpha Cephei 2.45 1.58 66.84 48.80 Alderamin
HR7162 5.20 4.32 66.76 48.86
Eta Leporis 3.71 2.82 66.47 49.07
Nu Phoenicis 4.97 4.08 66.43 49.10
19 Draconis 4.88 3.99 66.28 49.21
31 Aquilae 5.17 4.27 66.01 49.41
HR3018 5.36 4.45 65.79 49.58
HR5864 6.01 5.09 65.60 49.72
Mu Arae 5.12 4.23 65.46 49.83 Has 4 planets
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1.3 The CoRoT mission
Figure 1.16: Artist concept of CoRoT (image credits: CNES/D. Ducros.)
CoRoT (Convection et Rotation et Transits) is mainly designed to detect photometric
intensity changes. The goal is the measurement of physical parameters of the target stars
like pulsations and rotation periods. Furthermore it is planned to detect extrasolar planets
down to the size of the Earth by observing the intensity change of a star caused by the
transit of planets.
1.3.1 What makes high precision photometry so interesting?
We want to increase out knowledge about the physical properties of stars. One of the main
techniques to obtain information about the internal structure and inner mechanisms is the
observation of the variations in the flux we receive from that star.
Distance measurement using Cepheids
One important example for the importance of the observation of periodic flux changes via
so called “light curves”, was shown for the first time by Henrietta Swan Leavitt in 1912.
She found that yellow stars with a fluctuation period of three days have a luminosity
of about 800 times that of the Sun. Stars with a thirty-day period are 10000 times as
bright as the Sun. She classified these stars as “Cepheids” because the first variable star
of that type was δ Cephei, a star whose variability was already known since 1784 (by
John Goodrike). This scale has been calibrated using nearby Cepheid stars, for which the
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distance could be measured directly by the use of trigonometric parallaxes. Every increase
of the astrometrical knowledge about the distance of Cepheids therefore increases the
accuracy of the period-luminosity relationship. As a result of the HIPPARCOS mission
the relation
Mv = −2.81log(P )− 1.43± 0.1
(Mv stands for the the absolute magnitude and P for the period in days) was found in
1997 [13]. A precise knowledge of this relationship is very important because Cepheids
are used as “standard candles”. Cepheids are relatively bright and can be observed even
in other galaxies. Assuming that these Cepheids follow the same physical laws as “our”
Cepheids in our galactical neighbourhood we can say that a Cepheid with a certain pe-
riod MUST have a certain absolute magnitude. In order to have a measured apparent
magnitude, this star must lie within a certain distance. If we now can associate the ob-
ject to which this star belongs, we can also measure the distance to this object with the
period-luminosity relationship.
Physical properties of stars, the kappa mechanism
Next to the usability of this relationship for distance measurements there is also a physical
mechanism behind these oscillations that gives us an extremely good insight into the inner
life of these stars, e.g there is the so called kappa mechanism, describing intensity changes
caused by changing the opacity “kappa”. The opacity of a plasma is dependent on its
temperature and pressure. At the beginning of the cycle some exterior effect causes the
plasma in a certain layer of the star to be compressed and therefore its temperature and
its opacity increases. Due to the higher opacity, less radiation can pass this layer, the
temperature due to radiation increases and therefore also the pressure. The high pressure
causes the layer to expand. This expansion reduces also the temperature and opacity.
Now the radiation can escape easily and the pressure drops, this leads to an infall of
matter, which again causes the pressure and temperature in the layer to increase. This
mechanism is very important because the result, the intensity change is measurable and
the duration length of each cycle, the period of the intensity variation allows us to model
the stars physical properties. It is as if we would be able to expand the star and let it
react freely like an oscillating (nonlinear) pendulum. As we can determine the length of
the pendulum observing its oscillation rate, we can also determine the size of a star, its
temperature and its chemical properties measuring its oscillation rate.
1.3.2 How is CoRoT’s observing?
CoRoT was placed by a Soyuz rocket into a polar orbit at an altitude of 896 kilometers
(see figure 1.17). CoRoT is pointing for a half year to the galactic anticenter direction
and one half of the year to the galactic center direction. During the observation period
the terminator of the earth will move due to the movement of the earth, so CoRoT is not
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like MOST flying along the terminator, its orbit is always perpendicular to the viewing
direction.
Figure 1.17: CoRoT’s orbit
The orbit: This orbit allows
a continuous observation of two
fields for more then 150 days,
plus due to straylight constraints
by the sun which limits the ob-
servation period to less then 180
days, two additional short runs of
around 30 days. The long run
and the short run are always in the
same CoRoT “eye”.
Star fields (see CoRoT list of
targets [44]) are observed over
different time periods ranging
from some weeks up to 120 days.
There are Long and Short Runs. CoRoT is always looking into the “night” direction, the
telescope’s viewing direction is always pointing away from the sun. Due to the scientific
question “Is there a difference between the stars of the galactic center direction and the
stars lying in the opposite , the anticenter direction?” the Long Run fields were chosen to
be pointing to the center and the anticenter of the milky way for a maximum time. Only to
use the days when it is not possible to look at one of the two fields, because the sun comes
too close to the minimal angular distance from the observational field two short run fields
are observed for approximately 30 days (see list of all runs, table reftab:coordinates).
Its important to measure in intervals of relatively short time steps to have a reliable
set of data and not to loose information by adding up light over a too long time period.
Therefore it was decided to store images with a time rate of 30 seconds. Every second the
content of one frame will be read out. This data frame is added up with 29 other frames
for a virtual illumination time of 30 seconds per downloaded frame.
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“COROT EYES”: COROT’s strategy is to observe two major fields the so called “eyes”.
One eye is pointing directed towards the galactic center for the short and long runs SRc
and LRc, and one eye pointing towards the anticenter with the short runs SRa and LRa
fields.
Figure 1.18: Corot "Eyes"
A detailed list of the coordinates of the already observed fields from [9] can be found
in table 1.5,
Table 1.5: Coordinates of the observed long run fields
Run Date start-end duration [d] RA DEC
LRc01 05 2007 - 09 2007 152 19:23 00:27
LRa01 10 2007 - 02 2008 150 06:47 -00:12
LRc02 04 2008 - 09 2008 150 19:00 -03:20
For parallax measurements its very important to get a very long baseline between the
two positions of the observer. The optimal time difference between two observations from
earth of the same field would be close to half a year. When we take a look at the planned
and now completed observational runs of CoRoT, we see that with an observational time
of 150 days for the long runs COROT gives an ideal platform to derive parallaxes if the
astrometric position of stars can be derived with sufficient accuracy. The short runs have
only observational time intervals of around 30 days.
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An overview of the position of the “eyes” directed to the galactic center LRc01 and
to the galactic anticenter LRa01 can be seen in figure 1.18. A detailed view of the two
fields is displayed in table 1.6. The circle shows the fields were CoRoT could point at.
The small frame “Field of View” shows the place of the actual field. More details about
the fields can be found in chapter 4.
The coordinates therein are the coordinates of the line of sight. To get the coordinates
of the observed field its important to know the exact position of the corners of each of the
four CCD’s. These coordinates can be found in the appendix.
Table 1.6: CoRoT “Eyes” pointing to the gallactic center (LRc01,top) and to the gallactic anticenter
(LRa01,bottom)
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1.3.3 Why in space?
The problem of long time observations on earth is the limitation to 8 to 12 hours. Space
observatories like [26] or CoRoT allow the measurement of light curves with a much
longer observation time than on earth.
Even if networks are used and the stars are observed from different observatories, there
is still a loss of accuracy caused by different instruments, different weather conditions and
geographical factors. Due to the rotation period of the earth every light curve is biased
by a 24-hours period, this period is not existing for space observations, here its the orbit
period which can cause systematical errors in the flux measurement (straylight from earth,
sun, moon).
1.3.4 What are the demands to the instrumentation?
A very high accuracy of the flux measurement
The idea to meet this demand is to use a defocused Point Spread Function. This means
that the light from the observed star is spread over multiple pixels, the intensity change is
measured on many pixels. First the fluctuations in the flux should have the same period
for all pixels, so we reach a high accuracy in the measurement of light fluctuations.
Secondly we have a higher accuracy in the measurement of the whole flux from that
star because we can distribute the light over more pixels. We can have a higher count
number if only one pixel is limited with “Full Well Capacity”. A higher number of counts
allows a more exact evaluation of the whole amount of flux. Also the pixel is not saturated
as fast as it would have been, if the star was completely focused on this pixel. This is
useful for relatively bright stars.
Low straylight from earth. moon, etc. This is done by an especially constructed
baffle. To reach the required straylight level it would have been inevitable to build a very
long baffle, but in space flight, very “long” components are much more complicated to
handle and therefore expensive. Small, compact components are preferred and cheaper.
The solution was to build a folded optical system where the baffle and the optics could fit
onto a standard ESA PROTHEUS platform [43].
This special design is also the main reason for the asymmetrical shape of a star, the so
called Point Spread Function, which will be of interest for the further study.
1.3.5 How can the pulsations be classifed?
There are two different CCD fields in the Field of View (FOV), in one part (the one we
are also working with), the so called Seismological Field, there is just a simple defocused
image of the star field. In front of the second field, the so called Exoplanetary field, a
prism is installed, allowing to obtain a color image of the brighter stars. It is thus possible
to distinguish stellar activity from a planetary transit, because flux changes caused by a
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transit show the same relative level over the whole color spectrum unlike flux changes
caused by flares, eruptions or solar spots.
1.3.6 What are the main scientific goals of CoRoT and what is the
question the author is working on?
Classification of star pulsations to distinguish pulsation caused by stellar eruptions and by
convection on one hand and to derive rotation periods of the observed stars were the main
scientific goals of CoRoT. As a very fascinating feature the team hoped to find extrasolar
planets by flux changes caused by their planetary transits in front of their host star. As
an additional feature the question came up whether it was possible to derive the positions
of at least two stars in the field of view of CoRoT with sufficient precision to measure
parallaxes? Can these measurements even be useful to allocate other measurements from
Satellites like Hipparcos?
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1.3.7 The Optical System
One of the great challenges the CoRoT instrument team had to face was the extremely
low amount of stray light that was allowed to enter the pupil of the optical system. The
required photometric sensitivity to measure intensity variations of the observed stars was
set to 10−6. That corresponds to a maximum stray light of 1 photon per second and pixel.
Already from the earth, assuming an angle between earth’s limb and the line of sight of
20◦, stray light level would amount to 6∗ 1012 photons per pixel and second. So the baffle
must have a rejection capability of 1012.
Figure 1.19: Preliminary Three Mirror Anastigmatic
optical concept [43]
Normally for that kind of telescope an
anastigmatic1 optical system is favored,
but this would have led to a baffle length
of around 5 meters. A baffle of that size
would cause many structural problems and
would have increased the cost of the mis-
sion extremely.
The only way to build an optical sys-
tem with such a long focal length was by
modifying the design and by the use of
lenses.
Figure 1.20: Final CoRoT-Optical System using two
mirrors and 6 dioptrical lenses [43]
A non-symmetrical telescope with two
mirrors folding the optical way (see fig-
ure 1.20) followed by a system of lenses
was chosen. The folding was important
in order that the telescope and the baffle
fit onto a PROTHEUS platform and at the
same time the baffle had enough stray light
rejection capacity to fulfill the constraints.
The final optical design consists of a sys-
tem of two parabolic mirrors, reducing the entrance pupil of 270 mm ([7]) by a factor of
3, followed by 6 dioptrical lenses scaling the system to a focal length of 1.1 m.
The length of the telescope was in that way reduced and the stray light rejection ca-
pacity was even better then for the initially proposed TMA (Three-Mirror Anastigmatic,
figure 1.19 and [43]) concept.
This special construction also leads to a very special image of stars in the field of view
as we see in appendix B.
Image field Image Field Size: 2.8 x 2.8◦, aperture ratio: f/3. One half of the field is
used for the "‘Seismology"’ and one half is used for the "‘Exoplanet Mission"’.
1anastigmatic = not astigmatic, astigmatism: defect caused by the deviation of the lens surface from a
spherical curvature, light beams are therefore not converging in one point of focus
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1.3.8 The point spread function (PSF) of the Seismological Channel
The simulation of the optical system was performed by the French CoRoT team around
Michel Auvergene, using the ZEMAX [52] optical system design software. To simulate
the flux coming from a star of a certain temperature the Kurucz Stellar Atmospheres
model code Atlas 9 [24](Kurucz, 1970, 1993) was used.
Figure 1.21: CoRoT PSF [43]
The PSF is especially designed for a
high precision flux detection (see 1.3.4),
so the illuminated area spreads over 10*13
"real" pixels. To reduce the risk of over-
saturation the PSF is shaped like a small
volcano (see figure 1.21), where the pix-
els inside the cone all have a similar inten-
sity. One idea behind this shape is to have
a good signal to noise ratio on all illumi-
nated pixels. This is done by a PSF where
the intensity on all illuminated pixels is in
the same range. Like this no pixels are al-
ready overilluminated while others are not
getting sufficient signal strenght to reach a
good signal to noise ratio.
The second idea is to have a large number of pixels where the flux can be measured.
A large number of pixels reduces the amount of error for the measurement of flux change
compared to a single detector. All these pixels are exposed to a similar amount of light
during one exposure time so all pixels reach a good signal to noise ratio. The number of
under- or overexposed pixels is extremely reduced by that shape.
1.3.9 The CCDs
Figure 1.22: CCD 42-80, back illuminated
CCD from e2v technologies
The CCDs used for the CoRoT mission are 42-
80 back-illuminated Charge Coupled Devices from
e2v technologies (former "‘Marconi Applied Tech-
nologies"’). The 42-80 CCDs are especially use-
ful for astronomical and scientific applications due
to their low noise amplifiers and readout features
which allow the reading of large charge packets.
It also is designed for the construction of mosaic
fields of more CCDs ([55]).
The optical detector consists of four CCD’s in
the optical plane. Two CCDs are used for the seis-
mologocial program and two are used for the exo-
planetary program. Each CCD has a size of 2048 x
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2048 px. An impression of the arangement of the
four CCDs in the field of view is given in figure 4.1. The size of one pixel on the CCD
corresponds to 2.5 " :
1, 4◦ = 60′ + 24′ = 84 ∗ 60” = 5040” ∼ 2000px
⇒ 2px ∼ 5”⇔ 2/5px ∼ 1”⇒ 1masec ∼ 0.0004px
. That means to reach an astrometrical accuracy comparable with the accuracy of HIP-
PARCOS of 1 masec, we need to reach an accuracy of our position finding algorithm of
0.0004 px. Because our simulations of the PSF is four times oversampled, an accuracy of
1 px in the simulation corresponds to an accuracy of 0.25 px on the real CCD. That means
we would need to reach an accuracy of 0.0016 px for our simulated positional algorithms
with our oversampled 160 x 160 px PSF.
1.3.10 The simulated data:
The simulations which were received from the French CoRoT Team around Michel Au-
vergne are consisting of sixteen point spread functions of the seismological channel.
They are simulations of the starlight from four stars with temperatures and therefore
colors of 4000 K, 5000 K, 6000 K and 8000 K. For each star and temperature four different
position angles -0.012, 0.662, 1.337 and 2.012 have been calculated. The overall intensity
per simulated PSF has been set to 1, so the strongest illuminated pixel has an intensity of
0.00069.







Table 1.7: The positions of the simulated PSFs
If we compare the shape of the PSF (figure 1.23) we see from left to right the influ-
ence of the coma caused by the different distances to the line of sight, and from top to
2Naming Convention: "positions" and "coordinates" in the running text are describing derived position
values for a star within a simulated frame, to describe different positions of the simulated frame this author
uses the term ”position angle“.
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bottom the influence of the chromatic aberration caused by the different temperatures and
therefore colors of the simulated stars. We can already see that coma causes a stronger
change in the shape of the PSF then the chromatic aberration.
Figure 1.23: COROT point spread functions between 4000K and 8000K at angular positions -0.012 and
2.012
Filelist
The received files contain informations about the effective temperature and the position
in the FoV which can be taken from the file names.
The name of the file contains:
- the position of the PSF in the Field of View measured in angular distance to the
Line of Sight:
(-0.420/-0.012),(-0.420/0.0662),(-0.420/1.337) and (-0.420/2.012)
- the effective temperature of the target : 4000 K, 5000 K, 6000 K and 8000 K
Listing 1.1: filelist
−0.420_−0.012 _4000 . f i t s −0.420_−0.012 _5000 . f i t s
−0.420_−0.012 _6000 . f i t s −0.420_−0.012 _8000 . f i t s
−0.420 _0 . 6 6 2 _4000 . f i t s −0.420 _0 . 6 6 2 _5000 . f i t s
−0.420 _0 . 6 6 2 _6000 . f i t s −0.420 _0 . 6 6 2 _8000 . f i t s
−0.420 _1 . 3 3 7 _4000 . f i t s −0.420 _1 . 3 3 7 _5000 . f i t s
−0.420 _1 . 3 3 7 _6000 . f i t s −0.420 _1 . 3 3 7 _8000 . f i t s
−0.420 _2 . 0 1 2 _4000 . f i t s −0.420 _2 . 0 1 2 _5000 . f i t s
−0.420 _2 . 0 1 2 _6000 . f i t s −0.420 _2 . 0 1 2 _8000 . f i t s
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The simulated frames are all positioned on a line with increasing distance to the line
of sight.
Fits-Header
Each file contains a header file containing the following information:
Listing 1.2: Fits-header for simulated PSFs
SIMPLE = T
/ W r i t t e n by IDL : F r i Apr 18 1 1 : 1 4 : 1 6 2003
BITPIX = −32 /
NAXIS = 2 /
NAXIS1 = 160 /
NAXIS2 = 160 /
DATE = ’2003−03−06’
/ C r e a t i o n d a t e (CCYY−MM−DD) of FITS h e a d e r
VISEE = ’1 .0460 mic rons a t −0.4200 , 0 .6620 deg . ’ /
SPACING = 3.37500 / Data g r i d s p a c i n g
− mic rons
XAREA = 536.600000000 /
YAREA = 536.600000000 /
PUPIL = ’ P u p i l g r i d s i z e : 256 by 256 ’ /
IMAGE = ’ Image g r i d s i z e : 160 by 160 ’ /
PXCENTER= 81
/ Image c e n t e r − p i x e l u n i t
PYCENTER= 81
/ Image c e n t e r − p i x e l u n i t
X_CENTER= 8.79474
/ O r i g i n o f t h e monochromat ic PSF a t 650 nm
Y_CENTER= 2.24164
/ O r i g i n o f t h e monochromat ic PSF a t 650 nm
DEFOC = ’ f −0 .8 : ’ / Defocus (mm)
TYPE = ’ w h i t e ’
/ Va lues : w h i t e o r monochromat ic
VERSION = 17
/ v e r s i o n number o f t h e o p t i c
TRANS = 16 .2000
/ t r a n s m i s s i o n : v e r s i o n number o f t h e o p t i c
FLUX = ’ Kurucz A t l a s 9 ’ / t a r g e t F lux o r i g i n
QE = ’E2V ’
/ Quantum e f f i c i e n c y : measurements coming from
O_SOFT = ’ Zemax ’
/ O p t i c s i m u l a t i o n s o f t w a r e
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T_TEMP = 20 .0000
/ T e l e s c o p e and OD t e m p e r a t u r e
ATM_V = ’Vacuum ’ / O p t i c s i n vacuum
STAR_T = 4000 .00
/ T a r g e t e f f e c t i v e t e m p e r a t u r e
POS = ’−0.420 _0 . 6 6 2 ’
/ a n g u l a r p o s i t i o n i n t h e sky
XIMIN = 8.52305 / xmin o f t h e window (mm)
XIMAX = 9.06305 / xmax of t h e window (mm)
YIMIN = 1.96995 / ymin o f t h e window (mm)
YIMAX = 2.50995 / ymax of t h e window (mm)
DX = 3.37500 / x s t e p ( micron )
DY = 3.37500 / y s t e p ( micron )
END
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Tests with all PSFs
2.1 First thoughts about optical effects and centroiding
algorithms
To describe the behavior of the COROT optics for changing stars it was tried to find some
trends in the distribution of the positions derived with different algorithms for all sixteen
PSFs. The main goal is to find out, which algorithm delivers the best results for astrometry
and should therefore be used for astrometric reductions of COROT fields.
2.1.1 Effects changing the shape of the PSF
Chromatic aberration:
Figure 2.1: Chromatic aberration [53]
Stars emit light with a typical
wavelength distribution, this cor-
responds to colors. With different
temperatures the color of the stars
change. Lenses have a different
refraction index depending on the
wavelength of the light passing
through the lens. Therefore stars
with a different temperature can
be found on a slightly different
position on the optical plane. The
strength of this effect is depend-
ing of the optics used and on the
centroiding algorithm used.
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Coma and distortion effects:
Another effect influencing the position of a star or frame positions in the Field of View
(FoV) is coma or comatic aberration.
Figure 2.2: Coma [54]
Light beams coming from a
source not lying directly in the
line of sight focus on a differ-
ent point then the focal point.
This effect is usually described
for parabolic mirrors or lenses.
The further away from the op-
tical axis a light source is posi-
tioned the stronger is this effect.
In our case we do not have a sim-
ple "‘one mirror"’ optics, we have
a more complicated optical sys-
tem, with lenses and mirrors, but
the change of the resulting posi-
tion of the centroid of a PSF caused by the different location relative to the optical axis
can also be called comatic aberration.
So we have two effects which can be examined, the chromatic aberration and the coma
effect . Both effects are influenced by the asymmetrical optical system which leads to a
systematic distortion for different positions of a star in the Field of View.
2.1.2 ESO-MIDAS Centroid Search Routines:
ESO-MIDAS1(European Southern Observatory - Munich Image Data Analysis System)
offers three methods to derive coordinates of stars from a star field.
To create an overview of the behavior of the 16 PSF’s the positions of our stars (x,y)
have been derived with three methods:
1Trademark of the European Southern Observatory. The ESO-MIDAS system provides general tools
for image processing and data reduction with emphasis on astronomical applications including imaging and
special reduction packages for the ESO instrumentation at La Silla and the VLT at Paranal. In addition it
contains applications packages for stellar and surface photometry, image sharpening and decomposition,
statistics and various others.
The official name, ESO-MIDAS, is a registered trademark. ESO-MIDAS is available under the
GNU General Public License (GPL), and can be implemented on OpenVMS and UNIX (Linux) sys-
tems. For more detailed information about ESO-MIDAS, the reader is referred to the following website:
http://www.eso.org/sci/data-processing/software/esomidas/
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Center/Moment: Compute the central position using an intensity weighted first
moment (mean), the so called barycenter2of the pixel values.
By replacing mass with the pixel value (Intensity) I(i,j) and position(x,y) with pixel




i,j I(i,j) ∗ i∑
i,j I(i,j)
; (2.1) yc =
∑
i,j I(i,j) ∗ j∑
i,j I(i,j)
(2.2)
This simple Centroid algorithm is especially useful for blobs. [51]
Center/IQE: Compute the central position fitting a 2-dim Gaussian distribution to
the marginal distributions in both the x- and y-directions. This method also returns
the axis and position angle and is especially useful for elongated stars.
Center/GAUSS: Compute the central position of the specified object by fitting a
Gaussian distribution to the marginal distributions in both the x- and y-directions
(or just in x). The algorithm delivers also the FWHM (the full width at half maxi-
mum, the width of the Gaussian curve where the intensity is half of the maximum
intensity) for each star.
2.1.3 Positions derived with different methods
The results of the different algorithms for the sixteen point spread functions are shown
in table 2.1 and plotted in figure in 2.3. The main property of the three methods is seen
by observing the plots and shows that the centroiding algorithms react differently to the
change of the PSF properties. The distribution of the results for the Center/Gauss (∆)
algorithm compared to the results for the two other methods is clearly visible and leads
to the impression that the Center/Gauss method is inaccurate in comparison with the two
other methods.
In plot 2.4 only the results for the Center/IQE and the Center/Moment algorithms
without the widespread Center/Gauss results are displayed. Here we observe that the Cen-
ter/IQE (∗) and Center/Moment (+) results have a similar distribution range but slightly
different position values. Also we can see that the two methods react differently to the
change of the shape of the PSF caused by a different star temperature and different po-
sition in the Field of View. This effect is worked out in greater detail in the following
section.
If we take a closer look at the distribution of the results for Center/Moment (figure 2.5)
and Center/IQE (figure 2.6) we see that the results can be assigned to different groups and
there seems to be a trend with increasing star temperature and with increasing angular
2The Barycenter or center of mass R˜ of a system of particles is defined as the average of their positions
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Figure 2.3: Coordinates for all three MIDAS algorithms
distance to the line of sight. This means that the physical effects of chromatic aberration
and coma can be displayed with these algorithms. To display the change in the shape of
the PSF also all 16 simulated PSF’s were included (see page 103). It can be seen that the
shape of the PSF changes slightly with temperature and position in the field of view.
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Figure 2.4: Coordinates for Center/Moment and Center/IQE
Method Center/Moment Center/IQE Center/Gauss
Angle T XCEN YCEN XCEN YCEN XCEN YCEN
-0,012 4000 82,22 81,59 81,16 81,36 81,5 81,5
0,662 4000 81,4 81,57 80,68 81,32 63,69 68,64
1,337 4000 80,46 81,51 80,15 81,33 81,5 81,5
2,012 4000 79,84 81,37 79,65 81,38 76,7 42,94
-0,012 5000 82,27 81,57 81,08 81,25 53,72 75,52
0,662 5000 81,49 81,53 80,74 81,2 58,22 48,39
1,337 5000 80,66 81,45 80,4 81,19 79,31 80,65
2,012 5000 80,2 81,29 80,16 81,15 82,21 63,51
-0,012 6000 82,38 81,59 81,08 81,19 54,46 76,01
0,662 6000 81,58 81,54 80,8 81,13 60,67 59,17
1,337 6000 80,78 81,44 80,56 81,11 79,51 80,52
2,012 6000 80,41 81,26 80,48 81,12 73,99 88,36
-0,012 8000 82,56 81,6 81,1 81,12 4,8 75,41
0,662 8000 81,72 81,54 80,89 81,04 63,44 78,71
1,337 8000 80,95 81,41 80,78 81 79,85 80,42
2,012 8000 80,68 81,22 80,87 80,93 91,27 75,93
Table 2.1: Coordinates (x,y) derived with MIDAS Center/MOMENT, CENTER/IQE and CENTER/GAUSS
(see chapter 2.1.2)
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2.2 Tests of the accuracy of the MIDAS methods
The main goal is to test the accuracy of the centroiding algorithms.
As a first method, it was assumed that there is a good ”mean“ value for the position
of a star with a certain position on the CCD with different temperatures. The effect of
chromatic abberation due to the changing temperature is ignored. The same is done again
with ”mean“ values for each temperature and calculating this ”mean“ over all angular
positions. Here the effect of the coma is ignored. This test delivers the values for the
accuracy of the three measuring methods. The quantity that is showing the quality of
a method is the variance of the mean value of the centroid positions derived with the
different algorithms.
The second test is: how good can the physical behavior of the PSFs be modeled by a
linear and a polynomial fit (Bestimmtheitsmass). The third quantity that is tested is the
standard deviation of those physical behaviors with a linear regression.
2.2.1 Grouping and trends
If we try to group the positions found with the different methods it is obvious that the
methods deliver different results, but the shifting caused by the two effects also has a
different strength and the direction of the shift is not the same. From the physical point of
view the shifts are caused by the same effect and therefore the resulting shift value should
be the same, independently of the used algorithm to derive a position.
The difference in the shifts between the used methods allows us to judge the quality
of the two methods. For the third positional algorithm, the CENTER/GAUSS algorithm,
no trend can be found because the method is too inaccurate.
Center/Moment results
In the different plots we see the results for the Center/Midas algorithm grouped by tem-
perature and by the position angle of the PSF. It is already visible that there is a trend, and
also that the change in the temperature leads to a stronger deviation then a change in the
position. It seems that an increase in the temperature leads to shift into the positive x and
negative y direction. A change in the position from -0.012 to 2.012 in the FoV leads to a
shift into the negative x and negative y direction.
When we compute a mean position and derive the error of this mean position we can
use this to say something about the relative strength of the two effects causing the position
to change. In the first plot 2.6(a) we have the results grouped by constant temperatures.
In plot 2.6(b) we have the results for constant positions.
σ(x) is ranging for a constant temperature from 0.6 to 0.49, while σ(y) ranges from
0.06 to 0.1. For a constant position in the FoV the resulting σ(x) is ranging from 0.09 to
0.2 and σ(y) from 0.01 to 0.03. We see that the coma effect leads to a bigger error in the
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Figure 2.5: Coordinates derived with Center/Moment and grouped by position angle and temperature
(a) Center/Moment, constant temperatures (b) Center/Moment, constant angular distances
Table 2.2: Center/Moment, const. temperatures
Temp. XCEN YCEN σ(x) σ(y)
4000 80,98 81,51 0,6 0,06
5000 81,16 81,46 0,53 0,07
6000 81,29 81,46 0,51 0,08
8000 81,48 81,44 0,49 0,1
Table 2.3: Center/Moment, const. angular distances
Pos. XCEN YCEN σ(x) σ(y)
-0,012 82,36 81,59 0,09 0,01
0,662 81,55 81,55 0,08 0,01
1,337 80,71 81,45 0,12 0,02
2,012 80,28 81,29 0,2 0,03
mean position then the effect caused by a variable temperature. Also the error is larger in
x direction than in y (see the scaling from 81.0 to 82.0 in x and 79.0 to 83.0 in y).
Also the mean variance of all four mean temperatures σtemp(x, y) = (0.53, 0.08) and
four mean positions σpos(x, y) = (0.12, 0.01) has been calculated and shows that the
effect of coma is more important then the effect of chromatic aberration by a factor of 5.
Center/IQE results:
The same plots for the results from the Center/IQE algorithm are shown in figure 2.7(a)
and figure 2.7(b). We see that this algorithm reacts differently to the change of the PSF
and also the trend caused by a change in temperature or a change of the position in the
optical field points to a different direction.
Again we have a trend with a different strength and direction for changing temperature
and position. But the direction of the position change is not as clearly seen as in the
Center/Moment plots. Here we see that an increasing temperature leads to a shift to the
negative y direction. A change in the position in the FoV seems to lead to a shift of the
Centroid to the positive x direction. These trends will be discussed in detail later.
The sigma values for mean positions for constant temperatures for the Center/IQE
method lie between 0.38 and 0.08 in x and between 0.02 and 0.05 in y. For constant
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Figure 2.6: Coordinates derived with Center/IQE and grouped by position angle and temperature
(a) Center/IQE, constant temperatures (b) Center/IQE, constant positions
positions the variance in x lies between 0.02 and 0.3, in y between 0.04 and 0.08. Again
we can at least say that in x direction we have a bigger shift then in y direction.
Table 2.4: Center/IQE, const. temperatures
Temp. XCEN YCEN σ(x) σ(y)
4000 80,41 81,35 0,38 0,02
5000 80,6 81,2 0,23 0,02
6000 80,73 81,14 0,16 0,02
8000 80,91 81,02 0,08 0,05
Table 2.5: Center/IQE, const. angular distances
Pos. XCEN YCEN σ(x) σ(y)
-0,012 81,11 81,23 0,02 0,04
0,662 80,47 81,16 0,15 0,06
1,337 80,78 81,17 0,05 0,05
2,012 80,29 81,15 0,3 0,08
If we observe the mean variance for the four constant temperatures σtemp(x, y) =
(0.21, 0.03) and compare it to the mean sigma for the constant positions σpos(x, y) =
(0.13, 0.06) we see that no obvious difference between the two effects of chromatic and
comatic aberration can be found.
Center/Gauss results:
If we plot the very widespread results of the Center/Gauss method we see that its very
difficult to find a trend.
Also observing the sigmas of mean positions for constant temperatures we have vari-
ations ranging from 4.86 to 22.19 in x and from 1.36 to 10.49 for constant positions we
have similar error values ranging from 0.58 to 18.44 in x and from 0.29 to 11.18 in y. So
no trend can be found because the method is too inaccurate to find any significant physical
trend. An overview of the mean sigmas for constant temperatures and constant positions
(σtemp(x, y) = (10.52, 6.82) , σpos(x, y) = (6.23, 5.16)) shows that the method is very
inaccurate in comparison to the Center/Moment and the Center/IQE algorithm.
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Figure 2.7: Coordinates derived with Center/Gauss grouped by position angle and temperature
(a) Center/Gauss, constant temperatures (b) Center/Gauss, constant angular distances
Table 2.6: Center/Gauss, const. temperatures
Temp. XCEN YCEN σ(x) σ(y)
4000 75,85 68,65 4,86 10,49
5000 68,37 67,02 8,36 8,28
6000 67,16 76,02 6,69 7,12
8000 59,84 77,62 22,19 1,36
Table 2.7: Center/Gauss, const. angular distances
Pos. XCEN YCEN σ(x) σ(y)
-0,012 48,62 77,11 18,44 1,7
0,662 61,51 63,73 1,49 7,49
1,337 80,04 80,77 0,58 0,29
2,012 81,04 67,69 4,4 11,18
Conclusion Both effects, chromatic aberration caused by changing temperature of the
simulated star and comatic aberration caused by changing position of the star in the field
of view, should not directly disturb the measurement of parallaxes for a certain star be-
cause neither the position of an object on the CCD nor the temperature of the Object
should change significantly during the observation time in a CoRoT field. Because the
effects are known and can be simulated they can show us how accurate our positional
algorithm can be. If we know for instance that the PSF’s with a temperature of 4000 K,
5000 K, 6000 K and 8000 K should be lying on a line and the increase in temperature
should cause a shift in a certain direction by a certain amount, then we can test the ac-
curacy of our measured position relative to this line. This accuracy allows us to judge
the quality of a certain centroiding algorithm. If we try to find the effects of coma and
chromatic aberration with the Center/Gauss Method no obvious trend can be found be-
cause the derived positions are much too inaccurate to show this effect clearly. We can
see that the Center/Moment algorithm and the Center/IQE algorithm show very similar
error ranges.
Mean variances If observe the mean variance for a physical parameter and a certain
algorithm e.q. angular distance and Center/Moment (table 2.3) and compute the mean of
the σ(x) values (in this example 0.09, 0.08, 0.12 and 0.2) we get a mean sigma σ(x) (in
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the example Center/Moment and constant angular distance we get σ(x) = 0.12) for this
parameter and this algorithm.
Table 2.8: Mean variances for constant angular distances
σ(x) σ(y)
Center/Moment 0,12 0,01 x
Center/IQE 0,13 0,06
Center/Gauss 6,23 5,16
Table 2.9: Mean variances for constant temperature constant
σ(x) σ(y)
Center/Moment 0,53 0,08
Center/IQE 0,21 0,03 x
Center/Gauss 10,52 6,82
These mean variances can be computed for all three methods and for the two physical
parameters temperature of the star (see table 2.9) and position in the field of view (see
table 2.8). We find that two different parameters favor different methods. The Center/-
Moment algorithm is the better method (x) to fit the results of a changing angular distance
and the method Center/IQE is better to model the results from a change in star tempera-
ture. It seems that both methods reach approximately the same accuracy. Only the results
for the Center/Gauss algorithm are not as good as the Center/IQE and the Center/Mo-
ment algorithm. The main result is that there is no simple criterion to show whether the
Center/Moment or Center/IQE algorithm is better to fit positions of stars in the CoRoT
field, but both reach approximately the same mean variance of around 0.01 to 0.53 pixels.
This means we can assume that the accuracy of the algorithms is of the magnitude of
about 0.1 px in the real field (the simulation used in this test was four times oversampled),
corresponding to a theoretical accuracy of one milliarcsecond.
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2.2.2 Coefficient of determination
To find a numerical factor to judge the quality of the centroiding algorithms, we assume
that there is a physical model for the deviation caused by chromatic distortion and by the
coma effect, the data points for one temperature and four angular positions are plotted and
it is tried to find a relation between the four data points. The regression function could be
linear or polynomial (in reality the relation should be a x = tan(y) curve for a spherical
lens system).
The value that shows the quality of a regression function and therefore the value to
judge the quality of the centroiding algorithm was now the coefficient of determination of
those regression functions.
Linear Models:
A linear model of the form y = mx+ b is used to fit the data. We see that the shift of the
position of the PSF in the Field of View causes the centroid position to move relatively
constant to the positive x direction.
Constant Temperatures Also we see that the increase in temperature leads to a
shift in the positive x direction, but the method Center/IQE also shows a significant shift
to the negative y direction.
(c) results of Center/Moment (d) results of Center/IQE
Figure 2.8: Linear models fitted for constant temperatures
The slopes of the fitted models lie between 0.09 and 0.18 with y-interception points
between 66.7 and 74,5 for the Center/Moment results (table 2.10) and between -0.01 and
0,45 with y-interception points between 44.5 and 82.5 (table 2.11). This gives us already
an idea about the quality of the method relative to changes in the position of the PSF in
the FoV. The fact that the slope does vary less for the Center/Moment method then for
the Center/IQE method could have a better accuracy then the Center/IQE method because
less variation in the fitted physical model is observed.
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Table 2.10: Center/Moment linear model parameters for constant temperatures
Temp. slope m y-intercept b
4000 K 0,0865 74,51
5000 K 0,1247 71,34
6000 K 0,1522 69,09
8000 K 0,1812 66,68
Table 2.11: Center/IQE linear model parameters for constant temperatures
Temp. slope m y-intercept b
4000 K -0,0142 82,49
5000 K 0,0992 73,205
6000 K 0,1229 71,212
8000 K 0,4509 44,539
Constant angular positions When we observe the fitted models for constant angu-
lar positions we see again that the Center/Moment method shows less variations in the
slope which varies only between 0.05 and -0.19, while for the Center/IQE method the
slope varies between -0.35 and -1.2. Again its obvious that the methods react differently
to the change in the physical properties of the PSF.
(a) results of Center/Moment (b) results of Center/IQE
Figure 2.9: linear models fitted for constant angular positions
3Result canceled due to non-bijective data points
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Table 2.12: Center/Moment linear model parameters for constant angular positions





Table 2.13: Center/IQE linear model parameters for constant angular positions







Here we use a simple polynomial model of second degree ( f(x) = ax2 + bx + c ) to fit
the data.
When we look at the plots, no big differences between the linear fits are obvious.
(a) results of Center/Moment (b) results of Center/IQE
Figure 2.10: Polynomial models fitted for constant temperatures
Coefficient of determination
To evaluate the quality of the two methods the behavior of the so called coefficient of
determination is considered. The coefficient of determination is the square of the Pear-
son(Karl Pearson, March 27, 1857 – April 27, 1936 )’s correlation coefficient r.
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(a) Results of Center/Moment (b) Results of Center/IQE
Figure 2.11: Polynomial models fitted for constant angular positions
The correlation coefficient r is defined the following way:∑
(xi − x¯) ∗ (yi − y¯)√∑
(xi − x¯2) ∗
∑
(yi − y¯2)
, ∀xi, yi (2.3)
The coefficient of determination[48] is a measurement how good our data can be de-
scribed by certain regression functions. In our case the regression functions are a polyno-
mial fit of the first and the second degree. A coefficient of determination of 1 means that
our data lies exactly on this regression function whereas a coefficient of determination of
0 would mean that our data can not be explained by that linear regression function.
Result
If we try to compare the results from the fitting tests trying to distinguish the effects of the
two physical parameters temperature and distance to the optical axes for the two methods
Center/Moment and Center/IQE we can get the following result:
E.g. for a constant temperature of 4000 K: if we compare the r2 value of a fit with
a linear model, we see that the Center/Moment algorithm delivers results which can be
easier fitted by that model then the Center/IQE algorithm. On the other hand if we take
a look at the behavior of a polynomial model we find that the Center/IQE results can be
better explained by fitting to a curve then the Center/Moment results.
Evaluation To evaluate all results from the above fittings and to be able to analyze
the quality of the two methods by the number of curves which can be fitted best, the
number of cases when one of the two methods delivered the best results was counted (see
table 2.14).
Comparing the r2 values for the eight different data sets, we find that the Center/IQE
method delivers in 10 of the 16 cases better results, the Center/Moment method delivers
the best results in 6 cases.
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Table 2.14: Comparison of the methods in terms of the coefficient of determination r2
Moment IQE better method
const. regression function r2 r2
4000K linear 0,8297 0,1137 Moment
polynomial 0,9794 0,997 IQE
5000K linear 0,8498 0,937 IQE
polynomial 0,9711 0,938 Moment
6000K linear 0,8392 0,8535 IQE
polynomial 0,9621 0,9931 IQE
8000K linear 0,83 0,5925 Moment
polynomial 0,9539 0,6935 Moment
-0,012 linear 0,4407 0,5044 IQE
polynomial 0,5215 0,9419 IQE
0,662 linear 0,2948 0,9702 IQE
polynomial 0,7387 0,9971 IQE
1,337 linear 0,9538 0,999 IQE
polynomial 0,9832 0,9999 IQE
2,012 linear 0,9859 0,9645 Moment
polynomial 0,9986 0,964 Moment
A more detailed observation of the two fitting methods does not help us to decide
which method is better: From the 8 linear models in 3 cases the Center/Moment algorithm
delivers the best results. We get the same result for the polynomial models were again 3
times the Center/Moment shows the better results and is easier to fit, but in 5 cases it is
the Center/IQE method which shows better results. So we have a final result of 10 to 6
for the Center/IQE method, which is no strong decision criterion.
Conclusion
It is not easy to distinguish the quality of two centroiding algorithms by only 16 simulated
PSFs with two changing parameters. After some trials we can say that the Center/IQE
method delivers better results from the mathematical point of view. But this does not
mean that the Center/IQE method is the best to illustrate the physical relations causing
deviation in the position of the PSF. If the optical system would have the same properties
as a simple spherical lens the PSF should show by increasing distance to the optical axis
an increasing distortion in its shape and therefore its centroid should show an increased
shift value for an increased angular distance. If we take into account that the models
are only made by four data points each we have a very wide error range in the judgment
which method is delivering results which are then easier to be fitted by a physical model.
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So after all it must be stated that its not possible to judge whether the Center/IQE or the
Center/Moment algorithm delivers better results. The only algorithm that can be excluded




Tests with one shifted PSF
Our problem is now that we do not know the properties of the used system sufficiently to
calculate a ray tracing. We only have a set of sixteen simulated PSF’S from the CoRoT
Team in France. To judge the astrometric accuracy of CoRoT it is not sufficient to have
a set of sixteen simulated PSF’s for four different temperatures and four positions on the
optical plane. CoRoT is observing the same field for a long time period, at least 25 days
for the short runs. This means that the observed stars do not change significantly their
absolute position on the CCD during the time period we are interested in. Also their
temperature, therefore color stays during the observation time approximately the same
(although variable stars can vary significantly in temperature and therefore in color). So
its not necessary to work with all sixteen PSF’s to judge the astrometric performance of
CoRoT.
It is much more important to measure the accuracy of small shifts of one constant PSF.
The idea behind the tests shown in this chapter is to shift the PSF via different techniques
and to observe whether these shifts can be verified or not, and if yes, up to which accuracy
the shift can be measured.
We have two way to shift our simulated PSF. One way is to rebin our four times over-
sampled data so that the bins are shifted by one pixel in the simulation which corresponds
to a shift by 0.25 pixels in the ”real“ data. The second way is to shift our PSF using a
spline interpolation. This way allows us to shift the PSF in smaller steps then the 0.25
pixels, but it does not increase the amount of information stored in the ray-tracing simula-
tion. A shift we make using a spline interpolation does not correspond to a physical shift
of the PSF by a certain distance, it is only a numerical interpolation.
To be more flexible in the analysis of the methods than with the given MIDAS routines,
all tests have been developed in IDL1.
1Interactive Data Language, c©by ITT Visual Information Solutions, Boulder, Colorado
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3.1 Creation of shifted Originals
The first idea to estimate the accuracy of the CoRoT PSF for position measurement was
proposed by Dr. D. Sinachopoulos and consisted of a simulation of a great number of
PSF’s with a distance of a milliarcsecond in the field of view. These simulations should
have been computed using the same star only the position of the star should be varied.
The method would have consisted of the derivation of the positions of the different
PSFs and then to observe wether the positional difference of a milliarcsecond between
two simulations could be reproduced. To calculate these shifted simulations using ray
tracing the optical properties of the whole system must be known. This was not the case
for us, mainly because the optical design is the property of Alcatel France and was not
freely available.
So we had to invent some workarounds. One workaround was to rebin the simulations
from oversampled 160*160 pixels to the "‘real"’ 40*40.
The second idea is to shift the PSF using a spline interpolation and then trying to
verify these shifts with different algorithms.
3.1.1 Rebinning of the simulations
First Position of the PSF PSF shifted by one pixel in x PSF shifted by one pixel in x and
one pixel in y
The simulations have a resolution of 160 x 160 data points, this means they are four
times oversampled.
The “real” area size of the simulated frame is 40 x 40 pixels on the CCD.
The intensity measured on each ”real“ pixel on the CCD corresponds to the mean
value of 4 x 4 (sixteen) simulated data points. That means the average of the pixel values
of 4x4 neighboring pixels is taken for the pixel value of one pixel in the realistic image.
To create an realistic image of a star on the CCD, the 160 x 160 pixels of the simulation
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i, j = 0, ..., 39
Like this we received a rebinned image of 40*40 pixels. The idea is now to use this re-
binning as a method to create shifted images without any change in the data, especially
without any interpolation or extrapolation which could influence the accuracy of the cen-
troiding algorithm.
To create a shifted image in x and y direction by 0.25, 0.5, 0.75 and 1 pixels in the





shiftx = 0, 1, 2, 3, 4, 5
shifty = 0, 1, 2, 3, 4, 5
To calculate the outer pixels of I40∗40 the co-domain was increased to 163*163 pixels
and filled with zeros. So we received images with a shift of 0.25 real pixels in the x- and
y-direction. The source code for the rebinning can be found in Appendix C.1.
3.1.2 Creation of shifted images using spline interpolation
Figure 3.1: Created of shifted images using spline interpolation
We computed a spline (using the standard IDL spline algorithm, details see [49]) with
a resolution of 10 supporting points per data point, that means that the 160x160 data points
were enlarged to be a grid of 1600x1600 data points to create shifted images. From that
grid a shifted PSF was created by taking each 10th data point from a row, respectively
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column. Like this we receive a grid of 10 PSF’s with a distance of 1/10 pixel in the
oversampled PSF, that means 1/40 pixel distance between two PSF’s in the ”real“ CoRoT
field.
This shift was done in two steps, first an calculation of a spline interpolation curve in
x direction, then the data points of a shift by n*0.1 px were stored. Then the same was
done for the y direction, like this the PSF “moved” in the direction of the arrow in 3.1
with a step value of (0.1 px /0.1 px). The source code for the spline shift can be found in
Appendix C.2.
3.2 Some centroiding algorithms and their quality
To test the accuracy of certain algorithms we tested some of them with different methods.
The algorithms we tested were :
• center of gravity algorithm
• symmetricity
• triangle fit
The test for the center of gravity algorithm has been done completely, some tests have
only been worked out to some certain level, where it was obvious that the needed accuracy
could not be achieved by the tested algorithm, namely the triangle fit only exist in some
plots and should be worked out further.
3.2.1 The center of gravity algorithm
Figure 3.2: Centroid results for -0.012 and 6000 K
We calculated a centroid position for the
positions created by the rebinning method.
This was done using a center of gravity al-
gorithm similar to the one that was used
by the MIDAS Center/Moment algorithm.
The first test was done with a PSF of a star
with a Temperature of 6000 degree K and
at the CCD position (0.420, -0.012). The
results of these calculations can be seen in
figure 3.2. The first position, the result for
the original psf at pixels 20.0, 20.0 can be
seen in the upper right corner.
The difference between the positions
should be 0.25 pixels in x and in y direc-
tion. First we see that a shift of the simulated PSF results for all PSFs in a similar shift of
the computed centroid position. We also see the influence of the asymmetry of the PSF on
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the centroid position. A perfectly symmetrical PSF and a perfect algorithm would deliver
centroid positions of (20.00,20.00), (19.75,20.0) and so on until (18.75,18.75). We see
already that the results of the center of gravity algorithm are shifted to the direction with
the pixels of higher intensity.
When we observe the results in table 3.1 and 3.2, we also see that the positions are not
really lying in a distance of 0.25 pixels but have slightly different distances.
The results of the centroid algorithm for 25 shifted positions:
shiftx/shifty 0.0 0.25 0.5 0.75 1.0
i/j 0 1 2 3 4
0.0 0 19,4751 19,2248 18,9755 18,7272 18,4794
0.25 1 19,4751 19,2248 18,9754 18,7272 18,4794
0.5 2 19,4751 19,2248 18,9754 18,7272 18,4794
0.75 3 19,4751 19,2248 18,9754 18,72720 18,4794
1.0 4 19,4751 19,2248 18,9754 18,7272 18,4794
Table 3.1: x positions derived with Centroid
shiftx/shifty 0.0 0.25 0.5 0.75 1.0
i/j 0 1 2 3 4
0.0 0 19,6890 19,6890 19,6890 19,6890 19,6890
0.25 1 19,4388 19,4388 19,4388 19,4388 19,4388
0.5 2 19,1903 19,1903 19,1904 19,1904 19,1904
0.75 3 18,9422 18,9422 18,9422 18,9422 18,9423
1.0 4 18,6935 18,6935 18,6935 18,6935 18,6935
Table 3.2: y positions derived with Centroid
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3.2.2 Data analysis of the centroid results for rebinned images
To observe the behavior of the results in detail we have plotted the difference of the
position xci to xci+1 (see figure 3.3).
The rebinned PSF’s have been shifted by 0.25 pixels and also this value should be
derived as a difference between two neighboring centroid positions.
Differences in the resulting x values:
i/j 0 1 2 3
0 0,2503 0,2493 0,2483 0,2478
1 0,2503 0,2494 0,2482 0,2478
2 0,2503 0,2494 0,2482 0,2478
3 0,2503 0,2494 0,2482 0,2478
4 0,2503 0,2494 0,2482 0,2478
Table 3.3: x(i,j)-x(i+1,j)
i/j 0 1 2 3
0 0,0000 0,0000 0,0000 0,0000
1 0,0000 0,0000 0,0000 0,0000
2 0,0000 -0,0001 0,0000 0,0000
3 0,0000 0,0000 0,0000 -0,0001
4 0,0000 0,0000 0,0000 0,0000
Table 3.4: x(i,j)-x(i,j+1)
Differences in the resulting y values:
i/j 0 1 2 3 4
0 0,0000 0,0000 0,0001 0,0000 0,0000
1 0,0000 0,0000 0,0000 0,0000 0,0000
2 0,0000 0,0000 0,0000 0,0000 0,0000
3 0,0000 0,0000 0,0000 0,0000 0,0000
Table 3.5: y(i,j)-y(i+1,j)
i/j 0 1 2 3 4
0 0,2502 0,2502 0,2502 0,2502 0,2502
1 0,2485 0,2485 0,2484 0,2484 0,2484
2 0,2481 0,2481 0,2482 0,2482 0,2481
3 0,2487 0,2487 0,2487 0,2487 0,2488
Table 3.6: y(i,j)-y(i,j+1)
We find a difference in x between 0.2478 and 0.2503 (see figure 3.3, the plot in the
first row on the left side and table 3.3). In y we find a difference between 0.2484 and
0.2502 (see figure 3.3, the plot in the second row on the right and table 3.5).
These results allow us to judge the accuracy of the whole method, because the dif-
ference between the wanted 0.25 and the measured values can be seen as an error in the
measurement. The problem is that the accuracy we can measure by that way only shows
us how good the position a PSF of the given number of data points can be measured. We
cannot judge how good a PSF with a higher number of data points would be measurable.
If we had a higher number of pixels per PSF the error should be lower.
54
CHAPTER 3. TESTS WITH ONE SHIFTED PSF
Also we see that the computed y-position for shifts in x-direction varies by only
0.0001 pixels. Because no change in the shape of the PSF in this direction was made
there should also be no shift found. The value of 0.0001 is only caused by rounding
errors. The same effect can be found for x-values for shifts in y-direction.
Figure 3.3: Differences between shifts for 6000 K, 2.012
Error estimations When we compare the results from the centroid algorithm and com-
pute the distances between the derived positions, we find that the error lies between 0.003
and -0.022 pixels, that means that the centroid algorithm in this form can reach an accu-
racy of for a conservative accuracy value of 0.025 pixels a maximum theoretical accuracy
of 250 mas (compare section 1.3.9). We must note that for this test, no noise or jitter
simulation has been included, this value is only a numerical value due to the low number
of data points.
To estimate whether the result for the PSF for 6000 K and the angular distance of
-0.012 can be reached with all the PSF’s the test has been made with all 16 PSF’s. These
plots can be found in the appendix and show similar error ranges. So we must say that
without a better and more detailed knowledge of the PSF we cannot reach a better accu-
racy then 250 mas per observed star.
Conclusion In this test , we find that a shift of 0.25 pixels can be measured with an
accuracy of 0.025 pixels corresponding to 250 mas in the CoRoT field of view. No jitter or
noise simulations have been included nor did we work out the the possibilities of obtaining
a time series.
The source code for the centroid algorithm can be found in Appendix C.3.
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3.2.3 Symmetricity
Based on a method to find position of a spectral line by finding its symmetry axis [41],
we tested how accurate positions of our PSF can be derived with this method.
The Symmetricity Function The main idea behind this method is to describe mathe-
matically the position of a symmetry axis of a curve. The Symmetricity Function is a
Function describing the Symmetricity of each data point. We compute for each point this
symmetricity value. For a really symmetrical curve we would get one data point with the
value of 0. But if we do not have a truly symmetrical curve, we can say something about
Figure 3.4: Symmetricity values for the original PSF
the position of the curve by comparing the curve, its minimum, or other properties with
the minimum of a second curve, a shifted PSF.
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The Symmetricity F(x) at the position of pixel x is calculated in the following way:
Be Il1(x) the intensity of pixel x in row l1. The dimension of the observed image be kxl




(Il1(x− i)− Il1(x+ i))2 , with j < i < 2j. (3.3)
The value of j depends on the value of x, j is the maximum distance from x to the
first or last pixel of the row. That means for a PSF of 160x160 px, that the x value varies
between 0 and 159, and therefore j varies for each data point. For x = 0 we have j = 159,
also for x = 159, but for a value close to the middle of the PSF, e.q. x = 75, we have a j
value of 85. To be able to work with more data points then the size of the PSF, data points
outside the dimensions of the PSF are being set to 0. For x = 85 we would need the 85
data points on the left side of x and the 75 data points on the right side of x, plus 10 data
points which we set to 0.
I(x− i) = 0 ∀ i with (x− i) < 0, and (3.4)
I(x+ i) = 0 ∀ i with (x+ i) > 2j (3.5)
If the intensity function I(x) is symmetrical, the symmetry axis is found at F (x) = 0.
The point of the highest symmetricity is found at the minimum of F(x). In our case, the
PSF is not exactly symmetrical, so F(x) is not equal to 0 for all x values. But we can
define the position of the PSF by using the minimum of the symmetricity to describe to
position of the PSF.
Figure 3.5: Symmetricity function for spline shifted PSF, large plot
One problem we see here is that the PSF is a two-dimensional function and we find
a minimum for each row of the image, these minima’s differ from row to row. The idea
57
3.2. SOME CENTROIDING ALGORITHMS AND THEIR QUALITY
was to compute for some central rows of the PSF the symmetricity function and to find
the minimum of each row. The position of the PSF is then the mean value of those central
rows.
Figure 3.6: Symmetricity function for spline shifted PSF, detailed view
In figure 3.6 we see a more detailed view of the symmetricity curve. As we see it is
possible to verify a shift from curve to curve.
Computation For the test we used rebinned images with a size of 40x40 px. The func-
tion F(x) has been computed for all rows of of the PSF, during that process it was found,
that due to the properties of the PSF only the rows 15 to 24 are reasonable to evaluate.
The simulated PSF has been ”spline“-shifted in steps of 1 pixel to the right and has then
been rebinned, that means the tested PSFs were shifted to the right in steps of 1/4 pixel
(0.0,0.25,0.5,0.75,1.0). As described above only the symmetricity functions for the rows
15 to 24 have been computed, also the number of data points per PSF is very low. To ver-
ify the shift of one curve to the next, first the curves had to interpolate because the values
for F(x) were all discretely defined for the integer values of x. The values in the flat area
of the PSF were not usable for this, so the estimations were restricted on the slope. The
shift ∆(x) between two curves F1 and F2 has been computed as:
∆(x) = (F1(x)− F2(x))/(F2(x+ 1)− F2(x)) (3.6)
Where F1(x) > F2(x) and F1(x) < F2(x+ 1). Only the pixels 16,17,18,21,22 and 23 are
in compliance with that condition. The question is now: can this shift be verified by the
properties of F(x).
Results: The values for all ten rows have been averaged and their variance has been
computed. The mean value varies between 0.2653 and 0.284 and so lies systematically
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by 0.03 pixels above the expected value of 0.25 pixels. With this method an accuracy
of 0.06 pixels can be reached, though the values for a shift in y-direction are determined
systematically too large. Analysis with shifts in opposite and in horizontal directions
should be made to investigate the behavior of this method. Also no noise simulations
have been included. The IDL code for the symmetricity algorithm can found in Appendix
C.4
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3.2.4 Triangle fit
The idea of this fitting algorithm was to fit our PSF in a simple geometrical form, be-
ginning with a triangle in two dimensions and then going further to a pyramid in three
dimensions.
It seems easy to fit a simple geometrical form like a pyramid, or in one dimension a
triangle to the volcano shaped PSF, but its not as easy as it may seem, because the triangle
has one prominent point, the top. It is the easiest way to fit a triangle by fitting two lines,
but the problem remains, where to put the top of the triangle. The first idea of a constraint
would be: if one data point lies below a neighboring point, then we know that we are on
the decreasing side of the triangle.
Figure 3.7: Triangle fit, first results
BUT, this leads our PSF analysis very fast to problems, because we have many small
spikes, especially in the flat part of the ”volcano“. So, we have to modify our constraints
and declae that if more then x data points are lower then a certain point (the maximum),
then we have reached the decreasing side of the PSF. From that point were we can clearly
say that we have reached the decreasing side we can begin to fit a line to the data points.
Mainly we find that we have the same problem as in the symmetricity algorithm, we
can only use a small number of the pixels, and this fact decreases the accuracy of the
measurement of the position to a value that is far beyond the values we would need.
3.2.5 Jitter Simulations
With the help of Kristopher Kareff and Torben Arenthoft from Aarhus, DK (private com-
munication, 2005) we created some simulations of jitter and also some noise simulations.
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In figure 3.8 we see a 1000-image simulation, the curve is the result of the centroid algo-
rithm for all 1000 shifted images. The only noise simulated is jitter, no photon noise, sky
background or readout noise is included.
Figure 3.8: Centroid results for ”jittered“ PSF’s
The main idea was to create a large number of shifted positions. The shifts have been
done by spline interpolation.
The derived positions should show a certain inaccuracy caused by the quality of the
centroiding algorithm used. What we found was that the centroiding algorithm delivers
exactly the same positions that were put into the simulation, only some rounding errors
where found. It would have been possible to use these simulations to simulate a set of
simulated images and then trying to derive positions, but as the simulations only cover
one PSF and not an entire field and because it was more important to really test different
mathematical centroiding algorithms further experiments were performed with the jitter
simulations.
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Chapter 4
Astrometry with ”real“ CoRoT data
4.1 The Observations
Finally, it is always best not to work with simulations but to take a look at some ”real“
CoRoT data. To judge the astrometric accuracy of CoRoT on a "‘real"’ full frame dataset
Michel Auvergne contributed a dataset of 5 full frame observations:
from May 9, 2007, first long center run :
1 AN0_FULLIMAGE_20070509T195122_A1.fits
2 AN0_FULLIMAGE_20070509T202602_A1.fits
from October 16, 2007, first long anticenter run :
3 AN0_FULLIMAGE_20071016T184715_A1.fits
4 AN0_FULLIMAGE_20071016T173859_A1.fits
from April 9, 2008, second long center run
5 AN0_FULLIMAGE_20080409T190119_A1.fits




(a) Simulation of LRc01 with COROTSKY (b) Observations with CCD A1
Figure 4.1: LRc01
First long center run (LRc01)
The first field LRc01 from May 9, 2007 is pointing towards the galactic center (see table
1.5) and is being observed for 152 days. Two observations of field LRc01 were observed,
observation 1 is taken at 19:51:22 and observation 2 at 20:26:02, which gives a time
difference between the two images of 35 min 20 sec.
In figure 4.1, on the left image (fig. 4.1(a)) we can see the coordinates of the corners
of the CCD A1 and also the rotational angle of the field from a COROTSKY simulation
[27]. On the right side (fig. 4.1(b)) we see an image of the CCD A1. We see directly the
different noise levels in the two halves of the CCD, this is because for each half of the
CCD there is a different A/D converter with different readout noise reading out the signal.
First long anticenter run (LRa01)
The second observed field was observed on October 16, 2007. Itis pointing towards the
anticenter of the Milky Way and is observed for 150 days. Consider that CCD’s are turned
around compared to the LRc fields due to the turn-over of the satellite when changing the
field of view from the anticenter to the center and back. To put the CCD’s in the original
position the satellite would need to be turned around along two axes. It is probably easier
just to let the CCD’s change their relative position and to turn the satellite only around
one axis.
From field LRa01 two full frame observations were received from 17:38:59 and 18:47:15
which leads to a time distance of 1 h 18 min 16 sec. In figure 4.3 we see the field around
HD 49385 and HD 49330. On the left side we see the observation in the Palomar Dig-
ital Sky Survey (DSS) and on the right side we see the actual observation performed by
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Figure 4.2: Coordinates of the corners of A1 in LRa01 and observation of the field
CoRoT. We see how defocused the optical system of CoRoT is. Its also nicely visible that
the defocused optics leads to a problem often forgotten, the problem of overlapping PSFs
and background stars.
Second long center run (LRc02)
No more full frame observations were downloaded. The only planned purpose of full
frame pictures was the selection of the windows around selected stars which were con-
stantly downloaded during the observation run. For the determination of parallaxes it
would be helpful to have full frame observations also from the end of each run. But
whether parallaxes are measurable at all was still a question when the downloading sched-
ule was determined. Anyway we suggested to download the full frame observations from
the end of each run too.
4.1.1 First data analysis, star count trials, identification if stars
Our goal is to measure the positions of the stars in the field automatically, we start first
with a very simple algorithm.
Definition of a star If the ADU value of a pixel is below the cut-off value and a neigh-
boring pixel (diagonally) has an ADU value higher then the cut-off value, the star is
counted. The source code to count the stars in the field can be found in Appendix C.0.8.
Result A cut-off at 6000 ADU is a good starting assumption to test the star finding
algorithms, later working with 2000 and even 1200 should be good. 1200 ADU is also
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Figure 4.3: left: Palomar DSS data, right: Part of Field CCD A1 in LRa01
Table 4.1: Number of detections using the simple algorithm C.7 in file 2, first long center run
cut-off at ADU 8000 6000 2000 1200 500
detections 94 100 590 5684 none
close to the noise level. Obviously the results from the procedure C.7 do not deliver the
correct number of stars in the field but only a raw value corresponding to the number of
detected stars. It has to be improved, not just to find bright pixels but to find stars.
Improvement of the algorithm Now the idea is that for a pixel that ”counts“, and
therefore lies above the noise level and is in contact with another bright pixel with a lower
counting number than the pixel itself, the number of stars is not increased. The search
started with left edge, then right edge. The source code to find the edge can be found in
Appendix C.0.9.
This algorithm does still react to hot pixels, and each star still delivers around 5 results,
but these ”detections“ can be easily reduced. After doing this it was found that from the
list of stars only 4 stars remain from 6000 ADU. This corresponds to the observation with
the naked eye.
Table 4.2: Coordinates of the ”stars“ for a cut-off at 6000 ADU in file 2
star # 1 2 3 4
x 791.00 1453.00 1948.00 2038.00
y 1515.00 490.00 497.00 185.00
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Figure 4.4: The positions of the CCD’s of LRc02 and the observation
(a) Cut-off at 6000 ADU, 4 stars are visible (b) Cut-off at 2000 ADU, 20 stars are visible
Figure 4.5: File 2 after a background reduction with different cut-off values, wee see that in the field with
a cut-off at 6000 ADU there are only 4 stars visible, in the field with a cut-off at 2000 ADU we see 20 stars
With the same method as described above and a cut-off of 2000 ADU we find 20
”stars“.
Center of gravity results: Now we can use the star positions we found to measure
the position of these stars with a more precise algorithm. As we saw already from the
simulations, the center of gravity algorithm delivers the best results, and is also now
our first choice. We tried the methods as described above on the two observations of
the first long center run field with a time shift between the two observations of half an
hour (exactly 35 minutes and 20 seconds) for 5 stars. We found that the measured shift
between the two observations differs by 0.123 pixels in x and 0.030 pixels in y . This
corresponds to an accuracy of the magnitude of one arcsecond.
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TWO OBSERVATIONS OF 17:38 AND 18:47 FROM OCTOBER 16, 2007
4.2 Centroid positions for bright stars in field LRa01 for
the two observations of 17:38 and 18:47 from Octo-
ber 16, 2007
As a test for the accuracy of a derived positional information from a COROT field, i
observed the data from field LRa01, consisting of two full-frame observations with a time
distance between the observations of 1 h 18 min 16 sec (4.1)
• AN0_FULLIMAGE_20071016T173859_A1.fits
• AN0_FULLIMAGE_20071016T184715_A1.fits
4.2.1 Selection of stars
The technique developed in section 4.1.1 was used as a start and it was tried to let the
algorithms work automatically.
Starlist In these two fields the brightest stars were selected using IDL. The main idea is
to ignore any information that is lower then a certain cut value, it was decided to set this
cut at 2000 ADU, so an easy to handle number of stars was received. A bright pixel is
detected in the moment a pixel x+ 1,y+ 1 is brighter then its neighboring pixel x,y AND
if it is brighter then the cut value. In a first step the stars like this are counted to know the
amount of memory needed for all stars, then the same routine stores all positions and the
number of the detection in a list. This rudimentary first test counts all pixels brighter then
the cut value, in this case 2000 ADU and returns the whole list of detections, this test is
very rude, but it gives us a starting point. The source code for a first list of stars can be
found in Appendix C.9.
4.2.2 Starlist filter
To filter this list another program is needed to distinguish the detected bright pixels from
hot pixels and to assign multiple detections of steps to the same star. Also bright regions
too small to be a star (hot pixels) are filtered by this second program. The program consists
of three steps. We know the number of stars from starlist.pro, in this case thats 825, so
the needed memory can already be assigned .
1. If the position in x of a detection is the same for two lines, these lines are stored as
one and the broadness of the "‘star"’ is increased by 1.
2. The same routine is done for the position in y
3. If a star has a broadness of 6 list entries or more its position is kept in the list, if not
deleted from the list.
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Like this we get a list of stars with the coordinate of the first detected pixel (mostly the
uppermost left pixel of the star’s PSF), its intensity and its broadness. We see that some
stars are not counted and some stars are counted multiple times . This test is also very
open to errors and misinterpretations, but it eliminates lonely "‘hot"’ pixels, and we now
have a list of "‘stars"’.
Figure 4.6: Stars in LRa01, 17:38 identified with automatic filter algorithm
With this filtered list, already the brightest stars in the field LRa01 can be identified,
see figure 4.6.
The detailed IDL routine can be found in Appendix C.0.11
4.2.3 Determination of star position and shifts between the two fields
For this list of stars i calculated the position of the intensity centroid using the program
”centroid_list“, the program reads the filtered list of stars, and derives for each star within
a certain limit an intensity centroid. The limits are 17 pixels in x and 18 pixels in y (the
difference in the two directions i due to the shape of the PSF). Within these limits the
centroid formula from equation 2.1 is applied. The result is stored in a .dat file.
The detailed IDL routine can be found in appendix C.0.12.
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4.2. CENTROID POSITIONS FOR BRIGHT STARS IN FIELD LRA01 FOR THE
TWO OBSERVATIONS OF 17:38 AND 18:47 FROM OCTOBER 16, 2007
The same process was done for the second field again. If we compare the resulting
positions we see that each star shows position changes from field one to field two in a
certain direction. This shift is very interesting, because it should be constant for all stars
in the field. The fact that this shift is different for stars with a similar PSF gives us a good
instrument to estimate the accuracy that can be reached within a CoRoT field and we can
even evaluate the astrometric sensitivity of the instrument as a whole like this.
Table 4.3: Centroid results for full frame of field LRa01
centroid values for field
start value 17:38 18:47 shift
i x y x y x y ∆ x ∆ y
0 58 1533 63,711936 1539,9457 66,313126 1538,7825 2,60119 -1,1632
1 144 724 151,34943 730,60239 153,7807 729,65188 2,43127 -0,95051
3 204 490 211,95082 496,13833 214,37566 495,38513 2,42484 -0,7532
4 481 967 488,01711 973,23608 490,53203 972,27836 2,51492 -0,95772
5 671 1875 677,09082 1882,4504 679,67419 1881,221 2,58337 -1,2294
6 726 442 732,8192 448,42287 735,29678 447,40685 2,47758 -1,01602
7 766 1741 772,99337 1747,7121 775,56934 1746,7201 2,57597 -0,992
8 773 404 778,11472 408,08555 780,81173 406,84508 2,69701 -1,24047
9 796 1813 802,16026 1820,0364 804,6203 1818,9637 2,46004 -1,0727
10 826 1893 833,13511 1899,8571 835,65864 1898,8292 2,52353 -1,0279
11 840 396 846,45899 402,01279 848,84014 401,09411 2,38115 -0,91868
12 918 421 924,45014 426,3083 927,11284 425,3531 2,6627 -0,9552
13 982 47 985,74405 53,178699 987,82013 52,794341 2,07608 -0,384358
15 1019 367 1023,8619 371,21383 1026,3463 369,92194 2,4844 -1,29189
16 1384 1950 1390,4499 1957,1064 1393,2214 1956,1364 2,7715 -0,97
18 1448 1167 1453,7575 1173,8835 1456,0795 1172,6921 2,322 -1,1914
19 1479 994 1485,1943 999,14024 1487,6397 998,40021 2,4454 -0,74003
20 1529 1813 1533,3028 1818,2143 1536,0529 1817,0027 2,7501 -1,2116
21 1538 369 1545,6652 374,86 1548,1865 374,11088 2,5213 -0,74912
22 1810 828 1815,8487 834,82732 1818,1147 833,52783 2,266 -1,29949
23 1860 110 1867,8673 116,20904 1870,1716 115,19514 2,3043 -1,0139
26 1984 23 1991,5419 28,474045 1994,0999 27,672273 2,558 -0,801772
27 2036 579 2043,5297 584,60832 2046,1168 583,73012 2,5871 -0,8782
28 2064 576 2071,5071 581,86072 2074,1632 581,0043 2,6561 -0,85642
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The shift between the two fields should be the same for the whole field, and the stan-
dard deviation is a very sensitive parameter to evaluate the quality of the astrometric
measurement.
This means that we are able to reach an accuracy of around 0.2 pixels with a centroid
algorithm and the given data for the determination of a position of a star in the field.
Expressed in arcseconds we can reach an accuracy of half an arcsecond (see section 1.3.7).
That means the two fields are shifted by 6.25 ± 0.5 arcseconds in x and −2.5 ± 0.5
arcseconds in y direction while no evidence for twisting of the field of view was found.
In this data are already some outliers were eliminated, also some data points (”stars“)
(marked with naN, which stands for ”not a Number“) were lying too close to the border of
the CCD, so their position could not be measured with the same algorithm on the second
field because they had shifted out of the detection area. The detected stars number 1 and
2 are the same star. Stars number 23, 24 and 25 are also the same star, the star number 14
is too close to the border of the image to be detected in the second field and for the star
number 17 only parts of the PSF have a higher intensity then 2000 ADU.
Table 4.4: Outliers from centroids for full frame of LRa01
centroid values for field
start value 17:38 18:47 shift
i x y x y x y ∆ x ∆ y
2 151 722 153,97262 730,27158 155,28576 728,81955 1,31314 -1,45203
14 988 8 991,79187 9,4135823 naN naN - -
17 1402 1877 1402,3603 1878,6679 naN naN - -
24 1865 108 1869,552 116,12097 1870,8582 114,46537 1,3062 -1,6556
25 1873 110 1873,93 116,02761 1875,0629 114,89972 1,1329 -1,12789
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4.3 Overlay of shifted Originals
In section 4.2 it was tried to find the shift between the two observations of LRa01. Field
A stands for the observation from 17:38 and B for the observation from 18:47. Because
the CCD has two halves with different noise level, it was decided to use only one half of
the field, in this case the left half from pixel 0 to pixel 1079 in x. The method was tried on
a field without reduction and the same field with background reduction. The background
reduction consisted of setting all pixels with a pixel value of less then 2000 ADU to 0, so
the analysis was only performed with the brightest stars.
The difference to the method before is that now that we do more then just compute
the center of gravity for each star. We try to find the shift between the two fields using all
available data.
Computation for a step size of 1 pixel
The method used here is trying to shift the second image so that the difference between
the shifted image B˜ and the first image A becomes minimal:




∣∣∣b˜ij,lm − aij∣∣∣ (4.1)
becomes minimal.
B˜ is the shifted image of the second observation with the pixel values b˜ij,lm for the
pixels i and j, shifted by the amount of l and m, l,m = −5, ..., 5 , A is the original
observation. The the value d = suml,m becomes minimal when the shifted image has the
minimal difference to the original image(see Listing C.12).
First we need to shift the image: The computation of a shift with step size 1 pixel
is easy because it is just a move of values from one pixel to the next, so no algebraic
operation is needed. Then we have to compute di,j . The values i and j for the minimum
of di,j = dmin are the optimal shift in x and y.
In this step we use the whole half of the field to compute d. The value of dmin for the
minimum is shown in table 4.5 for the image with the cut at 2000 ADU and table 4.6 for
the image without noise reduction. The source code to determine the shift between two
images can be found in Appendix C.12
Computation for a step size of 0.1 pixel and less:
The second step is a little bit more complicated. Now we want to find the best shift in
subpixel steps within the pixel (x,y). The shift is done like in section 3.1.2 for a simulated
PSF, we shift the image using a spline interpolation.
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We create an array of supporting points with a step size of 0.1, the intensity at these
step points is now the interpolated value from the spline interpolation. Like this we can
move our star again, but now in subpixel steps. To be sure that the coordinate measured
in step 1 is correct, not only an interpolation is performed, but the PSF is shifted even
further, at most by 2.9 pixels (∆x,∆y = 0.1, ..., 2.9).
As a result the optimal shift position with an accuracy of 0.1 pixels and again a value
for dmin is obtained.
The interesting thing is that the value for dmin does not decrease significantly if we go
into the subpixel region. We can see that a smaller step size for the interpolation does not
really increase significantly our knowledge of the best position, because the value of dif-
ference dmin between a shifted image and an original image does not change significantly
by increasing the number of interpolation points. It seems that the background noise level
is the limiting factor for the accuracy of this method.
The two parts of code for smaller step sizes can be found in Appendix C.0.14
Table 4.5: minimal total sum of the absolute value of original minus shifted image for images with a cut at
2000 ADU
accuracy shift (x,y) dmin computational time
1 px (-3 ; 2) 3.388.058 ca. 5 sec.
0.1 px (19/30 ; 15/30) 189.726 ca. 8 sec.
0.05 px (40/60 ; 31/60) 189.723 ca. 45 sec.
0.025 px (80/120 ; 64/120) 189.486 ca. 3 min
0.01 px (201/300 ; 163/300) 189.471 ca. 20 min
Table 4.6: minimal total sum of the absolute value of original minus shifted image without cut
accuracy shift (x,y) dmin computational time
1 px (-2 ; 2) 18.068.872 ca. 5 sec.
0.1 px (22/30 ; 24/30) 102.636 ca. 8 sec.
0.05 px (46/60 ; 49/60) 102.394 ca. 45 sec.
0.025 px (92/120 ; 99/120) 102.310 ca. 3 min
0.01 px (232/300 ; 249/300) 102.285 ca. 20 min
Result of the method The results from the tables 4.6 correspond to a shift of −2 +
232/300 = −1.23 pixels in x and 2 + 249/300 = 2.83 pixels in y. These values are not
distances but have to be seen inverted, they are standing for the amount of shift needed
to transform the second observation into the first. That means that the values in distance
would be (1.23/-2.83). The result in table 4.5 corresponds to a shift of (-2.33/2.54) pixels
in x and y direction, that means we find a distance of (2.33/-2.54) for images with a cut at
2000 ADU.
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Dermination of the noise level
It was important to estimate the noise level of the background, this was done by computing
the mean background intensity value and its sigma of a background area in a chosen empty
field. Just to be on the safe side these values for 7 fields were computed, 5 with a size of
30x30 pixels and 2 with a value of 15x15 pixels. This was done for the two observations
of LRa01 from 17:38 and from 18:47. The noise levels, the resulting mean values of the
areas don’t show significant difference between the two observations.
Just as a control we computed also the mean values and variances sigma for smaller
areas of 15x15 pixels, the results for these areas show us that we can use the result of
smaller areas to say something for the whole observation. The mean values and the sigma
values are comparable.
Table 4.7: Noise level for fields in LRa01 at 17:38




1 450:479 600:629 1116,69 7,041000 1005020 6250
2 580:609 480:509 1115,40 6,389120 1003860 7199
3 550:579 1760:1789 1120,60 5,851080 1008540 8204
4 600:629 440:469 1113,03 5,501550 1001730 9289
5 955:984 1705:1734 1121,60 7,777610 1009440
6 580:595 480:495 1117,52 6,108990 286086 1709
7 450:465 600:615 1116,36 6,319980 285789
Table 4.8: Noise level for fields in LRa01 at 18:47




1 450:479 600:629 1116,92 6,926800 1005230 6621
2 580:609 480:509 1115,36 6,968220 1003820 9625
3 550:579 1760:1789 1123,16 43,880600 1010840 10246
4 600:629 440:469 1112,86 5,821310 1001580 9456
5 955:984 1705:1734 1121,38 7,997230 1009240
6 580:595 480:495 1116,49 6,946770 285821 1861
7 450:465 600:615 1115,92 5,425780 285676
The main reason behind the noise determination is to get a value to judge the quality
of the positional algorithm of the ”overlay“ method. There the sum of the difference
between two fields was computed and it was observed where the sum for this shift would
be minimal.
If now empty background fields are compared and this sum is computed for multiple
areas it becomes possible to analyse the stability of this method. The computation of
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the mean value from 4 fields with a size of 30x30 pixels (the same size as used in the
overlay method) resulted in a mean value of 7736 ADU for the observation from 17:38
respectively 8987 ADU for the observation from 18:47. The most important value is the
variance sigma of these mean values which lies for the observation from 17:38 at 1307
and for the observation from 18:47 at 1613. This means any minimum found with the
”overlay“ method was not significant enough to say that the PSF was at this position. The
difference between the original and the shifted field from 189.726 to 189.471 of 255 ADU
for a accuracy of 0.1 pixels to 0.01 pixels is much smaller then the sigma value of 1613
(see table 4.5). We can state only that we can reach an accuracy of around 0.2 pixels with
the ”overlay“- method.
Final Result This magnitude in accuracy of 0.2 pixels corresponds to an accuracy of a
half arcsecond.
The shift we find between the two observations has for the observation reduced using

















|aij − bij|. (4.2)
A here corresponds to field i and B to field i+1. For both fields only background noise
is measured. We get the interesting result, that for a 16x16 pixels field we get a value
of d = 1709 respectively 1861 which lies close to the value of 16 ∗ 16∗7, where 7 is
approximately the variance of the pixel values of the background. For a field of 30x30
pixels the difference between the two fields is between 6250 and 9289, which lies close
to the theoretical value of 30 ∗ 30 ∗ 7 = 6300. Perhaps this result can be useful for further
methods, but it has not yet been worked out any further.
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4.3.1 Does increasing the number of observations of the same field
also increase the astrometrical accuracy?
Figure 4.7: Two observations with an perfectly known shift between the observations
One of the questions that should also be answered with this work was whether the
accuracy of a determined position is higher if the field is observed multiple times, perhaps
even with an interval of 30 seconds over a period of a 120 days.
At first it seems obvious that if we want to fit a model to some data points, and we
increase the number of data points, we get a better accuracy for the parameters of our
model. In our case we have a set of equidistant data points xI(i, j)(pixel values) for
observation I and a second set of equidistant data points with a different position for
observation II. −→x II(i, j) + ∆−→x .
The problem is to derive the value of ∆−→x exactly. If we cannot determine the amount
of shift with enough accuracy we also cannot increase our knowledge of the nature of our
model, this fact is illustrated in figure 4.7 and 4.8.
We see that even if we get more data points, we would not get a better fit for our
model, in this case a parabola. The problem of position determination is the same from
frame to frame, an increased number of observations would not automatically increase
our knowledge in the positions of the observed stars. The accuracy of the measured posi-
tions is dependent on the accuracy of every frame. Only if we assume that the measured
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Figure 4.8: Two observations with an inaccurate shift between the observations, we see that data points
from a second observation do not increase the accuracy of the curve, the measured curve from only one
observation shows even a higher accuracy
position of each star has a certain error distribution, then we could increase our positional
knowledge by computing mean positions and mean shifts. It can be assumed that the po-
sitions are distributed in a cloud with Gaussian distribution and a sigma which depends
on the noise level of the observations. So this noise would be found in all positional data.
Perhaps some frequency filtering (Wiener filter) could help to clean that noise from the
positional data, but this idea has not been tried further.
We see that even if we get more data points, we would not get a better fit for our
model, in this case a parabola. The problem of position determination is the same from
frame to frame, an increased number of observations would not automatically increase
our knowledge in the positions of the observed stars. The accuracy of the measured posi-
tions is dependent on the accuracy of every frame. Only if we assume that the measured
position of each star has a certain error distribution, then we could increase our positional
knowledge by computing mean positions and mean shifts. It can be assumed that the po-
sitions are distributed in a cloud with Gaussian distribution and a sigma which depends
on the noise level of the observations. So this noise would be found in all positional data.
Perhaps some frequency filtering (Wiener filter) could help to clean that noise from the
positional data, but this idea has not been tried further.
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Chapter 5
Parallax measurement, data reduction -
a theoretical view
How to derive real parallaxes from a data set? Some authors already described the prob-
lems involved, first some projection effects have to be taken into account if we take pic-
tures of the sky by a planar detector (CCD or photo plate). Second we must reduce the
measured angles to parallaxes. Here we have the problem that our field moves already
from observation to observation. If we observe different fields and if we want to reduce
the data to global coordinates e.q. if we want make a catalog of the positions of these
stars, we must take into account some side effects that change the apparent position of the
observed stars. One effect is the relativistic light deflection (up to 1.7 arcseconds close to
the sun [15]), another effect is the aberration caused by the movement of the earth and the
sun relative to the observed field. Also effects like earths nutation cause a change in the
position of the star field relative to our classical coordinate systems. But because we have
only observations with the same instrument of the same field and in the same direction
we can exclude all of these effects from our work.
The effect of aberration can be seen as constant over the whole field, the effect of
relativistic light deflection is also not important because no observations are taken towards
the direction of the sun. Only the effect of light deflection caused by the mass of the earth
should perhaps be considered, because it the relative deflection caused by earth is already
∼=40 µasec.
Effects like the nutation can be neglected, because they only change the position of




First the formulas needed for a gnomonic projection are described (from: Jean Kovalevsky,
Modern Astrometry, pp 73):
The transformation from local planar coordinates (like a CCD, coordinates A, B’) to
celestial coordinates α, δ is what we are interested in.
Figure 5.1: Gnomonic projection
The differential coordinates ∆α, ∆δ from a measured plate must be transformed into
linear coordinates.
We have :
A~x is tangent to the declination small circle and A~y is tangent to the celestial meridian,
the positive direction is pointing toward the north. This plane is forming a system of
coordinates, the so called ”standard coordinates“.
The transformation from differential coordinates (∆α, ∆δ) to standard coordinates
(~x,~y) is called gnomonic or central projection. We have two observational points A and





























cos δ(tan δ tan(δ+∆δ)+cos ∆α)
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tan δ tan(δ+∆δ)+cos ∆α
)
. (5.3)
These terms for x and y can be developed in powers of ∆δ and ∆α:
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(cos2 δ − sin2 δ) + ... (5.5)
5.2 Displacement due to annual parallax
The next formalism shown is the displacement due to annual parallax, also i use the
formalism from Jean Kovalevsky (Modern Astrometry, pp 74:
Let us state that:
~B ~E = R~u (5.6)
with the definitions:
~E: Center of Earth
~B: barycenter of the solar system
~S: Star
r = |~S| : distance to star
ω¯ = a/r. (5.7)
Respectively for a=1 ω = 1/r: the parallax of the star
~u: unit vector of ~B ~E
For the movement of the earth around the sun we can say:
R~u = a~u(1 + f(t)). (5.8)
The parallactic displacement on the unit sphere is:
∆~s = ~s′ − ~s = ~B ~E, (5.9)
which can also be written with the outer vectorial product:
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or, when we think of the annual movement of the Earth
∆~s = ω¯~s ∧ (~s ∧ ~u) (1 + f(t)) . (5.11)
In equatorial coordinates (L:longitude of the sun, : obliquity of the ecliptic) we get
cos δ∆α = ω¯ (1 + f(t)) (cos  cosα sinL− sinα cosL) (5.12)
and
∆δ = ω¯ (1 + f(t)) (sin  cos δ sinL− sin δ cosα cosL− cos  sin δ sinα sinL) . (5.13)
The longitude of the sun can be computed following the formula on page C24 of the
Astronomical Almanac. The obliquity can be computed using Jean Meeus: Ästronomical
Algorithms", p. 135.
This formalism allows us to understand the parallactic displacement correctly.
5.3 Methods to reduce star positions of photographic pla-
tes
Also it shall be described how parallaxes could be measured using data from photographic
plates. Here especially scale factors and also projections, but also the choice of reference
stars is important.
We also have a problem with our CoRoT observations, because we need to have a
sufficient number of reference stars, bright enough to be detected and still so far away
that they show no parallactic ellipse themselves or with very well know parallaxes, pro-
per motions, etc.. The problems are similar to the ones found by reducing positions on
photographic plates.
A short overview of persons and methods: F. Schlesinger[34], proposes already in
1899 to use photographic plates to measure parallaxes. Until that time parallaxes have
only been measured using transit instruments and the measurement has been made by
human eye and a clock as a reference system. In [10],1932 A.Deutsch shows that the
relations between the rectangular coordinates of two plates can be expressed by linear
functions depending on the Turner-Method [40] as described by F.W.Dyson, 1894. 1973,
Conard Dahn describes his use of measuring machines to derive parallaxes for the central
star of the planetary nebula NGC 7293, [8]: he speaks of the methods proposed by Frank
Schlesinger [34], 1899, to measure parallaxes. He used reduction techniques, described in
[31], 1970. Norris Russell [33], 1910 also describes the use of the Turner linear formula to
derive parallaxes at the Cambridge observatory and the use of comparison-stars and their
distribution about an observed star. It is also very interesting to see how J.C. Kapteyn
solved the problem of the unknown parallaxes of reference stars with a formula for the
mean parallax for stars of a given magnitude [21].
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The Dependences Method
But lets begin with the description of the dependences method of A. König: ”The method
of dependences, given by Schlesinger (1926), is without doubt the most elegant and the
one most often applied ...“ Its main advantage is though it can be applied to only two
reference stars, it is possible to use three or more stars. The coordinates x,y of an object
are linear functions of the coordinates of the reference stars xi and yi. So for three stars
we have
x = D1x1 +D2x2 +D3x3, y = D1Y1 +D2y2 +D3y3 (5.14)
with Di the so called dependences, they obey the condition:∑
Di = 1 (5.15)
They represent geometrically the corners of a triangle formed by the reference stars
with the object inside the triangle. They are independent of the coordinate system. The
relations 5.14 are valid for measured and tangential coordinate systems, but not for sphe-
rical coordinates or their differences. In the transformation to the sphere (see 5.1) it is
very easy to apply them.
The other method to derive positions of stars from reference stars is the simple inter-
polation method, here we only work with spherical differences ∆α and ∆δ on one hand,
and the differences of the measured coordinates ∆x and ∆y on the other hand. One sim-
ply establishes a relation that ∆δ and ∆α are expressed in the same units. That is what is
usually done today when coordinates of stars on CCD’s are reduced.
A.Deutsch [10] describes the dependences method more detailed:
The relation between the orthogonal coordinates of two plates with close central points
(the observations are of the same region and directing along the same line of sight). can
be expressed by linear functions: x and y are the orthogonal coordinates on a plate, X and
Y the coordinates on a second plate. We have the equations
axi + byi + c = X, dxi + eyi + f = Y (5.16)
with i=1,2,3 for the 3 reference stars and
X0 = ax0 + by0 + c, Y0 = dx0 + ey0 + f (5.17)
for the unknown star.
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and an analog formula for Y0.












∣∣∣∣∣∣ = N1 +N2 +N3
if we define now Ni/N = Di we get: D1 +D2 +D3 = 1,
X0 = D1X1 +D2X2 +D3X3
and analog
Y0 = D1Y1 +D2Y2 +D3Y3
Peter van de Kamp [20] points to another interesting fact: any set of faint background
stars represents an acceptable close approximation to a fixed background. Until now this
point has not been taken into consideration but is very important, the background stars
that CoRoT would deliver are very often smeared with other stars. The fainter the star
becomes the higher the probability that another stars PSF is interfering. When we take a
look at the observations we also see that we do not have many background stars in the
field which are easy enough to identify. Van de Kamp also points out that its not necessary
to use more then four reference stars per observed ”parallax“ star, because that would not
increase the reached accuracy generally. Also he points out that the ”classical“ parallax
determination is based on twenty to thirty plates spread over five to seven successive
observing seasons. with errors of ± 0.01 arcseconds. A value we could not reach with
CoRoT at the momentary state of data reduction.
The Turner Method As described in [47], the reduction of positions using Turners
method [39] is comparable to the dependencies method of Schlesinger, it is necessary for
the Turner method to choose three reference stars around the object. The formula looks
as follows:
ξi = tan(ai − A) sin qi (5.20)
ηi = tan(P − qi) (5.21)
tan(qi) = tan pi cos(ai − A) (5.22)
ξi, ηi are the orthogonal coordinates in rectascension and polar distance (respectively
declination). ai and Pi are the rectascension and polar distance of the three reference stars.
A and P are the assumed positions of the object in in rectascension and polar distance. All
coordinates are relatively to the position of the observed object as central point. The values
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for the position of the object are only preliminary and often taken from older catalogs or
former measurements.
From the equations
ξi = axi + byi + c (5.23)
and
ηi = dxi + eyi + f (5.24)
where xi, yi are the measured orthogonal coordinates of the three stars, related to the













c = ξ1 − ax1 − by1 = ξ2 − ax2 − by2 = ξ3 − ax3 − by3
f = η1 − dx1 − ey1 = η2 − dx2 − ey2 = η3 − dx3 − ey3
By that way we get the wanted position of the object:
αObject = A+ A1
δObject = D +D1
where AI = 115c sec δ and D1 = f
About the problem to solve optical problems analytically and empirically
Heinrich K. Eichhorn writes something very interesting about the two schools of astro-
metric reduction from in [12] (pp 73), 1970: ”There are in principle two schools of thought
how to take into account the deviations from gnomonic projection in astrometric work.
One could could for instance, carefully investigate the functional form of all possible
deviations from gnomonic projection and accordingly modify the equation. The parame-
ters describing these effects would then have to be determined either in the course of
the adjustment or by extraneous methods. This is the approach of theGerman School of
photographic astrometry, founded essentially by F. Küstner. In modern times, much of
what has been known to astrometrists for decades, including matter described in König’s
(1933) article, was independently developed by analytical photogrammetrists (compare
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Brown[1965, 1968]). The other possibility is not to analyze the individual sources of that
contribute deviations from the ideal gnomonic projection, but to generalize the formula
of gnomonic projection by correction parameters. ... It must then be decided empirically
which of the parameters are to be included in the model. This approach ... (the so-called
six-constant model, the six constants are also known as plate constants) was mainly ad-
vocated and applied in large scale by F.Schlesinger, the founder of the American School
of photographic astrometry.“
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5.3.1 Deriving of celestial coordinates of stars in the CoRoT fields
using reference stars
From the field LRa01 we have the x-, and y-coordinates of some stars and want to try
to derive celestial positions using the dependences algorithm and the turner method. We
identified the stars using DS9 [50], version 5.6.
Figure 5.2: Field LRa01 with some identified stars
The identified stars in the CoRoT field can be seen in figure 4.6.
These stars have been identified and compared with catalogue data. These literature
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Figure 5.3: The same stars identified in DSS data using SIMBAD
positions are taken from the SIMBAD database ([45] and are based on the measurements
of the Hipparcos Satellite [28] (see table 5.1). The same centroid method as described in
chapters 2.1.2 , 3.2.1 and 4.2 to derive the position of the stars is used.
Table 5.1: Some stars identified in LRa01, catalog data, and centroid positions x and y
No. Name RA Dec x y
5 HD 292297 101.962457 0.2420525 679.16707 1883.834
7 HD 49385 102.04793 0.3049731 774.18959 1749.0629
9 HD 292296 102.000281 0.3220531 804.10185 1821.6459
10 HD 49330 101.948147 0.3401889 834.08549 1900.9467
16 HD 49224 101.876811 0.6929617 1392.7075 1959.0195
18 HD 289230 102.407913 0.7360883 1456.8434 1176.0232
19 HD 49765 102.521107 0.7584714 1487.9619 1002.6924
20 HD 49330 101.988616 0.7761169 1538.0846 1821.8891
For the stars No. 9 and No. 18 the Turner method has been applied to using the x-
and y-positions derived with the centroid algorithm. The reference stars for the two tests
are for star No. 9: 5, 7 and 10 and for star No.18 the stars 16, 19 and 20 were used as
reference stars.
As a result we get for both stars new improved positions. Here we used the image
without cut-offs to compute the centroid positions.
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Star number 9 (HD 292296) The position in the SIMBAD database and the measured
position show a difference of 0.0019 arc seconds in rectascension and a difference of 2.04
arc seconds in declination. We see that the accuracy is better then in the case for more
distant reference stars.




difference in degrees -5.41873E-07 -0.00056823
difference in arc sec -0.001950742 -2.04562929
Star number 18 (HD 289230) The position in the SIMBAD database and the measured
position show a difference of 0.01 arc seconds in rectascension and a difference of 9.89
arc seconds in declination. For star number 18 the distance between the reference stars is




difference in degrees 3.46321E-06 -0.002749761
difference in arc sec 0.012467571 -9.899140437
much larger then for star No.9, this is probably the reason why the accuracy is also much
worse.
Conclusion We can say that the Turner algorithm worked, mainly because the descrip-
tion in [47] is very detailed and easy to follow. As a result of this test we can say that an
accuracy of 0.0019 arc seconds could be reached in the declination, but we also have to
say that in rectascension there is a much bigger difference between the measured position
and the literature value. This test should be done with more stars. It seems important to
choose reference stars close to the target star to reduce inaccuracies. Also the effects in-
fluencing the Turner method should be understood much better, especially the difference
in accuracy between the declination and the rectascension is not properly understood right
now.
The Dependences method applied to the field LRa01 When the dependences are
computed as described in [10] the inevitable condition that the sum of all dependencies
must be 1 is not fulfilled, probably the coordinates must be computed relatively to the
object. The point of origin must probably be the object’s position.
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Finally we must say that its very challenging to derive parallaxes from such a complicated
optical system like CoRoT without better simulations. We have tried to solve which
algorithm from the ESO/MIDAS package is best to derive positions, but found only that
the CENTER/GAUSS algorithm is really inaccurate to derive positions of the CoRoT
PSF. We examined simulation of shifted positions without noise to show the numerically
possible accuracy in the subpixel range, we find that due to the limited number of data
points (pixels) and the lack of analytical knowledge of a detailed shape of the PSF, we
can only reach an accuracy of 0.025 pixels or 62,5 mas.
After working with the simulations, we received observations from CoRoT, these ob-
servations have been analyzed. As a result of these analysis we could show that the
positions on one frame can be derived with an accuracy of up to 0.2 pixels corresponding
to an angular accuracy of 0.5 arcseconds. We showed that an increase in the number of
observations does not of necessity increase the astrometrical accuracy. To test the reach-
able accuracy in celestial coordinates the Turner method [39] has been applied using two
groups of stars in CoRoT field LRa01 as reference stars. The position of two stars could
be derived with an accuracy of up to 0.0019 arcseconds. But this test should be made with
a higher number of stars to be able to estimate the achievable accuracy correctly. Due to
the already shown limitations in the accuracy of position measuring we strongly believe
that the effect of trigonometric parallaxes could only be measurable for the nearest stars,
depending on our understanding of the background noise level.
If we could reduce the noise completely and if we had stable images, and we only
had jitter changing the position of the PSF within a pixel, we would have the accuracy of
62.5 mas per observation, assuming we can take 1000 observations of the same star field




We always should have in mind the scientific goal we are looking for, but at the same
time it is extremely worthy to look at the things already done some generations ago. The
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problems solved for the astrometric reduction of photo plates are also a good starting
point to solve the problems of modern astrometry with CCD’s. We will see a further in-
crease in the area size of CCD’s and the larger these areas become, the more the problems
come back we had with photographic plates. Astrometry is one of the oldest branches
in Astronomy, but still one of the most exciting ones, and we hope to see many very
fascinating improvements in our view of the world by the next astrometric missions like
GAIA and others. We want to give the last word to S.A. Mitchell, the Second Director of
McCormick Observatory. He said: ”Parallax work costs a great many hours loss of sleep,
and it is therefore a difficult research for one to carry on who in addition to this work must
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ADU : Analog-Digital Unit [25]
For conversion of analogical information into digital information a so called Analog-
Digital-Converter or Unit is needed. A CCD chip measures the amount of light by con-
verting photons into electrons. The electrons are collected and counted by a so called
ADC, the important property of the converter is the amount of data the unit can handle.
As any digital information is stored in bits, the ADC is characterized by its capacity in
bits. E.G. an 8 bit ADC can store up to 8 bit, that means 28 = 256 different states, charac-
terizing the amount of light that was collected during a certain time period. Our CoRoT
data has pixel values between 0 and 12000 ADU, that means the used detector has a 16
bit ADC with a numerical maximum of 65536 so called ADU’s. These numbers hold no
direct information about the measured amount of light, they only describe the amount of
light a pixel absorbed relatively to the other pixels in the image.
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PSF: Point spread function
Figure A.1: CoRoT PSF [43]
The Point Spread Function is a relatively new con-
cept in optics, due to the availability of computers
and ray tracing software. The name Point spread
function was long time not used like this, in [4] the
word ”Point spread function“ does not even appear.
But nowadays it is relatively easy to compute the
image of a point source on an optical plane, the so
called Point spread function. It is only valid for one
position and is also often only numerically solved.
From a classical point of view, the light from a point
source is diffracted into a so called Airy function,
but an Airy function only describes the image of a
point source along the optical axis, so side effects like chromatical or spherical aberrations
have to be computed using Zernike polynomials, optical transfer functions and modula-
tion transfer functions, etc., a lot of mathematics and very difficult to solve analytically.
Today its not necessary to know all this theory in detail, it is enough to know the proper-
ties of the lenses and a good ray tracing program (like ZEMAX) computes the so called
point spread function numerically for a given position in the field of view, for given color,
etc. So today the point spread function became a very common tool to simulate optical
systems and their properties.
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Appendix B
The PSFs and their derived positions
Finally we see here the 16 PSFs and their difference in shape for different temperatures
and angular distances of simulated stars. Some variations in size and intensity can be seen
directly in these images.


















APPENDIX B. THE PSFS AND THEIR DERIVED POSITIONS


























APPENDIX B. THE PSFS AND THEIR DERIVED POSITIONS




























C.0.2 Rebinning the images
Listing C.1: Rebin
pro r e b i n
nim = 1 6 .
dim = 4 0 .
o u t p u t = d b l a r r ( 4 0 , 4 0 )
name = s t r a r r ( 1 , nim )
openr , 1 , ’ o r i g / image . l i s t ’
readf , 1 , name
c l o s e , 1
For k=0L , nim−1L do begin
i n p u t = ’ o r i g / ’+name ( 0 , k )
pr int , name ( 0 , k )
z= r e a d f i t s ( i n p u t )
FOR s h i f t x =0 ,4 do begin
FOR s h i f t y =0 ,4 do begin
f o r i =0 , dim−2 do begin
f o r j =0 , dim−2 do begin
pr int , i , j
o u t p u t ( i , j ) =mean ( z ( i ∗4+ s h i f t x : i ∗4+ s h i f t x +3 , j ∗4+ s h i f t y :
j ∗4+ s h i f t y +3) )
endfor
endfor
o u t f i l e = ’ o u t p u t / 4 0 _40_mean_x+ ’+ s t r t r i m ( s h i f t x , 1 ) + ’ _y+ ’+
s t r t r i m ( s h i f t y , 1 ) + ’ _ ’+name ( 0 , k )







Listing C.2: Spine shifting
pro s p l i n e
; c r e a t e s images o f 10 images s h i f t e d by 0 ,1
P i x e l
i =1
WHILE ( i LT 10) DO BEGIN
s h i f t = ( i ) ∗0 . 1
o r i g = m r d f i t s ( ’ d a t a /4000 _−0.420_
−0 .012 . f i t s ’ ) ; EINLESEN
s p l i n e x = f i n d g e n ( 1 6 0 , 1 6 0 )
x i =0
WHILE ( x i LT 160) DO BEGIN
y i = FINDGEN( 1 6 0 )
ADUi = o r i g ( 0 : 1 5 9 , x i )
t = FINDGEN
( 1 6 0 ) + s h i f t
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e x (∗ , x i ) = t r a n s
x i = x i +1
pr int , x i , ’− t e S p a l t e a b g e a r b e i t e t ’ , s h i f t
ENDWHILE
c = s t r i n g (
s h i f t ,FORMAT= ’ ( f10 . 2 ) ’ )
o u t f i l e x = ’ o u t p u t / x+ ’+ s t r t r i m ( c , 1 ) + ’ _4000_−0.420_
−0 .012 . f i t s ’
s p l i n e x y = f i n d g e n ( 1 6 0 , 1 6 0 )
x i =0
WHILE ( x i LT 160) DO BEGIN
y i = FINDGEN( 1 6 0 )
ADUi = s p l i n e x ( xi , 0 : 1 5 9 )
t = FINDGEN
( 1 6 0 ) + s h i f t
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e x y ( xi , ∗ ) = t r a n s
x i = x i +1
pr int , x i , ’− t e Z e i l e a b g e a r b e i t e t ’
ENDWHILE
o u t f i l e x y = ’ o u t p u t / xy+ ’+ s t r t r i m ( c , 1 ) + ’ _4000_−0.420_
−0 .012 . f i t s ’
f i t s _ w r i t e , o u t f i l e x y , s p l i n e x y
i = i +1
ENDWHILE
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pro C e n t r o i d
; Thanks Torben !
nim = 25∗16 ; 5 mal i n X 5 mal i n Y mal 4
Tempera turen und 4 Po s i t i o n e n au f der CCD
dim = 40 ; Groesse des B i l d e s i n p i x e l
pos = f l t a r r ( 2 , nim )
name = s t r a r r ( 1 , nim )
openr , 1 , ’ d a t a / Rebinned_40_40 / image . l i s t ’
readf , 1 , name
c l o s e , 1
f o r k=0L , nim−1L do begin
i n p u t = ’ d a t a / Rebinned_40_40 / ’+name ( 0 , k )





d e l t a x = xmax−xmin
d e l t a y = ymax−ymin
b = z ( xmin :
xmax , ymin : ymax )
cx = d b l a r r ( d e l t a x +1 ,
d e l t a y +1)
cy = d b l a r r ( d e l t a x +1 ,
d e l t a y +1)
f o r i =0 , d e l t a x do begin
f o r j =0 , d e l t a y do begin
cx ( i , j ) = f l o a t ( i ) ∗b ( i , j )
cy ( i , j ) = f l o a t ( j ) ∗b ( i , j )
endfor
endfor
pos ( 0 , k ) = ( t o t a l ( cx ) / t o t a l ( b ) ) +
xmin
pos ( 1 , k ) = ( t o t a l ( cy ) / t o t a l ( b ) ) +
ymin
endfor
openw , 1 , ’ o u t p u t / f l o a t _ R e b i n n e d C e n t r o i d x . d a t ’
p r i n t f , 1 , pos ( 0 , ∗ )
c l o s e , 1
openw , 1 , ’ o u t p u t / f l o a t _ R e b i n n e d C e n t r o i d y . d a t ’
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p r i n t f , 1 , pos ( 1 , ∗ )
c l o s e , 1
END
C.0.5 Symmetricity algorithm
Listing C.4: Symmetricity function
f u n c t i o n Sy mme t r i c i t y , row , im1x , im1y , im2x , im2y
; Ko r r e l a t i o n sme t h od e nach " Au toma t i c Wave lengh t Measurement w i t h
a D i g i t a l M i c r o d en s i t ome t e r " , R . A l b r e ch t , H. Jenkner , W.W.
Weiss , H. J . Wood , A&A 1977
x1= s t r i n g ( im1x ,FORMAT= ’ ( i 2 ) ’ )
y1= s t r i n g ( im1y ,FORMAT= ’ ( i 2 ) ’ )
x2= s t r i n g ( im2x ,FORMAT= ’ ( i 2 ) ’ )
y2= s t r i n g ( im2y ,FORMAT= ’ ( i 2 ) ’ )
tmp= m r d f i t s ( ’ d a t a / Rebinned_40_40 / 4 0 _40_mean_x+ ’+ s t r t r i m ( x1 , 1 ) + ’
_y+ ’+ s t r t r i m ( y1 , 1 ) + ’ _4000_−0.420_−0 .012 . f i t s ’ )
tmp2=mrdf i t s ( ’ d a t a / Rebinned_40_40 / 4 0 _40_mean_x+ ’+ s t r t r i m ( x2 , 1 ) +
’ _y+ ’+ s t r t r i m ( y2 , 1 ) + ’ _4000_−0.420_−0 .012 . f i t s ’ )
;
im=tmp ( 0 : 1 5 9 , x )
im2=tmp2 ( 0 : 1 5 9 , x )
FOR TESTPUNKT=0 ,159 ,1 Do BEGIN
IF ( T e s t p u n k t LE j ) THEN BEGIN
T= T e s t p u n k t
Summand=DBLARR( j )
n=0
WHILE ( n LT j ) DO BEGIN
I f ( ( T+n ) LT j AND ( T−n ) GE 0) THEN BEGIN
Summand ( n ) =( im ( T+n )−im ( T−n ) ) ^2
ENDIF
IF ( ( T+n ) GE j AND ( T−n ) GE 0) THEN BEGIN
Summand ( n ) =( im ( T−n ) ) ^2
ENDIF
IF ( ( T+n ) LT j AND ( T−n ) LT 0) THEN BEGIN
Summand ( n ) =( im ( T+n ) ) ^2
ENDIF
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IF ( ( T+n ) GE j AND ( T−n ) LT 0) THEN BEGIN
Summand ( n ) =0
ENDIF
Summe= TOTAL ( Summand ) ; Summe der quadra t e a l l e r
Da tenpunk t e
n=n+1
ENDWHILE
R e s u l t ( T e s t p u n k t ) =Summe
ENDIF
IF ( T e s t p u n k t GT j ) THEN BEGIN
print , ’ F e h l e r ! T e s t p u n k t ’ , T e s t p u n k t , ’ l i e g t a u s s e r h a l b
des W e r t e b e r e i c h s : ’ , i
ENDIF
EndFOR
FOR TESTPUNKT=0 ,159 ,1 Do BEGIN
IF ( T e s t p u n k t LE j ) THEN BEGIN
T= T e s t p u n k t
Summand=DBLARR( j )
n=0
WHILE ( n LT j ) DO BEGIN
I f ( ( T+n ) LT j AND ( T−n ) GE 0) THEN BEGIN
Summand ( n ) =( im2 ( T+n )−im2 ( T−n ) ) ^2
ENDIF
IF ( ( T+n ) GE j AND ( T−n ) GE 0) THEN BEGIN
Summand ( n ) =( im2 ( T−n ) ) ^2
ENDIF
IF ( ( T+n ) LT j AND ( T−n ) LT 0) THEN BEGIN
Summand ( n ) =( im2 ( T+n ) ) ^2
ENDIF
IF ( ( T+n ) GE j AND ( T−n ) LT 0) THEN BEGIN
Summand ( n ) =0
ENDIF
Summe= TOTAL ( Summand ) ; Summe der quadra t e a l l e r
Da tenpunk t e
n=n+1
ENDWHILE
R e s u l t 2 ( T e s t p u n k t ) =Summe
ENDIF
IF ( T e s t p u n k t GT j ) THEN BEGIN
print , ’ F e h l e r ! T e s t p u n k t ’ , T e s t p u n k t , ’ l i e g t a u s s e r h a l b




C.0.6 IDL Spline Routine
Listing C.5: IDL spline.pro routine
; $ Id : / / d epo t / i d l / IDL_70 / i d l d i r / l i b / s p l i n e . pro #1 $
;
; Copy r i gh t ( c ) 1983−2007 , ITT V i s u a l I n f o rma t i o n S o l u t i o n s . A l l







; Th i s f u n c t i o n pe r f o rms cub i c s p l i n e i n t e r p o l a t i o n .
;
; CATEGORY:
; I n t e r p o l a t i o n − E1 .
;
; CALLING SEQUENCE:
; R e s u l t = SPLINE (X , Y , T [ , Sigma ] )
;
; INPUTS :
; X : The a b c i s s a v e c t o r . Va lue s MUST be mono t o n i c a l l y
i n c r e a s i n g .
;
; Y : The v e c t o r o f o r d i n a t e v a l u e s c o r r e s pond i ng t o X
.
;
; T : The v e c t o r o f a b c i s s a e v a l u e s f o r which t h e
o r d i n a t e i s
; d e s i r e d . The v a l u e s o f T MUST be mono t o n i c a l l y
i n c r e a s i n g .
;
; OPTIONAL INPUT PARAMETERS:
; Sigma : The amount o f " t e n s i o n " t h a t i s a p p l i e d t o t h e
cu rve . The
; d e f a u l t v a l u e i s 1 . 0 . I f s igma i s c l o s e t o 0 , ( e
. g . , . 0 1 ) ,
; t h en e f f e c t i v e l y t h e r e i s a cub i c s p l i n e f i t . I f
s igma
; i s l a rge , ( e . g . , g r e a t e r than 10) , t h en t h e f i t
w i l l be l i k e
; a po l ynom ia l i n t e r p o l a t i o n .
;
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; KEYWORDS:
; DOUBLE: S e t t h i s keyword t o f o r c e compu t a t i o n s t o be done
; u s i n g double−p r e c i s i o n a r i t h m e t i c .
;
; OUTPUTS:
; SPLINE r e t u r n s a v e c t o r o f i n t e r p o l a t e d o r d i n a t e s .
; R e s u l t ( i ) = va l u e o f t h e f u n c t i o n a t T ( i ) .
;
; RESTRICTIONS :
; Abc i s s a v a l u e s must be mono t o n i c a l l y i n c r e a s i n g .
;
; EXAMPLE:
; The commands below show a t y p i c a l use o f SPLINE :
;
; X = [ 2 . , 3 . , 4 . ] ;X v a l u e s o f o r i g i n a l
f u n c t i o n
; Y = (X−3) ^2 ;Make a q u a d r a t i c
; T = FINDGEN(20 ) / 10 .+2 ; Va lues f o r i n t e r p o l a t e d
p o i n t s .
; ; tw en t y v a l u e s from 2 t o
3 . 9 .
; Z = SPLINE (X , Y , T ) ;Do t h e i n t e r p o l a t i o n .
;
; MODIFICATION HISTORY :
; Au thor : Wa l t e r W. Jones , Naval Research Labora tory , S ep t
26 , 1976 .
; Rev iewer : S i dney Prahl , Texas I n s t r um e n t s .
; Adapted f o r IDL : DMS, March , 1983 .
; CT , RSI , J u l y 2003: Added doub l e p r e c i s i o n s uppo r t and
DOUBLE keyword ,
; use v e c t o r math t o speed up t h e l oop s .
; CT , RSI , Augus t 2003: Must have a t l e a s t 3 p o i n t s .
;
;−
f u n c t i o n s p l i n e , x , y , t , s igmaIn , DOUBLE= d ou b le
c o m p i l e _ o p t i d l 2
on_error , 2 ; Re tu rn t o c a l l e r i f an
e r r o r occu r s
n = N_ELEMENTS( x ) < N_ELEMENTS( y )
i f ( n l e 2) then $
MESSAGE, ’X and Y must be a r r a y s o f 3 o r more e l e m e n t s . ’
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d b l = (N_ELEMENTS( do ub l e ) gt 0) ? KEYWORD_SET( d oub l e ) : $
( SIZE ( x , / TYPE) eq 5) | | ( SIZE ( y , / TYPE) eq 5) | | ( SIZE ( t
, / TYPE) eq 5)
sigma = ( n_params ( 0 ) l t 4) ? ( d b l ? 1d : 1 . 0 ) : $
( s igmaIn > ( d b l ? 0 .001 d : 0 . 0 0 1 ) ) ; i n range ?
xx = d b l ? DOUBLE( x ) : FLOAT( x )
yy = d b l ? DOUBLE( y ) : FLOAT( y )
t t = d b l ? DOUBLE( t ) : FLOAT( t )
yp = d b l ? DBLARR(2∗ n ) : FLTARR(2∗ n ) ; temp s t o r a g e
d e l x 1 = xx [ 1 ] − xx [ 0 ] ; 1 s t i n c r
dx1 = ( yy [ 1 ] − yy [ 0 ] ) / d e l x 1
nm1 = n − 1L
np1 = n + 1L
d e l x 2 = xx [2]−xx [ 1 ]
de lx 12 = xx [2]−xx [ 0 ]
c1 = −( de lx1 2 + d e l x 1 ) / de lx 12 / d e l x 1
c2 = d e lx 12 / d e l x 1 / d e l x 2
c3 = −d e l x 1 / de lx 12 / d e l x 2
s l p p 1 = c1∗yy [ 0 ] + c2∗yy [ 1 ] + c3∗yy [ 2 ]
d e l n = xx [ nm1]−xx [ nm1−1]
delnm1 = xx [ nm1−1]−xx [ nm1−2]
d e l n n = xx [ nm1]−xx [ nm1−2]
c1 = ( d e l n n + d e l n ) / d e l n n / d e l n
c2 = −d e l n n / d e l n / delnm1
c3 = d e l n / d e l n n / delnm1
s l p p n = c3∗yy [ nm1−2]+ c2∗yy [ nm1−1]+ c1∗yy [ nm1 ]
sigmap = sigma ∗nm1 / ( xx [ nm1]−xx [ 0 ] )
d e l s = sigmap ∗ d e l x 1
exps = exp ( d e l s )
s i n h s = 0 . 5 d ∗ ( exps −1 . / exps )
s i n h i n = 1 . / ( d e l x 1 ∗ s i n h s )
d i a g 1 = s i n h i n ∗ ( d e l s ∗0 . 5 d ∗ ( exps + 1 . / exps )−s i n h s )
d i a g i n = 1 . / d i a g 1
yp [ 0 ] = d i a g i n ∗ ( dx1−s l p p 1 )
s p d i a g = s i n h i n ∗ ( s i n h s−d e l s )
yp [ n ] = d i a g i n ∗ s p d i a g
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; Do as much work u s i ng v e c t o r s as p o s s i b l e .
d e l x 2 = xx [ 1 : ∗ ] − xx
dx2 = ( yy [ 1 : ∗ ] − yy ) / d e l x 2
d e l s = sigmap ∗ d e l x 2
exps = exp ( d e l s )
s i n h s = 0 . 5 d ∗ ( exps −1 . / exps )
s i n h i n = 1 . / ( d e l x 2 ∗ s i n h s )
d i a g 2 = s i n h i n ∗ ( d e l s ∗ ( 0 . 5 d ∗ ( exps + 1 . / exps ) )−s i n h s )
d i a g 2 = [ 0 , d i a g 2 + d i a g 2 [ 1 : ∗ ] ]
dx2nm1 = dx2 [ nm1−1] ; need t o save t h i s t o c a l c yp [nm1]
dx2 = [ 0 , dx2 [ 1 : ∗ ] − dx2 ]
s p d i a g = s i n h i n ∗ ( s i n h s−d e l s )
; Need t o do an i t e r a t i v e loop f o r t h i s p a r t .
f o r i =1L , nm1−1 do begin
d i a g i n = 1 . / ( d i a g 2 [ i ] − s p d i a g [ i −1]∗yp [ i +n−1])
yp [ i ] = d i a g i n ∗ ( dx2 [ i ] − s p d i a g [ i −1]∗yp [ i −1])
yp [ i +n ] = d i a g i n ∗ s p d i a g [ i ]
endfor
d i a g i n = 1 . / ( d iag1−s p d i a g [ nm1−1]∗yp [ n+nm1−1])
yp [ nm1 ] = d i a g i n ∗ ( s lppn−dx2nm1−s p d i a g [ nm1−1]∗yp [ nm1−1])
f o r i =n−2 ,0 ,−1 do $
yp [ i ] = yp [ i ] − yp [ i +n ]∗ yp [ i +1]
m = n _ e l e m e n t s ( t )
subs = r e p l i c a t e ( l ong ( nm1 ) ,m) ; s u b s c r i p t s
s = xx [ nm1]−xx [ 0 ]
s igmap = sigma ∗nm1 / s
j = 0L
f o r i =1L , nm1 do begin ; f i n d s u b s c r i p t where xx [ subs ] > t ( j )
> xx [ subs −1]
whi le t t [ j ] l t xx [ i ] do begin
subs [ j ]= i
j ++




subs1 = subs − 1
d e l 1 = t t −xx [ subs1 ]
d e l 2 = xx [ subs ] − t t
d e l s = xx [ subs ]−xx [ subs1 ]
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exps1 = exp ( s igmap ∗ d e l 1 )
s i n h d 1 = 0 . 5 ∗ ( exps1 −1 . / exps1 )
exps = exp ( s igmap ∗ d e l 2 )
s i n h d 2 = 0 . 5 ∗ ( exps −1 . / exps )
exps = exps1 ∗ exps
s i n h s = 0 . 5 ∗ ( exps −1 . / exps )
s p l = ( yp [ subs ]∗ s i n h d 1 +yp [ subs1 ]∗ s i n h d 2 ) / s i n h s + $
( ( yy [ subs ]−yp [ subs ] ) ∗ d e l 1 +( yy [ subs1 ]−yp [ subs1 ] ) ∗ d e l 2 ) /
d e l s
return , (m eq 1) ? s p l [ 0 ] : s p l
end
C.0.7 IDL Shift Routine
Listing C.6: IDL shift.pro routine
; $ Id : / / d epo t / i d l / IDL_70 / i d l d i r / l i b / s h i f t _ d i f f . pro #1 $
;
; Copy r i gh t ( c ) 2006−2007 , ITT V i s u a l I n f o rma t i o n S o l u t i o n s . A l l








; Apply a s h i f t −d i f f e r e n c e f i l t e r t o an image ar ray .
;
; CATEGORY:
; Image P ro c e s s i n g .
;
; CALLING SEQUENCE:
; R e s u l t = SHIFT_DIFF ( Array [ , /ADD_BACK]
; [ , DIRECTION=d i r e c t i o n ]
; [ , <CONVOL keywords >])
;
; INPUTS :
; Array = A 2D array o f any b a s i c t y p e e x c e p t s t r i n g .
; Keywords :
; ADD_BACK: S e t t h i s keyword t o cause t h e o r i g i n a l i n p u t
a r ray
; t o be added back t o t h e d i f f e r e n c e a r ray
g en e r a t e d
; by t h e s h i f t −d i f f e r e n c e op e r a t o r . Th i s i s o f t e n
u s e f u l
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; f o r s ha rp en i ng t h e image .
; DIRECTION : An i n t e g e r be tween 0 and 7 t o s p e c i f y t h e
d i r e c t i o n o f
; t h e s h i f t :
; 0 1 2
; 3 x 4
; 5 6 7
; Th i s p rocedure a l s o a c c e p t s a l l keywords a c c ep t e d by
CONVOL.
; The s c a l e _ f a c t o r argument t o CONVOL i s l e f t a t i t ’ s
d e f a u l t
; v a l u e t o 1 s i n c e t h e k e r n e l needs no s c a l i n g .
;
; OUTPUTS:
; I f t h e ADD_BACK keyword i s s e t , t h e f u n c t i o n r e t u r n s an
ar ray o f
; t h e same t y p e and d imen s i on s as t h e i n p u t a r ray .
;
; I f t h e ADD_BACK keyword i s no t s e t , t h e f u n c t i o n r e t u r n s
an ar ray
; o f t h e same d imen s i on s as t h e i n p u t array , bu t w i t h a t y p e
d e s c r i b e d
; as f o l l o w s :
; BYTE −−> INT
; INT −−> LONG
; UINT −−> LONG
; ULONG −−> LONG64
; ULONG64 −−> LONG64
; For a l l o t h e r i n p u t t y p e s , t h e o u t p u t t y p e i s t h e same
as t h e i n p u t t y p e .
;







; Ca l l s t h e CONVOL f u n c t i o n w i t h t h e a p p r o p r i a t e k e r n e l .
See t h e
; CONVOL f u n c t i o n f o r i n f o rma t i o n on t h e t r e a tm e n t o f edge
p i x e l s .
;
; EXAMPLE CALLING SEQUENCE:
; TVSCL , SHIFT_DIFF ( DIST ( 200 ) , DIRECTION=4)
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; s hou l d produce an image w i t h b l a c k g r a d i e n t s on t h e l e f t
; and wh i t e g r a d i e n t s on t h e r i g h t .
;
; MODIFICATION HISTORY :
; Sep 2006 − I n i t i a l Ve r s i on
;−
f u n c t i o n s h i f t _ d i f f , a r r _ i n , ADD_BACK=add_back , $
DIRECTION= d i r e c t i o n _ i n , $
_REF_EXTRA= _ e x t r a
c o m p i l e _ o p t i d l 2
on_error , 2 ; Re tu rn t o c a l l e r i f an e r r o r
occu r s
CATCH, e r r ; Catch so we can i d e n t i f y
o u r s e l f
i f e r r ne 0 then begin
CATCH, /CANCEL
MESSAGE, !ERROR_STATE .MSG
e n d i f
; ; S e t up k e r n e l , based on d i r e c t i o n
i f N_ELEMENTS( d i r e c t i o n _ i n ) gt 0 then begin
d i r e c t i o n = ( d i r e c t i o n _ i n > 0) < 7
i n d e x = d i r e c t i o n gt 3 ? d i r e c t i o n + 1 :
d i r e c t i o n
e n d i f e l s e $
i n d e x = 0
k e r n e l = INTARR ( 3 , 3 )
k e r n e l [ 4 ] = 1
k e r n e l [ i n d e x ] = −1
; ; Use a l a r g e r , s i g n ed i n t e g e r t y p e .
t y p e = SIZE ( a r r _ i n , / TYPE)
case t y p e of
1 : c a l c t y p e = 2 ; b y t e −−> i n t
2 : c a l c t y p e = 3 ; i n t −−> long
1 2 : c a l c t y p e = 3 ; u i n t −−> long
1 3 : c a l c t y p e = 14 ; u long −−> long64
1 5 : c a l c t y p e = 14 ; u long64 −−> long64
e l s e : c a l c t y p e = t y p e
endcase
a r r = FIX ( a r r _ i n , TYPE= c a l c t y p e )
r e s u l t = CONVOL(TEMPORARY( a r r ) , k e r n e l , _STRICT_EXTRA=
_ e x t r a )
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; ; Add back o r i g i n a l da ta i f r e q u e s t e d
i f KEYWORD_SET( add_back ) then begin
r e s u l t += a r r _ i n
; ; C l i p and c o n v e r t back t o o r i g i n a l t y p e .
case t y p e of
1 : c l i p = [ 0 , 255]
2 : c l i p = [−32768 , 32767]
1 2 : c l i p = [ 0 , 65535 u ]
1 3 : c l i p = [ 0 , 4294967295UL]
1 5 : c l i p = [ 0 , 9223372036854775807ULL]
e l s e : ; no c l i p p i n g needed
endcase
i f (N_ELEMENTS( c l i p ) gt 0) then begin
mn = MIN( r e s u l t , MAX=mx)
i f (mn l t c l i p [ 0 ] ) then r e s u l t >= c l i p [ 0 ]
i f (mx gt c l i p [ 1 ] ) then r e s u l t <= c l i p [ 1 ]
e n d i f
r e s u l t = FIX ( r e s u l t , TYPE= t y p e )
e n d i f
return , r e s u l t
end
C.0.8 How to count the number of stars
Listing C.7: How to count the number of stars
s t a r n u m b e r =0
found =0
For i =0 ,2158 do begin
f o r j =0 ,2052 do begin
i f z ( i , j ) LT c u t AND z ( i +1 , j +1)GE c u t then begin
s t a r n u m b e r = s t a r n u m b e r +1
pr int , ’ z ( i , j ) : ’ , z ( i , j ) , ’ z ( i +1 , j +1) : ’ , z ( i +1 , j
+1)
pr int , ’ s t a r n u m b e r : ’ , s t a r n u m b e r +1 , ’ i : ’ , i , ’ j :
’ , j




C.0.9 How to find the edge
Listing C.8: How to find the edge
; l i n k e
kan t e
e r r e i c h t
i f z ( i , j ) LT c u t AND z ( i , j +1) GE c u t then begin
pr int , ’ l i n k e Kante : ’ , L_K_i , L_K_j
e n d i f
; r e c h t e k an t e e r r e i c h t
i f z ( i , j ) GE c u t AND z ( i , j +1) LT c u t then begin
pr int , ’ r e c h t e Kante : ’ , R_K_i , R_K_j
e n d i f
C.0.10 Creating a list of stars
Listing C.9: Creating a list of stars
pro s t a r l i s t
f o l d e r = ’ . . / ’
f i l e n a m e = ’AN0_FULLIMAGE_20071016T184715_A1 ’
f i e l d s i z e _ x =2160
f i e l d s i z e _ y =2054
c u t =2000
c u t _ s = s t r i n g ( cu t ,FORMAT= ’ ( f10 . 2 ) ’ )
i n p u t = f o l d e r + f i l e n a m e + ’ . f i t s ’
z1= r e a d f i t s ( i n p u t )
; ############# coun t number o f s t a r s #################
s t a r n u m b e r =0
found =0
For i =0 , f i e l d s i z e _ x −2 do begin
f o r j =0 , f i e l d s i z e _ y −2 do begin
i f z ( i , j ) LT c u t AND z ( i +1 , j +1) GE c u t then begin
s t a r n u m b e r = s t a r n u m b e r +1
e n d i f
endfor
endfor
; ############# w r i t e l i s t o f s t a r s #################
S t a r _ L i s t = d b l a r r ( 4 , s t a r n u m b e r +1)
s t a r n u m b e r =0
found =0
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For i =0 , f i e l d s i z e _ x −2 do begin
f o r j =0 , f i e l d s i z e _ y −2 do begin
i f z ( i , j ) LT c u t AND z ( i +1 , j +1) GE c u t then begin
s t a r n u m b e r = s t a r n u m b e r +1
S t a r _ L i s t ( 0 , s t a r n u m b e r ) = s t a r n u m b e r
S t a r _ L i s t ( 1 , s t a r n u m b e r ) = i
S t a r _ L i s t ( 2 , s t a r n u m b e r ) = j
S t a r _ L i s t ( 3 , s t a r n u m b e r ) =z ( i +1 , j +1)
e n d i f
endfor
endfor
openw , 1 , f o l d e r + ’ s t a r l i s t _ ’+ f i l e n a m e + ’ _ c u t _ ’+ s t r t r i m ( c u t _ s , 1 ) + ’ .
d a t ’
p r i n t f , 1 , S t a r _ L i s t
CLOSE, 1
END
C.0.11 Creating a list of filtered stars
Listing C.10: Creating a filtered list of stars
pro s t a r l i s t _ f i l t e r
f o l d e r = ’ . . \ ’
openr , 1 , f o l d e r + ’ \




i n t e n s i t y =0d
b r e i t e _ x =0d
s t a r n u m b e r =825
S t a r _ L i s t = d b l a r r ( 5 , s t a r n u m b e r +1)
i =0
WHILE NOT EOF ( 1 ) DO BEGIN
readf , 1 , id , x_pos , y_pos , i n t e n s i t y , f o r m a t = ’ (6 x , F8 . 4 , 7 x , F8 . 4 , 7 x ,
F8 . 4 , 7 x , F8 . 4 ) ’
S t a r _ L i s t ( 0 , i ) = i d
S t a r _ L i s t ( 1 , i ) =x_pos
S t a r _ L i s t ( 2 , i ) =y_pos
S t a r _ L i s t ( 3 , i ) = i n t e n s i t y
S t a r _ L i s t ( 4 , i ) = b r e i t e _ x




a= S t a r _ L i s t
i =0
f o r i =0 , s t a rn umber−1 do begin
whi l e a ( 1 , i ) EQ a ( 1 , i +1) and a ( 1 , i +1) NE 0 do begin
pr int , ’ t e s t ’ , i , a ( 1 , i ) , a ( 1 , i +1)
a ( 4 , i ) =a ( 4 , i ) +1 ; b r e i t e von a wird e r höh t um 1
a (∗ , i +1)=a (∗ , i ) ; i n h a l t von a ( i ) wird nach a ( i +1) k o p i e r t
a (∗ , i ) =0 ; i n h a l t von a ( i ) wird au f 0 g e s e t z t




f o r i =0 , s t a r n u m b e r do begin
i f a ( 1 , i ) ne 0 then begin ; Werte u n g l e i c h Nu l l nach oben
k op i e r e n
a (∗ , j ) =a (∗ , i )
j = j +1 ; N u l l s t e l l e n z äh l e n
e n d i f
endfor
a2= d b l a r r ( 5 , j )
a2 ( ∗ , ∗ ) =a ( ∗ , 0 : j −1)
s t a r n u m b e r _ n e u = j
j =0
f o r i =0 , s t a rnumber_neu−1 do begin
i f a2 ( 4 , i ) GE 6 then begin ; Werte u n g l e i c h Nu l l nach oben
k op i e r e n
a (∗ , j ) =a (∗ , i )
j = j +1 ; N u l l s t e l l e n z äh l e n
e n d i f
endfor
a3= d b l a r r ( 5 , j )
a3 ( ∗ , ∗ ) =a ( ∗ , 0 : j −1)
openw , 1 , f o l d e r + ’ \ s t a r l i s t _ f i l t e r e d . d a t ’
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C.0.12 Creating list of stars with their positions
Listing C.11: Creating list of stars with their positions
pro c e n t r o i d _ l i s t
f o l d e r = ’ . . \ ’
; f i l e n ame =’AN0_FULLIMAGE_20071016T173859_A1_cut_2000 . 00 ’
f i l e n a m e = ’ AN0_FULLIMAGE_20071016T184715_A1_cut_2000 . 0 0 ’
i n p u t = f o l d e r + f i l e n a m e + ’ . f i t s ’
z= r e a d f i t s ( i n p u t )
openr , 1 , f o l d e r + ’ s t a r l i s t _ f i l t e r e d . d a t ’
x_pos =0d
y_pos =0d
i n t e n s i t y =0d
i d =0d
b r e i t e _ x =0d
b r e i t e _ y =0d
s t a r n u m b e r =29
S t a r _ L i s t = d b l a r r ( 7 , s t a r n u m b e r )
i =0
WHILE NOT EOF ( 1 ) DO BEGIN
readf , 1 , id , x_pos , y_pos , i n t e n s i t y , b r e i t e _ x , f o r m a t = ’ (6 x , F8
. 4 , 7 x , F8 . 4 , 7 x , F8 . 4 , 7 x , F8 . 4 , 7 x , F8 . 4 ) ’
S t a r _ L i s t ( 0 , i ) = i d
S t a r _ L i s t ( 1 , i ) =x_pos
S t a r _ L i s t ( 2 , i ) =y_pos
S t a r _ L i s t ( 3 , i ) = i n t e n s i t y
S t a r _ L i s t ( 4 , i ) = b r e i t e _ x
S t a r _ L i s t ( 5 , i ) =0
S t a r _ L i s t ( 6 , i ) =0
i = i +1
ENDWHILE
CLOSE, 1
f o r k =0 , s t a rn umber−1 do begin
xmin= S t a r _ L i s t ( 1 , k )
xmax=xmin +17
ymin= S t a r _ L i s t ( 2 , k )
ymax=ymin +18
d e l t a x =xmax−xmin
d e l t a y =ymax−ymin
b=z ( xmin : xmax , ymin : ymax )
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cx= f l t a r r ( d e l t a x +1 , d e l t a y +1)
cy= f l t a r r ( d e l t a x +1 , d e l t a y +1)
For i =0 , d e l t a x do begin
f o r j =0 , d e l t a y do begin
cx ( i , j ) =( f l o a t ( i ) +1) ∗b ( i , j )
cy ( i , j ) =( f l o a t ( j ) +1) ∗b ( i , j )
endfor
endfor
c e n t e r _ x =( t o t a l ( cx ) / t o t a l ( b ) ) +xmin−1
c e n t e r _ y =( t o t a l ( cy ) / t o t a l ( b ) ) +ymin−1
S t a r _ L i s t ( 5 , k ) = c e n t e r _ x
S t a r _ L i s t ( 6 , k ) = c e n t e r _ y
endfor
; openw , 1 , f o l d e r + ’\ s t a r l i s t _ c e n t r o i d _LRa01_T1738_2 . dat ’
openw , 1 , f o l d e r + ’ \ ’+ f i l e n a m e + ’ _ c e n t r o i d . d a t ’
f o r i =0 , s t a rn umber−1 do begin
p r i n t f , 1 , i , S t a r _ L i s t ( 1 , i ) , S t a r _ L i s t ( 2 , i ) , S t a r _ L i s t ( 5 , i ) ,




C.0.13 Determining the shift between two images
Listing C.12: Determining the shift between two images
pro s h i f t f i n d
f o l d e r = ’ . . \ ’
f i l e n a m e = ’ AN0_FULLIMAGE_20071016T173859_A1_cut_2000 . 0 0 ’
f i l e n a m e 1 = ’ AN0_FULLIMAGE_20071016T184715_A1_cut_2000 . 0 0 ’
i n p u t 1 = f o l d e r + f i l e n a m e + ’ . f i t s ’
i n p u t 2 = f o l d e r + f i l e n a m e 1 + ’ . f i t s ’
a= r e a d f i t s ( i n p u t 1 )
b= r e a d f i t s ( i n p u t 2 )
f i e l d s i z e _ x =2160
f i e l d s i z e _ y =2054
l i m i t _ x =1080 ; n o i s e ~1030 adu r i g h t from cut , l e f t ~1130
a1=a ( 0 : l i m i t _ x −1 ,∗)
b1=b ( 0 : l i m i t _ x −1 ,∗)
; S t e p 1 : Find Be s t P i x e l
; ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
sum4= d b l a r r ( 1 0 , 1 0 )
f o r i =0 ,9 do f o r j =0 ,9 do begin
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k= i−5
l = j−5
a3= s h i f t ( b1 , k , l )
z3=a3−a1
sum4 ( i , j ) = t o t a l ( abs ( z3 ) )
endfor
d=min ( sum4 , pos )
i n d = a r r a y _ i n d i c e s ( sum4 , pos )
pr int , ’ b e s t s h i f t i n px : ’ , i n d [0]−5 , i n d [1]−5 , ’ a t a minimum v a l u e
o f : ’ , d
C.0.14 Subpixel shifts , ”Overlay“ method, parts 2 to 5
Listing C.13: Determining the shift between two images, part2
; S t e p 2 : s p l i n e t o scan s u b p i x e l i n t e r v a l I
o r i g =a1 ( 7 6 0 : 7 9 0 , 1 7 3 0 : 1 7 6 0 )
s h i f t _ o r i g 2 = s h i f t ( b1 ( 7 6 0 : 7 9 0 , 1 7 3 0 : 1 7 6 0 ) , i n d [0]−3 , i n d [1]−3)
d i f f = d b l a r r ( 2 9 , 2 9 )
f o r i =1 ,29 DO f o r j =1 ,29 do BEGIN ; i wa l k i ng i nd e x o f t h e s h i f t
s t ep , 29 i s t h e upper l i m i t
s h i f t _ x =( i ) ∗0 . 1 ; s t e p s i z e : 0 . 1
s h i f t _ y =( j ) ∗0 . 1
s p l i n e _ i m = f i n d g e n ( 3 0 , 3 0 ) ; s h i f t e d image , image s i z e : 30 ,30
f o r x i =0 ,29 DO BEGIN ; s p l i n e ( s h i f t ) g e n e r a t i n g o f X
y i =FINDGEN( 3 0 )
ADUi= s h i f t _ o r i g 2 ( xi , 0 : 2 9 )
t =FINDGEN( 3 0 ) + s h i f t _ x
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m ( xi , ∗ ) = t r a n s
endfor
s p l i n e _ i m 2 = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN ; s p l i n e ( s h i f t ) g e n e r a t i n g o f Y
y i =FINDGEN( 3 0 )
ADUi= s p l i n e _ i m ( 0 : 2 9 , x i )
t =FINDGEN( 3 0 ) + s h i f t _ y
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m 2 (∗ , x i ) = t r a n s
endfor
d i f = o r i g ( 0 : 2 9 , 0 : 2 9 )−s p l i n e _ i m 2 ( 0 : 2 9 , 0 : 2 9 )
d i f f ( i −1, j −1)= t o t a l ( abs ( d i f ) )
endfor
d=min ( d i f f , pos1 )
ind1 = a r r a y _ i n d i c e s ( d i f f , pos1 )
pr int , ’ b e s t s h i f t i n s u b p i x e l s o f s t e p s i z e 0 . 1 : ’ , i nd1 [ 0 ] , i nd1
[ 1 ] , ’ a t a minimum v a l u e o f : ’ , d
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Listing C.14: Determining the shift between two images, part3 of 5
; ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
; S t e p 3 : s p l i n e t o scan s u b p i x e l i n t e r v a l I I
d i f f = d b l a r r ( 5 9 , 5 9 )
f o r i =1 ,59 DO f o r j =1 ,59 do BEGIN
s h i f t _ x =( i ) ∗0 .05 ; s t e p s i z e : 0 . 05
s h i f t _ y =( j ) ∗0 .05
s p l i n e _ i m = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN
y i =FINDGEN( 3 0 )
ADUi= s h i f t _ o r i g 2 ( xi , 0 : 2 9 )
t =FINDGEN( 3 0 ) + s h i f t _ x
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m ( xi , ∗ ) = t r a n s
endfor
s p l i n e _ i m 2 = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN
y i =FINDGEN( 3 0 )
ADUi= s p l i n e _ i m ( 0 : 2 9 , x i )
t =FINDGEN( 3 0 ) + s h i f t _ y
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m 2 (∗ , x i ) = t r a n s
endfor
d i f = o r i g ( 0 : 2 9 , 0 : 2 9 )−s p l i n e _ i m 2 ( 0 : 2 9 , 0 : 2 9 )
d i f f ( i −1, j −1)= t o t a l ( abs ( d i f ) )
endfor
b l a 1 =min ( d i f f , pos1 )
ind1 = a r r a y _ i n d i c e s ( d i f f , pos1 )
pr int , ’ b e s t s h i f t i n s u b p i x e l s o f s t e p s i z e 0 . 0 5 : ’ , i nd1 [ 0 ] , i nd1
[ 1 ]
pr int , ’ a t a minimum v a l u e o f : ’ , b l a 1
; ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
; S t e p 4 s p l i n e t o scan s u b p i x e l i n t e r v a l I I I
d i f f = d b l a r r ( 1 1 9 , 1 1 9 )
f o r i =1 ,119 DO f o r j =1 ,119 do BEGIN
s h i f t _ x =( i ) ∗0 .025 ; s t e p s i z e : 0 .025
s h i f t _ y =( j ) ∗0 .025
s p l i n e _ i m = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN
y i =FINDGEN( 3 0 )
ADUi= s h i f t _ o r i g 2 ( xi , 0 : 2 9 )
t =FINDGEN( 3 0 ) + s h i f t _ x
t r a n s = s p l i n e ( yi , ADUi , t )
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s p l i n e _ i m ( xi , ∗ ) = t r a n s
endfor
s p l i n e _ i m 2 = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN
y i =FINDGEN( 3 0 )
ADUi= s p l i n e _ i m ( 0 : 2 9 , x i )
t =FINDGEN( 3 0 ) + s h i f t _ y
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m 2 (∗ , x i ) = t r a n s
endfor
d i f = o r i g ( 0 : 2 9 , 0 : 2 9 )−s p l i n e _ i m 2 ( 0 : 2 9 , 0 : 2 9 )
d i f f ( i −1, j −1)= t o t a l ( abs ( d i f ) )
endfor
b l a 1 =min ( d i f f , pos1 )
ind1 = a r r a y _ i n d i c e s ( d i f f , pos1 )
pr int , ’ b e s t s h i f t i n s u b p i x e l s o f s t e p s i z e 0 . 0 2 5 : ’ , i nd1 [ 0 ] , i nd1
[ 1 ]
pr int , ’ a t a minimum v a l u e o f : ’ , b l a 1
; ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
; S t e p 5 s p l i n e t o scan s u b p i x e l i n t e r v a l I I I I
d i f f = d b l a r r ( 2 9 9 , 2 9 9 )
f o r i =1 ,299 DO f o r j =1 ,299 do BEGIN
s h i f t _ x =( i ) ∗0 .01 ; s t e p s i z e : 0 . 01
s h i f t _ y =( j ) ∗0 .01
s p l i n e _ i m = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN
y i =FINDGEN( 3 0 )
ADUi= s h i f t _ o r i g 2 ( xi , 0 : 2 9 )
t =FINDGEN( 3 0 ) + s h i f t _ x
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m ( xi , ∗ ) = t r a n s
endfor
s p l i n e _ i m 2 = f i n d g e n ( 3 0 , 3 0 )
f o r x i =0 ,29 DO BEGIN
y i =FINDGEN( 3 0 )
ADUi= s p l i n e _ i m ( 0 : 2 9 , x i )
t =FINDGEN( 3 0 ) + s h i f t _ y
t r a n s = s p l i n e ( yi , ADUi , t )
s p l i n e _ i m 2 (∗ , x i ) = t r a n s
endfor
d i f = o r i g ( 0 : 2 9 , 0 : 2 9 )−s p l i n e _ i m 2 ( 0 : 2 9 , 0 : 2 9 )
d i f f ( i −1, j −1)= t o t a l ( abs ( d i f ) )
endfor
b l a 1 =min ( d i f f , pos1 )
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i nd1 = a r r a y _ i n d i c e s ( d i f f , pos1 )
pr int , ’ b e s t s h i f t i n s u b p i x e l s o f s t e p s i z e 0 . 0 1 : ’ , i nd1 [ 0 ] , i nd1
[ 1 ]
pr int , ’ a t a minimum v a l u e o f : ’ , b l a 1
end
C.0.15 Turner method
Listing C.15: Turner Method
pro t u r n e r
; Measured s t a r :
xA=804.10185D
yA=1821.6459D
; l i t e r a t u r e v a l u e s :
alphaA= 102.0002812D
d e l t a A =0.3220531D
; r e f e r e n c e s t a r s :
x_1 =679.16707D
y_1 =1883.834D
a l p h a _ 1 =101.9624567D
d e l t a _ 1 =0.2420525D
x_2 =774.18959D
y_2 =1749.0629D
a l p h a _ 2 =102.0479296D
d e l t a _ 2 =0.3049731D
x_3 =834.08549D
y_3 =1900.9467D
a l p h a _ 3 =101.9481471D
d e l t a _ 3 =0.3401889D
a l p h a 1 = do ub le ( a l p h a _ 1 ∗ ! DPI / 3 6 0 )
d e l t a 1 = d ou b l e ( d e l t a _ 1 ∗ ! DPI / 3 6 0 )
a l p h a 2 = do ub le ( a l p h a _ 2 ∗ ! DPI / 3 6 0 )
d e l t a 2 = d ou b l e ( d e l t a _ 2 ∗ ! DPI / 3 6 0 )
a l p h a 3 = do ub le ( a l p h a _ 3 ∗ ! DPI / 3 6 0 )
d e l t a 3 = d ou b l e ( d e l t a _ 3 ∗ ! DPI / 3 6 0 )
Alpha= do ub le ( alphaA ∗ ! DPI / 3 6 0 )
D e l t a = d ou b l e ( d e l t a A ∗ ! DPI / 3 6 0 )
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q1= do ub l e ( a t a n ( do ub l e ( t a n ( d e l t a 1 ) ) ∗ do ub l e ( cos ( a lpha1−Alpha ) ) ) )
q2= do ub l e ( a t a n ( do ub l e ( t a n ( d e l t a 2 ) ) ∗ do ub l e ( cos ( a lpha2−Alpha ) ) ) )
q3= do ub l e ( a t a n ( do ub l e ( t a n ( d e l t a 3 ) ) ∗ do ub l e ( cos ( a lpha3−Alpha ) ) ) )
e t a 1 = do ub l e ( t a n ( De l t a−q1 ) )
e t a 2 = do ub l e ( t a n ( De l t a−q2 ) )
e t a 3 = do ub l e ( t a n ( De l t a−q3 ) )
x i 1 =( do ub l e ( t a n ( a lpha1−Alpha ) ) ∗ do ub l e ( s i n ( q1 ) ) ) / d oub l e ( cos ( De l t a
−q1 ) )
x i 2 =( do ub l e ( t a n ( a lpha2−Alpha ) ) ∗ do ub l e ( s i n ( q2 ) ) ) / d oub l e ( cos ( De l t a
−q2 ) )








a = ( ( xi1−x i 2 ) ∗ ( y2−y3 )−( xi2−x i 3 ) ∗ ( y1−y2 ) ) / ( ( x1−x2 ) ∗ ( y2−y3 )−(x2−x3 )
∗ ( y1−y2 ) )
b = ( ( xi1−x i 2 )−a ∗ ( x1−x2 ) ) / ( y1−y2 )
c=xi1−a∗x1−b∗y1
d = ( ( e t a1−e t a 2 ) ∗ ( y2−y3 )−( e t a2−e t a 3 ) ∗ ( y1−y2 ) ) / ( ( x1−x2 ) ∗ ( y2−y3 )−(x2
−x3 ) ∗ ( y1−y2 ) )
e = ( ( e t a1−e t a 2 )−d ∗ ( x1−x2 ) ) / ( y1−y2 )
f = e t a1−d∗x1−e∗y1
A1=1/15∗ c ∗1 / d ou b l e ( cos ( D e l t a ) )
d e l t a 1 = f
a l p h a o b j = do ub l e ( Alpha+A1 )
d e l t a o b j = d oub l e ( D e l t a + d e l t a 1 )
pr int , q1 , q2 , q3
pr int , x i1 , x i2 , x i 3
pr int , y1 , y2 , y3
pr int , a , b , c , d , e , f
pr int , a l p h a o b j ∗ do ub l e ( 3 6 0 / ! d p i )





Centroid results for all rebinned PSFs
Figure D.1: 4000 K 0.662
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Figure D.2: 4000 K 1.337
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Figure D.3: 4000 K 1.337
135
Figure D.4: 4000 K 2.012
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Figure D.5: 5000 K 0.012
137
Figure D.6: 5000 K 0.662
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Figure D.7: 5000 K 1.337
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Figure D.8: 5000 K 2.012
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Figure D.9: 6000 K 0.012
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Figure D.10: 6000 K 0.662
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Figure D.11: 6000 K 1.337
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Figure D.12: 6000 K 2.012
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Figure D.13: 7000 K 0.012
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Figure D.14: 7000 K 0.662
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Figure D.15: 8000 K 1.112
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