Introduction
This is a preliminary version of a chapter for the volume titled "Multivariable Special Functions," edited by T. Koornwinder, in the Askey-Bateman project.
Functions like the exponential, Chebyshev polynomials, and monomial symmetric polynomials are pre-eminent among all special functions. They have simple definitions and can be expressed using easily specified integers like n!. Families of functions like Gegenbauer, Jacobi and Jack symmetric polynomials and Bessel functions are labeled by parameters. These could be unspecified transcendental numbers or drawn from large sets of real numbers, for example the complement of − . . . One aim of this chapter is to provide a harmonic analysis setting in which parameters play a natural role. The basic objects are finite reflection (Coxeter) groups and algebras of operators on polynomials which generalize the algebra of partial differential operators. These algebras have as many parameters as the number of conjugacy classes of reflections in the associated groups. The first-order operators have acquired the name "Dunkl operators."
Coxeter groups are related to root systems. This chapter begins with a presentation of these systems, the definition of a Coxeter group and the classification of the indecomposable systems. Then the theory of the operators is developed in detail with an emphasis on inner products and their relation to Macdonald-Opdam integrals, a generalization of the Fourier transform, the Laplacian operator and harmonic polynomials, and applications to particular groups to study Gegenbauer, Jacobi and nonsymmetric Jack polynomials.
For x, y ∈ R d the inner product is x, y = Writing s a = I d − 2 a T a −1 aa T shows that s a = s T a and s 2 a = I d , that is, s a ∈ O (d). The matrix entries of s a are (s a ) ij = δ ij − 2a i a j / |a| 2 . The hyperplane a ⊥ = {x : x, a = 0} is the invariant set for s a , Also s a a = −a, and any nonzero multiple of a determines the same reflection. The reflection s a has one eigenvector for the eigenvalue −1, and d − 1 independent eigenvectors for the eigenvalue +1 and det s a = −1. The conjugate of a reflection is again a reflection: suppose w ∈ O (d) and a ∈ R d \ {0} then ws a w −1 = s wa .
Root Systems
Definition 2.1 A root system is a finite set R ⊂ R d \{0} such that a, b ∈ R implies s b a ∈ R. If, additionally, Ra ∩ R = {±a} for each a ∈ R then R is said to be reduced. The rank of R is defined to be dim(span R (R)).
Note that a ∈ R implies −a = s a a ∈ R, for any root system. By choosing some a 0 ∈ R d such that a, a 0 = 0 for all a ∈ R one defines the set of positive roots to be R + = {a ∈ R : a, a 0 > 0}. Also set R − = −R + so that R = R + ∪ R − , the disjoint union of the sets of positive and negative roots.
Definition 2.2
The Coxeter, or finite reflection, group W (R) is defined to be the subgroup of O(d) generated by {s a : a ∈ R + }.
The group W (R) is finite because each w ∈ W (R) fixes the orthogonal complement of span R (R) pointwise, and for each a ∈ R the orbit W (R)a ⊂ R, hence is finite.
There is a distinguished set S = {r 1 , . . . , r n }, n = dim(span R (R)), of positive roots, called the simple roots, such that S is a basis for span R (R) and a ∈ R + implies a = Equivalently (see [12, Corollary 1.7] ), ℓ(w) equals the number of factors in the shortest product w = s i 1 s i 2 . . . s im for expressing w in terms of simple reflections. In particular, w has length one if and only if it is a simple reflection.
For purpose of studying the group W (R) one can replace R by a reduced root system (example: √ 2 a/|a| : a ∈ R is a commonly used normalization).
Definition 2.4
The discriminant, or alternating polynomial, of the reduced root system R is a R (x) := a∈R +
x, a .
If R is reduced and b ∈ R + then s b x, b = − x, b and # {a ∈ R + \{b} : s b a ∈ −R + } is even. It follows that a R (s b x) = −a R (x), and furthermore that a R (wx) = det(w)a R (x), w ∈ W (R).
The set of reflections in W (R) is exactly {s a : a ∈ R + }. This is a consequence of a divisibility property: if b ∈ R d \{0} and p is a polynomial such that p(s b x) = −p(x) for all x ∈ R d , then p(x) is divisible by x, b (without loss of generality assume that b = ε 1 ; let p(x) = n j=0 x
is a reflection then det w = −1 and so a R (wx) = −a R (x) and hence a R (x) is divisible by x, b . Linear factors are irreducible and the unique factorization theorem shows that some multiple of b is an element of R + .
Definition 2.5
The root system R is called crystallographic if 2 a, b /|b| 2 ∈ Z for all a, b ∈ R.
In the crystallographic case R is in the Z-lattice generated by the simple roots and W (R) acts on this lattice (see [11, §10.1 
]).
If R can be expressed as a disjoint union of non-empty sets R 1 ∪ R 2 with a, b = 0 for every a ∈ R 1 , b ∈ R 2 then each R i (i = 1, 2) is itself a root system and W (R) = W (R 1 ) × W (R 2 ), a direct product. Furthermore, W (R 1 ) and W (R 2 ) act on the orthogonal subspaces span R (R 1 ) and span R (R 2 ), respectively. In this case, the root system R and the reflection group W (R) are called decomposable. Otherwise the system and group are indecomposable (also called irreducible).
There is a complete classification of indecomposable finite reflection groups.
Assume that the rank of R is d, that is, span R (R) = R d . The set of hyperplanes H = a ⊥ : a ∈ R + divides R d into connected (open) components, called chambers. The order of the group equals the number of chambers (see [12, Theorems 1.4, 1.8] ). Recall that R + = {a ∈ R : a, a 0 > 0} for some a 0 ∈ R d . The connected component of R d \H which contains a 0 is called the fundamental chamber. The simple roots correspond to the bounding hyperplanes of this chamber and they form a basis of R d (note that the definitions of chamber and fundamental chamber extend to the situation where span R (R) is embedded in a higher-dimensional space). The simple reflections s i , i = 1, . . . , d, correspond to the simple roots. Let m ij be the order of s i s j (clearly m ii = 1 and m ij = 2 if and only if s i s j = s j s i , for i = j). The group W (R) is isomorphic to the abstract group generated by {s i : 1 ≤ i ≤ d} subject to the relations (s i s j ) m ij = 1 (see [12, Theorem 1.9] ).
The Coxeter diagram is a graphical way of displaying the relations: it is a graph with d nodes corresponding to the simple reflections, the nodes i and j are joined with an edge when m ij > 2; the edge is labeled by m ij when m ij > 3. The root system is indecomposable if and only if the Coxeter diagram is connected. There follow brief descriptions of the indecomposable root systems and the corresponding groups. The rank is indicated by the subscript. The systems are crystallographic except for H 3 , H 4 and I 2 (m), m / ∈ {2, 3, 4, 6}.
Type
The root system is R = {ε i − ε j :
The reflection s ij = s ε i −ε j interchanges the components x i and x j of each x ∈ R d and is called a transposition, often denoted by (ij). Thus W (R) is the symmetric (or permutation) group
i < j} and the simple roots
The corresponding reflections are the adjacent transpositions s i = (i, i + 1). The structure constants satisfy m i,i+1 = 3 and m ij < 3 otherwise. The Coxeter diagram is
The alternating polynomial is
The fundamental chamber is {x :
Type B d
The root system is R = {±ε i ± ε j : 1 ≤ i < j ≤ d} ∪ {±ε i : 1 ≤ i ≤ d}. For d = 1, R = {±ε 1 } which is essentially the same as A 1 . The group W (B d ) is the full symmetry group of the hyperoctahedron {±ε 1 , ±ε 2 , . . . , ±ε d } ⊂ R d (also of the hypercube) and is thus called the hyperoctahedral group. Its elements are the d × d generalized permutation matrices with entries ±1 (that is, each row and each column has exactly one nonzero element ±1). With the same a 0 as used for A d−1 , the positive root system is R + = {ε i − ε j , ε i + ε j : i < j} ∪ {ε i : 1 ≤ i ≤ d} and the simple roots are
Types C d and BC d
The root system C d is {±ε i ± ε j : 1 ≤ i < j ≤ d} ∪ {2ε i : 1 ≤ i ≤ d}, and the system BC d is {±ε i ± ε j : 1 ≤ i < j ≤ d} ∪ {2ε i , ε i : 1 ≤ i ≤ d}. The latter system is not reduced. Both of these systems generate the same group as W (B d ). The system C d has to be distinguished from B d because of the crystallographic condition in Definition 2.5. For d = 1, 2 there is no essential distinction.
Type
and the fundamental chamber is {x :
Type F 4
The root system is R 1 ∪ R 2 where With the orthogonal coordinates
Type G 2
This system is a subset
The simple roots are ε 1 − ε 2 , −2ε 1 + ε 2 + ε 3 and the Coxeter diagram is
The root system E 8 equals R 1 ∪ R 2 where
with #R 1 = 112 and #R 2 = 128. The simple roots are
The systems E 6 and E 7 consist of the elements of R which lie in span{r i : 1 ≤ i ≤ 6} and span{r i : 1 ≤ i ≤ 7} respectively. (Because these systems are crystallographic, the spans are over Z .) For more details on these systems see [12, pp. 42-43 ].
Type I 2 (m)
These are the dihedral systems corresponding to symmetry groups of regular m-gons in R 2 for m ≥ 3. Using a complex coordinate system z = x 1 + i x 2 and z = x 1 − i x 2 , the map z → ze iθ is a rotation through the angle θ, and the reflection along (sin φ, − cos φ) is z → ze 2iφ . The reflection along v (j) = sin 
The alternating polynomial is a multiple of (z m − z m )/i.
Type H
Take the positive root system to be
The root system R = R + ∪ (−R + ) as a configuration in R 3 is called the icosidodecahedron. 
Miscellaneous Results
For any root system, the subgroup generated by a subset of simple reflections (that is, the result of deleting one or more nodes from the Coxeter diagram) is called a parabolic subgroup of W (R). More generally, any conjugate of such a subgroup is also called parabolic. Therefore, for any a ∈ R d the stabilizer W a = {w ∈ W (R) : wa = a} is parabolic. The number of conjugacy classes of reflections equals the number of connected components of the Coxeter diagram after all edges with an even label have been removed.
Invariant Polynomials
When G is a finite reflection group W (R), Π G has an elegant structure; there is a set of algebraically independent homogeneous generators, whose degrees are fundamental constants associated with R. For an indecomposable root system R of rank d the numbers {n j : 1 ≤ j ≤ d} are called the fundamental degrees of W (R). The coefficient of t k in the product d j=1 (1 + (n j − 1)t) is the number of elements of W (R) whose fixed point set is of codimension k (see [12, Remark 3.9] ). Here are the structural constants (see [12, Table 3 .1]): 
Dunkl operators
Throughout this section R denotes a reduced root system contained in
, |α| = n , the space of homogeneous polynomials of degree n, n ∈ N 0 , where F is some extension field of R containing the parameter values.
Suppose a ∈ R d \ {0} and w ∈ O (d) then ws a w −1 = s wa . Thus, κ can be considered as a function on the reflections {s a : a ∈ R + } which is constant on conjugacy classes. In the sequel κ denotes a multiplicity function of G.
For any reflection s a and polynomial p ∈ Π d the polynomial p (x) − s a p (x) vanishes on a ⊥ hence is divisible by x, a . The gradient is denoted by ∇.
Thus each D a is an operator on polynomials, and maps Π d n into Π d n−1 , n ∈ N 0 (that is, D a is homogeneous of degree −1). The important properties of D a : a ∈ R d are G-covariance and commutativity.
In the reflection part of D a the sum over R + can be replaced by 1 2 of the sum over R. Then the summation variable v ∈ R is replaced by v = w −1 u.
For t ∈ R d let m t denote the multiplier operator on Π d given by
The commutator of two operators
This proves the formula.
which is symmetric in a, b. The algebra generated by
This method of proof is due to Etingof [8, Theorem 2.15] (the result was first established by Dunkl [1] ). One important consequence is that the operators D a generate a commutative algebra.
Definition 4.7 Let A κ denote the algebra of operators on Π d generated by
The map ρ is an isomorphism.
Proof. It suffices to show this for first-degree polynomials. For t ∈ R t let p t (x) = t, x , then
There is a Laplacian-type operator in the algebra A κ . This operator is an important part of the analysis of the L 2 -theory associated to the G-invariant weight functions.
We use the same method as in the proof of Theorem 4.6, that is, we show [
Proof. For any reflection group p 2 (x) = |x| 2 is G-invariant. The Theorem shows that ∆ κ = ρ (p 2 ) ∈ A κ and thus
There is a natural bilinear G-invariant form on Π d associated with Dunkl operators. We will show that the form is symmetric, and positive-definite when κ ≥ 0, that is, κ (v) ≥ 0 for all v ∈ R. The proof involves a number of ingredients.
is in the center of the group algebra of G, (it is a sum over conjugacy classes and c j (κ) =
Theorem 4.14 The pairing ·, · κ has the following properties:
n , q ∈ Π d m and m = n then p, q κ = 0; (2) if w ∈ G and p, q, r ∈ Π d then wp, wq κ = p, q κ and rp, q κ = p, ρ (r) q κ ; (3) the form is bilinear and symmetric.
m−n and vanishes at x = 0 if m > n; if m < n then ρ (p) q = 0; a nonzero value at x = 0 is possible only if m = n and then ρ (p) q is a constant. For part (2) we may assume p, q ∈ Π d n for some n and p, q κ = ρ (p) q (a constant). By Proposition 4.3 ρ (wp) = wρ (p) w −1 thus wp, wq κ = wρ (p) w −1 wq = wρ (p) q = p, q κ (because w1 = 1). That rp, q κ = p, ρ (r) q κ follows easily from the definition. Use induction on part (3): for constants p 1 , p 2 the form equals p 1 1, p 2 κ = p 1 p 2 ; assume the form is symmetric on n m=0 Π d m for some n and let p, q ∈ Π d n+1 . Using Lemma 4.12 suppose p and q are eigenfunctions of v∈R + κ (v) (1 − s v ) with eigenvalues c 1 (κ) and c 2 (κ) respectively then
where the inductive hypothesis was used to imply
is a polynomial in the values of κ and n + c 1 (κ) = 0 defines a hyperplane in the parameter space (the dimension equals the number of G-orbits in R). Thus p, q κ = q, p κ for all κ.
Corollary 4.15 Suppose ·, · 1 is a bilinear symmetric form on Π d such that 1, 1 1 = 1 and
By linearity and symmetry the proof is complete.
The Gaussian form
The operator e ∆κ/2 maps Π d n into n m=0 Π d m and its inverse is e −∆κ/2 . 
Proof. The first claim follows from the property
Thus the Gaussian form satisfies p, q g = 1, pq g . This suggests that there may be an integral formula; this is indeed the situation when κ ≥ 0. The properties in the Proposition imply a uniqueness result by "reading the proof backwards"; set p, q 1 
The G-invariance is a consequence of the definition of multiplicity functions.
where c κ is the normalizing constant resulting in 1, 1 2 = 1.
The constant c κ is related to the Macdonald-Mehta integral. This will be discussed below. It is not involved in the following.
The forms ·, · 2 and ·, · g are equal when κ ≥ 0.
(in the special case 0 < κ (v) < 1 2 the formula is valid provided x, v = 0.) It suffices to show the following integral vanishes: As a consequence of the Theorem, and of the invertibility of e ∆κ/2 on polynomials it follows that the forms ·, · κ and ·, · g are positive-definite when κ ≥ 0.
There is an elegant formula for c κ when there is only one G-orbit in R. Recall the discriminant a R (x) = v∈R + x, v . 
where {n i : 1 ≤ i ≤ d} is the set of fundamental degrees of G (see Theorem 3.1).
(If the rank of G is less than d then some of the degrees equal 1.) The integral for the symmetric group can be deduced from Selberg's integral formula. Macdonald conjectured a formula for c κ for any reflection group. Opdam [18] proved the formula for all cases, except for a constant (independent of κ) multiple for H 3 and H 4 ; the constant was verified by Garvan with a computer-assisted proof. Etingof [7] extended Opdam's method to a general proof for the one-class type. 
Proof. The polynomial ∆ κ a R = 0 because it is alternating and of degree #R + − 2, and a R is the minimal degree nonzero alternating polynomial. Thus e ∆κ/2 a R = a R . From the definition of c κ it follows that
The formula is valid for all κ 0 ∈ C because it is a polynomial identity. The indecomposable reflection groups with two classes of reflections consist of I
For the hyperoctahedral group B d (see Section 2.2 for the root system) the integral is
.
In the formula Γ 1 2 is used in place of √ π for the sake of appearance. The formula can be derived from Selberg's integral. Using the notation of Section 2.5 for the group F 4 (a special case of Opdam's result)
The formula agrees with the simpler single-class result when κ 1 = κ 2 , and with the D 4 value when κ 2 = 0 (by use of the Gamma function duplication formula).
Harmonic polynomials
The Gaussian form is an important part of our analysis. Accordingly the polynomials in the kernel of ∆ κ have properties relevant to the two forms. For convenience we let |x| 2 denote both the polynomial in Π d 2 and the corresponding multiplier operator. We will show that Π d n = ⌊n/2⌋ j=0 ⊕ |x| 2j H κ,n−2j for each n ≥ 2 provided that
for n = 0, 1. Note that the proof can not use any nonsingularity property of the form ·, · κ . m = 1, 2, 3 , . . .
Lemma 5.2 For
Part 2) implies that ∆ k κ |x| 2m p (x) = 0 if k > m. This leads to an orthogonality relation.
Proof. By the symmetry of the form we may assume k > m; then |x| 2k p, 
for n = 0, 1 let π κ,n := I.
The following is a version of Dixon's summation theorem (see [17, 16.4 
.4]).
Lemma 5.6 Suppose k ∈ N 0 and a, b satisfy a + 1,
Proof. The first part is a consequence of Lemma 5.2. The proof of the expansion formula depends on Lemma 5.6. Set a = 1−n−γ κ − 
which vanishes for k ≥ 1 because of the term This establishes the validity of
To transfer these results to the Gaussian form let p ∈ H κ,n , s ∈ R and evaluate
m denotes the Laguerre polynomial of degree m and index α; it is defined provided α + 1 / ∈ −N 0 and part of an orthogonal family of polynomials if α > −1. Here we use s = − 1 2 . We list the conditions on γ κ specialized to some reflection groups:
When κ ≥ 0 the Gaussian form can be related to an integral over the unit sphere, and there is an analog of the spherical harmonics. Let ω denote the normalized rotation-invariant measure on the surface of the unit sphere S d−1 = x ∈ R d : |x| = 1 . Suppose f is continuous and integrable over R d then
The constant multiplier is evaluated by setting f (x) = e −|x| 2 /2 . Now suppose f is positively homogeneous of degree β (that is, f (tx) = t β f (x) for t > 0) and β + d > 1 then
To normalize the measure w κ dω set f = w κ (with β = 2γ κ ) and let
Observe that the condition γ κ + 
That is, the spaces {H κ,n : n ∈ N 0 } are pairwise orthogonal in L 2 (S d−1 , w κ dω). By Proposition 5.7 each polynomial agrees with a harmonic one on S d−1 and so L 2 (S d−1 , w κ dω) = ∞ n=0 ⊕H κ,n by the density of polynomials. In the next section we consider the reproducing and Poisson kernels.
By a version of Hamburger's theorem Π d is dense in L 2 R d , w κ (x) e −|x| 2 /2 dx . There exist orthogonal bases consisting of products of harmonic polynomials and Laguerre polynomials with argument |x| 2 /2. In general there is no explicit orthogonal basis for H κ,n .
Suppose k, l, m, n ∈ N 0 and p ∈ H κ,n , q ∈ H κ,l then |x| 2m p (x) , |x| 2k q (x) κ = 0 unless n = l and m = k; if 2m + n = 2k + l this follows from part (1) 
These formulae show how an orthogonal basis for H κ,n can be used to produce such a basis for
The intertwining operator and the Dunkl kernel
Several important objects can be defined when the form ·, · κ is nondegenerate for specific numerical values of κ. We refer to "generic" κ when κ has some transcendental value (formal parameter), and to "specific" κ when κ takes on real values. The form ·, · κ is defined for all κ, and so is the following operator.
The second equation is the explicit effect of the formal operator defined in the first equation.
Proof. We have
Definition 6.3 For a specific κ let Rad (κ) := p ∈ Π d : p, q κ = 0 ∀q ∈ Π d , the radical.
Proposition 6.4
The space Rad (κ) has the following properties:
Proof. Part (1) follows directly from the properties of ·, · κ and the definition of the radical. For part (2) suppose the degree of p is n (that is,
with |α| ≤ n, and thus p ∈ Rad (κ). For part (3) the Euler operator satisfies (1), and hence Rad (κ) is the sum of its homogeneous subspaces.
Part (1) implies that Rad (κ) is an ideal of the rational Cherednik algebra (an abstract algebra isomorphic to the algebra of operators on Π d generated by the multipliers x i , the operators D i and the group G). We can now set up the key decomposition of the parameter space. Multiplicity functions can be identified with points in R c where c is the number of G-orbits in R.
Definition 6.5 Let Λ 0 := {κ : Rad (κ) = {0}}, the singular set, and let Λ reg := {κ : Rad(κ) = {0}}, the regular set.
As a result of the papers of Opdam [18] and Dunkl, de Jeu and Opdam [5] there is a concise description of the singular set for indecomposable reflection groups: The value of the integral
2 /2 dx is a meromorphic function of κ; the integral is defined for κ ≥ 0 but the value extends analytically to C. The poles coincide with the singular set. For the one-class type the singular set is {−j/n m :
where the rank of G is d and the fundamental degrees are n 1 , . . . , n d . The realization of the Gaussian form as an integral shows that κ ≥ 0 implies κ ∈ Λ reg . In the next paragraphs we use superscripts (x) , (y) to indicate the variable on which an operator acts. Definition 6.6 For κ ∈ Λ reg let V κ := V 0 κ −1 , the intertwining operator, and let K κ,n (x, y) :
The polynomial K κ,n is homogeneous of degree n in both x and y.
Theorem 6.7 K κ,n and V κ have the following properties: n (y, x) for all x, y ∈ R d , and K κ,n (wx, wy) = K κ,n (x, y) for each w ∈ G.
Proof. Parts (1) and (3) 
to both sides (and the left side is independent of y) thus
and the form ·, · κ is symmetric. For any p, q ∈ Π d n , by part (4),
The question now arises: does the series converge in a useful way? There are some strong results for κ ≥ 0. For x, y ∈ R d let ρ (x, y) = max w∈G | x, wy |.
n for all n ∈ N 0 , the series for K κ converges uniformly and absolutely on compact subsets of R d ×R d , and |K κ (x, y)| ≤ e ρ(x,y) .
Theorem 6.9 Suppose κ ≥ 0 and x ∈ R d then there exists a Baire probability measure µ x with spt (µ x ) ⊂ co {wx : w ∈ G} (the convex hull) such that
Proof. By Fubini's theorem summation and integration can be interchanged in
Theorem 6.8 was shown in Dunkl's paper [2] constructing K κ , which is now called the Dunkl kernel. Later Rösler [20] proved Theorem 6.9. The inequality |K κ (x, iy)| ≤ 1 will be used in the later section on the Dunkl transform. There is a mean-value type result for V κ :
Proof. By Theorem 4.20 the left side equals e ∆κ/2 V κ p, e ∆κ/2 1 κ = V κ e ∆/2 p, 1 κ = e ∆/2 p, 1 0 which equals the right side (the subscript 0 indicates κ = 0).
This is proven by applying the Proposition to a homogeneous polynomial and then evaluating the two integrals in spherical polar coordinates (see Proposition 5.8; only the even degree case need be computed). The formula extends to continuous functions by Theorem 6.9. This result is due to Xu [22] .
Opdam [18] defined a Bessel function in the multiplicity function context. His approach was through G-invariant differential operators commuting with ∆ + 2 v∈R + κ (v) v,∇ x,v (the differential part of ∆ κ ). The result is that J G (x, y) = 1 #G w∈G K κ (wx, y) is real-entire in x, y for each κ ∈ Λ reg , and J G (x, y) is meromorphic in κ with poles on Λ 0 . In the paper [18, Rem. 6.12] Opdam observed that J G can be interpreted as a spherical function on a Euclidean symmetric space, when G is a Weyl group and κ takes values in certain discrete sets.
The properties of K κ,n described in Theorem 6.7 extend to
for all x, y ∈ R d , and K κ (wx, wy) = K κ (x, y) for each w ∈ G.
Property (3) shows that J G (wx, y) = J G (x, wy) = J G (x, y) for all w ∈ G.
Example: Z 2
The objects described above can be stated explicitly for the smallest reflection group. We use κ for the value of the multiplicity function and suppress the subscript "1" (for example, in
Part (7) can be shown by substituting p (x) = x n in the integral and using part (3). In part (8) note that the modified Bessel function
2n . This partly explains the use of "Bessel" in naming J G (x, y).
Asymptotic properties of the Dunkl kernel
De Jeu and Rösler [14] proved the following results concerning the limiting behavior of K κ (x, y) as x → ∞, for κ ≥ 0. The variable x is restricted to the inside of a chamber. The fundamental chamber corresponds to the positive root system R + , also let δ > 0, then define
The walls of C are the hyperplanes v ⊥ for the simple roots v. 
This limit is used in the context of a heat kernel.
The heat kernel
For functions defined on R d × (0, ∞) the generalized heat equation is
The associated boundary-value problem is to find the solution u such that u (x, 0) = f (x) where f is a given bounded continuous function on R d .
Definition 6.15 For x, y ∈ R d and t > 0 the generalized heat kernel Γ κ is given by
Definition 6.16 For a bounded continuous function f on R d and t > 0 let
Furthermore the function u (x, t) = H (t) f (x) for t > 0, = f (x) for t = 0, solves the boundary-value problem.
These results are due to Rösler [19] . Theorem 6.14 implies
for all x, y ∈ C.
There is an associated càdlàg Markov process X = (X t ) t≥0 with infinitesimal generator
For further details see Rösler and Voit [21] , Gallardo and Yor [9] , and the monograph [10] .
The Dunkl transform
The Dunkl kernel is used to define a generalization of the Fourier transform. The Fourier integral kernel e −i x,y is replaced by K κ (x, −iy) w κ (x). Throughout this section κ ≥ 0. Recall
By finding a set of eigenfunctions of F which is dense in L 2 R d , w κ (x) dx (by Hamburger's theorem) we show that F is an L 2 -isometry, has period 4, and Fx j = iD j F for 1 ≤ j ≤ d. Convergence arguments, mostly depending on the dominated convergence theorem, are omitted, and appropriate smoothness restrictions on functions are implicitly assumed.
Proof. Suppose q is an arbitrary polynomial of degree n, for some n, and N ≥ n then the formula q, 
and , y) . The G-invariance property of K κ implies that wF = Fw for all w ∈ G. The transform and the L 2 -isometry result first appeared in [3] . The uniform boundedness of |K κ (x, −iy)| was shown by de Jeu [13] . For the special case d = 1, G = Z 2 and even functions f on R the transform F essentially coincides with the classical Hankel transform.
The Poisson kernel
In this section κ ≥ 0. There is a natural boundary value problem for harmonic functions. Given f ∈ C (S d−1 ) find the function P [f ] which is smooth on {x : |x| < 1}, ∆ κ P [f ] = 0 and lim r→1 − P [f ] (rx) = f (x) for x ∈ S d−1 . We outline the argument for polynomial functions on
Let n ∈ N 0 and x, y ∈ R d . By the definition of π κ,n and Theorem 6.7(3)
by Proposition 5.8, and because e −∆κ/2 p (y) = p (y) + p ′ (y) where p ′ is of degree ≤ n − 2 and is thus orthogonal to .π
By the decomposition 5.7 any polynomial p satisfies p (x) = n,k≥0 |x| 2k p n,k (x) where each p n,k ∈ H κ,n , and so p agrees with the harmonic polynomial q (x) = n,k≥0 p n,k (x) on S d−1 . Thus
where N is sufficiently large. The series converges for |x| < 1, |y| = 1.
Dihedral groups
The harmonic polynomials for the general dihedral groups can be expressed using the two previous types and complex coordinates z = x 1 +ix 2 , z = x 1 −ix 2 . Interpret p (z m ) as p (Re z m , Im z m ). For the one-parameter case I 2 (m) with m odd the harmonic polynomials are spanned by 1) p n,0 (z m ) , p n,1 (z m ), of degree nm, 2) Re p nm+j (z) , Im p nm+j (z) where p nm+j (z) := z j n+2κ 2κ p n,0 (z m ) + ip n,1 (z m ) , for 1 ≤ j < m. For the two-parameter case I 2 (2m) with
The harmonic polynomials are spanned by z j q n (z m ) and z j q n (z m ) for n ∈ N 0 , 0 ≤ j ≤ m (note q 0 (z) = 1). These results are from [1] .
10 Nonsymmetric Jack polynomials 
and for α ∈ N d 0 let α + denote the unique partition such that α + = αw for some w ∈ S d .
be the rank function.
Note that w α (i) < w α (j) is equivalent to α i > α j , or α i = α j and i < j. For any α the function w α is one-to-one on {1, 2, . . . , d}, hence w α ∈ S d . Also α is a partition if and only if w α (i) = i for all i. In general αw −1 α = α + because αw −1
There is one conjugacy class of reflections and we use κ for the value of the multiplicity function. For p ∈ Π d and 1
The commutation relations from Proposition 4.4 (using x i to denote the multiplication operator) become
The order on compositions is derived from the dominance order on partitions.
and α ⊲ β means that |α| = |β| and either α + ≻ β + or α + = β + and α ≻ β. 
The Cherednik-Dunkl operators are extensions of the Jucys-Murphy elements; for 1
Proposition 10.4 The operators U i satisfy:
where q α,i (x) is a sum of terms ±κx α(i,j) with α ⊲ α (i, j) and j = i.
This shows that the matrix representing U i on the monomial basis of Π d n for any n ∈ N 0 is triangular (recall any partial order can be embedded in a total order) and the eigenvalues of
To assert that a commuting collection of triangular matrices have a basis of joint eigenvectors a separation property suffices: if α, β ∈ N d 0 and α = β then ξ i (α) = ξ i (β) for some i. This condition is satisfied if κ is generic or κ > 0 (in this case the eigenvalues {ξ i (α) : 1 ≤ i ≤ d} are pairwise distinct, and the largest value is (d − 1) κ + α Theorem 10.6 Suppose κ is generic or κ > 0, then for each α ∈ N N 0 , there is a unique simultaneous eigenfunction ζ α such that U i ζ α = ξ i (α) ζ α for 1 ≤ i ≤ d and
with coefficients A βα ∈ Q (κ).
These eigenfunctions are called nonsymmetric Jack polynomials, and form a basis of Π d by the triangularity property. If α = β then ξ i (α) = ξ i (β) for some i and ξ i (α) ζ α , ζ β κ = U i ζ α , ζ β κ = ζ α , U i ζ β κ = ξ i (β) ζ α , ζ β κ and thus ζ α , ζ β κ = 0. The formula for ζ α , ζ α κ is more complicated.
Suppose α ∈ N d 0 and α i < α i+1 then αs i ⊲ α and w αs i = w α s i ; let p = s i ζ α − cζ α where c ∈ Q (κ) and is to be determined. By Proposition 10.4 U j p = ξ j (α) p for j = i, i + 1 and the leading term (with respect to ⊲) in p is x αs i . Solve the equation U i p = ξ i+1 (α) p for c by using U i s i = s i U i+1 + κ to obtain c = κ ξ i (κ)−ξ i+1 (κ) . This implies that U i+1 p = ξ i (α) p, p = ζ αs i and s i ζ α = cζ α + ζ αs i , s i ζ αs i = 1 − c 2 ζ α − cζ αs i , ζ αs i , ζ αs i κ = 1 − c 2 ζ α , ζ α κ .
The last equation follows from ζ α , ζ α κ = s i ζ α , s i ζ α κ = c 2 ζ α , ζ α κ + ζ αs i , ζ αs i κ . The other ingredient is a raising operator. From the commutations (10.1) we obtain: These formulae are proved by induction starting with α = 0 and using the steps α → φ (α) , α → αs i for α i < α i+1 (it suffices to use λ → φ (λ) with λ ∈ N .
Knop and Sahi [15] proved the norm formulas and also showed that the coefficient of each monomial in h (α, κ + 1) ζ α is a polynomial in κ with nonnegative coefficients.
For λ ∈ N d,+ 0 j λ is a scalar multiple of the Jack polynomial J λ x; 1 κ . For more details on the nonsymmetric Jack polynomials and their applications to Calogero-Moser-Sutherland systems and the groups of type B see the monograph [6, Chapters 8, 9] .
