In this paper we prove that the unitary groups SUn(q 2 ) and PSUn(q 2 ) are (2, 3)-generated for any prime power q and any integer n ≥ 9. By previous results this implies that, if n ≥ 3 and n = 8, the groups SUn(q 2 ) and PSUn(q 2 ) are (2, 3)-generated, except when (n, q)
Introduction
A group is said to be (2, 3)-generated if it can be generated by an element of order 2 and an element of order 3. It is well-known that such groups are epimorphic images of the infinite unimodular group PSL 2 (Z). By a famous result of Liebeck and Shalev [10] , the finite classical simple groups are (2, 3)-generated, apart from the two infinite families PSp 4 (q) with q = 2 f , 3 f and a finite number of unknown exceptions. This leaves open the problems of determining these exceptions and finding the (2, 3)-generators for the positive cases (see [6, Problem 18 .98]).
The list of the known exceptions is L = {PSL 2 (9), PSL 3 (4), PSU 3 (9), PSU 3 (25), PSL 4 (2), PSU 4 (4), PSU 4 (9), PSU 5 (4) , Ω + 8 (2) , PΩ + 8 (3)}. This list is complete for the groups PSL n (q) and for groups of dimension less than 8 (see [12, 14] ). We conjecture that L is the complete list of exceptions and this paper is a significant contribution in this direction. In fact, we consider the unitary groups proving the following result. Theorem 1.1. Suppose that n = 8. Then, the groups SU n (q 2 ) and PSU n (q 2 ) are (2, 3)-generated for any prime power q and any integer n ≥ 3, except when (n, q) ∈ {(3, 2), (3, 3) , (3, 5) , (4, 2) , (4, 3) , (5, 2) }.
Furthermore, we also prove that the groups SU 8 (q 2 ) and PSU 8 (q 2 ) are (2, 3)generated for q = 2, 3, 5, 7, 8.
The unitary groups of dimension n ≤ 7 have been studied in [11, 13, 15, 16] . So, in this paper we will always assume that n ≥ 8. Actually, it was proved by Gavioli, Tamburini and Wilson [17, 18] that the groups SU 2n (q 2 ) are (2, 3)-generated for all q and all n ≥ 37 and that the groups SU 2n+1 (q 2 ) are (2, 3)-generated for all odd q and all n ≥ 49.
Our generators x, y (in the general case) are uniform with respect to n and q, and very close to be permutations. They are described in Section 2, where we also give some preliminary results. The proof of Theorem 1.1 uses the knowledge of the maximal subgroups of a classical group. An important tool for fields of characteristic different from 3 is proving the existence of an element with a large fixed point space, which allows us to use the following result due to Guralnick and Saxl.
Theorem 1.2. [4, Theorem 7.1] Let V be a finite dimensional vector space of dimension n ≥ 9 over an algebraically closed field F of characteristic p ≥ 0. Let G be a finite irreducible subgroup of GL(V ) which is primitive and tensor-indecomposable on V . Define ν G (V ) to be the minimum dimension of (λg − 1)V for g ∈ G, λ a scalar with λg = 1. Then either ν G (V ) > max 2, √ n 2 or one of the following holds:
(a) G is classical in a natural representation; (b) G is alternating or symmetric of degree c ≥ 7 and V is the deleted permutation module of dimension c − 1 or c − 2. (c) G normalizes the group PSU 5 (4) with p = 2 and n = 10.
In Section 3 we determine some sufficient conditions for applying Theorem 1.2 to a suitable power of the commutator [x, y]. The (2, 3)-generation of SU n (q 2 ) for n = 8, 11 is proved in Section 4 if gcd(q, 3) = 1 and in Section 5 if gcd(q, 3) = 3. Unfortunately, the cases q ∈ {2, 3, 5, 7, 8} require different generators, given in Section 6. Finally, in Section 7 we consider the case n = 11.
Generators and preliminary results
Let q = p f , where p is a prime. Suppose n = 3m + r ≥ 8 with r = 0, 1, 2 and denote by C = {e 1 , . . . , e n } the canonical basis of V = F n , where F is the algebraic closure of F p . Let a ∈ F q 2 such that a q+1 = 4. Set b = 2a − a 2q , c = a q+1 − 4 and define H = x n , y n ≤ GL n (q 2 ), where x n and y n act (on the left) on C as follows:
• x n fixes e 3j+5+r for any j = 0, . . . , m − 3; • x n swaps e 3j+3+r with e 3j+4+r for any j = 0, . . . , m − 2; • x n e n−1 = −e n−1 and x n e n = ae n−1 + e n ;
• if r = 0, then x n fixes both e 1 and e 2 ; if r = 1, then x n swaps e 1 with e 2 and fixes e 3 ; if r = 2 then x n swaps e 1 with e 3 and e 2 with e 4 ; • y n acts on e 1 , . . . , e n−3 as the permutation m−2 j=0 (e 3j+1+r , e 3j+2+r , e 3j+3+r ) and acts on e n−2 , e n−1 , e n as the matrix where γ j = a + ω −j a q + 2ω j (j = −1, 0, 1) and ω ∈ F is a primitive cubic root of unity. Note that γ q = γ.
From now on, we simply write x, y for x n , y n , respectively.
Lemma 2.1. Let a ∈ F q 2 such that b + ac = 0. Then, a belongs to the subfield generated by the traces of the elements of H.
Proof. Consider the trace of the following elements:
· tr(yxy).
It follows that tr(xy) + tr((yxy) 2 ) − tr((yxy) 3 ) tr(yxy) = a.
We will always assume that
, c = a q+1 − 4 = 0 and γ = a 3 + a 3q − 6a q+1 + 8 = 0.
From these assumptions, we obtain the following. Proof. If q = 2, then γ = a 3 + a 6 = 0 gives the absurd a(a + 1)(a 2 + a + 1) = 0. So, let q > 2. As a ∈ F q , we have a = a q and so a = 2. Suppose that a = 2ω j with j = ±1. Then char F = 2, 3 and ω j ∈ F q . It follows that a q = 2ω −j , whence a q+1 = 4, against our assumption c = 0. Proof. Suppose first that e j ∈ U for some j ∈ {n − 2, n − 1, n}. The subspace e n−2 , e n−1 , e n is y-invariant and y T -invariant. Moreover, the 3 × 3 matrices whose columns are the last three components of e j , ye j , y 2 e j have respective determinants 1, if j = n − 2, (a 3q − 8)γc −3 , if j = n − 1, and (a 3 − 8)γc −3 , if j = n. Similarly, the 3 × 3 matrices whose columns are the last three components of e j , y T e j , y T 2 e j have respective determinants γ 2 c −3 , if j = n − 2, and −1, if j = n − 1, n. Thus, in both cases, e n−2 ∈ U . Now we show, by induction on k, that e n−k ∈ U for 2 ≤ k ≤ n − 1 − r. Indeed if k ≡ −1 (mod 3), then e n−k−1 = xe n−k = x T e n−k ∈ U . On the other hand, if k ≡ 0, 1 (mod 3), then e n−k−1 = y −1 e n−k = y T e n−k ∈ U . If r = 0 the proof is complete. If r = 1 we have xe 2 = x T e 2 = e 1 . If r = 2 we have xe 3 = x T e 3 = e 1 ∈ U and xe 4 = x T e 4 = e 2 ∈ U .
For a subset B of the canonical basis C , we denote by S B the group acting on B as SU |B| (q 2 ), with respect to J |B , and as the identity on C \ B .
Proof. We may suppose that k is the smallest positive integer for which H ≥ S B k . So, we need to show that k = 1. Assume, by contradiction, k > 1. Consider first the cases r = 0, 1 or r = 2 and k ≥ 4. Then either e k−1 ∈ B k or e k−1 ∈ y 2 B k . Setting g = x or g = y 2 , accordingly, we have
against the minimality of k.
Finally, when r = 2 and k = 2, 3, we have
It follows that S B4 , (S B4 ) x , S B3 , (S B3 ) x = SU n (q 2 ).
Given g ∈ Mat n (F), λ ∈ F and a g-invariant subspace T of F n , define
(2) for each g ∈ G and any λ ∈ F,
Proof. (1) Choose a basis B = {u 1 , . . . , u h , w 1 , . . . , w n−h } of F n , where {u 1 , . . . , u h } is a basis of U and consider the matrix P whose columns are the vectors of B. Then P −1 GP and its transpose P T G T P −T consist of matrices of respective shapes:
It easily follows that the subspace U = P −T e h+1 , . . . , P −T e n is G T -invariant.
(2) Substituting G with P −1 GP we may suppose that U = e 1 , . . . , e h , U = e h+1 , . . . , e n and g = g as in (2.3). Call π : F n → F n−h the projection onto the last n − h coordinates. Then π (V λ (g)) coincides with the subspace W of F n−h defined by:
Our direct computations are based on a result due to Liebeck, Praeger and Saxl. We need to introduce some notation. Given a finite group G, let ̟(G) be the set of the prime divisors of |G|. For simplicity, if g ∈ G, we write ̟(g) for ̟( g ).
Proof. It follows from [9, Corollary 5 and Table 10 .7].
We will apply the previous lemma constructing suitable elements g i such that ∪̟(g i ) = ̟(SU n (q 2 )). For the order of the unitary groups, one can refer to [3] .
3. Action of the commutator for n = 8, 11
In this section, we always assume that n = 9, 10 or n ≥ 12. Under this assumption, the space V = F n is the direct sum of two subspaces invariant under the commutator [x, y] = x −1 y −1 xy, namely:
with S = {e n−7 , e n−4 , e n−3 , e n−2 , e n−1 , e n } .
The restriction of the commutator [x, y] to C \ S acts as the following permutation: r = 0 : (e 3 , e 4 ) n− 12 3 i=0 (e 2+3i , e 7+3i , e 6+3i ), n ≥ 9; r = 1 : (e 1 , e 5 , e 4 , e 2 ) n− 13 3 i=0 (e 3+3i , e 8+3i , e 7+3i ), n ≥ 10; r = 2 : (e 1 , e 6 , e 5 , e 3 , e 4 , e 9 , e 8 , e 2 ) n− 14 3 i=1 (e 4+3i , e 9+3i , e 8+3i ), n ≥ 14. It follows that the restriction of [x, y] to C \ S has order        2 if n = 9; 4 if n = 10; 8 if n = 14; 3 · 2 r+1 otherwise.
On the other hand, the restriction of [x, y] to S is represented by the matrix:
Its characteristic polynomial is χ(t) = (t − 1)(t + 1)χ 0 (t) with
By the previous discussion, for n = 9, 10 or n ≥ 12,
has a fixed point space of codimension ≤ 4. Moreover, for a fixed a, the order of C does not depend on n. When possible, we impose conditions on χ 0 (t), aiming to minimize this codimension, keeping C = id. This is achieved imposing a condition, that also simplifies the computation. Namely: 
The order of the roots of the factor of degree 2 of χ 0 (t) does not divide 24 whenever
Under such conditions, there are exactly two eigenvalues of [x, y] whose order does not divide 48: if p = 2 they are σ ±1 = a ±3 and if p ≥ 5 they are
Proof. The factorization of χ 0 (t) is routine, while, over Q, we have the following factorization of t 48 − 1 into factors:
The conditions are obtained calculating XGCD p i (t), t 2 + γt + 1 in MAGMA [1] , where p i (t) runs among the factors of t 48 − 1. Conditions (1) are obtained considering the irreducible factors p i (t) of t 8 + t 6 − t 2 − 1. Conditions (2)-(4) are obtained in a similar way considering the other irreducible factors. The fact that σ = σ −1 follows from conditions (1) . Namely, if p = 2 these conditions imply γ = a 3 + a −3 = 0 and, if p ≥ 5, they imply γ = ±2.
Proof. The solutions of t q+1 = β in F q 2 are q + 1. Let M be the number of such solutions a for which a q0 = a for some q 0 = p u such that F q0 is a proper subfield of F q 2 . Clearly N = q + 1 − M .
Note that a q = a if and only if a = ± √ β. In particular the claim for f = 2 s is clear. Next, assume that f = 2k + 1 is an odd prime. We need to exclude the values a = ± √ β which lie in F q and the solutions a such that a p 2 = a. For such values we have a q = a p f = a p 2k+1 = a p . Hence, a q+1 = β if and only if a p+1 = β: this gives M ≤ p + 1 which justifies the second row.
Finally, suppose that f = ℓf > ℓ for some odd prime ℓ. Setting v = 2f ℓ = 2f and noting that F p 2 ≤ F p v we have
Corollary 3.3. If p = char F = 3 and q = 2, 5, 7, 8, then there exists
= F q 2 and the roots of t 2 + γt + 1 have order not dividing 48.
Proof. By Lemma 3.1 it suffices to check when N > 6 · 5 + 12 · 2 + 24 · 2 + 48 = 150. We then make use of Lemma 3.2. First of all, the statement is obvious if f is a 2-power and q > 151. If f is an odd prime, we have N ≥ q − p ≥ p 3 − p > 150, which hold for all p ≥ 7. For the other values of f , we get N ≥ p 5 > 150 which holds for all p ≥ 5. So, we are left to check the following cases:
(1) p = 2 and 1 ≤ f ≤ 7;
(2) p = 5 and 1 ≤ f ≤ 3;
(3) p = 7, 11 and f = 1, 2; (4) 13 ≤ q = p ≤ 151. Note that for p = 2, conditions (1)-(4) of Lemma 3.1 simply become a 9 + 1 = 0. Hence, if q > 8, we obtain N > 9. For q = 4, take a ∈ F 16 whose minimal polynomial over F 2 is t 4 +t 3 +t 2 +t+1. For q ∈ {5, 11, 25, 49, 121, 125} take a ∈ F q 2 according to χ 0 (t) = t 4 + (γ − 1)t 2 + 1. In particular γ = 0 and χ 0 (t) has distinct roots ±σ, ±σ −1 , where
Moreover we may choose a ∈ F q 2 such that
Proof. The hypothesis q = 3 implies that a is not a root of any polynomial of degree ≤ 2 over F 3 . Thus γ = 0, 1, 2. By Lemma 3.2 there are elements a ∈ F q 2 such that a q+1 = −1 and F p [a] = F q 2 . Now we impose that σ 24 ∈ {±1, ±ι}, namely that σ 32 = 1. Writing t 32 − 1 = (t 8 − 1)(t 8 + 1)(t 16 + 1), we get:
Considering the above polynomials in γ as rational functions in a, we see that χ 0 (t) and t 32 − 1 are coprime whenever a ∈ F 3 2f with f ≥ 5. Direct calculation shows that F 9 2 , F 27 2 and F 81 2 have respectively 4, 24 and 72 elements satisfying (3.2).
4. The case p = 3 and n = 8, 11
Throughout this section, we suppose that p = char F = 3, q = 2, 5, 7, 8 and n = 9, 10 or n ≥ 12. We also assume that a ∈ F q 2 satisfies condition (3.1), so that a q+1 = 3, c = −1, a 3 γ = a 6 − 10a 3 + 27 = 0, a 2 b = 2a 3 − 9, −ab q = a 3 − 6 and σ 24 = ±1.
Remark 4.1. Observe that b = 0. In fact, if a 3 − 6 = 0, then a q+1 = 3 gives 27 = a 3q+3 = 6 · 6. This implies char F = 3, against the above assumptions.
We recall that S and C \ S are both [x, y]-invariant and [x, y] T -invariant. By the results of Section 3, [x, y] | C \S has order dividing 24 and [x, y] | S has eigenvalues ±1, −ω ±1 and σ ±1 with σ 24 = ±1. If p ≥ 5, it immediately follows that C = [x, y] 24 is a bireflection, i.e. it fixes pointwise a subspace of dimension n − 2. More precisely, it fixes the subspace
where
with 0 i denoting a sequence of i zeros. Note that the vectors s λ ∈ S are eigenvectors of [x, y] for the eigenvalues λ. The same is true also for p = 2, replacing in (4.1) the vector s −1 (since s 1 = s −1 for p = 2) with
which is fixed by [x, y] 2 and, a fortiori, by C.
Similarly, the eigenvectors of [x, y] T relative to the eigenvalues σ ±1 are (up to scalars):
Setting ρ = σ 24 we have ρ = ±1 (whence ρ = ρ −1 ). Clearly, ρ and ρ −1 are simple eigenvalues (i.e., they are roots of multiplicity 1 of the characteristic polynomial) of C and C T , with respective eigenvectors s σ ±1 = s ρ ±1 and s σ ±1 = s ρ ±1 . In particular, both C and C T are diagonalizable. Each of the 2-dimensional subspaces
is fixed by x and x T , respectively. More precisely, xs σ = s σ −1 and x T s σ = s σ −1 .
The group H is absolutely irreducible.
Proof. Let U be an H-invariant subspace of F n . We apply Lemma 2.5 to g = [x, y].
Since σ and σ −1 are simple eigenvalues of g, we have two possibilities: (i) [x, y] |U admits σ or σ −1 as eigenvalue; otherwise (ii) σ ±1 are both eigenvalues of [x, y] T |U . The irreducibility of H will follow once we show that in case (i) U = F n and in case
Direct calculation gives:
belongs to U . Then
For p ≥ 5, we have:
For p = 2 we get:
So, from w ∈ U , we obtain e n ∈ U , whence U = F n by Lemma 2.3. Proof. Assume, by contradiction, that C y commutes with C. Then C y fixes each of the subspaces s σ ±1 . It follows that ys σ and ys σ −1 are eigenvectors of C. Since ys σ ±1 = (0 n−9 , 0, 0, 1, * ) ∈ S , we must have C(ys σ ±1 ) = ys σ ±1 , whence C(yw) = yw with w as in (4.3). As C fixes e n−5 and a 3 = 6 by Remark 4.1, we get:
, and the further conditions
However, in characteristic = 3, the polynomials c 1 and c 2 are coprime: a contradiction.
For (4.2), we first get µ 1 = a 4 γ, µ 2 = a 2 γ, µ 3 = µ 4 + µ 1 and then the absurd
For the next theorem we make use of the following observation. If τ is a permutation such that τ sℓ α has order ℓ, where ℓ is a prime and (ℓ, s) = 1, then τ sℓ α moves at least ℓ α+1 points. Indeed, τ s must have order ℓ α+1 , so its cycle structure includes at least one cycle of length ℓ α+1 . Proof. By contradiction let F n = T 1 ⊕ · · · ⊕ T ℓ , ℓ ≥ 2, be a decomposition whose summands are permuted by H. By the irreducibility, the T j 's must be permuted transitively, so their common dimension is k, say. Case 1. C is in the kernel of the homomorphism f : H → Sym(ℓ).
Recalling that C has Jordan form diag(ρ, ρ −1 , I n−2 ), we may assume either Σ ≤ T 1 :
Suppose that (4.4) occurs. From xΣ = Σ, we have xT 1 = T 1 . Hence, by the transitivity, T 1 = yT 1 = T 2 , say, and yT 2 = T 3 . The restriction of y to
for an appropriate basis, has shape
. Since C |Tj = id for the T j 's in the remaining orbits of y (if any), C y commutes with C, in contrast with Lemma 4.3. So we are left with case (4.5). From xs σ = s σ −1 , we have xT 1 = T 2 . It follows [x, y]T j = T j , j = 1, 2. If y fixes T 1 or T 2 , then it fixes both. This gives ℓ = 2, x conjugate to 0 I k I k 0 , in contrast with the similarity invariants (2.1) of x. So T 1 and T 2 lie in orbits of length 3. They cannot be the same: indeed from yT 1 = T 2 , say, we get the contradiction yT 2 = T 1 . We conclude that T 1 and T 2 are in different orbits of y of length 3. In this case C commutes with C y , again a contradiction.
Call Ω 1 , . . . , Ω s the orbits of C of respective length m 1 , . . . , m s . Note that we can choose a basis of each T i such that the restriction of the linear transformation induced by C on each subspace Ω j is represented by k companion matrices of degree m j . Then the n−2 similarity invariants of Proof.
where we may assume A = diag(ρ, α 2 , . . . , α d1 ) and B = diag(1, β 2 , . . . , β d2 ). Since the fixed point space of C has dimension n − 2, the only possibility is A = diag(ρ, 1) and B = diag(1, ρ −1 ), which is impossible since Proof. Suppose the contrary and set S = M ∩ GL n (q 0 ), where F q0 is a proper subfield of F q 2 . Then M = S ϑI n for some ϑ ∈ F * q 2 : in particular S is normal in M . The order of SH S = Sx, Sy divides 6 and hence SH ≤ S ωI n . So every element h ∈ H can be written in the form:
It follows that the subfield generated by the traces of the elements in H is contained in F q0 [ω]. By Lemma 2.1, a belongs to this subfield. Thus F q 2 = F p [a] ≤ F q0 [ω] gives q 0 = q and ω ∈ F q . In particular q = p f ≡ −1 (mod 3), so f is odd and p ≡ −1 (mod 3). Moreover, for all h ∈ H we have (tr(h)) 3 ∈ F q . From tr((yxy) 2 ) = γa, with γ ∈ F q , we get a 3q = a 3 whence a 6 − 27 = 0.
It follows p = 2, otherwise γ = 0. So a = ±ω j √ 3, for some j ∈ {0, 1, 2}. If j = 0 we have the contradiction a q = a. Assume now a = ±ω √ 3, then a q = ±ω −1 (
, whence F q = F p as q is not a square. So 3 is a square in F p . The case a = ±ω 2 √ 3 leads to the same conclusion. Under our assumption we are left to the case p ≡ 1 (mod 4). By Gauss' quadratic reciprocity law (see, for instance, [8, p. 78]) since 3 is a square modulo p, then p is a square modulo 3, which is an absurd as p ≡ −1 (mod 3).
Theorem 4.7. Suppose p = 3, q ∈ {2, 5, 7, 8} and n = 9, 10 or n ≥ 12. Let a ∈ F q 2 be an element satisfying assumption (3.1) and let x = x n , y = y n be as described in Section 2. Then (−1) n x, y = SU n (q 2 ).
Proof. Since hypothesis (3.1) holds, the group H = x, y is primitive and absolutely irreducible by Theorems 4.2 and 4.4. Furthermore, H is also tensor-indecomposable by Lemma 4.5. Now, take C = [x, y] 24 : recall that the dimension of the fixed points space of C is n − 2. It follows that H contains an element such that ν H (F n q 2 ) = 2 ≤ max 2, √ n 2
. Then, we are in one of the cases (a), (b) or (c) of Theorem 1.2. If cases (b) or (c) hold, then the projective image of H is contained in a symplectic or in an orthogonal group defined over F q (see [2, pp. 409-417] and [7, pp. 186-187] ). So, it suffices to apply Proposition 4.6 to show that the projective image of H is not contained in a maximal subgroup of class C 5 . Note that if q = p ≡ −1 (mod 12), we can take a = √ −3 (see Corollary 3.3). Then a satisfies hypothesis (3.1) and a 6 = 27, as required by Proposition 4.6.
The case p = 3
Suppose p = 3, q = 3 and let a ∈ F q 2 satisfy assumptions (3.2). In particular −a 2 b = (a + 1) 3 = 0 implies b = 0. We consider the restriction of [x, y] 2 to S . Each of its eigenvalues λ ∈ 1, σ 2 , σ −2 gives rise to a 2-dimensional eigenspace V λ . Namely:
•
where:
The analogous eigenspaces for the transpose of [x, y] 2 | S are:
For brevity, set w 1 = w + 1 , w 2 = w + 2 , w 3 = w − 1 , w 4 = w − 2 and analogously for w ± 1 and w ± 2 . Recall that C = [x, y] 24 acts on S in the same way for all n ≥ 9 with n = 11. In particular, for n = 9, the elements C and C T fix pointwise, respectively, the 5-dimensional spaces (5.1) R = e 1 , e 3 , e 4 , v 1 , v 2 and R = e 1 , e 3 , e 4 , v 1 , v 2 .
Moreover C and C T have eigenvalues ρ = ρ −1 . The corresponding eigenspaces are V σ 2 , V σ −2 for C and V σ 2 , V σ −2 for C T . It follows that C is diagonalizable. We now study, for n = 9, the group C, y , proving that it is absolutely irreducible and primitive, provided that a ∈ F q 2 satisfies condition (3.2).
Theorem 5.1. Suppose that n = 9 and that a ∈ F q 2 satisfies condition (3.2). Then the group C, y is absolutely irreducible for all q ≥ 9.
Proof. Suppose that U is C, y -invariant. We apply Lemma 2.5 to G = C, y , and use the characterization of U given there.
Let R, R be as in (5.1). If R ≤ U then U = F 9 and, similarly, if R ≤ U then U = F 9 , whence U = 0. Indeed, consider the determinant of the following matrices:
det( e 1 ye 1 e 3 e 4 ye 4 y 2 e 4 v 1 v 2 yv 1 ) = γ −2 = 0, det( e 1 (y 2 ) T e 1 e 3 e 4 (y 2 ) T e 4 y T e 4 v 1 (y 2 ) T v 1 v 2 ) = 1.
So, we may assume R ≤ U and R ≤ U .
If
and so U = 0. Indeed the matrix
So, from now on we assume V σ 2 ⊕ V σ −2 ≤ U and V σ 2 ⊕ V σ −2 ≤ U . By Lemma 2.5 we obtain respectively, that C T |U = id and C |U = id. Furthermore, from ρ 2 = 1 it follows that, if V σ 2 ≤ U then V σ −2 ≤ U : in fact C |U = [x, y] 24 |U must have determinant 1. So V σ 2 ≤ U and, by the same reason,
Thus, setting h = dim U , we have that C |U and C T |U are respectively conjugate to:
We show that dim U ≥ 5 and dim U ≥ 5, a contradiction with the assumption n = 9. To this purpose, suppose that h < 5 and let
Consider the matrices M = u 1 yu 1 y 2 u 1 u 2 yu 2 , N = u 1 yu 1 u 2 yu 2 y 2 u 2 .
Since h < 5, both M and N have rank < 5. In particular, the square matrix obtained considering the rows 1, 2, 3, 5, 6 of M has determinant λ 1 (λ 1 λ 4 − λ 2 λ 3 ) 2 . This determinant must be 0, so either λ 1 = 0 or λ 1 λ 4 = λ 2 λ 3 .
First suppose that λ 1 = 0 (and so we may assume λ 2 = 1). Then, the square matrix obtained taking the rows 1, 2, 3, 5, 6 of N has determinant λ 3 3 , which implies that λ 3 = 0 (and so we may assume λ 4 = 1). It follows that w 2 , w 4 ∈ U and so
T is a non-zero vector of U . Let M 1 be the square matrix obtained taking the rows 1, 4, 5, 6, 7 of w yw y 2 w w 1 y 2 w 1 . Since det(M 1 ) = 1, we obtain a contradiction with the hypothesis that h < 5. Now, suppose that λ 1 = 0 (hence, we may assume λ 1 = 1). It follows that λ 4 = λ 2 λ 3 and in particular λ 3 = 0. Hence, we may assume λ 3 = 1. The square matrix obtained considering the rows 1, 2, 3, 8, 9 of M has determinant a 2 (σ 4 −1) 2 σ −4 γ −2 λ 2 2 which implies λ 2 = 0. Finally, observe that in this case the matrix obtained taking the rows 1, 2, 3, 4, 7 of M has determinant (σ 4 − 1) 2 σ −4 γ −2 = 0. We conclude dim U ≥ 5.
Next, we do the same calculations for U . Suppose h = dim U < 5 and let
Consider the matrices
since h < 5, both M and N have rank < 5. The square matrix obtained considering the rows 1, 2, 3, 5, 6 of M has determinant is −λ 1 
First suppose that λ 1 = 0 (and so we may assume λ 2 = 1). The matrix obtained taking the rows 1, 2, 3, 4, 5 of N has determinant λ 3 3 and so λ 3 = 0 (and so we may assume λ 4 = 1). This means that w 2 , w 4 ∈ U : it follows that w ∈ U , where
Rows 2, 3, 4, 5, 7 of ( w y T w (y T ) 2 w w 1 (y T ) 2 w 1 ) are independent, as the associated matrix has determinant 1, and so h ≥ 5. Now, suppose that λ 1 = 0 (hence, we may assume λ 1 = 1). It follows that λ 4 = λ 2 λ 3 and in particular λ 3 = 0. Hence, we may assume λ 3 = 1 and in this case the square matrix obtained considering the rows 2, 3, 4, 5, 6 of M has determinant
. This implies that λ 2 = −b −1 and in this case the matrix obtained taking the rows 1, 2, 3, 7, 9 of M has determinant (σ 4 − 1) 2 σ −4 b −2 = 0. Thus dim U ≥ 5, which completes the proof.
Lemma 5.2. Suppose that n = 9 and that a ∈ F q 2 satisfies condition (3.2) . Then the group C, y is primitive for all q ≥ 9.
Proof. By contradiction let F 9 = T 1 ⊕ · · · ⊕ T ℓ , ℓ ≥ 2, be a decomposition whose summands are permuted by C, y . By the irreducibility, the T j 's must be permuted transitively, so their common dimension is k ∈ {1, 3}. Moreover the basis of the T j 's can be arranged so that C acts on each orbit as k companion matrices. Since C is diagonalizable, its order is not divisible by 3. Moreover its 5 similarity invariants are d i (t) = t − 1 for 1 ≤ i ≤ 3 and d i (t) = (t − 1)(t − ρ)(t − ρ −1 ) for i = 4, 5. In particular the minimal polynomial of C has degree 3.
Case k = 1. C must have non-trivial orbits. Their lengths can be at most 3 and, in fact, they must be 2, otherwise the order of C would be divisible by 3. So, noting that C can only induce even permutations, up to conjugation we have either
Both possibilities are incompatible with the similarity invariants of C.
Case k = 3. Since the order of C is not divisible by 3, we may assume that y acts as (T 1 , T 2 , T 3 ). Moreover C acts either as id or as (T 1 , T 2 ), say. In the first case, each T j has a basis consisting of eigenvectors of C. Since they are permuted transitively by y the dimension of T j ∩ R should be the same for j = 1, 2, 3. From 3 j=1 dim (T j ∩ R) = 5 we get a contradiction. In the second case, C would induce an odd permutation, an absurd. Now, we want to prove that there is no maximal subgroup of SU 9 (q 2 ) containing C, y . For the classification of the maximal subgroups of SU 9 (q 2 ), we refer to [2, ]. As C, y is absolutely irreducible, we can exclude that it is contained in a maximal subgroup of class C 1 or C 3 . Also class C 2 is excluded since it contains only imprimitive subgroups. Notice that, since p = 3 and q > 3, class C 6 is empty and class S contains only subgroups isomorphic to PSL 3 (q 2 ).2.
Lemma 5.3. Suppose that n = 9 and that a ∈ F q 2 satisfies condition (3.2) . Then there is no subgroup in the classes C 7 or S containing L = C, y .
Proof. Suppose that there exists g ∈ GL 9 (F) such that L g ≤ GL 3 (F) ⊗ GL 3 (F).
Let (Y 1 , Y 2 ) and (A, B) be preimages of y g and C g , respectively, in the epimorphism
We may suppose Y 1 = 0 0 1 1 0 0 0 1 0 and Y 2 = I 3 . Since C is diagonalizable, A and B are diagonalizable. So, conjugating L g by some m ∈ I 3 ⊗ GL 3 (F) we may suppose that L gm is generated by Y 1 ⊗ I 3 and A ⊗ B with B diagonal. In this case the 3-dimensional subspace
Lemma 5.4. Suppose that q ≥ 27 and a ∈ F q 2 satisfies condition (3.2).
As a consequence, C, y is not conjugate to any group defined over a proper subfield of F q 2 . (2) If q = 3 3 , 3 4 , a direct analysis shows that it is always possible to choose a in such a way that the previous property holds.
Proof. We first prove (1) . The trace of C is a 1 = −b 3q+3 γ 3 (γ − 1) 6 , with a q 1 = a 1 , and the trace of
Set q = 3 f and call m(t) the minimal polynomial of a over F 3 . From F 3 [a] = F q 2 we get that m(t) has degree 2f . Let
be the minimal polynomial of b1 a1 = a 4 −a a 3 +1 over F 3 . From
If f is odd then F 3 a1 b1 = F q 2 , and we have done.
If f is even and k = f 2 then F 3 b1 a1 = F q . In this case, b1 a1 q−1 = 1 = b1 a1 q+1 by the above. It follows b1 a1 = ±1 and then k = 1. In this case, the minimal polynomial of a has degree 4 over F 3 .
The analysis of the cases f = 3, 4 shows that choosing a ∈ F q 2 as in Table 2 , a satisfies condition (3.2) and the further property Table 2 . Minimum polynomial m(t) of a over F 3 .
Proposition 5.5. Suppose p = 3 and q ≥ 9 and let a ∈ F q 2 be such that condition (3.2) is satisfied. If q ∈ {9, 27, 81}, let a ∈ F q 2 be as in Table 2 . Then C, y = SU 9 (q 2 ).
Proof. If q = 9, consider the set Λ = {(Cy) 2 C, (Cy) 2 C 2 , (Cy) 2 C 3 y, C 2 yC 3 y, C 4 y 2 Cy 2 Cy} of elements of C, y . Then ∪ g∈Λ ̟(g) = ̟(SU 9 (9 2 )) and using Lemma 2.6 we get that C, y = SU 9 (9 2 ). Now, suppose q > 9. The group C, y is absolutely irreducible, by Theorem 5.1 and cannot be contained in any maximal subgroup of SU 9 (q 2 ) by Lemmas 5.2, 5.3 and 5.4.
Corollary 5.6. Suppose p = 3, q ≥ 9 and n = 9, 10 or n ≥ 12. Let a ∈ F q 2 be such that condition (3.2) is satisfied. If q ∈ {9, 27, 81}, let a ∈ F q 2 be as in Table  2 . Then (−1) n x n , y n = SU n (q 2 ).
Proof. The result follows from Theorem 2.4 considering S Bn−9 = C, y ′ which is isomorphic to SU 9 (q 2 ) by Proposition 5.5.
6. The cases q ∈ {2, 3, 5, 7, 8} Lemma 6.1. Let q ∈ {7, 8} and let a ∈ F q 2 be an element whose minimal polynomial over F p is
Then (−1) n x n , y n = SU n (q 2 ) for all n ≥ 8.
Proof. Set g i,j = (Cy) i (Cy 2 ) j and consider the set Λ ⊆ C n , y n described in Table  3 . Since ∪ g∈Λ = ̟(SU n (q 2 )), by Lemma 2.6, we obtain C n , y n = SU n (q 2 ) for n = 8, 9, 11. The statement for n = 8, 11 follows applying Theorem 2.4 with k = n − 8. In fact, C, y ′ = S Bn−8 ∼ = SU 9 (q 2 ). Table 3 . Set of elements g i,j = (Cy) i (Cy 2 ) j of C n , y n for q = 7, 8.
For q = 3, 5 we need a small modification of the generators. Namely, for n ≥ 12 and n = 14 we substitute x by x ′ = xD where:
De n−7 = −e n−7 , De n−4 = (−1) n+1 e n−4 , De i = e i if i = n − 4, n − 7.
For n = 8, 9, 10, 11, 14, we take x ′ = (−1) n x and for (n, q) = (8, 3) we substitute y by y ′ = yM where: M e 1 = −a 5 (e 1 + e 2 ) , M e 2 = −a 3 e 1 − a 7 e 2 , De i = e i if 3 ≤ i ≤ 8.
Then, for simplicity, we write x, y instead of x ′ , y ′ . Lemma 6.2. Let a ∈ F 9 have minimal polynomial t 2 + t + 2. Then x, y = SU n (9) for all n ≥ 8.
Proof. Suppose first n ≥ 12 with n = 14, 20 and set C = [x, y] 24 . Then C | C \S = id and C | S has order 13. In particular the space generated by the first n − 9 vectors of C is fixed pointwise by C and the subspace W generated by the last n − 9 vectors is C-invariant. Letỹ andC be the restriction of y and C, respectively, to the subspace W . Then C ,ỹ = SU 9 (9). Indeed, we have ∪ g∈Λ ̟(g) = ̟(SU 9 (9)), where Λ = {C 4ỹ ,C 5ỹ ,C 9ỹ ,CỹC 2ỹ ,C 6ỹC3ỹ }. The statement now follows from Theorem 2.4 since C, y ′ = S Bn−8 ∼ = SU 9 (9).
For n = 8, 9, 10, 11, 14, 20 we make use of Lemma 2.6. Set g j = [x, y]y[x, y] j y and g i,j = [x, y] i y[x, y] j y[x, y]y, and take the following sets of elements: Then ∪ g∈Λn ̟(g) = ̟(SU n (9)). 7, 9, 11, 15, 17, 18, 19, 28, 31, 36}. Then ∪ g∈Λn ̟(g) = ̟(SU n (25)).
The case q = 2 requires different generators. Let n ≥ 9 and consider the matrices x n and y n acting (on the left) on C as follows:
• x n fixes e 3j+5+r for any j = 0, . . . , m − 3; • x n swaps e 3j+3+r with e 3j+4+r for any j = 0, . . . , m − 3;
• if r = 0, then x n swaps e 1 with e 2 ; if r = 1, then x n swaps e 1 with e 2 and fixes e 3 ; if r = 2 then x n swaps e 1 with e 3 and e 2 with e 4 ; • x n acts on e n−3 , . . . , e n as    
• y n acts on C as the permutation m−1 j=0 (e 3j+1+r , e 3j+2+r , e 3j+3+r ) .
Then x, y ∈ SU n (4), since x T x σ = y T y σ = I n . Let us now consider the element d = (y, x) 2 y 2 and suppose that either n = 16 or n ≥ 18. In this case, d = η · diag(I n−7 , τ ), where
and η acts on C as the permutation α r m−6 k=0 (e 3k+9+r , e 3k+13+r , e 3k+11+r ) with α 0 = (e 2 , e 7 , e 5 , e 6 , e 10 , e 8 , e 3 , e 4 ), α 1 = (e 1 , e 4 , e 8 , e 6 , e 2 )(e 3 , e 5 )(e 7 , e 11 , e 9 ), α 2 = (e 1 , e 8 , e 12 , e 10 , e 3 )(e 2 , e 9 , e 7 )(e 4 , e 6 ).
Note that τ ∈ SL 7 (4) has order 45 and that d has order 51 · 2r, wherer = 4 if r = 0 andr = 5 if r = 1, 2. Define
It is easy to verify that K j is the alternating group listed in the following table:
Alt(e 1 , . . . , e 12 ) Alt(e 1 , . . . , e 10 ) Alt(e 1 , e 3 , . . . , e 14 ) K 2i
Alt(e 1 , . . . , e 10+3i ) Alt(e 1 , . . . , e 8+3i ) Alt(e 1 , . . . , e 12+3i ) K 2i+1 Alt(e 1 , . . . , e 12+3i ) Alt(e 1 , . . . , e 10+3i ) Alt(e 1 , . . . , e 14+3i ) It follows that H contains the alternating group Alt(e 1 , . . . , e n−3 ) of degree n − 3 and in particular, it contains the element β = diag(I n−7 , τ ), since
k=0 (e 3k+9 , e 3k+11 , e 3k+13 ) if r = 0, d 52 · (e 1 , e 6 , e 4 , e 2 , e 8 ) m−5 k=0 (e 3k+7 , e 3k+9 , e 3k+11 ) if r = 1, d 52 · (e 2 , e 7 , e 9 )(e 1 , e 10 , e 8 , e 3 , e 12 )· · m−6 k=0 (e 3k+11 , e 3k+13 , e 3k+15 ) if r = 2.
Now, A = τ, x 7 is isomorphic to SU 7 (4). Namely, A ≤ SU 7 (4) since it respects the unitary form I 7 and contains the elements τ 4 x 7 ,(τ 5 x 7 ) 3 and τ 2 x 7 of order, respectively, 7, 11 and 43 (apply, as before, Lemma 2.6). Proposition 6.4. For any n ≥ 9, x n , y n = SU n (4).
Proof. We already have seen that x n , y n ≤ SU n (4). For n ∈ {9, . . . , 15} ∪ {17}, take Λ as in Table 4 . In each case we have that ∪{̟(d i y n ) : i ∈ Λ} = ̟(SU n (4)). By Lemma 2.6, we can conclude that H = SU n (4). Suppose now n = 16 or n ≥ 18. Then, the statement follows from Theorem 2.4 with k = n − 6, since β, x = S Bn−6 ∼ = SU 7 (4). 4, 5, 8, 9, 14, 15, 40 , 70} Table 4 . Lists Λ for q = 2 and small values of n. Lemma 6.5. If n = 8 and q = 2, take For the case n = 11 we get a more efficient proof using different generators. So, let C = {e 1 , . . . , e 11 } be the canonical basis of V = F 11 . Let a ∈ F q 2 such that F q 2 = F p [a] and define H = x, y , where x and y act (on the left) on C as follows:
• x swaps e 2j+1 with e 2j+2 for any j = 0, . . . , 4;
• xe 11 = a(e 1 + e 2 ) + e 5 + e 6 − (e 9 + e 10 + e 11 ); • ye 1 = e 1 and ye 11 = (a + a q + 1)e 1 − (e 10 + e 11 ); • ye 2j = e 2j+1 for any j = 1, . . . , 5;
• ye 2j+1 = −(e 1 + e 2j + e 2j+1 ) and ye 2j+5 = e 1 − (e 2j+4 + e 2j+5 ) for any j = 1, 2. The similarity invariants of x and y are, respectively,
We then obtain that x, y ∈ SL 11 (q 2 ). The characteristic polynomial of z = xy is χ z (t) = t 11 − t 9 + 2t 7 − (a + 1)t 6 + (a q + 1)t 5 − 2t 4 + t 2 − 1.
Lemma 7.1. If H is absolutely irreducible, then H ≤ SU 11 (q 2 ).
Proof. Let C(g) be the centralizer of g in Mat 11 (q 2 ). Applying Frobenius formula [5, Theorem 3.16] , we obtain that dim C(x) = 61, dim C(y) = 51. By the absolute irreducibility of H and applying Scott's formula (see [16] ), we obtain that dim C(z) = 11 and, in particular, that z has a unique similarity invariant. From [16, Proof. Assume that f 1 (a)f 2 (a) = 0 and let U = V be an H-invariant subspace of V . A direct calculation shows that, for all u ∈ V , the element u + yu + y 2 u always belongs to the subspace e 1 . On the other hand, we have xe 2i+1 = e 2i+2 and ye 2i+2 = e 2i+3 for all i = 0, 1, . . . , 4. It follows that, if v = u + yu + y 2 u = 0 for some u ∈ U , then the H-submodule generated by v is the whole space V , in contradiction with the assumption U = V . Hence, every element u ∈ U satisfies the following condition:
We will show that this condition implies U = {0}. Case 1. Suppose that u + xu = 0 for all u ∈ U . Then all vectors in U have shape
Fix a nonzero u ∈ U . From yu+x(yu) = 0 and y 2 u+x(y 2 u) = 0 we get λ 5 = −(λ 1 + (a + 1)λ 3 ), λ 6 = λ 1 + aλ 3 , λ 7 = −λ 3 , λ 9 = λ 1 + (a + 1)λ 3 and (λ 1 , λ 3 )A = (0, 0), where
Since det(A) = f 1 (a) = 0, we obtain λ 1 = λ 3 = 0 and hence u = 0. This means that U = {0}, as desired. Case 2. Suppose that there exists v ∈ U such that v + xv = 0. Then, the vector w = v + xv has shape (λ 1 , λ 1 , λ 3 , λ 3 , λ 5 , λ 5 , λ 7 , λ 7 , λ 9 , λ 9 , 0). Equation (7.2) applied to w gives the condition 2λ 3 = 2(λ 1 + λ 7 ) + (a + a q + 2)λ 9 . Assume first that p = 2. Since f 2 (a) = (a + a q ) 5 is nonzero by hypothesis, it follows that λ 9 = 0. Application of (7.2) to the vectors (xy) i w ∈ U for i = 1, 2, 3, 4 gives λ 9−2i = 0. So, u = 0 and hence U = {0}. Now, assume p = 2 and set λ 3 = λ 1 + λ 7 + a+a q +2 2 λ 9 . Application of (7.2) to the vector xyw ∈ U gives λ 1 = λ 5 + a+a q 2 λ 7 − a+3a q +6 2 λ 9 . Finally, application of the same equation to the vectors (xy) i w ∈ U for i = 2, 3, 4 gives (λ 5 , λ 7 , λ 9 )B = (0, 0, 0), where B is the following matrix   a + a q + 4 4(a q + 2) 4(a q + 3) −2(a q + 2) −(a + a q + 2) 2 − 8(a q + 2) −2(a 2q + a q+1 + 7a q + a + 12) 2(a q + 3) 2(a 2q + 7a q + a q+1 + a + 12) −(a + a q ) 2 + 4(a 2q − 2a + 2a q + 3)   .
Since det(B) = f 2 (a) = 0, we obtain λ 5 = λ 7 = λ 9 = 0 and so u = 0. It follows that also in this case U = {0}, proving that H is absolutely irreducible. 8 = v 9 and yv 9 = λ 7 v 7 . As y 3 = I 11 , we must have λ 1 = λ 4 = λ 7 = 1. This implies that y has the similarity invariant t 3 − 1 with multiplicity 3, a contradiction with (7.1).
Lemma 7.4. If xy 2 k is a diagonal matrix, then k > 15 and k = 18, 23.
Proof. Set D(k) = (xy 2 ) k . Then D(k) 2,1 = ±1 for all k ∈ {1, 2, 3, 5}, D(k) 1,3 = ±1 for k ∈ {4, 6} and D(7) 10,1 = D(8) 11,1 = D(9) 9,1 = D(10) 9,3 = D(11) 9,5 = D(12) 11,9 = D(13) 8,11 = D(14) 9,11 = 1. Hence, D(k) is not a diagonal matrix for all k ≤ 14. Furthermore, D(15) 9,2 − D(15) 9,3 + 3D(15) 9,7 = 1 and D(18) 8,11 − D(18) 5,11 − D(18) 9,11 = 1. Finally, set D = D(23). If p = 2, then D 9,11 = 1. If p = 3 and D is diagonal, then D 11,7 = a + a q gives a q = −a. However, in this case, D 11,4 + D 11,5 = a gives a = 0, for which value we obtain the absurd D 11,3 = 1. So, we may assume p > 3. If D is diagonal, then D 11,9 − 3D 9,11 = −4a + 17a q + 9 and so we may set a = 17a q +9
4
. In this case, 75D 9,11 − 8D 8,11 = −192a q − 369 implies a q = − 369 192 ∈ F q . Now, a q = a implies p ∈ {11, 31}. For p = 11 we get D 11,6 = 1 and for p = 31 we get D 7,5 = 1, an absurd.
Corollary 7.5. The group H is not conjugate to any subgroup of type Z ×K, where Z consists of scalar matrices and K ∈ {PSL 2 (23), PSU 5 (4)}.
Proof. Notice that the elements of PSL 2 (23) have orders 1, 2, 3, 4, 6, 11, 12, or 23 and the elements of PSU 5 (4) have orders 1, 2, 3, 4, 5, 6, 8, 9, 11, 12, 15 or 18. So, it suffices to apply Lemma 7.4. Lemma 7.6. Assume that H is absolutely irreducible. Then, H is not contained in any maximal subgroup M of SU 11 (q 2 ) of class C 5 .
Proof. Suppose the contrary and set S = M ∩ GL 11 (q 0 ), where F q0 is a proper subfield of F q 2 . Proceeding as done in the proof of Lemma 4.6, we obtain that every element h ∈ H can be written in the form: h = g h (ωI 11 ) j h , g h ∈ GL 11 (q 0 ), j h ∈ {0, ±1}.
It follows that the subfield generated by the traces of the elements in H is contained in F q0 [ω]. Since tr((xy) 5 ) = 5(a+1) and tr((xy) 9 ) = −9a, a belongs to this subfield. Thus F q 2 = F p [a] ≤ F q0 [ω] gives q 0 = q and ω ∈ F q . In particular q = p f ≡ −1 (mod 3), so f is odd and p ≡ −1 (mod 3). By [2, Table 8 .72], this means that p = 2. Moreover, for all h ∈ H we have (tr(h)) 3 ∈ F q . From tr((xy) 7 ) = 7(a + 3) and tr((xy) 9 ) = −9a, we get a 2 +a q+1 +a 2q +9(a+a q +3) = 0 and a 2 +a a+1 +a 2q = 0, respectively. Hence, a q = −(a + 3) and a 2 + 3a + 9 = 0. From tr((xy) 6 ) = 2(3a + 1), we obtain 3a 2 +9a+19 = 0 and hence the absurd 0 = 3(−3a−9)+9a+19 = −8.
Proposition 7.7. Take x, y as before and let H = x, y . If a ∈ F q 2 is such that
and f 1 (a)f 2 (a) = 0, then H = SU 11 (q 2 ). Moreover, if q > 2, then there exists a ∈ F q 2 satisfying (7.3).
Proof. Since f 1 (a)f 2 (a) = 0, the group H is absolutely irreducible, as shown in Lemma 7.2 and hence, by Lemma 7.1, H is subgroup of SU 11 (q 2 ). Suppose that H is contained in a maximal subgroup M of SU 11 (q 2 ). According to the classification of [2, Tables 8.72 and 8 .73 ], M is a subgroup belonging to C 2 ∪ C 5 ∪ C 6 ∪ S. Since (xy) 6 is not a scalar matrix, we can apply [15, Lemma 2.3] to prove that H is not contained in a maximal subgroup of class C 6 . The remaining classes are excluded using Lemmas 7.2 and 7.6 and Corollary 7.5. We conclude that H = SU 11 (q 2 ). Now, suppose q > 2. Clearly, there are φ(q 2 − 1) different generators a of F * q 2 ; on the other hand, there are at most 7q values a such that f 1 (a)f 2 (a) = 0. For q ∈ {16, 25, 27} and for q ≥ 31 we get φ(q 2 − 1) > 7q and hence we can choose a ∈ F * q 2 such that (7.3) is satisfied. This can be proved using the fact that φ(q 2 − 1) > (q 2 − 1) 2/3 (see [15, Lemma 2.1]) for q > 337 and with direct computations for q ∈ {16, 25, 27} and for 31 ≤ q ≤ 337. For the remaining values of q, take a as in Table 5 . q m(t) q m(t) q m(t) 3 t 2 − t − 1 4, 9 t 4 + t − 1 5, 13, 19, 29 t 2 + q−1 2 7, 11, 23 t 2 + 1 8 t 6 + t 3 + 1 17 t 2 + 7 Table 5 . Minimum polynomial m(t) of a over F p .
Conclusions
Proof of Theorem 1.1. For 3 ≤ n ≤ 7, the result was already proved in [11, 13, 15, 16] . So, suppose n ≥ 9 and n = 11. If char F = 3 and q = 2, 5, 7, 8 the statement follows from Theorem 4.7 and if char F = 3 and q = 3 it follows from Corollary 5.6. If q = 2, 3, 5, we use Proposition 6.4, Lemma 6.2 and Lemma 6.3, respectively. If q = 7, 8 the statement has been proved in Lemma 6.1. Finally, the statement for n = 11 follows from Proposition 6.4 and Proposition 7.7.
The open cases concerning the groups SU 8 (q 2 ) require a different approach (similar to the one used, for instance, in [13] ). Nevertheless, note that we proved the (2, 3)-generation of SU 8 (q 2 ) for q = 2, 3, 5, 7, 8 in Lemmas 6.1, 6.2, 6.3 and 6.5. Actually, we verified with the help of a computer that for any prime power 4 ≤ q ≤ 997 there exists a suitable element a ∈ F q 2 such that the elements x, y described in Section 2 generate SU 8 (q 2 ).
