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We tested the hypothesis that, if a robot apparently invests effort in teaching a new skill to a human partici-
pant, the human participant will reciprocate by investing more effort in teaching the robot a new skill, too. To
this end, we devised a scenario in which the iCub and a human participant alternated in teaching each other
new skills. In the Adaptive condition of the robot teaching phase, the iCub slowed down its movements when
repeating a demonstration for the human learner, whereas in the Unadaptive condition it sped the movements
up when repeating the demonstration. In a subsequent participant teaching phase, human participants were
asked to give the iCub a demonstration, and then to repeat it if the iCub had not understood. We predicted
that in the Adaptive condition, participants would reciprocate the iCub’s adaptivity by investing more effort
to slow down their movements and to increase segmentation when repeating their demonstration. The re-
sults showed that this was true when participants experienced the Adaptive condition after the Unadaptive
condition and not when the order was inverted, indicating that participants were particularly sensitive to the
changes in the iCub’s level of commitment over the course of the experiment.
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1 INTRODUCTION
As robots become increasingly prevalent in many domains of everyday life, such as healthcare, ed-
ucation, and manufacturing [3, 5, 7, 9, 22], researchers are devoting ever more attention to develop-
ing new ways of optimizing human-robot interaction (HRI). Over the years, this has inspired
efforts to design robots that look or act in ways that elicit some of the same responses from humans
as other humans do (i.e., to design robots that humans perceive and respond to as though they were
human) [19]. For example, some studies have documented evidence of “automatic imitation” [20]
or ‘co-representation’ [25] on the part of humans interacting with a robot. Similarly, some studies
have focused on establishing that robot behaviours can elicit trust from humans [8, 28]. Building
on these advances, in many (e.g., industrial or healthcare) contexts, there has been a shift from
the use of robots deployed as fully pre-programmed devices performing single predefined tasks to-
wards the adoption of co-bots, able to learn new tasks from expert human demonstrators [16]. This
shift brings about a new challenge: to boost human interactants’ willingness to invest time and
effort when interacting with a robot partner and in persisting in an interaction as the robot adapts
to a new context and a new human partner. While there is a risk of human interactants becoming
frustrated or impatient when a robot is slow to adapt, the potential benefits of adaptation are high
insofar as they can maximise a robot’s ability to contribute to new tasks with new partners.
To address this challenge, Powell and Michael [12] (cf. also[13]) have recently proposed that a
potentially effective and low-cost strategy could be to develop design features that serve to main-
tain a human’s sense of commitment to an interaction with a robot. In this context, they define
the sense of commitment as a regulative mechanism which sustains the motivation to perform
an activity despite temptations and distractions, and which is boosted by the perception or belief
that a partner is relying on one to perform the activity. This way of conceptualising the sense of
commitment highlights the possibility that the motivation to contribute to a partner’s goals or
to shared goals can be modulated by cues that one’s partner values the joint action and may be
relying on one to make one’s contribution [15]. On this basis, recent research has begun to investi-
gate the cues and situational factors that may trigger/modulate such a sense of commitment. Two
recent studies [14, 33], for example, revealed evidence that a high degree of spatiotemporal coordi-
nation within joint action (i.e., the two agents form a chain in cleaning up a pile of sand, with one
agent scooping and the other pouring) can engender a greater sense of commitment than would be
present if there were only a low degree of spatiotemporal coordination (i.e., the same two agents
do not form a chain but, rather, work in parallel). This leads observers of the joint action to expect
both agents to remain engaged in the joint action for a longer time and to be more likely to persist
until the goal is achieved. In a related strand of research, one recent study [26] found evidence in
support of the hypothesis that the perception of a partner’s effort elicits a sense of commitment to
joint action, leading to increased persistence in the face of a temptation to disengage (see also [4]).
Extending this research into the context of HRI, Székely and colleagues [27] have recently found
evidence that the perception of a robot partner’s apparent investment of cognitive effort boosted
people’s persistence on a boring task which they performed together with a robot.
Building upon these previous findings, we hypothesised that, if a robot invests effort in adapting
to a human partner in a context in which the robot is teaching the human a new skill, she or he
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will experience a sense of commitment, leading her or him to reciprocate by investing more effort
and patience in a subsequent task in which she or he teaches the robot a new skill. In testing
this hypothesis, the current study also draws upon research in developmental psychology which
has been identified as having considerable potential for social robotics. Specifically, a wealth of
research has shown that human infants benefit from the spontaneous use of motionese on the part
of caregivers—i.e., caregivers slow down their movements and introduce more segmentation [2]. In
the context of human-robot interaction, Vollmer et al. [34] found that human participants produce
motionese in demonstrations directed towards a robot learner, and Nagai and Rohlfing [17] showed
that a robot observer could be designed to pick up on, and extract information from, motionese
produced by a human. The current study aims to extend this previous research by showing that
a robot can implement motionese in teaching motion sequences to a human, and that doing so
may facilitate interaction with a human partner in at least two ways. First, it may help to scaffold
learning insofar as a system that can evaluate the performance of an end-user in real time and
tailor its motionese to the specific learning needs of that end user could be particularly useful for
real-life teaching scenarios. Second, it may facilitate interaction by eliciting a sense of commitment
on the part of human learners, which may increase their willingness to reciprocate by investing
more effort and patience in a subsequent task in which she or he teaches the robot a new skill.
To test our hypothesis, we devised a scenario in which the humanoid robot iCub [11, 21] and a
human participant alternated in teaching each other new skills. The method in which a human and
a robot iteratively switch roles has been successfully employed in [18], and it has been shown that
cross-training provides improvements in team performance, in the perceived robot performance,
and in the human’s level of trust when compared to standard reinforcement learning techniques.
2 METHODS
The experiment was comprised of a robot teaching phase and a participant teaching phase, which
alternated over the course of the experiment. During the robot teaching phase, the iCub demon-
strated a sequence of movements which the participant was required to observe, memorise, and
repeat. After the robot’s demonstration, the participant was required to reproduce the sequence
in the correct order. For each sequence, the participant was given two chances to perform the
movement sequence correctly (meaning that if the participant did not understand the sequence
the first time, the robot demonstrated it a second time). Across separate blocks, the iCub demon-
strated the movement sequences with either a high or a low level of effort, thereby exhibiting
either a high or a low degree of commitment to the teaching task. In both conditions, the robot
first demonstrated the movement sequence at a baseline speed, and would repeat the sequence if
the participant asked for a second demonstration. In the Unadaptive condition, the iCub repeated
the sequence at a higher speed. This manipulation was based on our own informal observation
that when people are uncommitted to a task, they often try to complete it as quickly as possible
regardless of how negatively the task may be affected by their rushing through it. In the Adaptive
condition, the robot also initially demonstrated the movement sequence at a baseline speed. Then,
however, if the participant asked the robot to repeat the sequence, the iCub repeated it at a slower
speed. Potentially, such behaviour may be perceived by the human as reflecting the iCub’s genuine
intention to facilitate the partner’s task. Ideally, this should have made it easier for the participant
to understand and reproduce the sequence but at the cost of requiring a greater investment of time.
In the participant teaching phase, the participant was instructed to teach the iCub a word (which
was displayed on the screen behind the robot) by drawing it in the air with her or his right hand.
The participants were told that if the iCub did not understand the word the first time they would
have been asked to repeat the demonstration. In reality, the ‘failure’ event was implemented at the
same point in the experiment for every participant. This was done in order to ensure that all the
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participants had to repeat the same words a second time—i.e., if it had been random, participants
would have had to repeat different subsets of words, implying an uneven exposure to the stimuli
for different participants.
We reasoned that, if the robot’s investment of effort in adapting its teaching demonstration to
the human learner elicited a sense of commitment on the part of the human, then this may lead the
human to reciprocate the iCub’s investment of effort in adapting her or his teaching demonstration
to the iCub—i.e. it may lead the human to invest more effort in tailoring the demonstration to the
robot in the Adaptive condition compared to the Unadaptive condition. Theoretically, we expect
commitment to manifest as a willingness to invest time or effort despite temptations or distractions.
In other words, commitment was operationalised in terms of effort invested by the human in order
to ensure a successful interaction. Crucially, we implemented two strategies in the design of the
task to be able to rule out any general mirroring effect. First, we were not interested in whether
participants would demonstrate the sequence more slowly in one condition than the other, but
whether they would slow down more when repeating the sequence a second time within each trial
(i.e., adapting more from the first to the second repetition within each trial). Second, the movements
that the human taught to the robot were of a different kind to the movements which the robot
demonstrated to the human; this enabled us to ensure that participants were not simply mirroring
specific movements. Instead, it enabled us to probe whether human participants would use the
same general strategies as the robot (slowing down and introducing segmentation) flexibly and as
appropriate in a different domain. We therefore predicted that when repeating a demonstration
of a word which the robot did not understand (i.e., in the participant teaching phase), participants
would reduce their velocity more in the Adaptive condition than in the Unadaptive condition (P1),
and introduce longer segmentation pauses in between letters (P2).
We also predicted that the participants’ responses to questionnaires would reveal more posi-
tive attitudes towards the iCub and towards the interaction in the Adaptive condition than in the
Unadaptive condition. More specifically, we predicted that in the Adaptive condition, participants
would report a greater sense of having taught the iCub successfully (P3), of having learned suc-
cessfully from iCub (P4), of having helped the iCub to learn (P5), that they had a good relationship
with the iCub (P6), and that they had been coordinating with the iCub (P7). We also predicted that
they would report a greater willingness to wait for the iCub in a hypothetical social situation in
which iCub was running late for a meeting with them (P8) and that they would perceive the iCub
as more anthropomorphic (P9), animate (P10), likeable (P11), and intelligent (P12).
2.1 Experimental Setup
The pre-registration for this experiment can be accessed at: http://aspredicted.org/blind.php?x=
7xz2rh. The experiment aimed to replicate an ecologically valid situation in which a robot and a
human were involved in a teaching activity. Such situations could feasibly be realised in contexts
such as schools or personal care. Participants carried out the task by standing in front of the iCub.
Behind the robot was a television monitor on which the words used to teach the iCub during the
participant teaching phase were displayed. A button was placed in front of the participant which
was pressed by the participant in order to progress the experiment from one phase to the next. In
order to monitor the experiment, we placed a hidden RGB-D (Primesense Carmine) camera in the
lab. The feed from these was then fed through to a laptop hidden behind a curtain from where
the experimenters could not only observe the participants carrying out the task but also control
the task itself. The task was controlled by leveraging the robot middleware YARP (Yet Another
Robot Platform) [10]. We created a YARP module comprised of a finite state machine that allowed
us to remain in control of the iCub’s behavior—specifically the onset and termination of its speech
ACM Transactions on Human-Robot Interaction, Vol. 11, No. 1, Article 9. Publication date: October 2021.
A Humanoid Robot’s Effortful Adaptation Boosts Partners’ Commitment 9:5
Fig. 1. Robot teaching phase: Example of sequence of movements.
and motion. During the participant teaching phase, participants would press the button in front of
them in order to make a word appear on the screen. On a second key press, the robot would pro-
vide feedback as to whether or not it had understood the word that the participants had attempted
to write. During the robot teaching phase, state transitions were triggered by the experimenter us-
ing the connected laptop. The main control of the robot involved the experimenter pressing the
“Y” key on the laptop keyboard if the participant repeated the taught sequence of movements cor-
rectly and “N” if they did not. Each button pressed triggered the corresponding positive or negative
feedback from the iCub. If the participant again failed to accurately reproduce the movement, the
same “Y”/“N” procedure was implemented. A “Wizard of Oz” [24] paradigm was adopted to give
the impression of an autonomous robot, whereby the hidden experimenter was needed to start
the interaction at the beginning of the experiment and to assess the correctness of the sequence
of movements repeated by the participant, triggering the behaviour of the robot accordingly. Al-
though, some of the robot’s behaviours, like the face tracking system, were autonomous.
Kinematic (x, y, and z position) data were captured using an Optotrak system with four active
markers placed in the following way: two on participants’ index fingertip, one on the pinky finger
knuckle and one on the wrist. As the markers were active and thus involved wired connections
to a receiver there was a risk that participant’s movements would be constrained. To ensure this
was not the case, we had each participant move their arms around freely and asked whether they
still had full range of movement and whether they were comfortable while being connected to
the Optotrak system. Any participants who reported discomfort or restricted movement had their
markers reattached to the point that they were satisfied that this was not the case.
2.2 Robot Stimuli
We preprogrammed each of the movement sequences (an example on Figure 1) that the iCub taught
the participants. This was done by first programming 22 distinct individual movements, each com-
prising some combination of the robot’s head, torso and arms. From these 22 movements, we then
created 12 sequences of 5 individual movements with each sequence being composed of randomly
selected individual movements. There was a risk that the movement sequences would be improp-
erly balanced with respect to their difficulty. This was worrying insofar as we wanted participants
to struggle enough with each sequence so that they would have the chance to see the iCub make
the variation in its effort. In order to avoid this as much as possible, we ensured that none of the in-
dividual movements had any obvious and commonly used communicative content (such as waving
or giving the thumbs up), because communicative content may make certain movements easier to
memorise. Second, we made sure that none of the sequences contained any repeated movements,
as repetition could also simplify the task.
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In the Unadaptive condition of the robot’s teaching task, the robot performed six of the
pre-recorded sequences wherein each movement i had duration Ti . When asked to repeat the
movement, the iCub would demonstrate it a second time but with a duration of 0.75Ti for each
movement. In the Adaptive condition, the robot did the same but repeated the sequence with a
duration of 1.39Ti for each movement. These coefficient values were selected (after the piloting
phase) because they allowed the robot’s movements to be perceived with different velocities, to be
not too long in the Adaptive condition, and not too fast and dangerous in the Unadaptive condition.
For example, for a sequence with a duration of 15 seconds, the second demonstration would be
of 11 (≈15 · 0.75) seconds in the Unadaptive condition and 21 (≈15 · 1.39) seconds in the Adaptive
condition. We validated that slowing down is indeed more effective in teaching than rushing, and
that it is perceived as more helpful [32].
A further variation was included in the robot’s behaviour between the two conditions. In order
to ensure that each individual movement in each sequence was clearly delineated, we programmed
the iCub to return to a “home”/neutral position after each of the individual movements. In the Adap-
tive condition, the iCub took longer to reach the home position than in the Unadaptive condition
when asked to repeat the sequence. This not only made the sequence in the Adaptive condition
easier to learn in virtue of clearer segmentation of the individual movements but also gave the
impression that the iCub was investing more effort than in the Adaptive condition because it was
investing more time to ensure that the participant had an easier time learning the sequence.
In order to make the interaction more natural, the iCub was programmed to portray a set of so-
cial skills throughout the duration of the experiment. Specifically, a face-tracking module made the
robot look at the participant’s face during the course of the interaction. Second, we programmed
the iCub’s eyelids to close intermittently to simulate blinking. Finally, we included some random
slight movements of the arms that gave the impression that the robot was breathing and making
subtle natural variations in its posture in the same way that humans naturally do during social in-
teractions. The iCub’s speech was synthesised using a speech module and came out of an external
speaker. We also had the iCub’s speech come up on the left side of the television monitor to ensure
that participants understood exactly what the iCub was saying.
2.3 Experimental Design
Participants and the iCub had two asymmetrical teaching tasks: in the robot teaching phase, the
iCub taught participants sequences of five movements (see an example of sequence in Figure 1),
while in the participant teaching phase (Figure 2, left), participants taught the iCub a word of five
letters by drawing them in the air with their right index finger. During the robot teaching phase,
participants had to memorise the movements of the sequence in the correct order and try to repeat
them after the demonstration. The iCub then gave feedback by informing the participants whether
they accurately recreated the sequence or not. Upon a failed attempt, the iCub would repeat the
sequence once again in two different ways depending on the condition. In the Adaptive condition,
the iCub would slow its movements down in order to make them more salient to the participants.
In the Unadaptive condition, the iCub would speed up its movements as if it was trying to get
through the task as quickly as possible. During the participant teaching phase, the participant was
instructed to draw the word that appeared on the TV screen behind the iCub with their right
hand, and to repeat the drawing once again if the robot informed the participant that it did not
understand.
The experiment consisted of two initial sessions (baseline and familiarisation sessions), and
two core blocks (with the two different conditions: Unadaptive and Adaptive blocks which were
counterbalanced between participants). Before the experiment, participants were asked to fill out
a Godspeed questionnaire [1] and to answer to the Commitment Question explained below in the
ACM Transactions on Human-Robot Interaction, Vol. 11, No. 1, Article 9. Publication date: October 2021.
A Humanoid Robot’s Effortful Adaptation Boosts Partners’ Commitment 9:7
Fig. 2. Representative image of Participant teaching phase1 (left) and an example of drawing trajectory (right).
list of questions, with the main goal being to assess their a priori feelings toward the iCub. In the
familiarisation session, the participant was familiarised with the robot and the task by observing
and trying to repeat three single movements individually and one sequence of three movements
(as they would be presented in the experiment), and by teaching the iCub three single letters and
a word of three letters in length. In the baseline block, participants had to draw a word which
appeared on the TV screen in the same way as they would be doing in the experiment. The two
core blocks consisted of six trials each (Figure 3, above). In each trial (Figure 3, below), iCub taught
a movements and the participant taught a word. In both blocks, for one trial, the iCub informed the
participants that it understood the word after the first demonstration (to give the impression that it
could understand it the first time and in order to avoid participants thinking that the first attempt
was always useless). For the remaining trials, the iCub asked the participants to repeat the word
again. After the second repetition, the robot would thank the participant and say that it understood
the word better. Between the two blocks and at the end of the experiment, the participants were
asked to answer again the Godspeed questionnaire and the following questions:
“Did you feel you were teaching something to the iCub?” (Teaching Success Question; 1,
Not at all - 5, A lot) “Did you feel like you learned something from the iCub?” (Learning
Success Question; 1, Not at all - 5, A lot) “Did you get the impression that you helped
iCub when it found it difficult to understand a word?” (Teaching Effort Question; 1, Not
at all - 5, A lot) “Describe the impressions you had about iCub during the session just
ended. Did you feel that you had a good relationship with it?” (Relationship Question;
1, Not at all - 7, A lot) “Describe how you think iCub felt during the last session. Did it
seem to it that your actions and words were coordinated with its words and actions?”
(Perceived Coordination Question; 1, Not at all - 7, A lot) “Imagine that you and iCub
were going to see a concert, which starts in 10 minutes and iCub is late. How long
would you wait for iCub before entering to watch the concert?” (Commitment Question;
1, 5 minutes - 6, 30 minutes).
The whole duration of the experiment was approximately 1h and 15min.
2.4 Participants
We determined that 35 participants would be needed in order to observe a small- to medium-
sized effect (80% power and an alpha level of .05), and therefore pre-registered a sample size of
35. Accordingly, 35 participants (mean age 32 years ± 11 SD) were recruited for the experiment;
18 were female, 17 male. The regional ethics committee (“Comitato Etico Regionale della Liguria”)
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Fig. 3. Overview of the procedure.
approved the protocol and all participants gave informed consent before participating, and were
fully debriefed after the experiment. Participants were compensated with 15 euros for their time.
2.5 Data Analysis
The kinematic data relating to each word was roughly segmented during the experiment by the
participants’ pressing of the button. Participants were asked to push the button immediately be-
fore and after each drawing trial. A short program written in MATLAB was then used to more
precisely define when the beginning and ending of each movement occurred to ensure that the
measure was consistent among participants. We defined a velocity threshold computed as 5% of
the maximum velocity of each participant. Movement onset was defined as the point in time at
which the movement exceeded this threshold, while the end of the movement was defined as the
point at which the movement fell below this threshold after the last letter of the word had been
finished. In some cases, participants forgot to press the button when their hand was in the starting
position, making it difficult to determine the precise start and/or end point of those movements.
To adjust for this, we determined the point at which the movement began as the minimum value
of the position on the y axis after the previous movement had ended and when the marker re-
turned to this minimum position after the word had been spelled. This was in order to capture
when the participant’s hand was resting on the button (which was the lowest point on the y-axis
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for each movement) and when it returned to this position after spelling the word. An example of
a segmented drawing is displayed in Figure 2, right.
For each kinematic feature, defined as a parameter of movement that is potentially relevant for
the interaction, we computed the difference between the second and the first demonstration. Then,
for each participant, we averaged the differences for each block and then averaged the results
obtained for all the participants. Velocity was computed as the velocity on the vertical axis (as
participants wrote the word on the vertical plane). Pause time was computed as the time in seconds
that the velocity on the vertical axis was lower than a certain threshold. The threshold th was
computed as: th = [0.05(max (vy ) −min(vy )] +min(vy ) where vy is the velocity in the vertical
direction.
Kinematic data as well as questionnaire answers were submitted to Mixed Model Anovas with
adaptivity (Unadaptive or Adaptive) as repeated-measures factor and block order (Unadaptive-
Adaptive or Adaptive-Unadaptive) as between-groups factor, followed by Tukey post hoc tests.
3 ANALYSES AND RESULTS
We analysed the kinematic data and the questionnaire answers of 35 naïve participants. The par-
ticipants were divided into two groups: 18 were exposed to the Unadaptive condition as the first
block and then to the Adaptive condition as the second block, while the other 17 were exposed to
the opposite order.
We operationalised participants’ commitment to teaching the robot by terms of the following
parameters: the velocity of the movement and the segmentation between strokes (duration of pause
time).
We analysed these variables for the two groups of participants, i.e., for the group that was ex-
posed first to the Adaptive condition and then to the Unadaptive condition and for the group that
was exposed to the conditions in the opposite order, considering separately the two blocks of
trials.
3.1 Kinematic Data Analysis Results
Each participant saw the repetitions of the robot’s movements for at least two trials in each block
(this means that all participants performed the sequence incorrectly after the first demonstration
at least twice), ensuring that all participants indeed experienced the manipulation. In particular, a
Mixed Model Anova on the number of times participants failed to reproduce the sequence after the
first demonstration, shows no effect of adaptivity condition (F(1,33) = 0.31, p = 0.582, η2 = 0.006),
of order (F(1,33) = 0.65, p = 0.426, η2 = 0.011) or of the interaction between adaptivity condition
and order (F(1,33) = 2.26, p = 0.144, η2 = 0.042). Therefore, participants in the two groups were
equivalent in this respect, as they failed to reproduce the sequence after the first demonstration
in each condition and for each group a similar number of times: participants in the group who
had the order Unadaptive-Adaptive were exposed to the second demonstration a similar number
of times in the Unadaptive condition (M = 5.80, SD = 0.41) and in the Adaptive condition (M = 5.33,
SD = 1.18); participants in the group who had the order Adaptive-Unadaptive were also exposed
to the second demonstration a similar number of times in the Unadaptive condition (M = 5.29, SD =
0.91) and in the Adaptive condition (M = 5.50, SD = 0.65).
For each kinematic variable, we computed the difference between the first demonstration and
the second, starting from the kinematic data of the finger registered with the Optotrak.
A Mixed Model Anova on the velocity differences (Figure 4, left) shows that there was no main
effect of adaptivity (F(1,33) = 0.70,p = 0.410, η2 = 0.005), and no order effect (F(1,33) = 1.44,p = 0.238,
η2 = 0.029), while the interaction between adaptivity and block order was significant (F(1,33) = 8.16,
p = 0.007, η2 = 0.061). A Tukey post-hoc test shows a marginal effect (t (33) = 3.66, p = 0.065, 95% CI
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Fig. 4. Velocity and pause time differences. Values were derived by computing the difference between the first
demonstration and the second, averaging the difference per block and then averaging it across participants
that had the same block order. Error bars represent standard errors.
[−43.85 0.96]): in the Unadaptive condition, participants who had the order Unadaptive-Adaptive
(M = −23.74, SD = 31.82) slowed down more in the Unadaptive condition than participants who
had the order Adaptive-Unadaptive (M = −2.30, SD = 20.76).
A Mixed Model Anova on the pause time differences (Figure 4, right) shows a marginal effect
of adaptivity (F(1,33) = 3.12, p = 0.087, η2 = 0.015) and an effect of the interaction between adap-
tivity condition and order (F(1,33) = 7.14, p = 0.012, η2 = 0.035) while there was no order effect
(F(1,33) = 0.59, p = 0.448, η2 = 0.014). A Tukey post-hoc test shows no significant effect within
Unadaptive condition between people who had a different order of blocks (t (33) = 2.64, p = 0.262,
95% CI [−0.15 0.84]), within Adaptive condition between people who had a different order of blocks
(t (33) = 0.61, p = 0.973, 95% CI [−0.57 0.42]), within order Unadaptive-Adaptive between the two
adaptivity conditions (t (33) = 0.56, p = 0.979, 95% CI [−0.4 0.56]), order Adaptive-Unadaptive be-
tween the two adaptivity conditions (t (33) = 2.66, p = 0.256, 95% CI [−0.85 0.15]).
To further explore the interaction effects which we observed for pause time and velocity, we
conducted a series of one-sample t-tests comparing the differences with 0 (Figure 5).
The one-sample t-tests show that in the first block, both participants who had the order
Unadaptive-Adaptive (t (17) = −3.17, p = 0.006, d = −0.75, 95% CI [−39.57 −7.92], M = −23.74,
SD = 31.82) and the order Adaptive-Unadaptive (t (16) = −3.39, p = 0.004, d = −0.82, 95% CI
[−30.40 −7.01], M = −18.70, SD = 22.75) slowed down significantly in the second demonstration.
In the second block, participants who had the order Unadaptive-Adaptive continued to slow down
(t (17) = −2.64, p = 0.017, d = −0.62, 95% CI [−26.57 −2.94], M = −14.75, SD = 23.75), while this
was not the case for participants who had the order Adaptive-Unadaptive (t (16) = −0.46, p = 0.654,
d = −0.11, 95% CI [−12.97 8.37], M = −2.30, SD = 20.76).
The same pattern was observed for pause time: the one-sample t-tests reveal that in the first
block, both participants who had the order Unadaptive-Adaptive (t (17) = 2.21, p = 0.041, d = 0.52,
95% CI [0.02 0.68], M = 0.35, SD = 0.66) and participants who had the order Adaptive-Unadaptive
(t (16) = 2.40, p = 0.029, d = 0.58, 95% CI [0.04 0.67], M = 0.35, SD = 0.61) segmented the movement
significantly more in the second demonstration. In the second block, participants who had the
order Unadaptive-Adaptive continue to segment more in the second demonstration (t (17) = 3.05,
p = 0.007, d = 0.72, 95% CI [0.08 0.47], M = 0.28, SD = 0.38), while this was not the case for those
participants who had the order Adaptive-Unadaptive (t (16) = 0.04, p = 0.969, d = 0.01, 95% CI [−0.27
0.28], M = 0.01, SD = 0.53).
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Fig. 5. Box plot of velocity and pause time differences in the two experimental blocks. Values were derived
by computing the difference between the first demonstration and the second, averaging the difference per
block and then averaging it across participants that had the same block order. The horizontal line is the
median.
The results show that in the first block, independently of the condition, when demonstrating
the word for a second time, participants slowed down the movement and introduced greater
segmentation between the letters by making longer pauses. In the second block, participants
who experienced an increase in the robot’s effort between blocks (from Unadaptive to Adaptive)
continued to slow down the movement and make longer pauses in the second repetition of the
word, while participants who experienced a decrease of the robot’s effort between blocks (from
Adaptive to Unadaptive) stopped this behaviour—i.e., the velocity and pause time no longer
differed significantly between the first and second repetitions (Figure 4).
We also performed an ex-post statistical power analysis: the analysis indicated that, given the
sample size of 35 participants, this test had 20% power for detecting an effect size Cohen’s f =
0.1, 81% for Cohen’s f = 0.25, and 99% for Cohen’s f = 0.5. This implies that the current study
had sufficient power to detect medium to large effects, but was not sufficiently powered to detect
smaller effects.
3.2 Questionnaire Results
We performed a series of Mixed Model ANOVAs with adaptivity as a within factor and block
order as a between factor on the answers given by the participants after each experimental block
(Figure 6, Figure 7).
No significant difference was found for the Teaching Success Question or for the Teaching Effort
Question. This indicates that, while participants varied their level of effort in response to that of
the iCub, they were not conscious of this.
The analysis of responses to the Learning Success Question revealed an interaction effect
(F(1,33) = 7.80, p = 0.009, η2 = 0.036) and a main effect of adaptivity (F(1,33) = 5.63, p = 0.024,
η2 = 0.026). The Tukey post-hoc test did not show any significant difference: participants who had
the Unadaptive-Adaptive order judged that they had learnt more from iCub in the Adaptive block
(M = 3.28, SD = 1.13) than in the Unadaptive block (M = 2.56, SD = 0.92), but the difference was
not significant (t (33) = 3.12, p = 0.143, 95% CI [−1.61 0.16]).
The analysis of responses to the Relationship Question revealed an interaction effect between
adaptivity condition and order (F(1,33) = 9.23, p = 0.005, η2 = 0.032) and a main effect of adaptivity
(F(1,33) = 5.23, p = 0.029, η2 = 0.018). The Tukey post-hoc test did not show any significant differ-
ence: participants who had the Unadaptive-Adaptive order perceived a stronger relationship with
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Fig. 6. Responses to the questionnaires. For the Commitment Question, the response difference was derived
by computing the difference between the response given after each block with the response given in the
baseline (i.e., response given prior to the experiment). Values were derived by averaging the response or the
response differences per block and then averaging it across participants that had the same block order. Error
bars represent standard errors.
Fig. 7. Responses to the Godspeed questionnaire. The response difference was derived by computing the
difference between the response given after each block with the response given in the baseline (i.e., response
given prior to the experiment). Values were derived by averaging the response or the response differences per
block and then averaging it across participants that had the same block order. Error bars represent standard
errors.
iCub after the Adaptive block (M = 5.67, SD = 1.46) than in the Unadaptive block (M = 4.83, SD =
1.54), but the difference was not significant (t (33) = −0.83, p = 0.434, 95% CI [−2.01 0.34]).
The analysis of responses to the Perceived Coordination Question revealed an interaction effect
between adaptivity condition and order (F(1,33) = 9.82, p = 0.004, η2 = 0.064). The Tukey post-hoc
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test did not show any significant difference: participants who had the Unadaptive-Adaptive order
perceived iCub thinking to have more coordinated actions and words with them after the Adaptive
block (M = 5.17, SD = 1.34) than in the Unadaptive block (M = 4.39, SD = 1.72), but the difference
was not significant (t (33) = 1.66, p = 0.639, 95% CI [−2.09 0.54]).
For the Commitment Question (which was posed before the experiment as well as after each
block), responses given prior to the experiment were treated as a baseline; we computed the differ-
ence between the response given after each block with the baseline. An interaction effect between
adaptivity condition and order was found (F(1,33) = 6.12, p = 0.019, η2 = 0.010). The Tukey post-hoc
test did not show any significant difference: participants who had the order Unadaptive-Adaptive
increased their commitment more after the Adaptive condition (M = 0.11, SD = 1.32) than after the
Unadaptive condition (M = −0.17, SD = 1.34), but the difference was not significant (t (33) = 1.19, p =
0.833, 95% CI [−1.17 0.61]).
For the Godspeed questionnaire (which was posed before the experiment as well as after each
block), responses given prior to the experiment were treated as a baseline; we computed the dif-
ference between the response given after each block with the baseline. For Anthropomorphism, a
marginal interaction effect between adaptivity condition and order was found (F(1,33) = 2.51, p =
0.123, η2 = 0.007). The Tukey post-hoc test did not show any significant difference: participants
who had the order Unadaptive-Adaptive increased Anthropomorphism responses more after the
Adaptive condition (M = 0.32, SD = 0.595) than after the Unadaptive condition (M = 0.13, SD = 0.55),
but the difference was not significant (t (33) = 1.30, p = 0.796, 95% CI [−0.75 0.37]). For Animacy,
there was no main effect of the adaptivity, no order effect and no interaction effect. For Likeability,
a marginal interaction effect between adaptivity condition and order (F(1,33) = 3.24, p = 0.081, η2 =
0.007) and a marginal adaptivity condition effect (F(1,33) = 4.00, p = 0.054, η2 = 0.009) were found.
The Tukey post-hoc test did not show any significant difference: participants who had the order
Unadaptive-Adaptive increased Likeability responses more after the Adaptive condition (M = 0.22,
SD = 0.62) than after the Unadaptive condition (M = 0.00, SD = 0.69), but the difference was not
significant (t (33) = 1.51, p = 0.71, 95% CI [−0.78 0.34]). For Perceived Intelligence, there was no main
effect of the adaptivity, no order effect, and no interaction effect.
4 DISCUSSION
The current study probed whether the iCub’s effortful adaptation to the human would lead the
participant to experience a sense of commitment, and consequently to reciprocate by investing
additional effort to adapt her or his teaching demonstration to the robot during a subsequent par-
ticipant teaching phase. In relation to the first prediction (P1), the results of the velocity analysis
did not reveal a main effect of the adaptivity condition but did reveal a significant interaction
between the adaptivity condition and the order in which participants were exposed to each con-
dition. As Figure 4 shows, both groups of participants (i.e., those who were first exposed to the
Adaptive condition and then to the Unadaptive condition, and those who were first exposed to the
Adaptive condition and then the Unadaptive condition) tended to slow down their movements when
repeating word demonstrations in the participant teaching phase. However, the group that first ex-
perienced the Adaptive condition and then the Unadaptive condition stopped doing this during the
second (i.e., the Unadaptive) block. In contrast, the group that first experienced the Unadaptive
condition and then the Adaptive condition continued to slow down their movements when repeat-
ing word demonstrations in the second (i.e., the Adaptive) block. The results from the t-tests (see
Figure 5) confirm that this decrease in velocity when repeating demonstrations was significantly
different from zero. Insofar as slowing down demonstrations requires a teacher to adapt her or
his teaching style to the learner, it constitutes an investment of cognitive effort in the teaching in-
teraction. Insofar as it entails an increase in the overall movement duration, it also constitutes an
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investment of biomechanical effort. These findings therefore support the hypothesis that partici-
pants’ sense of commitment was more stable when the robot increased its effort over the course of
the experiment than when the robot’s effort level decreased, and thereby had a positive impact on
their willingness to invest effort in teaching the robot. It is worth emphasizing that participants’
slowing down is unlikely to have been due to a general mirroring effect. There are two reasons for
this. First, we did not probe whether participants would demonstrate the sequence more slowly
in one condition than the other, but whether they would slow down more when repeating the se-
quence a second time within each trial (i.e., adapting more from the first to the second repetition
within each trial). Second, the movements that the human taught to the robot were of a different
kind to the movements which the robot demonstrated to the human; this enabled us to ensure
that participants were not simply mirroring specific movements. Instead, it enabled us to probe
whether human participants would use the same general strategies as the robot (slowing down
and introducing segmentation) flexibly and as appropriate in a different domain.
In relation to the second predictions (P2), the results of the pause-time analysis reveal a marginal
effect of adaptivity: the extent to which participants increased the segmentation between letters
from the first to the second demonstration was greater in the Adaptive condition than in the Un-
adaptive condition. This supports the hypothesis that the robot’s apparent investment of effort in
adapting its demonstration to facilitate learning elicited a sense of commitment on the part of the
participants, leading them to reciprocate by investing more effort to adapt their demonstration
to the robot learner. As with the velocity analysis, we also observed an interaction between ef-
fort and the order in which participants were exposed to each condition. As Figure 4 shows, both
groups of participants (i.e., those who were first exposed to the Adaptive condition and then to
the Unadaptive condition, and those who were first exposed to the Unadaptive condition and then
the Adaptive condition) tended to increase segmentation when repeating word demonstrations
in the participant teaching phase. However, the group that first experienced the Adaptive condition
and then the Unadaptive condition stopped doing this during the second (i.e., the Unadaptive) block.
In contrast, the group that first experienced the Unadaptive condition and then the Adaptive con-
dition continued to do so in the second (i.e., the Adaptive) block. The results from the t-tests (see
Figure 5) confirm that this increase in pause time when repeating demonstrations was significantly
different from zero. Insofar as increasing pause time requires a teacher to adapt her or his teaching
style to the learner, it constitutes an investment of cognitive effort in the teaching interaction. In-
sofar as it requires the teacher to stop and re-start movements, this also constitutes an investment
of biomechanical effort. Thus, these findings suggest that participants’ sense of commitment was
more stable when iCub increased its effort than when it decreased its effort from the first block to
the second block. This impacted upon their willingness to invest effort in teaching the robot.
The results from the questionnaires reveal a pattern that is broadly consistent with the results
from the motion data. Responses to the Learning Success Question indicate a trend that participants
judged that they were better able to learn in the Adaptive condition than in the Unadaptive condition
(P4). Similarly, responses to the Relationship Question revealed a trend that participants perceived
a stronger relationship with the iCub after the Adaptive block (P6), and responses to the Perceived
Coordination Question indicate a trend that participants experienced a higher degree of coordina-
tion with the iCub in the Adaptive condition (P7). For responses to the —i.e., with respect to the
differences between responses given after each block and prior to the experiment—we did not ob-
serve a main effect of condition, but we do see a marginal effect of the interaction, with responses
given after the second block of the experiment indicating higher levels of commitment for those
participants who experienced the Adaptive condition after having experienced the Unadaptive con-
dition (P8). One reason why we may not have observed a clear effect for the Commitment Question
is that the scenario (in which the participants imagines having to wait for the iCub to show up to
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a social engagement) may not have been perceived as realistic; future research should attempt to
improve on this. These results are consistent with the pattern observed for the motion data: when
the iCub’s adaptivity decreases over the course of the experiment, participants’ commitment is
less stable than when its adaptivity increases over the experiment. Finally, it is interesting to note
that in the responses to the Teaching Success Question and Teaching Effort Question, we do not ob-
serve any significant differences between conditions, suggesting that participants were not aware
of their own differential responsiveness to the Adaptive condition and the Unadaptive condition (P3,
P5), and also regarding the Godspeed questionnaire we do not observe any significant differences
between conditions (P9, P10, P11, P12).
5 CONCLUSION
Our findings build upon a recent body of research investigating how movement kinematics can be
adapted to increase mutual understanding and intuitive collaboration in the context of HRI [29–31].
Indeed, the potential to make robots’ movements more easily legible to human interactants is
a crucial goal of current and future research in social robotics [6, 23]. Our findings go beyond
this by highlighting the possibility that the adaptation of movement kinematics may be used not
only to increase legibility but also to enhance human interactants’ persistence, effort and patience
within human-robot interactions. In this respect, the current study links research on legibility
with research on the sense of commitment [14], which may offer considerable potential in the
context of social robotics. Indeed, Székely et al. [27] have already shown that by eliciting human
interactants’ sense of commitment to an interaction with a robot, their persistence and patience
can be enhanced. In the current study, the manipulations of adaptivity were more implicit and
based only on kinematic features. Combining our results with those of Székely and colleagues, it
would be valuable to explore whether human participants would also persist longer in interactions
with an adaptive robot than with an unadaptive robot.
Our findings also complement previous efforts to implement motionese in the context of human-
robot interaction. First, they do so by showing that motionese may help to scaffold learning insofar
as a system that can evaluate the performance of an end-user in real time and tailor its motionese
to the specific learning needs of that end user could be particularly useful for real-life teaching
scenarios. Second, our results show that motionese in may facilitate HRI by eliciting a sense of
commitment on the part of human learners, which may increase their willingness to reciprocate
by investing more effort and patience in a subsequent task in which she or he teaches the robot a
new skill. In teaching more complex action sequences, the potential to use movement kinematics
not only to optimise teaching in HRI but also to generate and maintain a sense of commitment has
important implications in such contexts as physiotherapy, exercise classes, or other skill training
programs. In particular, if movement kinematics can be used as an effective and inexpensive strat-
egy for boosting human learning from robots and for building up a sense of commitment to the
interaction, then humans may not only find it easier to learn, but may also be more motivated to do
so. Extending this line of research further, researchers should also explore whether manipulation
of movement kinematics may be especially useful if it is implemented such that specifically the
most difficult parts of a sequence of movements are highlighted. In addition, the manipulation of
kinematics may be complemented by other techniques, such as verbal encouragement or patterns
of eye gaze, in order to further bolster a human’s commitment to an interaction with a robot (in
the current study, other such modalities were kept constant across conditions in order to maintain
experimental control).
It would be valuable for future research to replicate our results—particularly the interaction
between Adaptivity and Block Order, as this was not predicted a priori. It would also be important
to investigate other contexts in which robot motionese may facilitate human learning, such as in
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producing or using novel tools or machines. It would be useful to actually try to train the robot
to read the words and to give real feedback depending on the behaviour of the participant. In the
current study, the iCub’s behaviour merely appeared as adaptive to the observers—i.e. it did not
actually sense human responses and accordingly decide how to change its movements but, rather,
executed a pre-programmed series of actions designed to exemplify the experience of adaptation.
Future work will be dedicated to enabling robots to be sensitive to the degree of commitment
exhibited by a human partner in order to adjust its movements accordingly. Finally, it would also
be important to investigate to what extent the skills or information learned with the help of robot
motionese are recalled after several weeks or months—in other words, to probe whether robot
motionese also facilitates the automatisation of new skills or the encoding of new information in
long-term memory.
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