Segmentation of nucleolar organizer regions by means of high dynamic range cell imaging and analysis by Kaftan, Jens N. et al.
Lehrstuhl für Bildverarbeitung
Institute of Imaging & Computer Vision
Segmentation of Nucleolar Organizer
Regions by Means of High Dynamic Range
Cell Imaging and Analysis
Jens N. Kaftan and Andre´ A. Bell and Dietrich Meyer-Ebrecht and
Alfred Bo¨cking and Til Aach
Institute of Imaging and Computer Vision
RWTH Aachen University, 52056 Aachen, Germany
tel: +49 241 80 27860, fax: +49 241 80 22200
web: www.lfb.rwth-aachen.de
in: 11th Workshop Vision, Modeling, and Visualization 2006. See also BIBTEX
entry below.
BIBTEX:
@inproceedings{KAF06b,
author = {Jens N. Kaftan and Andr\’{e} A. Bell and
Dietrich Meyer-Ebrecht and Alfred B\"{o}cking and
Til Aach},
title = {{S}egmentation of {N}ucleolar {O}rganizer {R}egions
by {M}eans of {H}igh {D}ynamic {R}ange {C}ell
{I}maging and {A}nalysis},
booktitle = {11th Workshop Vision, Modeling, and Visualization 2006},
year = 2006,
pages = {285--292},
}
© copyright by the author(s)
document created on: January 26, 2007
created from file: hdragnor-vmv.tex
cover page automatically created with CoverPage.sty
(available at your favourite CTAN mirror)
Segmentation of Nucleolar Organizer Regions by Means of High Dynamic
Range Cell Imaging and Analysis
Jens N. Kaftan1, Andre´ A. Bell1, Dietrich Meyer-Ebrecht1, Alfred Bo¨cking2, Til Aach1 ∗ †
1Institute of Imaging and Computer Vision, RWTH Aachen University, Germany
2Institute for Cytopathology, Heinrich-Heine-University Du¨sseldorf, Germany
Email: andre.bell@lfb.rwth-aachen.de
Abstract
Active nucleolar organizer regions (NORs) are
affine to silver (Ag) and therefore visible in silver
stained cell specimens. These so called AgNORs
are of diagnostic relevance for early cancer diagno-
sis. Therefore we seek to automatically detect and
segment these dark, spot-like regions. This is chal-
lenging, since the contrast between the AgNORs
and the nucleus background varies heavily from cell
to cell due to the not standardized staining process.
Besides those cell images where AgNORs can be
easily detected, there are cell images which appear
to be too dark or too bright.
Hence, the imaging itself has to be improved for
an accurate segmentation of the AgNORs. We show
that high dynamic range (HDR) imaging can be
used as a basis for AgNOR segmentation. Exploit-
ing the greater amount of information in such HDR
images we normalize the cell images, such that a
mean shift segmentation provides promising results
independent of the staining intensity.
1 Introduction
Cancer is the second most common reason for
death in industrial countries. Besides the ongo-
ing research to improve the therapy of cancer, it is
also important to improve the diagnostic process it-
self. Earlier cancer diagnosis increases the chance
for successful treatment. Non-invasive diagnostic
methods help to reduce stress for the patients.
∗The project is supported by the Viktor and Mirka Pollak Fund
for Biomedical Engineering.
†We thank the authors of [1] and [2] for providing
a mean shift implementation at their laboratory website
(http://www.caip.rutgers.edu/riul/), which we have adapted to
work on high dynamic range images.
Conventional diagnostics are based on observa-
tions of macroscopically visible lesions or clinical
symptoms, which are clarified by histopathologi-
cal methods after a biopsy. Alternatively, in many
cases, cell specimens can be taken with tiny brushes
frommucosae or with Fine Needle Aspiration Biop-
sies (FNABs) from different organs, without hurting
surrounding tissues. This offers non- or minimal-
invasively taken specimens, which can be subjected
to molecular or cytopathological diagnostic meth-
ods, enabling earlier cancer detection [3].
Many methods have been developed for cancer
diagnostics on cell specimens, using, e.g., con-
focal laserscanning microscopy, fluorescence mi-
croscopy and DNA-flow-cytometry [4, 5]. We fo-
cus on diagnostics based on visible-light bright-
field microscopy. In such a setup, the cells have
to be stained to observe specific structures. Nu-
merous stains are available and commonly ap-
plied, revealing different information of the cells.
For instance the Papanicolaou and May-Gru¨nwald-
Giemsa stains reveal the cell morphology (i.e., nu-
cleus and plasma), and Feulgen staining is used
to measure the DNA content of the cells, since it
stains the DNA stoichiometrically. Furthermore sil-
ver staining of cells has proven useful for cancer di-
agnostics [6, 7], since the so called nucleolar orga-
nizer regions, in an active state, are demonstrated in
this stain. These are affine to silver (Ag) and there-
fore called AgNORs and are visible as dark, spot-
like areas within the nucleus (see Figure 1 and 2,
column (a) or (b)). Their count is a measure of the
duration of the cell cycle of the cells and thus allows
a tumorgrading. Recently it has been shown that
evaluating the area of AgNORs further improves the
diagnostic sensitivity and allows to preoperatively
distinguish between malignant carcinoma and be-
nign adenoma of the thyroid gland [8].
Segmentation of the AgNORs is a challenging
task, because of the low homogeneity caused by a
not standardized staining process (see variation in
column (a) of Figure 1 and 2). Even within one slide
strong variations in the intensities of cells can be
observed. The cell specimens require a greater dy-
namic range than existing digital cameras are able
to provide. For example increasing the amount
of light or the exposure time overexposes the sur-
roundings and makes the dark nuclei accessible for
the diagnostic process. However, the cells only
stained lightly are then lost for the diagnosis, due to
the saturation of the camera. Hence, improving the
image analysis to segment the AgNORs alone is not
enough, the imaging has to be improved for an accu-
rate segmentation and detection of the AgNORs [9].
Therefore we show that high dynamic range im-
ages, generated from sets of differently exposed im-
ages of the same cell, can be used as a basis for
AgNOR segmentation.
The remaining part of the paper is outlined as fol-
lows. In Section 2 the material will be summarized.
Section 3 will shortly review the acquisition of high
dynamic range images. These images can be seg-
mented, e.g., with the mean shift algorithm (Sec-
tion 4). The mean shift parameters, however, are
strongly dependent on the staining intensity of each
individual cell. To handle this we introduce a vir-
tual imaging environment, adapted to each individ-
ual nucleus, in Section 5, which results in images
that can be segmented using the same parameter set-
tings for the mean shift segmentation. Since the re-
sults tend to be be slightly oversegmented we show
a method to select those segments that are AgNORs
in Section 6. Finally we will give a conclusion and
discussion of the results in Section 8.
2 Material
Our equipment is a Leica DMLA microscope
equipped with a JAI CV-M90 3CCD camera.
The 63x objective lens with numerical aperture
NA = 1.32 has been used for the acquisition of the
images, providing a pixelsize of∆x ≈ 0.1µm.
Using this equipment 42 specimens of pleura
effusions, 63 specimens of fine needle aspiration
biopsies of the thyroid gland and 40 specimens
of the oral mucosa have been investigated. Im-
ages have been acquired in Papanicolaou or May-
Gru¨nwald-Giemsa stain for morphological review.
After destaining and restaining in Feulgen the same
cells have been relocated [10] and acquired again
for the measurement of the DNA-content. Finally
these specimens have been restained with silver
nitrate to demonstrate the AgNORs , which will
be complemented by manual segmentations of the
AgNORs in our ongoing work. In our system seg-
mentations of the cell nuclei are available from the
Feulgen stained images and coregistered to the sil-
ver stained images [10], which we will make use of
in Section 5.
3 High-Dynamic-Range Cell-Imaging
Silver stained cell images usually exhibit overex-
posed (saturated), underexposed (black), and prop-
erly exposed regions. From the same scene one can
acquire further images with different exposure set-
tings, which will reveal different parts as properly
exposed. This leads to an exposure set of the same
scene, which allows to observe the full range of op-
tical density of a cell. Every single image from such
an exposure set is a mapping from the phontoquan-
tity q, impinging on the imaging sensor, to the gray-
or colorvalues in the image, by the mostly nonlinear
camera transfer function (CTF) denoted by f .
Towards this end, we seek to tonally align and
combine these images into one high dynamic range
image. Therefore the inverse f−1 of f has to be ap-
plied to each image first, which will undo the non-
linearities of f . We have shown that the function
f(q) = α+ βqγ (1)
is a good CTF model for the unsaturated part of our
JAI CV-M90 3CCD camera [11].
In the literature different methods have been pub-
lished to estimate f from a set of differently ex-
posed images of the same scene [12, 13, 14, 15].
According to [12] different images of constant ex-
posure ratio, e.g., k = 2, can be summed up into a
joint-histogram for every pair of image fi and fi+1.
The function g(f), which can be observed in this
joint-histogram, is a straight line for cameras with a
CTF following the model (1) (see Equation 2)
g(f) = f(kq)
= α+ β(kq)γ
= α− kγα+ kγα+ kγβqγ
= α(1− kγ) + kγ(α+ βqγ)
= α(1− kγ) + kγf (2)
with slope m = kγ and intercept b = α(1− kγ).
Fitting a line into the unsaturated part of the joint-
histogram, e.g., with linear regression, therefore re-
sults in the parameters α and γ of the model (1).
γ =
logm
log k
(3)
α =
b
1−m (4)
The parameter β is a scaling factor which is not
needed to combine the images into a high dynamic
range image and furthermore can not be recovered
from the joint-histogram. Accordingly for each fi
acquired with a different exposure setting ki, an
estimate for the quantity of light qi, is given by
qˆi = ki
−1fˆ−1(fi) [12]. These single estimates qˆi
are combined into an overall estimate of the photo-
quantity q incident on the imaging sensor using cˆi
as the weighting function
q =
P
i cˆiqˆiP
i cˆi
which is chosen to be the derivative of the CTF
in [12]. Since saturation is not part of the model
given by Equation (1), we additionally have to en-
sure that cˆi vanishes for the toe- and shoulder re-
gions of the CTF.
4 Mean Shift Segmentation
The high dynamic range images, obtained as de-
scribed in Section 3, include all available informa-
tion from each exposure series and therefore enable
the segmentation of objects which are otherwise lost
during the image acquisition.
For the segmentation of nuclei and subcellular
features, like the AgNORs, the segmentation algo-
rithm must consider color-similarity as well as local
connectivity. It has been shown that good results for
image segmentation on conventional images [16] as
well as cell images [17] can be achieved with the
mean shift algorithm [16, 2]. The mean shift algo-
rithm, first proposed in [18] and revisited in [19],
is an unsupervised clustering or mode seeking algo-
rithm and based on a kernel density estimate [2]
fˆ(x) =
1
nhd
nX
i=1
K(
x− xi
h
) (5)
where xi ∈ Rd, i = 1..n are n feature vectors and
h is the window radius of the used kernel. It can be
shown that the gradient estimate of such a Parzen
density estimate using, e.g., an Epanechnikov ker-
nelKE ,
KE(x) =
(
1
2
c−1d (d+ 2)(1− ‖x‖2) ‖x‖ ≤ 1
0 otherwise
becomes
∇ˆf(x) = 1
nhdcd
d+ 2
h2
mh(x) (6)
with
mh(x) =
1
Nx
X
xi∈Sh(x)
(xi − x) (7)
wheremh(x) is the mean shift vector which is pro-
portional to the normalized density gradient esti-
mate. Sh(x) and cd are the d-dimensional sphere
and its volume respectively [2, 18]. The mean shift
vector is therefore always directed towards the max-
imum increase in the density. Iterative calculation
of the mean shift vector and shifting the kernel win-
dow by this vector will converge close to a point
with zero gradient [2], i.e., to a mode correspond-
ing to the initial position. This efficiently seeks, for
every feature vector xi, the corresponding mode on
the underlying density function.
In case of image segmentation, every pixel is as-
signed a feature vector, which is composed of the
spatial location of the pixel and its colorvalue in
the L∗u∗v∗-colorspace. For grayvalue images only
L∗ is used. To account for different spatial and
tonal variances good results can be obtained with
an anisotropic kernel window [2] with radius hs in
the spatial and hr in the range domain, given by
Khs,hr (x) =
C
h2sh
p
r
κ
 ‚‚‚‚xshs
‚‚‚‚2
!
κ
 ‚‚‚‚xrhr
‚‚‚‚2
!
(8)
where xs denotes the two-dimensional spatial part
and xr the range part of a feature vector of dimen-
sion d = p+ 2. The dimension of the colorspace is
denoted by p, e.g., p = 3 for L∗u∗v∗. The function
κ(x) describes the radial profile of the kernelK and
the constant C ensures that the kernel integrates to
one [2]. Applying the mean shift procedure itera-
tively to every pixel one obtains each correspond-
ing mode. Modes that are closer than hs and hr
are grouped into one segment. Furthermore regions
with less than some pixelcount M might be elimi-
nated [2].
For AgNOR segmentation we use the red-
channel only, since the AgNORs can be best ob-
served in this channel.
5 Adaptive Imaging
The wide variety in staining intensity, in terms of
contrast between the regions of interest, i.e., the Ag-
NORs and the nucleus background, makes the seg-
mentation process very challenging. The parame-
ter choice for the mean shift segmentation is cru-
cial and highly dependent on an accurate choice for
each specific cell. In our case especially the choice
of the radius in the range domain hr of the kernel
window (8) is highly dependent on the cell to be
analyzed, even when using high dynamic range im-
ages. To avoid this problem and to achieve a robust
segmentation a somehow ”normalized” representa-
tion of each nucleus is desirable. As for each cell
the segmentation of its nucleus is already available
and coregistered [10] through analysis of another
stain (such as Feulgen), we seek in other words
a CTF of a ”virtual” camera which maps the re-
constructed quantity of light q ∈ [qmin; qmax] in-
side each individual nucleus to a common range
Rout = [gmin; gmax]. Using (1) as a model for
the camera transfer function results in the following
conditions
f(qmax) = gmax = α˜+ β˜qmax
γ˜
f(qmin) = gmin = α˜+ β˜qmin
γ˜ (9)
with qmin being the minimum and qmax the max-
imum quantity of light inside the nucleus. To nor-
malize the nucleus regarding the staining intensity
and consequently also the contrast, we map the
mean photoquantity qµ within the nucleus to a spec-
ified value gµ ∈ Rout
f(qµ) = gµ =ρ · gmax = α˜+ β˜qµγ˜
with ρ ∈
»
gmin
gmax
; 1
–
(10)
The conditions (9) and (10) yield a parameter set of
the virtual CTF given by
α˜ = gmin − β˜qminγ˜ (11)
β˜ =
gmax − gmin
qmaxγ˜ − qminγ˜ (12)
qγ˜µ − qγ˜min
qγ˜max − qγ˜min
=
ρ · gmax − gmin
gmax − gmin (13)
The parameters α˜ and β˜ can be computed directly
from (11) and (12), while γ˜ has to be approximated
from (13) by numerical analysis such as Newton’s
method. The choice of the parameter ρ is basically
arbitrary, but since the AgNORs are known to be
the darkest objects within the nuclei, it is reason-
able to reserve a greater range of Rout for the input
range [qmin; qµ] than [qµ; qmax]which corresponds
to ρ ∈ [0.5; 1.0] (see Figure 1b and 2b). Conse-
quently the normalization is given by
f(q(x,y)) = α˜+ β˜q(x,y)
γ˜ (14)
6 AgNOR Selection
After ”normalization” of a high dynamic range
image the mean shift segmentation algorithm can
be applied without varying the parameter settings.
This results in an segmented image, where each
segment is represented by the color or grayvalue
of its corresponding mode. Since the results
tend to be slightly oversegmented we still need
to classify the segments into two classes for ob-
jects (AgNORs) and background respectively. One
appropriate method for this two-class problem is
Otsu’s threshold selection [20], since it estimates
the optimal threshold τ∗ based on a separability cri-
terion η = σ2B/σ
2
T , which in turn is based on the
model of two Gaussian distributions. σ2T denotes
the total variance and σ2B the between-class vari-
ance of such a distribution, which will be derived in
the following.
Given the histogram of the segmented image, we
seek a threshold τ , which divides the thus observed
grayvalues into two classes C0 and C1. This thres-
hold is considered to be optimal in case it maxi-
mizes η or equivalently the between-class variance
σ2B given by
σ2B(τ) =
1X
j=0
(µj(τ)− µT )2 · ωj(τ)
=
[µTω0(τ)− µ0(τ)]2
ω0(τ)ω1(τ)
(15)
with µj(τ) and ωj(τ) being the mean and probabil-
ity of classCj depending on the chosen threshold τ .
The total mean and variance are denoted by µT and
σ2T .
In other words, the probability pη that a thresh-
old τˆ divides the segmented image accurately into
two classes based on the separability criterion η is
proportional to σ2B(τˆ)
pη(τˆ) =
σ2B(τˆ)P
τ
σ2B(τ)
(16)
Still for proper classification we need some fur-
ther constraints. Consider a situation where the
output of the segmentation method provides a nu-
cleus with a mainly uniform background except for
some darker (the AgNORs) and some lighter (due
to, e.g., noise or blooming) regions. Now the opti-
mal threshold calculated by Otsu’s method might
either be correctly located between the AgNORs
and the background or spuriously between the back-
ground and the lighter regions. In the latter case
some background and the real AgNORs would both
be detected as nucleolar organizer regions, while the
lighter objects would be classified as background,
which are completely surrounded by AgNORs, un-
less they are located at the nucleus boundary. Since
AgNORs never contain holes, this knowledge can
be incorperated into Otsu’s method. Similar to
Equation (16) the probability pν that a threshold di-
vides the segmented image correctly into AgNORs
and background equals zero if a resulting nucleolar
organizer region contains holes:
pν(τˆ) =
(
0 if an AgNOR contains holes
1 otherwise
The optimal threshold τ∗ is considered to be that
one, of all possible, which maximizes the overall
probability
τ∗ = max
τ
pη(τ) · pν(τ)
7 Summary
We have proposed a segmentation algorithm to de-
tect nucleolar organizer regions in silver stained
cells based on ”normalized” high dynamic range
images. The staining process results in a wide range
of optical densities in the silver stained specimens,
which require a greater dynamic range than digital
cameras are able to provide. Therefore differently
exposed images of the cells are combined to over-
come these limitations, such that the whole range of
intensities of the cells are acquired. These high dy-
namic range images are then normalized (see Fig-
ure 1b and 2b) to enable a segmentation with only
one parameter setting, independent of varying stain-
ing intensities. This normalization is guided by an
analysis of the areas relevant to the diagnosis, the
nuclei.
On these normalized high dynamic range images
a mean shift segmentation achieves promising re-
sults (see Figure 1c and 2c). This is complemented
by a classification of the segments into AgNORs
and background based on Otsu’s threshold selection
(see Figure 1d and 2d). Further the knowledge that
AgNORs are the darkest objects in a nucleus and
that AgNORs cannot contain holes has been incor-
porated to a knowledge based Otsu threshold selec-
tion.
8 Results and Discussion
The specimens of the thyroid gland have been man-
ually reviewed and graded by our medical partner.
From this grading we have chosen three of the worst
specimens, within which we have acquired expo-
sure series of a subset of cells. The cells have been
selected to be intensively or lightly stained. Addi-
tionally we have chosen some very dark and light
cells from two specimens of pleura effusion.
We have applied our algorithm on this subset
of 34 difficult cell images. Some results are shown
in Figure 1 for the thyroid gland and Figure 2 for
pleura effusion. The segmentation results have been
reviewed by our medical partner and found to be
satisfactory in 80% of cases. For both materials
we show four examples of satisfactory segmenta-
tion and detection of AgNORs from two intensively
and two lightly stained nuclei, each in the first four
rows of Figure 1 and 2. In both figures the last row
shows, as an example, one nucleus for which the de-
tection of the AgNORs failed. Nevertheless, it can
be observed that the segmentation in these cases are
still reasonable (see Figure 1c and 2c). The result-
ing error is solely a missclassification. We are there-
fore going to improve this classification by adding
further features as additional constraints into the se-
lection process.
Since this result is based on a subset of difficult
cells the overall performance of the algorithm is ex-
pected to be much better. We will show quantitative
results with a manually segmented goldstandard in
the near future.
(a) (b) (c) (d)
Figure 1: This figure shows in every row one out of five different nuclei of FNABs from the thyroid gland,
which are from two specimens with varying staining intensities. The first two rows are from a specimen,
which has been reviewed as lightly stained with low contrast and an overal staining quality of 4 (1 best, 5
worst). The last three rows show nuclei from the other specimen, which has been reviewed as intensively
stained with low contrast and an overall staining quality of 4. In column (a) the red channel of the original
color image of each nucleus is shown, since the AgNORs are best observed in that channel. In Column
(b) and (c) the normalized (ρ = 0.75, Rout = [0; 255]) and segmented (M = 0.15µm2, hr = 25,
hs = 0.15µm) images are shown. Column (d) shows the selected AgNORs and nucleus contours. The
last row shows, as an example, one nucleus for which the detection (column (d)) of the AgNORs failed.
Nevertheless, it can be observed that the segmentation (column (c)) in this case is still reasonable.
(a) (b) (c) (d)
Figure 2: This figure shows in every row one out of five different nuclei of pleura effusion, which are taken
from the same specimen. The first two rows show lightly stained nuclei with normal contrast, while the last
three rows show nuclei which are intensively stained with low contrast. In column (a) the red channel of
the original color image of each nucleus is shown, since the AgNORs are best observed in that channel. In
Column (b) and (c) the normalized (ρ = 0.75, Rout = [0; 255]) and segmented (M = 0.15µm2, hr = 25,
hs = 0.15µm) images are shown. Column (d) shows the selected AgNORs and nucleus contours. The
last row shows, as an example, one nucleus for which the detection (column (d)) of the AgNORs failed.
Nevertheless, it can be observed that the segmentation (column (c)) in this case is still reasonable.
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