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Heisenberg より精密な不確定性関係として得られた.  $\rho$ を物理状態を表す密度作用素
(有限次元の時は密度行列),  A を物理量とすると,Wigner‐Yanase skew information
は次のように [12] で定義される.
I_{ $\rho$}(A)=\displaystyle \frac{1}{2}Tr [(i[$\rho$^{1/2}, A])^{2}] =$\tau$_{\mathrm{T}[ $\rho$ A^{2}]}-Tr[$\rho$^{1/2}A$\rho$^{1/2}A],
ただし [X, Y]=XY-YX はcommutatorである.これは  $\rho$ と  A の非可換性を表す
量であると考えられる.さらにDysonによって次のようにone parameter拡張がな
された.
I_{ $\rho,\ \alpha$}(A)=\displaystyle \frac{1}{2}Tr[(i[$\rho$^{ $\alpha$}, A])(i[$\rho$^{1- $\alpha$}, A =Tr[ $\rho$ A^{2}]-Tr[$\rho$^{ $\alpha$}A$\rho$^{1- $\alpha$}A],  $\alpha$\in [0,1].
この量はWigner‐Yanase‐Dyson skew information といわれている.その後 [4] によっ
てこれらのskew information はquantum Fisher information の特別な場合であるこ
とが示された.すべての quantum Fisher information の族は operator monotone
function のある種のクラスで表現される.一方 Wigner‐Yanase skew information に
関連した不確定性関係とそれを拡張したWigner‐Yanase‐Dyson skew information に
関連した不確定性関係はそれぞれ Luo [8] とYanagi [14] によって与えられた.さらに









2 Metric Adjusted Skew Information
M_{n}(\mathbb{C}) を n\times n complex matrices 全体, M_{n,sa}(\mathbb{C}) を n\times n self‐adjoint matrices 全体
とする.Hilbert‐Schmidt 内積を \{A,  B\rangle =Tr[A^{*}B] とする. M_{n,+}(\mathbb{C}) を M_{n,sa}(\mathbb{C})
のpositive definite matrices 全体, M_{n,+,1}(\mathbb{C}) を密度行列全体とする.すなわち
M_{n,+,1}(\mathbb{C})\equiv\{ $\rho$\in \mathbb{J}\prime I_{n,sa}(\mathbb{C})|Tr $\rho$=1,  $\rho$>0\}\subset M_{n,+}(\mathbb{C}) .
函数 f : (0, +\infty)\rightarrow \mathbb{R} が作用素単調であるとは
A, B\in M_{n,+}(\mathbb{C}) , 0\leq A\leq B\Rightarrow 0\leq f(A)\leq f(B)
を満たすときである.作用素単調函数 f : (0, +\infty) \rightarrow (0, +\infty) は f(x) =xf(x^{-1})
を満たすときsymmetric, f(1)=1 を満たすときnormalized と定義される. \mathcal{F}_{op} を
symmetric normalized operator monotone functions 全体とする.このとき \mathcal{F}_{op} の典
型的な例は次の通りである.
Example 2.1
f_{RLD}(x)=\displaystyle \frac{2x}{x+1}, f_{SLD}(x)=\frac{x+1}{2}, f_{BKM}(x)=\frac{x-1}{\log x},
f_{WY}(x)= (\displaystyle \frac{\sqrt{x}+1}{2})^{2} f_{WYD}(x)= $\alpha$(1- $\alpha$)\displaystyle \frac{(x-1)^{2}}{(x^{ $\alpha$}-1)(x^{1- $\alpha$}-1)},  $\alpha$\in(0,1) .
Remark 2.1 (Gibilisco‐Isola,[5], Kubo‐Ando [7], Petz [9]) 任意の f\in \mathcal{F}_{op} に
対して次の関係が成り立つ.
\displaystyle \frac{2x}{x+1}\leq f(x)\leq \frac{x+1}{2}, x>0.
すなわち f\in \mathcal{F}_{op} は harmonic mean と arithmetic mean の問にある.
f \in \mathcal{F}_{op} に対して f(0) = \displaystyle \lim_{x\rightarrow 0}f(x) とおく.このとき regular functions と
non‐regular functions を次のように定義する.
\mathcal{F}_{op}^{r}=\{f\in \mathcal{F}_{op}|f(0)\neq 0\}, \mathcal{F}_{op}^{n}=\{f\in \mathcal{F}_{op}|f(0)=0\}.





\displaystyle \tilde{f}_{WY}(x)=\sqrt{x}, \tilde{f}_{WYD}(x)=\frac{x^{ $\alpha$}+x^{1- $\alpha$}}{2}, \tilde{f}_{SLD}(x)=\frac{2x}{x+1},
次の結果が成り立つ.
Theorem 2.1 ( \mathrm{G}-\mathrm{I}-\mathrm{I} [4] , Gibilisco‐Hansen‐Isola [3], Petz‐Szabo [10]) f\rightarrow\tilde{f}
は \mathcal{F}_{op}^{r} と \mathcal{F}_{op}^{n} の問の1対1対応である.
ここで Kubo‐Ando [7] によって導入された matrix mean m_{f} は次のように operator
monotone function f\in \mathcal{F}_{op} と対応させることができる.
m_{f}(A, B)=A^{1/2}f(A^{-1/2}BA^{-1/2})A^{1/2}, A ) B\in M_{n,+}(\mathbb{C})
matrix mean の概念から次のようにして monotone metrics の集合を定義する.
\{A, B\}_{ $\rho$,f}=Tr[Am_{f}(L_{ $\rho$}, R_{ $\rho$})^{-1}(B)],
ただし L_{ $\rho$}(A)= $\rho$ A,  R_{ $\rho$}(A)=A $\rho$ である.
Definition 2.2 (Hansen [6], Gibilisco‐Imparato‐Isola [4])  A, B\in M_{n,sa}(\mathbb{C}) ,  $\rho$\in
 M_{n,+,1}(\mathbb{C}) , f\in \mathcal{F}_{op}^{r} に対して次の量を定義する.
Corr $\rho$ f(A, B)\displaystyle \equiv\frac{f(0)}{2}\langle i[ $\rho$, A] , i[ $\rho$, B]\}_{ $\rho$,f}, I_{ $\rho$}^{f}(A)\equiv Corr_{ $\rho$}^{f}(A, A) ,
C_{ $\rho$}^{f}(A, B)\equiv Tr[Am_{f}(L_{ $\rho$}, R_{ $\rho$})B] , C_{ $\rho$}^{f}(A)\equiv C_{ $\rho$}^{f}(A, A) ,
U_{ $\rho$}^{f}(A)\equiv\sqrt{V_{ $\rho$}(A)^{2}-(V_{ $\rho$}(A)-I_{ $\rho$}^{f}(A))^{2}}.
I_{ $\rho$}^{f}(A) は metric adjusted skew informationZ Corr $\rho$ f(A, B) はmetric adjusted corre‐
lation measure と呼ばれている.
Proposition 2.1 (Gibilisco‐Imparato‐Isola [4], Gibilisco‐Isola [5]) A, B\in M_{n,sa}(\mathbb{C}) ,
 $\rho$\in ル  n,+,1(\mathbb{C}) , f\in \mathcal{F}_{op}^{r} に対して次の関係式を得る.
(1) I_{ $\rho$}^{f}(A)=Tr[ $\rho$ A_{0}^{2}]-Tr[A_{0}m_{\overline{f}}(L_{ $\rho$}, R_{ $\rho$})A_{0}]=V_{ $\rho$}(A)-C_{ $\rho$}^{\overline{f}}(A_{0}) .
(2) J_{ $\rho$}^{f}(A)=Tr[ $\rho$ A_{0}^{2}]+Tr[A_{0}m_{\overline{f}}(L_{ $\rho$}, R_{ $\rho$})A_{0}]=V_{ $\rho$}(A)+C_{ $\rho$}^{\overline{f}}(A_{0}) .
(3) 0\leq I_{ $\rho$}^{f}(A)\leq U_{ $\rho$}^{f}(A)\leq V_{ $\rho$}(A) .
(4) U_{ $\rho$}^{f}(A)=\sqrt{I_{ $\rho$}^{f}(A)J_{ $\rho$}^{f}(A)}.
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(5) Corr $\rho$ f(A, B) =\displaystyle \frac{1}{2}Tr[ $\rho$ A_{0}B_{0}]+\frac{1}{2}Tr[ $\rho$ B_{0}A_{0}]-Tr[A_{0}m_{\overline{f}}(L_{ $\rho$}, R_{ $\rho$})B_{0}]
=\displaystyle \frac{1}{2}Tr[ $\rho$ A_{0}B_{0}]+\frac{1}{2}Tr[ $\rho$ B_{0}A_{0}]-C_{ $\rho$}^{\overline{f}}(A_{0}, B_{0}) .
Theorem 2.2 (Yanagi [16], Furuichi‐Yanagi [2]) f\in \mathcal{F}_{op}^{r} が
\displaystyle \frac{x+1}{2}+f^{\sim}(x) \geq 2f(x)
を満たせば次の2つの不確定性関係が成り立つ.
U_{ $\rho$}^{f}(A)U_{ $\rho$}^{f}(B)\geq f(0)|Tr[ $\rho$[A, B]]|^{2},
U_{ $\rho$}^{f}(A)U_{ $\rho$}^{f}(B)\geq 4f(0)|Corr_{ $\rho$}^{f}(A, B)|^{2}
ただし A, B\in M_{n,\mathrm{s}a}(\mathbb{C}) ,  $\rho$\in M_{n,+,1}(\mathbb{C}) とする.
ここで
f_{WYD}(x)= $\alpha$(1- $\alpha$)\displaystyle \frac{(x-1)^{2}}{(x^{ $\alpha$}-1)(x^{1- $\alpha$}-1)},  $\alpha$\in(0,1) ,
のときには次の不確定性関係が得られる.
Corollary 2.1 A, B\in M_{n,sa}(\mathbb{C}) )  $\rho$\in M_{n,+,1}(\mathbb{C}) に対して次が成り立つ.
U_{ $\rho$}^{f_{WYD}}(A)U_{ $\rho$}^{f_{WYD}}(B)\geq $\alpha$(1- $\alpha$)|Tr[ $\rho$[A, B]]|^{2},
U_{ $\rho$}^{f_{WYD}}(A)U_{ $\rho$}^{f_{WYD}}(B)\geq 4 $\alpha$(1- $\alpha$)|Corr_{ $\rho,\ \alpha$,\frac{1}{2}}(A, B)|^{2},
ただし
Corr  $\rho,\ \alpha$,\displaystyle \frac{1}{2}(A, B)=\frac{1}{2}Tr[ $\rho$ AB]+\frac{1}{2}Tr[ $\rho$ BA]-\frac{1}{2}Tr[$\rho$^{ $\alpha$}A$\rho$^{1- $\alpha$}B]-\frac{1}{2}Tr[$\rho$^{1- $\alpha$}A$\rho$^{ $\alpha$}B].
3 Generalized metric adjusted skew information
前節の拡張となる不確定性関係が得られる. g, f\in 7_{op} が次の条件 (A) を満たすと
する.





Definition 3.1 A, B\in M_{n,sa}(\mathbb{C}) ,  $\rho$\in M_{n,+,1}(\mathbb{C}) に対して次の量を定義する.
Corr $\rho$(g,f)(A, B) = k\langle i[ $\rho$, A_{0}] , i[ $\rho$, B_{0}]\rangle_{f}
= Tr[A_{0}m_{g}(L_{ $\rho$}, R_{ $\rho$})B_{0}]-Tr[A_{0}m_{$\Delta$_{g}^{f}}(L_{ $\rho$}, R_{ $\rho$})B_{0}].
I_{ $\rho$}^{(g,f)}(A) = Corr $\rho$(g,f)(A, A)
= Tr[A_{0}m_{g}(L_{ $\rho$}, R_{ $\rho$})A_{0}]-Tr[A_{0}m_{$\Delta$_{g}^{f}}(L_{ $\rho$}, R_{ $\rho$})A_{0}]-Tr[A_{0}m_{$\Delta$_{g}^{f}}(L_{ $\rho$}, R_{ $\rho$})A_{0}].
J_{ $\rho$}^{(g,f)}(A)=Tr[A_{0}m_{g}(L_{ $\rho$}, R_{ $\rho$})A_{0}]-Tr[A_{0}m_{$\Delta$_{g}^{f}}(L_{ $\rho$}, R_{ $\rho$})A_{0}]+Tr[A_{0}m_{$\Delta$_{g}^{f}}(L_{ $\rho$}, R_{ $\rho$})A_{0}].
U_{ $\rho$}^{(g,f)}(A)=\sqrt{I_{ $\rho$}^{(gf)}(A)J_{ $\rho$}^{(g,f)}(A)}.
Theorem 3.1条件 (A) の下で次が成り立つ.
(1) A, B\in M_{n,sa}(\mathbb{C}) ,  $\rho$\in M_{n,+,1}(\mathbb{C}) に対して
I_{ $\rho$}^{(g,f)}\cdot I_{ $\rho$}^{(g,f)} \geq |Corr_{ $\rho$}^{(g,f)}(A, B)|^{2}.
(2) A, B\in M_{n,sa}(\mathbb{C}) ,  $\rho$\in M_{n,+,1}(\mathrm{C}) に対して次の条件 (B) を満たすとする.
g(x)+$\Delta$_{g}^{f}(x)\geq\ell f(x) for some \ell>0.
このとき
U_{ $\rho$}^{(g,f)}(A) U_{ $\rho$}^{(g} )f)(B) \geq  kP|Tr[ $\rho$[A, B]]|^{2}
4 Generalized quasi‐metric adjusted skew infor‐
mation
必ずしもエルミートではない X, Y\in M_{n}(\mathbb{C}) に対する一般化された不確定性関係を
考える.
Definition 4.1 X, Y\in M_{n}(\mathbb{C}) , A, B\in M_{n,+}(\mathbb{C}) に対して次の量を定義する.
$\Gamma$_{A,B}^{(g,f)}(X, Y) = k\langle(L_{A}-R_{B})X, (L_{A}-R_{B})Y\}_{f}
= kTr[X^{*}(L_{A}-R_{B})m_{f}(L_{A}, R_{B})^{-1}(L_{A}-R_{B})Y]
= Tr[X^{*}m_{g}(L_{A}, R_{B})Y]-Tr[X^{*}m_{$\Delta$_{b}^{f}}(L_{A}, R_{B})Y] )
I_{A,B}^{(g,f)}(X)=$\Gamma$_{A,B}^{(g,f)}(X, X) ,
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$\Psi$_{A,B}^{(g,f)}(X, Y)=Tr[X^{*}m_{g}(L_{A}, R_{B})Y]+Tr[X^{*}m_{$\Delta$_{g}^{f}}(L_{A}, R_{B})Y],
J_{A,B}^{(g,f)}(X)=$\Psi$_{A,B}^{(g,f)}(X, X) ,
U_{A,B}^{(g_{)}f)}(X)=\sqrt{I_{A,B}^{(g,f)}(X)J_{A,B}^{(gf)}(X)}.
Theorem 4.1条件 (A) の下で次が成り立つ.
(1) X, Y\in M_{n}(\mathbb{C}) , A, B\in M_{n,+}(\mathbb{C}) に対して
I_{A,B}^{(g,f)}(X)\displaystyle \cdot I_{A,B}^{(g,f)}(Y)\geq |$\Gamma$_{A,B}^{(g,f)}(X, Y)|^{2}\geq\frac{1}{16}(I_{A,B}^{(g,f)}(X+Y)-I_{A,B}^{(g,f)}(X-Y))^{2}.
(2) X , Y \in M娠\mathbb{C}) , A ) B\in M_{n,+}(\mathbb{C}) に対して次の条件 (B) を満たすとする.
g(x)+$\Delta$_{g}^{f}(x)\geq\ell f(x) for some \ell>0.
このとき
(a) U_{A,B}^{(g,f)}(X)\cdot U_{A_{)}B}^{(g_{)}f)}(Y)\geq k\ell|Tr[X^{*}|L_{A}-R_{B}|Y]|^{2}.
(b) U_{A,B}^{(g,f)}(X)\displaystyle \cdot U_{A,B}^{(g,f)}(Y)\geq\frac{f(0)^{2}\ell}{k}|$\Gamma$_{A,B}^{(g,f)}(X, Y)|^{2}
ここで
g(x)=f_{SLD}(x)=\displaystyle \frac{x+1}{2},
f(x)=f_{WYD}(x)= $\alpha$(1- $\alpha$)\displaystyle \frac{(x-1)^{2}}{(x^{ $\alpha$}-1)(x^{1- $\alpha$}-1)},  $\alpha$\in(0,1) ,
k=\displaystyle \frac{f(0)}{2}, \ell=2
のときには Theorem 4.1の(2) (a) より fidelity と trace distance との間の新しい関
係式が得られる.
Corollary 4.1 A, B\in M_{n,+}(\mathbb{C}) に対して次が成り立つ.
\displaystyle \frac{1}{2}Tr[A+B-|L_{A}-R_{B}|I] \leq\inf_{0\leq $\alpha$\leq 1}Tr[A^{1- $\alpha$}B^{ $\alpha$}] \leq Tr[A^{1/2}B^{1/2}]
\leq \displaystyle \frac{1}{2}Tr[A^{ $\alpha$}B^{1- $\alpha$}+A^{1- $\alpha$}B^{ $\alpha$}] \leq\sqrt{(\frac{1}{2}Tr[A+B])^{2}- $\alpha$(1- $\alpha$)(Tr[|L_{A}-R_{B}|I])^{2}}.
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Remark 4.1次の (1), 紛に注意する.
(1) Corollary 4.1は Powers -St $\phi$ rmer[11] と Audenaert et al [1] によって得られた
次の結果の別の表現である.
\displaystyle \frac{1}{2}Tr[A+B-|A-B|]\leq\inf_{0\leq $\alpha$\leq 1}Tr[A^{1- $\alpha$}B^{ $\alpha$}] \leq Tr[A^{1/2}B^{1/2}]
\leq \sqrt{(\frac{1}{2}Tr[A+B])^{2}-\frac{1}{4}(Tr[|A-B|])^{2}}.
(2) Tr[|L_{A}-R_{B}|I] と Tr[|A-B|] の関係はない.なぜなら
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