INTRODUCTION
Moments of probability measures such as expectation and variance are important tools throughout probability theory and its applications.
Moment conditions appear as helpful and crucial in almost all problems connected with the convergence in various senses of sequences of independent random variables. We shall restrict our attention to the almost sure convergence and the scope of the strong law of large numbers.
The aim of this paper is to report on new developments and results in the theory of expectations and variances for random variables taking their values in a topological group. The groups under discussion will be either the additive groups of topological vector spaces or locally compact groups. While the framework of a topological vector space.admits a very natural extension of the notion of moments, some new ideas are needed in the case of an arbitrary locally compact group. Our exposition will be twofold" it will indicate the imitation procedures and at the same time describe the innovation available.
We start with the classical set up. Let X be a real random variable on a probability space (, (7, [1] .
It is the nonuniqueness of the expectation in this case which yields the appropriate extension of the concept to arbitrary compact groups.
BASIC NOTIONS
Before entering the subject proper a review of some basic notions from probability theory on a topological group seems to be in order.
For details in the locally compact case the reader is referred to Heyer [14] . The set of all Dirac measures on G will be abbreviated by (G).
THE THREE-SERIES THEOREM IN BANACH SPACES
We are given a Bernoulli sequence on some probability space (n,O,P), that is a sequence (j)j.>l of independent random variables cj such that P [c.
- 
THE SPECIAL CASES OF FINITE GROUPS AND LIE GROUPS
Here we shall discuss versions of the three-series theorem for gener- [25] , [26] . For an expository presentation of the subject until 1970 see P. Ressel [28] . A discussion of the case of Hilbert space is also contained in the book [10] Dispersions of probabilities on a sphere appear at an early stage in the work [7] of R.A. Fisher. Applications to problems of statistical estimation have been discussed by W. Uhlmann [32] and H. Vogt [34] .
In the framework of the hyperbolic plane and space., expectations and variances can be introduced via derivatives of Fourier transforms of measures. A starting point was set by F.I. Karpelevich, V.N. Tutubalin and M.G. Shur in [16] . A different but similar approach is due MOMENTS OF PROBABILITY MEASURES ON A GROUP 33 to V.N. Tutubalin [31] . Applications to the central limit theorem indicated already in [16] have been made precise 5y J. Faraut [6] .
They rely on the general theory of spherical functions (S. Helgason [12] , N.J. Vilenkin [33] ), especially for the Gelfand pair (SL (2,), SO (2, )), as discussed particularly in [29] by M. Sugiura, and their impact to probability theory on certain symmetric spaces (R. Gangolli [8] , [9] ).
The central limit theorem envisaged can be extended to all hyperSolic spaces. Its generalization to arbitrary Gelfand pairs seems to be a realistic goal.
There are various other approaches to dispersion measures of proDaDilities in a general setting.
The axiomatics of Section 5 extends to semigroups (see T. Byczkowski et al. in [2] and [3] References and a few details are contained in the author's note [13] and in his monograph [14] .
