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On présente dans ce mémoire une étude numérique de la phase intermédiaire, en
fonction de la coordination, obtenue à l’aide de l’algorithme appelé jeu des cailÏoux
qui permet d’identifier la rigidité d’un système à l’aide de la théorie de la perco
lation de la rigidité. Nous avons ajouté à l’algorithme initial une équilibration des
liens, permettant ainsi au système étudié de se réorganiser. Dans notre étude, nous
considérons des réseaux en 2D à force centrale, pius particulièrement des réseaux
triangulaires.
Dans la phase intermédiaire que nous obtenons, le réseau peut être autant
rigide que flexible. La probabilité que le réseau soit rigide passe de zéro au point de
transition de rigidité à un au point de transition de stress. Nous avons également
calculé le coût entropique relié à l’auto-organisation du réseau. Ce coût entropique
demeure faible, seulement 2% par rapport à l’entropie par site du réseau aléatoire.
Comme ce coût entropique est beaucoup plus petit que le coût énergétique associé
à la création de stress, la minimisation de l’énergie libre favorise l’auto-organisation
à la création de stress, permettant ainsi la formation de la phase intermédiaire. La
phase intermédiaire peut donc exister thermodynamiquement.
De plus, la formation du réseau est également différente dans la phase in
termédiaire. Lorsque la coordination moyenne du réseau augmente, sa rigidité aug
meute également mais cette augmentation est beaucoup plus grande dans la phase
intermédiaire. Cette phase intermédiaire peut en fait être associée à une phase
auto-critique, enlever ou ajouter un lien ayant un impact à travers l’ensemble du
réseau.
Mots clés: Phase intermédiaire, Auto-organisation, Jeu des cailloux,
Théorie de la rigidité, Auto-criticalité, Percolation.
ABSTRACT
We presellt here a numerical study of the intemediate phase obtained through
the use of the algorithm known as the pebbte game. This algorithm identifies the
rigidity of a system, in function of its coordination, through the rigidity percolation
theory. To the initial version of the algorithm, we added a feature allowing a bond
equilibration, thus permitting the system to reorganise itself. In our study, we have
considered 2D central force networks, more particularely the triangular lattice.
III the intermediate phase that we obtained, the network has the possibility of
being floppy as well as rigid. The probability for the system of being rigid goes
from zero at the rigidity transition to one at the stress transition. We have also
calculated the entropic cost related to the seif-organization of the network. This
cost rernains small, only 291o of the total entropy per site of the random network.
Since the entropic cost is much smaller than the energetic cost related to the cre
ation of stress, the minimisation of the free energy favors the seif-organization to
the creation of stress thus allowing the formation of the intermediate phase. Thus,
the intermediate phase does exist from a thermodynamical point of view.
In our model, the formation of the network is different within the intermediate
phase. While the mean coordination of the network rises, its rigidity also increases
but the rate at which it increases is much larger within the intermediate phase.
The intermediate phase is in fact related to an auto-critical phase, where adding
or removing having an impact on the whole network.
Keywords: Intermediate phase, Self-organisation, Pebble game, Rigid




TABLE DES MATIÈRES y
LISTE DES FIGURES vii
LISTE DES SIGLES xiii
REMERCIEMENTS xiv
INTRODUCTION 1
CHAPITRE 1 : THÉORIE DE LA RIGIDITÉ 8
1.1 Calcul des contraintes de Maxwell 9
1.2 Percolation de la rigidité 16
1.3 Revue de la phase intermédiaire 18
1.4 Jeu des cailloux 20
1.4.1 Transition de rigidité standard 24
1.4.2 Phase intermédiaire 25
1.5 Réseaux covalents en 3D 27
CHAPITRE 2: SELF-ORGANIZATION WITH EQUILIBRATION:




2.3 The intermediate phase in the rigidity phase diagram 32
2.4 A self-organization model with equilibration 37








3.5.3 The floppy to rigid case
3.5.4 Floppy to floppy







2.6 Entropy cost of self-organization
2.7 Conclusion
2.8 Acknowledgments































1 Changements de l’enthalpie non-réversible (H(x)) pour le GePSei_2.
L’enthalpie non-réversible ne varie pas selon l’âge de l’échantillon
dans la phase intermédiaire alors qu’elle augmente en fonction du
vieillissement de l’échantillon à l’extérieur de la phase intermédiaire.
La fenêtre de réversibilité se situe entre O.09<x<O.145. La figure est
prise de la Réf. [1] 4
1.1 Exemple de structures flexible (a), rigide (b) et stressée (c) 11
1.2 Mouvements internes reliés à la structure flexible présentée à la
Fig. 1.1(a) 11
1.3 Exemple de structure stressée possédant plus de deux modes flexibles.
Les sites sont représentés par les points noirs et les liens par les lignes
reliant les sites 13
1.4 Probabilité que le réseau possède un amas rigide percolant en fonc
tion de la coordination moyenne. Les résultats sont obtenus avec
l’aide de l’algorithme du jeu des cailloux et sont moyennés sur 200
simulations indépendantes pour chaque grandeur de réseau 17
1.5 Probabilité de trouver un amas percolant (configuration rigide) en
fonction de la coordination moyenne du réseau. Les résultats sont
obtellus avec l’algorithme du jeu des cailloux et sont moyennés sur
200 simulations indépendantes 19
1.6 Application de l’algorithme du jeu des cailloux aux structures flexible
(a), rigide (b) et stressée (c) présentées à la Fig. 1.1. Notons que
pour la structure stressée (c), l’apparation du stress s’effectue lors de
l’ajout du dernier lien et que ce lien n’est pas couvert par un caillou.
Le lien qui n’est pas couvert par un caillou dépend seulement de
l’ordre de placement des lieus 22
V”
1.7 Exemple de l’algorithme du jeu des cailloux. Les sites (petits cercles)
remplis de blanc appartiennent à plusieurs amas alors que ceux rem
plis de noirs appartiennent à un seul amas. Les cailloux (grands
cercles) libres sont blancs alors que les cailloux ancrés à un lien
sont noirs. Les régions grises représentent les différents amas ri
gides. Dans l’exemple présenté, tous les liens sont indépendants et
sont représentés par une ligne reliant deux sites. Un lien test est
représenté par une ligne pointillé. La partie (a) montre comment
un caillou libre se propage jusqu’à un site test. Dans cet exemple,
quatre cailloux libres sont trouvés aux sites tests et le liell test est
donc indépendant et couvert par un caillou (b) 23
1.8 Fraction des liens faisant partie de l’amas rigide ou stressé de per
colation pour réseau aléatoire de 1 000 000 sites. Les résultats sont
moyennés sur 200 simulations indépendantes 25
1.9 Graphique représentant le nombre de liens faisant partie de l’amas
rigide (trait plein) ou stressé (trait discontinu) percolant à travers
le réseau. La dimension du réseau est de 1000x1000 sites 26
2.1 The dependence of the fraction of bonds in the percolating rigid
cluster and the percolating stressed region for the random case and
the self-organized case without equilibration. In the random case,
the rigidity and stress percolation thresholds coincide. In the self
organized case, these thresholds do not coincide and there is an in
termediate phase (shaded) between them. The stressed region is de
fined here as the contiguous percolating set of stressed bonds within
the percolating rigid cluster. The simulations are averaged over 2
realizations on the bond-diluted triangular lattice of 400 x 400 sites.
The figure is taken from Ref. [21 36
ix
2.2 The fraction of networks in which the percolating rigid cluster is
present as a function of (r) for the model of seif-organization without
equilibration. Each curve is obtained from 200 separate runs on a
bond-diluted triangular lattice; the lattice sizes are indicated in the
legend 37
2.3 Same as in Fig. 2.2, but now for the model with equillbration, for
triailgular networks of 10000 sites and for several different equili
bration times indicated in the legend as the number of equilibration
steps per each inserted bond above (r) = 3.5; below (r) 3.5,
there are 10 equilibration steps per bond in ail cases. The data are
likewise from 100 separate runs, but in addition, from each run ail
networks obtained during the equilibration procedure at the given
mean coordination are taken into account 40
2.4 Same as in Fig. 2.3, but for different network sizes indicated in the
legend, aiways using 10 equilibration steps per inserted bond below
(r) = 3.5 and 100 equilibration steps above 41
2.5 The fraction u of “allowed bonds” (places where a bond can be inser
ted without creating stress) as a function of the mean coordination
(r), for a triangular network of 50176 sites, with equilibration time
of 1000 steps per inserted bond above (r) = 3.5 and 10 steps below.
The resuit is obtained by a Monte Carlo procedure described in the
text; at each mean coordination, it is averaged over the networks
obtained during equilibration 45
X2.6 The difference in the bond-configurational entropy between random
and self-organized triangular networks, s, as a function of the mean
coordination (r), shown for several network sizes and equilibration
times, as well as the asymptotic value (i.e., the extrapolation to the
infinite size and relaxation time, as described in the text). Quantity
y used to calculate /.s is obtained by the Monte Carlo procedure
described in the text and then averaged over networks obtained du-
ring equilibration at the given (r). In the main plot, ail thin unes are
results for 50176 sites; the equilibration times are, top to bottom
10 steps, 30 steps, 100 steps and 300 steps per added bond. The
thick line is the asymptotic. In the illset, ail thin unes are results
for 1000 equilibration steps per added bond. The sizes are, top to
bottom 5476 sites, 15376 sites and 50176 sites. The thick line is
again the asymptotic. The asymptotics are themseives extrapolated
to (r) = 4, as described in the text. All equilibration times iisted are
for (r) > 3.5; for (r) < 3.5, 10 equilibration steps per added bond
are always used 48
3.1 Left panel Proportion of rigid bonds as a function of the mean
coordination for the raildom and self-organized cases. Right panel
Derivative of the respective curves of the left panel. The results are
averaged over 200 independant simulations on a network of 90 000
sites 57
3.2 (a) Fraction of the total bonds of the network converted from floppy
to rigid when adding a bond to a self-organized network as a function
of the average coordination. (b) Number of bonds converted from
floppy to rigid when adding a bond to a network of 90000 sites for
both the random and self-organized cases. Results are averaged over
200 independent simulations 60
xi
3.3 (a) Fraction of the total bonds of the network that are converted from
rigid to floppy when removing a bond from a self-organized network.
(b) Number of bonds that are converted from rigid to floppy when
removing a bond from a network of 90000 sites for both the random
and self-organized cases. Resuits are averaged over 200 independent
simulations 61
3.4 Fraction of the total bonds of the network being converted when the
network changes from floppy to rigid (rigid to floppy) whule adding
(removing) a bond. The network contains 90000 sites and the resuits
are averaged over 200 independent simulations 62
3.5 Rigidification process occuring whule adding a bond to a network of
10000 sites at a coordination of 3.97 when the network goes from
floppy to rigid. The upper figure shows rigid (blue, bold) and floppy
(red, thin) bonds before adding a bond. The lower figure shows the
added bond (circled, red), the floppy bonds that become rigid (green,
bold) and the initially rigid bonds (blue) 64
3.6 Rigidification process taking place when the network is floppy before
and after the addition of a bond. The upper figure shows the floppy
(red, thin) and rigid (blue, bold) bonds before the addition of the
bond and the bottom figure the shows the added bond (circled, red)
with the rigid (blue) and converted bonds (green, bold) 66
3.7 Fraction of the total bonds of the network converted when adding
or rernoving a bond for the floppy to floppy (a) and rigid to rigid
(b) cases. The results are averaged over 200 independent simulations
and srnoothed with gaussians 68
3.8 Histogram of the distances between the converted bonds and the
new added (a) or removed (b) bond for a network size of 90000 sites.
The resuits are averaged over 200 independent simulations 70
xii
3.9 Histogram of the distances between the converted bonds and the
removed or added bond for the case where the network goes from
floppy to floppy (a) and rigid to rigid (b) at a coordination of 3.98.
The network size is 90 000 sites and the resuits are averaged over
200 independant simulations 71
3.10 Variations in the frequency of C$ tetrahedral units as a function of
pressure for different GeSei_ glasses. Triangles are resuits taken
from the work of Murase and Fukunaga [3] and flhled circles are
resuits of the work of Boolchand et al. [4]. The figure is taken from
Ref. [4] 73
LISTE DES SIGLES
ART (Activation and relaxation technique) Technique d’activation et de relaxation
FET (Field effect transistor) Transistor à effet de champ
SICA (Size increasing cluster approximation) Approximation
de l’aggrandissement de la dimension des amas




Il est essentiel de remercier quelques personnes sans qui la fin de ce mémoire
n’aurait pas eu lieu. Tout d’abord, je me dois de remercier Normand pour l’origina
lité de ses projets (bien que ceux-ci peuvent devenir plus complexes qu’il ne l’aurait
initialement supposé), sa disponibilité et son point de vue critique. Sur ce dernier
point, il est cependant surpassé de loin par Mykyta à qui je dois beaucoup et qui
a permis de faire avancer ce projet avec une connaissance profonde du domaine et
des idées que je n’aurais eues par moi-même.
Merci également à tous mes collègues de bureau Geneviève, Philippe, Fedwa,
J-F, J-F et Keviil ainsi qu’à Danny qui m’a de nombreuses fois aidé et à Patrick qui,
de sa seule présence, sait enjouer son entourage. Merci aussi à Michel et Laurent
pour leurs discussions et leurs sens de l’humour qui rendent le groupe de matière
condensée fort agréable.
Je me dois aussi de remercier quelques personnes pour leur support moral tout
au long de ma maîtrise; Philippe qui a écouté mes nombreux problèmes et qui a su
me rassurer par son expérience; Catherine et Guillaume ainsi que mes compagnons
de maîtrise et doctorat des autres groupes de recherche Phil (l’autre), Laure,
Annie, Rox, Pat, Hélène et Yonny; et finalement toutes les autres personnes que
j’ai oublié de mentionner et qui croient mériter une place dans ces remerciements.
INTRODUCTION
L’étude de la rigidité d’un système en fonction de sa coordination a permis de
mieux comprendre de nombreuses propriétés structurales de différents systèmes tels
les protéines [5—8], les interfaces [9—111, les verres de chalcogénure [1,4,12—23,23—29],
etc. En particulier, dans les années 1970, Phillips a remarqué que, parmi les verres
de chalcogénure, les meilleurs formeurs de verres sont ceux dont la composition
correspond à une coordination moyenne qui se situe au point de transition de rigi
dité [30], où le nombre de contraintes et le nombre de degrés de liberté sont égaux.
Un degré de liberté correspond à un mouvement atomique sans coût énergétique.
Par exemple, un atome isolé peut bouger librement et aucun coût énergétique n’est
relié à son mouvement. Une contrainte correspond à une liaison entre deux atomes
et enlève donc une certaine liberté de mouvements ou degré de liberté. Ainsi, dans
notre exemple d’un atome isolé, lui ajouter plus de liens que le nombre de degrés
de liberté qu’il possède lui enlève tout mouvement sans coût énergétique. Afin de
respecter toutes les contraintes ajoutées, le déplacement de cet atome nécessite un
certain apport énergétique. Ce procédé est le même pour l’ensemble d’un système.
Lorsqu’un système a une coordination moyenne au-dessous du point de transi
tion de rigidité, son nombre de degrés de liberté est plus grand que son nombre
de contraintes. Il existe donc certains mouvements sans coût énergétique et les
atomes peuvent se réorganiser afin d’obtenir une structure cristalline. Ces mou
vements sans coût énergétique donnent une certaine flexibilité au système en lui
permettant de se déformer (toujours sans coût énergétique) et ce genre de système
est donc appelé flexibte. Pour un système possédant une plus grande coordination
moyenne que celle correspondant au point de transition de rigidité, son nombre de
contraintes est plus grand que son nombre de degrés de liberté et il n’existe plus de
mouvements atomiques sans coût énergétique. Les atomes ne peuvent donc pas se
réorganiser en structure cristalline. Par contre, un plus grand nombre de contraintes
que de degrés de liberté implique une surcontrainte du système qui correspond à un
stress. L’apparition de stress abaisse la barrière d’énergie menant à une structure
2cristalline et le système aura alors tendance à se cristalliser malgré tout. Ce genre
de systèmes ne possédant aucune flexibilité et étant stressés sont dits rigides et
stressés. Ce sont les systèmes entre ces deux phases (flexible et rigide et stressée),
se situant au point de transition de rigidité et étant rigides et non-stressés, qui
correspondent aux meilleurs formeurs de verres. Leur nombre de contraintes étant
égal à leur nombre de degrés de liberté, il n’existe pas suffisamment de mouvements
sans coût énergétique afin de permettre aux atomes de se réorganiser en structure
cristalline et comme il n’y a pas de stress présent, la barrière énergétique menant
à la strucutre cristalline demeure élevée. Ces systèmes n’auront donc pas tendance
à se cristalliser et demeureront sous la forme de verres.
Dans cette définition de la transition de rigidité, le point de transition est seule
ment défini par le nombre de contraintes présentes dans le système étudié. Cette
approche s’applique donc à n’importe quel système, que ce soit un réseau régulier
ou aléatoire en 2D ou 3D. Cependant, le point de transition de rigidité dépend
du genre de contraintes. Par exemple, dans les systèmes en 2D à force centrale,
chaque lien représente une contrainte et le nombre de contraintes est alors donné
par le nombre de liens. Par contre, les verres ne sont pas seulement définis par des
contraintes fixant la distance entre les atomes (liens) mais aussi par les angles de
liaisons. Pour mieux représenter les verres, il faut donc ajouter une contrainte qui
définit l’angle entre les différents liens. Dans ce cas, le nombre de contraintes n’est
pas seulement définit par le nombre de liens mais aussi par les angles de liaisons
et le point de transition de rigidité est alors différent du cas où il n’y a pas de
contraintes associées aux angles de liaisons.
En 1983, une étude numérique de Thorpe sur des réseaux aléatoires [31] a
montré que la transition de configurations flexibles à rigides est associé à la perco
lation de la rigidité. Dans un système à basse coordination, le réseau possède prin
cipalement de larges régions flexibles avec la présence de quelques petites régions
rigides. Dans les systèmes à grande coordination, il y a percolation de la rigidité
avec la présence de quelques petites régions flexibles. La transition de rigidité est
associée au point où la percolation de la rigidité apparaît.
3De plus récentes études numériques [32] ont montré que, pour certains systèmes,
le point de transition de rigidité est en fait double. Alors qu’une transition du
système de flexible à rigide et stressé se produit pour un système aléatoire, un
système qui est construit de façon à éviter toutes formes de stress possède deux
points de transition. Un premier où la percolation de la rigidité apparaît; à ce point,
le système passe de flexible à rigide et non-stressé. Le second point de transition
définit une transition de stress où la percolation de stress apparaît. L’intervalle se
situallt entre ces deux points de transition définit une phase où les systèmes sont
rigides mais non-stressés. On appelle cet intervalle phase intermédiaire.
Des études expérimentales effectuées par Punit Boolchand ont démontré l’exis
tence d’une semblable phase intermédiaire dans les verres de chalcogénure [1, 4,
12—23,23—27], des composés de la forme ABC1__ où A est un atome d’état de
valence 4 (en général Ge ou Si), B est un atome d’état de valence 3 et C est un
chalcogène. Un chalcogène est un atome de la colonne VIB du tableau périodique
(O, S, Se, Te). L’état de valence correspond au nombre de liaisons possibles, donc à
la coordination (nombre de plus proches voisins) associée à chaque atome. La varia
tion de la composition de ces verres permet de changer la proportion des atomes de
valence 2,3 et 4 et ainsi modifier leur coordination moyenne. Il existe un intervalle
de coordination moyenne de ces verres, associé à la phase intermédiaire, dans lequel
ceux-ci possèdent des propriétés particulières tout en étant rigides et non-stressés.
Par exemple, les verres de chalcogénure ayant une coordination moyenne se situant
dans la phase intermédiaire ne présentent aucune trace de vieillissement alors qu’un
vieillissement significatif existe à l’extérieur de cette phase [1] (Fig. 1). La nature
de cette phase intermédiaire est encore débattue mais en général on la relie à une
auto-organisation des atomes dans le but de minimiser l’énergie du système.
Le seul fait que les systèmes dans la phase intermédiaire ne vieillissent pas les
rend très intéressant pour l’utilisation technologique mais il semble que l’efficacité
de certains dispositifs soit également reliée aux propriétés associées à cette phase
intermédiaire. Par exemple, les transistors à effet de champ (FET) sont composés











FIG. 1 — Changements de l’enthalpie non-réversible (zHnr(X)) pour le GePSe1_2.
L’enthalpie non-réversible ne varie pas selon l’âge de l’échantillon dans la phase
intermédiaire alors qu’elle augmente en fonction du vieillissement de l’échantillon
à l’extérieur de la phase intermédiaire. La fenêtre de réversibilité se situe entre
O.09<x<O.145. La figure est prise de la Réf. [1].
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5d’un diélectrique à k élevé, où k est la constante relative statique diélectrique (9].
L’efficacité de ce genre de dispositif est grandement influencée par les interfaces Si
5i02 et Si02-diélectrique à k élevé et celle-ci est pins élevée lorsque les interfaces se
situent à une coordination à l’intérieur de la phase intermédiaire. Ceci serait prin
cipalement relié à l’auto-organisation se produisant dans la phase intermédiaire,
permettant ainsi de minimiser le nombre de défauts aux interfaces [9—11]. La
compréhension de la nature de la phase intermédiaire pourrait donc être un élément
important au développement de différents dispositifs plus durable et plus efficace.
Bien que l’étude expérimentale de verres de chalcogénure soit la meilleure
approche afin de considérer toute la physique associée à la phase intermédiaire
reliée à ces verres, l’auto-organisation se produisant à l’intérieur de cette phase
intermédiaire est reliée à une interaction ayant lieu à l’échelle nanoscopique et,
l’expérience ne pouvant détecter de telles interactions, une étude numérique est plus
appropriée à la compréhension de cette ailto-organisation. La meilleure méthode
pour observer cette auto-organisation serait de simuler numériquement un verre de
chalcogénure à différentes coordinations. Ceci permettrait d’observer les interac
tions nanoscopiques reliées à l’auto-organisation tout en conservant la réalité des
verres de chalcogénure. La simulation de verres de chalcogénure est cependant très
complexe. L’utilisation de méthodes ab-initio [33] requiert un temps de calcul rela
tivement élevé et, afin de conserver un temps de calcul qui demeure raisonnable, ne
peut considérer que des systèmes de quelques centaines d’atomes. Il existe une tech
nique beaucoup plus rapide, la technique d’activation et relaxation (ART) élaborée
par Barkema et Mousseau, qui échantillonne la surface d’énergie du système en
se promenant à travers les différents points de selle afin de trouver un minimum
global [34]. Cependant, cette technique requiert l’utilisation d’un potentiel semi
empirique et bien que différents potentiels semi-empiriques existent pour des verres
de la forme $i02 et GeSe2, il n’en existe aucun permettant de générer des verres de
la forme $iO1 et Ge$e1_ et ainsi simuler un verre pour différentes coordina
tions. Nous avons testé la combinaison de différents potentiels semi-empiriques déjà
existant afin de pouvoir générer des verres de la forme Ge$ei_ mais aucune de ces
6combinaisons n’a donné de bons modèles de verres de chalcogénure. Néanmoins,
si un tel potentiel vient à être créé, la technique ART deviendrait un moyen très
efficace dans l’étude de la phase intermédiaire. N’ayant pas de moyen de simuler
efficacement des verres de chalcogénure, nous devrons donc nous contenter d’une
étude plus théorique basée sur des sytèmes présentant une phase intermédiaire
semblable tout en étant moins complexes que les verres de chalcogénure.
La théorie de la percolation de la rigidité que nous avons présenté précédemment
est une méthode qui ne tient pas compte des forces entre les atomes mais seulement
de la topologie du système et permet ainsi mie analyse de systèmes auto-organisés
moins complexes que les verres de chalcogénure mais il existe également d’autres
approches basées sur des systèmes moins complexes que les verres de chalcogénure.
Parmi celles-ci, mentionnons celle introduite par Micoulaut [35, 361, basée sur le
calcul des contraintes effectué sur des structures agglomérantes générées à l’aide de
la méthode SICA (size increasing cluster approximation), qui a montré l’existence
d’une phase intermédiaire lorsqu’un stress local est présent. Bien que cette méthode
prenne en considération les effets à moyenne portée (formation de boucles), elle ne
permet pas d’observer les effets à longue portée. Une autre approche introduite
par Barré et al. [37], basée sur la méthode des cavités, montre la présence d’une
phase intermédiaire dans les réseaux de Bethe. La phase intermédiaire qu’il présente
montre une probabilité de trouver une configuration rigide qui est non-nulle et qui
change de façon linéaire en fonction de la coordination, passant de O au point
de transition de rigidité à 1 au point de transition de stress. Un comportement
similaire est observé dans la probabilité de trouver une configuration stressée mais
avec une probabilité qui est cependant plus petite. Cette probabilité, dans le cas de
configurations stressées, dépend de la température et, dans la limite T—+0, celle-ci
passe de O à 1 exactement au point de transition de stress et la phase intermédiaire
est alors définie par une absence totale de stress alors qu’il existe une probabilité
non-nulle qu’une configuration soit rigide. Cependant, les réseaux de Bethe sont
des constructions particulières dans lesquels aucune boucle fermée n’existe et une
étude sur un système générique serait donc préférable.
7Dans ce mémoire, nous allons adopter l’approche introduite par Thorpe basée
sur la théorie de la percolation de la rigidité [32]. L’identification de la percolation
est gérée par l’algorithme du jeu des cailloux [38], élaboré par Jacobs et Thorpe,
qui permet d’identifier les différentes régions rigides ou stressées. L’avantage de
cette méthode est que les effets à longue portée sont considérés et que le fait de
connaître les régions rigides et stressées permet d’oberver la structure du système.
De plus, comme cette méthode est seulement basée sur la percolation de la rigi
dité et du stress, elle s’applique à une grande variété de systèmes présentant une
phase intermédiaire semblable à celle présente dans les verres de chalcogéllure mais
étant beaucoup moins complexes à simuler. Dans cette approche, la température du
système est zéro et la phase intermédiaire ainsi obtenue devrait avoir un compor
tement similaire à celle de Barré et aï., ayant une probabilité non-nulle de trouver
une configuration rigide alors qu’aucune configuration stressée ne peut exister.
Dans le chapitre 1, nous présentons une revue de la théorie de la rigidité et de la
percolation de la rigidité. L’algorithme utilisé dans ce mémoire ainsi que la phase
intermédiaire introduite par Thorpe sont ensuite présentés.
Le chapitre 2 constitue la première partie des résultats obtenus. Cette par
tie présente un nouveau modèle introduisant une équilibration dans le modèle de
Thorpe. L’introduction d’une équilibration nous permet de vérifier l’existence ther
modynamique de la phase intermédiaire ainsi que le coût entropique associé à la
formation de la phase intermédiaire.
Au chapitre 3, la structure ainsi que la formation du réseau sont étudiées. Nous
présentons dans ce chapitre les corrélations entre les liens et introduisons l’idée que
la phase intermédiaire est en fait une phase auto-organisée critique.
CHAPITRE 1
THÉORIE DE LA RIGIDITÉ
La méthode que nous utilisons dans cette étude de la phase intermédiaire est
l’approche introduite par Thorpe [31] où le point de transition de rigidité (stress) est
associée à la percolation de rigidité (stress). Le problème devient donc d’identifier
la percolation de la rigidité et du stress. Ceci revient à identifier les différents amas
rigides et stressés et vérifier si l’un de ces amas percole à travers le système. Cepen
dant, l’identification de la rigidité d’un système peut être relativement complexe à
résoudre et le temps de calcul peut prendre beaucoup de temps. Par exemple, si l’on
considère un système où chaque lien correspond à un ressort, on peut résoudre sa
matrice dynamique afin de déterminer sa rigidité [39—43]. Les valeurs propres nulles
correspondent à des modes de fréquence nulle ou à des mouvements ne coûtant au
cune énergie au système. On appelle ces modes de fréquence nulle modes flexibles.
Les vecteurs propres de la matrice dynamique nous donnent l’information nécessaire
afiil de déduire la rigidité du système. Bien que cette approche nous donne une
méthode exacte d’identifier la rigidité, elle n’est pas très efficace. Résoudre la ma
trice dynamique d’un système numériquement est relativement lent et le temps de
calcul augmente avec la taille du système.
Une méthode beaucoup plus efficace que de résoudre la matrice dynamique fût
introduite par Jacobs et Thorpe au milieu des années 90 [38,44—46]. Cette méthode,
appelée jeu des cailloux, s’applique aux réseaux et permet de décomposer ceux-ci
en leurs différentes régions rigides ou stressées. Un réseau est un système composé
de sites et de contraintes. Les sites représentent les atomes du système tandis que
les contraintes représentent les liens joignant les sites, fixant la distance entre ces
sites. La méthode du jeu des cailloux ne considère pas les forces entre les atomes
mais permet seulement d’observer la topologie du réseau. Cette méthode est celle
que nous utiliserons dans notre étude de la rigidité mais sa base théorique étant
la théorie de la rigidité, nous nous devons de présenter une revue de cette théorie
9avant d’exposer le fonctionnement de la méthode.
1.1 Calcul des contraintes de Maxwell
La rigidité d’un réseau est reliée au nombre de modes flexibles que possède celui-
ci. Lorsqu’un réseau possède un nombre non-nul de modes flexibles, certains mou
vements internes ne coûtant aucune énergie sont présents et il existe donc certaines
déformations, sans coût énergétique, du réseau. Le réseau est alors dit flexibte. Lors
qu’aucun mouvement interne ayant un coût énergétique nul n’est présent, il n’existe
aucune déformation du réseau sans coût énergétique et le réseau est alors rigide.
La transition de rigidité où le réseau passe de flexible à rigide correspond donc au
point où le nombre de modes flexibles devient nul. En réalité, le nombre de modes
flexibles d’un réseau n’est jamais nul puisqu’il en existe toujours quelques-uns cor
respondant aux mouvemellts de corps rigide. Pour un réseau en d dimensions, ce
nombre est de d(d+1)/2. Par exemple, en 2D, il y a 3 mouvements de corps rigide, 2
translatiolls et 1 rotation. Bien que ces mouvements ne soient pas reliés à la flexibi
lité du réseau, ils représentent tout de même des mouvements de fréquence nulle et
sont, par conséquent, considérés comme des modes flexibles. Il y aura donc toujours
un minimum de 3 modes flexibles présents pour les réseaux en 2D. Pour de grands
réseaux, ce nombre est négligeable par rapport au nombre total de modes flexibles
et l’on peut faire l’approximation que le point de transition de rigidité se situe au
point où le nombre de ces modes devient nul. De plus, comme nous l’avons men
tionné précédemment, les travaux de Thorpe [31] ont montré qu’un réseau rigide
possède certains modes flexibles (autres que ceux correspondant aux mouvements
du corps rigide) localisés en certaines régions, leur nombre n’étant pas exactement
nul au point de transition de rigidité. Néanmoins, associer la transition de rigidité
au point où le nombre de modes flexibles devient nul donne une bonne approxi
mation et permet d’introduire la base théorique nécessaire à la compréhension de
notre méthode.
Une méthode fort simple et efficace de calculer le nombre de modes flexibles
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d’un réseau fût introduite par Maxwell et, pour cette raison, est appelée calcul des
contraintes de Maxwetl [47]. Une contrainte peut être représentée sous différentes
formes. Par exemple, un lien qui fixe la distance entre deux sites ou l’angle formé
entre deux liens ayant un site en commun peuvent représenter une contrainte. Lors
qu’une contrainte est ajoutée au réseau, celle-ci enlève un mode flexible à ce même
réseau. Par exemple, deux sites n’étant pas reliés l’un à l’autre peuvent bouger
indépendamment mais relier ces sites par un lien fixe leur distance et les deux
sites ne peuvent plus bouger de façon indépendante. L’approche de Maxwell est de
supposer que chaque contrainte enlève un mode flexible au réseau et ainsi calcu
ler le nombre de modes flexibles en faisant le décompte du nombre de contraintes
présentes dans le réseau.
Dans un réseau vide (aucune contrainte) de N sites en d dimensions, il y a
dN modes flexibles. Si chaque contrainte ajoutée enlève un mode flexible, alors le
nombre de modes flexibles, F, est donné par
F=dN—N, (1.1)
où N est le nombre de contraintes. Le nombre de modes flexibles devient nul
lorsqu’il y a autant de contraintes qu’il y a de degrés de liberté dans le réseau
(dN), donnant ainsi une approximation du point de transition de rigidité.
Cependant, cette équation du calcul des contraintes est clairement fausse puisque
lorsque N est plus grand que dN, le nombre de modes flexibles devient négatifs,
ce qui est physiquement impossible. Afin de voir comment l’équation du calcul
des contraintes de Maxwell est fausse, regardons ce que donne le comptage des
contraintes pour différentes structures de réseaux en 2D à force centrale. Dans ce
genre de réseaux, il n’existe pas de contraintes sur l’angle entre les liens et les seules
contraintes présentes sont donc celles fixant la distance entre les sites. Dans ce cas,
chaque lien correspond à une contrainte. La Fig. 1.1 présente trois différentes struc
tures locales pour les réseaux en 2D à force centrale. Dans la Fig. 1.1(a), la distance
entre u site et son second voisin n’est pas fixe, il existe un mouvement interne
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FIG. 1.1 — Exemple de structures flexible (a), rigide (b) et stressée (c).
FIG. 1.2 — Mouvements internes reliés à la structure flexible présentée à la
Fig. 1.1(a).
(Fig. 1.2). Comme ce graphe représente une structure en 2D et qu’il possède quatre
sites, il y a 8 degrés de liberté associés à cette structure. La structure ayant 4 liens,
le calcul des contraintes de Maxwell donne 4 modes flexibles, un mode flexible de
plus que ceux correspondant aux mouvement de corps rigide (3 modes flexibles).
La structure possède donc bel et bien un mouvement interne ne coûtant aucune
énergie. Ajouter un lien entre un site et son second voisin fixe la distance entre ces
deux sites (Fig. 1.1(b)) et enlève donc le mouvement interne présent dans la Fig. 1.2
et la structure devient rigide. Le calcul des contraintes de Maxwell donne alors F=3,
le nombre exact de modes flexibles correspondant aux mouvements de corps rigide.
Comme la distance entre les sites est déjà fixée, l’ajout d’un lien entre l’autre paire
(a) (b) (c)
12
de sites seconds voisins ne fait que stresser la configuration (Fig. 1.1(c)). Dans ce
cas, le comptage des contraintes de Maxwell donne F=2. Comme il doit y avoir
toujours un minimum de 3 modes flexibles correspondant aux mouvements de corps
rigide, le calcul des contraintes de Maxwell doit nécessairement être faux pour les
structures stressées. Ceci veut dire que ce n’est pas chaque contrainte qui enlève un
mode flexible. Lorsque les distances entre les différents sites d’un amas sont déjà
fixées, ajouter une autre contrainte à ce même amas ne fait que le surcontraindre et
n’enlève donc aucun mode flexible. On appelle ce genre de contraintes Tedondantes.
Les contraintes qui ne sont pas redondantes sont dites linéairement indépendantes
et chacune de ces contraintes enlève un mode flexible au réseau.
L’identification des structures stressées peut, par contre, être complexe. Bien
que la Fig. 1.1(c) présente seulement 2 modes flexibles et peut ainsi être identifiée
comme étant stressée, il existe des structures stressées plus complexes pouvant
contenir des parties stressées tout en ayant F3. Par exemple, la Fig. 1.3 contient
6 sites et 9 liens. Comme chaque site possède 2 degrés de liberté, le comptage des
contraintes de Maxwell donne 3 modes flexibles (F = 6•2
- 9). Cependant, la moitié
gauche de la structure correspond à la Fig. 1.1(c) et donne F=2. Cette partie est
donc stressée et l’ensemble de la structure contient alors un certain stress même si
F=3. Il n’est donc pas facile de savoir quand le calcul des contraintes de Maxwell
est erroné mais bien que celui-ci ne soit pas exact, il donne néanmoins une bonne
approximation dil point de transition de rigidité pour de grands réseaux.
Comme les contraintes redondantes n’enlèvent aucun mode flexible au système,
il y a en fait NcNr contraintes qui sont linéairement indépendantes et qui enlèvent
un mode flexible, où Nr est le nombre de contraintes redondantes. La formule du
nombre de modes flexibles peut alors être réécrite sous la forme
F=dNNc+Nr. (1.2)
Le problème devient alors le décompte du nombre de contraintes redondantes. Il
n’existe malheureusement pas de façon directe de trouver le nombre de contraintes
13
FIG. 1.3 — Exemple de structure stressée possédant plus de deux modes flexibles.
Les sites sont représentés par les points noirs et les liens par les lignes reliant les
sites.
redondantes et l’équation 1.2 demeure inutile. Néanmoins, comme Nr est positif,
on peut en déduire que le calcul des contraintes de Maxwell de l’équation 1.1 donne
une borne inférieure du nombre de modes flexibles.
Voyons maintenant ce que donne le comptage des contraintes de Maxwell sur un
réseau aléatoire à force centrale en 2D où chaque lien correspond à une contrainte.
En prenant comme point de départ un réseau régulier (réseau triangulaire, par
exemple) en 2D avec chaque site lié au même nombre d’autres sites z, seulement
une fraction p des liens choisis au hasard sont conservés alors que les autres liens
sont enlevés du système. La coordination moyenne du réseau est alors donnée par
(r)rrzp. Dans le cas où le nombre de liens ainsi que le nombre de sites sont connus,
la coordination moyenne peut également être donnée par (r)=2Nb/N, où Nb est le
nombre de liens et N est le nombre de sites. Ainsi, Nb, qui correspond au nombre de
contraintes, est donné par N=Nb=NKr)/2 et l’équation du comptage de contraintes







Pour (T) <4, le nombre de modes flexibles est pius grand que zéro et il est donc lo
gique de penser que le réseau est flexible. Dans l’équation 1.4, le nombre de modes
flexibles devient nul lorsque (r)=4.O. Dans le cadre du calcul des contraintes de
Maxwell, ce point correspond au point de transition de rigidité, où le système
passe de flexible à rigide et stressé. Ceci n’est qu’une approximation et le point de
transition de rigidité ne se produit pas à une coordination exacte de (r)=4.O mais
néallmoins, on s’attend à ce que le point de transition de rigidité soit proche de cette
coordination. Lorsque (T) >4, le nombre de modes flexibles, selon l’équation 1.4,
devient négatif, ce qui indique qu’il y a nécessairement présence de contraintes re
dondantes. Comme le nombre de modes flexibles à (r)=4 est zéro, ajouter d’autres
contraintes n’enlève pas d’autres modes flexibles et, dans le cadre du calcul des
contraintes de Maxwell, le nombre de modes flexibles est zéro pour (r)=4. Rap
pelons encore une fois que ceci n’est qu’une approximation. Des études [31] ont
démontré, qu’en réalité, certains modes flexibles peuvent être présents, mais loca
lisés, pour (r) >4.
Les réseaux en 2D à force centrale sont cependant loin de la réalité des verres de
chalcogénure. Ces verres peuvent être mieux représentés par des réseaux en 3D avec
contraintes sur les angles de liaisons [32, 48, 49]. Dans ces réseaux, des contraintes
sont associées à chaque lien, fixant la distance entre deux sites, mais il existe aussi
des contraintes sur l’angle de liaisons ayant un site en commun. Bien qu’ils ne
tiennent pas compte de toute la physique présente dans les verres de chalcogénure,
ces réseaux et les verres de chalcogénure sont semblables topologiquement. Pour
ces raisons, il est utile de présenter les résultats entourant le calcul des contraintes
de Maxwell pour ce genre de réseaux.
Dans les réseaux en 3D avec des contraintes sur les angles de liaisons, il y a
5r/2-3 contraintes associées à chaque site, où r est la coordination du site. Chaque
lien correspond à une contrainte fixant la distance entre deux atomes, comme pour
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les réseaux à force centrale en 2D, mais il existe aussi une contrainte associée à
chaque angle entre les liens ayant un site en commun. Ainsi, un site qui possède
deux voisins est donc relié par deux liens et il existe une contrainte sur l’angle
entre ces liens. Pour un site qui aurait trois de ces liens, il y a trois angles entre les
liens et donc trois contraintes sur les angles. Pour un site relié par r liens, il existe
2r-3 contraintes angulaires associées à ce site. Il y a donc en moyenne 5(r)/2-3
contraintes associées à chaque site. Dans ce cas, le nombre de modes flexibles est
donné par
F=3N_N(_3) (1.5)
F = 6N — 5N(r) (1.6)
F=6N(1_). (1.7)
Le nombre de modes flexibles devient nul lorsque 1-5(r)/12=O, donc lorsque (r)=2.4.
Expérimentalement, le point de transition de rigidité pour les verres de chalcogénure
est trouvé près de (r) 2.4. Il existe une petite différence entre la transition
de rigidité expérimentale et celle obtenue par le calcul des contraintes de Max
well et ceci est dû au fait que le calcul des contraintes de Maxwell est une ap
proximation dans laquelle tous les liens sont considérés comme étant linéairement
indépendants. Néanmoins, les résultats expérimentaux concordent relativement
bien avec les résultats de l’approximation du calcul des contraintes de Maxwell
ce qui suggère que la rigidité des verres de chalcogénure est bien représentée par
les systèmes en 3D avec contraintes sur les angles de liaison.
Comme la percolation de la rigidité apparaît à une coordination proche de celle
où le nombre de modes flexibles devient nul, on peut s’attendre à ce que le point de
transition de la percolation de la rigidité se situe à une coordination moyenne près
de (r) = 4.0 pour les réseaux à force centrale en 2D et à une coordination moyenne
près de (r) =2.4 pour des réseaux en 3D avec contraintes sur les angles de liaisons.
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1.2 Percolation de la rigidité
Le calcul des contraintes de Maxwell permet d’identifier le point où le nombre
de modes flexibles devient nul. Cependant, ceci est une approximation de champ
moyen dans laquelle on considère que tous les liens ou sites sont équivalents. Dans
l’approximation de champ moyen, les corrélations entre les liens sont négligées et
chaque lien est considéré comme étant linéairement indépendant et enlève donc un
mode flexible au réseau. Ceci n’est pas le cas. Il existe certains liens qui sont redon
dants et qui n’enlèvent donc aucun mode flexible. Toutefois, Thorpe a introduit une
approche différente basée sur la théorie de la percolation de la rigidité [31]. Dans
un réseau à basse coordination, une grande partie du réseau est flexible alors que
seulement quelques petites régions sont rigides. Les mouvements de ces différentes
régions rigides sont indépendants et permettent au réseau de se déformer sans
coût énergétique. On considère ce genre de réseaux comme étant flexibles. D’autre
part, les réseaux à haute coordination sont composés d’une région rigide percolant
à travers le réseau contenant quelques petites régions flexibles localisées. Lorsque
un amas rigide percolant est présent, il devient alors impossible d’effectuer une
déformation macroscopique du réseau sans qu’un coût énergétique y soit relié. La
transition d’un réseau flexible à rigide devient alors équivalente à une transition
de percolation de la rigidité où un amas rigide percolant apparaît [44,45, 50—52].
Dans la limite thermodynamique (N—* oc), tous les réseaux en-dessous du point de
transition de percolation sont flexibles et ceux au-dessus sont rigides, la probabilité
d’obtenir une configuration rigide passant de zéro à un au point de transition de
rigidité (Fig. 1.4).
Ce point de transition de rigidité est associé à un point critique où la longueur
de corrélation augmente selon une loi de puissance en fonction de la distance du
point critique [39—43, 53]. La classe d’universalité de ce point critique n’est tou
tefois pas unique. Par exemple, un réseau de barres rigides liées par des joints
libres présente une transition de rigidité de premier ordre [43] tandis qu’elle est





















FIG. 1.4 — Probabilité que le réseau possède un amas rigide percolant en fonction de
la coordination moyenne. Les résultats sont obtenus avec l’aide de l’algorithme du
jeu des cailloux et sont moyennés sur 200 simulations indépendantes pour chaque
grandeur de réseau.
3.9 3.92 3.94 3.96 3.98 4
Coordination moyenne
18
Jacobs et Thorpe [44—46] ainsi que ceux de Mourkazel et Duxbury [50—52] sur des
réseaux triangulaires dilués, en supposant que la transition est de deuxième ordre,
ont montré que la dimension fractale pour de tels réseaux est de df=1.86+0.02
avec des exposants critiques de a=0.48+0.05, 6=0.18+0.01 et v=L21+0.06, où
l’exposant c est déterminé par la dérivée seconde de la densité d’énergie libre, l’ex
posant /3 par le paramètre d’ordre P défini comme étant la probabilité pour un
lien d’appartenir à l’amas rigide percolant (infini) et l’exposant y est trouvé en
supposant que la largeur de la densité de probabilité de percolation d’un réseau de
taille LxL a un comportement de la forme e’-’ AL”. Dans le cas de la percola
tion, l’exposant y est associé aux effets de taille finie et 3 décrit le comportement
de la relaxation du système en s’approchant du point critique. Ces exposants cri
tiques sont différents de ceux de la percolation de la connectivité (v=4/3 et /3=5/36
0.14) et se situe donc dans une classe d’universalité différente. Quant au point
critique, ces mêmes travaux ont trouvé qu’il se produit à p=O.66O2+0.0003, où
p est la probabilité qu’un lien demeure dans le réseau et 1-pc est la probabilité
qu’un lien soit enlevé du réseau. Pour le réseau triangulaire en 2D (z=6, où z est le
nombre de voisins maximal d’un site), ceci correspond à une coordination moyenne
de (r)=3.961+0.001 ((r)c=zpc). Mourkazel et Duxbury ont aussi démontré que la
transition de rigidité sur les réseaux triangulaires dilués peut également être fai
blement de premier ordre, mais le saut de premier ordre au point critique demeure
faible.
1.3 Revue de la phase intermédiaire
Dans la percolation de la rigidité de réseaux aléatoires, la transition de rigidité
définit une transition d’un réseau flexible vers un réseau rigide et stressé. Il existe ce
pendant certains systèmes qui, afin de minimiser leur énergie, vont s’auto-organiser
dans le but d’éviter la création de stress [32,48,49,54]. Le point de transition devient
alors double. Une première transition définie par l’apparition de la percolation de






















FIG. 1.5 — Probabilité de trouver un amas percolant (configuration rigide) en fonc
tion de la coordination moyenne du réseau. Les résultats sont obtenus avec l’al
gorithme du jeu des cailloux et sont moyennés sur 200 simulations indépendantes.
qu’une deuxième transition définie par l’apparition de la percolation du stress se
produit lorsque le réseau passe de non-stressé à stressé. L’intervalle entre ces deux
points définit une phase rigide et non-stressée que l’on appelle phase intermédiaire.
En appliquant une loi d’échelle à taille finie sur des réseaux de différentes gran
deurs, Thorpe a montré que pour les réseaux en 2D à force centrale, la probabilité
d’obtenir un réseau contenant un amas rigide percolant passe de O à 1 au point
de transition de rigidité se situant à une coordination de (r)=3.905 [54] (Fig. 1.5).
Comme le réseau se réorganise afin d’éviter la création de stress, ce n’est seule
ment qu’à une coordination de (r)=4.0, alors que l’ajout d’un lien linéairement
indépendant est impossible, qu’un stress est introduit. Dans les réseaux en 2D à
force centrale, il se trouve que l’introduction de stress à ce point entraîne aussitôt
l’apparition de la percolation du stress. La probabilité d’obtenir un réseau avec un
3.86 3.88 3.9 3.92 3.94
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amas stressé percolallt passe alors de zéro à un à (r)=4.0, le point de transition de
stress.
Cette phase intermédiaire a aussi été observée dans différents verres de chai
cogénure. Des études expérimentales ont démontré que la partie non-réversible de
l’enthalpie à la température de transition vitreuse devient presque nulle à l’intérieur
d’un intervalle de coordination associé à la phase intermédiaire [1, 4, 13, 16]. À
l’intérieur de cette même fenêtre de réversibilité, la partie non-réversible ne dépend
pas de l’âge de l’échantillon tandis qu’à l’extérieur de cette fenêtre, elle augemente
en fonction de l’âge de l’échantillon. Ce comportement indique l’absence de vieillis
sement à l’intérieur de la phase intermédiaire alors qu’un vieillissement existe à
l’extérieur de cette phase [1]. Cette propriété serait reliée à l’auto-organisation se
produisant dans la phase intermédiaire qui permettrait au verre de se réorganiser
afin de minimiser l’énergie tandis qu’il n’y a aucune réoganisation au niveau ato
mique à l’extérieur de la phase intermédiaire. De plus, la température de transition
vitreuse représente une excellente mesure de la connectivité d’un réseau vitreux et
sa diminution dans la région (r) >2.4 indique l’apparition d’une phase de séparation
nanoscopique pour certains composés (Ge-Se, P-Se) [21], démontrant que des ef
fets à l’échelle nanoscopique se produisent. Des études expérimentales basées sur
l’application d’une pression externe sur le système ont également démontré que
la phase intermédiaire observée dans les verres de chalcogénure ne présente aucun
stress [4], comme pour la phase intermédiaire présentée par Thorpe [32].
1.4 Jeu des cailloux
L’étude de la percolation de la rigidité a connu une avancée importante dans le
milieu des années 1990 lorsqu’un algorithme appelé jeu des cailloux [38] permettant
de résoudre de façon exacte la rigidité d’un réseau en 2D fût élaboré. Cet algorithme
est rapide et permet ainsi l’étude de systèmes de taille importante (jusqu’à quelques
millions de sites).
Le décompte des contraintes de Maxwell s’applique au réseau dans son ensemble
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et ne peut détecter les différentes régions contenant des contraintes redondantes.
Cependant, en appliquant le calcul des contraintes de Maxwell à tous les sous-
réseaux possibles du réseau, il est possible d’identifier quelles régions ne possèdent
que deux modes flexibles, et ainsi de détecter les régions surcontraintes. Ceci est la
base d’un théorème formulé et prouvé par Laman [55] constituant le fondement de
l’algorithme du jeu des cailloux.
Théorème: Un réseau générique en 2 dimensions ne contient pas de contraintes
redondantes si et seutement si aucun sous-réseau contenant n sites (n>2) et b tiens
n’enfreint b<2n-3.
Ainsi, en construisant le réseau en y ajoutant un lien à la fois, il est possible
d’appliquer le théorème de Laman pour chaque sous-réseau contenant le nouveau
lien et alors savoir si ce nouveau lien est redondant. Il est alors possible de connaître
le nombre de contraintes redondantes et ainsi obtenir le nombre de modes flexibles
exact du réseau en utilisant l’équation 1.2. Ce procédé est la base de l’algorithme
du jeu des cailloux.
Dans l’algorithme du jeu des cailloux, chaque site du réseau possède deux
cailloux y étant associés. Ces cailloux représentent les degrés de liberté de chacun
des sites. Dans un système en d dimensions, il y aurait alors d cailloux associés à
chacun des sites. Chaque contrainte linéairement indépendante, correspondant ici
à un lien, enlève un mode flexible au réseau. Dans l’algorithme du jeu des cailloux,
ceci est représenté par le recouvrement d’un lien par un caillou (un des cailloux ap
partenant à un des sites reliés par le lien). Tous les liens linéairement indépendants
doivent être couverts par un caillou. On nomme un caillou qui couvre un lien un
caillou ancré. Un caillou qui ne couvre aucun lien est dit tibre et correspond à
un mode flexible du réseau. Les liens redondants qui, eux, n’enlèvent aucun mode
flexible au réseau ne sont pas couverts par un caillou. Le nombre de modes flexibles
est donné par le nombre de cailloux libres.
Afin de mieux représenter comment l’algorithme du jeu des cailloux gère les
différentes régions flexibles, rigides et stressées, nous reprenons l’exemple de la
Fig. 1.1. La structure flexible (Fig. 1.6(a)) possède quatre modes flexibles, soit
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FIG. 1.6 — Application de l’algorithme du jeu des cailloux aux structures flexible
(a), rigide (b) et stressée (e) présentées à la Fig. 1.1. Notons que pour la structure
stressée (c), l’apparation du stress s’effectue lors de l’ajout du dernier lien et que
ce lien n’est pas couvert par un caillou. Le lien qui n’est pas couvert par un caillou
dépend seulement de l’ordre de placement des liens.
trois modes correspondant aux mouvements de corps rigide et un mode flexible
supplémentaire. Chaque lien est linéairement indépendant, enlevant donc un mode
flexible au système, et est donc couvert par un caillou. Ajouter un autre lien enlève
un autre mode flexible et la structure devient alors rigide (Fig. 1.6(b)). L’ajout
d’un autre lien ne fait que surcontraindre la structure et n’enlève donc aucun mode
flexible. Le lien ajouté n’est pas couvert par un caillou et la structure devient alors
stressée (Fig. 1.6(c)).
Dans l’algorithme, l’ajout d’un lien au réseau peut être séparé en deux étapes.
La première étape est la recherche de cailloux libres. Dans le processus de recherche
de cailloux libres, un caillou ancré peut être libéré en utilisant un caillou de l’autre
site relié par le lien afin de couvrir celui-ci. Un caillou libre peut alors se propager
à travers le réseau en libérant un caillou ancré d’un site voisin qui lui-même peut
libérer un autre caillou ancré d’un site voisin et ainsi de suite. Lorsqu’un lien est
ajouté, une recherche de cailloux libres est effectuée afin de libérer le plus grand
nombre possible de cailloux libres associés aux deux sites reliés par le nouveau lien.
Ce nombre de cailloux libres correspond au nombre de modes flexibles présents entre
ces deux sites. Un minimum de trois cailloux libres (représentant les mouvements
de corps rigide) et un maximum de quatre cailloux libres peuvent être trouvés. La
(a) (b) (c)
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FIG. 1.7 — Exemple de l’algorithme du jeu des cailloux. Les sites (petits cercles)
remplis de blanc appartiennent à plusieurs amas alors que ceux remplis de noirs
appartiennent à un seul amas. Les cailloux (grands cercles) libres sont blancs alors
que les cailloux ancrés à un lien sont noirs. Les régions grises représentent les
différents amas rigides. Dans l’exemple présenté, tous les liens sont indépendants
et sont représentés par une ligne reliant deux sites. Un lien test est représenté
par une ligne pointillé. La partie (a) montre comment un caillou libre se propage
jusqu’à un site test. Dans cet exemple, quatre cailloux libres sont trouvés aux sites
tests et le lien test est donc indépendant et couvert par un caillou (b).
deuxième étape consiste à tester le lien ajouté pour son indépendance. Si quatre
cailloux peuvent être libérés aux bouts du lien ajouté alors tous les sous-graphes
contenant ce lien (sans compter le lien ajouté) doivent avoir au minimum quatre
modes flexibles et donc b<2n-3 (b est le nombre de liens indépendants et n est le
nombre de sites). Ajouté le nouveau lien respectera le théorème de Laman (b<2n-
3) et le lien sera indépendant et doit donc être couvert par un des quatre cailloux
appartenant aux sites qu’il relie. Si seulement trois cailloux peuvent être libérés,
l’ajout du lien implique que b>2n-3 et d’après le théorème de Laman, le lien ajouté
doit nécessairement être redondant et n’est donc pas couvert par un caillou. La
recherche de cailloux libres et le test de l’indépendance lors de l’ajout d’un lien est
représenté à la Fig. 1.7.






caillou fût effectuée est enregistrée et représente la région stressée ou surcontrainte
créée par l’addition du lien. Une région stressée peut contenir plusieurs liens redon
dants mais quels liens seront redondants dépend uniquement de l’ordre dans lequel
les liens seront placés.
Il est également possible d’identifier les différentes régions rigides du réseau.
Comme chaque lien est rigide individuellement et que chaque lien ne peut apparte
nir qu’à une seule région rigide, il est possible de prendre un lien comme point de
départ d’une région rigide et de construire la région rigide dont ce lien fait partie
en testant les liens voisins. Pour ce, oi prend un lien et on y libère les trois cailloux
des sites qu’il relie (seulement trois car un caillou est utilisé pour couvrir le lien).
On fixe alors ces trois cailloux libres à ces sites. On fait ensuite une recherche de
cailloux libres en partant par un des sites du lien initial et en s’en éloignant. Lors
qu’un caillou libre est trouvé, le site auquel le caillou est associé peut bouger de
facon indépendante par rapport aux sites initiaux et ne fait donc pas partie du
même amas rigide que ces sites. La région rigide correspond à la région où aucun
caillou n’a pu être libéré.
1.4.1 Transition de rigidité standard
Comme l’algorithme du jeu des cailloux permet de décomposer le réseau en
ses différentes régions rigides, il est possible d’identifier la coordination moyenne à
laquelle apparaît une région rigide percolant à travers le réseau; ce point correspond
à la transition de percolation de rigidité. À ce point, le réseau passe de flexible à
rigide. En fait, le réseau ne devient pas seulement rigide mais plutôt rigide et stressé,
la région percolant à travers le réseau étant rigide mais également stressée. Comme
chaque lien ajouté au réseau n’est jamais enlevé, la formation du réseau dépend
de l’ordre dans lequel les liens sont placés. Dans un réseau fini, la transition de la
percolation de rigidité dépend de cet ordre de placement mais cette dépendance
disparaît dans la limite thermodynamique (N—k oo). La Fig 1.8 montre la fraction
des liens qui font partie de l’amas percolant dans les cas où l’amas percolant est
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FIG. 1.8 — Fraction des liens faisant partie de l’amas rigide ou stressé de percola
tion pour réseau aléatoire de 1 000 000 sites. Les résultats sont moyennés sur 200
simulations indépendantes.
à une seule et même coordination de (r) 3.95. La différence entre le point de
transition de rigidité que nous avons identifié et celui identifié par Jacobs et Thorpe
((r)=3.961) [44, 45] est reliée au fait que nous n’avons pas fait de correction de
taille finie. Comme notre but n’est pas l’étude de systèmes aléatoires mais que
nous n’utilisons ces systèmes que pour présenter la base de notre méthode, nous
référons le lecteur aux travaux de Jacobs et Thorpe [44,45] pour plus de détails sur
le sujet.
1.4.2 Phase intermédiaire
Lors de la construction du réseau dans l’algorithme du je des cailloux, chaque
lien est testé pour son indépendance. Ainsi, chaque lien redondant est identifié et
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FIG. 1.9 — Graphique représentant le nombre de liens faisant partie de l’amas rigide
(trait plein) ou stressé (trait discontinu) percolant à travers le réseau. La dimension









de l’équation (Eq. 1.2). Ceci donne une méthode directe afin de créer des réseaux
non-stressés. Seuls les liens qui n’introduisent aucun stress sont acceptés et ajoutés
au réseau alors que les liens redondants sont rejetés. Le réseau est ainsi construit
en ajoutant un lien à la fois tout en s’assurant de l’indépendance de chacun des
liens jusqu’au point où il est impossible d’introduire un lien sans introduire de
stress dans le système. À ce point, les liens sont ajoutés aléatoirement au réseau.
Cette méthode donne deux points de transition plutôt qu’un seul comme dans les
réseaux aléatoires. La première transition est une transition de rigidité où un amas
rigide mais non-stressé percolant à travers le réseau apparaît à une coordination
de (r) 3.90 (Fig. 1.9). Le réseau passe alors de flexible à rigide. La deuxième
transition est une transition de stress où un amas stressé percolant à travers le
réseau apparaît à (r)=4.0 (Fig. 1.9). Le réseau passe alors de non-stressé à stressé.
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1.5 Réseaux covalents en 3D
La généralisation de l’algorithme du jeu des cailloux en 3D est complexe car le
théorème de Laman ne s’applique qu’aux réseaux en 2D. En 2D, le théorème de
Laman indique qu’il y a présence de contraintes redondantes si et seulement si un
sous-graphe contenant moins que 3 modes flexibles peut être trouvé, ces 3 modes
flexibles correspondant aux mouvements de corps rigide. Pour les dimensions plus
grandes que 2, la présence de contraintes redondantes ne se limitent pas seulement
à la violation du théorème de Laman (il y a présence de contraintes si un sous-
graphe possède moins de d(d+1)/2 modes flexibles, où d est la dirnensionalité).
Certaines contraintes redondantes peuvent être présentes même si le théorème de
Laman n’est pas violé. Néanmoins, la conjecture que cette généralisation à des
réseaux à 3D avec contraintes sur les angles de liaisons fonctionne n’a encore été
réfutée par aucun contre-exemple. Ce genre d’algorithme est basé sur la conjecture
moléculaire introduite par Tay et Whiteley [56] quit permet l’étude de la flexibilité
de molécules à un instant précis.
Les résultats obtenus par Jacobs et Thorpe avec cet algorithme pour des réseaux
en 3D avec contraintes sur les angles entre les liens montrent une transition de rigi
dité se produisant à une coordination de (r)=2.381 pour le placement aléatoire
des liens. L’introduction d’auto-organisation (pas de liens redondants) dans la
construction du réseau ouvre une phase intermédiaire entre (r)=2.375+O.0015 et
(r)=2.392+O.00l [32, 48, 49]. Cette phase intermédiaire existe donc autant pour
des réseaux en 2D à force centrale que pour des réseaux en 3D avec contraintes sur
l’angle entre les liens. La nature de cette phase semble également être la même dans
les deux cas, ouvrant une phase rigide et non-stressée reliée à l’auto-organisatioi
de ces réseaux. Les réseaux en 2D étant beaucoup moins complexes et permettant
l’étude de réseaux de plus grande dimension, nous baserons notre étude de la phase
intermédiaire sur ce genre de réseaux.
Expérimentalement, la phase intermédiaire observée dans les verres de chal
cogénure [1,4,12—23,23—27] est plus large et décalée vers une plus grande coordina
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tion que celle identifiée par la théorie de la percolation. Par exemple, pour un verre
de $iSei_, la phase intermédiaire se situe entre (r)=2.4 et (r)=2.54 [13,32,49]. Les
différences préseiltes entre les phases intermédiaires théoriques et expérimentales
sont probablement reliés à la simplicité du modèle théorique. Par exemple, afin de
créer un réseau non-stressé, le modèle théorique tente d’éviter la création de toutes
formes de stress tandis que les résultats expérimentaux montrent qu’un stress local
peut être présent sans que le système soit stressé pour autant. Néanmoins, nous
espérons que la nature de la pha.se intermédiaire est la même dans les modèles
théoriques et expérimentaux et que notre étude sur les réseaux en 2D à force
centrale puisse nous aider à mieux comprendre la formation de cette phase in
termédiaire.
CHAPITRE 2
$ELF-ORGANIZATION WITH EQUILIBRATION : A MODEL FOR
THE INTERMEDIATE PHASE IN RIGIDITY PERCOLATION
Auteur t Mykyta Chubynsky, Marc-André Brière et Normand Mousseau.
Dans la méthode que nous avons présentée dans le chapitre 1, un réseau non-
stressé est créé en ajoutant seulement des liens linéairement indépendants au réseau,
ouvrant une phase intermédiaire où le réseau est rigide mais non-stressé. Cepen
dant, ce modèle ne permet aucune réorganisation du système. Lorsqu’un lien est
ajouté, il demeure à sa position et ne sera jamais enlevé. La topologie du réseau
dépend alors de l’ordre dans lequel les liens sont ajoutés au réseau.
Dans ce chapitre, nous vérifions l’existence thermodynamique de la phase in
termédiaire en introduisant une équilibration des liens dans l’algorithme du jeu des
cailloux présenté au chapitre 1. Cette équilibration permet ainsi au réseau de se
réorganiser en fonction de la coordination moyenne du système.
Les résultats de l’article constituant ce chapitre sont tous les fruit de ma re
cherche. L’analyse de ces résultats fût principalement effectuée par moi avec la col
laboration de Mykyta Chubynsky et Normand Mousseau. Le manuscrit est l’oeuvre
de Mykyta Chubynsky, moi-même et Normand Mousseau.
Mykyta Chubynsky est le premier auteur de cet article car il a été initialement
conçu pour une conférence à laquelle IVlykyta avait participé.
L’article a été soumis à Physical Review E pour publication. Une première
évaluation du jury a été effectuée et, suite à quelques corrections, l’article a été
resoumis et est présentement en processus de deuxième évaluation.
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2.1 Abstract
Recent experimental resuits for covalent glasses suggest the existence of an
iiterrnediate phase attributed to the seif-organization of the glass network resulting
from the tendency to minimize its internai stress. However, the exact nature of this
experirnentaliy measured phase rernains unclear. We rnodify a previously proposed
model of seif-organization by generating a uniform samplïng of stress-free networks.
III our model, studied on a diluted triangular lattice, an unusual illtermediate phase
appears, in which both rigid and floppy networks have a chance to occur, a resuit
also observed in a related model on a Bethe lattice by Barré et at. [Phys. Rev.
Lett. 94, 208701 (2005)]. Our resuits for the bond-configurational entropy of self
organized networks, which turns out to be only about 2% lower than that of random
networks, suggest that a self-organized intermediate phase could be common in
systems near the rigidity percolation threshold.
2.2 Introduction
Rigidity theory [31,39,44,50,57] has improved considerably our understauding
of the structural, elastic and dynamical properties of systems such as chalcoge
nide glasses [31, 57, 58], interfaces [59] and proteins [60], as a function of their
connectivity. III its classical version, it introduces the concept of a rigidity tran
sition, separating a soft (or floppy) and a rigid phases characterized by a mean
coordination nllmber. III many systems, optima or thresholds of various physical
quantities are often observed at the rigidity transition. Some time ago, for example,
Phillips [301 noted that arnong chalcogenides, the best glassformers have a meaii
coordination such that the number of degrees of freedom is equal to the number
of covalent (bond-stretchillg alld bond-bending) constraints. At this point, corres
ponding to the rigidity transition, networks are largely rigid but stress-free. This
prevents crystallization for both kinetic and thermodynamic reasons being stress
free, the glassy state is not too energetically unfavorable compared to the crystal;
being rigid, the networks lack the flexibility to efficientiy explore the phase space
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and reach the crystalline state fast. $imilarly, in the last 5 years, it has become clear
that most proteins in their native state sit almost exactly at the rigidity transition,
which could be necessary to have enough flexibility to fuliflul their function while
retaining their overali structure [60].
Recently, a series of experiments on chalcogenide and oxide glasses [1,4, 12—15,
17, 21, 22, 24—27, 61—63] have demonstrated the existence of a number of interes
ting and surprising behaviors. For instance, glasses with nearly optimal properties,
such as the absence of aging [1,24,26] and vanishing non-reversing enthalpy of the
glass transition [1, 12—15, 21, 22, 24—26] are observed not just at a particular mean
coordination, but in some range of coordinations, suggestillg the presence of an
intermediate phase between the floppy and the rigid phases. While the details and
exact origin of this intermediate phase are stili a matter of debate (see, for example,
the recent experimental paper by Golovchak et aï. [64]), it appears that it is due
to the seif-organization of the network minimizing the internal stress. If, according
to Phillips’ argument, we expect “optimal” glasses to be rigid but stress-free, we
should now expect to find this property everywhere in the intermediate phase ra
ther than only at a single critical point, as in the standard phase diagram of rigidity
percolation; there is now some direct evidence for this [4,61].
A few models were proposed to explain this self-organization. Thorpe et aï. [2,32]
have shown in an out-of-equilibrium model that it is possible to generate a stress
free intermediate phase. Barré et aï. [37] have shown in addition that such a phase
was thermodynamically stable on a ring-free Bethe lattice [52], where each site has 3
degrees of freedom, but the whole network is embedded in an infinite-dimensional
space. Taking a different approach, Micoulaut [35] demonstrated that one could
recover an intermediate phase by concentrating all the strain in local structures.
The goal of this paper is to assess whether or not a self-organized network with
a finite-dimensional topology is also thermodynamically possible. This verification
is important on two counts (1) the Bethe lattice is a loopless structure producing a
flrst-order rigidity transition [51,52,57] while 2- and 3-dimensional regular networks
undergo a second-order phase transition [44,57]; (2) the original model of Thorpe
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et aï. is an out-of-eqililibrium model which could lead to highly atypical networks.
For simplicity, we study two-dimensional central-force (2D CF) networks. This
allows ilS to consider networks of much bigger linear dimensions than is possible in
3D, limiting the finite-size effects. Moreover, in ail cases studied until now, rigidity
resuits for 2D CF networks have been qualitatively very similar to those obtained
for 3D glass networks. Our results should therefore also apply to glass networks.
In the next section, we review the basic facts about rigidity and the intermediate
phase. We then explain the model used here and present our results for a bond
diluted two-dimensional triangular network. We flrst discuss an unusual property of
our model: a network in the intermediate phase can be either rigid or floppy with a
flnite probability. We then focus on the calculation of the entropy of self-organized
networks.
2.3 The intermediate phase in the rigidity phase diagram
In rigidity theory, an elastic network is characterized by the number of mo
tions, called floppy modes, that do not distort any constraints. In a system with
no constraints, ail degrees of freedom are floppy modes and thus their number is
dN, where N is the number of atoms and d is the dimensionality of space. In an
approximation due to Maxwell and known as Maxwell counting [47], it is assilmed
that each additional constraint removes a floppy mode, so that the number of floppy
modes for a given number of constraints N can be written as
F=dN—N. (2.1)
When the iiumber of constraints becomes equal to the number of degrees of freedom,
F = O and the network undergoes a rigidity percolatioll transition, going from
floppy to rigid. In a 2D CF network, the number of constraints per atom is (r)/2,
where (r) is the mean coordination (the average number of connections of a site);
the critical coordination is therefore (r) = 4. In chalcogenide glasses, characterized
by the chemical formula ABC1__, where A is an atom of valence 4 (usually Ge
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or Si), B is an atom of valence 3 (As or P) and C is a chalcogen (Se, S or Te),
counting both covalent bonds and their related angular constraints, the critical
coordination is (r) = 2.4 [31].
Since Maxwell counting is a mean-fleld theory, it ignores fluctuations and cor-
relations that caii be built in the network. An overall rigid network can have some
internai localized floppy modes. Aiso, a constraint inserted ïnto a piece of the net
work that is already rigid does not remove floppy modes. Such constraints, known
as redundant, are obviously present in the rigid phase, where Eq. (2.1) gives a ne
gative number of floppy modes, since this number cannot be lower than d(d + 1)/2
(6 in 3D, 3 in 2D), to account for rigid body translations and rotations; but re
dundant constraints can also be present, of course, in an overall floppy network. In
gelleric networks, such as glasses, where the bond lengths vary, these constraints
create an internai stress and increase the elastic energy, since at least some part of
the network has to be deformed to accommodate them.
If the number of redundant constraints, NR, is known, theri the Maxwell coun
ting formula can be corrected t
F=dN-N+NR. (2.2)
This result is exact — the problem lies in calculating NR. A theorem by Laman [55]
makes this possible. Consider ail possible subnetworks of a system. If the number
of degrees of freedom minus the number of constraints is less than d(d + 1)/2 for at
least one subnetwork, there must be redundant constraints. Laman showed that this
is the only way redundant constraints can occur t for them to be present, the above
mnst be satisfled for at least one subnetwork. This is strictly true iii 2D; although
there are known counterexamples for general networks in 3D, it is assumed true
(there is no rigorous mathematicai proof, but no known counterexamples either)
for glassy networks with covalent boiiding including angular constraints [65,66].
Laman’s theorem is used in a computer algorithm for rigidity analysis, known
as the pebbte game [5,38,44,46,67]. The pebble game starts with an empty network
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and theri one constraint is added at a time and each added constraint is checked
for redundancy. Thus at every stage in the network-building process the number
of redundant constraints, NR, and, according to Eq. 2.2, F, are known exactly.
Independent constraints are matched to pebbles that are assiglled to sites and whose
total number is equal to the number of degrees of freedom; thus the number of
free pebbles (not matched to any constraint) gives the number of floppy modes.
The pebble game, in addition, identifies stressed regions in the network and also
offers rigid ctnster decomposition that identifies ail rigid clusters in the network.
The analysis provided by the pebble game is purely topological, the details of the
geometry are not taken into account, nor is the exact expression for the forces.
The downside is that the pebble game (as well as Laman’s theorem itself) is only
applicable to generic networks networks speciai in some way (having parallel
bonds, for instance) may have rigidity properties that are different from those of the
vast majority of networks of a given topology. The fraction of such special (or non
geneTzc) networks among ail networks of a given topology is, however, negligeable,
and 50 a covaient glass network, being disordered, can be safely assumed to be
generic.
Recently, a series of experiments [1,4, 12—15, 17, 21, 22, 24—26, 61, 63] have sug
gested that there couid be not one but two phase transitions near (r) = 2.4, with
the opening of an intermediate phase between the phases already known. The pro
perties of this phase suggest that the intermediate phase is rigid but stress-free. To
expiain the presence of two transitions and the iritermediate phase between them
within the framework of rigidity theory, it has been proposed [32] that the glass
networks seÏf-organize in some way. Broadly speaking, any reduction in the amount
of disorder in the network as it tries to minimize its free energy can be referred
to as self-organization; chemical order, especially strong in oxide glasses like silica,
would be one example. Thorpe et at. [2, 32] considered a particular kind of self
organization glass networks minimizing their elastic stress energy. As a proof of
principle, they constructed the following model. Starting with a low-coordination
stress-free network, bonds are added one at a time with the restriction that they
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cannot be redundant and thus add stress to the network, using the pebbÏe game for
constructing and analyzing the network at each step. This process is repeated until
it is no longer possible to add a bond without introducing stress to the network. Af
ter that, bond insertion continues at random. The maximum coordination at which
no stress is present, according to Eq. (2.2), cannot exceed the rigidity threshold
according to Maxwell counting ((r) = 4 for 2D CF networks and (r) = 2.4 for co
valent glass networks). In fact, in the model of Thorpe et at., the Maxwell counting
threshold value is reached without stress for 2D CF networks, but not for the 3D
glass network [21. In this model, once the stress appears, it immediately percolates,
corresponding to the upper boundary of the intermediate phase. In general, this
need not be the case, since a network can have finite stressed regions without stress
percolating (this is the case in the model of Micoulaut and Phillips [35,36]).
To observe the rigidity transition in a two-dimensional diluted regular lattice,
one needs a lattice with coordination bigger than 4, and so the triangular lattice is
a natural choice. Since the pebble game algorithm can only be applied to generic
networks, one lias to assume that the triangular lattice is distorted (for example, by
having some disorder in bond lengths). Previous numerical studies for the randomly
diluted triangular lattice without self-organization indicate a single rigidity and
stress trailsition at (r) = 3.961 very close to the Maxwell counting prediction
(Fig. 2.1) [44]. Note that the rigidity and stress transitions coincide in this case.
In the self-organization model of Thorpe et aï., a numerical simulation reveals
instead two phase transitions (Fig. 2.1). As the coordination is increased from the
floppy phase, a percolating rigid clllster appears at (r) = 3.905. At this point,
by construction, the network is still stress-free. This is the lower boundary of the
rigid but stress-free intermediate phase the rigidity percolation transition. As
the mean coordination continues to grow, keeping the network stress-free becomes
impossible. At this point, which, as mentioned above, is at (r) = 4, the stress
appears and immediately percolates. This is the stress percolation transition, which
is the upper boundary of the intermediate phase.

























FIG. 2.1 — The dependence of the fraction of bonds in the percolating rigid dus
ter and the percolating stressed region for the random case and the self-organized
case without equilibration. In the random case, the rigidity and stress percolation
thresholds coincide. In the self-organized case, these thresholds do not coincide and
there is an intermediate phase (shaded) between them. The stressed region is defi
ned here as the contiguous percolating set of stressed bonds within the percolating
rigid cluster. The simulations are averaged over 2 realizations on the bond-diluted
triangular lattice of 400 x 400 sites. The figure is taken from Ref. [2].
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Mean coordination <r>
FIG. 2.2 — The fraction of networks in which the percolating rigid cluster is present
as a function of (r) for the model of seif-organization without equilibration. Each
curve is obtained from 200 separate runs on a bond-diluted triangular lattice; the
lattice sizes are indicated in the legend.
below the rigidity percolation threshold and one above in the thermodynamic limit,
as normally is the case for percolation transitions. This is illustrated in Fig. 2.2,
where the probability of having a percolating cluster is shown for different net
work sizes. As expected, the dependence gets doser to a step function as the size
increases.
2.4 A seif-organization model with equilibration
The seif-organization model of Thorpe et aï. is peduhiar in that bonds are only
added to the network and neyer removed. Whule one can imagine a very rapid
quench process in which indeed bond formation dominates, this process does not
lead to formation of good glasses. Therefore a way of building equilibrated stress
free networks is needed. As the elastic energy of a stress-free network is zero, any
such networks should occur with equal probability.
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A similar issue arose before in the case of conventional (or connectivity) perco
lation. In the rigidity case, seif-organization proceeds by avoiding stress or redun
dancy, i.e., bonds that connect already mutually rigid sites. The connectivity analog
consists in avoiding connections between sites that are already connected, i.e., crea
ting loops. Straley [68] proposed a model directly analogous to the one by Thorpe
et al., i.e., with bonds inserted one at a time and those forming loops rejected;
connectivity percolation occurs at some point, and then there is an “intermediate
phase” (although it was not referred to as such in the connectivity percolation
context) that is connected but without any loops, until a point is reached at which
avoiding loops is no longer possible (at this point the network is a spanning tree).
It was realized later on that this model does not produce a uniform ensemble, in
which every loopless network would occur with equal probability. Several authors,
ilsing a variety of methods [69—71] , claimed then that in the equilibrated uniform
ensemble, connectivity percolation does not occur until the spanning tree limit
is reached, i.e., there is no intermediate phase. This shows that the results may
change significantly dependillg on the ensemble of self-organized networks that is
considered.
Braswell et al. [70], in particular, used the following algorithm to generate equi
probable loopless networks t take an arbitrary ioopless network, choose a bond at
random, delete it and then reinsert at an arbitrary place where it would not form a
loop, with this place chosen equiprobably among ail such places. They showed that
after equilibration has taken place, this method would indeed generate the uniform
ensemble of networks, by proving the detailed balance condition, i.e., that given
sorne loopless network 1, the probability that in a single step of the algorithm some
other network 2 would 5e produced is the same as the probability of going in the
opposite direction, i.e., from network 2 to network 1. Their arguments fully apply
to the rigidity case as well.
In view of the above, we consider a variety of the self-organization model by
Thorpe et aï., adding equilibration that produces equiprobable stress-free networks.
Like in the previous model, we start with the “empty” network without bonds and
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start inserting bonds one by oiie without creating stress. After every bond insertion,
we equilibrate by doing bond swaps following the procedure described above, i.e.,
choose a bond at random, delete it and then insert a bond elsewhere choosing at
random among the places where that new bond would not create stress. It is worth
noting that in general it is rather difficuit to handie removal of constraints within
the pebble game; but it is easy to remove an unstressed constraint, as this simply
involves releasing the associated pebble with no additional pebble rearrangement.
$ince in our case ah constraints are ullstressed by construction, no problem arises.
In this paper we focus on the intermediate phase and do not investigate the stres
sed phase, so we stop at the point at which further stressless insertion becomes
impossible.
A very similar model has been proposed recently by Barré et al. [37] using a
Bethe lattice and, as an added sophistication, an energy-cost function linear in
the number of reduildant constraints. While this energy is somewhat unrealistic, it
provides a thermodynamic justification for the existence of the intermediate phase.
However, Bethe lattices are particular constructions, leading to a first-order rigidity
phase transition while 2D central-force and 3D bond-bending networks show a
second-order rigidity transition. By comparison, our model in essence assigns an
infinite cost to redundant bonds alld corresponds therefore to the T —* O limit of
Barré’s model but on a regular lattice with a second-order rigidity transition.
2.5 Rigidity percolation in the intermediate phase
Our simulations for the new model with equilibration are done for 2D CF bond
diluted triangular lattices. Periodic boundary conditions were used with the super
cehi consisting of the same number of unit celis in both directions. We have chosen
the duration of equilibration equal to 100 steps above (r) = 3.5 and 10 steps below
(where even in random networks there are very few redundant constraints, so the
self-organized networks are almost completely random anyway and long equilibra














— Same as in Fig. 2.2, but now for the model with equilibration, for trian
gular networks of 10000 sites and for severai different equilibration times indicated
in the legend as the number of equilibration steps per each inserted bond above
(r) = 3.5; below (r) = 3.5, there are 10 equilibration steps per bond in ail cases.
The data are likewise from 100 separate runs, but in addition, from each run ail net
works obtained during the equilibration procedure at the given mean coordination
are taken into account.
100 x 100 iattice; we aiso checked that 100 steps was sufficient by comparing with
a very long equilibration run at a single point (r) 3.95 for the iargest lattice
used here (not shown). The resuit we get is quite different from that obtained
without equilibration. Fig. 2.4, just as Fig. 2.2, shows the probability of rigidity
percoiation as a fullction of (r) for several diffèrent sizes, but now for the model
with equilibration. The seif-organization stili opens an intermediate phase around
the critical point found at (r) 3.961 in the standard rigidity phase diagram.
But rather than approaching a step function as the size increases, the resuit for
the probability of percoiation is now a graduai increase from O at (r) 3.94 to 1
at (r) = 4. This is simiiar to the resuit on a Bethe iattice in the model of Barré
et al., even though the rigidity percolation transition is of a different order. The
dependence of the percoiation probabiiity on (r) is close to iinear and this linea
rity may, in fact, 5e exact, aithough a very smali non-linear region near the iower
















FIG. 2.4 — $ame as in Fig. 2.3, but for different network sizes indicated in the
legend, aiways using 10 equilibration steps per inserted bond below (r) = 3.5 and
100 eqililibration steps above.
boundary of the intermediate phase cannot be ruled out. One difference between
our resuit and that presented by Barré et at. is that since their consideration is at a
non-zero temperature, there is aiways a possibility of having a small number of re
dundant constraints; since adding very few (perhaps 0(1)) redundant constraints
to an unstressed network is often enough for stress percolation, it is not surprising
that they have found a finite probability of both rigidity and stress percolation in
the intermediate phase, whereas in our case, the stress percolation probability is,
of course, zero by construction.
2.6 Eritropy cost of seif-organization
Although we do not include a potential energy explicitly, the seif-organization
models discussed here are constructed to prevent the build-up of stress, implicitly
miilimizing the potential energy of the system. At a finite temperature, however,
we are interested in minimizing the free energy. As glasses are formed at a non
zero temperature, the thermodynarnical state will be infiuenced by the balance
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between the entropie cost associated with generating a self-organized network and
the energetic cost of creating internai stress : if the entropy of the random network
is large compared with that of the self-organized one, theri it is likely that very littie
seif-organization will take place and the probiem discussed here becomes irrelevant.
The entropy of a covaient network can be viewed as consisting of two parts. The
first part, the topo togicat entropy, is proportional to the logarithm of the number of
different possible bond topologies or bond configurations. The second part, which
eau be called, somewhat sirnplistically, the ftexibiÏity entropy, depends on the phase
space available to each such bond configuration. This division of the total entropy
is similar, but not identical, to the traditional division into the configurational
and vibrational entropy in the inherent structure formalism [72]. In particular,
flexible networks exhibit a wide range of motions and would generally correspond
to more than one inherent structure, when a potential energy function is defined.
For this reason, the flexibility entropy includes both harmonie and anharmonic
contributions associated with a given topology of the covalent network; its exact
evaluation is difficuit and goes beyond the scope of this paper. However, since the
flexibility entropy is expected to be roughly proportional to the number of floppy
modes [73—75], and, according to Eq. (2.2), the number of floppy modes in a self
organized network (with NR = O) is smaller than in a random network (NR > O)
with the same number of constraints N, the fiexibility entropy of the self-organized
network is likely to be smaller than that of the random network. This difference is
probably not very large, especially in real systems where long-range forces reduce
significantly the available configuration space even in the floppy phase.
The topological entropy is, in general, difficuit to calculate as well, although
methods, such as that by Vink and Barkema [76], exist. It is miich simpler for a
lattice-based model like ours, as it requires only counting the number of possible
bond configurations on a lattice. In this case, the topological entropy (which we
eau also cali the bond-configurational entropy) is simply
SbC((r)) = 1nNb((T)), (2.3)
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where Nb ((r)) is the number of stress-free configurations with mean coordination
(r) and the Boltzmann constant kB is put equal to 1. To calculate Nb, we use the
following approach. Suppose the number of stress-ftee networks having N3 bonds,
NbC(NB), is known. From a stress-free network having N3 bonds, it is possible to
produce a stress-free network having N3 + 1 bonds by adding a bond in one of
those places where this added bond would not create stress. Suppose on average
there are n+(NB) such places or ways to create a stress-free network with N3 + 1
bonds. On the other hand, for any stress-free network with N3 + 1 bonds, there
are aiways exactly n_(N3 + 1) = N3 + 1 ways of creating a stress-free network
with N3 bonds by removing any one of the N3 + 1 bonds. Moreover, if a network
with NB + 1 bonds can be created from a network with N3 bonds by adding a
bond, then the latter network can always be obtained from the former by removing
that same bond and vice versa, so the process is reversible. Then the number of




If n(N3) is known for ah N3, then, using Nb(O) = 1 as the initial condition,
Eq. (2.4) can be iterated to yield all NbC(NB). In practice, n+(N3) are obtained
numerically, by a sort of Monte Carlo procedure, where some of the places in the
network where a bond is missing (compared to the full undiluted lattice) are tried
and it is found in what fraction of such places addition of a bond would not create
stress. In our simulations, we use 100 such attempts per network. The resuit 15
then averaged over the networks with a given number of bonds obtained during
the equilibration procedure.
Note that the same procedure can be repeated for the random case (without any
seif-organization), In this case, n+(N3) should count all the ways to create a new
network of N3 + 1 bonds (no matter stress-free or not) out of a network of N3 bonds,
and there are as many ways to do that as there are places where a bond is missing
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(compared to the full lattice); thus for a random network, n(N3) = NBf
— N3,
where NBf is the number of bonds in the full lattice. On the other hand, the analog
of quantity n_(N3 + 1), which we denote nL(NB + 1), is stiil N3 + 1. Therefore,
for the random network,
c(NB +1) = N(N3)•
N3 — N3
= IVbclV3) yr . 2.51V3 +
This can, of course, be used to obtain the analytical result for any NB, which is
simply a binomial coefficient. If we are interested in the difference $ between the
entropies of the random and self-organized networks, this is simply
TTT lAi




The change of this differeilce when a bond is added is







where u(N3) = n+(N3)/n(N3) is the average fraction of bonds whose insertion
would not create stress among all missing bonds in the network. Note that v(N3)
is what is caldlllated directly by the Monte Carlo procedure described above.
The entropy $ is, of course, an extensive quantity, i.e., it is proportional to
the network size (for big sizes). We cari iritroduce the entropy per bond of the full
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FIG. 2.5 — The fractioll y of “allowed bonds” (places where a bond can be inserted
without creating stress) as a function of the mean coordination (r), for a triangular
network of 50176 sites, with equilibration time of 1000 steps per inserted bond above
(r) = 3.5 and 10 steps below. The resuit is obtained by a Monte Carlo procedure
















lattice, s = $/NBf. In the thermodynamic limit,
d(s)
— IS(NB + 1) — /$(NB)
d(r)
- NBf [(r - (r) ]Ns+1 N5
mv
, (2.8)
NBf [rN+1 - (T)]
where (r) is the mean coordination of a network with NB bonds, and since
(r) = 2NB/N,
d(s) N
d(r) = 2NBf mv. (2.9)
In the full triangular lattice, the number of bonds NBf is three times the number
of sites N, so we get
c;) (2.10)
The quantity u obtained numerically is plotted in Fig. 2.5. From this plot, it
seems to go to zero as S = 4— (r) — 0+ and appears to change linearly as a function
of S in this limit. In general, if in this limit 5, then, according to Eq. (2.10),
s(S) = ¶SlnS+regular part. (2.11)
Figure 2.6 shows the entropy difference L\s calculated by iterating Eq. (2.7),
with u obtained numerically after every bond addition. Since the simulations are
done for networks of a finite size and with finite equilibration time, an extrapolation
to the infinite size was done by fitting the simulation results to the function
s((r);N,T) = + B((r)) +C((r)), (2.12)
where r is the equilibration time (in equilibration steps per added bond) used above
(r) = 3.5 (below 3.5, we aiways use just 10 steps, for reasons explained above). As
in different runs for different sizes the data were taken at slightly different points,
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linear interpolation wa.s sornetimes done to obtain the values at the same (r) in ail
cases. III total, data for 182 (N, r) combinations were used, with N between 5476
and 50176 sites and r between 20 and 1000 steps (up to 10000 steps for 10000 sites).
Data for higher N and r were assigned higher weights in the fit, since increasing N
and r decreases the amount of noise in the data (the latter because the resuits for
u are averaged over ail equilibration steps, and thus the more equilibration steps
there are the smaller the error in u). Function C((r)) representing the asymptotic
value of the entropy difference is also shown in Fig. 2.6.
For a finite-size network, it is only possible to reach a point 3 bonds short
of (r) = 4 without creating stress. For this reason, our simulations were stopped
somewhere around (r) = 3.999. Taking into account Eq. (2.11), we have fitted
the asymptotic entropy difference C() between (r) = 3.97 and 3.999 using the
following function
C() = a0 + a1ln6 + a2 + a32. (2.13)
The fit is essentially perfect, and the obtained value of a1 = 0.1636 is consistent
with the value of 1/6 expected for m = 1, according to Eq. (2.11). The fit is
used to complete the curve in Fig. 2.6 up to (r) = 4. The value of the entropy
difference at (r) = 4 is a0 = 0.0146. This is the biggest value of the entropy
difference, but it is stili small, only about 2% of the bond-configurational entropy
of the random network (which at (r) = 4, when 2/3 of the bonds are present, is
—[(2/3) ln(2/3) + (1/3) ln(1/3)] = 0.6365.
.
In the above calculation of the entropy we explicitly use the fact that ah stress
free networks with a given number of bonds are equiprobable in our new model.
A similar consideration for the old self-organization model without equilibration
would be much more difficult.
We note, finally, that according to Eq. (2.11), there is a non-analyticity in the
behavior of the entropy when (r) — 4, i.e., at the stress transition. We should
also expect some very weak non-analyticity (perhaps a break or a cusp in a higher















Fic. 2.6 — The difference in the bond-configurational entropy between random and
self-organized triangular networks, As, as a function of the mean coordination (r),
shown for several network sizes and equilibration times, as well as the asymptotic
value (i.e., the extrapolation to the infinite size and relaxation time, as described
in the text). Quantity t’ used to caiculate As is obtained by the Monte Carlo
procedure described in the text and then averaged over networks obtained during
equilibration at the given (r). In the main plot, ail thin lines are results for 50176
sites; the equilibration times are, top to bottom t 10 steps, 30 steps, 100 steps
and 300 steps per added bond. The thick une is the asymptotic. In the inset, ail
thin unes are results for 1000 equilibration steps per added bond. The sizes are,
top to bottom t 5476 sites, 15376 sites and 50176 sites. The thick une is again the
asymptotic. The asymptotics are themselves extrapolated to (r) = 4, as described
in the text. Ah equilibration times histed are for (r) > 3.5; for (r) < 3.5, 10






at (r) 3.94, but it is too weak to be seeri in our simulation resuits.
2.7 Conclusion
We have considered a model of seif-organization in elastic networks, adding an
equilibration feature to the model previously considered by Thorpe et aÏ. (2,32]. In
our model, we find an intermediate phase in the rigidity phase diagram, where the
fraction of networks in which rigidity percolates is between O and 1 iii the range of
mean coordination between 3.94 and 4.0 for the bond-diluted triangular lattice, a
resuit qualitatively similar to that obtained by Barré et aÏ. [37] in a closely related
model on a Bethe lattice.
Calculating the bond-configurational entropy of these self-organized networks,
we fiiid that it is only about 2% smalÏer than that of randomÏy-connected networks.
Provided that the flexibility entropy, which should reduce the stability of the inter
mediate phase, is not so sensitive to the seif-organization, the intermediate phase
is likely to be present in most systems with the right range of mean coordination.
Our results support the current explanation of the intermediate phase in chai
cogenide glasses. $elf-organization might also be important in the dynamics of
proteins as they have a coordination near the critical value. In a real material,
it is likely that the intermediate phase is not perfectly stress-free. A most likeiy
structure wili therefore be mostly unstressed with overconstrained local regions, in
a mixture of the model presented here and that introduced recentiy by Micoulaut
et al. [35,36].
The fact that there is now a possibility of having non-rigid networks in the
illtermediate phase does not invalidate the concept of this phase as lacking both
excessive flexibility and stress. Indeed, even though the network may technically
be floppy, say, because, of a single floppy mode or a very small number of such
modes spanning the whole network, for any practical purposes, there would be no
difference between such a network and a fuliy rigid and unstressed one, especially
when the existence of the neglected weaker interactions is taken into account.
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Knowing that seif-organization can exist from a thermodynamical point of view,
there is stili considerable work to do in order to fully understand the intermediate
phase. Among the obvious future directions of this work we can mention repeating
the simulations described here for 3D bond-bending glass networks; getting a better
idea of the geornetry of self-organized networks, in particular, possible long-range
correlations in them; evaluating the ftexibility entropy effects using a particular
potential energy function.
FinalÏy, there is a suspicious discrepancy between our resuits reported here and
those obtained for a similar model in connectivity percolation [69—711. Even though
it is in principle possible that there is an intermediate phase in the rigidity case
but not in the connectivity case, this seems very unlikely. Perhaps the time has
corne to re-evaluate these old results we certainly have the benefit of the much
increased computational power.
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CHAPITRE 3
SELF-ORGANIZED CRITICALITY IN GLASSES : THE
INTERMEDIATE PHASE
Auteur t Marc-André Brière, Normand Mousseau et Mykyta Chubynsky.
Dans le chapitre précédent, nous avons présenté une nouvelle méthode qui per
met au système de se réorganiser en effectuant une équilibration des liens du réseau.
Cette méthode permet d’obtenir une configuration à l’équilibre thermodynamique
et nous avons démontré qu’une phase intermédiaire existe également pour ces confi
gurations.
Le présent chapitre est constitué d’un article dont le but est d’étudier la struc
ture ainsi que les différentes interactions entre les liens pour ces réseaux équilibrés.
J’ai effectué toutes les simulations à l’origine des résultats de cet article. L’ana
lyse des résultats ainsi que l’écriture de l’article ont été principalement réalisées
par moi-même avec la collaboration de Normand Mousseau et Mykyta Chubynsky,
co-auteurs de cet article.
L’article est présentement en phase finale d’écriture.
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3.1 Abstract
Self-organized criticality (SOC) is generally associated with externaliy driven
systems such as sand piles, forest fires and earthquakes, which exhibit diverging
length scale and power-law distribution of the energy dissipation. In these sys
tems, the external drive generates correlations on ail scaies, leading to a behavior
resembling that observed near a critical point. As we show here, the concept of self
organized criticality couid also apply to the intermediate phase recentiy discovered
in the topologicai rigidity phase diagram and observed in numerous chalcogenide
glass systems.
3.2 Introduction
The concept of topoiogicai rigidity percolation was flrst introduced by Phil
iips and Thorpe about 30 years ago [30, 31]. In the same spirit as connectivity
percolation [68], a system undergoes a floppy to rigid transition as the number
of contraints is increased. These ideas have been appiied with success to a wide
range of covalent giasses [32,57,581 and, more recentiy, to proteins [5]. In the last
decade, experimentai evidence has shown that the topological rigidity phase dia-
gram could be more compiex than initialiy thought, with the appearance of an
intermediate phase, above the floppy phase, where the system is rigid but unstres
sed [1,4, 13, 16, 17,20,22—27,58].
As initially proposed by Thorpe and coliaborators [32], the absence of stress
can be associated with a seif-organization of the network in order to minimize the
stress as new contraints are added. These ideas were supported by work on the
Bethe lattice [37] and simpiifled models of chaicogenide giasses [35, 36]. We have
recentiy shown that a seif-organized stress-free intermediate phase is entropicaily
possible on a trianguiar iattice and that this phase contains a fuite fraction of
percoiating rigid networks [77].
Anaiysing the changes in topologicai rigidity with the average coordination, we
find that adding or removing a single bond affects the whole system, independently
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of its size, iII the intermediate phase. In effect, the system remains near criticality
over au extended range of coordination, corresponding to a type of self-organized
criticality. This property could explain why the intermediate pha.se is so prevalent
in glasses and other materials.
This paper is constructed a.s follows. In the next section, we review briefty
the intermediate phase. We next present our methodology. In the third section,
we present our resuits on the equilibrated network as well as the self-organized
criticality of such a network.
3.3 The intermediate phase
Using the mean-fleld approach flrst introduced by Maxwell, we can define the
rigidity of a network in terms of its number of degrees of fteedom or floppy modes,
F. In an uncontrained network, each atom lias d, the dimensionality of the space,
degrees of freedom. Considering that each added constraint takes away one degree
of freedom, we can write
F=dN—N, (3.1)
wliere N is the number of atoms and N is the number of constraints in the network.
At F = O, there is no floppy mode left and the network undergoes a rigidity transi
tion from floppy to stressed-rigid. In the mean-fleld approximation, this transition
occurs at an average coordination of (r) = 4 for the triangular lattice decorated
with springs and (r) = 2.4 in chalcogenide glasses, since we must account for both
bond-stretching and bond-bending constraints.
In a non-mean fleld case, correlations must be included. For example, adding
a constraint to an already constrained region does not remove a floppy mode but
introduces stress into this region. $uch type of bond is called reduildant. Non
redundant bonds are linearly independent and are the ones important for the rigi
dity transition. $eparating bonds into these two classes, Eq.3.1 becomes
F=dN(NcNr) (3.2)
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where Nr is the number of redundant constraints.
The problem of calculating the redundant constraints by standard techniques,
such as solving the dynamical matrix, is very difficuit. To simplify this task, Jacobs
and co-workers have introduced a topological analysis, the Pebble Game [38, 44].
This algorithm is based on a theorem by Laman [55] which states that in two
dimensions a generic network with N sites and B bonds (defining a graph) does
not have a redundant bond if and only if no subset of the network containing n
sites and b bonds (defining a subgraph) violates b<2n-3. While this theorem does
not apply to 3D generic networks, extensive calculations indicate that it could be
true for glassy networks with covalent bonding including ailgular constraints [57].
The pebble game, described in more details in Ref. [38], characterizes the global
rigidity of a network but also provides a complete decomposition of this network
into floppy, rigid and stressed clusters. Using the pebble game, for example, it is
possible to show that the rigidity transition occurs at (r) = 3.961 +0.001 [44] for
the central-force triailgular lattice and at (r) = 2.3893 [32] for chalcogenide glasses.
While early measurements also identifled a rigidity transition in these glasses
near (r) = 2.4, recent experiments have showu that there is not one but two
transitions [1,4,20—27]. Starting at low coordination, the first transition seems to
go from a floppy to a rigid but unstressed phase, and the second one onto a rigid and
stressed phase. This new rigid but unstressed phase is known as the intermediate
phase and is believed to be related to the seif-organization of the system in order
to minimize the energy.
This interpretation is supported by a number of theoretical works. In their
pioneering work, Thorpe and collaborators demonstrated that a network construc
ted by aggregation with no stress allowed, unless forced to, would go through
three phases a floppy, a rigid and a stressed and rigid phases, in agreement with
experimental observations [32]. The intermediate phase survives when the rigid
but stress-free networks are fully equilibrated as was demonstrated by Barré and
co-workers on Bethe lattices [37] and Chubyllsky et al. [77] on two-dimensional
triangular lattices. This is not the only possibility, however, and Micoulaut and col-
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laborators [35, 36] have shown that it is possible to recover an intermediate phase
in a stressed network if this stress is localized. While the overail thermodynamical
properties of these models are now known, the structural properties have yet to be
analysed, which is what is done below.
3.4 Methodology
We consider here 2D triangular central-force networks, allowing us to study
lattices with large linear sizes. While we cannot make a direct comparison with
experiment, previous work has shown that the triangular lattice presents an in
termediate phase similar to that of covalent glasses with angular constraints; our
resuits should therefore be applicable, at least qualitatively, to experiments.
In the initial pebble game presented by Jacobs et aÏ. [38,44], each new added
bond is frozen in the network and is neyer moved nor removed. The properties of
the network depend therefore on the order of the bond placement. To eliminate this
dependance on history, we introduced a bond-equilibration scheme to the pebble
game, allowing the system to rearrange itself by moving bonds around. Each time
a new bond is added, bonds are reshuffled throughout the lattice, removing any
memory of the placement sequence. This bond-shuffling procedure is repeated until
the system is equilibrated. We find that an equilibration of 10 iterations per added
bond below (r)=3.5 and 100 iterations above (r)=3.5 is enough for convergence
(for more details, see Chubynsky et al. [77]).
As discussed in a previous paper [77], the intermediate phase is associated with
a non-zero probability of finding a percolating network in this equilibrated model.
This probability rises linearly from zero at the rigidity transition ((r) 3.94) to
one at the stress transition ((r)=4.0), a result similar to the one obtained by Barré
on the Bethe lattice [37].
While these thermodynamical results demonstrate that the intermediate phase
is not only dynamical in origin, it does not provide a clear picture of its nature.





In order to characterize the rigidity of a network, it is useful to decompose it
into rigid clusters. This can be done directly using the resuits from the pebble
game. $tarting from randomly-chosen site placed in a rigid body, we select a neigli
boring site. If the subgraph formed by the selected atoms satisfles exactiy Laman’s
condition, this site is added to the rigid cluster. We repeat the procedure by adding
new sites to the rigid cluster until ah sites connected to the rigid cluster have been
checked to fail to satisfy exactly Laman’s condition.
With Laman’s condition, an atom linked to a neighbouring one through a bond
is considered rigid with respect to this atom. This definition is not convenient to
characterize a network as it is equivaient to consider only its average coordination.
Using bonds instead of atoms allows us to avoid the problem: after decomposing the
network into bond-deflned rigid clusters, we examine in turn each bond belonging to
these clusters. If a rigid cluster contains only one bond, its movement is independent
from the rest of the network and is thus considered floppy. If a rigid cluster contains
more than one bond, no bond within the cluster can move independently from the
others; these bonds are considered rzgzd.
0f course, a floppy bond can always be transformed into a rigid one by adding
bonds around it. A bond added to the system can be piaced in a weakly or heavily
connected region, in both cases, it lias littie effect on the overahi elastic properties
of the network, leaving ail bonds in their original state. A bond can also be placed
in a region on the verge of being rigid, in which case it can convert a number of
bonds from floppy to rigid, changing the properties of the network. 0f course the
process is symmetric, if we remove a bond, it can either have no impact or make
the network floppier. We cahi the conversion of floppy bonds into rigid bonds during




























FIG. 3.1 - Left panel Proportion of rigid bonds as a function of the mean coor
dination for the random and self-organized cases. Right panel Derivative of the
respective curves of the left panel. The resuits are averaged over 200 independant
simulations on a network of 90 000 sites.
To follow the rigidification process, we look at the number of rigid bonds as
a function of average coordination for both the random and the self-organized
networks — the random network lias no restriction on the presence of stress in the
lattice and corresponds to the standard topological-rigidity phase diagram, which
shows a unique floppy to stressed-rigid transition at (r) = 3.961.
The left panel of Fig. 3.1 shows the fraction of rigid bonds for these two models.
In the floppy phase, (T) < 3.94, the two models behave in a qualitatively similar
manner although the fraction of rigid bonds is slightly larger for the random net
work. This is because the random model allows the presence of redundant bonds
that are, by definition, rigid. Because no stress is allowed in the self-organized mo
del, we expect to have a more uniform distribution of bonds and, therefore, more
floppy bonds as deflned above.
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For the random network the rise in the fraction of rigid bonds is smooth. Looking
at the siope of this rise (right panel of Fig. 3.1), we see a maximum at (T) 3.96,
corresponding to the floppy-rigid transition. For the self-organized network, there
is a clear change in behavior near (r) = 3.94, with a rapid increase in the fraction of
rigid bonds which is reftected in the change of slope in the fraction of rigid bonds
as a function of average coordination (right panel of Fig. 3.1) : contrary to the
random network, which shows a maximum, the siope of the self-organized system
increases steadily until the stress transition.
3.5.2 Self-organized criticality
The previolls section discusses the fraction of rigid bonds in the equilibrated
network. We now look at the instantaneous response of the two systems to a local
perturbation, the addition or the removal of a single bond in the network. For
both the random and the self-organized networks, we start with an equilibrated
system, add or remove one bond in an allowed position and, without equilibration,
characterize the impact of this bond on the elastic properties of the system.
We first look at the impact of adding one bond; the overali resuits, averaged
over 200 independent simulations, are shown in Fig. 3.2. Below (r) = 3.94, both the
random and the self-organized networks behave in a similar fashion: the response
to the local perturbation is local and the addition of one bond rigidifies of 0(1)
bonds (less than 6 and 10 bonds, respectively, for the random and self-organized
networks), independently of the system size. At (r) = 3.90, the number of bonds
rigidified by the addition of a single constraint starts growing significantly in the
self-organized network and, while stiil size-independent, reaches values of about
100, much larger than for the random network (Fig. 3.2(b)).
This changes at the floppy to rigid but stress-free transition, near (r) = 3.94,
when the instantaneous response goes from local to non-local and the number of
bonds rigidified by the addition of a single bond reaches a finite proportion of the
system size (Fig. 3.2(a)). At its peak, around (r) = 3.985, as much as 5 ¾ of ail
bonds are affected by the addition of a single bond in the lattice. For the largest
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lattice we have studied, 90 000 sites, this means that more than an average of
4500 bonds go from floppy to rigid with the addition of a single constraint. It is
important to note that this behavior is seen only in the intermediate phase, for
the self-organized network. Both in the floppy and stressed-rigid phases, the self
organized system presents a local response to the local perturbation, similar to
what is seen in the random model at ah coordinations.
While adding a bond converts floppy bonds into rigid ones, removing a bond
lias the inverse effect, converting rigid bonds into floppy ones. While the flrst per
turbation gives us information on the correlation between floppy bonds, the second
perturbation shows the correlation between the rigid bonds.
Fig. 3.3 shows the proportion of bonds affected by the removal of one bond both
for the random and the self-organized networks. Resuits are qualitatively similar
to the one obtained for the rigidification process. Both the random and the self
organized systems have a local response in the floppy phase. This remains the case
for the random network, with a conversion of less than 15 bonds at its maximum
(Fig. 3.3(b)), while the response becomes non-local at the floppy to rigid transition
for the self-organized network, culminating at 20 percent near the rigid to stress
transition(Fig. 3.3(a)).
To understand the difference between Figs. 3.2 and 3.3, ht is useful to separate
the response based on the state of the network just before and after the perturbation
is applied. The overall network cari go from floppy to floppy, rigid to rigid, floppy to
rigid (addition only) or rigid to floppy (removal). This analysis also serves to ensure
that the collective effect is not simply due to the cases where the network undergoes
a transition from floppy to rigid, where long-range correlations are expected.
In these separate cases, networks containing a rigid cluster percolating in only
one direction are neglected because their state depends on how we identify rigid
and floppy networks. For example, if we identify such a network as being rigid,
the addition of a bond cari create a rigidification process percolating in the other
direction and thus generate correlations on all scales even though the network goes






















































3.6 3.7 3.8 3.9 4
Mean coordination <r>
(b)
Fic. 3.2 — (a) Fïaction of the total bonds of the network converted from floppy to
rigid when adding a bond to a self-organized network as a function of the average
coordination. (b) Number of bonds converted from floppy to rigid when adding a
bond to a network of 90000 sites for both the random and self-organized cases.
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(b)
Flo. 3.3 — (a) Fraction of the total bonds of the network that are converted from
rigid to floppy when removing a bond from a self-organized network. (b) Number
of bonds that are converted from rigid to floppy when removing a bond from a
network of 90000 sites for both the random and self-organized cases. Results are
averaged over 200 independent simulations.

























FIG. 3.4 — Fraction of the total bonds of the network being converted when the
network changes from floppy to rigid (rigid to floppy) whule adding (removing)
a bond. The network contains 90000 sites and the resuits are averaged over 200
independent simulations.
the removal of a bond from the percolating rigid cluster can generate correlations
on ail scales while the network goes from floppy to floppy. These behaviors are
similar to a transition of the network from floppy to rigid or rigid to floppy. Our
goal is to sec if a perturbation applied to a network within the intermediate phase
generates long-range correlations, no matter the percolating state of the network.
In view of these considerations, our study of the floppy to floppy case only considers
networks with no rigid cluster percolating in either directions before and after the
perturbation is applied while only networks with a rigid cluster percolating in both
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3.5.3 The floppy to rigid case (ami vice-versa)
We start with the case when a network is converted from floppy to rigid by the
addition of a single bond or when it is converted from rigid to floppy by the removal
of a single bond, a symmetric operation. Fig. 3.4 show the fraction of converted
bonds for both cases as a function of coordination for 90 000 sites. Whiie we do
not show resuits for smaller lattice sizes, resuits are converged to a level similar to
that of Fig. 3.2. Note that since there is no rigid networks below (r) = 3.94 and
no floppy networks above (r) = 4.0, this quantity exists only in the intermediate
phase.
Fig. 3.4 shows that the impact of adding a bond is considerable, converting
between 5 %, at the rigidity transition, and 25%, at the stress transition, of ail
bonds from floppy to rigid. While the size of the conversion is large near the rigid
to stressed transition, most networks are already rigid by then, which explain why
the total fraction of converted bonds plotted in Fig. 3.2(a) decreases near (r) = 4.
Finally, as expected, the distribution is symmetric, indicating that the starting
networks are well-relaxed.
Fig. 3.5 shows the impact of adding a bond in a floppy network. Starting from
a floppy network of 10 000 sites at (r) = 3.97 (upper figure), a bond is added
(surrounded by a red circle in the bottom figure), which makes the network rigid,
affecting 9896 bonds distributed throughout the network. The rigidification pro
cess takes place over the whoie system. Several rigid clusters separated by a floppy
interface merge into one rigid cluster, rigidifying in the same time the floppy in
terface between the rigid clusters. The floppy interfaces are the medium through
which rigid clusters interact. In the floppy phase, where rigid clusters are far from
one another, such a process cannot occur and no non-local interactions are present.
3.5.4 Floppy to floppy
Although no percolating rigid cluster is present when the network is floppy






























































































































































































fraction of the network and convert a macroscopic number of bonds. Fig. 3.6 shows
the rigidification process when the system goes from floppy to floppy for a network
of 10 000 sites at (r)=3.97. The addition of a bond (indicated by a red circle
indicated the bottom figure) couverts a large yet non-percolating region of the
network. A total of 2392 bonds pass from floppy to rigid during the addition of this
bond.
Even though this rigidification process does not percolate through the system,
the converted region stili represents, on average, a small but macroscopic quantity
as is shown in Fig. 3.7(a) for a network of 90 000 sites : the number of converted
bonds tends towards a constant fraction of the network with a maximum fraction
of the total bonds of the network being converted of the order of 0.2%.
A similar behavior can be seen for the removal of a bond. Removing a bond can
only affect bonds within the same rigid cluster of the removed bond. In a floppy
network, there is no percolating rigid cluster, but large rigid clusters stili exist and
removing a bond from these cliisters can convert a macroscopic number of bonds
from rigid to floppy, in a similar yet inverse process presented in Fig. 3.6. The
number of converted bonds depend mainly on the size of the rigid cluster from
which the bond was removed.
The number of converted bonds when the network is floppy before and after
the addition or removal of a bond is limited by the fact that no percolating rigid
cluster is present in the initial or final state of the network. Thus, the rigidification
process (or its inverse process) cannot percolate but it can affect a fuite frac
tion of the network. We have indeed found that these processes take place over a
constallt fraction of the network within the intermediate phase while they remain
independent of the network size elsewhere. Fig. 3.7(a) shows the fraction of the
total bonds of the network that are converted for both the addition and removal
of a bond for a network of 90 000 sites. Although the number of converted bonds
represent a constant fraction of the network within the intermediate phase, this
fraction remaills quite small, r..0.1% at its maximum.
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FIG. 3.6 — Rigidification process taking place when the network is floppy before
and after the addition of a bond. The npper flgnre shows the floppy (red, thin)
and rigid (blue, bold) bonds before the addition of the bond and the bottom flgnre
the shows the added bond (circled, red) with the rigid (blne) and converted bonds
(green, bold).
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3.5.5 Rigid to rigid
In the rigid to rigid case, the network contaills a percolating rigid cluster be
fore and after the addition or removal of a bond. Thus, the interactions taking
place must remain localized since it cannot percolate through the network. Whule
rernoving a bond can create a floppy inclusion within the percolating rigid cluster,
adding a bond can rigidify such a floppy inclusion. These processes are similar to
the ones present in the floppy to floppy case. The number of converted bonds de-
pend on the size of the created (removal) or rigidifled (addition) floppy inclusion.
Here again, increasing the network size will allow for such a floppy inclusion to
grow in size without percolating through the system. $ince the network must be
rigid before and after the addition or removal of a bond, this behavior can only
occur within the intermediate phase where rigid networks exist. The number of
converted bonds does indeed converge to a constant fraction of the network within
the intermediate phase where a maximum of O.3%, for the addition, and r-iO.8%,
for the removal, of the total bonds of the network are converted (Fig. 3.7(b)).
3.5.6 Spatial correlations
In critical phenomena, correlations on ail scaies are present at the phase tran
sition. In our self-organized model, we would expect such a behaviour to occur
when the network changes state but our resuits show that the correlations are also
macroscopic when the network doesn’t change state. Thus, the intermediate phase
cari be associated with a phase self-organized critically in which the external drive
(adding of removing a bond) generates correlations on ail scales.
Although the number of converted bonds while adding or removing a bond
indicates the presence or not of non-local interactions, it doesn’t show the scale at
which these non-local interactions take place. To see this, we build an histogram
of the distances between the converted bonds and the added or removed bond.
The histogram is smoothed with gaussians and the area under the curve is then



























FIG. 3.7 — Fraction of the total bonds of the network converted when adding or
removing a bond for the floppy to floppy ta) and rigid to rigid (b) cases. The resuits
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rather than the number of converted bonds at a certain distance.
Fig. 3.8 shows the normalized histogram for adding and removing a bond.
Both cases show resuits sirnilar qualitatively to one another. In the floppy phase
((r)=3.93), there isa peak in the short-range distances and a zero probability of fin-
ding converted bonds for distances larger than L/4 unity for the addition of a bond
and of L/6 unity for the removal of a bond. The unity here is the distance between
two neighboring sites and L is the length of the network. As the coordination gets
nearer to the rigidity transition ((r)=3.94), bonds are converted on distances up to
L/3 unities for the addition of a bond and L/3 for the removal of a bond but their
probability stili remains small. For the whole network to be affected, converted
bonds must be present at a distance of L/2 unities from the perturbation, which
represents the farest distance between two bonds in one direction with the use of
periodic boundary conditions. Thus, at (r)=3.94, even though the interaction is
non-local, it doesn’t percolate through the whole system. Within the intermediate
phase ((r)=3.95 to (r)=3.99), converted bonds are found up to 2L/3 unities away
from the removed or added bond and the interactions take place over the whole
network. The probability of finding converted bonds in the long-range regions also
becomes more important than the probability of finding converted bonds in the
short-range regions. This shows that, within the intermediate phase, the interac
tions between floppy as well as rigid bonds take place over the whole network while
they remain mainly local within the floppy phase. The decrease of the probability
in the long-range region within Fig. 3.8 (130-200 unity) is due to finite size effects.
The long-range behavior of these correlations within the intermediate phase is
mainly due to interactions occurring when the network changes from floppy to rigid
when adding a bond or from rigid to floppy when removing a bond, but looking at
the floppy to floppy and rigid to rigid cases separately, we have found that these
long-range correlations are also present even though they are not as dominant as
when the network changes state. Fig. 3.9 shows the distribution of the distances
between the converted bonds and the added or removed bond for both the floppy


































Distance from the removed bond
(b)
FIG. 3.8 — Histogram of the distances between the converted bonds and the new
adcled (a) or rernoved (b) bond for a network size of 90000 sites. The resuits are
averaged over 200 independent simulations.
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FIG. 3.9 — Histogram of the distances between the converted bonds and the removed
or added bond for the case where the network goes from floppy to floppy (a) and
rigid to rigid (b) at a coordination of 3.98. The network size is 90 000 sites and the
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i;on-local ones aiso exist and, in the thermodynamic lirnit, one would expect to
have correlations on ail scaies.
3.6 Discussion
A similar behavior where a local perturbation lias a macroscopic impact for
networks within the intermediate phase is also seen experimentally [4]. Rarnan
pressure experiments show that applying externai pressure to a network wili blue
shift the frequency of corner-sharing (C$) tetraedrai units once passed a certain
pressure threshold (Pc) value is reached. This pressure threshold, which can be in
terpreted as a ineasure of the internai stress that must be exceeded by the appiied
pressure, wa.s found to be zero within the intermediate phase and non-zero out
side the intermediate phase. Outside the intermediate phase where P is non-zero,
appiying a small pressure P<P wili ailow local structure to absorb the applied
pressure and the network wili not change macroscopicaliy. Within the intermediate
phase, P. is zero and applying a small pressure to the network wili be transmit
ted through the whole network. Fig. 3.10 shows the resuits of these experiments.
Although Raman pressure experiments work weli with Ge$e1_1 giasses they give
quite different resuits for Ge$i_ gla.sses. This is related to the fact that Raman
pressure experiments oniy work weil when the atomic size of network-forming atoms
are comparable to one another, which is the ca.se in GeSei_ glasses and which is
not the case in GeSi_ giasses. This behavior of the pressure threshoid is simiiar
to the one that we observed in our model whiie a local perturbation (adding or
rernoving a bond) only lias a local effect outside the intermediate phase, it lias a
macroscopic impact within the intermediate phase where the local perturbation is
transrnitted through the whole network.
3.7 Conclusion
In the framework of the rigidity percoiation theory, rigid networks are deflned
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FIG. 3.10 — Variations in the freqnency of CS tetrahedral nnits as a function of
pressure for different GeSe1_ glasses. Triangles are resnlts taken from the work
of Murase and Fukunaga [3] and fihled circles are resuits of the work of Boolchand
et al. [4]. The figure is taken from Ref. [4]
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as networks with no percolating rigid cluster. Because the networks we study have
no stress, a percolating rigid cluster occupying only a small portion of the sites will
be nearly indistinguishable from a floppy network. Similarly, a network with a large
density of non-percolating rigid clusters could end up being more rigid effectively.
We have presented a model of seif-organization based on the pebbïe garne with
the addition of an equïlibration of the bonds on the 2D triangular lattice. We have
found that the global rigidity of the network lias a much larger increase in the
intermediate phase than elsewhere, reaching a maximum at the stress transition
whule a maximum is seen at the standard rigidity transition for the random bond
placement.
We have also looked at the correlations generated by the addition or removal
of a bond. While adding a bond converts floppy bonds into rigid ones, removing
a bond lias the inverse effect, converting rigid bonds into floppy ones. Looking at
the number of these converted bonds when adding or rernoving a bond, we have
found that it becomes quite large and depends on the network size within the
intermediate phase whule being small and independent of network size elsewhere.
In the intermediate phase, the number of converted bonds also tends to a constant
fraction of the network, independently of the network size. Such a behavior is
expected when the network changes from one state to another (floppy to rigid
for the addition of a bond and rigid to floppy for the removal of a bond) but our
resuits show that a similar behavior is also present when the network doesn’t change
state. The fraction of the network that is converted in such cases is much smaller
than whell the network changes state (-‘5-25%), but it stili represents a significant
fraction of the network (‘-1%). $uch resuits suggest that the intermediate phase can
be associated with a seif-organized critical phase where a drive (adding or removing
bond) can generate correlations on ail scaies. The distribution of the distances
between the converted bonds and the added or removed bond does indeed show
that long-range correlations are present within the intermediate phase no matter
how the global state of the network before and after the drive, not only when the
drive changes the network’s state.
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CONCLUSION
Dans ce mémoire, nous avons introduit une nouvelle méthode permettant de
générer des réseaux en 2D auto-organisés et équilibrés. Notre méthode est basée
sur l’algorithme du jeu des cailloux conçu par Jacobs et Thorpe [38]. Dans la ver
sion initiale de l’algorithme, le réseau est construit en ajoutant les liens un à un.
En s’assurant que chaque lien est linéairement indépendant, le réseau construit ne
contient aucun stress et donne un réseau auto-organisé. Cependant, les liens ajoutés
au système ne sont jamais enlevés et le réseau ne peut donc pas se réorganiser.
Le réseau obtenu dépend alors de l’ordre dans lequel les liens sont placés. Notre
méthode consiste à permettre au réseau de se réorganiser en introduisant une
équilibration des liens dans l’algorithme initial.
La phase intermédiaire que nous obtenons est fort différente de celle obtenue
par Thorpe et Jacobs. Dans leur cas, le point de transition de rigidité sépare les
réseaux rigides des réseaux flexibles. Les réseaux ayant une coordination moyenne
en-dessous du point de transition de rigidité sont flexibles alors que les réseaux ayant
une coordination moyenne au-dessus du point de transition de rigidité sont rigides,
la probabilité d’obtenir une configuration rigide passant de zéro à un au point de
transition de rigidité. L’introduction de l’équilibration change ce comportement. À
une coordination moyenne où un amas rigide percolant est présent, l’équilibration
des liens peut dissocier cet amas rigide percolant et la percolation de la rigidité
disparaît. Le réseau peut ainsi passer de rigide à flexible et la phase intermédiaire est
composée de réseaux rigides et flexibles. La probabilité d’obtenir une configuration
rigide passe graduellement de zéro au point de transition de rigidité à un au point
de transition de stress. Ce résultat est semblable aux résultats obtenus par Barré
sur les réseaux de Bethe dans la limite T—*O [37].
De plus, comme les réseaux que nous obtenons sont équilibrés, nous avons pu
observer la thermodynamique de ces réseaux. Une quantité relativement facile à
obtenir pour les réseaux est l’entropie. L’entropie est donné par le logarithme du
nombre de configurations possibles et cette quantité est obtenue en calculant le
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nombre de façons de placer les liens du réseaux. Nous avons trouvé que la différence
d’entropie entre les cas aléatoire et auto-organisé est relativement petite, de l’ordre
de 2% de l’entropie par site du cas aléatoire. Ainsi, le coût entropique relié à
l’auto-organisation du réseau est relativement petit. Ceci est rassurant car dans
le cas d’une température finie, c’est l’énergie libre qui est minimisée. Si l’on avait
obtenu un coût entropique élevé, la minimisation de l’énergie libre aurait alors
favorisé la création de stress à l’auto-organisation du réseau. Ainsi, le faible coût
entropique relié à l’auto-organisation démontre qu’une phase intermédiaire rigide
et non-stressée peut bel et bien exister thermodynamiquement.
Nous nous sommes également intéressés à l’étude de la strucure du réseau afin de
mieux comprendre comment ces réseaux auto-organisés se forment. En augmentant
la coordination moyenne du réseau, des amas rigides se forment ou s’agrandissent,
augmentant la rigidité globale du réseau. Alors que dans la phase flexible l’aug
mentation de la rigidité est faible, elle devient nettement plus grande dans la phase
intermédiaire. Ce phénomène est relié au fait que, dans la phase intermédiaire, les
amas rigides ont de plus grandes dimensions, diminuant les dimensions et le nombre
d’interfaces flexibles du réseau.
Nous avons aussi étudié la corrélation entre les liens du réseau. Nous avons
utilisé deux approches. La première est celle d’ajouter un lien au réseau et d’obser
ver l’influence de l’ajout de ce lien sur l’ensemble du réseau. L’ajout d’un lieu peut
seulement influencer le réseau en changeant des liens flexibles en liens rigides. Cette
interaction nous informe donc sur la corrélation présente entre les liens flexibles.
L’autre approche est le procédé inverse du premier. Nous avons enlevé un lien au
réseau et observé l’impact sur l’ensemble du réseau. Dans ce cas, l’impact observé
est le changement de liens rigides en liens flexibles et nous permet donc d’obte
nir les corrélations entre les liens rigides. Les résultats que nous avons obtenus
démontrent qu’il n’existe pas de corrélation dans la phase flexible autant entre les
liens flexibles qu’entre les liens rigides. Dans la phase intermédiaire, jusqu’à 25%
des liens du réseau sont affectés par l’ajout ou l’enlèvement d’un lien lorsque le
réseau change d’état (flexible ou rigide) tandis que de l’ordre de 1% des liens du
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réseau sont affectés lorsque le réseau demeure dans le même état avant et après
l’ajout ou l’enlèvement d’un lien. Les corrélations entre les liens deviennent donc
importantes, les interactions étant macroscopiques. Ces résultats suggèrent que la
phase intermédiaire peut être associée à une phase auto-organisée critique.
La méthode que nous avons présentée dans ce mémoire connaît cependant cer
taines limitations. Par exemple, les réseaux que nous générons ne possèdent au
cun stress dans la phase intermédiaire tandis que des études expériementales ont
démontré qu’un stress local peut exister. De plus, le coût entropique relié à la for
mation de la phase intermédiaire que nous avons calculé est seulement basé sur
l’entropie configurationnelle et ne considère pas l’entropie vibrationnelle. Afin de
tenir compte de l’entropie vibrationnelle, il faudrait inclure une énergie potentielle
dans notre modèle et le problème devient alors beaucoup plus complexe. Dans notre
étude, nous avons considéré des réseaux en 2D à force centrale mais ceux-ci sont
loin de la réalité des verres de chalcogénure. Un modèle plus réaliste de ces verres
est un réseau en 3D avec contraintes sur l’angle entre les liens. Une étude sur ce
genre de réseau serait donc la suite logique dans la compréhension de la phase
intermédiaire. Néanmoins, la phase intermédiaire sans équilibration présentée par
Jacobs et Thorpe est similaire en 2D et 3D et l’on peut s’attendre à ce que l’intro
duction d’une équilibration des liens ait le même effet en 2D et 3D. Rappelons que
le modèle que nous avons présenté ne considère que la topologie du réseau et que
notre étude n’est donc basée que sur la structure du réseau.
Il serait pratique d’être en mesure de simuler des verres de chalcogénure. Ceci
nous permettrait de comparer la phase intermédiaire présente dans ces verres avec
celle présente dans les réseaux en 2D et 3D. La technique la plus prometteuse
pour ce genre d’étude est celle d’activation et relaxation (ART) [34]. Tout ce qui
manque afin de pouvoir utiliser cette technique pour la simulation des verres de
chalcogénure est l’existence d’un potentiel semi-empirique permettant un change
ment stoechiométrique des verres faisant ainsi varier la coordination moyenne.
Une autre méthode de générer des verres de chalcogénure de la forme Ge$ei_
serait de décorer un modèle relaxé de germanium amorphe avec des atomes de
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sélénium, le nombre de sélénium ajouté dépendant de la coordination moyenne
recherchée. Utiliser la méthode WVTW [78] (Wooten, Winer et Weaire) avec un
potentiel de Keating pourrait ensuite permettre de relaxer le système. Le problème
de cette méthode est de trouver une façon d’incorporer les atomes de sélénium
qui représente correctement la structure des verres de chalcogénure. La relaxation
du système près de la phase flexible pourrait aussi représenter un défi de taille, la
surface d’énergie étant pratiquement plate; trouver le minimum d’énergie globale
devient alors complexe. Néanmoins, c’est une méthode qui, si elle fonctionne, pour
rait nous aider grandement dans la compréhension de la phase intermédiaire dans
les verres de chalcogénure.
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