INTRODUCTION
Network theory is today a central topic in computational systems biology as a framework to understand and reconstruct relations among biological components. For example, constructing networks from a gene expression dataset provides a set of possible hypotheses explaining connections among genes, vital knowledge to advancing our understanding of living organisms as systems. Here we briefly survey aspects at the intersection of information theory and network biology. We show that Shannon's information entropy, Kolmogorov complexity and algorithmic probability quantify different aspects of biological networks at the interplay of local and global pattern detection. We provide approximations to the algorithmic probability and Kolmogorov complexity of motifs connected to the asymptotic topological properties of networks. An example of a regular graph (called Petersen graph) followed by its adjacency matrix. Regular graphs are Kolmogorov simple (see Section 1.3) because every node requires the same amount of information to be specified. An example of a regular graphs (left and center) is a 2n graph with 20 nodes and the complete graph for 20 nodes both whose description is very short (as uniquely specified by this sentence). In contrast, a random graph (right) with the same number of nodes and number of links requires more information to be specified, because there is no simple rule connecting the nodes. links) and so only a small quantity of information is required to describe them fully. Examples of regular graphs include complete graphs which are fully connected and therefore their nodes all of the same degree. So called 2n-graphs are graphs whose nodes have a fixed edge degree of 2, hence regular (see Fig. 1 .1, a regular graph with node degree 3).
Another type of graph that has been studied is the random graph (also called Erdös and Rényi [9, 10] ), in which vertices are randomly and independently connected by links with a fixed probability (see Fig. 1 .2 for a comparison between a regular and a random graph of the same size). The probability of vertices being connected is called the edge probability. The main characteristic of these Erdös-Rényi random graphs is that most nodes have roughly the same number of links, equal to the average number of links per node. Random graphs have some interesting properties, but biological networks are not random graphs. They carry information, connections between certain elements in a biological graph are favoured or avoided and not all vertices have the same probability of being connected to other vertices.
Complex networks
The two most popular complex network models consist of two algorithms that reproduce certain characteristics found in empirical networks. Indeed, the field has been driven largely by the observation of properties that depart from properties modelled by regular and random graphs. Specifically, there are two topological properties of many complex networks that have been a focus of interest. On the one hand, the so-called "small world" describes the phenomenon of many empirical networks where most vertices are separated by a relatively small number of edges. A graph is considered a small-world graph if its average clustering coefficient C is significantly higher than a random graph constructed on the same vertex set, and if the graph has approximately the same distance D(g) value as its corresponding random graph.
On the other hand, many networks are scale free, which means that their degrees are size independent, in the sense that the empirical degree distribution is independent of the size of the graph up to a logarithmic term. That is, the proportion of vertices with degree k is proportional to ck τ for some τ > 1 and constant c. In other words, many empirical networks display a power-law degree distribution.
Observation of these properties has motivated the development of many models to explain these features. Of these, the Barabási-Albert model [1] reproduces complex network features using a preferential attachment mechanism. The Watts-Strogatz model [31] , for example, provides a mechanism for constructing small-world networks with a rewiring algorithm. Starting from a regular network (e.g. ring lattice) W of node degree 2, the provides consists in rewiring a few nodes with low probability. An example of a WattsStrogatz rewiring algorithm for a 30-vertex network (W ) and rewiring probability p = 0, 0.1 and 1 starting from a 2n-regular graph is given in Fig. 1.3. A property of networks produced by this algorithm is that as soon as the rewiring probability is different to zero (e.g. p = 0.2), the average distance D(W ) drops fast due to the few randomly rewired nodes as compared to p = 0, preserving most of its low information content requiring only some additional information to describe the few new links to the complexity of the entire network.
The Barabási-Albert is another model that also reproduces networks with the small-world property by using a preferential attachment mechanism, that is linking every new node with a probability given by p i = k i /(σ j k j ), where k i is the degree of node i and the sum is made over all preexisting nodes j, resulting in a degree distribution that follows a power law given by P (k) 1/(k 3 ). For p = 0, W is a regular graph that requires little information to be described. For rewiring probability p = 1, W becomes a random graph that requires about as much information in bits as number of nodes in W . For p very close to zero (here p = 0.02), however, the average distance in the network dramatically drops close to the random graph case, while remaining of low complexity (little information is required to be described), close to the regular W for p = 0.
A network is said to have the "small-world" property if the average graph distance D grows no faster than the log of the number of nodes: d ∼ log(V (g)), that is the case of networks produced by both Barabási-Albert and WattsStrogatz algorithms (Figs. 1.3 and 1.4). However, unlike the Barabási-Albert, the Watts-Strogatz model does not produce scale-free networks.
INFORMATION THEORY AND NETWORK BIOLOGY
Information theory is a field that specifies fundamental limits on signal processing such as communicating, storing and compressing data. Central to information theory is the concept of Shannon's information entropy, which quantifies the average number of bits needed to store or communicate one symbol in a message. Shannon's entropy determines that one cannot store (and therefore communicate) a symbol with n different symbols in less than Example of a Barabási-Albert network A (starting from a 10-vertex network and growing it up to 100 nodes). The Barabási-Albert model is a preferential attachment algorithm that consists in favouring new connections to be made with nodes that are already highly connected. The results are complex networks that are scale-free. That is, the distance D(A) between any 2 nodes barely grows despite the graph size growth. The degree distribution (normalised by maximum value) of a randomly generated Barabási-Albert network following a power-law distribution (logarithmic scale on the y-axis), meaning a few nodes always remain with most of the connections and most nodes remain only with a few connections. log(n) bits. In this sense Shannon's entropy determines a lower limit below of which no message can be further compressed, not even in principle. Another application (or interpretation) of Shannon's information theory, is as a measure to quantify the uncertainty involved in predicting the value of a random variable. For example, specifying the outcome of a fair coin flip (two equally likely outcomes) requires one bit at a time, because the results are independent and therefore each result conveys maximum entropy. Things start to get interesting when the coin is not fair. If one considers a two-headed coin then the tossing experiment always results in heads, and the message will always be 1. When Shannon's entropy is measured from a finite sample, it can be written as
, where X is the random variable with n possible outcomes {x 1 , . . . , x n } and P (x i ) the probability of x i to occur by an underlying process (which also implies that to know H one has to know or assume the probability mass distribution of the whole sample).
Thus, according to Shannon's entropy, the information content of a message encoded by a single symbol is zero, or in other words, no uncertainty exists in the process of revealing the same outcome bit after bit. But if a coin is weighted so that the probability of tails is 25% and the probability of heads is 75%, then the Shannon entropy is 0.8112. Data in the real world is like a biased coin; it is not completely random although it may contain some noise. DNA sequences, for example, cannot be random, because they store the information required to produce the proteins needed by a living organism.
Biological networks carry information, transfer information from one region to another and implement functions represented by the network interactions. Connections among elements in a biological network are therefore unlikely to be regular or random. In a biological network nodes usually represent proteins, metabolites, genes or transcription factors. A link represents the interactions between the nodes in a network that can correspond to proteinprotein binding interactions, metabolic coupling or regulation. The degree of a node in a biological network of protein interactions represents the number of proteins with which it interacts.
A more powerful (and finer grained, see Fig. 1 .10) measure of information and randomness than that of Shannon entropy (see Fig. 1.9 ), is the concept of Kolmogorov complexity [14, 6] -denoted by K. This is because K has been proven to be a universal measure theoretically guaranteed to asymptotically spot any possible computable regularity [29] . Formally, the Kolmogorov complexity of a string s is K(s) = min{|p| : U (p) = s}, that is, the length (in bits) of the shortest program p that when running on a universal Turing machine U outputs s upon halting.
A universal Turing machine U is an abstraction of a general-purpose computer that can be programmed to produce any computable object such as a string or a network (e.g. the elements of an adjacency matrix). By the invariance theorem [5, 18] , K U only depends on U up to a constant, so as is conventional, the U subscript can be dropped.
Due to its great power, K comes with a technical inconvenience (called semi-computability) and it is proven that no effective algorithm exists which takes a string s as input and produces the exact integer K(s) as output [14, 6] , and this is related to a common problem in computer science known as the undecidability of the halting problem [25] -that is, to know whether a computation will eventually stop or not.
Despite the inconvenience K can be effectively approximated by using, for example, compression algorithms. Kolmogorov complexity can alternatively be understand in terms of uncompressibility. If an object, such as a biological network, is highly compressible, then K is small and the object is said to be non-random. However, if the object is uncompressible then it is considered algorithmically random. The extensively studied transcriptional regulation network [3] of Escherichia coli contains about 400 nodes and 500 edges, 40% of which are self-loops. This is a significant departure from the probability of an edge being connected to the same node by chance, unlike in a random network, where we would expect only 1 to 2 nodes to be self-connected. The smaller networks at the bottom are subnetworks found to be disconnected from the main component and performing disjoint tasks.
KOLMOGOROV COMPLEXITY OF BIOLOGICAL NETWORKS
As shown in [32] , estimations of Kolmogorov complexity are able to distinguish complex from random networks (of the same size), which are both in turn distinguished from regular graphs (also of the same size). K calculated by the BDM assigns low Kolmogorov complexity to regular graphs, medium complexity to complex networks following Watts-Strogatz or Barabási-Albert algorithms, and higher Kolmogorov complexity to random networks. That random graphs are the most algorithmically complex is clear from a theoretical point of view: nearly all long binary strings are algorithmically random, and so nearly all random unlabelled graphs are algorithmically random [32] . In a graph representation of a transcriptional regulation network that controls gene expression in cells, nodes (vertices) are operons, which are one or more genes transcribed on the same messenger ribonucleic acid (mRNA). Edges of the graph are directed from an operon that encodes a transcription factor to an operon that it directly regulates [20] .
One way to study the complexity of biological networks is by applying information-theoretic measures globally, to detect global patterns and measure the information content of the entire network. In Fig. 1.1 , Kolmogorov approximation by compression ratios of a sample of 22 metabolic networks from [12] , including the Streptococcus pyogenes network, have been calculated.
The compression ratio of a network is defined by C(g) = Comp(g)/|g|, where Comp(g) is the compressed length of the adjacency matrix g of a network using a lossless compression algorithm (in this case the universal algorithm Deflate, used in file formats such as png and zip). |g| is the size of the adjacency matrix measured by taking the dimensions of the array and multiplying its values, e.g., if the adjacency matrix is 10 × 10, then |g| = 100. It is worth mentioning that compressibility is a sufficient test for non-randomness. Which means that it doesn't matter which lossless compression algorithm is used, if an object can be compressed by one, then the rate value is a valid upper bound of Kolmogorov complexity. Which in turn means the choice of compression algorithm is not very important as long as it remains lossless. A lossless compression algorithm is an algorithm that includes a decompression algorithm that retrieves the exact original object, without any loss of information when decompressed. The closer C(g) is to 1 the less compressible, and the closer to 0 the more compressible. Compressibility ratios of a sample of 20 metabolic networks where V (g) is the number of vertices of g, E(g) the number of edges, C(c V (g) ) the compression ratio of the graph c whose number of nodes is equal to V (g), C(g) the compression ratio for g, and C(r V (g) ) the compression ratio of a random network built with the same number of vertices as g. Networks are sorted from larger to smaller Kolmogorov complexity estimation C(g). As shown in Fig. 1 .1, the Kolmogorov approximation values by incompressibility lie right between the two extreme cases, fully connected or disconnected graphs (c), because the size of the complete graph c is equal to g; and random graphs (r) constructed by taking the number of vertices of g and randomly adding n(n − 1)/2 (half the possible links to make a complete) links among its nodes. This captures the fact that these networks contain non-trivial infor-mation as models of the living systems they represent. In other words, for a biological network g, 0 ∼ C(c V (g) ) < C(g) < C(r V (g) ) ∼ 1. This is illustrated by the experiment depicted in Fig. 1.8 for a fixed network size and varying number of edges. The Streptococcus pyogenes metabolic network with only ∼ 2500 links reaches greater complexity than the corresponding random graph for the same number of edges, and lies between the simplest cases (disconnected and complete graphs) and random graphs reaching a compression ratio of 1. Curve of compression ratios of a network of 1051 nodes (the size of the Streptococcus pyogenes metabolic network) behaves as a classical Bernoulli process when varying the number of edges from 0 to the maximum of 551 775 possible links for the complete graph of 1051 nodes. The maximum compression ratio is reached when the graph has about 275 888 links (half the maximum number). With only 2577 links, however, the complexity of the Streptococcus pyogenes network is far removed from simplicity and randomness in the middle. The slight asymmetry of the curve corresponds to the zero diagonal of the adjacency matrix of a graph with no self-loops.
DETECTION OF LOCAL PATTERNS WITH ALGORITHMIC PROBABILITY
There is another seminal concept in the theory of algorithmic information, namely the concept of algorithmic probability. The algorithmic probability of a string s is a measure that describes the probability that a valid random program p produces the string s when run on a universal (prefix-free 1 ) Turing machine U . In equation form this can be rendered as m(s) = p:U (p)=s 1/2 |p| (Eq. 1). That is, the sum over all the programs p for which U outputs s and halts.
The algorithmic probability measure m(s) is related to Kolmogorov complexity K(s) in that m(s) is at least the maximum term in the summation of programs, given that the shortest program carries the greatest weight in the sum. The Coding Theorem further establishes the connection between m(s) and K(s) as follows: | − log 2 m(s) − K(s)| < c, where c is a fixed constant, independent of s. The Coding Theorem implies that [7, 5] one can estimate the Kolmogorov complexity of a string from its frequency. By rewriting Eq. (1) as: K(s) = − log 2 m(s) + O(1) one can see that it is possible to approximate K by approximating m, with the added advantage that m(s) is more sensitive to small objects [8] than the traditional approach to K using lossless compression algorithms, which typically perform poorly when it comes to small objects.
Using this technique one can estimate the Kolmogorov complexity of network motifs as shown in Fig. 1.10 . If the proposal's association of network motifs with biological functions turns out to be correct, the estimation of algorithmic information content suggests that motifs of high Kolmogorov complexity perform more complicated information flow functions than small networks of the same size, such as non-weighted small network number 1 in Fig. 1 .10 that makes no distinction among the nodes and therefore transmits information in all directions; or networks 2 to 6 where only 2 nodes are connected out of a possible 3; with less trivially connected networks starting at network 9 (7 being an exception), where by trivial we mean that either all nodes are connected (network number 1) or not all nodes are connected.
The Coding Theorem Method [8, 27] is rooted in the relation provided by algorithmic probability between frequency of production of a string from a random program and its Kolmogorov complexity (Eq. (1), also called algorithmic Coding theorem). Essentially it uses the fact that the more frequent a string (or object) is, the lower Kolmogorov complexity it has; and strings of lower frequency have higher Kolmogorov complexity.
The approach to determining the algorithmic complexity of network motifs thus involves considering how often the adjacency matrix of a motif is generated by a random Turing machine on a 2-dimensional array, also called a termite or Langton's ant [15] . Fig. 1.11 shows estimations of K for a sample of motifs of length 4. We call this the Block Decomposition Method (BDM) as it requires the partition of the adjacency matrix of a graph into smaller matrices for which we can numerically calculate, with statistical significance, its algorithmic probability and therefore its Kolmogorov complexity by means of the Coding theorem. Then the overall complexity of the original adjacency matrix is the sum of the complexity of its parts, albeit a logarithmic penalization for repetitions, given that repetitions of the same object does not add much complexity to the overall object as one can simply describe a repetition in terms of the multiplicity of the first occurrence. Details of the method and applications to graphs and images can be found in [32, 33] .
PATTERNS AND INFORMATION CONTENT OF BIOLOGICAL NETWORKS
One important development in network biology is the concept of network motifs [3] , defined as recurrent and statistically significant sub-graphs found in networks, as compared to a uniform distribution in a random network. As is to be expected, biological networks are not random networks because biological networks carry information necessary for an organism to develop. Motifs are believed to be of signal importance largely because they may reflect functional properties. Of the 13 possible 3-node architectural network subgraphs in a network, the subgraph 7 in Fig. 1.10 is, for example, a motif in the E. coli transcription network ( Fig. 1.13 ). The function of this motif has been identified as a "feed-forward loop" (FFL), which, it has been speculated, is a more stable transmitter of information among genes than other possible small network arrangements. This motif consists of 3 genes: a regulator that regulates another regulator and a gene, this latter regulated by the 2 regulators (leading to each of the regulatory interactions can be either activation or repression this motif can be divided into 8 more refined subtypes). This 3 node motif has been found in E. coli [26, 19] , yeast [20, 16] , and other organisms [22, 4, 28, 30, 11, 21] . Other motifs have been identified with varieties of memory switches to control and delay actions, among other possible useful biological functions. That FFL is identified with a gene regulatory function and it comes classified with medium range Kolmogorov complexity may be expected, given that as we have seen in previous sections, structure lies between simplicity and randomness. This may suggest that complete subgraphs are, for example, necessarily part of a larger motif if it is to implement a meaningful biological function. It can also be an indication of an over-representation of connections in an inferred network from a biological dataset, hence helping reduce false positives.
FFLs are only one class of network motif among 4 identified [2] . The simplest kind of motif is the positive and negative autoregulation (with as motif a self-loop) and abbreviated NAR or PAR respectively. There is also Single-input modules (SIM) and Dense overlapping regulons (DOR) or multiinput motifs (MIMs). The SIMs is a regulator that regulates a group of genes with no other regulator in between (with the only regulator regulating itself) and identified to a coordinated expression function of a group of genes with shared function capable of generating a temporal expression programme and activation order with different thresholds for each regulated gene. The DORs have been identified with a gate-array, carrying out a computation from multiple inputs throughout multiple outputs. Shannon's entropy values applied to the adjacency matrices of the 13 subgraphs of size 3 that can occur in a network (sorted from smaller to larger entropy), plotted in a circular embedding as often depicted [3] . (2) ∼ 0.6365, followed by cases 5 to 13 with the next possible Shannon entropy value log(2) ∼ 1.0986 different to 0. Those with entropy log(2) are motifs with only 2 edges, while those with log(3) values are motifs with 3 edges and so on. Shannon's entropy is therefore here useful to count number of edges. To further probe the networks, it is advantageous to estimate their Kolmogorov complexity (see Figs. 1.10 and 1.11) rather than their variety. As a proof-of-principle, we have previously shown that topological properties of complex networks indeed are detected by approximations to K [32] . For Kolmogorov complexity, for example, the simplest possible motif is that connecting all nodes bidirectionally, accommodating to the idea that such a motif would be biological meaningless (unless assigning weights indicating levels of regulation), unlike Shannon's entropy that assigns it high entropy due to its greater number of edges among all other cases. After the complete graph, motifs with lowest Kolmogorov complexity are those connecting only 2 nodes. It is clear that Kolmogorov approximations are capturing more structure assigning 11 different values to the 13 cases, hence more fine-grained than Shannon's.
There is a debate as to whether motif analysis is living up to the promise of breaking complex biological networks to understand them in terms of minimal functions carried by motifs as it has been suggested that the motif approach Kolmogorov complexity estimations (c.f. BDM) of the adjacency matrices of the 13 subgraphs of size 3 that can occur in a network, sorted from smaller to larger approximated Kolmogorov complexity values and plotted in a circular embedding as often depicted [3] . Constructing a network of motifs: After six recursive iterations starting from 2 unlabelled different low complexity motifs whose nodes are labelled and randomly linked (e.g. node 1 and 13 after one iteration) the result is a scalefree complex network (the distribution of node links-or degree distribution-remains about the same).
Figure 1.13
Motifs found in the metabolic network of Streptococcus pyogenes (bottom) and the transcription network of E. coli (top) using the mfinder [20] software and plotted in a style suggesting some information flow implementing a function, each followed by its Kolmogorov complexity (c.f. BDM) sorted from larger to smaller values.
to networks has important limits [13] . In Fig. 1.12 we tested how much could be inferred if motifs where used to build up a large network by picking random vertices of each motif and randomly linking them to other motifs with a greater probability of being connected to the new one and a small probability of connecting to an old one in the process of adding one of two chosen motifs one by one. The result is a scale-free network. Motifs are by definition well connected networks, small networks that can be thought of as part of a knregular network when completely linked, with k the length of the motifs and n the number of motifs. Some links will connect distant nodes due to the labelling method that implemented the weighted probability.
The experiment, as depicted in Fig. 1.12 , is an attempt to build a large network out of small networks, but without information about the connections among the smaller components it turns out to yield a network that is the result of putting together the small networks, and quite at odds with anything that could be said about the motifs. Even when there are some known facts about how classes of motifs connect to each other, such as FFLs and SIMs integrated into DORs and DORs occuring in a cingle layer (there is no DOR at the output of another DOR) [2] , we think the study of motifs and full networks are not alternatives, but are complementary rather, as one cannot reconstruct global patterns from local repetitions, nor local patterns from global properties.
In Fig. 1 .13 the motifs in the metabolic network of the Streptococcus pyogenes ( Fig. 1.7 ) as described in [12] were calculated using a specialised (for this purpose) open-source software [20] called mfinder. mfinder implements two kinds of motif mining algorithms, a full enumeration and a sampling method, both of which use brute-force [20] and succeed in discovering small motifs (larger motifs are very difficult to find, but new tools have been proposed).
Streptococcus pyogenes is a bacterium that causes group A streptococcal infections [24] , ranging from mild superficial skin infections to life-threatening systemic diseases. A metabolic network is a set of physical processes that determine the physiological and biochemical properties of a cell, such as the chemical reactions of metabolism, metabolic pathways, and regulatory interactions. It is worth noting the occurrence of the same motif (1 and 4) in the metabolic and transcription networks of Streptococcus pyogenes and E. coli respectively 1.13.
CONCLUDING REMARKS
We have briefly surveyed a novel area at the intersection of network biology, complex networks and information theory. We have applied and compared techniques, from Shannon's entropy to Kolmogorov complexity (this latter approximated both by algorithmic probability and lossless compressibility), that shed light on various aspects of biological networks serviceable at different scales and for different purposes in the investigation of properties of biological networks.
We have numerically estimated the information content and algorithmic randomness of local and global patterns of biological networks, both at the smallest scale (network motifs) and at their full scale.
We have praised for an encompassing information-theoretic study of biological networks at different scales and for a potential fruitful interaction between the theory of algorithmic information theory and systems biology. First results have already been delivered (see [34] ) but we have only started to explore this direction at the intersection of information and biology and tools and measures are waiting to be further explored and exploited.
