Reproduction is a defining feature of living systems. To reproduce, aggregates of biological 16 units (e.g., multicellular organisms or colonial bacteria) must fragment into smaller parts. Frag-17 mentation modes in nature range from binary fission in bacteria to collective-level fragmentation 18 and the production of unicellular propagules in multicellular organisms. Despite this apparent 19 ubiquity, the adaptive significance of fragmentation modes has received little attention. Here, we 20 develop a model in which groups arise from the division of single cells that do not separate but 21 stay together until the moment of group fragmentation. We allow for all possible fragmentation 22 patterns and calculate the population growth rate of each associated life cycle. Fragmentation 23 modes that maximise growth rate comprise a restrictive set of patterns that include production of 24 unicellular propagules and division into two similar size groups. Life cycles marked by single-cell 25 1 bottlenecks maximise population growth rate under a wide range of conditions. This surprising 26 result offers a new evolutionary explanation for the widespread occurrence of this mode of repro-27 duction. All in all, our model provides a framework for exploring the adaptive significance of 28 fragmentation modes and their associated life cycles. 29 Author Summary
Introduction 44
A requirement for evolution -and a defining feature of life -is reproduction [1, 2, 3, 4] . Perhaps the b i , hence groups grow at rate ib i ; groups die at rate d i . The sequences b i and d i define the fitness landscape of the model. We consider an exhaustive set of possible fragmentation modes, comprising both pure and mixed life cycles. In general, when growing from size i to size i + 1, groups stay together with probability q i , or fragment according to fragmentation pattern κ with probability q κ .
Each fragmentation pattern (determining the number and size of offspring groups) can be identified with a partition of i + 1, i.e., a way of writing i + 1 as a sum of positive integers, that we denote by κ i + 1. B Pure fragmentation modes are strategies with degenerate probability distributions over matrix form as
where x = (x 1 , x 2 , . . . , x −1 ) is the vector of abundances of the groups of different size and
is the projection matrix determining the population dynamics.
Dominance and optimality 137
For a given fitness landscape {b, d}, we can take the leading eigenvalue λ 1 (κ; b, d) as a measure of 138 fitness of fragmentation mode κ, and consider the competition between two different fragmentation 139 modes, κ 1 and κ 2 . Indeed, under the assumption of no density limitation, the evolutionary dynamics 140 are described by two uncoupled sets of differential equations of the form (4): one set for κ 1 and one 141 set for κ 2 . In the long term, κ 1 is not outcompeted by κ 2 if λ 1 (κ 1 ; b, d) ≥ λ 1 (κ 2 ; b, d); we then say 142 that fragmentation mode κ 1 dominates fragmentation mode κ 2 . We also say that strategy κ i is optimal 143 for given birth rates b and death rates d if it achieves the largest growth rate among all possible 144 fragmentation modes. 145 Two classes of fitness landscape: fecundity landscapes and survival landscapes 146 Fitness landscapes capture the many advantages or disadvantages associated with group living. These 147 advantages may come either in the form of additional resources available to groups depending on their 148 size or as an improved protection from external hazards. For our numerical examples, we consider 149 two classes of fitness landscape, each representing only one of these factors. In the first class, that we 150 call "fecundity landscapes", group size affects only the birth rates of cells (while we impose d i = 0 151 for all i). In the second class, that we call "survival landscapes", group size affects only death rates 152 (and we impose b i = 1 for all i).
153
Examples for n = 3 154 To fix ideas, consider all pure fragmentation modes with a maximum group size n = 3. These are 1+1 155 ("binary fission", a partition of 2), 2+1 ("unicellular propagule", a partition of 3), and 1+1+1 ("ternary 156 fission" a partition of 3). The three associated projection matrices are given by
In the particular case of a fecundity landscape given by b 1 = 1 and b 2 = 15/8 (and Although for simplicity we focus our exposition on pure fragmentation strategies, we also consider 164 mixed fragmentation strategies, i.e., probabilistic strategies mixing between different pure modes. A 165 natural question to ask is whether a mixed fragmentation mode can achieve a larger growth rate than 166 a pure mode. We find that the answer is no. For any fitness landscape and any maximum group size 167 n, mixed fragmentation modes are dominated by a pure fragmentation mode (see Appendix B). Thus, 168 the optimal fragmentation mode for any fitness landscape is pure.
169
As an example, consider fragmentation modes 1+1 and 2+1, and a mixed fragmentation mode 170 mixing between these two so that with probability q splitting follows fragmentation pattern 2+1 and 171 with probability 1 − q it follows fragmentation pattern 1+1. For any mixing probability q and any 172 fitness landscape, the growth rate of the mixed fragmentation mode is given by
which can be shown to always lie between the growth rates of the pure fragmentation modes, i.e., either Figure 2 : The optimal fragmentation mode is pure and characterised by binary fragmentation.
A Mixed fragmentation strategies are dominated. Here we show the empirical probability distribution of the growth rate of mixed fragmentation modes for n = 4 (generated from a sample of 10 7 randomly generated fragmentation modes) subject to the fitness landscape {b, d} = {(1, 2, 1.4), (0, 0, 0)}. The growth rates of all seven pure fragmentation modes for n = 4 are indicated by arrows. In this case, 2+2 achieves the maximal possible growth rate among all possible fragmentation modes. B Optimal fragmentation modes are characterised by binary splitting. Population growth rate (λ 1 ) for all seven pure fragmentation modes for n = 4 subject to the fitness landscape {b, d} = {(1, b 2 , 1.4), (0, 0, 0)} as a function of the birth rate of groups of size 2, b 2 . Each of the four fragmentation modes characterised by binary fragmentation (1+1, 2+1, 2+2, and 3+1) can be optimal depending on the value of b 2 . Contrastingly, nonbinary fragmentation modes (1+1+1, 1+1+1+1, and 2+1+1) are never optimal.
probabilities of splitting according to a given fragmentation pattern be proportional to exponential 180 random variables with rate parameter equal to one. We then calculated the growth rate of these mixed be optimal. We find that, within the set of pure modes, "binary" fragmentation modes (whereby 189 groups split into exactly two offspring groups) dominate "nonbinary" fragmentation modes (whereby 190 groups split into more than two offspring groups). To illustrate this result, consider the simplest case 191 of n = 3 and the three modes 1+1, 2+1, and 1+1+1, out of which 1+1 and 2+1 are binary, and 1+1+1 192 is nonbinary. Comparing their growth rates (as given in Eq. (5)), we find that λ 1+1 together, our analytical results imply that the set of optimal fragmentation modes is countable and, 198 even for large n, relatively small. Consider the proportion of pure fragmentation modes that can be 199 optimal, which is defined by the ratio between the number of binary fragmentation modes and the total 200 number of pure fragmentation modes. While this ratio is relatively high for small n (e.g., 2/3 ≈ 0.67 201 for n = 3 or 4/7 ≈ 0.57 for n = 4), it decreases sharply with increasing n (e.g., 25/128 ≈ 0.20 for 202 n = 10 and 625/1295920 ≈ 0.00048 for n = 50). further explore this issue, we identified the optimal fragmentation modes for general fecundity and 217 survival landscapes for the simple case of n = 4 ( Fig. 3 ; Appendix F). Since we can set b 1 = 1 and where a given fragmentation mode is optimal are often nontrivial mathematical expressions. Never-222 theless, we identify general patterns dictating which fragmentation mode will be optimal. Consider 223 first the optimality map for fecundity landscapes (Fig. 3A) . A sufficient condition for the unicellular 224 life cycle 1+1 to be optimal is that the birth rate of single cells is larger than the birth rate of pairs and 225 triplets of cells (b 1 > b 2 and b 1 > b 3 ). In this case, there is no apparent reason why a fragmentation 226 mode different than 1+1 would be optimal. Perhaps less trivially, 1+1 can also be optimal in cases 227 where single cells are less fertile than groups of three cells, i.e., even if b 1 < b 3 holds. This requires 228 the birth rate b 2 to be so small that the fecundity benefits accrued when reaching the size of three cells 229 are not enough to compensate for the unavoidable penalty of passing through the less prolific state of 230 two cells. Turning now to fragmentation mode 2+1, a necessary condition for this mode to be optimal 231 is that pairs of cells have the largest birth rate, i.e., that b 2 > b 1 and b 2 > b 3 holds. Similarly, mode 232 3+1 can only be optimal if b 3 > b 1 and b 3 > b 2 , so that groups of three have the largest birth rate. In 233 these two cases, the optimal fragmentation mode (either 2+1 or 3+1) keeps one of the two offspring 234 groups at the most productive size. Finally, for fragmentation mode 2+2 to be optimal, it is necessary 235 that single cells have the lowest birth rate, i.e., that b 2 > b 1 and b 3 > b 1 holds. In this case, the 236 fragmentation mode ensures that the life cycle of the organism never goes through the least produc- Costly fragmentation allows for optimal nonbinary fragmentation and multicellularity 241 without group benefits 242 So far we have assumed that fragmentation is costless. However, fragmentation processes can be costly 243 to the parental group undergoing division. This is particularly apparent in cases where some cells need 244 to die in order for fragmentation of the group to take place. Examples in simple multicellular forms include Volvox, where somatic cells constituting the outer layer of the group die upon releasing the 246 offspring colonies and are not passed to the next generation [26] , the breaking of filaments in colonial 247 cyanobacteria [27] , and the fragmentation of "snowflake-like" clusters of the yeast Saccharomyces 248 cerevisiae [28] . Fragmentation costs may also be less apparent. For instance, fragmentation may cost 249 resources that would otherwise be available for the growth of cells within a group.
250
To investigate the effect of fragmentation costs on the set of optimal fragmentation modes, we 251 consider two cases: proportional costs and fixed costs. For proportional costs, we assume that π − 1 252 cells die in the process of a group fragmenting into π parts. This case captures the fragmentation 253 process of filamentous bacteria, where filament breakage entails the death of cells connecting the 254 newly formed fragments [27] . For fixed costs, we assume that exactly one cell is lost upon each 255 fragmentation event. This scenario is loosely inspired by yeast colonies with a tree-like structure, 256 where cells can be connected with many other cells, so the death of a single cell may release more 257 than two offspring colonies [28, 19] . Mathematically, both cases imply that fragmentation patterns are 258 described by partitions of a number smaller than the size of the parent group (see Appendix G).
259
For both kinds of costly fragmentation, we can show that mixed fragmentation modes are still 260 dominated by pure fragmentation modes (the proof given in Appendix B also holds in this case).
261
Moreover, for proportional costs the optimal fragmentation mode is also characterised by binary frag-262 mentation, as it is the case for costless fragmentation (see Appendix H). This makes intuitive sense, as 263 the addition of a penalty for splitting into many fragments should further reinforce the optimality of 264 binary splitting (whereby only one cell per fragmentation event is lost). In contrast, we find that under 265 fragmentation with fixed costs the optimal fragmentation mode can involve nonbinary fragmentation, 266 i.e., division into more than two offspring groups. This result can be readily illustrated for the case of 267 n = 4 where the nonbinary mode 1+1+1 is optimal for a wide range of fitness landscapes ( Fig. 4 ).
268
Another interesting feature of costly fragmentation (implemented via either proportional or fixed 269 costs) is that fragmentation modes involving the emergence of large groups can be optimal even if 270 being in a group does not grant any fecundity or survival advantage to cells. If fragmentation is cost-271 less, as we assumed before, fitness landscapes for which groups perform worse than unicells (that is, Synergistic interactions between cells promote the production of unicellular propagules, 282 while diminishing returns promote equal binary fragmentation 283 Next, we focus on fitness landscapes for which either the birth rate of cells increases with group size 284 (fecundity landscapes where larger groups are always more productive) or the death rate of groups decreases with group size (survival landscapes where larger groups always live longer). In this case, and for a maximum group size n = 4, the set of optimal modes is given by 2+2 and 3+1 if there 287 are no fragmentation costs ( Fig. 3 ), by 2+1 if fragmentation costs are proportional to the number of 288 fragments ( Fig. 3A-B) , and by 2+1 and 1+1+1 if fragmentation involves a fixed cost of one cell ( Fig.   289 4C-D).
290
To investigate larger maximum group sizes n in a simple but systematic way, we consider fecundity 291 landscapes with birth rates given by b i = 1 + M g i and survival landscapes with death rates given by [29] models the fecundity or survival benefits 293 associated to group size i and M > 0 is the maximum benefit ( Fig. 5 ). The parameter α is the degree 294 of complementarity between cells; it measures how important the addition of another cell to the group 295 is in producing the maximum possible benefit M [30] . For low degrees of complementarity (α < 1), 296 the sequence g i is strictly concave and each additional cell contributes less to the per capita benefit of 297 group living [31] and groups of all sizes achieve the same functionality as α tends to zero. If α = 1, 298 the sequence g i is linear, and each additional cell contributes equally to the fecundity or survival of the 299 group. Finally, for high degrees of complementarity (α > 1), the sequence g i is strictly convex and 300 each additional cell improves the performance of the group more than the previous cell did. In the limit 301 of large α, the advantages of group living materialise only when complexes achieve the maximum size 302 n − 1 [31] . 303 We numerically calculate the optimal fragmentation modes for n = 20 (costless fragmentation) or 304 n = 21 (costly fragmentation) and the fitness landscapes described above for parameter values taken is costless or when it involves proportional costs, while nonbinary splitting can be optimal only if 308 fragmentation involves a fixed cost. We also find that, for each value of α and M , and for both 309 costless and costly fragmentation, the optimal fragmentation mode is one where fragmentation occurs 310 at the largest possible size. This is expected since the benefit sequence is increasing in group size be optimal is that increase in size is characterised by diminishing returns. The intuition behind this 323 result is that, if the degree of complementarity is small, then groups (complexes of size i ≥ 2) have 324 similar performance, while independent cells (i = 1) are at a significant disadvantage. Therefore, the 325 optimal strategy is to ensure that both offspring groups are as large as possible, and hence of the same 326 size. However, equal binary fragmentation can be also optimal for synergistic interactions, provided 327 that complementarity is not too high. In contrast, the unicellular propagule strategy is optimal only 328 for relatively high degrees of complementarity. This is because when complementarity is high only 329 the largest group can reap the benefits of group living; in this case, the optimal mode is to have at For fragmentation with fixed costs, nonbinary modes 7+7+6,...,1+...+1 can also be optimal.
rounds of division. We allowed for a vast and complete space of fragmentation strategies, including 362 pure modes (specifying all possible combinations of size at fragmentation and fragmentation pattern) 363 and mixed modes (specifying all probability distributions over the set of pure modes), and identified 364 those modes achieving a maximum growth rate for given fecundity and survival size-dependent rates.
365
Our research questions and methodology thus resonates with previous studies in life history theory 366 [32, 33] . In the language of this field, our fragmentation strategies specify both the size at first repro-367 duction and clutch size, where the latter is subject to a very specific trade-off between the number and 368 size of offspring mathematically given by integer partitions. 369 We found that for any fitness landscape, the optimal life cycle is always a deterministic fragmen-370 tation mode involving the regular schedule of group development and fragmentation. This makes 371 intuitive sense given our assumption that the environment is constant. However, this result might not 372 hold if the environment is variable so that the fitness landscape changes over time. In this case differ-373 ent pure fragmentation modes will be optimal at different times, and natural selection might favour life 374 cycles that randomly express a subset of locally optimal fragmentation patterns. Indeed, the evolution 375 of variable phenotypes in response to changing environmental conditions (also known as bet hedging 376 [34, 35] ) has been demonstrated in other life history traits, such as germination time in annual plants 377 [36] , and capsulation in bacteria [37] . The extent to which mixed fragmentation modes can evolve 378 via a similar mechanism is beyond the scope of this paper, but it can be addressed in future work by 379 applying existing theory on matrix population models in stochastic environments [22] . 380 We found that when fragmentation is costless, only strategies involving binary splitting (i.e., frag- [6] , while Staphylococcus aureus divide into one large group plus a unicellular propagule [7] .
395
This leads to questions concerning the nature of the fitness landscape occupied by these bacteria and 396 the basis of any collective level benefit as assumed by our model.
397
Once cell loss upon fragmentation is incorporated as a factor in collective reproduction, a wider 398 range of fragmentation patterns becomes optimal. When fragmentation costs are fixed to a given 399 number of cells, optimal fragmentation modes include those where splitting involves the production A Mixed fragmentation modes 486 A mixed fragmentation mode assigns a probability q κ to each possible fragmentation pattern (or par-487 tition) κ 2, . . . , κ n, where n is the maximum group size. Such probabilities satisfy κ j q κ = 1 488 for j = 2, . . . , n, i.e., when growing from size j − 1 to j one of the partitions κ j (including staying 489 together without splitting, κ = j) will certainly occur. Additionally, we impose q n = 0 so that, when 490 growing from size n − 1 to size n, a group can no longer stay together and will necessarily fragment.
491
It follows that a given life cycle or fragmentation mode can be represented by a set of vectors of the
Pure life cycles are a particular case where splitting probabilities q κ are either zero or one, so that only 494 one fragmentation pattern with more than one offspring group occurs. 
whereby a group of size i turns into a group of size i + 1 at rate ib j , and then instantly divides with 501 probability q κ into offspring groups in a way described by fragmentation pattern κ i+1, where parts 502 equal to appear a number π (κ) of times. These reactions depend on the life cycle, which specifies 503 the probabilities of fragmentation patterns. For instance, the reaction 504
stipulates that groups of size 3, which grow to size 4 at rate 3b 3 , will split with probability q 2+1+1 into 505 one group of size 2 and two groups of size 1. The growth of a group without fragmentation is also 506 incorporated in the set of reactions given by (8) . For instance, the reaction 507 X 3
stipulates that groups of size 3, which grow to size 4 at rate 3b 3 , will not split with probability q 4 .
508
The sets of reactions (7) and (8) give rise to the system of differential equations
where x i denotes the abundance of groups of size i. This linear system can be represented in matrix 510 form as
where x = (x 1 , x 2 , . . . , x n−1 ) is the vector of abundances of the groups of different size and A is a 512 (n − 1) × (n − 1) matrix with elements given by
where δ i,j is the Kronecker delta. Since π i (κ) = 0 for κ j + 1 and i > j + 1 (a partition of a number 514 has no parts larger than the number), the entries of A below the subdiagonal are zero. As an example, 515 consider n = 4. The projection matrix for this case is given by
B Mixed fragmentation modes are dominated 517 For any fitness landscapes, mixed fragmentation modes are dominated by at least one pure life cycle.
518
In other words, the optimal life cycle is pure.
519
To prove this result, consider the set of partitions κ j for a given j, fix the probabilities of show that, for any j, λ j 1 is a quasiconvex function, i.e., that
holds for all x 1 , x 2 ∈ S j and η ∈ [0, 1]. Quasiconvexity of λ j 1 implies that λ j 1 achieves its maximum 525 at an extreme point of S j , i.e., at a probability distribution that puts all of its mass in a single frag-526 mentation pattern. Quasiconvexity of λ j 1 for all j then implies that the maximum growth rate λ 1 is 527 achieved by a pure fragmentation mode, and that mixed fragmentation modes are dominated.
528
To show that λ j 1 is quasiconvex, we restrict the function to an arbitrary line and check quasicon-529 vexity of the resulting scalar function [53, p. 99 ]. More precisely, we aim to show that the function 530
is quasiconvex in t for any u ∈ S j and v ∈ R ζ j such that u + tv ∈ S j . We hence need to verify that
holds for τ ∈ [0, 1].
532
To show this, note that the function f (t) = λ j 1 (u + tv) is given implicitly by the largest root of 
where the probabilities of fragmentation specified by u + tv appear in the (j − 1)-th column of the 535 projection matrix A (see Eqs. (11) and (12)).
536
The right hand side of Eq. (14) can be written using a Laplace expansion along the (j − 1)-th 537 column of A − λI:
where δ i,j−1 is the Kronecker delta and M i,j−1 is the (i, j − 1) minor of A, i.e., the determinant of 539 the submatrix obtained from A by deleting the i-th row and (j − 1)-th column. Each minor M i,j−1 540 is independent of t because the only entries of A that depend on t appear in the (j − 1)-th column.
541
Moreover, each entry a i,j−1 is either zero or a linear function of t. Hence, p(λ) is a polynomial on λ 542 with coefficients that are linear in t, i.e., of the form
for some α k , β k . Moreover, since the leading coefficient must be (−1) n−1 (the matrix A is (n − 1) × 544 (n − 1)), it follows that α n−1 = (−1) n−1 and β n−1 = 0.
545
Denote by p τ (λ), p 1 (λ), and p 2 (λ) the characteristic polynomials corresponding to, respectively, 546 the probability distributions given by u
these are given by 
Note that the signs of these differences are always different, i.e., either (i) p τ (λ) − p 1 (λ) ≥ 0 and 550 p τ (λ) − p 2 (λ) ≤ 0, or (ii) p τ (λ) − p 1 (λ) ≤ 0 and p τ (λ) − p 2 (λ) ≥ 0. In the first case, we have 551 p 1 (λ) ≤ p τ (λ) ≤ p 2 (λ) and in the second we have p 2 (λ) ≤ p τ (λ) ≤ p 1 (λ), i.e., for each λ, p τ (λ) 552 lies between p 1 (λ) and p 2 (λ), or, equivalently
for all λ. Since λ j 1 is the largest root of p(λ), and since p τ (λ), p 1 (λ), and p 2 (λ) all have the same 554 sign in the limit when λ tends to infinity (their leading coefficients are all equal to α n−1 = (−1) n−1 ), 555 condition (18) implies condition (13) , thus proving our claim. See Fig. 8 for an illustration. 
556

C Mixing between 1+1 and 2+1 is dominated
Thus, q τ leads to a lower growth rate than either q 1 or q 2 , i.e., either λ τ 1 ≤ λ 1 1 , or λ τ 1 ≤ λ 2 1 holds. Here, j = 3, q 1 = (0.9, 0.1), (0.5, 0.5, 0), (0, 0, 0, 1, 0) , q 2 = (0.9, 0.1), (0.5, 0, 0.5), (0, 0, 0, 1, 0) , and τ = 0.6. The fitness landscape is given by
is dominated, consider its growth rate λ q 1 as a function of q, as given by the solution of characteristic
We have λ q 1 (0) = λ 1+1 1 and λ q 1 (1) = λ 2+1 1 . A sufficient condition for q to be dominated by either 1+1 562 or 2+1 is then that λ q 1 (q) is monotonic in q. To show that this is the case, note that the derivative of λ q 1 563 with respect to q is given by
and that such expression is equal to zero if and only if
which is independent of q. It follows that λ q 1 is either nonincreasing or nondecreasing in q, and hence 566 that it attains its maximum at either q = 0, q = 1, or (when (20) is satisfied) at any q ∈ [0, 1]. Hence, Consider the pure fragmentation mode κ , whereby groups grow up to size and then fragment 570 according to fragmentation pattern κ. The projection matrix is a ( − 1) × ( − 1) matrix of the form
The population growth rate is given by the leading eigenvalue λ 1 of A, i.e., the largest solution of 
By using a Laplace expansion along the last column of A − λI, we can rewrite the left hand side of 574 the above expression (i.e., the characteristic polynomial of A) as 
Substituting Eq. (24) into Eq. (23) and simplifying, we obtain
Replacing this expression into the characteristic equation (21), dividing both sides by (−1) −1 −1 j=1 jb j , 582 and simplifying, we finally obtain that the characteristic equation (21) can be written as
where
Note that the following two transformations: 
588
E Fragmentation modes are dominated by binary splitting 589 We can show that, for any fitness landscape, binary fragmentation achieves a larger growth rate than 590 splitting into more than two offspring groups. To prove this, consider (i) positive integers m, j, and k 591 such that m > j+k, (ii) an arbitrary partition τ m−j−k, and (iii) the following three fragmentation 
and fragmentation mode κ 3 to a number of offspring groups equal to two. Denoting by λ i 1 the growth 602 rate of fragmentation mode κ i , we can show that, for any fitness landscape, either λ 1 1 ≤ λ 2 1 or λ 1 1 ≤ λ 3 growth rate λ i 1 of mode κ i is hence the largest root of p i (λ). The polynomials p 1 (λ), p 2 (λ), and p 3 (λ) 609 are then given by
These polynomials satisfy the following two properties. First,
as the leading coefficient of the left hand side of Eq. (25) is always positive. Second, we can write
Now, evaluating Eq. (29) at λ 1 1 , and since p 1 (λ 1 1 ) = 0, it follows that p 2 (λ 1 1 ) = −p 3 (λ 1 1 ). Hence, only 613 one of the following three scenarios is satisfied: holds. Likewise, if p 2 (λ 1 1 ) > 0 > p 3 (λ 1 1 ), then λ 1 1 ≤ λ 3 1 holds. Finally, if p 2 (λ 1 1 ) = p 3 (λ 1 1 ) = 0, 616 then both λ 1 1 ≤ λ 2 1 and λ 1 1 ≤ λ 3 1 hold. See Fig. 9 for a graphical illustration of these arguments. We 617 conclude that either λ 1 1 ≤ λ 2 1 or λ 1 1 ≤ λ 3 1 must hold, which proves our result. 
p 3+1 (λ) = F 4 (λ) − F 3 (λ) − F 1 (λ).
The optimality maps shown in Fig. 3 of the main text were obtained by comparing the largest 622 root of these characteristic polynomials, which we computed numerically. For fecundity landscapes, Figure 9 : The population growth rate induced by a fragmentation mode with more than two offspring groups is dominated. Consider the characteristic polynomials p i (λ 1 ) for partitions κ 1 = 2 + 1 + 1, κ 2 = 3 + 1 and κ 3 = 2 + 1. Left: Fitness landscape b = (1, 1, 1.4), d = (0, 0, 0). Since p 2 (λ 1 1 ) < 0, κ 1 is dominated by κ 2 (λ 1 1 < λ 2 1 holds). Center: Fitness landscape b = (1, 2.6 − √ 1.3, 1.4), d = (0, 0, 0). Since p 1 (λ 1 1 ) = p 1 (λ 2 1 ) = p 1 (λ 3 1 ), κ 1 is weakly dominated by κ 2 (λ 1 1 ≤ λ 2 1 holds). Right: Fitness landscape b = (1, 1.9, 1.4), d = (0, 0, 0). Since p 3 (λ 1 1 ) < 0, κ 1 is dominated by κ 3 (λ 1 1 < λ 3 1 holds).
we 
627
The boundaries between areas of optimality can still be computed analytically. They are given by 628 the fitness landscapes at which two fragmentation modes have the same population growth rate.
629
The following are the boundaries between areas of optimality under fecundity fitness landscape 630 (assuming b 1 = 1 for simplicity):
631
• Between fragmentation modes 1+1 and 2+1: b 2 = 1, b 3 < 1.
632
• Between fragmentation modes 1+1 and 3+1: b 3 = 2 3 1 + 1 2b 2 , b 2 < 1.
633
• Between fragmentation modes 2+1 and 2+2: b 3 = ζ(2b 2 +ζ) 3(2b 2 −ζ) , where ζ = √ 1+8b 2 −1 2
, and b 2 > 1.
634
• Between fragmentation modes 3+1 and 2+2: b 3 = 2 3 b 2 (2b 2 − 1) 2 − 1 2b 2 and b 2 > 1 635
The following are the boundaries between areas of optimality under viability fitness landscape The combined probability of all outcomes of aggregate growth must be equal to one. In the case
