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The aim of this work is to model and investigate so-called durational effects in life insurance.
This means, in the context of a multiple state model for a single risk, that probabilities of
transitions between certain states as well as actuarial payments are not completely determined
by the current state of the policy, but may also depend on the time elapsed since entering this
state.
The development of an insured risk is usually described by non-homogeneous Markovian
pure jump processes with a finite state space containing all possible states of the policy. The
Markov property assures that the future development of such a process only depends on the
state which is occupied at a certain time. Further, the actuarial payments, which are often
separately considered as sojourn payments and payments due to transitions, are constructed
such that they also solely depend on the current state of the policy. Here, a generalized model
is presented that allows an appropriate implementation of durational effects, such that both
transition probabilities and actuarial payments are additionally allowed to depend on the time
elapsed since entering the current state. In order to achieve this, the development of an insured
risk is modelled by non-homogeneous semi-Markovian pure jump processes. Note that each
Markov process is also a semi-Markov process.
A pure jump process (Xt)t≥0 with finite state space S can also be described by using a
marked point process with space of marks S. The marked point process ((Tm, Zm))m∈N0 that
appertains to a pure jump process - which is either Markovian or semi-Markovian - is a Markov
chain. Hence, in order to develop a model that covers both the Markov as well as the semi-
Markov approach, our theory mostly relies on the Markov property of the appertaining marked
point process ((Tm, Zm))m∈N0 . For reasons to be explained later, this process is further assumed
to be homogeneous. The Markov property of ((Tm, Zm))m∈N0 implies the Markov property of
the bivariate process ((Xt, Ut))t≥0. For each t ≥ 0, the process ((Xt, Ut))t≥0 records both the
current state of the policy, Xt, and the time spent in state Xt up to time t since the latest
transition to that state, Ut. Thus, for our approach, the pure jump process (Xt)t≥0 is not
necessarily Markovian, but the bivariate process ((Xt, Ut))t≥0 is a Markov process. In contrast
to the pure jump process (Xt)t≥0, however, this process does not have a finite state space. The
state space of ((Xt, Ut))t≥0 is given by S × [0,∞).
Before giving a survey of the literature that is concerned with durational effects in life
insurance, and afterwards presenting the outline of this thesis, three examples from life insurance
are discussed for which the probabilities of certain transitions actually depend on the time
elapsed since the current state was entered. Doing so, the importance of durational effects with
respect to the development of a single policy shall be pointed out. The insurance products
being considered are German private health insurance (PKV: Private Krankenversicherung),
permanent disability insurance (also referred to as permanent health insurance (PHI)), and
long-term care insurance (LTC).
1
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German private health insurance forms the capital funded part of the health insurance system
in Germany. Hence, the following issues are a distinctively German matter of interest. Since
policyholders currently lose their ageing provision (i.e. the prospective reserve) if they switch
insurance companies, there is, on the one hand, a lack of competition. This is being discussed in
German politics at the present time. On the other hand, an interesting actuarial issue is raised,
namely that withdrawal probabilities decrease with the time of being insured. The reason for
this is that the prospective reserve - and with that the loss due to withdrawal - increases over
the first years. Hence, the withdrawal probabilities do not only depend on the attained age
of an insured, but also on the previous duration of the contract. Figure 1 gives an impression
of this effect. For a real existing PKV portfolio with annual withdrawal rates structured by
technical age and time elapsed since entry into the portfolio, mere age-depending withdrawal
rates wx, x ∈ {xMIN , ..., xMAX} are compared with age- and duration-depending withdrawal
rates wx,u, x ∈ {xMIN , ..., xMAX}, u ∈ {0, ..., x − xMIN}, in the case of 36-year old insured of
both gender and previous contract durations u = 0, ..., 15.
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
◦ ◦ ◦◦ w36
+ + ++ w36,u
u u
Figure 1: Age- and duration-depending annual withdrawal rates compared with mere age-
depending withdrawal rates with respect to the previous contract duration u, for men (left)
and women (right) at the age of x = y = 36
Currently, the decrement of a PKV portfolio is modelled by using a Markov approach with
a mere age-depending actuarial basis. However, figure 1 shows that in doing so, the actual
withdrawal rates of insured with a short previous contract duration are underestimated and the
withdrawal rates of policyholders being insured for a longer time are overestimated. The latter
is a very crucial point, because the withdrawal rates are used to calculate the reserve that is
left by the withdrawing insured and put to increase the reserve of the remaining insured. In a
certain sense, this is like giving financial support to the remaining insured, resulting in lower
net premiums for them. Consequently, if the actual withdrawal rates are lower than the ones
used for actuarial calculations, the resulting net premiums might be too low. Hence, the risk
of the portfolio is not really covered. For this reason, a calculation relying on an age- and
duration-depending actuarial basis could help to avoid losses for the insurance company, or at
least to prevent from unintended shifting of risks. Yet, according to the obligatory regulations
concerning the actuarial modelling for German private health insurance - i.e. the act concern-
ing the health insurance calculation (KalV: Kalkulationsverordnung [1996]) and the German
3Insurance Supervisory Law (VAG: Versicherungsaufsichtsgesetz [2004]) - it is not permitted to
base the calculation on an age- and duration-depending actuarial basis. For if this were the case,
premiums would also depend on previous contract durations, basically in the following way: The
longer the previous contract duration, the higher the premium. This, however, is forbidden in
order to prevent premiums for long-term insured becoming more expensive than premiums for
new entries at the same age. Incidentally, in this case, insured could withdraw their contracts
and afterwards enter a new contract at the same company with lower premiums, provided that
they pass the health examination. An appropriate solution of this dilemma - on the one hand,
the actual withdrawal rates depend on both age and previous contract duration, and on the
other hand, it is not permitted to use a model that takes this into account - will be introduced
later on (see example 4. 13). Further, we will sketch the change of the present situation for PKV
modelling caused by the regulations for improving the competition for statutory health insur-
ance (GKV-WSG: Gesetzliche Krankenversicherung-Wettbewerbssta¨rkungsgesetz [2007]), and
we will clarify whether or not our approach remains appropriate.
Figure 2 presents the durational effects in the situation of the PKV portfolio on the level of
probabilities of remaining in the portfolio. The pure jump process used to model the decrement
of a PKV portfolio allows the states active, withdrawal and dead. Thus, at discrete times, the
probabilities of remaining ·px and ·px,u can, under certain assumptions, be calculated with the
aid of both annual withdrawal rates and annual mortality rates (cf. example 2. 38).
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Figure 2: Comparison of probabilities of remaining k-years in the portfolio for a model with a
mere age-depending actuarial basis with corresponding probabilities for a model with an age- and
duration-depending actuarial basis and previous contract durations u = 0, 10, 15, for men (left)
and women (right) with attained age x = y = 31
We turn to the second example for which durational effects play an important role, the
permanent disability insurance. Since the pressure on existing social welfare systems increases
for different reasons, the care for disabled and elderly persons must be funded more privately.
Therefore, insurance products to cover the risk of financial losses or even the risk of a financial
ruin due to disability become more important. We refer to insurance products of this kind as
permanent health insurance (PHI). This usage originates from the British one. A permanent
health insurance policy should not be mistaken for a private health insurance policy. While the
intention of the latter is basically the absorbtion of costs due to health services, a PHI contract
provides an insured with an income if the insured is prevented from working by disability due
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to sickness or injury.
PHI policies are usually also modelled by multiple state models with state space S := {a, i, d}.
The three possible states are referred to as a ∼active, i ∼invalid and d ∼dead. In cases where
recovery is implemented in the model, the set of possible transitions - generally being a subset
of {(y, z) ∈ S2, y 6= z} - is given by J := {(a, i), (a, d), (i, a), (i, d)} . Figure 3 illustrates the set



















Figure 3: Set of states and set of transitions for the PHI model
One can easily imagine that especially for transitions from the state invalid the correspond-
ing probabilities depend not only on the information that a person is disabled at a certain time
or at a certain age (both of which are equivalent), but also on the time elapsed since disable-
ment. It is a widespread opinion that for disabled insured both the probability of recovering
and the probability of dying decrease with increasing duration of disability. Segerer [1993], for
example, investigated mortality and recovery rates relying on a data base coming from rein-
surance portfolios of several German life insurance companies. He came to the conclusion that
mortality during the first years of disability is significantly higher than the mortality used for
the life insurance premium calculation. For higher ages and longer durations of disability, the
mortality of disabled persons approaches the normal mortality of insured persons. Regarding
the recovery rates, Segerer stated that with increasing age and duration of disability, recovery
becomes less probable.
Recovery and mortality rates for disabled insured that depend on both age and time elapsed
since disablement are provided by so-called select-and-ultimate tables. Such tables generally
contain annual rates that depend on two variables (cf. Bowers et al. [1997], section 3.8). One
variable, [x], is the age at selection (e.g. onset of disability), and the second variable, t, is the
duration since selection. Thus, a two-dimensional array is generated. The dependence on age is
recorded along the columns, and the dependence on time since selection is recorded along the
rows. For example, qii[x−t]+t is understood as the annual mortality rate of an disabled insured
with attained age x who became invalid t years ago at the age of [x − t]. The impact of the
time since selection on the annual rates often diminishes following selection, such that beyond a
certain period, the dependence on the time since selection can be neglected. Consequently, it is
economical to construct select-and-ultimate tables by truncation of the two-dimensional array









[x−t]+t, t ≥ r.
The number r is referred to as select period. Figure 4 sketches the structure of a select-and-
ultimate table for recovery rates r∗ with a select period of 5 years.
To provide numerical examples for our results, the actuarial basis for calculations concerning
PHI contracts is formed by the German select-and-ultimate tables DAV-SRT 1997 RI M (for the
recovery of disabled insured) and DAV-SST TI 1997 M (for the mortality of disabled insured).
5Both tables contain annual rates for male insured and have a select period of r = 5. Even
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Figure 4: The Structure of a select-and-ultimate table for recovery with a 5-year select period
Figure 5 exhibits the dependence of the annual rates on the time elapsed since onset of
disability for three different ages. It can be observed that the mortality rates actually decrease
with the time elapsed since disablement. However, the recovery rates increase, especially for
young ages, in the first years of invalidity and reach their highest value between two and four
years after disablement. Summarizing, the annual rates considered differ substantially with the
time elapsed since onset of disability. Hence, the durational effects cannot be easily neglected.
This is especially important for the consideration of policies for which the select period carries
significant weight when compared with the policy term.
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Figure 5: Linear interpolated annual recovery rates (left) and mortality rates (right) for dis-
abled insured at the age of x = 25, 35, 45 with respect to the time elapsed since onset of disability,
taken from the German tables DAV-SRT 1997 RI M and DAV-SST TI 1997 M for men
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Conditional probabilities of remaining in state invalid that appertain to the tables DAV-SRT
1997 RI M as well as DAV-SST TI 1997 M are illustrated in figure 6. According to definition
2. 24, p¯i(s, t, u) is the conditional probability of a disabled insured, at a certain age at time s, to
remain in this state between the times s and t, given that the onset of disability took place at
time s−u. Figure 6 shows that this conditional probability has smaller values for insured whose
disablement dates back less than five years. Note that for PHI contracts, the major part of
benefits is usually due to the state invalid. Hence, lower probabilities of remaining in this state
lead to lower premiums. Thus, it can be expected that the implementation of durational effects
results in lower premiums. Recall that for German private health insurance, the implementation
of durational effects seemed to result in higher premiums.































Figure 6: Linear interpolated conditional probabilities of remaining in state invalid according to
the German tables DAV-SRT 1997 RI M and DAV-SST TI 1997 M, for male insured with attained
age 25 at time s = 0 (left) and with attained age 35 at time s = 0 (right), as well as previous
durations of invalidity of 0, 2, and 5 years
The third insurance product, for which the implementation of age- and duration-depending
transition probabilities might be an interesting issue, is long-term care insurance (LTC). Prod-
ucts of this kind provide financial support for insured who are in need of nursing or medical
care. The need for care due to the frailty of an insured is classified according to the individuals
ability to take care of himself by performing activities of daily living (ADL). Some ADLs are:
eating, bathing, moving around, going to the toilet, and dressing (cf. Haberman and Pitacco
[1999], section 6.1). In Germany, one distinguishes two different categories of care needs, namely
ambulatory care (or out-patient care) and in-patient care. Further, three different levels of frailty
are defined (Pflegestufe I - III).
LTC policies are also modelled by multiple state models. The state space usually consists of
the states active, dead, and the corresponding levels of frailty. For LTC models, the dependence
of the transition probabilities on the time spent in a certain state of frailty seems to be even
more important than the dependence on the age of an insured. Rudolph [2000], for example,
used a proportional hazard model to estimate transition intensities which depend on the time
since the beginning of any nursing or medical care. In his model, the age is only a covariable,
but nonetheless has a significant impact. Consequently, transition probabilities that depend on
both the age of an insured and the time spent in the current state - instead of the time since
the beginning of any care - could lead to a more realistic modelling.
Seger et al. [2007] were concerned with providing an actuarial basis for the calculation of
7LTC products. From a cohort of almost one hundred thousand long-term care patients of the
statutory health insurance “Deutsche BKK”, the authors investigated the probabilities for a
change or loss of care level and death with respect to age, gender and the duration of care in
each level. Unfortunately, applicable results are not yet publicly available. The provision of
such an age- and duration-depending actuarial basis would allow us to apply our model to LTC
calculations.
We turn to the literature that is concerned with durational effects in life insurance. At first,
we introduce two approaches of taking durational effects into account within a Markov set-up,
meaning that the pure jump process describing the development of a single risk is assumed to
be Markovian. Both approaches were exemplified by Haberman and Pitacco ([1999], section
1.7 and section 3.2). The first approach is given by the so-called splitting of states. Instead
of modelling a single risk by employing a semi-Markovian pure jump process (Xt)t≥0 along
with the bivariate Markov process ((Xt, Ut))t≥0, the set of possible states of the policy will be
redefined, in such a way that the states (or some states) also take into account information
concerning the duration of presence (see Haberman and Pitacco [1999], section 1.7). Regarding
PHI models, for example, the distinction of both recovery rates and mortality rates with respect
to the time since disablement can also be achieved by replacing the state invalid by the r + 1
states i0, i1, ..., ir, r ∈ N. Thus, the state i0 stands for insured who have just recently become
disabled and the appertaining transition rates correspond to the first column of an appropriate
select-and-ultimate table. The states i1, ..., ir−1 must be interpreted in a similar way. In state
ir, the disablement dates back r or more years.
The disadvantages of the splitting-of-states method are, one the one hand, that it can only be
used for discrete durational effects. On the other hand, the model becomes extremely complex
and not very clearly arranged. Consider the previously mentioned PHI model with set of states
and set of transitions according to figure 3. Assuming a select period of five years, the state
space of the corresponding model according to the splitting-of-states method would consist of
eight different states instead of three. The appertaining set of transitions would be given as
J := {(a, i0), (a, d), (i0, i1), (i0, d), (i0, a), (i1, i2), (i1, d), (i1, a), (i2, i3), (i2, d), (i2, a),
(i3, i4), (i3, d), (i3, a), (i4, i5), (i4, d), (i4, a), (i5, a), (i5, d)} .
Figure 7 displays the set of states and the corresponding transitions for the Markov model
according to the splitting-of-states method (cf. figure 3). Our model, to be introduced later on,


































































Figure 7: States and transitions for a PHI policy according to the splitting-of-states method
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The second approach of taking durational effects into account within a Markov set-up is
concerned with actuarial payments. So far, we have only discussed durational effects with
respect to the development of a single policy. But actuarial payments can also be designed such
that they depend not only on the current state of a policy, but also on the (random) time since
entering this state. For example, a PHI policy often includes a deferred period so that the benefit
will not be payable until the disability has lasted a certain minimum period. Other policies
provide increasing benefits in order to protect the policyholder from the effects of inflation.
Another feature in policy design is a benefit level that goes down with duration of sickness
to encourage the insured to return to work. For a short introduction of the implementation of
duration-depending actuarial payments due to certain policy specifications (e.g. deferred periods)
in a Markov model, we follow Haberman and Pitacco ([1999], section 3.2) (see also Pitacco
[1995]). This approach relies on a combination of transition probabilities with information
concerning whether or not a benefit is intended. We will see that this way of implementing certain
policy specifications leads to very complex transition probabilities, especially if different policy
specifications are simultaneously involved. Yet, the major drawback of this approach is that it
focuses on transition probabilities. For actuarial modelling, however, the natural starting point
is formed by (cumulative) transition intensities. Obtaining corresponding transition probabilities
from given (cumulative) transition intensities is usually a complicated task, which can be avoided
by employing Thiele’s integral or differential equations for the prospective reserve. Taking this
into consideration, the method introduced below seems not to have a wide range of applications.
But it should be briefly explained here, because this concept has also been dealt with by several
other authors (e.g. Mo¨ller and Zwiesler [1996], Wetzel [2002], Wetzel and Zwiesler [2003]). Some
of them have partially adapted it to smooth semi-Markov models.
Let (Xt)t≥0 be a Markovian pure jump process modelling a single policy with set of states
and set of transitions according to figure 3. Further, let
φ(x, t) := P (Xx+t = i|Xx = a), x, t ≥ 0
be the conditional probability of an insured being in state invalid (i) at the age x+ t, given that
the insured is active (a) at age x. φΓ(x, t) is the probability that the insured (active at age x)
is disabled and the benefits are payable at the attained age x+ t. Γ = [n1, n2, f,m, r] formally
represents the policy specifications by means of five parameters:
• (n1, n2) denotes the insured period, meaning that benefits are payable if disability inception
time belongs to this interval,
• f denotes the deferred period (from disability inception),
• m is the maximum number of years of annuity payment (from disability inception),
• and r is the stopping time of annuity payment (from policy issue).
Note that φΓ(x, t) ≤ φ(x, t) = φ[0,∞,0,∞,∞](x, t). In addition, the authors defined the probability
tp
ai
x (τ) := P (Xx+r = i for all r ∈ [t− τ, t]|Xx = a), 0 ≤ τ ≤ t.
Using this approach, a number of realistic policy specifications can be modelled. For instance,
a deferred period of length f ≥ 0 can be implemented by means of
φ[0,∞,f,∞,∞](x, t) =
{
0, t ≤ f
tp
ai
x (f), t > f
.
To model an n-year PHI policy that provides an annuity for a maximum ofm years, the transition





x − tpaix (m), t < n
0, t ≥ n .
9As previously mentioned, actuarial values of both premiums and benefits must be derived
for this approach by using transition probabilities. But these probabilities cannot be easily
provided. Beside the fact that they must be derived from given transition intensities, the addi-
tional consideration of policy specifications concerning actuarial payments makes the calculation
of corresponding transition probabilities cumbersome. In contrast, a model that allows actuarial
payments to depend on the time elapsed since entering the current state provides a well-arranged
opportunity to implement policy specifications according to Γ = [n1, n2, f,m, r], regardless of
whether the process (Xt)t≥0 is Markovian or not. Additionally, a wide range of payment dy-
namics can be modelled which cannot be formalized with the aid of Γ.
We now come to semi-Markov approaches. A life insurance model relying on semi-Markov
processes was introduced by Hoem [1972]. Three years after expanding on the Markov model
for life insurance (cf. Hoem [1969]), Hoem outlined basic characteristics of the application of
inhomogeneous semi-Markov processes to that field. In doing so, the bivariate Markov process
((Xt, Ut))t≥0 was investigated. Among other things, forward and backward equations for the
appertaining transition probabilities were sketched. They relate the duration-depending inten-
sities to the corresponding transition probabilities of the process ((Xt, Ut))t≥0. In addition,
Hoem [1972] provided basic formulas to derive actuarial values of future payments which are
also allowed to depend on the previous state duration.
Møller [1993] established stochastic versions of Thiele’s differential equations for the prospec-
tive reserve in a semi-Markov model. These equations also hold in a framework for which interest
is likewise modelled by random processes. All processes, however, were assumed to be of locally
bounded variation. Similarly to Hoem [1972], actuarial payments were allowed to depend on the
time previously spent in the current state. Further, Møller [1993] provided an integral repre-
sentation of the prospective loss, established by using tools from the theory of point processes.
This issue will be raised again in the sequel.
Several other authors were concerned with semi-Markov models, particularly for PHI. Most
of them have already been mentioned. Pitacco [1995] as well as Haberman and Pitacco [1999]
also investigated models for LTC and dread disease (DD) insurance. As explained above, they
introduced a general multiple state model allowing the implementation of various policy spec-
ifications. Further, they gave an overview of different PHI models and practical applications
in different countries. Thus, Pitacco [1995] introduced the Norwegian model, the Manchester-
Unity approach, and the Swedish model. An introduction of the Danish model, the so-called
CMIB model (CMIB: Continuous Mortality Investigation Bureau), and the Finnish model can
be found in Haberman and Pitacco [1999]. However, only the CMIB model, the Swedish model,
and the Finnish model actually allow duration-depending probabilities for certain transitions.
Segerer [1993] presented the corresponding models for Austria, Germany and Switzerland. While
most of the models mentioned above are smooth models relying on analytical laws of mortality,
disability, or recovery, the models introduced by Segerer are purely discrete models, since in the
corresponding countries, it is usual to use tables of annual rates of mortality, etc.
Mo¨ller and Zwiesler [1996], Wetzel [2002], and Wetzel and Zwiesler [2003] advocated contin-
uous modelling with subsequent discretization of the formulas. Particularly, Mo¨ller and Zwiesler
[1996] adapted the ideas of Pitacco [1995] to German needs, in such a way that the model de-
scribed by Segerer [1993] is principally contained. Special attention was paid to deferred periods.
Wetzel [2002] as well as Wetzel and Zwiesler [2003] were basically concerned with establishing
equations for specified PHI products, e.g. a deferred annuity with a return-of-premium guarantee
over the deferral period combined with an occupational disability rider. In addition to the use of
Pitacco’s [1995] concept of implementing certain policy specifications, some actuarial payments
were also allowed to depend on the previous duration in the current state. Doing so, Wetzel
and Zwiesler [2003] defined the disability annuity rate depending on both the time of disability
inception and the time elapsed since then. However, in order to discretize the resulting formulas
(cf. Wetzel and Zwiesler [2003], section 5), the annuity rate was assumed to be constant.
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Another author that should be mentioned here, since he provided results which were used
in some of the previously mentioned papers, is Waters [1989] (see also Waters [1984]). He
investigated the CMIB model in particular.
With exception of Segerer [1993], all authors mentioned above dealt with smooth models.
This means that they assumed the existence of intensities for each of the three usual model
components, i.e. transition probabilities, actuarial payments and discounting function. Dis-
cretization of results leads to purely discrete models. A more realistic model, however, should
comprise both the continuous method as well as the discrete method, because events due to
biometrical effects (mortality, disability, etc.) normally appear in continuous time. Events due
to administrational effects, in turn, appear in discrete time (actuarial payments, retirement,
etc.).
Stracke [1997] as well as Milbrodt and Stracke [1997] (see also Milbrodt and Helbig [1999],
sections 4B, 10A, and 10C) introduced a generalized Markov model for life insurance that covers
both the discrete method and the continuous method. Concerning a single policy with set of
states S, they employed Markovian pure jump processes with cumulative transition intensities
qyz, (y, z) ∈ S2. Further, accumulated actuarial payments and, regarding interest, cumulative
interest intensities were considered. Two systems of integral equations for the prospective reserve
were established, referred to as Thiele’s integral equations of type 1 and of type 2. These systems
of integral equations turned out to be equivalent to the corresponding types of backward integral
equations for the transition probabilities of the Markov process (Xt)t≥0. Further, Stracke ([1997],
chapter 5) considered the possibility of relaxing the Markov property of the pure jump process
(Xt)t≥0. By requiring only that the appertaining marked point process ((Tm, Zm))m∈N0 is a
homogeneous Markov chain, she pointed out that Thiele’s integral equations of type 1 as well
as the backward integral equations of type 1 remain valid in this generalized set-up (see Stracke
[1997], Satz 5.6, Korollar 5.7, and Bemerkung 5.8). In contrast, Thiele’s integral equations of
type 2 and the backward integral equations of type 2 do not hold within this framework. These
systems of integral equations require the existence of a regular cumulative transition intensity
matrix q = (qyz)(y,z)∈S2 for the pure jump process (Xt)t≥0 (cf. Stracke [1997], Beispiel 5.9). For
this, however, the Markov property of (Xt)t≥0 is essential.
Driven by the ideas of Stracke [1997] as well as Milbrodt and Stracke [1997], a generalized
semi-Markov model for life insurance will be presented here. The concept of regular cumulative
transition intensity matrices is adapted to the bivariate Markov process ((Xt, Ut))t≥0. Further,
smoothness assumptions for all other model parameters can be avoided and, in principle, all
transition probabilities and actuarial payments are allowed to depend on both the current state
of a policy and the previous duration in that state. In order to focus on durational effects,
interest is assumed to be non-random. Due to the generality of our approach, corresponding
Markov models - including the non-smooth Markov model provided by Milbrodt and Stracke
- are contained. Further, models that incorporate durational effects - as the above mentioned
smooth semi-Markov models and Markov models according to the splitting-of-states method -
are also covered.
This thesis is organized as follows. In chapter 2, classes of processes used to model a single risk
are considered. Thus, the pure jump process (Xt)t≥0, the marked point process ((Tm, Zm))m∈N0 ,
and the bivariate process ((Xt, Ut))t≥0 are investigated in more detail. Relying on the Markov
property of the marked point process ((Tm, Zm))m∈N0 , it is stated under which circumstances the
appertaining pure jump process is Markovian. Further, implications of the Markov properties
of both the marked point process and the bivariate process ((Xt, Ut))t≥0 are demonstrated. The
investigation of the bivariate Markov process ((Xt, Ut))t≥0 is structured in a manner similar to
the investigation of the Markovian pure jump process in Milbrodt and Helbig ([1999], section
4B and 4C). Starting from a multiple decrement approach, cumulative transition intensities
are defined (definition 2. 24). Further, systems of backward and forward integral equations are
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established that relate the cumulative transition intensities to the transition probabilities of the
Markov process ((Xt, Ut))t≥0 (section 2.D.1).
Regarding the bivariate process ((Xt, Ut))t≥0, actuarial payments due to transitions as well
as sojourn payments are defined in chapter 3.
Chapter 4 is concerned with the prospective reserve. The prospective reserve at a certain
time is specified as conditional expectation of future payments given the history of the process.
Due to the Markov property of ((Xt, Ut))t≥0, the prospective reserve depends on the current state
of the policy and the time elapsed since entering this state. Note that within a Markov set-up,
the prospective reserve at a certain time would only depend on the current state of the policy.
In order to derive prospective reserves, Thiele’s integral equations of type 1 are established
(theorem 4. 8). Solving this system of integral equations within a semi-Markov framework can
be split up into two steps. Firstly, the duration-dependence can be disregarded and a system
of integral equations must be solved which basically corresponds to Thiele’s integral equations
of type 1 in a non-smooth Markov set-up. Hence, establishing the uniqueness of solutions of
this system of integral equations can be done in almost the same manner as shown by Milbrodt
and Stracke [1997]. Secondly, for each current state of the policy and each previous duration
in that state, the prospective reserve can be derived by computing an integral that contains
the solution provided by the first step. Hence, the mathematical methods to obtain prospective
reserves in a semi-Markov framework are principally the same as for the generalized Markov
model. Regarding the derivation of prospective reserves, a numerical example dealing with PHI
contracts is given by example 4. 14.
Similar to the Markov model by Milbrodt and Stracke [1997], there are two different systems
of integral equations for the prospective reserve. Further, these systems of integral equations
likewise turn out to be equivalent to the corresponding types of backward integral equations
for the underlying Markov process. Milbrodt and Stracke [1997] also pointed out that Thiele’s
integral equations of type 1 imply Thiele’s integral equations of type 2 and vice versa. This
relationship also remains valid in a semi-Markov set-up.
Thiele’s integral equations of type 2 are also equivalent to a certain integral representa-
tion of the prospective loss. This integral representation is used to derive the variance of the
prospective loss according to Hattendorff’s theorem, namely by calculating the expectations of
the predictable variation of losses for certain time periods and certain states. Norberg [1992]
established a version of Hattendorff’s theorem stating fairly generally that the variance of the
prospective loss can be derived this way. However, to compute the corresponding expected val-
ues, sufficient structure must be added to the model. This is usually done by assuming the pure
jump process (Xt)t≥0 to be Markovian. Relaxing the Markov assumption makes the computa-
tion of variances cumbersome. According to Norberg [1992], the calculation of variances merits
attention particularly in a semi-Markov set-up:
“An interesting issue is to study computational problems under non-Markov as-
sumptions, e.g. when the transition intensities are allowed to depend on the duration
of the period that has elapsed since the policy entered the current state. This would
complicate matters immensely since integrations would have to be performed over
the times of transitions.” (Norberg [1992], section 3F)
As pointed out later on, these problems can be avoided by applying the same ideas yielding
Thiele’s integral equations of type 1 for the prospective reserve. Doing so, integral equations
for conditional expectations of the predictable variation of prospective losses are established
(theorem 4. 31). They can be solved in almost the same manner as Thiele’s integral equations
of type 1.
It must be mentioned here that the use of variances as measures of risk is often criticized,
mainly for two reasons. The first reason is that the variance disregards the opportunities of
financial markets to hedge investment risks. In the present investigation, however, we focus
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on durational effects and abstain from modelling interest randomly. Thus, this argument can
be countered. In doing further research, however, the presented model should be embedded
in a framework that does not ignore the surrounding financial markets. The second reason is
that the variance is a symmetric measure of risk, meaning that positive and negative deviations
from the mean are taken into account equally. Regarding the loss due to a policy, however,
only a positive loss actually includes a risk for the insurer. But in spite of these objections,
the variance has the advantage of being analytically computable, without knowledge of the
distribution of the prospective loss. In contrast, more modern risk measures as the ’positive
semi-variance’, the ’value-at-risk’, or the ’expected shortfall’, etc. are often only available on a
basis of simulations which are not enforced here. Hence, in order to compare the risk situation
of policies within a semi-Markov set-up with the situation of corresponding policies within a
Markov set-up, variance-based risk measures are used. Example 4. 32 illustrates this for the PHI
policies considered in example 4. 14.
In chapter 5, retrospective reserves are considered. As mentioned above, the integral equa-
tions for the prospective reserve generalize the backward integral equations for the transition
probabilities of the underlying Markov process. These transition probabilities also satisfy, un-
der certain assumptions, two systems of forward integral equations. This raises the question of
whether there are generalizations with a meaningful interpretation in view of a single policy. For
a smooth Markov model, Norberg [1991] answered that question positively and illustrated that
the forward differential equations for the transition probabilities correspond for a certain concept
of the retrospective reserve to the differential equations for this reserve. Due to the lack of a
non-smooth theory of retrospective reserves in a Markov set-up as well as in a semi-Markov set-
up, we adapt Norberg’s definition and outline some characteristics of the retrospective reserve.
Doing so, we derive retrospective reserves in a Markov and in a semi-Markov set-up. Within
the former, systems of integral equations will be presented that correspond to either Thiele’s
integral equations of type 1 or to Thiele’s integral equations of type 2 for the prospective re-
serve. These systems of integral equations generalize both types of forward integral equations.
In a semi-Markov set-up, such systems of integral equations can also be established. Yet in
contrast to the integral equations for the prospective reserve in a semi-Markov framework, the
additional integration over the times of transitions cannot be avoided. This is already the case
when comparing the backward and forward integral equations for the transition probabilities of
the bivariate Markov process ((Xt, Ut))t≥0 (cf. lemma 2. 32 and lemma 2. 36).
Before turning to classes of processes modelling single risks, some remarks concerning the
notation of variables with actuarial meaning should be given. On the one hand, there is the
actuarial standard, the so-called Hamza notation (cf. Haberman and E. Pitacco [1999], section
3.2.1, or Milbrodt and Helbig [1999], section 1C), which is often used by authors who are con-
cerned with more practical actuarial mathematics. On the other hand, for more theoretical
actuarial issues, the notation is often originated from probability theory. Here, the actuarial
standard notation will mainly be used for numerical examples based on decrement tables. In all
other respects, it seems to be more convenient to omit this standard. Nevertheless, our results
can be translated into the Hamza notation by replacing, for example, the following expressions
(cf. (2. 21. 6) and definition 2. 24):
pyz(s, s+ t, u, v)↔ v,tpyzx+s,u, (1. 0. 1)
pyz(s, r, u, v)↔ v,r−spyzx+s,u, (1. 0. 2)
p¯y(s, r, u)↔ r−spyyx+s,u, (1. 0. 3)
and,
µyz(t, u)↔ µyzx+t,u. (1. 0. 4)
Chapter 2
Modelling a single risk
A Classes of processes
Our starting point is a pure jump process (Ω,F, P, (Xt)t≥0) with finite state space S and right
continuous paths with left-hand limits (ca`dla`g: continue a` droite avec des limites a` gauche).
This process describes the development of a single policy in continuous time. For each time
t ≥ 0 after policy issue, Xt is interpreted as the current state of the policy. Following Milbrodt
and Stracke [1997] (see also Milbrodt and Helbig [1999], section 4A), the paths of (Xt)t≥0 are
given by pattern of states.
2. 1 Definition. A pattern of states is a right continuous map [0,∞) 3 t 7→ xt ∈ S with at
least one jump and at most finitely many jumps on bounded intervals. Further, let X ⊂ S [0,∞)
denote the set of all patterns of states and V ⊂ X the set of all possible patterns of states. The
state space S will be equipped with the σ-field 2S . X will be equiped with the σ-field generated
by the coordinate projections prt : X 3 x 7→ x t ∈ S, t ≥ 0:
X := X ∩ (2S)[0,∞) = aσ(prt| t ≥ 0).
Hence, a filtration on X is given by
Xt := aσ(prs| 0 ≤ s ≤ t), t ≥ 0.
To define a σ-field on V, we set V := V ∩X. Vt := V ∩Xt, t ≥ 0 is the corresponding filtration.
The set of possible patterns of states V is defined by imposing the initial state, possible
transitions, possible final states, etc. on the policy development. An alternative description of
the development of a single policy is given by random patterns of transitions.
2. 2 Definition. Let J := {(y, z) ∈ S2| y 6= z} denote the transition space. A pattern of
transitions is a non-vanishing right continuous map [0,∞) 3 t 7→ (nyz,t)(y,z)∈J ∈ NJ0 with:
• nyz,0 = 0 for (y, z) ∈ J .
• Each component t 7→ nyz,t has at most finitely many jumps on bounded intervals.
• For t ≥ 0 and (y1, z1) 6= (y2, z2) the following holds:
∆ny1z1,t ∈ {0, 1} and ∆ny1z1,t ·∆ny2z2,t = 0.
• Let s < t and (yi, zi) ∈ J with z1 6= y2 as well as ∆ny1z1,s ·∆ny2z2,t = 1. Then there is
an r ∈ (s, t) and a pair (y3, z3) ∈ J satisfying ∆ny3z3,r = 1.
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N ⊂ (NJ0 )[0,∞) denotes the set of all patterns of transitions, equipped with the σ-field
N := N ∩ (2(NJ0 ))[0,∞) = aσ(n 7→ n t| t ≥ 0).
A Filtration on N is given by Nt := aσ(n 7→ ns| 0 ≤ s ≤ t), t ≥ 0.
A pattern of states as well as the corresponding pattern of transitions can be reproduced
by recording the sequence of jump times and jump marks, with the latter corresponding to the
attained states.
2. 3 Definition. A chain of jumps is a sequence ((tm, zm))m∈N0 ⊂ [0,∞]× S such that
• tm <∞⇐⇒ zm 6= zm−1,
• 0 = t0 ≤ t1 ≤ . . .↗∞; t1 <∞,
• tm < tm+1 if tm <∞.
Let K denote the set of all chains of jumps, equipped with the σ-field
K := K ∩ (B([0, ∞])⊗ 2S)N0 .
A filtration onK is given by the coordinate projections, i.e. Km := aσ(pr0, pr1, . . . , prm),m ∈ N0.
According to Milbrodt and Helbig ([1999], Satz 4.8 and Satz 4.12), the measurable spaces
(X ,X), (N ,N), and (K,K) are isomorph, meaning that there exist isomorphisms
H = (Hyz)(y,z)∈J : X → N with Hyz,t(x) :=
∑
s≤t
1{xs−0=y, xs=z}, t ≥ 0, (2. 3. 1)
and
G = (Gm)m∈N0 : X → K with Gm(x) := (tm(x), xtm(x)), m ∈ N0. (2. 3. 2)
tm(x) denotes the time of the m-th jump of the pattern of states x ∈ X , and xtm(x) is the
state entered by that jump. For a given pattern of states x ∈ X , the jump times are defined
recursively by
t0(x) := 0 and tm(x) := min{t > tm−1(x)|xt 6= xtm−1(x)}, m ∈ N. (2. 3. 3)
Note that they are stopping times with respect to (Xt)t≥0. Further, the mapping x 7→ xtm(x) is






= zm, t ∈ [tm, tm+1), ((tm, zm))m∈N0 ∈ K. (2. 3. 4)
For a given set V ⊂ X of possible patterns of states, there is a set M := H(V) of possible
patterns of transitions with σ-field M :=M∩N and filtration Mt :=M∩Nt, t ≥ 0. Further,
T := G(V) denotes the set of possible chains of jumps with σ-field T := T ∩ K.
In order to implement durational effects in our modelling, we will often additionally consider
the pattern of previous durations that correspond to a given pattern of states. Let x ∈ X ⊂
S [0,∞) be a pattern of states. The appertaining pattern of previous durations u(x) is then
specified by
ut(x) = t−min{s ≤ t|xs = xt} = t− tm(x), t ∈ [tm(x), tm+1(x)). (2. 3. 5)
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The mapping t 7→ ut(x) is a real-valued right continuous piecewise linear function with ut(x) = 0
for t = tm(x),m ∈ N. Let U ⊂ R≥0[0,∞) denote the set of all such patterns of previous durations,
equipped with the σ-field U := U ∩ (B([0,∞)))[0,∞) . Now consider the set
UX := {(x, u(x))|x ∈ X}
containing all pairs of pattern of states and the appertaining pattern of previous durations,
equipped with the σ-field UX := UX ∩X⊗ U. In view of the set of all possible pattern of states,
we analogously define UV := {(x, u(x))|x ∈ V} with σ-field UV := UV ∩V⊗ U.
In section 3C, we will employ the fact that the measurable spaces (UX ,UX ) and (K,K) are
also isomorph. In order to demonstrate this, we define similarly to (2. 3. 2)
G¯ = (G¯m)m∈N0 : UX → K with G¯m((x, u(x))) := (tm(x), xtm(x)), m ∈ N0. (2. 3. 6)






= (zm, t− tm), t ∈ [tm, tm+1), ((tm, zm))m∈N0 ∈ K. (2. 3. 7)
2. 4 Lemma. The mapping G¯ according to (2. 3. 6) defines an isomorphism between the spaces
(UX ,UX ) and (K,K).
Proof. That G¯ is a bijective mapping can be verified by realizing that G¯−1 ◦ G¯ = IdUX as well
as G¯◦G¯−1 = IdK. In order to verify the measurability of both G¯ and G¯−1, consider the mapping
G¯ as composition G¯ = G ◦ px of the projection mapping px : UX → X with px((x, u(x))) = x,
and the isomorphism G : X → K. Since the σ-field X ⊗ U is generated by the corresponding
projection mappings, the projection px is UX − X-measurable. Hence, by employing the mea-
surability of G, the composition G¯ = G ◦ px is UX − K-measurable. That the inverse mapping
G¯−1 = p−1x ◦G−1 is K− UX -measurable likewise follows from the measurability of both compo-
nents. ¤
According to the above definitions, to every single policy (p) corresponds a pure jump process
(Ω,F, P, (Xt)t≥0) with state space S and paths belonging to V ⊂ X . This process can also be
described by the associated marked point process (Ω,F, P, ((Tm, Zm))m∈N0) with paths m 7→
(Tm(ω), Zm(ω)), ω ∈ Ω in T . This process can be obtained as (T,Z) := G ◦ X. Note that






= Zm(ω), (2. 4. 1)
and hence, for all y ∈ S and t ≥ 0
{Xt = y} = ∪m∈N0({Tm ≤ t < Tm+1} ∩ {Zm = y})
= {∃m ∈ N0 : Tm ≤ t < Tm+1, Zm = y}. (2. 4. 2)
For a marked point process ((Tm, Zm))m∈N0 , the point of explosion is defined as T∞ :=
supm∈N0 Tm. The property of having paths in K, however, implies that T∞ = ∞ P -a.s. Such
marked point processes are called nonexplosive.
Figure 8 illustrates a possible realization of the process (Xt)t≥0 with a state space consisting
of three states: a ∼ active, i ∼ invalid, and d ∼ dead. It can be observed that in order to
reproduce the pattern of states, it is sufficient to record the jump times Tm and the corresponding
attained states Zm.







T0 T1 T2 T3 T4 t
Figure 8: A possible realization of the random pattern of states (Xt)t≥0
The third associated process is the multivariate counting process (Ω,F, P, (Nt)t≥0) with paths
in M. This process is given as N := H ◦ X. Alternatively, it can be obtained with the aid of




1{Tm+1≤t, Zm=y, Zm+1=z}, (y, z) ∈ J , t ≥ 0. (2. 4. 3)
For the pattern of states displayed in figure 8, the component of the corresponding multivariate
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Figure 9: A possible realization of the random pattern of transitions (Nai,t)t≥0







1{Tm+1≤t}. (2. 4. 4)
Using this, one gets by (2. 4. 2) for t ≥ 0
Xt(ω) = ZNt(ω)(ω), ω ∈ Ω (2. 4. 5)
and
{Xt = y,Nt = k} = {Tk ≤ t < Tk+1, Zk = y}. (2. 4. 6)
Now let (Ft)t≥0 denote the so-called point process filtration, i.e.
Ft := F0 ∨ aσ((Nyz,s)(y,z)∈J | 0 ≤ s ≤ t), t ≥ 0, (2. 4. 7)
A. CLASSES OF PROCESSES 17
where F0 contains some initial information. The following theorem gathers some results con-
cerning measurability, which can be found e.g. in Bre´maud ([1981], appendix A2).
2. 5 Theorem. Let (Ω,F, P, ((Tm, Zm))m∈N0) be a marked point process, (Nt)t≥0 the associated
multivariate counting process, and (Ft)t≥0 a filtration according to (2. 4. 7). Then:
• For all m ∈ N0, Tm is a stopping time with respect to (Ft)t≥0.
• For all m ∈ N0, the σ-field aσ((Ti, Zi)| 0 ≤ i ≤ m) coincides with the σ-field related to the
past at time Tm, i.e. FTm := {A ∈ F|A ∩ {Tm ≤ t} ∈ Ft for all t ≥ 0}.
• For another (Ft)t≥0-stopping time S, which is assumed to be finite, the following holds:
FS ∩ {Tm ≤ S < Tm+1} = FTm ∩ {Tm ≤ S < Tm+1}, m ∈ N0, (2. 5. 1)
where FS and FTm are the σ-fields related to the past at time S and the past at time Tm,
respectively.
• For a process (Rt)t≥0 to be predictable with respect to (Ft)t≥0, it is necessary and sufficient




f (m)(t, ω)1{Tm(ω)<t≤Tm+1(ω)} + f
(∞)(t, ω)1{T∞(ω)<t<∞}, (2. 5. 2)
where for each m ∈ N0 the mapping Ω× [0,∞) 3 (ω, t) 7→ f (m)(t, ω) is FTm ⊗B([0,∞))-
measurable.
Concerning the relationship between the natural filtration of the appertaining pure jump
process (Xt)t≥0,
FXt := aσ(Xs| 0 ≤ s ≤ t), t ≥ 0, (2. 5. 3)
and the filtration (Ft)t≥0 given by (2. 4. 7) with F0 := aσ(X0), it is provided by Last and Brandt
([1995], lemma 2.5.5) that for all t ≥ 0,
Ft ⊆ FXt and Ft ∩ {t < T∞} = FXt ∩ {t < T∞}. (2. 5. 4)
Hence, the assertions of the above theorem remain valid for the filtration FXt . Further, in cases
where explosion is excluded, both natural filtrations coincide.
In view of a pure jump process (Xt)t≥0 recording the present state of a policy (p) at every
time after policy issue let
T (s) := min{t > s|Xt 6= Xs} (2. 5. 5)
be the time of the next jump after time s ≥ 0, and
R(s) := min{t ≤ s|Xt = Xs} (2. 5. 6)
the time of the last jump before s. Then,
Ws := T (s)− s and Us := s−R(s) (2. 5. 7)
are the sojourn times of (Xt)t≥0 in the current state after time s and before time s, respectively.
For the latter confer (2. 3. 5). In the case of s ∈ [Tm, Tm+1), m ∈ N0, one obtains
Vm := Tm+1 − Tm = Us +Ws. (2. 5. 8)
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According to (2. 5. 7) and (2. 4. 4), the time elapsed since entering the current state Ut, t ≥ 0,
can also be represented as
Ut = t− TNt = t−
∑
m∈N0
Tm 1{Tm≤t<Tm+1}. (2. 5. 9)
Let (Ft)t≥0 be a filtration with (Xt)t≥0 being adapted to it. Due to (2. 5. 9), which can be written
as





and the fact that Tm,m ∈ N0, are stopping times with respect to (Ft)t≥0 (cf. theorem 2. 5), it
follows that for each t ≥ 0 the time previously spent in the current state Ut is measurable with
respect to Ft. Therefore, the process (Ut)t≥0 is also adapted to (Ft)t≥0 and - by definition - right
continuous with left-hand limits (ca`dla`g).
We will later investigate the bivariate process ((Xt, Ut))t≥0 with state space (S× [0,∞), 2S⊗
B([0,∞))). Figure 10 outlines for the realization of (Xt)t≥0 illustrated in figure 8 the corre-
sponding path of the bivariate process ((Xt, Ut))t≥0.
V0 = T1 − T0
V2 = T3 − T2
Ut
V1 = T2 − T1
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Figure 10: A possible realization of the bivariate process ((Xt, Ut))t≥0
The next section recalls some fundamentals of the theory of Markov processes, providing
us with useful tools for future calculations. Afterwards we turn to the investigation of non-
homogeneous marked point processes.
B Some general remarks on Markov processes
Without specifying the state space, some general properties of Markov processes will be outlined
here. These issues can be found in almost every textbook dealing with random processes. For
the most part, we follow the presentation by Milbrodt and Helbig ([1999], section 4B). Proofs
are omitted.
B. SOME GENERAL REMARKS ON MARKOV PROCESSES 19
Let (Ω,F, P ) be a probability space, (Ft)t≥0 a filtration, and (Xt)t≥0 a random process with
state space E, adapted to (Ft)t≥0. The state space E is assumed to be polish and it is equipped
with the Borel σ-field B(E). Then, (Xt,Ft)t≥0 is called a Markov process if for 0 ≤ s ≤ t and
B ∈ B(E)
P (Xt ∈ B|Fs) = P (Xt ∈ B|Xs) P − a.s. (2. 5. 10)
In the case of (Ft)t≥0 being the natural filtration, it is often not explicitly indicated. The
property (2. 5. 10) is usually called the elementary Markov property. It can be extended to a
general statement about the future: If (Xt,Ft)t≥0 is a Markov process and s ≥ 0, then for each
A ∈ aσ(Xt|t ≥ s)
P (A|Fs) = P (A|Xs) P − a.s. (2. 5. 11)
Since the state space E is assumed to be polish, there always exists a version of the conditional
distribution P (Xt ∈ B|Xs = e), 0 ≤ s ≤ t, e ∈ E,B ∈ B(E) which is a kernel from E to B(E).
A family of such conditional distributions
p(s, t) : E ×B(E) 3 (e,B) 7→ peB(s, t) a.s.= P (Xt ∈ B|Xs = e), 0 ≤ s ≤ t (2. 5. 12)
is called a set of transition probabilities for the process (Xt)t≥0. For all 0 ≤ s ≤ t and B ∈ B(E),
the transition probability p·B(s, t) is uniquely determined up to L(Xs|P )-exceptional sets.
A set of transition probabilities (p(s, t))0≤s≤t<∞, along with an initial distribution L(X0|P ),
uniquely determines the distribution of the process: For n ∈ N0, Bi ∈ B(E), i = 0, . . . , n, and
0 = t0 < . . . < tn <∞









pen−1Bn(tn−1, tn) pen−2 den−1(tn−2, tn−1) . . . pe0 de1(t0, t1)L(X0|P )(de0).
The so-called Chapman-Kolmogorov equations form a special case of the above formula. They




pxB(r, t) pe dx(s, r) (2. 5. 13)
is satisfied for L(Xs|P )−a.e. e ∈ E. Further, it holds for L(Xs|P )−a.e. e ∈ E
peB(s, s) = εe(B), s ≥ 0, B ∈ B(E). (2. 5. 14)
εe(·) denotes the Dirac measure at e, meaning for a set B ∈ B(E): εe(B) = 1 if e ∈ B, and
otherwise εe(B) = 0.
To ensure the existence of a distribution L((Xt)t≥0) - and with that the existence of a Markov
process (Xt,Ft)t≥0 - for a given initial distribution and a set of transition probabilities, a regular
set of transition probabilities must exist. This is a set of transition probabilities which satisfy
(2. 5. 13) and (2. 5. 14) identically. If the existence of such a set of transition probabilities is
granted, the following theorem ensures the existence of a corresponding Markov process.
2. 6 Theorem. Let (p(s, t))0≤s≤t<∞ be a regular set of transition probabilities and pi|B(E) a
probability measure. Then, there is a Markov process (Ω,F, P, (Xt)t≥0) with initial distribution
pi and transition probabilities (p(s, t))0≤s≤t<∞. This process can be chosen as coordinate rep-
resentation process, which is constructed in the following way: (Ω,F) := (E[0,∞),B(E)[0,∞)),
Xt := prt, t ≥ 0, and P := L((Xt)t≥0).
A regular set of transition probabilities is not only used to get the distribution of the process,
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but also to manufacture versions of all important conditional probabilities, e.g. the distribution
of the process (Xt)t≥s starting out at the point y ∈ E at time t0 = s. Such a distribution will
be denoted by Pys. It can be constructed as follows: For n ∈ N0, Bi ∈ B(E), i = 0, . . . , n, and
s = t0 < . . . < tn <∞
Pys










pen−1Bn(tn−1, tn) pen−2 den−1(tn−2, tn−1) . . . py de1(s, t1) · εy(Bs).
Due to the use of a regular set of transition probabilities, Pys is a kernel
E ×B(E)[0,∞) 3 (y, C) 7→ Pys(C) ∈ [0, 1],
which forms a version of the conditional distribution of (Xt)t≥s given Xs = y, uniquely deter-
mined up to L(Xs|P )-exceptional sets. When considering such a conditional distribution, we will
always choose the version provided by the corresponding kernel Pys. Thus, for all measurable
mappings
f : ([0,∞)× E[0,∞),B([0,∞))⊗B(E)[0,∞))→ ([0,∞),B([0,∞))),
the conditional expectation is for L(Xs|P )−a.e. y ∈ E given as
E [f(s, (Xt)t≥s)|Xs = y] =
∫
E[0,∞)
f(s, ·) dPys. (2. 6. 1)
Further, by means of the kernel Pys, the Markov property (2. 5. 10) can for t, τ ≥ 0 and B ∈ B(E)
be rewritten as
P (Xτ+t ∈ B|Ft) = pyB(s, τ + s)|s=t,y=Xt = Pys(Xτ+s ∈ B)|s=t,y=Xt P − a.s. (2. 6. 2)
In view of (2. 6. 1), this is equivalent to
E [f(t, (Xτ )τ≥t)|Ft] = E [f(t, (Xτ )τ≥t)|Xt] =
∫
E[0,∞)
f(s, ·) dPys|s=t,y=Xt P − a.s. (2. 6. 3)
Now let (W,W) be another measurable space and
I : (E[0,∞),B(E)[0,∞))→ (W,W)
a measurable mapping. Employing the theorem on integration with respect to an image measure,
we state the following lemma that will be used in the sequel.
2. 7 Lemma. In the situation which is described in this section, let the function f be given as
f(s, x) := fˆ(s, I ◦ x), x ∈ E[0,∞), where fˆ is a mapping
fˆ : ([0,∞)×W,B([0,∞))⊗W)→ ([0,∞),B([0,∞))).
Then, we obtain for the right-hand side of (2. 6. 1)∫
E[0,∞)
f(s, ·) dPys =
∫
E[0,∞)
fˆ(s, I(·)) dPys =
∫
W
fˆ(s, ·) dPˆys (2. 7. 1)
with Pˆys(B) := Pys(I−1(B)), B ∈W. Further, Pˆys is a kernel
E ×W 3 (y,B) 7→ Pˆys(B) ∈ [0, 1].
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Hence, regarding the left-hand side of (2. 6. 1), the following holds for L(Xs|P )−a.e. y ∈ E:
E [f(s, (Xt)t≥s)|Xs = y] =
∫
W
fˆ(s, ·) dPˆys. (2. 7. 2)
We finish this section by stating some remarks concerning the strong Markov property of
a Markov process (Xt,Ft)t≥0. For this, we also refer to Milbrodt and Helbig ([1999], section
4B) and additionally to Gihman and Skorohod ([1975], chapter I, § 1). In principle, the strong
Markov property means that the Markov property (cf. (2. 6. 2)) remains valid when a fixed time
is replaced by a random one. Let T be such a random time, meaning that T : Ω → [0,∞] is a
stopping time with respect to (Ft)t≥0. Then the process (Xt,Ft)t≥0 is called strong Markovian
if
• it is progressively measurable,
• the transition probabilities peB(s, t), e ∈ B, 0 ≤ s ≤ t < ∞ are - considered as functions
of (e, s, t) - measurable with respect to B(E)⊗B([0,∞))⊗B([0,∞)) for any B ∈ B(E),
and
• for t, τ ≥ 0 and B ∈ B(E) the following equality is satisfied
P (Xτ+T ∈ B|FT ) = pyB(s, τ + s)|s=T,y=XT P − a.s., (2. 7. 3)
where FT is the σ-field related to the past at time T .
The first condition ensures that the random variable XT : ω 7→ XT (ω)(ω) is FT − B(E)-
measurable. Together with the second condition, this yields that pXTB(T, τ+T ) is FT -measurable
for any B ∈ B(E). According to the third assertion, the conditional probabilities P (Xτ+T ∈
B|FT ) and pXTB(T, τ + T ) coincide almost surely. Hence, pXTB(T, τ + T ) is a version of the
conditional probability P (Xτ+T ∈ B|FT ), since it is FT -measurable and satisfies ∀A ∈ FT the
Radon-Nikodym equation
P ({Xτ+T ∈ B} ∩A)=
∫
A
P (Xτ+T ∈ B|FT ) dP =
∫
A
pyB(s, τ + s)|s=T,y=XT dP. (2. 7. 4)
As a generalization of the elementary Markov property which is equivalent to (2. 6. 2) and
(2. 6. 3), the strong Markov property is equivalent to
P (Xτ+T ∈ B|FT ) = pyB(s, τ + s)|s=T,y=XT = Pys(Xτ+s ∈ B)|s=T,y=XT P − a.s., (2. 7. 5)
and to
E [f(T, (Xτ )τ≥T )|FT ] =
∫
E[0,∞)
f(s, ·) dPys|s=T,y=XT P − a.s. (2. 7. 6)
Note that a process (Xt,Ft)t≥0 having right continuous paths is progressively measurable.
Further, a Markov process (Xt,Ft)t≥0 is always strong Markovian for stopping times T with
countable range, i.e. P (T ∈ {∞, t1, t2, ...}) = 1. The latter can be shown by verifying the
Radon-Nikodym equation (2. 7. 4): For A ∈ FT one obtains due to A ∩ {T = ti} ∈ Fti
























pyB(s, τ + s)|s=T,y=XT dP. (2. 7. 7)
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The strong Markov property will be used to clarify the implications of the Markov proper-
ties of both the marked point process ((Tm, Zm))m∈N0 and the appertaining bivariate process
((Xt, Ut))t≥0. For this we refer to section 2D. The following section is concerned with homoge-
neous marked point processes.
C Homogeneous Markovian marked point processes
Let (Ω,F, P, ((Tm, Zm))m∈N0) be a marked point process with state space ([0,∞]×S,B([0, ∞])⊗
2S). Since this state space is polish, there exists for each m ∈ N0 a regular version of the
conditional distribution
P ((Tm+1, Zm+1) ∈ C| (Ti, Zi)i∈N0,i≤m), C ∈ B([0, ∞])⊗ 2S .
When considering such a conditional distribution, we will always choose a regular version. Fur-
ther, we assume for our entire investigation that the marked point process ((Tm, Zm))m∈N0 is a
homogeneous Markov chain, meaning that for each m ∈ N0 and C ∈ B([0, ∞])⊗ 2S
P ((Tm+1, Zm+1) ∈ C| (Ti, Zi)i∈N0,i≤m) = P ((Tm+1, Zm+1) ∈ C|Tm, Zm) P − a.s., (2. 7. 8)
where the right-hand side can additionally be chosen as independent of m. In doing so, we make
the following definition.
2. 8 Definition. For (y, z) ∈ J and s ≥ 0 we define
Qˆyz(s, ·) : [s,∞) 3 t 7→ P (Tm+1 ≤ t, Zm+1 = z|Tm = s, Zm = y), (2. 8. 1)




Qˆyz(s, t) = P (Tm+1 ≤ t|Tm = s, Zm = y), (2. 8. 2)
and, with the convention 0/0 := 0,




1− Qˆy(s, τ − 0)
∈ [0,∞], (2. 8. 3)




1− Qˆy(s, τ − 0)
∈ [−∞, 0]. (2. 8. 4)
qˆyz is referred to as the cumulative transition intensity from y to z and −qˆyy is the cumulative
intensity of decrement for state y. The matrix
qˆ(s, t) := (qˆyz(s, t))(y,z)∈S2 , 0 ≤ s ≤ t <∞ (2. 8. 5)
is called cumulative transition intensity matrix for the marked point process ((Tm, Zm))m∈N0 .
All quantities in definition 2. 8 are uniquely determined up to L(Tm, Zm|P )-null sets. Qˆyz(s, ·)
and Qˆy(s, ·) define for all (s, y) ∈ [0,∞)×S distribution functions of measures concentrated on
(s,∞). qˆyz(s, ·) and −qˆyy(s, ·) define the appertaining hazard measures on B((s,∞)).
2. 9 Lemma. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
transition probabilities according to definition 2. 8. Then, one obtains for L(Tm, Zm|P )-a.e.
(s, y) ∈ [0,∞)× S
dQˆyz
dqˆyz
(s, ·) = (1− Qˆy(s, · − 0)), z ∈ S, z 6= y, (2. 9. 1)
C. HOMOGENEOUS MARKOVIAN MARKED POINT PROCESSES 23
dQˆy
dqˆyy








(s, ·) = −P (Zm+1 = z|Tm+1 = ·, Tm = s, Zm = y), z ∈ S, z 6= y. (2. 9. 4)
Proof. (2. 9. 1) and (2. 9. 2) follow immediately from (2. 8. 3) and (2. 8. 4), respectively. In order
to prove (2. 9. 3), consider for B ∈ B([0,∞)) and (y, z) ∈ J the transition probability Qˆyz(s,B).
Upon successive conditioning and afterwards inserting (2. 8. 2), (2. 9. 3) follows by means of








P (Zm+1 = z|Tm+1 = v, Tm = s, Zm = y) Qˆy(s, dv). (2. 9. 5)
With the aid of (2. 9. 1) and (2. 9. 2), (2. 9. 4) can be proved analogously. ¤
The following lemma gathers some properties of cumulative transition intensities according
to definition 2. 8. Most of them are properties of cumulative hazard rates in general.
2. 10 Lemma. For s ≥ 0 and (y, z) ∈ J let qˆyz(s, ·) and qˆyy(s, ·) be cumulative intensities
according to definition 2. 8. Then for L(Tm, Zm|P )-a.e. (s, y) ∈ [0,∞)× S
qˆyz(s, r) ≤ qˆyz(s, t), s ≤ r ≤ t, (2. 10. 1)
qˆyz(s, s) = 0, (2. 10. 2)
lim
h↘0
qˆyz(s, t+ h) = qˆyz(s, t), s ≤ t, (2. 10. 3)





qˆyz(s, t), s ≤ t, (2. 10. 5)
−qˆyy(s, {t}) ≤ 1, t ≥ s, and − qˆyy(s, {t}) = 1 =⇒ −qˆyy(s, τ) = −qˆyy(s, t), τ ≥ t ≥ s. (2. 10. 6)
Further, let ωy := inf{t ≥ s : Qˆy(s, (s, t]) = 1)}. Then
• if ωy =∞ and limt→∞ Qˆy(s, t) = 1 then limt→∞−qˆyy(s, t) =∞,
• if ωy <∞ and Qˆy(s, {ωy}) = 0 then −qˆyy(s, (s, ωy)) = −qˆyy(s, (s, ωy]) =∞,
• if ωy <∞ and Qˆy(s, {ωy}) > 0 then −qˆyy(s, (s, ωy]) <∞ and −qˆyy(s, {ωy}) = 1.
Finally, for a given cumulative intensity of decrement −qˆyy(s, ·), the so-called exponential for-
mula determines the conditional distribution Qˆy(s, ·) by means of
1− Qˆy(s, t) = exp{qˆ(c)yy (s, t)}
∏
s<τ≤t
(1 + ∆qˆyy(s, τ)), t ≥ s, (2. 10. 7)
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where the operators (c) and ∆ refer to the second variable and denote the continuous part and
the discrete part of qˆyy(s, ·), respectively.
Proof. (2. 10. 1), (2. 10. 2), (2. 10. 4), and (2. 10. 5) follow immediately from definition 2. 8.
(2. 10. 3) is a consequence of (2. 10. 5) and lemma A.4 in the appendix. The other assertions
are consequences of general properties of hazard measures. For more details, Last and Brandt
([1995], appendix 5) or Milbrodt and Helbig ([1999], Folgerung 3.3) can be consulted. ¤
To avoid difficulties with null sets, Milbrodt and Stracke [1997] (see also Milbrodt and Helbig
[1999], section 4B) have introduced the concept of regular transition intensity matrices. In the
present situation, a substantial part of this would be that the assertions (2. 10. 1) - (2. 10. 6) are
satisfied without exceptional sets. This, however, is granted by the choice of regular versions of
the conditional distributions Qˆ∗, the existence of which follows from the polish state space of
the marked point process. Thus, the functions Qˆyz(s, ·), z ∈ S define for each (s, y) ∈ [0,∞)×S
measures on (s,∞), and the cumulative transition intensities qˆyz(s, ·) are the appertaining hazard
measures. Hence, the properties (2. 10. 1) - (2. 10. 6) are satisfied for each (s, y) ∈ [0,∞) × S.
Further, Milbrodt and Stracke [1997] require a regular cumulative transition intensity matrix to
be finite. Partially following them, we state the following definition.
2. 11 Definition. A matrix-valued map
qˆ = (qˆyz)(y,z)∈S2 : {(s, t)| 0 ≤ s ≤ t <∞} → RS
2
(2. 11. 1)
possessing the properties (2. 10. 1) - (2. 10. 6) without exceptional sets is called a regular cumu-
lative transition intensity matrix for a marked point process ((Tm, Zm))m∈N0 . By means of
qˆyz(s, (r, t]) := qˆyz(s, t)− qˆyz(s, r), s ≤ r ≤ t,
a regular cumulative transition intensity matrix defines for each s ≥ 0 and (y, z) ∈ S2 a Borel
measure concentrated on (s,∞).
Summarizing the above arguments, for a homogenous marked point process ((Tm, Zm))m∈N0
with cumulative transition intensities (qˆyz)(y,z)∈S2 being finite on bounded intervals, the exis-
tence of a regular cumulative transition intensity matrix according to definition 2. 11 is granted.
Note that our understanding of regular cumulative transition intensity matrices is more
general than the corresponding concept introduced by Milbrodt and Stracke [1997]. They require
regular cumulative transition intensities to be additive, i.e.
qˆyz(s, r) + qˆyz(r, t) = qˆyz(s, t), 0 ≤ s ≤ r ≤ t, (y, z) ∈ J . (2. 11. 2)
In view of the general property of measures according to definition 2. 11,
qˆ(s, (s, r]) + qˆyz(s, (r, t]) = qˆyz(s, (s, t]),
this means that for s ≤ r and (y, z) ∈ J the measures defined by the distribution functions
qˆyz(s, ·) and qˆyz(r, ·) coincide on (r,∞) (cf. the proof of lemma 2. 19). As we will see later, the
property (2. 11. 2) ensures that the appertaining pure jump processX = G−1(T,Z) is Markovian.
A regular cumulative transition intensity matrix qˆ along with an initial distribution deter-
mines the distribution of a marked point process ((Tm, Zm))m∈N0 . Moreover, for a given regular
cumulative transition intensity matrix and an initial distribution, the existence of a correspond-
ing homogeneous Markovian marked point process is granted.
2. 12 Theorem. Let pi be a probability measure on 2S , εa the Dirac measure at a, and
qˆ = (qˆyz)(y,z)∈S2 a regular cumulative transition intensity matrix according to definition 2. 11.
Then:
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• There is a homogeneous Markovian marked point process (Ω,F, P, ((Tm, Zm))m∈N0) with
initial distribution L(T0, Z0|P ) = ε0 ⊗ pi and cumulative transition intensity matrix qˆ.
• The distribution of a homogeneous Markovian marked point process ((Tm, Zm))m∈N0 is
uniquely determined by pi and qˆ.
Proof. For the first assertion, we refer to the proof of Satz 35 in Milbrodt and Helbig [1999].
Starting with an initial distribution and a regular cumulative transition intensity matrix, the
authors verified the existence of a marked point process satisfying the requirements. Though the
regular cumulative transition intensity matrix in the sense of Milbrodt and Helbig [1999] forms
a special case of our concept according to definition 2. 11, the proof can be reproduced almost
literally. The second assertion can likewise be obtained by reproducing the corresponding result
in Milbrodt and Helbig. For this, Satz 4.34 must be consulted. ¤
After answering the question of existence, we now clarify whether or not a marked point
process possesses paths in K (cf. definition 2. 3). To ensure this, the transition probabilities must
satisfy some requirements. On the one hand, for each initial distribution L(T0, Z0|P ) = ε0 ⊗ pi,
the condition P (T1 <∞) = 1 is equivalent to
Qˆy(0,∞) = lim
t→∞ Qˆy(0, t) = 1, ∀y ∈ S satisfying pi(y) > 0. (2. 12. 1)
This makes sure that for almost every path of (Xt)t≥0 at least one jump occurs. One the other
hand, the marked point process must be nonexplosive, i.e. P (T∞ = ∞) = 1. This is obviously
equivalent to the fact that the number of jumps on bounded intervals is P -a.s. finite. In order






<∞, (2. 12. 2)
the compensators of (Nyz,t)t≥0, (y, z) ∈ J are useful tools.
2. 13 Lemma. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
transition probabilities and transition intensities according to definition 2. 8. Then, each com-
ponent of the appertaining multivariate counting process (Nt)t≥0 possesses with respect to a






1{Zm=y} qˆyz(Tm, ds), t ≥ 0, (2. 13. 1)
which is P -almost surely unique.
Proof. Consider Nyz,t =
∑
m∈N0 1{Tm+1≤t, Zm=y,Zm+1=z}, (y, z) ∈ J , t ≥ 0 and let G(m),m ∈
N0 be a sequence of regular conditional distributions of (Tm+1, Zm, Zm+1) given aσ((Ti, Zi)| 0 ≤
i ≤ m). According to Jacod and Shiryaev ([1987], theorem III 1.33), there is a P -a.s. uniquely













G(m)(·, ds, {y, z})
G(m)(·, [s,∞],J ) . (2. 13. 3)
Since ((Tm, Zm))m∈N0 is a homogeneous Markov chain with transition probabilities according to
definition 2. 8, one obtains P -a.s.
G(m)(·, ds, {y, z}) = P (Tm+1 ∈ ds, Zm = y, Zm+1 = z|Tm, Zm) = 1{Zm=y} QˆZmz(Tm, ds),
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and
G(m)(·, [s,∞],J ) = 1− QˆZm(Tm, s− 0).






1{Zm=y} qˆyz(Tm, ds) .
Finally, employing (2. 13. 2) yields the assertion (2. 13. 1). ¤
The compensators (Ayz,t)t≥0, (y, z) ∈ J are predictable processes satisfying E[Nyz,t] =











<∞, t ≥ 0. (2. 14. 1)
In the framework of Milbrodt and Helbig [1999], the finiteness of E[Ayz,t], t ≥ 0, follows
from the regularity of the cumulative transition intensity matrix (see Milbrodt and Helbig [1999],
Folgerung 4.38). According to this, the local boundedness of the cumulative transition intensities
is sufficient to ensure the number of jumps on bounded intervals being P -a.s. finite. In the
present framework, however, the regularity of the cumulative transition intensity matrix is not
sufficient to ensure (2. 14. 1). The following counterexample points this out.
2. 15 Example. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
state space ([0,∞]×S,B([0, ∞])⊗2S), initial distribution L(T0, Z0|P ) = ε0⊗pi, and transition
probabilities which are for 0 ≤ s < r and (y, z) ∈ J given by
Qˆyz(s, t) :=
1







|S| − 1 1[s+ r−s2 ,∞)(t) = 1[s+ r−s2 ,∞)(t), t ≥ s. (2. 15. 2)
Thus, Qˆ∗ define measures concentrated on (s,∞). Further, (2. 12. 1) is satisfied. According to
(2. 8. 3), one obtains for the appertaining hazard measures (cumulative transition intensities)
qˆyz(s, dt) =
1
|S| − 1 εs+ r−s2 (dt).
They are obviously finite on bounded intervals. But nevertheless, all jumps occur P -a.s. before
r and hence, the paths of ((Tm, Zm))m∈N0 are not contained in K. The compensator of the
number of jumps (Nt)t≥0 is given by At :=
∑












which is infinite for t ≥ r. M
Taking into consideration that in our framework the finiteness of a regular cumulative tran-
sition intensity matrix is not sufficient to ensure the marked point process being nonexplosive,
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more restrictive conditions must be imposed. In several scenarios of practical interest, there are
Borel measures - not necessarily the Lebesgue measure - that dominate the cumulative transition
intensities, with the appertaining densities being bounded. In a situation like this, (2. 14. 1) can
be granted: Let Λyz be a Borel measure on B([0,∞)) such that for s ≥ 0 and (y, z) ∈ J
qˆyz(s, dτ)¿ Λyz(dτ) with dqˆyz(s, ·)
dΛyz
:= λyz(s, ·).
































λyz(r, s)Λyz([0, t]), (2. 15. 3)
which is finite according to the above assumptions.
We now turn to a pair of important tools for future calculations stated in the following two
remarks. The first is a chain of equations that will be used in almost the same manner for
the derivation of integral equations for both the transition probabilities of the bivariate Markov
process ((Xt, Ut))t≥0 and the prospective reserves. The second tool is the adaption of (2. 6. 1) to
the present situation. It allows one to calculate conditional expectations by means of integration
with respect to a corresponding conditional distribution.
2. 16 Remark. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
state space ([0,∞]× S,B([0, ∞])⊗ 2S). Further, let s ≥ 0, B ∈ B([0, ∞)), and (y, z) ∈ J . For
l ∈ N0, we define the l-step transition probabilities of the marked point process by
Qˆ(l)yz (s,B) := P (Tm+l ∈ B,Zm+l = z|Tm = s, Zm = y). (2. 16. 1)
Since (T,Z) is homogeneous, these transition probabilities can also be chosen as independent of
m ∈ N. Upon conditioning on (Tm+1, Zm+1), applying the Markov property of (T,Z), inserting
(2. 8. 1), as well as employing (2. 9. 1), one obtains for l > 0 the following backward equations:











P (Tm+l ∈ B,Zm+l = z|Tm+1 = τ, Zm+1 = ξ)


















ξz (τ,B) (1− Qˆy(s, τ − 0)) qˆyξ(s, dτ). (2. 16. 2)
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Upon conditioning on (Tm+l−1, Zm+l−1), the following forward equations can be obtained anal-
ogously:






















(1− Qˆξ(τ, x− 0)) qˆξz(τ, dx) Qˆ(l−1)yξ (s, dτ). (2. 16. 3)
2. 17 Remark. Let L(((Tl, Zl))l≥m|Tm, Zm), m ∈ N0 denote a regular version of the conditional
distribution of ((Tl, Zl))l≥m given (Tm, Zm). Then for every K-measurable mapping f : K →
[0,∞], the following holds for L(Tm, Zm|P )-a.e. (s, y) ∈ [0,∞)× S:
E [f(((Tl, Zl))l≥m)|Tm = s, Zm = y] =
∫
K
f dL(((Tl, Zl))l≥m|Tm = s, Zm = y), (2. 17. 1)
provided the integral is well defined. Due to the marked point process being homogeneous, the
conditional distribution of ((Tl, Zl))l≥m given (Tm, Zm) as well as the right-hand side of (2. 17. 1)
can likewise be chosen as independent of m. For this reason, we will in the sequel often write
L(((Tl, Zl))l≥0|T0, Z0).
In order to later derive the variance of the prospective loss, we provide here some more facts
concerning counting processes and their compensators. Consider for (y, z) ∈ J the corresponding
component of the multivariate counting process (Nyz,t)t≥0, and the appertaining compensator
(Ayz,t)t≥0 given by (2. 13. 1). According to Milbrodt and Helbig ([1999], Satz 12.27), it follows
that under assumption (2. 14. 1) the innovation process
Myz,t := Nyz,t −Ayz,t, t ≥ 0, (2. 17. 2)
is a square integrable martingale. Further, the optional covariation processes are of the following











Myz,s−0Mηξ,ds. (2. 17. 3)
Hence, the optional variation processes are given by
[Myz]t = M2yz,t − 2
∫
(0,t]
Myz,s−0Myz,ds, t ≥ 0, (y, z) ∈ J . (2. 17. 4)
The corresponding predictable covariations 〈Myz,Mηξ〉t, t ≥ 0, as well as the predictable vari-
ations 〈Myz〉t, t ≥ 0, can be obtained by deriving the compensators of (2. 17. 3) and (2. 17. 4),
respectively. This is the issue of the next lemma.
2. 18 Lemma. Assume (2. 14. 1) and let (Myz,t)t≥0, (y, z) ∈ J , be innovation processes accord-
ing to (2. 17. 2). The corresponding predictable covariations are, up to P-indistinguishability,
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given by











1{Zm=y} qˆyz(Tm, {s}) qˆyξ(Tm, ds), t ≥ 0. (2. 18. 1)
Proof. To prove (2. 18. 1), we argue in almost the same manner as in Andersen et al. ([1993],
chapter II.4.1). Under the assumptions stipulated above, the optional covariation processes of
the innovations according to (2. 17. 2) are given by (2. 17. 3). They can be represented in the



































∆Ayz,sAηξ,ds. (2. 18. 2)
The predictable covariation 〈Myz,Mηξ〉t, t ≥ 0 is the compensator of the optional covariation.
Hence, the compensators of the four addends in the last line of (2. 18. 2) must be derived. Obvi-
ously, the compensator of the first addend is δyη δzξ Ayz,t, t ≥ 0. The last addend is predictable
and hence, it is its own compensator. Concerning the second addend, note that ∆Aηξ,s, s ≥ 0 is









is also a martingale. Consequently, the predictable process
∫
(0,t]∆Aηξ,sAyz,ds is the compen-
sator of the second addend in the last line of (2. 18. 2). Similarly, it can be verified that∫
(0,t]∆Ayz,sAηξ,ds is the compensator of the third addend. Summarizing the above, we obtain
for (y, z), (η, ξ) ∈ J

















= δyη δzξ Ayz,t −
∫
(0,t]
∆Ayz,sAηξ,ds, t ≥ 0.
Finally, inserting (2. 13. 1) yields the assertion (2. 18. 1). ¤
We close this section by having a look at the appertaining pure jump processX = G−1(T,Z).
Since G−1 : K → X is a measurable mapping, the distribution of X is uniquely determined by
the distribution of (T,Z). But the Markov property of the marked point process (T,Z) does not
imply the Markov property of the pure jump process X. For this, we refer to a counterexample
given by Stracke ([1997], Beispiel 5.1). Stracke constructed a Markovian marked point process
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for which the appertaining pure jump process does not possess the Markov property. Hence,
the Markov property of a marked point process (T,Z) does not imply the Markov property of
the appertaining pure jump process X. Conversely, according to Milbrodt and Helbig ([1999],
Hilfssatz 4.33), the Markov property of a pure jump process X implies the Markov property of
the appertaining marked point process (T,Z):
(T,Z) homogeneous Markov chain X Markovian pure jump process==== ====⇒⇐=========¢
¢¢¢
This raises the question of conditions for the distribution of a marked point process (T,Z) such
that the Markov property of this marked point process goes together with the Markov property
of the appertaining pure jump process X. A sufficient condition for this is that the cumulative
transition intensities of the marked point process (T,Z) possess the additivity property (2. 11. 2).
That this condition is sufficient will be stated in theorem 2. 42. The following lemma gathers
some properties of the transition probabilities and the cumulative transition intensities following
from the property (2. 11. 2).
2. 19 Lemma. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
transition probabilities according to definition 2. 8, and regular cumulative transition intensities
qˆ∗ satisfying (2. 11. 2). Further, let s ≥ 0 and (y, z) ∈ J . Then:
• There is a Borel measure qyz(dr) such that qˆyz(s, dr)¿ qyz(dr) and




(s, ·) = −dqˆyz
dqˆyy
(s, ·) (2. 19. 2)






(τ) Qˆy(s, dτ), B ∈ B([0,∞)). (2. 19. 3)
• The conditional distributions Qˆy satisfy
1− Qˆy(s, t) = (1− Qˆy(s, r)) (1− Qˆy(r, t)), s ≤ r ≤ t. (2. 19. 4)
• In case of Qˆy(s, t) < 1, s ≤ t, there is an appropriate version of the conditional distribution
that satisfies
P (((Tl, Zl))l∈N|T1 > t, T0 = s, Z0 = y) = P (((Tl, Zl))l∈N|T0 = t, Z0 = y). (2. 19. 5)
Proof. Let s ≤ r ≤ t and (y, z) ∈ J . Since the cumulative transition intensities define
measures on B([0,∞)), we have on the one hand (cf. (2. 10. 1))
qˆyz(s, t) = qˆyz(s, (s, t])
= qˆyz(s, (s, r]) + qˆyz(s, (r, t]). (2. 19. 6)
On the other hand, we obtain by employing (2. 11. 2)
qˆyz(s, t) = qˆyz(s, r) + qˆyz(r, t)
= qˆyz(s, (s, r]) + qˆyz(r, (r, t]). (2. 19. 7)
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Hence, qˆyz(s, (r, t]) = qˆyz(r, (r, t]). Hence, the measures qˆyz(s, ·) and qˆyz(r, ·) coincide on a ∩-
stable generator of B((r,∞)). Then, according to uniqueness of measures, they coincide on
B((r,∞)). To prove the first assertion, we define qyz(dr) := qˆyz(0, dr). Then, as previously
argued, for each s ≥ 0, the measures qyz(dr) and qˆyz(s, dr) coincide on B((s,∞)). Hence,
on B((s,∞)), they are dominated by each other and, particularly, qˆyz(s, dr) ¿ qyz(dr). Since
further, qˆyz(s, dr) is concentrated on (s,∞), it follows that qˆyz(s,B) = 0 for all B ∈ B([0, s]).
This also holds for sets B ∈ B([0, s]) for which qyz(B) = 0. Consequently, the measure qˆyz(s, dr)




1(s,∞)(r) qyz(dr), s ≥ 0, B ∈ B([0,∞)).
The third assertion is a consequence of (2. 11. 2) and the exponential formula (2. 10. 7). One
obtains
1− Qˆy(s, t) = exp{qˆ(c)yy (s, t)}
∏
s<τ≤t
(1 + ∆qˆyy(s, τ))
= exp{qˆ(c)yy (s, r) + qˆ(c)yy (r, t)}
∏
s<τ≤r
(1 + ∆qˆyy(s, τ))
∏
r<τ≤t
(1 + ∆qˆyy(r, τ))
= (1− Qˆy(s, r)) (1− Qˆy(r, t)).
Concerning the remaining assertions, we refer to Milbrodt and Helbig ([1999], Hilfssatz 4.43
and Hilfssatz 4.39). Note that a regular cumulative transition intensity matrix (qˆyz)(y,z)∈S2
that additionally satisfies the property (2. 11. 2) fulfills the requirements of a regular cumulative
transition intensity matrix in the sense of the authors. ¤
The aim of the next section is to introduce semi-Markovian pure jump processes (Xt)t≥0
modelling the development of a single policy (p). Further, the bivariate process ((Xt, Ut))t≥0
is investigated. Though the pure jump process (Xt)t≥0 is - in contrast to the classical model
assumption - not a Markov process, the bivariate process ((Xt, Ut))t≥0 is Markovian. In a semi-
Markov set-up, this process forms the basic quantity of interest. For the investigation of the
process ((Xt, Ut))t≥0, the previously discussed marked point process ((Tm, Zm))m∈N0 will be of
considerable help.
D Non-smooth semi-Markovian pure jump processes
Let (Ω,F, P, ((Tm, Zm))m∈N0) be a homogeneous Markovian marked point process with paths in
(K,K). Recall that for this, the assumptions (2. 12. 1) and (2. 14. 1) must be satisfied. Further,
let (Xt)t≥0 be the appertaining pure jump process. S denotes the finite state space of (Xt)t≥0,
and J = {(y, z) ∈ S2| y 6= z} is the transition space. As in the preceding sections, (Xt)t≥0 is
interpreted as the development of a single policy (p).
Defining a pure jump process (Xt)t≥0 to be semi-Markovian, there are basically two ap-
proaches. The first approach starts from a two-dimensional discrete process. This approach
goes back to Le´vy, Smith, and Taka´cs, who in 1954-1955 independently and almost simulta-
neously introduced the concept of semi-Markov processes (for a survey of literature see Ko-
rolyuk et al. [1974]), but it is often related with Janssen and De Dominicis [1984]. The second
approach starts from the bivariate process ((Xt, Ut))t≥0. It goes back to Pyke and Schaufele
[1964] and was adapted to insurance mathematics by Hoem [1972].
We start by considering the first approach. According to Janssen and De Dominicis [1984], a
pure jump process (Xt)t≥0 is called semi-Markovian if it appertains to a Markovian marked point
process ((Tm, Zm))m∈N0 . In cases where the Markov chain ((Tm, Zm))m∈N0 is non-homogeneous,
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meaning that the transition probabilities (cf. definition 2. 8) also depend on the number of
previous jumps, the sequence
Q(m)(s, t) := (Qˆ(m)yz (s, t))(y,z)∈S2 , m ∈ N, 0 ≤ s ≤ t,
is called a completely non-homogeneous semi-Markov kernel. Consequently, the appertaining
pure jump process (Xt)t≥0 is referred to as completely non-homogeneous semi-Markov process.
If this were the case, the transition probabilities of (Xt)t≥0 would also depend on the number
of previous transitions. This concept, however, seems not to have many useful applications in
life insurance. Further, the provision of an appropriate actuarial basis would be enormously
complicated. For these reasons, completely non-homogeneous semi-Markov processes are not
considered here. We will call a process (Xt)t≥0 semi-Markovian if it appertains to a homogeneous
marked point process ((Tm, Zm))m∈N0 (definition 2. 20).
In the notation of Janssen and De Dominicis [1984], a marked point process ((Tm, Zm))m∈N0




Vk, m ∈ N with Vm = Tm+1 − Tm, m ∈ N0.
Vm corresponds to the sojourn time in the state entered by the m-th jump (see (2. 5. 8)). In-
stead of starting from a marked point process ((Tm, Zm))m∈N0 , the first approach of defining
semi-Markov processes sometimes starts from the process ((Vm, Zm))m∈N, which is also a two-
dimensional discrete process. This process likewise possesses the state space [0,∞] × S. The
transition probabilities can be defined as
Qˆyz(s, s+ ·) : [0,∞) 3 r 7→ P (Vm ≤ r, Zm+1 = z|Tm = s, Zm = y), s ≥ 0, (y, z) ∈ J ,m ∈ N0.
We turn to the second approach. According to Hoem [1972], the Markov property of the
bivariate process ((Xt, Ut))t≥0 defines a pure jump process (Xt)t≥0 to be semi-Markovian. Pyke
and Schaufele [1964], however, actually start from a Markov process ((Xt, Ut))t≥0 being addi-
tionally strong Markovian. We will see that by requiring the bivariate process ((Xt, Ut))t≥0 to
be strong Markovian both approaches to define semi-Markov processes are equivalent. Figure 11
sketches the corresponding relationships. Employing the strong Markov property of a homoge-
neous Markovian marked point process ((Tm, Zm))m∈N0 - which is due to the countable time set
a consequence of the ordinary Markov property (see (2. 7. 7)) - it can be verified that the apper-
taining bivariate process ((Xt, Ut))t≥0 is a Markov process (lemma 2. 21). Conversely, starting
from a given bivariate Markov process ((Xt, Ut))t≥0 being additionally strong Markovian, it can
be shown that the appertaining marked point process ((Tm, Zm))m∈N0 is a homogeneous Markov
chain (lemma 2. 31). Here, however, the strong Markov property is not generally be given. For
this, some regularity conditions must additionally be satisfied. Lemma 2. 30 states a condition
for the transition probabilities of the bivariate Markov process ((Xt, Ut))t≥0 ensuring the strong
Markov property of this process. This condition is satisfied for the transition probabilities of the
bivariate process ((Xt, Ut))t≥0 appertaining to a homogeneous Markovian marked point process
((Tm, Zm))m∈N0 (corollary 2. 33). Hence, ((Xt, Ut))t≥0 possesses the strong Markov property iff
the appertaining marked point process ((Tm, Zm))m∈N0 is a homogeneous Markov chain.
Here, we follow the first approach by defining a semi-Markov process as the pure jump process
appertaining to a homogeneous Markovian marked point process. Afterwards, the bivariate
process ((Xt, Ut))t≥0 will be investigated in more detail.
2. 20 Definition. Let (Ω,F, P, ((Tm, Zm))m∈N0) be a homogeneous Markovian marked point
process with transition probabilities according to definition 2. 8. Further, let (Xt)t≥0 be the
appertaining pure jump process. Then, the matrix
Q(s, t) := (Qˆyz(s, t))(y,z)∈S2 , 0 ≤ s ≤ t,
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is called a semi-Markov kernel and the process (Xt)t≥0 is referred to as semi-Markov process.
As previously mentioned, completely non-homogeneous semi-Markov processes are not con-
sidered here. Another subclass of semi-Markov processes, which are also not considered here,
was investigated in detail by Nollau [1980]. This is the class of homogeneous semi-Markov pro-
cesses which are characterized by a semi-Markov kernel Q that only depends on the difference
t− s, 0 ≤ s ≤ t. Homogeneous semi-Markov processes were also discussed by Hoem [1969].

















Figure 11: Approaches to define semi-Markov processes and deduced relations
Note that, for a given semi-Markov kernel Q which corresponds to the matrix of transition
probabilities of a marked point process (T,Z) (cf. definition 2. 8), the existence of a semi-Markov
process (Xt)t≥0 is granted due to the existence of (T,Z) and the relationship X = G−1(T,Z).
Recall that the pure jump process (Xt)t≥0 that appertains to a homogeneous Markovian
marked point process ((Tm, Zm))m∈N0 is not necessarily Markovian. However, lemma 2. 21
states that the bivariate process ((Xt, Ut))t≥0 is always a Markov process. Incidentally, it is
a well-known method to convert non-Markovian processes into Markov processes by including
supplementary variables (cf. Cox [1955]). Doing so, the semi-Markov process (Xt)t≥0 can be
investigated by applying the theory of Markov processes to ((Xt, Ut))t≥0.
2. 21 Lemma. Let (Ω,F, P, ((Tm, Zm))m∈N0) be a homogeneous Markovian marked point pro-
cess, and (Xt)t≥0 the appertaining pure jump process. Then, the appertaining bivariate process
((Xt, Ut))t≥0 is a Markov process: For 0 ≤ s ≤ t and C ∈ 2S ⊗B([0,∞))
P ((Xt, Ut) ∈ C| (Xτ , Uτ )τ≤s) = P ((Xt, Ut) ∈ C|Xs, Us) P − a.s. (2. 21. 1)
Proof. To verify (2. 21. 1), it is sufficient to show that for t ≥ tn ≥ tn−1 ≥ ... ≥ t0 ≥ 0, n ∈ N,
and C ∈ 2S ⊗B([0,∞))
P ((Xt, Ut) ∈ C|Xtn , Utn , ..., Xt0 , Ut0) = P ((Xt, Ut) ∈ C|Xtn , Utn) P − a.s. (2. 21. 2)
Since sets of the form {z} × [0, v], z ∈ S, v ≥ 0 form, together with the empty set, a ∩-stable
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generator of 2S ⊗B([0,∞)), and since further,
D := {C ∈ 2S ⊗B([0,∞))| (2. 21. 2) is satisfied for C}
is a Dynkin system, (2. 21. 2) only needs to be verified for elements of
D0 := {{z} × [0, v], z ∈ S, v ≥ 0} ∪ {∅}. (2. 21. 3)
Thus, D0 ⊂ D, and due to aσ(D0) = 2S ⊗ B([0,∞)) ⊂ D, (2. 21. 2) holds for all C ∈ 2S ⊗
B([0,∞)). Now consider (2. 21. 2) for C = {z}× [0, v] ∈ D0. By employing (2. 4. 5) and (2. 5. 9),
we obtain for the left-hand side of (2. 21. 2)
P (Xt = z, Ut ∈ [0, v]|Xtn , Utn , ..., Xt0 , Ut0)
= P (ZNt = z, t− TNt ∈ [0, v]|ZNtn , tn − TNtn , ..., ZNt0 , t0 − TNt0 )
= P (ZNt = z, TNt ∈ [t− v, t]|ZNtn , tn − TNtn , ..., ZNt0 , t0 − TNt0 )
= P (ZNt = z, TNt ∈ [t− v, t]|ZNtn , tn − TNtn ) P − a.s., (2. 21. 4)
where the last equality is a consequence of the strong Markov property of the associated marked
point process (T,Z), along with the fact that for t ≥ 0 the number of jumps Nt is a stopping time
with respect to the filtration (FTm)m∈N0 . The strong Markov property of (T,Z) is a consequence
of the ordinary Markov property, since the time set is countable (see (2. 7. 7) or Chung [2001],
theorem 9.2.5). The right-hand side of (2. 21. 2) can then be obtained by means of
P (ZNt = z, TNt ∈ [t− v, t]|ZNtn , tn − TNtn ) = P (Xt = z, Ut ∈ [0, v]|Xtn , Utn).
Hence, (2. 21. 2) holds for all elements of D0, and thus, also for all C ∈ 2S ⊗B([0,∞)). ¤
According to Nollau ([1980], Satz 1.5), the bivariate process (Xt,Wt)t≥0 (cf. (2. 5. 7)), which
records the current state of (Xt)t≥0 and the future sojourn time in that state, is also a Markov
process. In the sequel, however, we only consider the bivariate Markov process ((Xt, Ut))t≥0.
Due to the polish state space S × [0,∞), there exists a set of transition probabilities
p(s, t) :
(
(S × [0,∞))× (2S ⊗B([0,∞)))) 3 ((y, u), C) 7→ p(y,u)C(s, t), 0 ≤ s ≤ t, (2. 21. 5)
with
p(y,u)C(s, t) = P
(
(Xt, Ut) ∈ C|Xs = y, Us = u
)
for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞). Since the system D0 according to (2. 21. 3) forms a
∩-stable generator of 2S ⊗ B([0,∞)), it is sufficient to specify the transition probabilities by
means of
pyz(s, t, u, v) := p(y,u) {z}×[0,v](s, t)
a.s.= P
(
Xt = z, Ut ≤ v|Xs = y, Us = u
)
(2. 21. 6)
for u, v ≥ 0, and (y, z) ∈ S2. Up to L(Xs, Us|P )-exceptional sets, they are also uniquely
determined by the right-hand side of (2. 21. 6). The corresponding transition probability matrix
can then be defined as
p(s, t, u, v) :=
(
pyz(s, t, u, v)
)
(y,z)∈S2 , 0 ≤ u ≤ s ≤ t <∞, v ≥ 0. (2. 21. 7)
Further, we define
pyz(s, t, u) := pyz(s, t, u,∞)
a.s.= P
(
Xt = z|Xs = y, Us = u
)
, 0 ≤ u ≤ s ≤ t. (2. 21. 8)
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Thus, the conditional probability of {Xt = z}, t ≥ 0, z ∈ S, is allowed to depend not only on the
state of the pure jump process at time s, but also on the time elapsed since entering this state.
In doing so, durational effects can be implemented in the model.
We now turn to the Chapman-Kolmogorov equations. These equations must be generally
satisfied by a set of transition probabilities for a Markov process. For the bivariate process
((Xt, Ut))t≥0, the Chapman-Kolmogorov equations can already be found in Hoem [1972]. In a
smooth framework, Hoem outlined basic principles of the theory of semi-Markov processes and
their applications in actuarial mathematics.
2. 22 Lemma. [Chapman-Kolmogorov equations] Let ((Xt, Ut))t≥0 be a bivariate Markov
process with transition probability matrix p according to (2. 21. 7). Further, let 0 ≤ u ≤ s ≤ t <
∞, v ≥ 0, and (y, z) ∈ S2. Then, the components of p satisfy for L(Xs, Us|P )-a.e. (y, u) the
Chapman-Kolmogorov equations





pξz(r, t, l, v) pyξ(s, r, u, dl), s ≤ r ≤ t. (2. 22. 1)
Further, for L(Xs, Us|P )-a.e. (y, u)
pyz(s, s, u, v) = δyz 1(v≥u). (2. 22. 2)
Proof. Let 0 ≤ u ≤ s ≤ t <∞, v ≥ 0, and (y, z) ∈ S2. It must be verified that the right-hand
side of (2. 22. 1) is a version of pyz(s, t, u, v), meaning that it is 2S ⊗B([0,∞))-measurable and
satisfies the corresponding Radon-Nikodym equation. Due to the use of transition probabilities,
the 2S ⊗B([0,∞))-measurability of the right-hand side of (2. 22. 1) is granted. Regarding the
corresponding Radon-Nikodym equation, an argumentation similar as in the proof of lemma
2. 21 yields that it is sufficient to verify this equation for {η} × [0, w] ∈ D0. Doing so, one
obtains




P (Xt = z, Ut ≤ v|Xs = y, Us = u)L(Xs, Us|P )(dy, du). (2. 22. 3)
For s ≤ r ≤ t, we get by conditioning on (Xr, Ur), employing the Markov property of (Xt, Ut)t≥0,
and afterwards inserting (2. 21. 6)




P (Xt = z, Ut ≤ v|Xs = y, Us = u






P (Xt = z, Ut ≤ v,Xr ∈ dξ, Ur ∈ dl|Xs = y, Us = u








P (Xt = z, Ut ≤ v|Xr = ξ, Ur = l
)
P (Xr = ξ, Ur ∈ dl|Xs = y, Us = u








pξz(r, t, l, v) pyξ(s, r, u, dl)L(Xs, Us|P )(dy, du).
Hence, the right-hand side of (2. 22. 1) satisfies (2. 22. 3). Thus, (2. 22. 1) is verified. (2. 22. 2)
follows immediately from (2. 21. 6) by setting t = s. ¤
As explained in section 2B, regular sets of transition probabilities for a Markov process play
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an important role. Here, regularity means that (2. 22. 1) and (2. 22. 2) must be satisfied identi-
cally (i.e. without exceptional sets). For the bivariate Markov process ((Xt, Ut))t≥0, a regular
set of transition probabilities can be manufactured by using a regular version of the conditional
distribution L(((Tl, Zl))l≥0|T0, Z0) for the appertaining marked point process.
2. 23 Theorem. Let (Ω,F, P, ((Tm, Zm))m∈N0) be a homogeneous Markovian marked point pro-
cess, and (Xt)t≥0 the appertaining pure jump process. Then, there is a regular set of transition
probabilities pyz(s, t, u, v), 0 ≤ u ≤ s ≤ t <∞, v ≥ 0, (y, z) ∈ S2 for the bivariate Markov process
((Xt, Ut))t≥0, which is given by
pyz(s, t, u, v) := δyz 1(v≥u) (2. 23. 1)
in case t = s, and otherwise
pyz(s, t, u, v) :=P (∃l ∈ N0 : Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 > s, T0 = s− u,Z0 = y). (2. 23. 2)
Proof. It must be verified that the right-hand side of (2. 23. 2) is a version of pyz(s, t, u, v)
that additionally satisfies (2. 22. 1) identically. Here, we only demonstrate that it is a version of
pyz(s, t, u, v). That this version satisfies (2. 22. 1) identically is verified in A.6 in the appendix.
Let 0 ≤ u ≤ s < t < ∞, v ≥ 0, and (y, z) ∈ S2. Regarding (2. 21. 6), we define for l ∈ N0 the
appertaining l-step transition probabilities by
p(l)yz (s, t, u, v) := P
(
Xt = z, Ut ≤ v,Nt −Ns = l|Xs = y, Us = u
)
, (2. 23. 3)
with Nt, t ≥ 0, being the number of jumps according to (2. 4. 4). Hence, for L(Xs, Us|P )-a.e.
(y, u)
pyz(s, t, u, v) =
∞∑
l=0
p(l)yz (s, t, u, v). (2. 23. 4)
We will demonstrate that
P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u,Z0 = y) (2. 23. 5)
is a version of p(l)yz (s, t, u, v). By taking (2. 23. 4) into account, this gives
pyz(s, t, u, v) =
∞∑
l=0
P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 > s, T0 = s− u,Z0 = y)
= P (∪l∈N0{Tl+1 > t, Tl ∈ [t− v, t], Zl = z}| T1 > s, T0 = s− u, Z0 = y)
= P (∃l ∈ N0 : Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 > s, T0 = s− u,Z0 = y) (2. 23. 6)
for L(Xs, Us|P )-a.e. (y, u), which verifies that the right-hand side of (2. 23. 2) forms a version
of pyz(s, t, u, v).
Similarly to (2. 22. 3), the corresponding Radon-Nikodym equation for {η} × [0, w] ∈ D0, which
must be satisfied by (2. 23. 5), is given by




P (Xt = z, Ut ≤ v,Nt −Ns = l|Xs = y, Us = u)L(Xs, Us|P )(dy, du). (2. 23. 7)
Starting from the left-hand side of this equation, we get the following by using (2. 4. 5), (2. 5. 9),
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and (2. 4. 6):
P (Xt = z, Ut ≤ v,Nt −Ns = l,Xs = η, Us ≤ w)


















P (Tk+l+1 > t, Tk+l ∈ [t− v, t], Zk+l = z, Tk+1 > s|Zk = y, s− Tk = u)






P (Tk+l+1 > t, Tk+l ∈ [t− v, t], Zk+l = z, Tk+1 > s|Tk = r, Zk = ξ)|r=s−u,ξ=y






P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z, T1 > s|T0 = r, Z0 = ξ)|r=s−u,ξ=y
·L(Zk, s− Tk|P )(dy, du),
where the last equation is due to the homogeneity of the marked point process (T,Z). Applying
the theorem on integration with respect to an image measure as well as (2. 4. 5) and (2. 5. 9)


























P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z, T1 > s|T0 = r, Z0 = ξ)|r=s−u,ξ=y L(Xs, Us|P )(dy, du).
(2. 23. 8)
According to (2. 23. 8),
P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z, T1 > s|T0 = s− u,Z0 = y) (2. 23. 9)
satisfies the Radon-Nikodym equation (2. 23. 7). Further, it is 2S ⊗B([0,∞))-measurable. The
latter can be confirmed by realizing that (2. 23. 9) is for s ≥ 0 the composition of the 2S ⊗
B([0,∞))−B([0,∞])⊗ 2S-measurable mapping
gs : S × [0,∞) 3 (y, u) 7→ gs(y, u) = (s− u, y) ∈ [0,∞]× S, u ≤ s
and the B([0,∞])⊗ 2S-measurable mapping
P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z, T1 > s|T0 = ·, Z0 = ·).
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Hence, (2. 23. 9) is a version of p(l)yz (s, t, u, v). Next, we will verify that for L(Xs, Us|P )-a.e. (y, u)
P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z, T1 > s|T0 = s− u,Z0 = y)
= P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u,Z0 = y). (2. 23. 10)
In general, it holds for L(T0, Z0|P )-a.e. (r, ξ) ∈ [0,∞)× S that
P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z, T1 > s|T0 = r, Z0 = ξ)
= P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = r, Z0 = ξ)P (T1 > s|T0 = r, Z0 = ξ). (2. 23. 11)
For C = {1}, this is a consequence the following equation: With C ∈ 2{0,1}, one obtains by
successive conditioning for L(T0, Z0|P )-a.e. (r, ξ) ∈ [0,∞)× S∫
C




P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|1{T1>s} = δ, T0 = r, Z0 = ξ)
·P (1{T1>s} ∈ dδ|T0 = r, Z0 = ξ). (2. 23. 12)
Inserting (2. 23. 11) into (2. 23. 8) yields








P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = r, Z0 = ξ)|r=s−u,ξ=y




P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u,Z0 = y)
·P (T1 > s|T0 = s− u,Z0 = y)L(Xs, Us|P )(dy, du). (2. 23. 13)
As explained below, we have P (T1 > s|T0 = s − u,Z0 = y) = 1 for L(Xs, Us|P )-a.e. (y, u).
Taking this into account, we get




P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u,Z0 = y)L(Xs, Us|P )(dy, du).
Hence, P (Tl+1 > t, Tl ∈ [t − v, t], Zl = z|T1 > s, T0 = s − u,Z0 = y) also satisfies the Radon-
Nikodym equation (2. 23. 7), and therefore, it is a version of p(l)yz (s, t, u, v).
To complete the proof, we must show that P (T1 > s|T0 = s− u,Z0 = y) = 1 for L(Xs, Us|P )-
a.e. (y, u). For this, one must realize that for t ≥ s, P (T1 > t|T0 = s − u,Z0 = y) is a
version of P (T (s) > t|Xs = y, Us = u) with T (s) being the first jump after s. The verifying
Radon-Nikodym equation,








P (T1 > t|T0 = s− u,Z0 = y)L(Xs, Us|P )(dy, du), (2. 23. 14)
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can be proved analogously to (2. 23. 8). Hence, for L(Xs, Us|P )-a.e. (y, u)
P (T1 > s|T0 = s− u,Z0 = y) = P (T (s) > s|Xs = y, Us = u) = 1,
where the second equation is due to the definition of T (s) according to (2. 5. 5). ¤
In case of the pure jump process (Xt)t≥0 being Markovian - which is equivalent to the situ-
ation of lemma 2. 19, meaning that the regular cumulative transition intensities of the marked
point process ((Tm, Zm))m∈N0 satisfy the additivity property (2. 11. 2) - the transition probabil-
ities
pyz(s, t, u, v)
a.s.= P (∃l ∈ N0 : Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 > s, T0 = s− u,Z0 = y)
can according to the last assertion of lemma 2. 19 be chosen as independent of u, namely by
means of
pyz(s, t, u, v)
a.s.= P (∃l ∈ N0 : Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T0 = s, Z0 = y).
Further, if v =∞, one gets
pyz(s, t, u,∞) a.s.= P (∃l ∈ N0 : Tl ≤ t < Tl+1, Zl = z| T0 = s, Z0 = y), (2. 23. 15)
where the right-hand side forms a regular version of the transition probabilities pyz(s, t) of the
Markovian pure jump process (Xt)t≥0 (cf. theorem 2. 42 or Milbrodt and Helbig [1999], Folgerung
4.41).
In order to adapt the multiple decrement model for life insurance to a semi-Markov frame-
work, we define (regular) cumulative transition intensities q∗ for the bivariate Markov process
((Xt, Ut))t≥0. It will be stated that, for a given regular cumulative transition intensities matrix
q, there exists a semi-Markov process (Xt)t≥0 with the appertaining bivariate Markov process
((Xt, Ut))t≥0 possessing the cumulative transition intensity matrix q (theorem 2. 29). Note that
a regular cumulative transition intensity matrix can, for example, be obtained from given select-
and-ultimate tables (cf. figure 4). Further, a regular cumulative transition intensities matrix
q along with an initial distribution fully determines the distribution of a semi-Markovian pure
jump process (Xt)t≥0 as well as the distribution of the appertaining bivariate Markov process
((Xt, Ut))t≥0. With the aid of cumulative intensities q∗, backward and forward integral equations
for the transition probabilities of ((Xt, Ut))t≥0 will be established. These equations turn out to
be generalizations of the corresponding formulas in the non-smooth Markov set-up by Milbrodt
and Helbig ([1999], section 4C). In order to point out the differences, the following is organized
in a manner similar to the corresponding sections in Milbrodt and Helbig ([1999], sections 4B
and 4C).
Recall that for s ≥ 0, the time of the first jump after s is denoted by T (s). XT (s) denotes the
corresponding destination state. Next, we define the conditional distribution of T (s) and XT (s),
given the current state Xs as well as the time elapsed since entering this state Us. Further,
the appertaining cumulative intensities are defined (cf. definition 2. 8, and Milbrodt and Helbig
[1999], definition 4.28).
2. 24 Definition. For (y, z) ∈ J and 0 ≤ u ≤ s we define
Qyz(s, ·, u) : [s,∞) 3 t 7→ P (T (s) ≤ t,XT (s) = z|Xs = y, Us = u), (2. 24. 1)




Qyz(s, t, u) = P (T (s) ≤ t|X s = y, Us = u), (2. 24. 2)
p¯y(s, t, u) : = 1−Qy(s, t, u) = P (Xτ = y, τ ∈ [s, t]|Xs = y, Us = u), t ≥ s, (2. 24. 3)
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and, with the convention 0/0 := 0,




1−Qy(s, τ − 0, u) ∈ [0,∞], (2. 24. 4)




1−Qy(s, τ − 0, u) ∈ [−∞, 0]. (2. 24. 5)
Analogously to the cumulative intensities for the marked point process, qyz is referred to as the
cumulative transition intensity from y to z and −qyy is the cumulative intensity of decrement
for state y. The matrix




(y,z)∈S2 , 0 ≤ u ≤ s ≤ t <∞ (2. 24. 6)
is referred to as cumulative transition intensity matrix for the bivariate process ((Xt, Ut))t≥0.
All quantities in the above definition are uniquely determined up to L(Xs, Us|P )-null sets.
p¯y(s, t, u) is the conditional probability of staying uninterruptedly in state y from time s to time
t, given that this state was entered at time s−u. For this conditional probability, an exponential
formula similar to (2. 10. 7) is given by
p¯y(s, t, u) = exp(q(c)yy (s, t, u))
∏
s<τ≤t
(1 + ∆ qyy(s, τ, u)), 0 ≤ u ≤ s ≤ t. (2. 24. 7)
Before we turn to a lemma that gathers - as counterpart to Hilfssatz 4.29 in Milbrodt and
Helbig [1999] - properties of the cumulative transition intensities for the process ((Xt, Ut))t≥0, the
relationships between the quantities specified by definition 2. 24 and the corresponding quanti-
ties with respect to the marked point process (T,Z) (cf. definition 2. 8) are investigated. It turns
out that the conditional probabilities Q∗ can be expressed in terms of the transition probabilities
of the marked point process Qˆ∗, and vice versa. In almost the same manner, the cumulative
transition intensities q∗ can be expressed in terms of qˆ∗. Here, the converse also holds.
2. 25 Lemma. Let (Ω,F, P, ((Tm, Zm))m∈N0) be a homogeneous Markovian marked point pro-
cess with transition probabilities Qˆ∗ as well as cumulative transition intensities qˆ∗ according to
definition 2. 8. ((Xt, Ut))t≥0 denotes the appertaining bivariate Markov process with Q∗ and q∗
according to definition 2. 24. Further, let 0 ≤ u ≤ s ≤ t <∞, and (y, z) ∈ J . Then, one obtains
for L(Xs, Us|P )-a.e. (y, u)
Qyz(s, t, u) = Qˆyz(s− u, (s, t]), (2. 25. 1)
and
qyz(s, t, u) = qˆyz(s− u, (s, t]). (2. 25. 2)
Conversely, for each m ∈ N0 and L(Tm, Zm|P )-a.e. (s, y)
Qˆyz(s, t) = Qyz(s, t, 0), (2. 25. 3)
and
qˆyz(s, t) = qyz(s, t, 0). (2. 25. 4)
Proof. Firstly, we verify (2. 25. 1). Let 0 ≤ u ≤ s ≤ t < ∞, and (y, z) ∈ J . According to
definition 2. 8 and the homogeneity of the marked point process (T,Z), we have
Qˆyz(s− u, (s, t]) a.s.= P (Tm+1 ∈ (s, t], Zm+1 = z|Tm = s− u, Zm = y)
= P (T1 ∈ (s, t], Z1 = z|T0 = s− u, Z0 = y). (2. 25. 5)
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Further, the left-hand side of (2. 25. 1) is given by
Qyz(s, t, u)
a.s.= P (T (s) ≤ t,XT (s) = z|Xs = y, Us = u). (2. 25. 6)
To verify (2. 25. 1), it must be shown that the right-hand side of (2. 25. 5) forms a version of the
right-hand side of (2. 25. 6). This can be done in almost the same manner as in the proof of
theorem 2. 23. Therefore, we restrict ourselves to the verification of the corresponding Radon-
Nikodym equation, which is for {η} × [0, w] ∈ D0 given by




P (T (s) ≤ t,XT (s) = z|Xs = y, Us = u)L(Xs, Us|P )(dy, du). (2. 25. 7)
Starting from the left-hand side and employing (2. 4. 5), (2. 5. 5), (2. 5. 9), and (2. 4. 6) gives
P (T (s) ≤ t,XT (s) = z,Xs = η, Us ≤ w)




























































P (T1 ∈ (s, t], Z1 = z|T0 = s− u,Z0 = y)L(Xs, Us|P )(dy, du). (2. 25. 8)
Hence, we have for L(Xs, Us|P )-a.e. (y, u)
P (T (s) ≤ t,XT (s) = z|Xs = y, Us = u) = P (T1 ∈ (s, t], Z1 = z|T0 = s− u,Z0 = y),
which verifies (2. 25. 1). Analogously, one obtains for L(Xs, Us|P )-a.e. (y, u)
1−Qyz(s, t, u) = P (T (s) > t,XT (s) = z|Xs = y, Us = u)
= P (T1 > t, Z1 = z|T0 = s− u,Z0 = y)
= 1− Qˆyz(s− u, t), (2. 25. 9)
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and with that, due to (2. 8. 2) as well as (2. 24. 2),
1−Qy(s, t, u) = 1− Qˆy(s− u, t). (2. 25. 10)
According to their definition (2. 24. 4), the cumulative transition intensities qyz are determined
by the conditional probabilitiesQyz. Hence, (2. 25. 2) is a consequence of (2. 25. 1): By employing
(2. 25. 1) and (2. 25. 10), we obtain for L(Xs, Us|P )-a.e. (y, u)













where the last equation is due to the definition of qˆyz. This yields (2. 25. 2).
Regarding (2. 25. 3), we will verify that
Qyz(s, t, 0) = P (T (s) ≤ t,XT (s) = z|Xs = y, Us = 0) (2. 25. 11)
satisfies the Radon-Nikodym equation for Qˆyz(s, t), which is for m ∈ N0 given by




P (Tm+1 ≤ t, Zm+1 = z|Tm = s, Zm = y)L(Tm, Zm|P )(ds, dy). (2. 25. 12)
In order to verify that (2. 25. 11) solves the above equation, it is inserted into the right-hand
side of (2. 25. 12). Applying (2. 4. 5), (2. 5. 5), as well as (2. 5. 9) gives∫
[0,w]×{η}








P (TNs+1 ≤ t, ZNs+1 = z|TNs = s, ZNs = y)|s=Tm,y=Zm dP,








P (Tm+1 ≤ t, Zm+1 = z|Tm = s, Zm = y) L(Tm, Zm|P )(ds, dy).
The last equation yields the right-hand side of (2. 25. 12). Hence, (2. 25. 11) satisfies the Radon-
Nikodym equation for Qˆyz(s, t).
The assertion concerning the corresponding cumulative intensities likewise follows from their










1−Qy(s, τ − 0, 0) = qyz(s, t, 0).
¤
2. 26 Remark. Note that in addition to (2. 25. 1), Qyz(s, t, u), 0 ≤ u ≤ s ≤ t, (y, z) ∈ J also
satisfies for L(Xs, Us|P )-a.e. (y, u) the following:
Qyz(s, t, u) = P (T1 ≤ t, Z1 = z|T1 > s, T0 = s− u, Z0 = y). (2. 26. 1)
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By using (2. 25. 1), this can be confirmed in the same manner as (2. 23. 10). Further, similarly
to (2. 25. 3), it can be proved that for m ∈ N0 and L(Tm, Zm|P )-a.e. (s, y)
P (∃l ∈ N0 : Tm+l+1 > t, Tm+l ∈ [t− v, t], Zm+l = z| Tm = s, Zm = y)
= P (∃l ∈ N0 : Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 > s, T0 = s, Z0 = y)
= pyz(s, t, 0, v). (2. 26. 2)
We now formulate the properties of the cumulative transition intensities.
2. 27 Lemma. For 0 ≤ u ≤ s and (y, z) ∈ J let qyz(s, ·, u) and qyy(s, ·, u) be cumulative
intensities according to definition 2. 24. Then, for L(Xs, Us|P )-a.e. (y, u)
qyz(s, r, u) + qyz(r, t, r − s+ u) = qyz(s, t, u), s ≤ r ≤ t, (2. 27. 1)
qyz(s, s, u) = 0, (2. 27. 2)
lim
h↘0
qyz(s, t+ h, u) = qyz(s, t, u), s ≤ t (2. 27. 3)
qyz(s, t, u) ≥ 0, and qyy(s, t, u) ≤ 0, s ≤ t, (2. 27. 4)




qyz(s, t, u), s ≤ t, (2. 27. 5)
−qyy(s, {t}, u) ≤ 1, and − qyy(s, {t}, u) = 1 =⇒ −qyy(s, τ, u) = −qyy(s, t, u), τ ≥ t ≥ s. (2. 27. 6)
The properties (2. 27. 2) - (2. 27. 6) are similar to the corresponding properties of cumulative
transition intensities for a Markovian pure jump process as stated by Milbrodt and Helbig
([1999], Hilfssatz 4.29: (4.29.2) - (4.29.7)). In principle, the dependence on the time spent in
the current state must simply be added. However, the property (4.29.1) there,
qyz(s, r) + qyz(r, t) = qyz(s, t), s ≤ r ≤ t,
(see also (2. 11. 2)) has to be adapted in a different way, leading to (2. 27. 1). The distinction
between these two properties is due to the fact that in a semi-Markov approach the time elapsed
since the current state was entered must always be taken into account. In contrast, in a Markov
set-up, it is only the state at a certain time that matters. The property (2. 27. 1) can be proved
by employing the relation (2. 25. 2).
Proof. (of lemma 2. 27). Let 0 ≤ u ≤ s ≤ r ≤ t and (y, z) ∈ J . Regarding (2. 27. 1), we get by
employing (2. 25. 2)















qˆyz(s− u, dτ) +
∫
(r,t]
qˆyz(r − r + s− u, dτ).
= qˆyz(s− u, (s, r]) + qˆyz(r − r + s− u, (r, t]). (2. 27. 7)
Another application of (2. 25. 2) yields qˆyz(r − r + s − u, (r, t]) = qyz(r, t, r − s + u). Inserting
this into (2. 27. 7) gives
qyz(s, t, u) = qˆyz(s− u, (s, r]) + qyz(r, t, r − s+ u) = qyz(s, r, u) + qyz(r, t, r − s+ u),
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which is (2. 27. 1).
The properties (2. 27. 2) - (2. 27. 6) follow immediately from definition 2. 24, with (2. 27. 3) being
arrived at by means of lemma A.4 (cf. appendix). ¤
Regarding the conditional probabilities of remaining in a certain state p¯y, y ∈ S, the property
(2. 27. 1) yields along with the exponential formula (2. 24. 7) the following: For L(Xs, Us|P )- a.e.
(y, u) ∈ S × [0,∞)
p¯y(s, t, u) = p¯y(s, r, u) p¯y(r, t, r − s+ u), s ≤ r ≤ t. (2. 27. 8)
Likewise in order to avoid difficulties with null sets, the concept of regular cumulative tran-
sition intensities is also adapted to the bivariate Markov process ((Xt, Ut))t≥0. Similarly to
definition 2. 11, we define a cumulative transition intensity matrix as follows.
2. 28 Definition. A matrix-valued map
q = (qyz)(y,z)∈S2 : {(s, t, u)| 0 ≤ u ≤ s ≤ t <∞} → RS
2
(2. 28. 1)
possessing the properties (2. 27. 1) - (2. 27. 6) without exceptional sets is called a regular cumu-
lative transition intensity matrix for a bivariate process ((Xt, Ut))t≥0.
Given such a regular cumulative transition intensity matrix q, one obtains by means of
qyz(s, (r, t], u) := qyz(s, t, u)− qyz(s, r, u), 0 ≤ u ≤ s ≤ r ≤ t <∞, (y, z) ∈ S2
Borel measures on B([0,∞)), for s ≥ 0 concentrated on (s,∞). These measures are related
according to (2. 27. 1). This means, for example, for 0 ≤ u ≤ s ≤ r ≤ t and (y, z) ∈ S2 the
following:
qyz(s, (r, t], u) = qyz(s, t, u)− qyz(s, r, u)
= qyz(s, r, u) + qyz(r, t, r − s+ u)− qyz(s, r, u)
= qyz(r, (r, t], r − s+ u). (2. 28. 2)
Hence, the measures qyz(s, dτ, u) and qyz(r, dτ, r − s+ u) coincide on (r,∞).
The question of whether or not there exists a regular cumulative transition intensity matrix
q for the process ((Xt, Ut))t≥0 can be answered by referring lemma 2. 25. Due to (2. 25. 2),
a regular cumulative transition intensity matrix qˆ for the appertaining marked point pro-
cess ((Tm, Zm))m∈N0 determines a cumulative transition intensity matrix q for the process
((Xt, Ut))t≥0. This intensity matrix q satisfies the requirements for a regular cumulative tran-
sition intensity matrix for the bivariate Markov process. More precisely, a regular cumulative
transition intensity matrix q can be specified by means of
q(s, t, u) := qˆ(s− u, (s, t]), 0 ≤ u ≤ s ≤ t <∞, (2. 28. 3)
with qˆ being a regular cumulative transition intensity matrix for the appertaining marked point
process ((Tm, Zm))m∈N0 . Then, according to lemma 2. 10 and (2. 27. 7), the properties (2. 27. 1)
- (2. 27. 6) are identically satisfied.
For actuarial modelling, the (cumulative) transition intensities usually form the starting
point of consideration. Thus, most of the calculations in the sequel are based on a given regular
cumulative transition intensity matrix q for the bivariate Markov process ((Xt, Ut))t≥0. The
appertaining versions of the conditional distributions Q∗ can then for 0 ≤ u ≤ s ≤ t < ∞ and
(y, z) ∈ J be obtained as
Qyz(s, t, u) =
∫
(s,t]
p¯y(s, τ − 0, u) qyz(s, dτ, u), (2. 28. 4)
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and
Qy(s, t, u) = −
∫
(s,t]
p¯y(s, τ − 0, u) qyy(s, dτ, u), (2. 28. 5)
where the integrand p¯y(s, ·, u) = 1−Qy(s, ·, u) is specified by the exponential formula (2. 24. 7)
and the cumulative intensity of decrement −qyy. As we point out next, a given regular cumulative
transition intensity matrix q even solves the modelling problem, meaning that there is a semi-
Markov process (Xt)t≥0 with the appertaining bivariate process ((Xt, Ut))t≥0 possessing the
cumulative transition intensity matrix q. Further, the distribution of a semi-Markov process and
of the appertaining bivariate Markov process ((Xt, Ut))t≥0 are uniquely specified by a regular
cumulative transition intensity matrix and an initial distribution.
2. 29 Theorem. Let pi be a probability measure on 2S and q = (qyz)(y,z)∈S2 a regular cumulative
transition intensity matrix according to definition 2. 28. Then:
• There is a semi-Markov process (Ω,F, P, (Xt)t≥0) such that the appertaining bivariate
Markov process ((Xt, Ut))t≥0 possesses the intitial distribution L(X0, U0) = pi ⊗ ε0 and
the cumulative transition intensity matrix q.
• The distribution of a semi-Markov process (Xt)t≥0 as well as the distribution of the apper-
taining bivariate Markov process ((Xt, Ut))t≥0 are uniquely determined by pi and q.
Proof. In view of (2. 25. 4), we specify by
qˆyz(s, t) := qyz(s, t, 0), 0 ≤ s ≤ t <∞, (y, z) ∈ J , (2. 29. 1)
cumulative transition intensities for a marked point process (T,Z). Since the cumulative tran-
sition intensities qyz, (y, z) ∈ J , are assumed to be regular, the cumulative transition inten-
sities qˆyz, (y, z) ∈ S2, form a regular cumulative transition intensity matrix for a marked
point process (T,Z) (cf. lemma 2. 10). According to theorem 2. 12, there exists a homoge-
neous Markovian marked point process ((Tm, Zm))m∈N0 with cumulative transition intensity
matrix qˆ = (qˆyz)(y,z)∈S2 and initial distribution L(T0, Z0|P ) := ε0 ⊗ pi. Further, the distribution
of this process is uniquely determined by pi and qˆ. Hence, according to X = G−1(T,Z), the
appertaining pure jump process exists and its distribution is likewise uniquely determined. As
the appertaining pure jump process for a given homogeneous Markovian marked point process,
(Xt)t≥0 is by definition a semi-Markov process.
Now consider the appertaining bivariate process ((Xt, Ut))t≥0, which is according to lemma 2. 21
a Markov process. (As we will see later (corollary 2. 33), this process is even strong Markovian.)
The distribution of the process ((Xt, Ut))t≥0 is also specified by the distribution of the above
marked point process (for the corresponding isomorphism see lemma 2. 4). Further, by means of
(2. 28. 3), regular cumulative transition intensities q¯∗ for the process ((Xt, Ut))t≥0 are given by
q¯yz(s, t, u) := qˆyz(s− u, (s, t]), 0 ≤ u ≤ s ≤ t <∞, (y, z) ∈ J . (2. 29. 2)
Since the right-hand side of (2. 29. 2) is specified by means of (2. 29. 1), we have
qˆyz(s− u, (s, t]) = qyz(s− u, t, 0)− qyz(s− u, s, 0), 0 ≤ u ≤ s ≤ t <∞, (y, z) ∈ J .
The cumulative transition intensities q∗ are assumed to be regular. Hence, the property (2. 27. 1)
holds without exceptional sets. Using this, we finally get
q¯yz(s, t, u) = qyz(s− u, t, 0)− qyz(s− u, s, 0)
= qyz(s− u, s, 0) + qyz(s, t, u)− qyz(s− u, s, 0)
= qyz(s, t, u), 0 ≤ u ≤ s ≤ t <∞.
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Hence, the process ((Xt, Ut))t≥0 possesses the cumulative transition intensity matrix q. ¤
We finish this section by verifying that the strong Markov property of the process ((Xt, Ut))t≥0
that appertains to a pure jump process (Xt)t≥0 implies the appertaining marked point process
to be a homogeneous Markov chain (cf. figure 11). Yet before, a sufficient condition for the
process ((Xt, Ut))t≥0 to be strong Markovian is given. For some general information concerning
the strong Markov property, we refer to section 2B.
2. 30 Lemma. Let (Xt,Ft)t≥0 be a pure jump process and ((Xt, Ut))t≥0 the appertaining bi-
variate process being Markovian with regular transition probability matrix p, the components of
which satisfy for 0 ≤ u ≤ s ≤ t <∞, v ≥ 0, (y, z) ∈ S2
lim
h↘0,k↘0
pyz(s+ h, t+ k, u+ h, v) = pyz(s, t, u, v). (2. 30. 1)
Then, the process ((Xt, Ut),Ft)t≥0 is strong Markovian, meaning that for any (Ft)t≥0-stopping
time T pyz(s, τ + s, u, v)|s=T,(y,u)=(XT ,UT ) is FT -measurable and satisfies
P (Xτ+T = z, Uτ+T ≤ v|FT ) = pyz(s, τ + s, u, v)|s=T,(y,u)=(XT ,UT ) P − a.s. (2. 30. 2)
Proof. Let 0 ≤ u ≤ s ≤ t < ∞, v ≥ 0, (y, z) ∈ S2. As a regular conditional probability,
pyz(s, t, u, v) is for fixed (s, t, v) a 2S ⊗ B([0,∞))-measurable function of (y, u) ∈ S × [0,∞).
Further, it follows from the right continuity (2. 30. 1) that for each v, pyz(s, t, u, v) is even
2S ⊗B([0,∞))⊗B([0,∞))⊗B([0,∞))-measurable on {(y, u, s, t)| y ∈ S, 0 ≤ u ≤ s < t <∞}.
Since the paths of ((Xt, Ut))t≥0 are likewise right continuous, this process is progressively mea-
surable. Hence, for any (Ft)t≥0-stopping time T , the pair (XT , UT ) is FT -measurable. Along
with the measurability of pyz(s, t, u, v), the FT -measurability of pyz(s, τ+s, u, v)|s=T,(y,u)=(XT ,UT )
is granted.
Next we verify (2. 30. 2) in a manner similar to the proof of Satz 4.27 in Milbrodt and
Helbig [1999], namely by approximating a (Ft)t≥0-stopping time T by a decreasing sequence of











} +∞ · 1{T=∞}.
By employing the fact that the strong Markov property always holds for stopping times with
countable range (cf. (2. 7. 7)), we obtain
P (Xτ+T = z, Uτ+T ≤ v|FT ) = lim























n→∞ pXTnz(Tn, τ + Tn, UTn , v)|FT
]
,
where the last equation is due to the dominated convergence theorem. According to the prop-
erties of the paths of ((Xt, Ut))t≥0, we get for each ω ∈ Ω and sufficiently large n
XTn(ω)(ω) = XT (ω)(ω) and UTn(ω)(ω) = UT (ω)(ω) + Tn(ω)− T (ω).
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pyz(s, τ + s, u, v)|s=T,(y,u)=(XT ,UT )|FT
]
.
Using the FT -measurability of pyz(s, τ + s, u, v)|s=T,(y,u)=(XT ,UT ), we finally get
P (Xτ+T = z, Uτ+T ≤ v|FT ) = pyz(s, τ + s, u, v)|s=T,(y,u)=(XT ,UT ) P − a.s.,
which is (2. 30. 2). ¤
We turn to the announced implication of the strong Markov property of the bivariate process
((Xt, Ut))t≥0.
2. 31 Lemma. Let (Xt,Ft)t≥0 be a pure jump process and ((Xt, Ut))t≥0 the appertaining bi-
variate process being strong Markovian with regular transition probability matrix p. Then, the
appertaining marked point process ((Tm, Zm))m∈N0 is a homogenous Markov chain with one-step
transition probabilities
P (Tm+1 ≤ t, Zm+1 = z|Tm = s, Zm = y) = Qyz(s, t, 0) (2. 31. 1)
(0 ≤ s ≤ t < ∞, (y, z) ∈ J , m ∈ N0) for L(Tm, Zm|P )-a.e. (s, y), where the right-hand side is
given by (2. 24. 1).
Proof. The proof is similar to the proof of Hilfssatz 4.33 in Milbrodt and Helbig [1999] stating
that the Markov property of a pure jump process implies the Markov property of the appertaining
marked point process.
Employing the strong Markov property of ((Xt, Ut),Ft)t≥0, we verify that the one-step transition
probabilities of the appertaining marked point process ((Tm, Zm))m∈N0 satisfy
P ((Tm+1, Zm+1) ∈ C| (Ti, Zi)i∈N0,i≤m) = P ((Tm+1, Zm+1) ∈ C|Tm, Zm)
(C ∈ B([0, ∞]) ⊗ 2S ,m ∈ N0), where the right-hand side is also independent of m. As in the
proof of lemma 2. 21, it is sufficient to show this for sets {η} × [0, w] ∈ D0.
For s ≥ 0, let P(y,u)s denote the regular version of the conditional distribution of ((Xt, Ut))t≥s
given (Xs, Us) = (y, u), which appertains to the regular transition probability matrix p. Then,
according to (2. 7. 5) as well as (2. 7. 6), the strong Markov property of ((Xt, Ut),Ft)t≥0 yields
almost surely for any (Ft)t≥0-stopping time T
E [f(T, (Xτ , Uτ )τ≥T )|FT ] =
∫
UX
f(s, ·) dP(y,u)s|s=T,(y,u)=(XT ,UT ) (2. 31. 2)
for any measurable mapping f : ([0,∞)×UX ,B([0,∞))⊗UX )→ ([0,∞),B([0,∞))). By applying
(2. 31. 2) to
f : [0,∞)× UX 3 (s, (x, u(x))) 7→ 1{s+t1(x)=[0,w],pr(x)t1(x)=η} ∈ {0, 1},
we get P -a.s. on {Tm <∞}
P (Tm+1 ∈ [0, w], Zm+1 = η| (Ti, Zi)i∈N0,i≤m)
= P (Tm+1 ∈ [0, w], Zm+1 = η|FTm)
= P (Tm + t1((Xτ+Tm)τ≥0) ∈ [0, w], pr((Xτ+Tm)τ≥0)t1 = η|FTm)
= E [f(Tm, (Xτ , Uτ )τ≥Tm)|FTm ]
= P(y,u)s(s+ t1((Xτ+s)τ≥0) ∈ [0, w], pr((Xτ+s)τ≥0)t1 = η)|s=Tm,(y,u)=(XTm ,UTm ).
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According to the definition of P(y,u)s and (2. 24. 1), we have for L(Xs, Us|P )-a.e. (y, u)
P(y,u)s(s+ t1((Xτ+s)τ≥0) ∈ [0, w], pr((Xτ+s)τ≥0)t1 = η)
= 1{y 6=η} P (T (s) ≤ w,XT (s) = η|Xs = y, Us = u)
= 1{y 6=η}Qyη(s, w, u).
Hence, on {Tm <∞}
P (Tm+1 ∈ [0, w], Zm+1 = η| (Ti, Zi)i∈N0,i≤m) = 1{y 6=η}Qyz(s, w, u)|s=Tm,(y,u)=(XTm ,UTm )
= 1{Zm 6=η}QZmη(Tm, w, 0) P − a.s.,
where the last equation takes into account that XTm = Zm and UTm = Tm − Tm = 0,m ∈ N.
Thus, the one-step transition probabilities satisfy the requirements for the marked point process
to be homogeneous and Markovian and it holds (2. 31. 1). ¤
The assertion of this lemma seems to coincide with formula (2. 25. 3) in lemma 2. 25. How-
ever, lemma 2. 25 starts from a given homogeneous marked point process ((Tm, Zm))m∈N0 and
shows that the one-step transition probabilities of this process can be expressed by means of the
conditional probabilities Q∗ for the appertaining bivariate Markov process. Lemma 2. 31, how-
ever, states that by starting from a bivariate Markov process ((Xt, Ut),Ft)t≥0 the strong Markov
property of this process implies the appertaining marked point process to be homogeneous and
Markovian, with one-step transition probabilities determined by Q∗.
D.1 Backward and forward equations
The aim of this section is to establish so-called Kolmogorov backward and forward equations
for the bivariate Markov process ((Xt, Ut),Ft)t≥0 that appertains to a semi-Markov process
(Xt,Ft)t≥0. In a non-smooth framework, these equations must be given as integral equations.
Further, according to the state space S, these equations correspond to systems of integral equa-
tions. These systems allow one to obtain transition probabilities from given cumulative transition
intensities.
Analogously to the derivation of two different types of backward and forward integral equa-
tions for a non-smooth Markov process (Xt)t≥0 (cf. Milbrodt and Helbig [1999], section 4C),
two types of backward integral equations and two types of forward integral equations are de-
rived here. Likewise similar to the Markov set-up, it turns out that the backward equations are
special cases of the systems of integral equations for the prospective reserve. For this reason,
we abstain here from either investigating the solvability of the backward integral equations or
giving numerical examples. Both will be done in the context of Thiele’s integral equations for
the prospective reserve. By inserting certain parameters into these equations, the corresponding
results can be obtained for the backward integral equations. Regarding the forward equations, a
concept of the retrospective reserve in a semi-Markov framework is sketched in chapter 5, such
that the appertaining systems of integral equations are related to the forward integral equations
for the transition probabilities of the bivariate Markov process (cf. Norberg [1991]).
If the cumulative transition intensities are absolutely continuous with respect to the Lebesgue
measure, the forward and backward equations for the Markov process ((Xt, Ut),Ft)t≥0 can be
established as systems of differential equations. Rewritten as integral equations, they can already
be found in Hoem [1972]. Backward differential equations and so-called integro-differential
equations were established by Mo¨ller and Zwiesler [1996]. Backward differential equations can
also be obtained by the work of Møller [1993], namely as special cases of the corresponding
differential equations for the prospective reserve in a smooth semi-Markov framework.
As in the preceding sections, let (Ω,F, P, ((Tm, Zm))m∈N0) be a homogeneous Markovian
marked point process with paths in K and (Xt,Ft)t≥0 the appertaining semi-Markov process
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with paths in X . Further, ((Xt, Ut),Ft)t≥0 is the associated bivariate Markov process with
transition probability matrix
p(s, t, u, v) =
(
pyz(s, t, u, v)
)
(y,z)∈S2 , 0 ≤ u ≤ s ≤ t <∞, v ≥ 0,
and cumulative transition intensity matrix




(y,z)∈S2 , 0 ≤ u ≤ s ≤ t <∞.
The following lemma establishes a system of backward integral equations for the transition
probabilities of the process ((Xt, Ut),Ft)t≥0.
2. 32 Lemma. [Backward integral equations] Let (Xt,Ft)t≥0 be a semi-Markov process
and ((Xt, Ut))t≥0 the bivariate Markov process with conditional distributions Q∗ according to
definition 2. 24 and transition probability matrix p. Further, let 0 ≤ u ≤ s ≤ t < ∞, v ≥ 0, and
(y, z) ∈ S2. Then, the components of p satisfy for L(Xs, Us|P )-a.e. (y, u) the backward integral
equations






pξz(τ, t, 0, v)Qyξ(s, dτ, u). (2. 32. 1)
If regular cumulative transition intensities q∗ exist, one obtains







pξz(τ, t, 0, v)
(
1−Qy(s, τ − 0, u)
)
qyξ(s, dτ, u). (2. 32. 2)
Proof. With the aid of (2. 28. 4), (2. 32. 2) follows immediately from (2. 32. 1). Hence, it is
sufficient to derive (2. 32. 1). Let 0 ≤ u ≤ s ≤ t < ∞, v ≥ 0, and (y, z) ∈ S2. According to
(2. 23. 4) and (2. 23. 5), we have for L(Xs, Us|P )-a.e. (y, u)
pyz(s, t, u, v) =
∞∑
l=0
p(l)yz (s, t, u, v) = p
(0)
yz (s, t, u, v) +
∞∑
l=1
p(l)yz (s, t, u, v), (2. 32. 3)
with
p(l)yz (s, t, u, v) = P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u, Z0 = y). (2. 32. 4)
For the first addend of the right-hand side of (2. 32. 3), we get according to (2. 25. 9) and (2. 26. 1)
for L(Xs, Us|P )-a.e. (y, u)
p(0)yz (s, t, u, v) = P (T1 > t, T0 ∈ [t− v, t], Z0 = z|T1 > s, T0 = s− u,Z0 = y)
= δyz 1(v≥t−s+u) P (T1 > t|T1 > s, T0 = s− u,Z0 = y)
= δyz 1(v≥t−s+u) P (T (s) > t|Xs = y, Us = u)
= δyz 1(v≥t−s+u) (1−Qy(s, t, u)). (2. 32. 5)
In the case of l > 0, we obtain - according to remark 2. 16 - by conditioning on (T1, Z1) and
applying the homogeneity of (T,Z), for L(Xs, Us|P )-a.e. (y, u)







P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 = τ, Z1 = ξ)









ξz (τ, t, 0, v)Qyξ(s, dτ, u), (2. 32. 6)
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where the last equation is due to (2. 32. 4), (2. 26. 2), and (2. 26. 1). According to (2. 32. 3), we
get by adding (2. 32. 5) and (2. 32. 6)










ξz (τ, t, 0, v)Qyξ(s, dτ, u)










ξz (τ, t, 0, v)Qyξ(s, dτ, u).
Finally, by interchanging the infinite sum and the integral using the monotone convergence the-
orem, and afterwards applying (2. 32. 3) again, we obtain (2. 32. 1). ¤
By specifying the state space as S × [0,∞), the system of integral equations (2. 32. 1) corre-
sponds to equation (4) in Cinlar [1969]. The proof of this system of integral equations is based
on the fact that the marked point process ((Tm, Zm))m∈N0 that appertains to a semi-Markov
process (Xt)t≥0 provides by means of (2. 23. 1) and (2. 23. 2) a set of transition probabilities
for the bivariate Markov process ((Xt, Ut))t≥0. Consequently, this set of transition probabilities
satisfies (2. 32. 1) without exceptional sets, provided that Q∗ is selected according to (2. 25. 1).
Further, this set of transition probabilities forms a regular set of transition probabilities. Taking
these facts into account, it can be shown that the bivariate process ((Xt, Ut))t≥0 appertaining
to a homogeneous Markovian marked point process is even strong Markovian. For this, it is
according to lemma 2. 30 sufficient to verify (2. 30. 1).
2. 33 Corollary. Let (Xt,Ft)t≥0 be a semi-Markov process and ((Tm, Zm))m∈N0 the appertain-
ing homogeneous Markovian marked point process with transition probabilities Qˆ∗ according to
definition 2. 8. Then, the appertaining bivariate process ((Xt, Ut))t≥0 is a strong Markov process.
Proof. Let 0 ≤ u ≤ s ≤ t <∞, v ≥ 0, (y, z) ∈ S2. According to lemma 2. 21, ((Xt, Ut))t≥0 is a
Markov process. A regular set of transition probabilities of this process is given by (2. 23. 1) and
(2. 23. 2). The conditional distributions Q∗ according to definition 2. 24 are selected by means
of (2. 25. 1), i.e. Qyz(s, t, u) = Qˆyz(s−u, (s, t]). Then, the system of integral equations (2. 32. 1)
is satisfied without exceptional sets.
Employing lemma 2. 30, the strong Markov property of the process ((Xt, Ut))t≥0 follows from
condition (2. 30. 1). We will verify that this condition is satisfied in the present situation. In
doing so, we restrict ourselves to the case y 6= z, such that (2. 32. 1) can be reduced to






pξz(τ, t, 0, v) Qˆyξ(s− u, dτ). (2. 33. 1)
The case y = z can be investigated analogously. By employing (2. 33. 1), one obtains for h ≥ 0











Qˆyξ(s− u, (s, s+ h]). (2. 33. 2)
Thus, it follows limh↘0 pyz(s, s + h, u, v) = 0 = pyz(s, s, u, v), the last due to (2. 22. 2) and
y 6= z. For y = z, one gets limh↘0 pyy(s, s + h, u, v) = pyy(s, s, u, v) = 1(v≥u). A regular
set of transition probabilities pyz(s, t, u, v) also satisfies the Chapman-Kolmogorov equations
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pξz(t, t+ h, l, v) pyξ(s, t, u, dl)
= pyz(s, t, u, v). (2. 33. 3)
Hence, pyz(s, t, u, v) is right continuous as function of t. By again using (2. 33. 1), we obtain
(2. 30. 1) as follows:











































































∣∣∣pξz(τ, t, 0, v)− pξz(τ, t+ k, 0, v)∣∣∣ Qˆyξ(s− u, dτ), (2. 33. 4)
where, by arguing analogously as in (2. 33. 2) and by employing the right continuity of the tran-
sition probabilities according to (2. 33. 3), each of the addends converge against zero for either
h↘ 0 or k ↘ 0. ¤
2. 34 Remark. Similarly as in the proof of the above corollary, the following can be worked
out: Let (Xt,Ft)t≥0 be a pure jump process and ((Xt, Ut))t≥0 the appertaining bivariate process
being Markovian with regular cumulative transition intensity matrix q. Further, let p be a reg-
ular set of transition probabilities of ((Xt, Ut))t≥0 satisfying (2. 32. 2) without exceptional sets.
Then the process ((Xt, Ut))t≥0 is strong Markovian.
The system of integral equations (2. 32. 1) generalizes the backward integral equations for the
transition probabilities of a non-smooth Markovian pure jump process (cf. Milbrodt and Helbig,
Hilfssatz 4.46). In almost the same manner, a generalization of the forward integral equations in
a Markov set-up (cf. Milbrodt and Helbig, Hilfssatz 4.48) can be established. For this, however,
it must be additionally assumed that the cumulative transition intensities are dominated, such
that the dominating measure does not depend on the time elapsed since the current state was
entered. In proving the forward integral equations, this assumption is essential for changing the
order of integrations according to Fubini’s theorem.
2. 35 Assumption. The regular cumulative transition intensities qyz, (y, z) ∈ J for the bivari-
ate Markov process ((Xt, Ut))t≥0 are assumed to be dominated by Borel measures Λyz, (y, z) ∈
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J , such that for 0 ≤ u ≤ s and (y, z) ∈ J
qyz(s, dτ, u)¿ Λyz(dτ) with qyz(s, dτ, u) = λyz(τ, τ − s+ u)Λyz(dτ). (2. 35. 1)
Thus, the dominating measure Λyz(dτ) for the cumulative transition intensity from y to z does
not depend on the time elapsed since state y was entered.
Recall that when considering qyz(s, dτ, u), 0 ≤ u ≤ s ≤ τ , the state y was entered at time
s − u. Hence, at time τ , the time elapsed since this state was entered is given by τ − s + u.
Under assumption 2. 35, the dependence on the time elapsed since entering the current state is
only taken into account by the corresponding densities.
The following lemma establishes the forward integral equations for the transition probabili-
ties of the bivariate process ((Xt, Ut))t≥0.
2. 36 Lemma. [Forward integral equations] Let (Xt,Ft)t≥0 be a semi-Markov process and
((Xt, Ut))t≥0 the bivariate Markov process with conditional distributions Q∗ according to defi-
nition 2. 24 and transition probability matrix p. q∗ are regular cumulative transition intensities
for which 2. 35 is assumed. Further, let 0 ≤ u ≤ s ≤ t < ∞, v ≥ 0, and (y, z) ∈ S2. Then, the
components of p satisfy for L(Xs, Us|P )-a.e. (y, u) the forward integral equations









(1−Qz(τ, t, 0))λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ).
Proof. Analogously to the proof of lemma 2. 32, we obtain for L(Xs, Us|P )-a.e. (y, u)
pyz(s, t, u, v) = δyz 1(v≥t−s+u) (1−Qy(s, t, u)) +
∞∑
l=1
p(l)yz (s, t, u, v), (2. 36. 2)
with
p(l)yz (s, t, u, v) = P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u, Z0 = y). (2. 36. 3)
For l > 0, we likewise proceed according to remark 2. 16. By conditioning on (Tl−1, Zl−1), using
the properties of (T,Z), inserting (2. 8. 1), (2. 8. 2) and afterwards employing (2. 25. 3), we get
for L(Xs, Us|P )-a.e. (y, u)











Tl+1 > t|Tl = x,Zl = z
)
P (Tl ∈ dx, Zl = z|Tl−1 = τ, Zl−1 = ξ)









(1− Qˆz(x, t)) Qˆξz(τ, dx)









(1−Qz(x, t, 0))Qξz(τ, dx, 0)












1−Qξ(τ, x− 0, 0)
)
qξz(τ, dx, 0)
P (Tl−1 ∈ dτ, Zl−1 = ξ|T1 > s, T0 = s− u,Z0 = y), (2. 36. 4)
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where the last equation is by an application of (2. 28. 4). According to assumption 2. 35, we have
qξz(τ, dx, 0) = λξz(x, x− τ)Λξz(dx).
Inserting this into the last line of the above chain of equations allows us to change the order of
integrations according to Fubini’s theorem. Doing so, we obtain for L(Xs, Us|P )-a.e. (y, u)











1−Qξ(τ, x− 0, 0)
)
λξz(x, x− τ)Λξz(dx)












1−Qξ(τ, x− 0, 0)
)
λξz(x, x− τ)
P (Tl−1 ∈ dτ, Zl−1 = ξ|T1 > s, T0 = s− u,Z0 = y)Λξz(dx). (2. 36. 5)
Consider the interior integral. For τ ≥ 0, the measure qξz(τ, dx, 0) = λξz(x, x − τ)Λξz(dx) is
concentrated on (τ,∞). Hence, the appertaining density satisfies for Λξz-a.e. x ∈ [0,∞)
λξz(x, x− τ) = 0, x ≤ τ.
Therefore, the integration interval (s, t] can be restricted to (s, x). By employing (2. 25. 3) as
well as (2. 8. 2) again, and afterwards inserting (2. 36. 3), we get∫
(s,t]
(
1−Qξ(τ, x− 0, 0)
)




λξz(x, x− τ)P (Tl ≥ x|Tl−1 = τ, Zl−1 = ξ)








λξz(x, x− τ) p(l−1)yξ (s, x− 0, u, x− dτ).
Now, apply the theorem on integration with respect to an image measure to the measurable
function I : τ 7→ x− τ with 1(s,x)(τ) = 1(0,x−s)(I(τ)). This results in∫
(s,t]
(
1−Qξ(τ, x− 0, 0)
)








λ(x, τ) p(l−1)yξ (s, x− 0, u, dτ).
Inserting the above into (2. 36. 5) leads for L(Xs, Us|P )-a.e. (y, u) to













yξ (s, x− 0, u, dτ)Λξz(dx).
This yields, along with (2. 36. 2) and the same argumentation as at the end of the proof of lemma
2. 32, the forward integral equations (2. 36. 1). ¤
Assumption 2. 35 is not only required to establish forward integral equations for the transition
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probabilities of the process ((Xt, Ut))t≥0, but also for some results concerning the prospective
reserve in a semi-Markov set-up. Further, it is essential for the investigation of the retrospec-
tive reserve. A situation where assumption 2. 35 is satisfied is given by the framework of the
investigations of Hoem [1972], Møller [1993], and Mo¨ller & Zwiesler [1996]. They assumed the
existence of transition intensities
qyz(s, dτ, u) = µyz(τ, τ − s+ u)λ1(dτ), (y, z) ∈ J , 0 ≤ u ≤ s, (2. 36. 6)
and




µyz(τ, τ − s+ u). (2. 36. 7)
All results concerning the transition probabilities of the process ((Xt, Ut))t≥0, which were es-
tablished by the above authors, can be obtained by either simplification or differentiation of
(2. 32. 2) and (2. 36. 1), respectively. Note, however, that Mo¨ller and Zwiesler used the more ac-
tuarial Hamza notation. For this reason, the corresponding results must be converted according
to the replacing rules (1. 0. 1) - (1. 0. 4).
For the sake of completeness, we now state differential equations for the transition prob-
abilities of the bivariate Markov process. The backward differential equations correspond to
(2. 32. 2) and the forward differential equations to (2. 36. 1). The proofs can be found in A.7 in
the appendix.
2. 37 Corollary. [Backward and forward differential equations] Let (Xt,Ft)t≥0 be a
semi-Markov process and ((Xt, Ut))t≥0 the appertaining bivariate Markov process with transition
probability matrix p and regular cumulative transition intensity matrix q. The components of
the latter are assumed to satisfy assumption 2. 35 by means of (2. 36. 6) and (2. 36. 7) with the
corresponding densities meet the following requirements: for 0 ≤ u ≤ s ≤ t <∞, (y, z) ∈ S2
• u 7→ µyz(s, u) is differentiable
• (s, u) 7→ µyz(s, u) as well as (s, u) 7→ ∂∂uµyz(s, u) are continuous.
Then, the transition probabilities pyz(s, t, u, v), v ≥ 0, are partial differentiable with respect to
s, t, u, v and they satisfy for L(Xs, Us|P )-a.e. (y, u) the backward differential equations





µyξ(s, u) pξz(s, t, 0, v) − ∂pyz(s, t, u, v)
∂u
, (2. 37. 1)
as well as the forward differential equations












µξz(t, l) pyξ(s, t, u, dl)− ∂pyz(s, t, u, v)
∂v
.
Obviously, assumption 2. 35 is also generally satisfied in the framework of a non-smooth
Markov model. Moreover, it remains satisfied when manufacturing a semi-Markov model by
starting from a Markov process with cumulative transition intensities q¯yz, (y, z) ∈ S2, and mul-
tiplying densities describing the duration-dependence of the cumulative transition intensities.
More precisely, consider a Markov process (Yt)t≥0 with regular cumulative transition intensity
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matrix q¯(s, t) = (q¯yz(s, t))(y,z)∈S2 and measurable functions λyz : [0,∞)×[0,∞)→ [0,∞). Then,
duration-depending cumulative transition intensities q can be specified by means of
qyz(s, t, u) :=
∫
(s,t]
λyz(τ, τ − s− u) q¯yz(dτ), (y, z) ∈ S2. (2. 37. 3)
These cumulative transition intensities q∗ are regular in terms of definition 2. 28. Hence, ac-
cording to theorem 2. 29, there exists a semi-Markov process (Xt)t≥0 such that the appertaining
bivariate Markov process ((Xt, Ut))t≥0 possesses the cumulative transition intensities q∗, which
satisfy by definition assumption 2. 35.
Beside the above models, there are more situations of practical interest with assumption 2. 35
being automatically satisfied. For example, when transitions are only annually recorded, (Xt)t≥0
is a pure jump process for which jumps are only allowed at integer times. Let ((Xt, Ut))t≥0 be
the appertaining bivariate Markov process with regular cumulative transition intensity matrix
q. Then, one obtains for t ≥ 0, (Xt, Ut) = (Xbtc, Ubtc) P -a.s. In that situation, a dominating
measure is given by Λyz(dτ) =
∑∞
l=0 εl(dτ): Let (y, z) ∈ J , n, u ∈ N and P (Xn = y, Un = u) >
0. Then for t ∈ (n, n+ 1]
Qyz(n, t, u) = P (T (n) ≤ t,XT (n) = z|Xn = y, Un = u)
=
{
0, t < n+ 1
pyz(n, n+ 1, u), t = n+ 1
. (2. 37. 4)
According to (2. 24. 4), one obtains




1−Qy(n, τ − 0, u) = pyz(n, n+ 1, u) εn+1((n, t]), t ∈ (n, n+ 1]. (2. 37. 5)
Hence, for t ≥ n, it follows with (2. 27. 1)

































The density according to assumption 2. 35 is here given as
λyz(τ, τ − n+ u) = pyz(τ − 1, τ, τ − n+ u− 1).
A discrete model for which transitions are only allowed at integer times is, for example, used
for describing the decrement of a portfolio for German private health insurance (cf. Milbrodt
[2005], chapter 4). The following example introduces a corresponding model that additionally
allows the transition probabilities to depend on the previous contract duration. For this, we
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restrict ourselves to the consideration of a PKV model for the so-called “old world”. In contrast,
the “new world” refers to PKV modelling that takes into account the new regulations due to the
GKV-WSG (see [2007]). The differences between the models for both the old and the new world
are discussed at the end of example 4. 13. Especially regarding the decrement cause withdrawal,
some things will be different. This, however, does not devaluate the basic ideas behind the
following approach.
2. 38 Example. Modelling the decrement of a PKV portfolio is currently based on a multiple
state model with states a (active), w (withdrawn) and d (dead) (i.e. S = {a,w, d}). Only two
possible transitions are allowed: decrement due to withdrawal and decrement due to death (i.e.










Figure 12: A multiple state model for the decrement of a PKV portfolio
Note that active is the only state that matters. The other states simply represent the possible
causes of decrement. For the sake of convenience, such a simple structured multiple state model
is usually investigated by means of a multiple decrement model. This means here that two
random variables are considered: the future sojourn time of an insured T ∈ [0,∞), and the
corresponding cause of decrement J ∈ {w, d}. Analogously to Milbrodt ([2005], section 4.1), both
quantities are understood as random variables on a probability space (Ω,F, P ). Regarding the
assumptions 4.1(1) - 4.1(4) in Milbrodt ([2005], section 4.1), similar assumptions concerning the
joint distribution of (T, J) are stated here, yet adapted to the additional duration-dependence.
Due to the fact that only staying in state active is considered, the time elapsed since entering
this state corresponds to the time since issue of the contract. This time will also be referred to
as previous sojourn time in the portfolio or previous contract duration.
The assumptions concerning the joint distribution of (T, J) are
• stochastic independence of (T, J) for different insured,
• identical distributions of (T, J) for insured of the same age and sex if the previous sojourn
times in the portfolio coincide,
• the joint distribution L((T, J)) only depends on age and sex of an insured as well as on
the previous sojourn time in the portfolio,
• condition of stationarity: Let AB := {xMIN , ..., xMAX} be the age range. Further, let
Tx be the future sojourn time and Jx the corresponding cause of decrement of an insured
with attained age x and previous sojourn time Ux, x ∈ AB. For j ∈ {d,w}, u ∈ {0, ..., x−
xMIN}, t ≥ 0, and h ∈ {0, ..., xMAX − x}, we assume
P
(




Tx+h > t, Jx+h = j|Ux+h = u+ h
)
. (2. 38. 1)
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This means that the observation of survival at age x+h with previous sojourn time u+h
yields the same conditional distribution of future sojourn time and cause of decrement, as
the hypothesis that an x-year insured with previous sojourn time u attains the age x+ h.
According to these assumptions, the decrement of a PKV portfolio can be described by means
of a pair of random variables (Tx, Jx), x ∈ AB on (Ω,F, P ) with values in [0,∞) × {w, d}.
The conditional probabilities of decrement, given Ux = u ∈ {0, ..., x − xMIN}, are for t ≥ 0
determined by
tqx,u := P (Tx ≤ t, Jx = d|Ux = u) and twx,u := P (Tx ≤ t, Jx = w|Ux = u).
In comparison with definition 2. 24, the conditional probability tqx,u corresponds for an insured
with age at issue x − u to Qad(u, u + t, u). twx,u corresponds to Qaw(u, u + t, u). The total
conditional probability of decrement, corresponding to Qa(u, u+ t, u), is specified by
Fx,u : [0,∞) 3 t 7→ tqx,u + twx,u.
Hence, one obtains for the conditional probability of remaining in the portfolio
tpx,u := 1− Fx,u(t) = 1− tqx,u −twx,u, t ≥ 0.
This probability corresponds to p¯a(u, u+ t, u).
In order to base the model on annual mortality and withdrawal rates, only integer times
k ∈ {0, ..., xMAX − x} for insured of age x ∈ AB are considered. By employing the exponential







(1− qx+j,u+j − wx+j,u+j), (2. 38. 2)
where, as usual, qx+j,u+j := 1qx+j,u+j and wx+j,u+j := 1wx+j,u+j . Further, let




be the curtate-future-lifetime of an insured of age x. It turns out that for x ∈ AB and u ∈
{0, ..., x− xMIN}
P (Kx > k|Ux = u) = P (Tx > k|Ux = u) = kpx,u, k ∈ {0, ..., xMAX − x},
and
vx,u(k) := P (Kx = k|Ux = u) = P (k < Tx ≤ k + 1|Ux = u) = kpx,u − k+1px,u.
Hence, the conditional distribution of Kx is, by means of (2. 38. 2), fully specified by annual
mortality and annual withdrawal rates. For the joint distribution of Kx and the corresponding
cause of decrement, (2. 38. 1) yields
P (Kx = k, Jx = d|Ux = u) = kpx,u qx+k,u+k (2. 38. 3)
as well as
P (Kx = k, Jx = w|Ux = u) = kpx,u wx+k,u+k. (2. 38. 4)
In order to specify the distribution of Tx, additional assumptions about the distribution
between integer times must be added. Usually, however, it is assumed that benefits as well
as premiums are payable at integer times. To derive present values of future benefits and
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premiums, it is therefore sufficient to provide the probabilities of remaining in the portfolio
kpx,u, k ∈ {0, ..., xMAX − x}. Under the above assumptions, this can according to (2. 38. 2) be
granted by providing select-and-ultimate tables containing annual mortality rates
(qx,u)x∈AB,u∈{0,...,x−xMIN} (2. 38. 5)
and annual withdrawal rates
(wx,u)x∈AB,u∈{0,...,x−xMIN}, (2. 38. 6)
respectively. These annual rates depend on both the attained age of an insured and the previous
sojourn time in the portfolio.
To provide numerical examples and corresponding illustrations (recall figures 1 and 2 from
the introduction), age- and duration-depending annual withdrawal rates are used. These with-
drawal rates originate from a real existing PKV portfolio of adults that was structured with
respect to age x ∈ AB := {xMIN = 21, ..., xMAX = ω = 100} and previous sojourn time in
the portfolio Ux = u ∈ {0, ..., 15}. For each of these groups of insured having same age and
previous sojourn time in the portfolio, the relative frequency of withdrawal was derived. After-
wards, a two-dimensional kernel smoothing estimator (Nadaraya-Watson) was applied. Safety
margins were omitted. According to this procedure, we obtained a select-and-ultimate table
(uwˆx,u)x∈AB,u∈{0,...,15} of so-called independent withdrawal probabilities. The number 15 cor-
responds here to the select period r. For previous sojourn times greater than r = 15, we set
uwˆx,u := uwˆx,15, u ≥ 15. Incidentally, the word independent means in the present context
that the decrement cause withdrawal does not compete with the other cause dead in determin-
ing uwˆx,u. For more details concerning this issue, Bowers et al. ([1997], section 10.5) or Milbrodt
and Helbig ([1999], section 3C) can be consulted.
Independent annual mortality rates (uqx)x∈AB are taken from the PKV mortality table 2007.
These mortality rates do not depend on the previous sojourn time in the portfolio. Hence, a
durational effect is here only implemented for the decrement cause withdrawal. However, by
















, (2. 38. 8)
the withdrawal rates as well as the mortality rates depend on both the age of an insured and the
previous sojourn time in the portfolio. The duration-dependence of the annual mortality rates
will be referred to as secondary dependence, since it is only caused by the duration-dependence
of the annual withdrawal rates. The formulas (2. 38. 7) and (2. 38. 8) can also be found in Bowers
et al. ([1997], section 10.5) or Milbrodt and Helbig ([1999], section 3C, see also exercise 3.17(c)).
Note that these formulas are usually approximations, yet are exact in case of two decrement
causes. Further, we should mention that the dependent and the independent probabilities do not
differ significantly in size. For this reason, the conversion from independent rates into dependent
rates is often omitted. In summary, we obtain in the above described manner tables according
to (2. 38. 5) and (2. 38. 6). These tables can be used to derive the probabilities kpx,u with the
aid of (2. 38. 2).
In order to quantify the durational effects due to age- and duration-depending withdrawal
rates, a corresponding model based on mere age-depending decrement rates is additionally com-
puted. For this model, the independent mortality rates are also taken from the above mortality
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table. Concerning mere age-depending withdrawal rates, it would be usual to disregard the
structure of the PKV portfolio with respect to the previous contract duration. This could be
achieved by adding the number of all insured within the portfolio groups that pertain to the
same age. (To be precise, for the estimation of withdrawal rates in practise, only insured with a
previous contract duration of more that three years are taken into account.) After aggregating
these portfolio groups, relative frequencies could be derived and a smoothing estimator would
yield independent withdrawal rates which are merely age-depending. Yet, in order to ensure
that all possible differences between the results of both models are purely caused by regarding
or disregarding the durational effects - and not by changing parameters of the kernel smoothing
estimator or by the use of a completely different smoothing approach (one-dimensional) - the
age-depending withdrawal rates are derived as follows: The portion of withdrawing insured is
for each group containing insured of the same age calculated with the aid of the (independent)
age- and duration-depending withdrawal rates. Let L˜x,u be the number of insured with attained
age x ∈ AB and previous sojourn time u ∈ {0, ..., r− 1 = 14}. Further, let L˜x,≥r be the number
of insured with attained age x ∈ AB and previous sojourn time equal to or greater than r = 15.
Hence, L˜x =
∑r−1
u=0 L˜x,u+ L˜x,≥r is the number of all insured at the age x. Then, the independent




uwˆx,u + L˜x,≥r uwˆx,r
L˜x
, x ∈ AB. (2. 38. 9)
The corresponding dependent annual decrement rates qx and wx can afterwards be obtained by
applying the formulas (2. 38. 7) and (2. 38. 8).
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Figure 13: Age- and duration-depending annual withdrawal rates compared with mere age-
depending withdrawal rates with respect to the previous contract duration u, for men (left)
and women (right) at the age of x = y = 46
Figure 1 has outlined, in case of insured at the age of 36, both mere age-depending and
age- and duration-depending withdrawal rates with respect to the previous contract duration
u. In addition, figure 13 illustrates the same for insured at the age of 46. Compared to figure
1, it can be observed that here the mere age-depending withdrawal rates underestimate the
actual withdrawal rates for previous contract durations of almost ten years, instead of three or
four years. Hence, the actual withdrawal rates are overestimated only for insured with previous
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sojourn time in the portfolio of more than a decade. As exemplified later, this results in the
fact that premiums in a model relying on age- and duration-depending decrement rates, when
compared to premiums in a corresponding model that relies on mere age-depending decrement
rates, become higher for new entries of younger ages. Premiums for older new entries, however,
become lower.
As mentioned above, the estimation of mere age-depending withdrawal rates usually disre-
gards insured with previous contract durations of less than three years. Thus, the relatively
high withdrawal rates for these insured are not taken into account. As we will see, proceeding
this way results in lower mere age-depending withdrawal rates. But the problems due to the
actual age- and duration-dependence of withdrawal rates largely remain. To disregard insured




uwˆx,u + L˜x,≥r uwˆx,r∑r−1
u=3 L˜x,u + L˜x,≥r
, x ∈ AB. (2. 38. 10)
The dependent withdrawal rates based on (2. 38. 10) are for female insured of the ages y =
36 and y = 46 illustrated in figure 14. This figure allows one to compare these withdrawal
rates with the mere age-dependent withdrawal rates based on (2. 38. 9) as well as the age- and
duration-depending withdrawal rates, both of which have been illustrated in figure 1 and figure
13. It can be observed that the withdrawal rates based on (2. 38. 10) are actually lower than
the withdrawal rates relying on (2. 38. 9). Yet, the age-and duration-depending withdrawal
rates remain overestimated for insured with long previous contract durations. Hence, by using
(2. 38. 10) instead of (2. 38. 9), only quantitatively different results would be obtained.
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Figure 14: Age- and duration-depending annual withdrawal rates, mere age-depending withdrawal
rates based on (2. 38. 9), and mere age-depending withdrawal rates based on (2. 38. 10) with respect
to the previous contract duration u, for women at the age of y = 36 (left) and women at the age
of y = 46 (right)
Our results (see also example 4. 13) are derived by using (2. 38. 9). The reason for this is that
we want to work out the durational effects as they appear for the portfolio under consideration.
Further, a more effective approach of taking into account the duration-dependence of certain
model parameters is presented. For this, we refer to the continuation of this example, example
4. 13.
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Figure 15: Age- and (secondarily) duration-depending annual mortality rates compared with mere
age-depending mortality rates with respect to the previous duration u, for men (left) and women
(right) at the age of x = y = 65
Figure 15 illustrates the secondary dependence of the annual mortality rates on the previous
contract duration. With increasing previous contract duration, the smaller age- and duration-
depending annual mortality rates converge against the mere age-depending annual mortality
rates. Hence, this effect corresponds to the growth of mortality rates for new entries with
time since selection due to the health examination during the application procedure of PKV
companies.
The probabilities shown in figure 2 are probabilities of remaining k-years in the portfolio,
k ∈ {0, ..., ω − x}. According to (2. 38. 2), these probabilities can be derived by using both the
annual mortality rates and the annual withdrawal rates. Regarding figure 2, we have assumed
for both models an attained age of 31. M
We now return to backward and forward integral equations for the transition probabilities
of the bivariate Markov process ((Xt, Ut))t≥0 appertaining to a semi-Markov process (Xt)t≥0.
Milbrodt and Helbig ([1999], Folgerung 4.49) established another two systems of integral equa-
tions for the transition probabilities of a Markov process. These equations hold for transition
probabilities which identically satisfy the backward integral equations and the forward integral
equations, respectively. Referred to as backward and forward integral equations of type 2, these
equations turned out to be formal integrations of the appertaining differential equations. In al-
most the same manner, backward integral equations as well as forward integral equations of type
2 can be established for the transition probabilities of the bivariate Markov process ((Xt, Ut))t≥0.
In order to verify the backward integral equations of type 2, the following relationship must be
provided.
2. 39 Lemma. Let (Xt,Ft)t≥0 be a semi-Markov process and ((Xt, Ut))t≥0 the appertaining bi-
variate Markov process with conditional distributions Q∗ according to definition 2. 24 and regular
cumulative transition intensities q∗. Further, let 0 ≤ u ≤ s ≤ t <∞, and y ∈ S. Then




1−Qy(τ, t, τ − s+ u)
)
qyy(s, dτ, u). (2. 39. 1)
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Proof. Let 0 ≤ u ≤ s ≤ t <∞, and y ∈ S. In the case of Qy(s, t, u) < 1, (2. 27. 8) and (2. 24. 5)














p¯y(s, τ − 0, u) p¯y(s, τ, u)
= p¯y(s, t, u)
∫
(s,t]
− p¯y(s, dτ, u)
p¯(s, τ − 0, u) p¯y(s, τ, u)






(dτ). (2. 39. 2)
The last equation is an application of corollary A.2, with the right continuity of p¯y(s, ·, u) fol-
lowing from the right continuity of −qyy(s, ·, u) and (2. 24. 7). Finally, (2. 39. 2) can be continued
as






= 1− p¯y(s, t, u) = Qy(s, t, u).
By employing the regularity of qyy, it can simply be checked that (2. 39. 1) remains valid in the
case of Qy(s, t, u) = 1. ¤
The following backward integral equations of type 2 are generalizations of the backward
integral equations provided by Folgerung 4.49 in Milbrodt and Helbig [1999]. They allow the
transition probabilities and the cumulative transition intensities to additionally depend on the
time spent in the current state. The proof of the subsequent lemma can be found in A.8 in the
appendix.
2. 40 Lemma. [Backward integral equations of type 2] Let (Xt,Ft)t≥0 be a semi-Markov
process and ((Xt, Ut))t≥0 the appertaining bivariate Markov process with transition probability
matrix p and regular cumulative transition intensity matrix q. The components of p are assumed
to satisfy the backward integral equations (2. 32. 2) identically. Further, let 0 ≤ u ≤ s ≤ t <
∞, v ≥ 0, and (y, z) ∈ S2. Then, the components of p likewise satisfy










pyz(τ, t, τ − s+ u, v) qyy(s, dτ, u). (2. 40. 1)
To generalize the forward integral equations of type 2 provided by Folgerung 4.49 in Milbrodt
and Helbig [1999], the next lemma establishes forward integral equations of type 2 for versions of
the transition probabilities of the bivariate Markov process ((Xt, Ut))t≥0. However, analogously
to lemma 2. 36, assumption 2. 35 must be fulfilled. The proof can be found in A.9 in the appendix.
2. 41 Lemma. [Forward integral equations of type 2] Let (Xt,Ft)t≥0 be a semi-Markov
process and ((Xt, Ut))t≥0 the appertaining bivariate Markov process with transition matrix p and
regular cumulative intensity matrix q. For the transition intensities q∗ we assume 2. 35. Further,
let 0 ≤ u ≤ s ≤ t < ∞, v ≥ 0, and (y, z) ∈ S2. In cases where the components of p satisfy the
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forward integral equations (2. 36. 1) identically, they likewise satisfy














λzz(τ, l) pyz(s, τ − 0, u, dl)Λzz(dτ). (2. 41. 1)
D.2 A special case - Markovian pure jump processes
Recall that a non-homogeneous semi-Markov process X with state space S was defined as the
appertaining pure jump process for a given homogeneous Markovian marked point process (T,Z)
with space of marks S. Further, this process is not necessarily Markovian although, conversely,
the Markov property of a pure jump process X implies the Markov property of the appertaining
marked point process (T,Z) (see Milbrodt and Helbig [1999], Hilfssatz 4.33). Hence, pure jump
processes that are Markovian form a subclass of all semi-Markovian pure jump processes.
A Markovian pure jump process (Xt)t≥0 is characterized by possessing the elementary
Markov property (cf. (2. 5. 10)). According to the finite state space S, the transition proba-
bilities can be specified for each pair of states (y, z) ∈ S2 by
pyz(s, t) = P (Xt = z|Xs = y) L(Xs|P )− a.s., 0 ≤ s ≤ t. (2. 41. 2)
Hence, in contrast to (2. 21. 8), the conditional probability of X being in state y ∈ S at time t
depends only on the state occupied at time s, and not on the time elapsed since entering this
state. In this situation, the conditional distribution of the time of the first jump after s, T (s),
and the corresponding destination state, XT (s), also does not depend on the time since entering
the current state. The same holds for the appertaining cumulative transition intensities. In the
same manner as Milbrodt and Helbig ([1999], chapter 4), we define for (y, z) ∈ J and s ≥ 0
Eyz(s, ·) : [s,∞) 3 t 7→ P (T (s) ≤ t,XT (s) = z|X s = y), (2. 41. 3)




Eyz(s, t) = P (T (s) ≤ t|X s = y), (2. 41. 4)
p¯y(s, t) : = 1− Ey(s, t) = P (Xτ = y, τ ∈ [s, t]|Xs = y), t ≥ s, (2. 41. 5)




1−Ey(s, τ − 0) ∈ [0,∞] , (2. 41. 6)




1−Ey(s, τ − 0) ∈ [−∞, 0]. (2. 41. 7)
According to Milbrodt and Helbig ([1999], Hilfssatz 4.29), regular cumulative transition inten-
sities q∗ for a Markov process (Xt)t≥0 identically satisfy, among other things, the additivity
property
qyz(s, r) + qyz(r, t) = qyz(s, t), s ≤ r ≤ t, (2. 41. 8)
instead of (2. 27. 1). Hence, every regular cumulative transition intensity qyz, (y, z) ∈ J can -
by means of qyz((s, t]) := qyz(s, t) - be viewed as a Borel measure on B((0,∞)). Further, instead
of (2. 27. 8), the following holds:
p¯y(s, t) = p¯y(s, r) p¯y(r, t), s ≤ r ≤ t. (2. 41. 9)
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In section 2.C, a condition (cf. (2. 11. 2)) was mentioned which was supposed to ensure, for a
given marked point process with cumulative transition intensity matrix qˆ, that the appertaining
pure jump process is Markovian. This condition is given by
qˆyz(s, t) = qˆyz(s, r) + qˆyz(r, t), 0 ≤ s ≤ r ≤ t, (y, z) ∈ S2. (2. 41. 10)
The following theorem establishes that (2. 41. 10) is indeed sufficient for the process X =
G−1(T,Z) to be Markovian. It can be proved (see appendix A.10) by using some of the re-
sults provided by Milbrodt and Helbig ([1999], section 4B), which themselves were inspired by
Jacobsen [1972]. Further, it turns out that the cumulative transition intensities for the marked
point process and the corresponding cumulative transition intensities for the pure jump process
coincide.
2. 42 Theorem. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
transition probabilities Qˆ∗ according to definition 2. 8, and regular cumulative transition inten-
sities qˆ∗ satisfying (2. 41. 10). Then, the appertaining pure jump process X = G−1(T,Z) is a




p(l)yz (s, t), 0 ≤ s ≤ t, (y, z) ∈ S2, (2. 42. 1)
where p(l)yz (s, t) := P (Tl ≤ t < Tl+1, Zl = z| T0 = s, Z0 = y). Further, for s ≥ 0 and L(Xs|P )-a.e.
y ∈ S
Eyz(s, t) = Qˆyz(s, t), t ≥ s, z ∈ S, (2. 42. 2)
and
qyz(s, t) = qˆyz(s, t), t ≥ s, z ∈ S. (2. 42. 3)
Due to (2. 41. 8) and (2. 42. 3), the property (2. 41. 8) is likewise satisfied by the cumulative
transition intensities qˆ∗ for a marked point process (T,Z) appertaining to a given Markovian pure
jump process X with regular cumulative transition intensity matrix q. Hence, the pure jump
process X = G−1(T,Z) is a Markov process if and only if the cumulative transition intensities
of the marked point process (T,Z) satisfy (2. 41. 10). Further, due to (2. 42. 2) and (2. 42. 3), the
first three assertions of lemma 2. 19 also hold for E∗ and q∗. Finally, by employing (2. 42. 2) and
(2. 42. 3) as well as the last assertion of lemma 2. 19, the integral equations in section 2.D.1 can
be reduced to the known integral equations for the transition probabilities within a non-smooth
Markov framework (cf. Milbrodt and Helbig [1999], section 4C). For example, the transition
probabilities of X = G−1(T,Z) according to (2. 41. 2) satisfy, for 0 ≤ s ≤ t and (y, z) ∈ S2 with
P (Xs = y) > 0, the backward integral equations






pξz(τ, t) (1− Ey(s, τ − 0)) qyξ(dτ), (2. 42. 4)
as well as the forward integral equations






(1−Ez(τ, t)) pyξ(s, τ − 0) qξz(dr). (2. 42. 5)
Chapter 3
Interest, payments and reserves
Firstly, we are concerned with defining capital accumulation functions, the appertaining dis-
counting functions, and general payments streams, thus allowing us to describe and evaluate
cash flows which represent payments of premiums and benefits. Further, some relations between
these quantities are established which will be used in the sequel. For proofs we refer to Milbrodt
and Helbig ([1999], sections 2A and 2C).
3. 1 Definition. A capital accumulation function K : [0,∞)→ [1,∞) is a non-decreasing, right
continuous function of locally bounded variation. For t ≥ 0, K(t) is interpreted as the value at
time t of an initial capital K(0) = 1. The reciprocal v := 1K is referred to as the discounting
function. The cumulative interest intensity Φ is given by




K(τ − 0) . (3. 1. 1)
3. 2 Corollary. It follows from the above definition that, on B([0,∞)),
K(dτ) = K(τ − 0)Φ(dτ), (3. 2. 1)
and
v(dτ) = −v(τ)Φ(dτ). (3. 2. 2)
Further, one obtains for 0 ≤ s ≤ t <∞
v(t) ·K(s) = 1− v(t)
∫
(s,t]
K(τ − 0)Φ(dτ). (3. 2. 3)
3. 3 Definition. A directed payment stream is a distribution function Z : [0,∞) → [0,∞).
Each function Z = Z1 − Z2, where the components Z∗ are directed payment streams satisfying
Z1(∞) ∧ Z2(∞) < ∞, is referred to as a payment stream. For each t ≥ 0, Z(t) is regarded as
the accumulated value of all payments in [0, t]. The directed payment streams Z1 and Z2 are
interpreted as net outgoings and net incomes, respectively.
A Reserves in a non-random set-up
The aim of this section is to introduce prospective and retrospective reserves in a deterministic
set-up. For this, we follow Milbrodt and Helbig ([1999], section 2C). It turns out that for
equivalent payment streams both reserves coincide. This, however, is not the case within a
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random framework. Before defining prospective and retrospective reserves, present values and
accumulated values of payment streams must be provided.
3. 4 Definition. Let K be a capital accumulation function and v the appertaining discounting
function. For a given payment stream Z, the accumulated value of all payments up to and




v(τ)Z(dτ). (3. 4. 1)




v(τ)Z(dτ). (3. 4. 2)




v(τ)Z(dτ). (3. 4. 3)
3. 5 Definition. Two deterministic payment streams Zi, i = 1, 2 are called equivalent with
respect to a capital accumulation function K if their present values with respect to K are finite
and coincide, i.e. a(Z1) = a(Z2) <∞.
3. 6 Definition. [Prospective and retrospective reserve] Let K be a capital accumulation
function. Further, let Zb and Zp be directed payment streams satisfying a(Zb) ∧ a(Zp) < ∞,
which are assumed to describe the accumulation of benefits and premiums, respectively. Then,
the prospective reserve at time t ≥ 0 is defined as








. (3. 6. 1)
Thus, the prospective reserve is the present value at time t of the difference between all future
benefits and premiums. Accordingly, the retrospective reserve at time t ≥ 0 is given as








. (3. 6. 2)
This is the accumulated value of the difference between all previously payed premiums and
benefits.
In life insurance one often has to deal with long-term contracts. Though the actual insured
risk changes over time, the net premiums are usually uniformly distributed over the policy term.
Due to this compensation of risk over the term of a contract, reserves are generated. For example,
in cases where the risk increases over time, the net premium is at first higher than the natural
premium which covers the actual risk for a certain period. Thus, the net premium contains a
portion referred to as savings premium which generates the prospective reserve. In later years
of the contract term, the prospective reserve is used to fill the gap between the natural premium
and the net premium. At that time, the former will prevail. In contrast, short-term insurance
contracts for which the net premiums are simply the expected benefits for the contract term do
not generate reserves. This is often the case in non-life insurance.
By interpreting two directed payment streams as accumulated premiums and accumulated
benefits respectively, the prospective reserve is the present value at time t ≥ 0 of the difference
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between future benefits and future premiums. For equivalent payment streams, the balance
between the present values of all premiums and all benefits at policy issue shifts into a balance
at time t > 0. Regarding the prospective reserve, this balance is between future benefits on the
one side, and future premiums along with the prospective reserve on the other side. Regarding
the retrospective reserve, this balance is between previously payed premiums, and previously
payed benefits along with the retrospective reserve.
The following corollary states the equality of both reserves in a deterministic set-up, pro-
vided that the corresponding payment streams Zb and Zp are equivalent.
3. 7 Corollary. Let Zb and Zp be two deterministic directed payments streams which are equiv-
alent with respect to the capital accumulation function K. Then, for each t ≥ 0, the prospective
and the retrospective reserves coincide, i.e. V −(t) = V +(t).
In a random set-up for life insurance modelling, however, the situation is different. For pay-
ment streams that are assumed to have equal expected present values at policy issue, the equality
of both reserves must be replaced by the equality of the expected values of the prospective re-
serve and the retrospective reserve. Further, the prospective reserve is defined as conditional
expectation of future benefits less future premiums. This concept is not a matter of dispute.
Regarding the retrospective reserve, however, different definitions can be given that satisfy the
condition for the expectation of the retrospective reserve to coincide at any time with the ex-
pectation of the prospective reserve. Different concepts for the retrospective reserve will be
discussed in section 5A.
B Relating payment streams and probabilities
Here, a technical lemma is provided which introduces some relationships between payments
streams, capital accumulation functions, and the probabilities of remaining in a certain state
p¯y, y ∈ S. The proof can be found in A.11 in the appendix.
3. 8 Lemma. Let Z be a payment stream, q a regular cumulative transition intensity matrix
according to definition 2. 28, K a capital accumulation function with cumulative interest intensity



























v(τ) p¯y(s, τ − 0, u)Z((τ, t]) qyy(s, dτ, u). (3. 8. 2)
Equation (3. 8. 1) is a generalization of equation (10.17.3) in Milbrodt and Helbig [1999].
Analogously, equation (3. 8. 2) generalizes (10.17.4). Both equations will be used in order to
verify that Thiele’s integral equations of type 2 imply Thiele’s integral equations of type 1.
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C Duration-depending actuarial payment functions
Recall that (V,V) denotes the measurable space of all possible patterns of states. An actuarial
payment function for a policy (p) is here defined in a manner similar to Milbrodt and Helbig
([1999], section 6A). Yet, analogously to Stracke [1997], we omit for the sake of convenience the
employment of another measurable space (W,W) and an isomorphism I : (V,V) → (W,W).
Both were used by Milbrodt and Helbig [1999] to simplify, if possible, the description of a single
risk by means of random patterns of states. For example, in a one-life-one-risk set-up, it is
sufficient to record the time of death instead of the entire pattern of states.
Since actuarial payments are usually considered separately as sojourn payments SA and
payments due to transitions DA, an actuarial payment function is given as A = SA+DA. This
decomposition is not necessarily unique. Yet, in practise one usually starts by specifying the
addends of the right-hand side. These addends, referred to as annuity payment function and
assurance payment function, respectively, will be defined next. Note that, in contrast to Stracke
[1997] and Milbrodt and Helbig [1999], both the sojourn payments and the payments due to
transitions are additionally allowed to depend on the time since the current state was entered
or on the time of the last previous jump. Recall that for t ∈ (tm(x), tm+1(x)], the time of the
last previous jump of x ∈ V is given by tm(x).
3. 9 Definition. Let Dyz : (0,∞)× (0,∞)→ [0,∞), (y, z) ∈ J , be a measurable lump sum and











1{tm(x)<τ≤tm+1(x)} 1{DT (τ)≤t}Dyz(τ, τ − tm(x))Hyz,dτ (x) (3. 9. 2)
(t ≥ 0, x ∈ V, (y, z) ∈ J , Hyz,·(x) according to (2. 3. 1)) is an assurance payment function.
DAx(t) corresponds to the total amount of lump sums due to the pattern of states x, payed up
to and including time t.
Further, let Fˆz := Fˆ+z − Fˆ−z , z ∈ S, with the components Fˆ+z , Fˆ−z : [0,∞)×B([0,∞))→ [0,∞)
being kernels such that for s ≥ 0:
• Fˆ+z (s,∞) ∧ Fˆ−z (s,∞) <∞,
• Fˆ+z (s,B) = Fˆ−z (s,B) = 0 ∀B ∈ B([0, s)), and












1{tm(x)≤τ<tm+1(x)} 1{xτ=z} Fˆz(tm(x), dτ). (3. 9. 4)
(t ≥ 0, x ∈ V, z ∈ S) is an annuity payment function. SAx(t) is the total amount of sojourn
payments due to the pattern of states x, payed up to and including time t. Positive payments
are regarded as benefits and negative payments as premiums. The sum A := SA+DA is called
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an actuarial payment function.
Analogously to the usual understanding of an actuarial payment function, A according to
the above definition defines a kernel
A : V × [0,∞) 3 (x, t) 7→ Ax(t) ∈ R (3. 9. 5)
such that
• t 7→ Ax(t) is the distribution function of a signed measure on B([0,∞)) for every x ∈ V
• x 7→ Ax(t) is V−B(R)−measurable for every t ≥ 0.
An actuarial payment function A is called natural if for each t ≥ 0, the annuity payment
function as well as the assurance payment function are Vt−B(R)-measurable (cf. Milbrodt and
Helbig [1999], section 5D). Thus, the word natural states that the payments up to a certain time
do not depend on future values of the pattern of states. For an actuarial payment function A
according to definition 3. 9, this is granted since tm(x), m ∈ N, are stopping times with respect
to (Vt)t≥0.
For a given actuarial payment function A, we now derive present values according to defini-
tion 3. 4. The risk due to the policy (p) is described by the pure jump process (Xt)t≥0 having
paths in V. With K being a capital accumulation function, the random present value of all
payments due to the actuarial payment function A for the policy (p) is given by
B(p)(ω) := a(AX(ω)) =
∫
[0,∞)
v(τ)AX(ω)(dτ). (3. 9. 6)




v(τ)AX(ω)(dτ). (3. 9. 7)
Beside the process (Xt)t≥0, we also consider within a duration-depending framework the pro-
cesses ((Xt, Ut))t≥0 and ((Tm, Zm))m∈N0 . In view of these processes, we introduce two different
representations of present values of future actuarial payments. The first is based on pattern
of states and the corresponding pattern of previous durations (x, u(x)) ∈ (UV ,UV). The sec-
ond representation relies on the corresponding chains of jumps ((tm, zm))m∈N0 ∈ (T ,T). Both
representations are related by means of the mapping G¯ according to (2. 3. 6).
For the subsequent representations of present values for an actuarial payment function A









1{Tm≤τ<Tm+1} v(τ) |Fˆz|(Tm, dτ)
]
<∞. (3. 10. 1)
3. 11 Lemma. Let (p) be a policy described by a semi-Markovian pure jump process (Xt)t≥0.
((Xt, Ut))t≥0 as well as ((Tm, Zm))m∈N0 denote the appertaining bivariate Markov process as well
as the homogeneous Markovian marked point process. Further, let K be a capital accumulation
function, v the appertaining discounting function, and A an actuarial payment function according
to definition 3. 9 that satisfies (3. 10. 1). Then, for s ≥ 0,













v(DT (τ))Dyz(τ, uτ−0(x))Hyz,dτ (x) (3. 11. 1)
70 CHAPTER 3. INTEREST, PAYMENTS AND RESERVES
is B([0,∞))⊗ UV −B((−∞,∞])-measurable and satisfies B(p),s = C(s, ((Xt, Ut))t≥s).
With ((Xt, Ut))t≥s being considered as a process starting in s and G¯(((Xt, Ut))t≥s) yielding the
appertaining marked point process ((Tm, Zm))m∈N0 with (T0, Z0) := (s− Us, Xs), one obtains
B(p),s = C(s, ((Xt, Ut))t≥s) = Cˆ(s, G¯(((Xt, Ut))t≥s)) = Cˆ(s, ((Tm, Zm))m∈N0) (3. 11. 2)
with the B([0,∞))⊗ T−B((−∞,∞])-measurable mapping









Dzmzm+1(tm+1, tm+1 − tm)
K(DT (tm+1))
1{s<tm+1<∞}. (3. 11. 3)
Proof. The first assertion follows immediately from definition 3. 9, definition 3. 4, and (2. 3. 5).
(3. 11. 2) follows from (2. 4. 3), (2. 5. 9), and G¯((Xt, Ut)t≥s) = ((Tm, Zm))m∈N0 by means of





































DZmZm+1(Tm+1, Tm+1 − Tm)
K(DT (Tm+1))
1{s<Tm+1<∞}
= v(s) Cˆ(s, G¯(((Xt, Ut))t≥s)).
¤
For t ≥ 0, the overall payment stream due to a policy (p) can be split up into payments
after time t and payments up to time t. Hence, the present value of all payments also splits
up into two addends. In view of the definition of both prospective reserves and retrospective
reserves, we define similarly to Norberg [1991] the following decomposition of the present value
of all payments.
3. 12 Definition. Let K be a capital accumulation function and v the appertaining discounting
function. Further, let A be an actuarial payment function according to definition 3. 9 such that
(3. 10. 1) is granted. For t ≥ 0, we define









DZmZm+1(Tm+1, Tm+1 − Tm)
K(DT (Tm+1))
1{Tm+1≤t}, (3. 12. 1)
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and accordingly









DZmZm+1(Tm+1, Tm+1 − Tm)
K(DT (Tm+1))
1{t<Tm+1<∞}. (3. 12. 2)
Thus, the present value of all payments V0 := B(p) = B(p),0 can be represented as
V0 = −v(t)V −(t, A) + v(t)V +(t, A). (3. 12. 3)
V −(t, A) can be regarded as accumulated value of past net incomes (premiums less benefits)
for the insurer. Analogously, V +(t, A) is the present value of future net outgoings (benefits less
premiums).
In contrast to the above definition, Norberg [1991] defined the quantity V −(t, A) by using the
accumulated value at time t of all annuity payments up to and including time t, and all assurance
payments up to and including time t. Accordingly, V +(t, A) takes the payments strictly after
time t into account. Hence, his definition differs from our approach only by the assignment of
the sojourn payments at time t.

Chapter 4
Prospective reserves and prospective
losses
Consider a single policy (p) modelled by a pure jump process (Ω,F, P, (Xt)t≥0). ((Xt, Ut))t≥0 is
the appertaining bivariate process. In the following sections, let K be a capital accumulation
function, v the appertaining discounting function, and A = SA + DA an actuarial payment
function according to definition 3. 9 that satisfies (3. 10. 1). B(p),s = C(s, ((Xt, Ut))t≥s) is the
present value at time s ≥ 0 of future actuarial payments for ((Xt, Ut))t≥0. Further, let (Ft)t≥0
be a filtration such that the bivariate process ((Xt, Ut))t≥0 is adapted to (Ft)t≥0. Then, the
prospective reserve is specified as follows.
4. 1 Definition. The prospective reserve of the actuarial payment function A for ((Xt, Ut))t≥0
at time s ≥ 0 with respect to the filtration (Ft)t≥0 is defined as




. (4. 1. 1)
Due to (3. 10. 1), the right-hand side of (4. 1. 1) is well defined. We generally assume in
what follows that for t ≥ 0, Ft is the σ-field generated by (Xs)s≤t. Further, the pure jump
process (Xt)t≥0 is assumed to be semi-Markovian and hence, the bivariate process ((Xt, Ut))t≥0
is Markovian. Then, the following holds for the prospective reserve at time s ≥ 0:




= E [C(s, ((Xt, Ut))t≥s)|Xs, Us] P − a.s. (4. 1. 2)
We now consider the appertaining factorized conditional expectations.
4. 2 Definition. The prospective reserve of the actuarial payment function A for ((Xt, Ut))t≥0
at time s ≥ 0 in state (y, u) ∈ S × [0,∞) is the conditional expectation of the present value of
future actuarial payments given (Xs, Us) = (y, u):
V +(y,u)(s) := E [C(s, ((Xt, Ut))t≥s)|Xs = y, Us = u] . (4. 2. 1)
For s ≥ 0 and (y, u) ∈ S × [0,∞), V +(y,u)(s) is regarded as prospective reserve at time s
belonging to a policy which is at time s in state y with this state being entered at time s − u.
In general, the prospective reserve is understood as amount of money covering, along with
future premiums and interest gains, the future benefits. For almost all results concerning the
prospective reserve, we will employ the following representation.
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4. 3 Lemma. Let s ≥ 0, and assume (3. 10. 1). Then, the prospective reserve according to




Cˆ(s, ((Tm, Zm))m≥0) dL(((Tm, Zm))m≥0|T1 > s, T0 = s− u, Z0 = y). (4. 3. 1)
Proof. Consider the bivariate Markov process ((Xt, Ut))t≥0 with transition probabilities ac-
cording to (2. 21. 6). Theorem 2. 23 provided by means of
pyz(s, t, u, v) = P (∃l ∈ N0 : Tl+1 > t, Tl ∈ [t− v, t], Zl = z| T1 > s, T0 = s− u,Z0 = y)
for 0 ≤ u ≤ s < t, v ≥ 0, and (y, z) ∈ S2 a regular set of transition probabilities. Due to the
regularity of these transition probabilities, they can be used to manufacture regular versions of
the conditional distribution of ((Xt, Ut))t≥s given (Xs, Us). Hence, the conditional distribution
L(((Xt, Ut))t≥s|T1 > s, T0 = s−u,Z0 = y) forms a regular version of the conditional distribution
of ((Xt, Ut))t≥s given (Xs, Us) = (y, u). For s ≥ 0, this version is uniquely determined up to
L(Xs, Us|P )-exceptional sets. Using this regular conditional distribution, one obtains according
to (4. 2. 1) and (2. 6. 1)




C(s, ((Xt, Ut))t≥s) dL(((Xt, Ut))t≥s|T1 > s, T0 = s− u,Z0 = y)
for L(Xs, Us|P )-a.e. (y, u). By using (3. 11. 2), and afterwards applying lemma 2. 7 to the












Cˆ(s, ((Tm, Zm))m≥0) dL(((Tm, Zm))m≥0|T1 > s, T0 = s− u,Z0 = y).
¤
In the sequel, versions of the prospective reserve V +(y,u)(s) will be derived by using (4. 3. 1).
But before investigating the prospective reserve in more detail, another convention is introduced.
Recall that according to definition 3. 9, the annuity payments accumulated in state z ∈ S are
described by a kernel Fˆz = Fˆ+z −Fˆ−z . Using these kernels, we define cumulative annuity payment
rates as follows. Their definition is inspired by the cumulative transition intensities for the
bivariate Markov process ((Xt, Ut))t≥s (cf. definition 2. 24). It is intended for standardizing the
notation to simplify future calculations.
4. 4 Definition. For z ∈ S and 0 ≤ u ≤ s we define
Fz(s, ·, u) : [s,∞) 3 t 7→
∫
(s,t]
Fˆz(s− u, dτ). (4. 4. 1)
Fz is referred to as cumulative annuity payment rate for state y. It corresponds to the accumu-
lated amount of sojourn payments in state z payable in the interval (s, t], with the state z being
entered at time s− u.
With this convention, one obtains similar properties for both the cumulative annuity pay-
ment rates and the cumulative transition intensities. For example, we obtain as counterpart to
(2. 25. 2)
Fz(s, t, u) = Fˆz(s− u, (s, t]), 0 ≤ u ≤ s ≤ t, z ∈ S, (4. 4. 2)
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and, according to (2. 27. 1),
Fz(s, r, u) + Fz(r, t, r − s+ u) = Fz(s, t, u), s ≤ r ≤ t. (4. 4. 3)
Recall the proof of the forward integral equations for the transition probabilities of the process
((Xt, Ut))t≥0 (lemma 2. 36). There, an essential assumption for the interchange of the order of
integrations according to Fubini’s theorem was given by the cumulative transition intensities
being dominated (assumption 2. 35). Similar to assumption 2. 35, we sometimes stipulate for
the cumulative annuity payment rates the following.
4. 5 Assumption. The cumulative annuity payment rates Fz, z ∈ S according to (4. 4. 1) are
assumed to be dominated by Borel measures Fz, z ∈ S, such that for 0 ≤ u ≤ s and z ∈ S
Fz(s, dτ, u)¿ Fz(dτ) with Fz(s, dτ, u) = fz(τ, τ − s+ u)Fz(dτ). (4. 5. 1)
Thus, the dominating measure Fz for the cumulative annuity payment rate for state z does not
depend on the time elapsed since this state was entered.
Under assumption 4. 5, the present value at policy issue of all actuarial payments V0 = B(p),0











v(DT (τ))Dyz(τ, Uτ−0)Nyz,dτ .









v(DT (τ))Dyz(τ, Uτ−0)Nyz,dτ .
This is, for example, by setting DT = Id and v : [0,∞) 3 τ 7→ r−τ with r ≥ 1 the starting point
of Møller’s [1993] investigation.
4. 6 Theorem. [Definition formula of the prospective reserve] Assume (3. 10. 1), and let q
be a regular cumulative transition intensity matrix for the bivariate Markov process ((Xt, Ut))t≥0.
Then, the prospective reserve V +(y,u)(s), s ≥ 0, according to definition 4. 2 is for L(Xs, Us|P )-a.e.
(y, u) ∈ S × [0,∞) given as









v(τ) (1−Qξ(r, τ, 0))Fξ(r, dτ, 0) (4. 6. 1)










Dξz(τ, τ − r)
K(DT (τ))
(1−Qξ(r, τ − 0, 0)) qξz(r, dτ, 0)
·P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y).
Further, if the assumptions 2. 35 and 4. 5 are fulfilled, one gets

















λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ).
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Proof. The above assertions can be verified by deriving V +(y,u)(s), s ≥ 0, with the aid of (4. 3. 1).
A detailed computation of (4. 6. 1) and (4. 6. 2) can be found in the appendix (see A.12). ¤
Formula (4. 6. 2) is a generalization of the corresponding results by Hoem [1972] in a smooth
framework. There, the assumptions 2. 35 and 4. 5 are obviously satisfied. Further, these as-
sumptions are also satisfied in a series of scenarios of practical interest. Recall the comments
subsequent to assumption 2. 35 and lemma 2. 36. Hence, the main disadvantage of formula
(4. 6. 2) is not rooted in assuming 2. 35 and 4. 5. The main disadvantage rather rests in the
structure of the above formula which is caused by the duration-dependence of transition in-
tensities and actuarial payments. Since integrations also have to be performed over the times
elapsed since the current state was entered, the computation of prospective reserves by means
of (4. 6. 2) is cumbersome. This is the same problem that was mentioned by Norberg [1992] re-
garding the computation of the variance of the prospective loss under non-Markov assumptions
(recall our introduction, p.11). Further, the transition probabilities are usually not available
and must be provided by solving either (2. 32. 2) or (2. 36. 1). In all, (4. 6. 2) does not provide
an appropriate way to derive versions of the prospective reserve. Analogously to the Markov
model by Milbrodt and Helbig [1999], the best way to derive versions of prospective reserves is
given by solving Thiele’s integral equations of type 1. We shall see in the next section that by
proceeding in this way the structural problems due to the duration-dependence do not appear.









1{Tm<τ≤Tm+1} v(DT (τ))Dyz(τ, τ − Tm) qˆyz(Tm, dτ)
]
<∞ (4. 7. 1)
In cases where this assumption is additionally fulfilled, the following holds: E[|V0|] < ∞.
Then, the prospective reserve according to definition 4. 2 is finite for L(Xs, Us)-a.e. (y, u) ∈
S × [0,∞).
A Thiele’s integral equations of type 1
4. 8 Theorem. [Thiele’s integral equations of type 1] Assume (3. 10. 1). Then, the
prospective reserve V +(y,u)(s), s ≥ 0, according to definition 4. 2 satisfies for L(Xs, Us|P )-a.e.
(y, u) ∈ S × [0,∞) the following system of integral equations
V +(y,u)(s) = K(s)
∫
[s,∞)












which is referred to as Thiele’s integral equations of type 1. If regular cumulative transition
intensities q∗ exist, one obtains
V +(y,u)(s) = K(s)
∫
[s,∞)











p¯y(s, τ − 0, u) qyz(s, dτ, u).
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Proof. It is sufficient to verify (4. 8. 1), since (4. 8. 2) follows immediately from (4. 8. 1) by
employing (2. 28. 4). In order to prove (4. 8. 1), we likewise start for s ≥ 0 with (4. 3. 1). In





v(τ) FˆZ0(T0, dτ) +K(s)












DZmZm+1(Tm+1, Tm+1 − Tm)
K(DT (Tm+1))
1{s<Tm+1<∞}. (4. 8. 3)
Computing the corresponding integrals and applying (4. 3. 1) again, yields the assertion. For a
detailed calculation, we refer to A.13 in the appendix. ¤
Compared with formula (4. 6. 2), Thiele’s integral equations of type 1 (according to either
(4. 8. 1) or (4. 8. 2)) have some advantages. These advantages are: (1) the transition probabilities
of the process ((Xt, Ut))t≥0 do not have to be provided, (2) there are no additional integrals due
to the duration-dependence of transition intensities and actuarial payments, (3) the assumptions
2. 35 and 4. 5 can be avoided, and (4) the second integral of the right-hand side always contains
only prospective reserves for u = 0. The latter result in the following procedure to solve Thiele’s
integral equation of type 1. It consists of two steps. For the first step, the duration-dependence
of the prospective reserve can be disregarded by setting u = 0. Starting from (4. 8. 2), this yields
the following system of linear integral equations for s ≥ 0 and y ∈ S:
V +(y,0)(s) = K(s)
∫
[s,∞)











p¯y(s, τ − 0, 0) qyz(s, dτ, 0).
A solution of this system is given by a vector of prospective reserves (V +(y,0)(·))y∈S . Due to the
duration-dependence being disregarded, (4. 8. 4) can be solved in almost the same manner as
the corresponding system in a non-smooth Markov set-up (cf. Milbrodt and Helbig [1999], Satz
10.13). In section E of this chapter, it will be established that the system of integral equations
(4. 8. 4) is likewise uniquely solvable. For this, the corresponding results by Milbrodt and Helbig
([1999], Satz 10.24) can be adapted to the system (4. 8. 4).
In a second step, for each state y ∈ S and each previous duration u ≤ s, the prospective
reserve V +(y,u)(s) can be derived by computing an integral according to right-hand side of (4. 8. 2).
This integral contains the solutions V +(z,0)(·), z ∈ S, z 6= y, which are provided by the first step.
The following section is concerned with computing prospective reserves with the aid of
Thiele’s integral equations of type 1. We will consider two previously mentioned models, namely
the PKV model and the PHI model. But before we turn to this, the relationships between
Thiele’s integral equations of type 1 and the backward integral equations (cf. (2. 32. 1) and
(2. 32. 2)) for the transition probabilities of ((Xt, Ut))t≥0 are investigated. Afterwards, a system
of differential equations is provided which appertains to (4. 8. 2).
4. 9 Lemma. Thiele’s integral equations of type 1 according to (4. 8. 1) are generalizations of
the backward integral equations (2. 32. 1). (If regular cumulative transition intensities exist, this
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relation also holds for (4. 8. 2) and (2. 32. 2).) Conversely, if regular cumulative transition in-
tensities exist and if further the assumptions 2. 35 and 4. 5 are satisfied, the backward integral
equations (2. 32. 1) imply Thiele’s integral equations (4. 8. 1).
Proof. Consider the following specified parameters
Dξz ≡ 0, (ξ, z) ∈ J , v ≡ 1,
and
Fξ(s, dτ, u) = fξ(τ, τ − s+ u)Fξ(dτ) := 1(v≥τ−s+u) δξz εt(dτ), ξ ∈ S, 0 ≤ u ≤ s, v ≥ 0.




P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|T1 > s, T0 = s− u,Z0 = y)1(t≥s).
Thus, we obtain by means of (2. 23. 6) for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞)
V +(y,u)(s) = pyz(s, t, u, v)1(t≥s). (4. 9. 1)


























pξz(τ, t, 0, v)1(t≥τ)Qyξ(s, dτ, u),






pξz(τ, t, 0, v)Qyξ(s, dτ, u). (4. 9. 2)
Finally, by inserting (4. 9. 1) into the left-hand side of (4. 8. 1), we have verified that Thiele’s
integral equations of type 1 can for s ≤ t be reduced to






pξz(τ, t, 0, v)Qyξ(s, dτ, u),
which corresponds to (2. 32. 1).
Conversely, that the backward integral equations (2. 32. 1) imply Thiele’s integral equations
(4. 8. 1) can be verified by inserting (2. 32. 1) into (4. 6. 2). This yields (4. 8. 1). Yet in order to
employ (4. 6. 2), regular cumulative transition intensities must exist and the assumptions 2. 35
and 4. 5 must be fulfilled. For a detailed proof of this relationship, we refer to the appendix (see
A.14). ¤
4. 10 Definition. For (y, z) ∈ J and 0 ≤ u ≤ t we define
Ryz(t, u) := K(t) v(DT (t))Dyz(t, u) + V +(z,0)(t)− V +(y,u)(t). (4. 10. 1)
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Ryz is referred to as the amount of risk associated with transition from state y to z.
The amount of risk is a common quantity in life insurance (cf. Ramlau-Hansen [1988], Nor-
berg [1992], Milbrodt and Helbig [1999] (10.19.1), etc.). Usually, however, it only depends on
the corresponding states and the time of transition. Analogously to Møller [1993], the amount
of risk Ryz is here also allowed to depend on the time elapsed since the state y was entered.
4. 11 Theorem. [Thiele’s differential equations] Let (qyz)(y,z)∈S2 be regular cumulative
transition intensities with densities (µyz)(y,z)∈S2 according to (2. 36. 6) and (2. 36. 7), (Fy)y∈S
cumulative annuity payment rates according to (4. 5. 1) with Lebesgue densities (fy)y∈S , and K
a capital accumulation function with interest intensity φ. Further, assume that all densities
are continuous with (µyz)(y,z)∈S2 and (fy)y∈S being additionally continuously differentiable with
respect to the second variable. Then, under assumptions (3. 10. 1) and (4. 7. 1), the prospective











Ryz(t, u)µyz(s, u). (4. 11. 1)
Proof. Starting from Thiele’s integral equations (4. 8. 2), the assertion can be verified in a
manner similar to the proof of (2. 37. 1) (see A.7). ¤
4. 12 Corollary. Thiele’s differential equations according to (4. 11. 1) are equivalent to the
backward differential equations (2. 37. 1).
Proof. In the situation of theorem 4. 11, the assumptions 2. 35 and 4. 5 are fulfilled. Hence,
lemma 4. 9 states that Thiele’s integral equations of type 1 are equivalent to the backward
integral equations of type 1. Differentiating with respect to s yields the assertion. ¤
B Premiums and reserves for PKV and PHI
The aim of this section is to exemplify the application of Thiele’s integral equations (4. 8. 1)
regarding a model for German private health insurance (PKV) and a model for permanent
health insurance (PHI). Both models have been presented in the introduction. First, the PKV
model is considered. In a discrete set-up, we derive premiums and reserves based on a decrement
model for which the withdrawal rates are additionally allowed to depend on the previous contract
duration. The following issues regarding this model form a further development of example 2. 38.
For more details on precisely this topic, Helwich and Milbrodt [2007] can be consulted.
Afterwards, a non-discrete approach for PHI modelling is investigated. For this, duration-
depending recovery and mortality rates for disabled insured are implemented. These age- and
duration-depending recovery and mortality rates are originated from the select-and-ultimate
tables DAV-SRT 1997 RI M and DAV-SST TI 1997 M.
4. 13 Example. [example 2. 38 continued] Consider the situation of example 2. 38. For the
age range AB = {xMIN , ..., xMAX}, we assume that select-and-ultimate tables
(qx,u)x∈AB,u∈{0,...,x−xMIN} and (wx,u)x∈AB,u∈{0,...,x−xMIN}
are given for both annual mortality rates and annual withdrawal rates. According to (2. 38. 2),
these rates can be used to derive conditional probabilities of remaining k-years in the portfolio:
kpx,u, x ∈ AB, u ∈ {0, ..., x− xMIN}, k ∈ {0, ..., xMAX − x}.
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As previously mentioned, the PKV model forms a special case of a multiple state model, which
is reduced to the recording of future sojourn time and cause of decrement. Benefits incurred by
decrement are not intended. Hence, only sojourn payments for the state active are implemented.
The annual benefits are specified by the claims amounts per risk (Kopfscha¨den) which correspond
to the expected annual costs due to health services (e.g. medical services, drugs, remedies,
medical devices, etc.). These benefits are assumed to depend only on the attained age of an
insured and they are denoted by (Kx)x∈AB. It should be mentioned here that another interesting
issue can be covered by the present approach. Namely, beside allowing annual decrement rates
to additionally depend on the previous contract duration, the claims amounts per risk can also
be modelled in a similar manner, since durational effects actually also appear on this level.
More precisely, for certain PKV products, the claims amounts per risk for new entrants are
often smaller than the claims amounts per risk for insured of the same age, yet with a longer
previous sojourn time in the portfolio.
We go on by assuming that the benefits as well as the annual premiums are payable in
advance. Finally, let r := 1 + i = 1.035 be the accumulation factor which is currently used
in Germany, and v := 1/r the corresponding discounting factor. Then, the actuarial present
value of all future benefits, for an insured with attained age x and previous sojourn time in the




vν Kx+ν νpx,u. (4. 13. 1)
According to this, the actuarial present value of an annual payment of a currency unit, as long




vν νpx,u. (4. 13. 2)
The previous sojourn time in the portfolio u always refers to the attained age x. It corresponds
to the difference x−x0. Hence, if x coincides with the age at policy issue x0, the previous sojourn
time in the portfolio is given by u = 0.
Due to the duration-dependence of the above actuarial present values, the annual net pre-
miums also depend on both age and previous sojourn time in the portfolio. For if the principle




, x ∈ AB, u ∈ {0, ..., x− xMIN}. (4. 13. 3)
The same effect appears for the prospective reserves (aging provisions). They also depend on
both age and previous sojourn time in the portfolio. Consider an insured with age x and previous
sojourn time u. Then, the prospective reserve at time m ∈ N0, satisfying x +m ≤ xMAX , is
given as the difference between the actuarial present value of all benefits and of all premiums at















νpx+m,u+m. (4. 13. 4)
The previous sojourn time in the portfolio u is likewise related to the age x. The attained age
at time m is accordingly given as x + m. In the sequel, we consider the prospective reserve
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mVx0,0, m ∈ N. This reserve corresponds to the aging provision at time m which appertains
to an insured with age at issue x0.
For the prospective reserve mVx0,0, m ∈ N, formula (4. 13. 4) is a special case of Thiele’s
integral equations (4. 8. 1) (or (4. 8. 2)), namely by means of
mVx0,0 = V
+
(a,m)(m). (4. 13. 5)
The right-hand side of (4. 13. 5) corresponds to the prospective reserve according to definition
4. 2 for a discrete process (Xt, Ut) = (Xbtc, Ubtc), t ≥ 0, modelling a policy of an insured with age
at issue x0 allowing the policy states S = {a,w, d}. To obtain (4. 13. 4), the following settings
must be inserted into (4. 8. 1):
Dξz ≡ 0, (ξ, z) ∈ J , V +(z,0) ≡ 0, z 6= a, v(k) := r−k, k ∈ N0, p¯a(m,m+ ν,m) := νpx0+m,m,
and
F+a (m, dτ,m) :=
xMAX−x∑
k=m
Kx0+k εk(dτ) as well as F
−




The annual increment of the prospective reserve mVx0,0 is given by
m+1Vx0,0 − mVx0,0
= (Px0,0 −Kx0+m)(1 + i) + i mVx0,0 + (qx0+m,m + wx0+m,m) m+1Vx0,0 (4. 13. 6)
(cf. Milbrodt [2005], formula (7.6.3)). This means that the increment of the reserve can be
divided into (1) the savings part of the net premiums, (2) the interest gain of the preexisting
reserve, and (3) the part of the increment coming from reserves that are left by insured who drop
out of the portfolio due to death or withdrawal. According to the arguments in the introduction,
the last addend in (4. 13. 6) - or more precisely, the expression wx0+m,m m+1Vx0,0 which refers
to the portion of the reserve that is left by withdrawing insured - is exactly the quantity that
we are interested in. We previously argued that the mere age-depending withdrawal rates
often overestimate the actual withdrawal rates which depend on both age and previous contract
duration. Thus, the portion of the overall portfolio reserve that is left when insured withdraw
will also be overestimated and the resulting net premiums might be too low.
In the following we will compare net premiums and reserves for two different approaches, with
the actuarial basis for both being originated from the same portfolio. The first is based on an age-
and duration-depending decrement model and the second on a mere age-depending decrement
model. Regarding the notation, we use the same symbols for both models. In cases where
quantities do not depend on the previous sojourn time in the portfolio, the indication of this
time is simply omitted. Concerning the annual mortality rates and the annual withdrawal rates,
we refer to example 2. 38. For the age range AB := {21, ..., ω = 100}, example 2. 38 provides
tables (qx,u)x∈AB,u∈{0,...,15} and (wx,u)x∈AB,u∈{0,...,15} as well as (qx)x∈AB and (wx)x∈AB. The
underlying (independent) mortality rates were taken from the PKV mortality table 2007 and
the (independent) withdrawal rates originated from a real existing PKV portfolio.
We consider a PKV tariff for adults with the above age range AB. The benefits by means
of the claims amounts per risk (Kx)x∈AB for a so-called Kompakttarif - including: out-patient
treatment services (almost 100% absorption of costs), in-patient treatment services (two-bed
room), dental treatment (100% absorption of costs), and dental prostheses (50-65% absorbtion
of cost) - are taken, along with the profiles and the standardized claims amounts per risk (male
1761 Euros and female 3325 Euros), from the VerBaFin 12/2006 (cf. http://www.bafin.de).
The corresponding net premiums are obtained by employing the principle of equivalence and
(4. 13. 3). The prospective reserves are derived by means of (4. 13. 4).
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Figure 16 compares for both approaches annual net premiums for new entrants in the above
described Kompakttarif, in case of male insured (left) and female insured (right) with ages at
issue x0 = y0 = 25, ..., 50. It can be observed that approximately up to age 35 the net premiums
in the model with mere age-depending withdrawal rates are actually too low. The differences
can sometimes add up to several hundred Euros. Note that ages up to the mid-thirties are the
most likely ages of new entrants for German private health insurance, at least for the portfolio
under consideration. For ages beyond the mid-thirties, however, the annual net premiums in
the model with mere age-depending withdrawal rates are higher than the premiums relying
on an age- and duration-depending decrement model. The reason for is given by the effect
that can be observed by comparing figure 13 and figure 1. Namely, the higher the age of the
insured, the longer the previous contract duration for which the mere age-depending withdrawal
rates underestimate the actual withdrawal rates. However, that the annual net premiums in
the model with mere age-depending withdrawal rates prevail over the premiums relying on an
age- and duration-depending decrement model mainly appears when considering the annual net
premiums for new entrants.
















◦ ◦ ◦◦ P∗
+ + ++ P∗,0
x0 y0
Figure 16: Comparison of annual net premiums relying on an age- and duration-depending decre-
ment model with the corresponding premiums relying on a mere age-depending decrement model
with respect to the age at issue x0 = y0 = 25, ..., 50, for male (left) and female (right) new entrants
in the previously described Kompakttarif
Figure 17 illustrates annual net premiums not only for new entrants. It outlines for certain
attained ages the duration-dependence of premiums relying on an age- and duration-depending
decrement model. Obviously, even for ages for which the age-and duration-depending net pre-
miums for new entrants fall below the mere age-depending net premiums, they finally prevail
over the mere age-depending premiums, since they increase with the previous duration. Thus,
even for higher ages, losses due to premiums that do not cover the actual risk are possible.
Recall the dilemma mentioned in the introduction, namely that, on the one hand, it is
actually a matter of actuarial necessity to model the decrement of a PKV portfolio age- and
duration-depending, but that, on the other hand, the use of such a model is forbidden by
several regulations. An appropriate solution of this dilemma consists in adapting a mere age-
depending model in a manner such that the durational effects are taken into account in the best
possible way. For example, Rudolph [2005] suggested the recalculation of mere age-depending
withdrawal rates by using the portion of the overall portfolio reserve which has been left by
withdrawing insured, instead of using relative frequencies of withdrawal. This method has some
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disadvantages, with the major drawback being that the reserves must be derived by using the
incorrect mere age-depending withdrawal rates. In contrast, we suggest to adapt a mere age-
depending model by using the results from a calculation based on age- and duration-depending
decrement rates. Further, we focus on premiums and choose a mere age-depending model such
that the appertaining premiums are the best approximation of the actual age- and duration-
depending premiums (cf. figure 17). But before this is discussed in more detail, we will illustrate
the prospective reserves for both of the above approaches. Afterwards the expressions (qx0+m+
wx0+m) m+1Vx0 and (qx0+m,m + wx0+m,m) m+1Vx0,0 are compared. These quantities correspond
to the portion of the annual increments of the prospective reserves due to reserves which are left
by insured dropping out of the portfolio. The quantity (qx0+m+wx0+m) m+1Vx0 appertains to a
decrement model with mere age-depending annual rates and (qx0+m,m + wx0+m,m) m+1Vx0,0 to
a model with age- and duration-depending annual rates.
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Figure 17: Comparison of mere age-depending annual net premiums with age- and duration-
depending annual net premiums with respect to the previous contract duration u, for male (left)
and female (right) insured at the attained ages x = y = 26, 36, 46, 56
Figure 18 illustrates the prospective reserves mVx0,0 and mVx0 with respect to the attained
age x - or, which is equivalent, with respect to m = x − x0 - for insured with age at issue
x0 = 30 (for female insured, y and y0 are used). Realize that, for small m, the age- and
duration-depending reserves prevail, since the corresponding premiums are higher. In cases of
m being beyond a certain time, however, the mere age-depending prospective reserves prevail,
even though the mere age-depending premiums are lower. According to (4. 13. 6), the annual
increments of the prospective reserve split up into three parts. In view of lower premiums
and equal interest, the increments of the mere age-depending reserve only prevail due to the
third addend in (4. 13. 6). This addend is for both reserves illustrated in figure 19. Regarding
higher ages, it is obvious that the cause of decrement death is less important for women than
for men. Further, there is no significant difference between the values relying on an age- and
duration-depending decrement model and those relying on a mere age-depending model. In
contrast, for younger ages, the considered portion of the annual increments of the prospective
reserves differ significantly. Due to the overestimation of the actual withdrawal rates by the mere
age-depending withdrawal rates, the portion of the overall reserve that is left by withdrawing
insured is also overestimated. This is the main reason for the difference between the annual net
premiums for both approaches applied to the same portfolio.
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Figure 18: Comparison of mere age-depending prospective reserves with age- and duration-
depending prospective reserves with respect to the attained age x (y), for male (left) and female
(right) insured with age at issue x0 = y0 = 30
We now turn to the adaption of a model with mere age-depending annual decrement rates.
Our starting point is a portfolio of insured structured by age and previous sojourn time in
the portfolio. Then, according to example 2. 38 (see also Helwich and Milbrodt [2007]), age-
and duration-depending annual decrement rates can be specified. By using these decrement
rates, age-and duration-depending premiums Px,u can be derived for each age x ∈ AB and each
previous duration in the portfolio u ∈ {0, ..., x − xMIN}. Now let P optx , x ∈ AB, denote mere
age-depending premiums - the notation opt refers to the word optimal - such that for each
x ∈ AB the squared error (SE) is minimized:
SEx : R 3 P optx 7→
∑
u∈{0,...,x−xMIN}
(P optx − Px,u)2. (4. 13. 7)
It is a matter of common sense that the method of least squares results in the average value.





(x− xMIN + 1) . (4. 13. 8)
Thus, the optimal premium P optx can simply be obtained by averaging the age- and duration-
depending premiums Px,u with respect to all possible previous sojourn times u. Given these
optimal premiums (P optx )x∈AB, the corresponding annual withdrawal rates w
opt
x , x ∈ AB can be
derived recursively, provided that the mortality rates are known. Doing so, we set qoptx +w
opt
x = 1
for x = xMAX . For x ∈ AB \ {xMAX}, we get by employing the mere age-depending versions of























j=0 (1− qoptx+j − woptx+j)
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j=1 (1− qoptx+j − woptx+j)





j=1 (1− qoptx+j − woptx+j)
.
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◦ ◦ ◦◦ (q∗ + w∗) ∗−30+1V30
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Figure 19: Comparison of the corresponding third addends of (4. 13. 6) for both prospective re-
serves illustrated in figure 18
This yields






(1− qoptx+j − woptx+j)






(1− qoptx+j − woptx+j),
from which the following can be obtained:
(1− qoptx − woptx ) =
Kx − P optx∑xMAX−x
ν=1 v
ν (P optx −Kx+ν)
∏ν−1
j=1 (1− qoptx+j − woptx+j)
.





Kx − P optx∑xMAX−x
ν=1 v
ν (P optx −Kx+ν)
∏ν−1
j=1 (1− qoptx+j − woptx+j)
. (4. 13. 9)
Employing (4. 13. 9), the sums qoptx + w
opt
x can be derived recursively, starting with x = xMAX−1.
For given annual mortality rates, both independent and dependent annual withdrawal rates
can be determined according to the following procedure. Recall that the differences between
both types of withdrawal rates are fairly small, and hence, the corresponding conversion is often
omitted. In the latter case, the annual withdrawal rates can be determined by means of the
given annual mortality rates and the sums qoptx + w
opt
x , x ∈ AB \ {xMAX} according to (4. 13. 9).
Recall that for x = xMAX , the corresponding sum equals 1. When the withdrawal rates shall
be determined exactly, the formulas (2. 38. 7) and (2. 38. 8) must be employed in the following
















= uqx + uwoptx (1− uqx), x ∈ AB,
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Figure 20: Comparison of original mere age-depending annual withdrawal rates w∗ with optimal
mere age-depending annual withdrawal rates wopt with respect to the attained age, for male
insured (left) and female insured (right)






(1− uqx) , x ∈ AB. (4. 13. 10)
For the values (qoptx + w
opt
x ), x ∈ AB\{xMAX}, the results of (4. 13. 9) must be inserted. Another
application of (2. 38. 7) and (2. 38. 8) finally gives qoptx and w
opt
x for x ∈ AB.
Figure 20 outlines the original mere age-depending annual withdrawal rates w∗ and the
optimal annual withdrawal rates wopt∗ which appertain to the optimal premiums (P
opt
x )x∈AB.
The withdrawal rates wopt∗ are derived according to the procedure introduced above. For most
ages, these optimal withdrawal rates are smaller than the original withdrawal rates. However,
especially for the ages sixty to seventy, the optimal withdrawal rates prevail over the original
withdrawal rates. The reason for this is the same effect as described above: For higher ages,
the mere age-depending withdrawal rates underestimate the actual age- and duration-depending
withdrawal rates not only for short previous contract durations, but also for previous contract
durations of up to ten years or more. For those ages, therefore, the age- and duration-depending
premiums are sometimes smaller than the mere age-depending premiums. Hence, by determining
the optimal premiums as average of the age- and duration-depending premiums, these premi-
ums can also be smaller than the original mere age-depending premiums. For given mortality
rates, this results for the corresponding ages in optimal withdrawal rates being higher that the
withdrawal rates which appertain to the original mere age-depending premiums.
Figure 21 compares the original net premiums P∗ with the optimal net premiums P
opt
∗ for
the ages at issue x0 = y0 = 25, ..., 50. Recall figure 16. Up to the mid-thirties, the optimal
net premiums are closely related to the age- and duration-depending premiums P∗,0 for new
entrants. For higher ages, however, the optimal net premiums almost coincide with the original
net premiums.
Incidentally, in Helwich and Milbrodt [2007], both the original net premiums and the optimal
net premiums are also compared with the premiums of the approach by Rudolph [2005]. Most
of the premiums for the latter approach turn out to be between the original net premiums and
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Figure 21: Comparison of original mere age-depending annual net premiums with optimal mere
age-depending premiums, with respect to the age at issue x0 = y0 = 25, ..., 50, for male insured
(left) and female insured (right)
the optimal net premiums. Hence, Rudolph’s approach takes the durational effects partially
into account, yet not in the best possible way. Note that the best possible way depends on
the criterion for the adaption of one model to another. Instead of the least square method
(cf. (4. 13. 7)), one could prefer another way, for example by weighting the differences between
the age- and duration-depending premiums and the optimal premiums (to be specified) by the
size of the corresponding groups of the portfolio. The latter and other criteria, however, are not
further discussed here.
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Figure 22: Comparison of prospective reserves appertaining to original net premiums with prospec-
tive reserves that appertain to optimal net premiums with respect to the attained age x (y), for
male (left) and female (right) insured with age at issue x0 = y0 = 30
Before discussing PKV modelling for the “new world”, we want to have a look at the prospec-
tive reserves and the portions of the annual increments of the prospective reserves caused by
withdrawing insured. The prospective reserves that appertain to the original net premiums and
the optimal net premiums, respectively are illustrated in figure 22 for insured with age at issue
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30. For this age, the development of the prospective reserve that appertains to the optimal net
premium is similar to the development of the aging provision that appertains to P30,0 for the
age- and duration-depending approach (cf. figure 18). The reason for this is that the optimal net
premium for insured at the age of 30 almost coincides with the age- and duration-depending net
premium P30,0. Nevertheless, the values of both of these prospective reserves are different. Note
that due to the use of different withdrawal rates, the values of these prospective reserves would
also be different if the premiums were exactly equal. According to figure 23, the overestimation
of the portions of the annual increments of the prospective reserve due to withdrawing insured
is here almost completely avoided (cf. figure 19).
In summary we have illustrated that the implementation of durational effects leads to more
realistic modelling, even in situations for which the use of an age- and duration-depending
model is not permitted. After introducing a corresponding model allowing age- and duration-
depending annual decrement rates, we have suggested how to take durational effects in a mere
age-depending model into account in the best possible way. By this procedure, a method is
provided that does not confront with binding regulations, but nevertheless makes the PKV
calculation more realistic. Thus, the dilemma mentioned in the introduction can be solved.
Yet, one has to realize that even the best adaption of a model relying on a mere age-depending
actuarial basis to a model allowing age-and duration-depending annual rates forms a falsification
of the actual structure of the underlying data.
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Figure 23: Comparison of the corresponding third addends of (4. 13. 6) for both prospective re-
serves illustrated in figure 22
We now turn to the “new world”, meaning PKV modelling that takes into account the
regulations due to the GKV-WSG. Though the GKV-WSG is concerned with improving the
competition for the statutory health insurance system (GKV) in Germany, it also demands
substantial reforms for the capital funded part of the German health insurance system, private
health insurance. Important issues are, for example, concerned with changing the insurance
system (GKV ↔ PKV), defining full coverage for private health insurance, and establishing
a standardized tariff, the so-called Basistarif. Regarding PKV modelling, however, one of the
main issues of the GKV-WSG consists in granting a transfer of the aging provision (or at least
a substantial part of it) in case of changing the insurer. Hence, in the situation of the “new
world”, the role of the cause of decrement withdrawal changes. For the “new world”, this cause
of decrement splits up into two possible scenarios with different consequences. The first scenario
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is given by the change of an insured into another PKV company, and the second corresponds to a
change into the statutory health insurance system. Since the GKV-WSG allows the cancellation
of an insurance contract with full coverage only in cases where a new contract can be attested,
there are no further possibilities. The change into the statutory health insurance system can be
considered analogously to the cause of decrement withdrawal within the “old world”, meaning
that insured lose their full aging provision. Hence, the calculation regarding the standardized
tariff - according to the revised KalV (see [1996]), the calculation for this tariff only allows the
causes of decrement change into GKV and death - corresponds to the PKV modelling for the “old
world”. For a change into another PKV company, however, the GKV-WSG intends a transfer
value, the so-called U¨bertragungswert. This transfer value depends on the prospective reserve
for the changing insured, but it does not necessarily correspond to the full aging provision. Since
according to the revised KalV (§ 13a Abs.1), the maximum amount of this value is closely related
to the ageing provision that pertains to an insured with equal previous contract duration in the
standardized tariff. It is a matter of current actuarial discussions how to define the transfer
value exactly and how to derive it best possible. Such discussions are not enforced here.
Our aim is simply to consider the above introduced approach in the light of the “new world”.
Regarding this approach to handle durational effects, the situation for the “new world” raises two
questions. Firstly, there is the question of whether or not the problem, consisting in the risk of
possible losses (or in the shifting of risks) due to disregarding the actual duration-dependence of
withdrawal rates, will continue to exist. According to the theorem of Cantelli (cf. Milbrodt and
Helbig [1999], section 10D), the cause of decrement withdrawal can completely be disregarded
in cases where the overall prospective reserve serves as withdrawal benefit. This, however, is
not fulfilled for the situation of the “new world”. By splitting up the former cause of decrement
withdrawal into two causes of decrement, transition into GKV and transition into PKV, it is
obvious that transition into GKV implicates the loss of the full ageing provision. Further, for
transition into PKV, insured may also lose a part of there aging provision. Hence, none of
these two causes of decrement can be disregarded. Concerning the duration-dependence of the
rates for these transitions, future investigations must be enforced to analyze the impacts of the
dependence on age and previous contract duration.
The second question raised by the new situation is concerned with the adaption of our ap-
proach. Due to the intended transfer values - which will here for the sake of simplicity be
regarded as age- and duration-depending transition benefits - the PKV model introduced in ex-
ample 2. 38 must be generalized. In what follows, we will generally consider the implementation
of age- and duration-depending transition benefits, which can, for example, be specified as trans-
fer values. For PKV modelling, there are two different ways of implementing the financing of a
transition benefit for decrement due to transition into PKV. The first is given by considering a
model with three causes of decrement, with the decrement due to transition into PKV incurring
a transition benefit. The second is given by the usual model with two causes of decrement, yet
with the withdrawal rates being reduced such that they reflect the reserve that is actually left
by withdrawing insured.
We start by considering an age- and duration-depending model with three causes of decre-
ment. For x ∈ AB and u ∈ {0, ..., x − xMIN} let qx,u be annual mortality rates, wGKVx,u annual
rates for transition into GKV, and wPKVx,u annual rates for transition into PKV. For an insured
with attained age x and previous contract duration u, let mTx,u denote the transition benefit
at time m ∈ N0, with x +m ≤ xMAX , which is assumed to be payable at the end of the year
of transition. By assuming (2. 38. 1), and adapting (2. 38. 2) as well as (2. 38. 4) to the present
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PKV
x+ν,u+ν , (4. 13. 11)








(1− qx+j,u+j − wGKVx+j,u+j − wPKVx+j,u+j). (4. 13. 12)
By taking (4. 13. 12) into account, the annual net premiums can be obtained by means of
(4. 13. 3), with a¨x,u being specified by (4. 13. 2). For a given mortality table, given annual age-
and duration-depending decrement rates (which can be specified as explained in example 2. 38),
and given transition benefits, the above formulas yield age- and duration-depending premiums
Px,u, x ∈ AB, u ∈ {0, ..., x − xMIN}. Using these premiums, the optimal mere age-depending
premiums P optx , x ∈ AB, can be obtained as average with respect to all possible previous dura-
tions.
The optimal premiums P optx , x ∈ AB, can be used to determine the corresponding decrement
rates. For this, we consider the model with two causes of decrement and reduced withdrawal
rates, with withdrawal including both transition into PKV and transition into GKV. For this
model, the mortality rates qx,u are the same as for the above model. Regarding the with-
drawal rates, we follow the approach of Richter [2007], yet generalized by allowing age- and
duration-depending parameters. According to this approach, the withdrawal rates are given
by wx,u = wGKVx,u + w˜
PKV




x,u (1 − κx,u) denote the reduced annual rates
for the decrement due to transition into PKV. The quantity κx,u is implemented to reduce the
corresponding decrement rates in order to finance the transition benefit. The present value of




(1− qx+j,u+j − wGKVx+j,u+j − wPKVx+j,u+j (1− κx+j,u+j)). (4. 13. 13)
Obviously, for κx,u ≡ 0 and mTx,u ≡ 0, both models coincide.
Considering the second model, one obtains, by disregarding the duration-dependence of the




(1− qx+j − wGKVx+j − wPKVx+j (1− κx+j)). (4. 13. 14)
Using the optimal premiums P optx , x ∈ AB, and the above introduced recursion to obtain cor-








(1− κoptx ), x ∈ AB. (4. 13. 15)
From these sums, the single components must be derived. As in the situation of the “old world”,
the parameters which do not depend on the previous contract duration must be used to specify
the other optimal parameters. Thus, by omitting the conversion from independent rates into
dependent rates, the above sums can be reduced by the given mortality rates. Further, we assume
that mere age-depending rates for decrement due to transition into GKV are also given. This
can be granted by assuming that these decrement rates do not depend on the previous contract
duration. As mentioned above, the impact of the previous contract duration on the rates for
decrement due to transition into GKV should be investigated. Since such transitions seem to
be rather motivated by administrational regulations than by the own choice of an insured, we
could imagine that the duration-dependence of these rates is not significant. Another way to get
optimal mere age-depending rates for transition into GKV - even in case that they are actually
age- and duration-depending - is given by assuming that these rates are the same as the rates
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for transition into GKV used for the calculation of the standardized tariff. Since for the latter,
optimal mere age-depending rates for transition into GKV can be simply derived according to
our introduced method for the “old world”.
In summarizing the above we assume that it remains to specify wPKVx
opt and κoptx for x ∈ AB.
This can be done by firstly setting mTx,u ≡ 0 and κx,u ≡ 0, and afterwards deriving wPKVx opt
with the corresponding optimal premiums based on the above first model without transition
benefit. Thus, wPKVx







, x ∈ AB. (4. 13. 16)





Regarding the “new world”, we altogether maintain, that firstly, it must be investigated
which parameters do significantly depend on the previous duration of an insured in the portfolio.
Beside the decrement rates, also the claims amounts per risk can be taken into consideration.
After that, an age- and duration-depending model must be used to obtain the actual age- and
duration-depending premiums, from which the optimal premiums can be derived. The crucial
step is then to get the optimal values for all parameters that actually depend on the previous
contract duration. As we have seen, this can be realized with the approach introduced above,
provided that not too many parameters must be specified. M
As announced, the second example is concerned with a non-discrete model for permanent
health insurance.
4. 14 Example. Consider a single policy (p) modelled by a pure jump process (Xt)t≥0 with
states a ∼active, i ∼invalid and d ∼dead. Recovery is implemented in the model. Hence, the
set of transitions is given by J := {(a, i), (a, d), (i, a), (i, d)} . The set of states and the possible
transitions for this model are sketched in figure 3. Further, the following tables are used: The
mortality rates for active insured are taken from the mortality table DAV-ST 1994 T; for the
disability rates, we use the table DAV-IT 1997. The mortality rates as well as the recovery
rates for disabled insured are originated from the select-and-ultimate tables DAV-SST 1997 TI
and DAV-SRT 1997 RI, respectively. Note that we only use the corresponding tables for male
insured. The rates of transitions from the state active are assumed to depend only on the
attained age of an insured. The rates of transitions from the state invalid, however, are allowed
to depend additionally on the time elapsed since disablement.
According to the previous example, tables of annual rates determine the distribution of
a discrete model (Xt, Ut) = (Xbtc, Ubtc), t ≥ 0, provided that a condition of stationarity (cf.
(2. 38. 1)) holds. For such a discrete model, transitions are only allowed at integer times or at
integer ages. In order to specify the joint distribution of a jump time and the corresponding
destination state between integers, further assumptions must be added. Doing so, it is often
assumed in actuarial science that the distribution of transitions within each year of age is a
uniform distribution. To achieve this, linear interpolation can be employed according to what
follows. Before this, however, an appropriate condition of stationarity will be formulated. For
this, we closely follow Milbrodt and Helbig ([1999], section 6B), who introduced a condition of
stationarity for a generalized Markov approach.
Let x ≥ 0 be the age at issue for the holder of the policy (p), and (Ω,F, P, ((X(x)t , U (x)t ))t≥0)
a bivariate Markov process recording the current state of the policy and the corresponding time
elapsed since entering this state. Further, for s ≥ 0, the time of the first jump after s and the
corresponding destination state are denoted by T (x)(s) and X(x)
T (x)(s)
, respectively. According
to definition 2. 24, we define the conditional distribution of T (x)(s) and X(x)
T (x)(s)
, given the the
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current state X(x)s and the time elapsed since entering this state U
(x)
s , as
Q(x)yz (s, t, u) := P
(
T (x)(s) ≤ t,X(x)T (s) = z|X(x)s = y, U (x)s = u
)
, 0 ≤ u ≤ s ≤ t, (y, z) ∈ J .
Further,




Q(x)yz (s, t, u), 0 ≤ u ≤ s ≤ t, y ∈ S. (4. 14. 1)
q
(x)
yz is assumed to be the appertaining cumulative transition intensity for the transition from y
to z, and −q(x)yy the cumulative intensity of decrement for state y. In view of (2. 38. 1), we state
the following assumption:
Assumption.
For x ≥ 0 and h ≥ 0 we stipulate
Q(x)yz (s+ h, t+ h, u) = Q
(x+h)




T (x)(s+ h) ≤ t+ h,X(x)T (s+h) = z|X
(x)






T (x+h)(s) ≤ t,X(x+h)T (s) = z|X(x+h)s = y, U (x+h)s = u
)
. (4. 14. 3)
To avoid confusion when comparing (4. 14. 3) and (2. 38. 1), realize that the age x denotes
here the age at issue of the contract. In the situation of (2. 38. 1), however, x denotes the
attained age of an insured. Further, the time elapsed since the current state was entered is for
the PKV model always related to the state active and corresponds to the difference of attained
age and age at issue. From (4. 14. 2) and (4. 14. 1), it follows that
Q(x)y (s+ h, t+ h, u) = Q
(x+h)
y (s, t, u), 0 ≤ u ≤ s ≤ t, y ∈ S,
as well as
q(x)yz (s+ h, t+ h, u) = q
(x+h)
yz (s, t, u), 0 ≤ u ≤ s ≤ t, (y, z) ∈ S2. (4. 14. 4)
The latter results in the fact that a single cumulative transition intensity matrix q(0) is sufficient
to obtain the corresponding transition intensities for each age x, namely by means of
q(x)yz (s, t, u) = q
(0)
yz (x+ s, x+ t, u), 0 ≤ u ≤ s ≤ t, (y, z) ∈ S2.
In contrast to Milbrodt and Helbig ([1999], section 6B), this transition intensity matrix does not
correspond to a Borel measure on the positive real line, but it relies on a kernel in accordance
to the additional duration-dependence.
By employing the exponential formula (2. 24. 7) and the property (2. 27. 1), one obtains with
(4. 14. 4) a counterpart to the usual product formula for the probabilities of remaining in a certain
state (cf. (2. 38. 2)). Thus, for y ∈ S, x, u ≥ 0, and k, l ∈ N satisfying u ≤ k, the following holds:
p¯(x)y (k, k + l, u) =
l−1∏
j=0
p¯(x)y (k + j, k + j + 1, u+ j) =
l−1∏
j=0
p¯(x+k+j)y (0, 1, u+ j). (4. 14. 5)
Regarding select-and-ultimate tables, the right-hand side of the above equation reflects for u ∈ N
the use of annual rates along the arrows in figure 4, since the time spent in a certain state in-
creases with increasing age, provided that no transition occurs. Note that annual rates, contained
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in a certain table, correspond to probabilities of certain transitions between two successive inte-
ger times. This means, for example, for annual mortality rates of disabled insured - as gathered
in the table DAV-SST 1997 TI - the following: Let x ∈ N be the technical age of an insured and
n, u ∈ N satisfying u ≤ n. Then
Q
(x)
id (n, n+ 1, u) := q
ii
[x+n−u]+u.
According to condition (4. 14. 2), the age at issue is in the sequel not explicitly indicated. Doing
so, we write Q∗ instead of Q
(x)
∗ . Further, realize that the entries of select-and-ultimate tables
actually correspond to independent probabilities uqii∗ , which should be converted into dependent
probabilities qii∗ (cf. Bowers et al. [1997], section 10.5.1 or Milbrodt and Helbig [1999], section
3 C as well as exercise 3.17 (c)). But as mentioned above, the numerical differences are fairly
small, so that the conversion is often omitted.
After all these preliminaries, we will now explain how to derive the corresponding distribu-
tions of transitions between integer ages. Doing so, we consider for (y, z) ∈ J and n, u ∈ N
satisfying u ≤ n
Qyz(n, n+ 1, u) = P (T (n) ≤ n+ 1, XT (n) = z|Xn = y, Un = u),
and define
Qyz(n, t, u) := (t− n)Qyz(n, n+ 1, u), t ∈ (n, n+ 1]. (4. 14. 6)
This definition yields the following consequences (cf. Milbrodt and Helbig [1999], Satz 6.24).
Theorem. Let (y, z) ∈ J , n, u ∈ N satisfying u ≤ n, and n < s ≤ t ≤ n+ 1. Further, assume
(4. 14. 6) and P (Xn = y, Un = u) > 0. Then
Qyz(s, t, s− n+ u) = (t− s)Qyz(n, n+ 1, u)1− (s− n)Qy(n, n+ 1, u) , (4. 14. 7)
and
Qy(s, t, s− n+ u) = (t− s)Qy(n, n+ 1, u)1− (s− n)Qy(n, n+ 1, u) . (4. 14. 8)
Further, the corresponding cumulative transition intensities satisfy (2. 36. 6) and (2. 36. 7) by
means of the densities
µyz(t, t− n+ u) = Qyz(n, n+ 1, u)1− (t− n)Qy(n, n+ 1, u) , t ∈ (n, n+ 1], (4. 14. 9)
as well as
µyy(t, t− n+ u) = − Qy(n, n+ 1, u)1− (t− n)Qy(n, n+ 1, u) , t ∈ (n, n+ 1]. (4. 14. 10)
Thus, qyy|B((n,n+1]) is finite as long as Qy(n, n+ 1, u) < 1.
Proof. We start by verifying (4. 14. 7). Let (y, z) ∈ J , n, u ∈ N satisfying u ≤ n, and
n < s ≤ t ≤ n+ 1. Consider Qyz(n, (s, t], u). On the one hand, we obtain according to (4. 14. 6)
Qyz(n, (s, t], u) = Qyz(n, t, u)−Qyz(n, s, u)
= (t− n)Qyz(n, n+ 1, u)− (s− n)Qyz(n, n+ 1, u)
= (t− s)Qyz(n, n+ 1, u). (4. 14. 11)
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On the other hand, one gets by employing (2. 28. 4), (2. 27. 8), (2. 27. 1), and likewise (4. 14. 6),
Qyz(n, (s, t], u) =
∫
(s,t]




p¯y(n, s, u) p¯y(s, r − 0, s− n+ u) qyz(s, dr, s− n+ u)
= (1−Qy(n, s, u))
∫
(s,t]
p¯y(s, r − 0, s− n+ u) qyz(s, dr, s− n+ u)
= (1− (s− n)Qy(n, n+ 1, u))Qyz(s, t, s− n+ u). (4. 14. 12)
Together with (4. 14. 11), (4. 14. 12) yields (4. 14. 7). (4. 14. 8) follows from (4. 14. 7) by deriving∑
z∈S
z 6=y
Qyz(s, t, s− n+ u).
In order to prove (4. 14. 9), we differentiate (4. 14. 7) with respect to t. This yields
∂Qyz(s, t, s− n+ u)
∂t
=
Qyz(n, n+ 1, u)
1− (s− n)Qy(n, n+ 1, u) . (4. 14. 13)
According to (2. 28. 4) and (2. 36. 6), the left-hand side of (4. 14. 13) also corresponds to
p¯y(s, t, s− n+ u)µyz(t, t− s+ s− n+ u) = (1−Qy(s, t, s− n+ u))µyz(t, t− n+ u).
Hence,
µyz(t, t− n+ u) = Qyz(n, n+ 1, u)(1− (s− n)Qy(n, n+ 1, u)) (1−Qy(s, t, s− n+ u)) ,
which yields the assertion (4. 14. 9) by applying (4. 14. 8). Further, (4. 14. 10) follows according
to (2. 36. 7). ¤
As mentioned above, select-and-ultimate tables only provide transition probabilities for in-
teger times. In the same manner, the duration-dependence is likewise only recorded for integer
values. In order to obtain a model for continuous time, we will therefore also employ linear
interpolation on this level. In doing so, we define in addition to (4. 14. 6) for u ∈ (m−1,m] with
m ∈ N satisfying m ≤ n
Qyz(n, n+ 1, u) := (m− u)Qyz(n, n+ 1,m− 1) + (u−m+ 1)Qyz(n, n+ 1,m)
= (m− u)Qyz(n, n+ 1,m− 1)− (m− u− 1)Qyz(n, n+ 1,m). (4. 14. 14)
By inserting (4. 14. 14) into the right-hand sides of (4. 14. 7) and (4. 14. 9), the corresponding
formulas also become applicable for u /∈ N. By afterwards substituting l := s− n+ u, we obtain
for n ≤ s ≤ t ≤ n+ 1 and l ≥ s− n satisfying l − s+ n ∈ (m− 1,m]








(m− l + s− n)Qy(n, n+ 1,m− 1)− (m− l + s− n− 1)Qy(n, n+ 1,m)
) .
For l < s− n, we set
Qyz(s, t, l) =
(t− s)
(




mQy(n, n+ 1,m− 1)− (m− 1)Qy(n, n+ 1,m)
) .
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This corresponds to the case of l = s − n. Regarding the densities, we get, by substituting
l := t− n+ u, for t ∈ (n, n+ 1] and l ≥ t− n satisfying l − t+m ∈ (m− 1,m]
µyz(t, l) (4. 14. 16)
=
(




(m− l + t− n)Qy(n, n+ 1,m− 1)− (m− l + t− n− 1)Qy(n, n+ 1,m)
) .
The case of l < t− n is likewise put on a level with l = t− n, resulting in
µyz(t, l) =
(




mQy(n, n+ 1,m− 1)− (m− 1)Qy(n, n+ 1,m)
) . (4. 14. 17)
In summary, the assumptions (4. 14. 2), (4. 14. 6), and (4. 14. 14) allow us to fully base the calcu-
lations concerning a single policy (p) described by a bivariate Markov process ((Xt, Ut))t≥0 on
corresponding select-and-ultimate tables. Under these assumptions, the cumulative transition
intensities are continuous and piecewise continuously differentiable. The appertaining densities
can be obtained by (4. 14. 16), (4. 14. 17), and





We turn back to the above PHI policy (p) and assume a finite policy term which is in the




fy(τ, τ − s+ u)
n−1∑
k≥s
εk(dτ), 0 ≤ u ≤ s, y ∈ S, k ∈ N, B ∈ B([s, n)).
Then, by inserting
p¯y(s, τ, u) = exp{q(c)yy (s, τ, u)} = exp
{∫
(s,τ ]
µyy(r, r − s+ u) dr
}
, τ ≥ s
(cf. (2. 24. 7)), Thiele’s integral equation of type 1 is for s ≥ 0 and y ∈ S of the form






















(s,τ ] µyy(r,r−s+u) dr µyz(τ, τ − s+ u) dτ.
According to (4. 8. 4), the above system of integral equations must only be solved for u = 0.
Upon setting u = 0, we obtain






















(s,τ ] µyy(r,r−s) dr µyz(τ, τ − s) dτ.
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We recommend solving this system of integral equations numerically, by applying a simple
quadrature rule. Doing so, we choose the right-hand side rectangle formula. In order to solve
an integral of the form
∫
(a,b] I(τ) dτ, let l ∈ N, h := b− a/l and xk = a+ k · h, k = 0, ..., l. Then,
one obtains ∫
(a,b]






This quadrature rule allows us, by setting a = s and b = n, to solve the system of integral
equations (4. 14. 19) recursively, by means of









































(xk−1,xj ] µyy(r,r−xk−1) dr µyz(xj , xj − xk−1),
for k = 1, ..., l. The starting point for this recursion is the point of termination of the contract n.
The initial condition is given by v(xl)V +(y,0)(xl) = v(n)V
+
(y,0)(n) = 0, ∀y ∈ S.With the recursion
(4. 14. 20), we obtain for all states y ∈ S the values
v(xk)V +(y,0)(xk), k = 0, ..., l. (4. 14. 21)
Afterwards, in order to derive a specific prospective reserve V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S accord-
ing to (4. 14. 18), the integral of the right-hand side of (4. 14. 18) can be likewise numerically
computed by inserting the values (4. 14. 21).
We want to continue by specifying the policies under consideration and the surrounding
framework for this example. The capital accumulation function K is determined by assuming
compound interest with force of interest (interest intensity) φ = ln(1.04). The assurance pay-
ments according to definition 3. 9 are chosen as independent of the time spent in the current
state, since this example is presented to quantify the impact of durational effects due to recov-
ery and mortality rates of disabled insured. In order to achieve this, the results of a calculation
based on a semi-Markov model shall be compared with the results relying on the corresponding
Markov model. (For the latter, the ultimate tables of the select-and-ultimate tables DAV-SST
1997 TI and DAV-SRT 1997 RI are used.) Consequently, in order to ensure that the differences
are solely caused by regarding or disregarding the duration-dependence of the corresponding
rates, we assume equal actuarial payments for both models. Doing so, we define the transition
benefits according to
Dai ≡ Dia ≡ 0, Dad ≡ Did ≡ 1000, and DT = Id.
In the case of disability, the insured is provided an annual annuity of 100 currency units, payable
in advance. This corresponds to
Fi(s, dτ, u) = 100 ·
n−1∑
k≥s
εk(dτ), 0 ≤ u ≤ s ≤ n.
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The net premium P is only payable in state active, likewise annually in advance:
Fa(s, dτ, u) = P ·
n−1∑
k≥s
εk(dτ), 0 ≤ u ≤ s ≤ n.
P is determined by the principle of equivalence. It can be obtained upon dividing the actuarial
present value of benefits PVB by the actuarial present value of premiums PVP , both of which
can be obtained by computing V +(a,0)(0) according to (4. 14. 19). The former follows by assuming
zero premiums, and the latter by assuming zero benefits.



















Figure 24: Comparison of prospective reserves in state active for male insured with age at issue
x = 20; V +(a)(s) (left) is the prospective reserve within a Markov model, and V
+
(a,s)(s) (right) is the
prospective reserve relying on the corresponding semi-Markov model
We consider policies with term n = 30 for insured of three different ages at issue, x =
20, 30, 40. Figure 24 illustrates, for both the Markov model and the semi-Markov model, the
development of the prospective reserve for insured with age at issue x = 20 who remain in state
active. In case of a Markov model, this prospective reserve only depends on the time since
policy issue. Yet, in case of a semi-Markov model, the reserve in state active also depends on
the time elapsed since the current state was entered. As long as the insured remains in state
active, however, this time corresponds to the time since policy issue. According to figure 24, no
difference can be observed between the prospective reserve based on a Markov model (left) and
the prospective reserve based on a semi-Markov model (right). The reason for this is that the
rates of transitions from the state active are for both models assumed to be independent of the
time elapsed since entering this state. Yet, though no difference can be observed, the numerical
values differ by a magnitude of up to five percent. The duration-dependence of both recovery
and mortality rates causes - particularly for short durations elapsed since onset of disability -
higher probabilities of leaving the state invalid (cf. figure 5). Further, most of the benefits are
usually intended for this state. Hence, the actuarial present values of benefits decrease when a
semi-Markov model is used. The table below presents the actuarial present values of benefits
PVB and the net premiums P for all three ages at policy issue being considered. The last row
contains the percentage of the premiums based on the semi-Markov approach when compared
with the premiums of the Markov approach. Note that the use of a semi-Markov model yielding
smaller premiums is not generally valid. Rather, it depends on the construction of the policy
specifications.
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age at issue x = 20 x = 30 x = 40
PVB P PVB P PVB P
Markov model 67.05 3.87 132.96 7.94 304.62 20.37
semi-Markov model 64.99 3.75 128.04 7.62 298.77 19.92
percentage 97% 96% 97.8%
We now turn to the prospective reserves in state invalid. The figures 25a - 25c outline,
likewise for both models, the prospective reserves in this state with respect to the time since
policy issue and accordingly with respect to both the time since policy issue and the time
elapsed since disablement. Since a policy is usually commencing in state active, we consider the
development of the reserves beginning five years after policy issue.













Figure 25a: Comparison of prospective reserves in state invalid for male insured with age at issue
x = 20; V +(i)(s) (left) is the prospective reserve within a Markov model, and V
+
(i,s−5)(s) (right) is the
prospective reserve relying on the corresponding semi-Markov model
Figure 25a compares the prospective reserve for the Markov approach with the prospective
reserve relying on the semi-Markov model with previous duration u = 0 at time s = 5. This
corresponds to the situation in which the policyholder, who is at the age of 25 at time s = 5,
became disabled at time s = 5. Then, for the first years of disablement, the prospective reserve is
smaller within the semi-Markov framework than within the Markov framework. This is caused by
higher rates for both recovery and mortality for disabled insured with a short previous duration
of disablement, when compared with the corresponding ultimate tables. The latter quantify the
probabilities of recovery or death of disabled insured for whom the onset of disability dates back
more than five years.
Figure 25b compares the prospective reserve for the Markov approach with the prospective
reserve relying on the semi-Markov model with previous duration u = 2 at time s = 5. This
corresponds to the situation in which the policyholder became disabled at the age 23, such that
at time s = 5, the onset of disability dates back two years. Finally, figure 25c compares the
prospective reserve for the Markov approach with the prospective reserve relying on the semi-
Markov model with previous duration u = 5 at time s = 5. In this situation, the insured became
disabled right after the issue of the policy, such that at time s = 5, the insured has been invalid
for five years. Due the select period of r = 5, the duration-dependence has no more impact on
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the results in cases where the corresponding event dates back five years or more. Hence, the
prospective reserves in figure 25c coincide at each time.













Figure 25b: Comparison of prospective reserves in state invalid for male insured with age at issue
x = 20; V +(i)(s) (left) is the prospective reserve within a Markov model, and V
+
(i,s−3)(s) (right) is the
prospective reserve relying on the corresponding semi-Markov model













Figure 25c: Comparison of prospective reserves in state invalid for male insured with age at issue
x = 20; V +(i)(s) (left) is the prospective reserve within a Markov model, and V
+
(i,s)(s) (right) is the
prospective reserve relying on the corresponding semi-Markov model
In summary one can say that for the impact of durational effects concerning a single policy
three things are important. Firstly, it must be clarified as to what kind of effect is caused by
allowing the annual rates to depend additionally on the time elapsed since the current state
was entered. Do the probabilities of remaining in this state increase, or do they decrease by
taking into account the time elapsed since entering the current state? Secondly, it is important
what payments are intended for the state considered. Do the actuarial present values of both
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premiums and benefits increase or decrease with respect to the changes of the probabilities of
remaining in the state under consideration. Thirdly, it is obvious that the length of the select
period r, compared with the policy term n, does significantly intensify the impact of durational
effects. M
C Martingale representation of the prospective loss
We start again by considering a single policy (p) modelled by a semi-Markovian pure jump
process (Xt)t≥0 with finite state space S and transition space J . ((Tm, Zm))m∈N0 is the ap-
pertaining homogeneous Markovian marked point process with regular cumulative transition
intensity matrix qˆ. (Nt)t≥0 is the appertaining multivariate counting process, and ((Xt, Ut))t≥0
the appertaining bivariate Markov process with regular cumulative transition intensity matrix
q. From now on, the cumulative transition intensity matrix q will - according to (2. 28. 3) -
always be specified by means of qˆ. The corresponding conditional distributions Q∗ as well as
the conditional probabilities of remaining p¯∗ can then be determined with the aid of (2. 28. 4),
(2. 28. 5), and (2. 24. 7). Regarding the cumulative annuity payment rates F∗, we turn back to






v(τ) |Fˆz|(s, dτ) <∞, s ≥ 0. (4. 14. 22)
Thus, Thiele’s integral equations of type 1 can for 0 ≤ u ≤ s and y ∈ S be represented as
V +(y,u)(s) = K(s)
∫
[s,∞)











p¯y(s, τ − 0, u) qˆyz(s− u, dτ).
As customary, K denotes a capital accumulation function, and v = 1K the appertaining dis-
counting function.
We start by defining the prospective loss. For this, the reader may recall the expressions
V −(t, A), V +(t, A), and V0 according to definition 3. 12, with A being an actuarial payment func-
tion according to definition 3. 9. Then, for a filtration (Ft)t≥0 such that the process ((Xt, Ut))t≥0
is adapted to (Ft)t≥0, the prospective reserve according to definition 4. 1 is generally given as
V +(t) = E[V +(t, A)|Ft], t ≥ 0.
4. 15 Definition. The prospective loss of an insurer up to time t ≥ 0 due to an actuarial
payment function A for a policy (p), is defined as
L(t) := −v(t)V −(t, A) + v(t)V +(t)−E[V0].
Note that in cases where the principle of equivalence is assumed, i.e. E[V0] = 0, the
prospective loss is equal to
L(t) = −v(t)V −(t, A) + v(t)V +(t), t ≥ 0,
which corresponds to the present value of all payments up to time t plus the present value of
the prospective reserve at time t.
C. MARTINGALE REPRESENTATION OF THE PROSPECTIVE LOSS 101
4. 16 Lemma. Assume (3. 10. 1) and (4. 7. 1) yielding E[|V0|] <∞. Then, the prospective loss
(L(t))t≥0 is a centered uniformly integrable martingale with respect to the filtration (Ft)t≥0.
Proof. For each t ≥ 0, both V −(t, A) and V +(t) are Ft-measurable. Hence,
L(t) = E[−v(t)V −(t, A)|Ft] +E[v(t)V +(t)|Ft]−E[V0] = E[V0|Ft]−E[V0]. (4. 16. 1)
Thus, the prospective loss (L(t))t≥0 is adapted to the filtration (Ft)t≥0. Further, the expectation
of L(t) is given by E[L(t)] = E[V0]−E[V0], t ≥ 0, with E[V0] <∞. Hence, (L(t))t≥0 is integrable
with zero mean. It remains to verify the martingale property E[L(t)|Fs] = L(s), s ≤ t. This
obviously holds due to the smoothing property of conditional expectations, i.e. E[E[V0|Ft]|Fs] =
E[V0|Fs] for Fs ⊆ Ft. That (L(t))t≥0 is even a uniformly integrable martingale also follows
from the representation (4. 16. 1). According to this, (L(t))t≥0 is a so-called Doob martingale
(cf. Klebaner [1998], theorem 7.8) for which the uniform integrability holds in general. ¤
Note that the above lemma does not employ specific properties of the actuarial payment
function or the underlying process modelling a single risk. It is only required that both are
adapted to the corresponding filtration.
Theorem 4. 18 states that the prospective loss possesses a certain integral representation.
The corresponding proof is closely related to the establishment of the integral representation of
point process martingales in Bre´maud ([1981], theorem T9), and likewise to the proof of theorem
3.1 in Møller [1993]. Møller adapted the ideas of Bre´maud to the prospective loss due to a single
policy, which can also be considered as a point process martingale. However, both authors
assumed the existence of intensities. Regarding Møller [1993], this means that the cumulative
transition intensities, the cumulative annuity payment rates, and the discounting function are
assumed to be absolutely continuous with respect to the Lebesgue measure λ1. In order to prove
the corresponding integral representation for the prospective loss (L(t))t≥0 within the present
more general set-up, a bit more is involved. Particularly, Thiele’s integral equations of type 1
must be employed. In order to do this without problems due to null sets, it must be granted
that there are versions of prospective reserves which satisfy Thiele’s integral equations of type
1 without exceptional sets.
4. 17 Lemma. Let ((Tm, Zm))m∈N0 be a homogeneous Markovian marked point process with
regular cumulative transition intensity matrix qˆ, and ((Xt, Ut))t≥0 the appertaining bivariate
Markov process with regular cumulative transition intensity matrix q specified by means of qˆ.
Then, there are versions of the prospective reserves V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S, that satisfy
Thiele’s integral equations of type 1 without exceptional sets. Such versions can be specified by
the right-hand side of (4. 3. 1).
Proof. The proof of Thiele’s integral equation of type 1 (cf. theorem 4. 8) basically relies
on the fact that the right-hand side of (4. 3. 1) provides versions of the prospective reserves
V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S. Along with the specification of q, Q∗, and p¯∗ by means of qˆ,
it follows by reproducing the proof of theorem 4. 8 (see A.13) that the prospective reserves
specified by the right-hand side of (4. 3. 1) satisfy Thiele’s integral equations of type 1 without
exceptional sets. ¤
In the following, we will always specify versions of the prospective reserves V +(y,u)(s), 0 ≤
u ≤ s, y ∈ S, by the right-hand side of (4. 3. 1). In a certain sense, this corresponds to the
specification of a set of transition probabilities pyz(s, t, u, v), 0 ≤ u ≤ s ≤ t, v ≥ 0, (y, z) ∈ S2,
for the bivariate Markov process ((Xt, Ut))t≥0 by means of (2. 23. 1) and (2. 23. 2). Recall that
this set of transition probabilities satisfies the backward integral equations (2. 32. 2) identically.
Conversely, inserting these transition probabilities into (4. 6. 2) yields, under assumptions 2. 35
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and 4. 5, the above versions of the prospective reserves which satisfy Thiele’s integral equations
of type 1 identically.
We now turn to the previously mentioned integral representation of the prospective loss.
4. 18 Theorem. Let (Xt,Ft)t≥0 be a semi-Markov process and ((Tm, Zm))m∈N0 the appertaining
homogeneous Markovian marked point process with regular cumulative transition intensity matrix
qˆ. (Nt)t≥0 denotes the associated multivariate counting process, and ((Xt, Ut))t≥0 the appertain-
ing bivariate Markov process with regular cumulative transition intensity matrix q specified by
qˆ. Further, for (y, z) ∈ J , let Ryz be the amount of risk according to definition 4. 10, and Myz
the innovation process according to (2. 17. 2). Then, under the assumptions (2. 14. 1), (3. 10. 1),








v(τ) |V +(z,0)(τ)− V +(y,τ−Tm)(τ)| qˆyz(Tm, dτ)
]
<∞, (4. 18. 1)








v(τ)Ryz(τ, τ − Tm)Myz,dτ , t ≥ 0. (4. 18. 2)
Proof. For the proof of this theorem we refer to A.15 in the appendix. ¤
Assumption (4. 18. 1) ensures, along with (4. 7. 1), that the right-hand side of (4. 18. 2) is




v(τ)Ryz(τ, Uτ−0)Myz,dτ , t ≥ 0. (4. 18. 3)
Generally, both (4. 18. 2) and (4. 18. 3) form under the assumptions stipulated above stochastic
integrals of predictable processes with respect to square integrable martingales. These repre-
sentations of the prospective loss turn out to be appropriate tools for further investigations. In
order to do this, we start by discussing some consequences of the integral representation of the
prospective loss. Firstly, it follows from theorem 4. 18 that the prospective loss (L(t))t≥0, as
well as the loss in a certain state y ∈ S, (Ly(t))t≥0, are square integrable martingales, provided














<∞, t ≥ 0. (4. 19. 1)









v(τ)Ryz(τ, τ − Tm)Myz,dτ , t ≥ 0. (4. 19. 2)




Ly(t), t ≥ 0. (4. 19. 3)
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4. 20 Corollary. Assume the situation of theorem 4. 18. Further, assume (4. 19. 1). Then,
(L(t))t≥0 and (Ly(t))t≥0, y ∈ S, are square integrable martingales.
Proof. In view of the representations (4. 18. 2) and (4. 19. 2), the assertions follow immediately
from theorem A.5. Hence, it remains to verify the assumptions of this theorem. Let (y, z) ∈
J . Under assumption (2. 14. 1), the innovation process Myz according to (2. 17. 2) is a square
integrable martingale (cf. Milbrodt and Helbig [1999], theorem 12.27). The (Ft)t≥0-predictability
of the corresponding integrands, which are in both cases given by the process




is granted by the last assertion of theorem 2. 5. Finally, we obtain with the aid of lemma 2. 18
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v(τ)Ryz(τ, τ − Tm)Myz,dτ , t ≥ 0, (4. 20. 1)
is a square integrable martingale. The sum of square integrable martingales is also a square
integrable martingale. Hence, it follows that both (L(t))t≥0 and (Ly(t))t≥0, y ∈ S, are likewise
square integrable martingales. ¤
Corollary 4. 20 will later be used to prove Hattendorff’s theorem for the present framework.
Another consequence of theorem 4. 18 is given by Thiele’s integral equations of type 2, to which
we turn next.
D Thiele’s integral equations of type 2
Consider prospective reserves V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S, specified by the right-hand side of
(4. 3. 1), and assume (4. 14. 22). Then, these prospective reserves satisfy the system of integral
equations (4. 14. 23) without exceptional sets. Under stronger integrability conditions, another
system of integral equations is satisfied. This system of integral equations is referred to as
Thiele’s integral equations of type 2. For Thiele’s integral equations of type 2 in a Markov
set-up, we refer to Milbrodt and Helbig ([1999], section 10C). Our systems of integral equations
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(4. 22. 1) and (4. 22. 2) form generalizations of (10.21.3) and (10.18.5) in Milbrodt and Helbig
[1999].
The following integrability conditions ensuring Thiele’s integral equations of type 2 to be
well defined rely on Thiele’s integral equations of type 1. Thus, the duration-dependence of the
prospective reserves according to either (4. 6. 1) or (4. 6. 2) can be neglected. Doing so, we assume
that for y ∈ S, the prospective reserves V +(y,0)(s), s ≥ 0, are bounded, with V¯y(s), s ≥ 0, being
an upper bound satisfying |V +(y,0)(s)| ≤ V¯y(s), s ≥ 0. By using the right-hand side of (4. 6. 1)
- which identically corresponds to a prospective reserve specified by the right-hand side of of
(4. 3. 1) - such an upper bound for V +(y,0)(s), s ≥ 0, can be obtained by taking into account the
specific given context. Thus, for example, by employing the restrictions concerning the policy
term (usually finite), the eventual satisfaction of the assumptions 2. 35 and 4. 5 (cf. (2. 15. 3)),
and the specific actuarial payment function, an upper bound according to V¯y(s), s ≥ 0, can be
specified. By using this, we state the following integrability conditions.




























qˆyz(s, (s, τ ])
(
v(DT (τ))Dyξ(τ, τ − s) + v(τ) V¯ξ(τ)
)
qˆyξ(s, dτ) <∞.













qˆyz(s, (s, τ ])
(
K(τ) v(DT (τ))Dyξ(τ, τ − s) + V¯ξ(τ)
)
qˆyξ(s, dτ) <∞.
Under assumption (4. 21. 1), the expressions v(s)V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S, are bounded, since







































(y,u+t)(s+ t) = 0. (4. 21. 4)
The following consequence of theorem 4. 18 presents Thiele’s integral equations of type 2.
4. 22 Corollary. Assume the situation of theorem 4. 18. Further, assume (4. 21. 1) and (4. 21. 2).
Then, the versions of the prospective reserves V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S, specified by the right-










v(τ)Ryz(τ, τ − s+ u) qˆyz(s− u, dτ).
(4. 22. 1)
Further, under assumption (4. 21. 3), the above prospective reserves likewise satisfy










V +(y,τ−s+u)(τ − 0)Φ(dτ), (4. 22. 2)
which is referred to as Thiele’s integral equations of type 2.
Proof. (4. 22. 1) is a consequence of the integral representation for the prospective loss (4. 18. 2).
(4. 22. 2) follows from (4. 22. 1) by employing (3. 2. 3). For a detailed proof of (4. 22. 1) and
(4. 22. 2), we refer to A.16 in the appendix. ¤
Assumption (4. 21. 1) ensures that the last addend of (4. 22. 2) is finite. This can be verified
by employing (4. 14. 23), (3. 2. 1), and Fubini’s theorem: For s ≥ 0 and y ∈ S one obtains∫
(s,∞)















( Dyz(τ, τ − s+ u)
K(DT (τ))
+ v(τ) |V +(z,0)(τ)|
)















K(r − 0)Φ(dr) v(τ)
(
K(τ)






















Assumption (4. 21. 2) ensures for 0 ≤ s ≤ u and (y, z) ∈ J that v(·)V +(y,·−s+u)(·) is integrable
with respect to qˆyz(s − u, ·). This implies, along with (4. 21. 1), that the right-hand side of
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(4. 22. 1) is finite. In almost the same manner, (4. 21. 3) ensures that V +(y,·−s+u)(·) is integrable
with respect to qˆyz(s− u, ·). By using Fubini’s theorem, this can be established as follows∫
(s,∞)

















( Dyξ(τ, τ − s+ u)
K(DT (τ))
+ v(τ) |V +(ξ,0)(τ)|
)















K(r) qˆyz(s− u, dr)
( Dyξ(τ, τ − s+ u)
K(DT (τ))













qˆyz(s− u, (s, τ ])
(
K(τ)















qˆyz(s− u, (s− u, τ ])
(
K(τ)





According to this, it follows with (4. 21. 1) that all integrals on the right-hand side of (4. 22. 2)
are finite.
As counterpart to lemma 4. 9, the following lemma is concerned with the relation between
Thiele’s integral equations of type 2 and the backward integral equations of type 2.
4. 23 Lemma. Thiele’s integral equations of type 2 according to (4. 22. 2) are generalizations
of the backward integral equations of type 2 (2. 40. 1). Conversely, under the assumptions 2. 35,
4. 5, (4. 21. 1) and (4. 21. 3), the backward integral equations (2. 40. 1) imply Thiele’s integral
equations (4. 22. 2).
Proof. In order to prove the first assertion, we use the same parameters as in the proof of
lemma 4. 9. By inserting these parameters into (4. 6. 1), we obtain
V +(y,u)(s) = pyz(s, t, u, v)1(t≥s),
which holds without exceptional sets for versions of prospective reserves V +(y,u)(s), 0 ≤ u ≤ s, y ∈
S, specified by the right-hand side of (4. 3. 1). By inserting this into the right-hand side of
(4. 22. 2), and afterwards applying (2. 28. 3) as well as (2. 27. 5), we get
pyz(s, t, u, v)1(t≥s)
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pyz(τ, t, τ − s+ u, v) qyy(s, dτ, u),
which corresponds for s ≤ t to the backward integral equations (2. 40. 1).
That the backward integral equations (2. 40. 1) imply Thiele’s integral equations (4. 22. 2) can
under the assumptions stipulated above be verified by inserting the backward integral equations
(2. 40. 1) into (4. 6. 2). This yields (4. 22. 1), provided that the cumulative transition intensity
matrix q is specified by qˆ. Thiele’s integral equations (4. 22. 2) can then be obtained by following
the same argumentation as for proving (4. 22. 2). For more details, confer A.17. ¤
So far, we have seen that the versions of the prospective reserves which are specified by the
right-hand side of (4. 3. 1), and hence identically satisfy Thiele’s integral equations of type 1,
also satisfy Thiele’s integral equations of type 2, provided that the corresponding integrability
conditions are fulfilled. The next lemma states that for versions of the prospective reserves which
satisfy Thiele’s integral equations of type 2 identically, Thiele’s integral equations of type 1 also
hold. Hence, under the assumptions (4. 21. 1) and (4. 21. 3), both systems of integral equations
are equivalent.
As we will see in the next section, both systems of integral equations uniquely determine
the prospective reserves. Thus, there is only one set of prospective reserves which fulfills both
Thiele’s integral equations of type 1 and Thiele’s integral equations of type 2 identically. Since
both backward integral equations can be obtained by either inserting specific parameters into
Thiele’s integral equations of type 1 or by inserting the same parameters into Thiele’s integral
equations of type 2, the above relationships also hold for them. In principle, all these relation-
ships were established by Milbrodt and Helbig [1999] in a non-smooth Markov set-up. So it
turns out that they remain valid in a non-smooth semi-Markov set-up.
Further, we have seen by establishing Thiele’s integral equations of type 2 that the integral
representation of the prospective loss (4. 18. 2) implies these integral equations. Conversely, it
can also be shown that Thiele’s integral equations of type 2 imply the integral representation
of the prospective loss. In order to prove this, the corresponding result within a Markov set-up
established by Milbrodt and Helbig ([1999], Hilfssatz 10.36) can be reproduced almost literally.
The starting point for this is given by (4. 22. 1), which must then be understood as consequence
of Thiele’s integral equation of type 2.
We now state that Thiele’s integral equations of type 2 imply Thiele’s integral equations of
type 1. For this, lemma 3. 8 will be used.
4. 24 Lemma. Assume (4. 21. 1) as well as (4. 21. 3), and let V +(y,u)(s), 0 ≤ s ≤ u, y ∈ S, be
versions of the prospective reserves that satisfy Thiele’s integral equations of type 2 identically.
Then, they also satisfy Thiele’s integral equations of type 1 identically.
Proof. For prospective reserves V +(y,u)(s), 0 ≤ s ≤ u, y ∈ S, that satisfy (4. 22. 2) identically,
Thiele’s integral equations of type 1 can then be obtained as follows. Apply (3. 8. 1) to Z(dτ) =
Fˆy(s− u, dτ), and (3. 8. 2) to Z(dτ) = V +(y,τ−s+u)(τ − 0)Φ(dτ) as well as to Z(dτ) = Ryz(τ, τ −
s+u) qˆyz(s−u, dτ). Afterwards, (4. 22. 2) and definition 4. 10 must be applied twice. This yields
Thiele’s integral equations of type 1 which are here given by (4. 14. 23). For a detailed proof, we
refer to A.18 in the appendix. ¤
108 CHAPTER 4. PROSPECTIVE RESERVES AND PROSPECTIVE LOSSES
E Solvability of integral equations for the prospective reserve
This section is concerned with establishing the uniqueness of solutions of Thiele’s integral equa-
tions of type 1 and Thiele’s integral equations of type 2. Recall that the regular cumulative
transition intensity matrix q for the bivariate Markov process ((Xt, Ut))t≥0 is specified by the
regular cumulative transition intensity matrix qˆ for the marked point process ((Tm, Zm))m∈N0 .
Further, regarding Thiele’s integral equations of type 1, the assumption (4. 14. 22) must be sat-
isfied. Regarding to Thiele’s integral equations of type 2, (4. 21. 1) and (4. 21. 3) must hold.
According to the relationship between both types of integral equations - prospective reserves
which identically satisfy the former also satisfy the latter identically (theorem 4. 18 and corollary
4. 22), and conversely, prospective reserves which satisfy the latter identically, also satisfy the
former identically (lemma 4. 24) - the unique solvability of Thiele’s integral equations of type 2
follows from the unique solvability of Thiele’s integral equations of type 1. Hence, it is sufficient
to investigate (4. 14. 23). In the following, we will verify that this system of integral equations
uniquely determines prospective reserves V +(y,u)(s), 0 ≤ s ≤ u, y ∈ S. In order to achieve this,
we firstly disregard the duration-dependence by setting u = 0. Doing so, we consider the system
of integral equations (cf. (4. 8. 4))
V +(y,0)(s) = K(s)
∫
[s,∞)











p¯y(s, τ − 0, 0) qˆyz(s, dτ).
For any u ∈ [0, s], the prospective reserve V +(y,u)(s) can then be derived by computing an integral
according to the right-hand side of (4. 14. 23), the integrand of which only contains prospective
reserves V +(z,0)(·), z 6= y. Hence, the prospective reserves V +(y,u)(s), 0 ≤ s ≤ u, y ∈ S, are uniquely
determined by (V +(y,0)(·))y∈S . As we will see, the latter can be uniquely determined by solving
the system of integral equations (4. 24. 1). Investigating the solvability of this system of linear
integral equations is closely related to the proceedings in Stracke [1997] or Milbrodt and Helbig
[1999], who establish the unique solvability of Thiele’s integral equations in a non-smooth Markov
set-up. Incidentally, Thiele’s integral equations of type 2, which are for u = 0 of the form
V +(y,0)(s) = Fˆy(s, [s,∞))−
∫
(s,∞)








K(t) v(DT (t))Dyz(τ, τ − s) + V +(z,0)(τ)− V +(y,τ−s)(τ)
)
qˆyz(s, dτ),
are not appropriate for determining (V +(y,0)(·))y∈S , because the right-hand side also depends on
prospective reserves with strictly positive previous durations.
4. 25 Theorem. Let q be a regular cumulative transition intensity matrix according to (2. 28. 3).
Further, let A be an actuarial payment function according to definition 3. 9, K a capital ac-
cumulation function, and v the appertaining discounting function. Then, under assumption
(4. 21. 1), the system of integral equations (4. 14. 23) uniquely determines prospective reserves
V +(y,u)(s), 0 ≤ u ≤ s, y ∈ S, which are bounded. Further, if (4. 21. 3) is additionally satisfied,
these prospective reserves also form the one and only solution of Thiele’s integral equations of
type 2 (4. 22. 2).
Proof. Since the regular cumulative transition intensity matrix q is specified by qˆ, the prospec-
tive reserves determined by the right-hand side of (4. 3. 1) satisfy Thiele’s integral equations
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identically (lemma 4. 17). Hence, there is a solution of (4. 14. 23), which is bounded in case that
the corresponding integrability conditions are fulfilled. Under the assumptions (4. 21. 1) and
(4. 21. 3), this solution also satisfies Thiele’s integral equations of type 2 identically (corollary
4. 22). Hence, there is also a solution of (4. 22. 2).
Regarding the uniqueness of these solutions, recall the above arguments. According to them,
we only need to investigate the unique solvability of (4. 24. 1). The lemmata 4. 26 and 4. 27
provide this for actuarial payment functions that appertain to policies with finite terms. Using
the result from lemma 4. 27, the unique solvability of the homogeneous system generally follows
(lemma 4. 28). Hence, by using the same arguments as in the proof of lemma 4. 27, the unique
solvability of (4. 24. 1) can be verified. ¤
4. 26 Lemma. Let qˆ be a regular cumulative transition intensity matrix according to definition
2. 8, and n > 0. Further, let K be a capital accumulation function, and v the appertaining







v(τ)hz(τ) p¯y(s, τ − 0, 0) qˆyz(s, dτ), s ∈ [0, n], y ∈ S (4. 26. 1)
has a unique Borel-measurable and bounded solution, namely hy ≡ 0, y ∈ S.
Proof. This proof reproduces the corresponding result in Stracke [1997] or Milbrodt and Helbig
([1999], Hilfsfssatz 10.25), but it takes into account the additional dependence of the cumulative
transition intensities. In view of (4. 26. 1), hy ≡ 0, y ∈ S, is obviously a solution. We now
demonstrate that this is the one and only solution. Obviously, for each y ∈ S, hy is right
continuous and satisfies hy(n) = 0. Assume hy 6= 0 for any y ∈ S. Further, let
t0 := min{s ∈ [0, n]
∣∣hy∣∣[s,n] ≡ 0, y ∈ S}.





∣∣ s ∈ [s0, t0)} < 1.
By using (4. 26. 1), this yields the following contradiction:
0 < sup
















∣∣ s ∈ [s0, t0], y ∈ S}
≤ c · sup{|v(s)hy(s)|∣∣ s ∈ [s0, n], y ∈ S} .
¤
4. 27 Lemma. Let qˆ be a regular cumulative transition intensity matrix according to definition
2. 8, A an actuarial payment function with finite term n > 0, and K a capital accumulation
function with appertaining discounting function v. Further, assume (4. 21. 1). Then, for 0 ≤
s ≤ n, and y ∈ S, the following system of integral equations
V +(y,0)(s) = K(s)
∫
[s,n]











p¯y(s, τ − 0, 0) qˆyz(s, dτ)
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has a unique Borel-measurable and bounded solution.
Proof. According to the argumentation in the proof of theorem 4. 25, there is at least one
solution of (4. 27. 1). In order to verify the uniqueness of this solution, assume that there are two
different solutions V +(y,0), y ∈ S, and V˜ +(y,0), y ∈ S. Then, the difference hy := V +(y,0)− V˜ +(y,0), y ∈ S,
must be a solution of (4. 26. 1), since (4. 26. 1) is the homogeneous counterpart of (4. 27. 1).
According to lemma 4. 26, however, hy ≡ 0, y ∈ S, is the one and only solution of (4. 26. 1).
Hence, V +(y,0) ≡ V˜ +(y,0). Thus, (4. 27. 1) has only one solution. ¤
4. 28 Lemma. Let qˆ be a regular cumulative transition intensity matrix according to definition
2. 8. Further, let K be a capital accumulation function, and v the appertaining discounting







v(τ)hz(τ) p¯y(s, τ − 0, 0) qˆyz(s, dτ), s ≥ 0, y ∈ S, (4. 28. 1)






v(t) |hz(t)| qˆyz(s, dt) <∞ ∀s ≥ 0, (4. 28. 2)
namely hy ≡ 0, y ∈ S.
Proof. For the proof we refer to A.19 in the appendix. ¤
With lemma 4. 28, theorem 4. 25 is completely verified. Recall that the backward integral
equations (2. 32. 1), (2. 32. 2), and (2. 40. 1) are special cases of Thiele’s integral equations of type
1 and Thiele’s integral equations of type 2, respectively. Hence, it also follows from theorem
4. 25 that these systems of integral equations are uniquely solvable. Further, the derivation of
solutions to (2. 32. 2) can be performed in a manner similar to solving Thiele’s integral equations
of type 1, namely by firstly disregarding the duration-dependence and solving the corresponding
system.
F Loss variances and Hattendorff’s theorem
Now we want to derive variances of the prospective loss by using a version of Hattendorff’s
theorem which is adapted to our semi-Markov set-up. We consider the prospective loss according
to (4. 18. 2), and assume (4. 19. 1). For the corresponding results in a generalized Markov set-up,
we likewise refer to Milbrodt and Helbig ([1999], section 10E).
4. 29 Theorem. [Hattendorff’s theorem] Assume the situation of theorem 4. 18. Further,
assume (4. 19. 1). Then, the prospective losses in state (Ly(t))t≥0, y ∈ S, are centered square



















(v(τ))2Ryz(τ, τ − Tm)Ryξ(τ, τ − Tm)
· 1{Zm=y} qˆyz(Tm, {τ}) qˆyξ(Tm, dτ), t ≥ 0, (4. 29. 1)




〈Ly〉t. (4. 29. 2)
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Proof. According to the proof of corollary 4. 20, the assumptions of theorem A.5 are satisfied
in cases where (4. 19. 1) is fulfilled. It follows from theorem A.5 that the predictable covariation












(v(τ))2Ryz(τ, τ − Tm)Rηξ(τ, τ − Tm) 〈Myz,Mηξ〉dτ .
By inserting (2. 18. 1), the above can represented as




















(v(τ))2Ryz(τ, τ − Tm)Ryξ(τ, τ − Tm)
·1{Zm=y} qˆyz(Tm, {τ}) qˆyξ(Tm, dτ).







〈Ly〉t, t ≥ 0 (4. 29. 3)
follows immediately from the above. ¤
Another consequence of theorem A.5 is that the variance of the prospective loss (Ly(t))t≥0
in state y ∈ S can simply be obtained by means of V [Ly(t)] = E [〈Ly〉t] , t ≥ 0, y ∈ S. Since
the prospective losses are centered martingales, this follows from (A. 5. 3). Hence, according to
(4. 29. 3), one obtains






V [Ly(t)] , t ≥ 0. (4. 29. 4)
For the variance of the prospective loss L(t) up to time t ≥ 0, it is therefore sufficient to derive the
variance of the corresponding losses in state (Ly(t))t≥0, y ∈ S. This can be obtained by deriving
the expectation of (4. 29. 1). Note that deriving the expectation of (4. 29. 1) corresponds in a
sense to the derivation of the prospective reserve according to theorem 4. 6.
4. 30 Corollary. Assume the situation of theorem 4. 18. Further assume (4. 19. 1) and 2. 35.




P (Z0 = η) ·E[〈Ly〉t|T0 = 0, Z0 = η], (4. 30. 1)
where



















(v(τ))2Ryz(τ, l)Ryξ(τ, l)λyz(τ, l) λyξ(τ, l) pηy(0, τ − 0, 0, dl)
·Λyz({τ})Λyξ(dτ) (4. 30. 2)
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for η ∈ S satisfying P (Z0 = η) > 0.
Proof. For the proof, we refer to A.20 in the appendix. ¤
Formula (4. 30. 2) generalizes the corresponding result in Milbrodt and Helbig ([1999], Fol-
gerung 10.39). Yet, analogously to formula (4. 6. 2) for the prospective reserve, (4. 30. 2) is due
to the additional duration-dependence of the cumulative transition intensities not suitable to
derive the variance of prospective losses. This drawback corresponds to the problem formulated
by Norberg [1992] (see our introduction). Regarding the derivation of prospective reserves, how-
ever, one observes that though this problem appears when using formula (4. 6. 2), it does not
appear for Thiele’s integral equations of type 1. Driven by this observation, we will establish a
system of integral equations in order to derive E[〈Ly〉t|T0 = 0, Z0 = η] for t ≥ 0 and (η, y) ∈ S2.
This is what the next section is concerned with.
G Integral equations for the loss variance
In order to establish a system of integral equations allowing us to derive the variance of prospec-
tive losses more comfortably, we consider
VLy(t)(η) (s) := E[〈Ly〉t − 〈Ly〉s|T0 = s, Z0 = η], 0 ≤ s ≤ t, (η, y) ∈ S2. (4. 30. 3)
According to (4. 29. 1), it turns out that for L(T0, Z0|P )-a.e. (s, η) ∈ [0,∞)× S
VLy(s)(η) (s) = 0.
For s = 0, one obtains L(Z0|P )-a.s.
VLy(t)(η) (s) = E[〈Ly〉t|T0 = 0, Z0 = η]. (4. 30. 4)
This yields
V [Ly(t)] = E
[〈Ly〉t] = ∑
η∈S
VLy(t)(η) (0)P (Z0 = η). (4. 30. 5)
The following theorem establishes a system of integral equations for the expressionsVL∗∗ accord-
ing to (4. 30. 3). In contrast to (4. 30. 2), this system of integral equations allows us to derive
(4. 30. 4) without an additional integration due to the duration-dependence of the cumulative
transition intensities.
4. 31 Theorem. Assume the situation of theorem 4. 18. Further assume (4. 19. 1), and let
0 ≤ s ≤ t <∞, and (η, y) ∈ S2. Then, the conditional expectations VL∗∗ satisfy for L(T0, Z0|P )-
a.e. (s, η) the system of integral equations


















δηy (v(τ))2Rηz(τ, τ − s)Rηξ(τ, τ − s) qˆηz(s, {τ}) p¯η(s, τ − 0, 0) qˆηξ(s, dτ).
Proof. For the proof we refer to A.21 in the appendix. ¤
As mentioned above, by using the system of integral equations (4. 31. 1), the additional
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integration due to the duration-dependence can be avoided. Further, the transition probabilities
of the bivariate Markov process ((Xt, Ut))t≥0 do not have to be provided, and assumption 2. 35
can be omitted. To summarize, (4. 31. 1) has almost all advantages of Thiele’s integral equations
of type 1 when compared to (4. 6. 2).
A solution to the system (4. 31. 1) for VLy(t)(∗) (·) yields by means of (4. 30. 5) the variance
of the prospective loss in state y up to time t. Hence, in order to compute, for example, the
variances of all annual losses, the loss variances must be derived for all integer times and all
possible states, each of which refers to a system of the form (4. 31. 1). This procedure can be
compared with that of deriving transition probabilities of a non-smooth Markovian pure jump
process by using a system of integral equations according to (4.46.2) or (4.48.2) in Milbrodt and
Helbig [1999]. There, each solution likewise refers to a fixed point in time and a fixed state.
By continuing example 4. 14, we will derive the variances of annual losses for the PHI policies
under consideration. Further, we compare these variances for both models, the semi-Markov
model and the Markov model. Analogously to Thiele’s integral equations in example 4. 14, the
system of integral equations (4. 31. 1) is likewise solved numerically by using the same approach.
Incidentally, in a Markov set-up, it would be more convenient to derive the variances of prospec-
tive losses by using the counterpart to (4. 30. 2) (cf. Milbrodt and Helbig [1999], Folgerung 10.39),
especially in cases where the transition probabilities are available.
Before we turn to the example, we will just mention that each system of the form (4. 31. 1)
is uniquely solvable. To verify this, one can argue in a manner similar to the proof of lemma





(η) , η ∈ S,
must be a solution of (4. 26. 1), with K ≡ v ≡ 1. The system (4. 26. 1), however, was proved to
be uniquely solved by hη ≡ 0, η ∈ S. Hence, both presumed solutions of (4. 31. 1) must coincide.
4. 32 Example. [example 4. 14 continued] Recall the situation of example 4. 14. Differ-
ent PHI policies have been considered for which the decrement for state invalid was modelled
duration-depending. By assuming (4. 14. 2) and employing linear interpolation, the select-and-
ultimate tables DAV-SST 1997 TI and DAV-SRT 1997 RI have provided transition intensities
µiz, z ∈ {a, d}, according to (4. 14. 16) and (4. 14. 17), respectively. These transition intensities
additionally depend on the time elapsed since onset of disability. Regarding the corresponding
Markov model, the ultimate tables of both above tables were used. Thus, the corresponding
transition intensities are not duration-depending. The decrement for state active is in both
models also described by mere time-depending intensities. These intensities were derived from
the tables DAV-ST 1994 T and DAV-IT 1997. We have considered policies with term n = 30 for
insured of three different ages at issue, x = 20, 30, 40. For these policies, we will now compare
the variances of the annual losses in the states active and invalid, and the variance of the overall
loss. The latter can be obtained by adding the variances of the annual losses with respect to
all possible states, i.e. active, invalid, dead. Due to the fact that the state dead is absorbing,
the intensities for transitions from this state vanish. Hence, the corresponding loss variances
likewise vanish (cf. (4. 30. 2)).
In order to derive the variances of annual losses, we employ the system of integral equations











p¯η(s, τ − 0, 0) qˆηz(s, dτ) (4. 32. 1)
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9000 ◦ ◦ ◦◦ Markov model
+ + ++ semi-Markov model
V[La(m)− La(m− 1)] V[L(m)− L(m− 1)]
V[Li(m)− Li(m− 1)]
m m
Figure 26: Comparison of the variances of annual losses in a semi-Markov model with the corre-
sponding variances for the appertaining Markov model, for male insured with age at issue x = 20
(0 ≤ s ≤ t, (η, y) ∈ S2), since the cumulative transition intensities are continuous. This system
of integral equations shall likewise be solved numerically by using the right-hand side rectangle
formula (cf. example 4. 14). By setting a = s and b = t, we solve the system of integral equations
(4. 32. 1) recursively by means of (l ∈ N, h := b− a/l and xk = a+ k · h, k = 0, ..., l)













(xk−1,xj ] µηη(r,r−xk−1) drµyz(xj , xj − xk−1),
for k = 1, ..., l. The starting point is given by t, and the initial condition is
VLy(t)(η) (t) = 0, ∀(η, y) ∈ S2.
The variances of annual losses in state y ∈ S can according to V [Ly(t)] = E [〈Ly〉t] , t ≥ 0, be
derived as
V[Ly(m)− Ly(m− 1)] = V[Ly(m)]−V[Ly(m− 1)], m ∈ N,m ≤ n.
Since the policies are commencing in state active, (4. 30. 5) reduces to
V[La(m)] = VLa(m)(a) (0) and V[Li(m)] = V
Li(m)
(a) (0).




(i) (·), and V
La(m)
(d) (·). In order




(i) (·), and V
Li(m)
(d) (·) must be used. Note that
VLa(m)(d) (·) ≡ V
Li(m)
(d) (·) ≡ 0.
Figure 26 illustrates the variances of the annual losses for both the semi-Markov model and
the appertaining Markov model in case of an insured with age at issue x = 20. One can observe
that the variances of the annual losses in state invalid almost coincide for both models. In
state active, however, the variances of the annual losses for the semi-Markov model are smaller,
particularly for the first half of the policy term. This results in the variances of the annual
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overall losses being lower for the semi-Markov model than for the Markov model. For the
policies pertaining to insured of age at issue x = 30 and x = 40 (cf. figure 27 and 28), this
remains the same. Yet for these policies, the variances of the annual losses in state invalid are
likewise higher for the first half of the policy term than the corresponding values for the Markov
model.





















9000 ◦ ◦ ◦◦ Markov model
+ + ++ semi-Markov model
V[La(m)− La(m− 1)] V[L(m)− L(m− 1)]
V[Li(m)− Li(m− 1)]
m m
Figure 27: Comparison of the variances of annual losses in a semi-Markov model with the corre-
sponding variances for the appertaining Markov model, for male insured with age at issue x = 30





















9000 ◦ ◦ ◦◦ Markov model
+ + ++ semi-Markov model
V[La(m)− La(m− 1)] V[L(m)− L(m− 1)]
V[Li(m)− Li(m− 1)]
m m
Figure 28: Comparison of the variances of annual losses in a semi-Markov model with the corre-
sponding variances for the appertaining Markov model, for male insured with age at issue x = 40
Note that the sum of all variances of the annual overall losses corresponds to the variance of
the present value of all premiums and benefits for the policy considered. Due to lower values of
the variances of the annual overall losses for the semi-Markov model, the variances of the present
values of all premiums and benefits likewise turn out to be smaller. Hence, for this example,
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the semi-Markov approach seems to result in a less risky calculation when compared with the
corresponding Markov approach.
age at issue x = 20 x = 30 x = 40√
V [Li]
√
V [L] √V [Li] √V [L] √V [Li] √V [L]
Markov model 79.58 205.89 73.65 275.34 68.74 387.95
semi-Markov model 78.84 200.42 85.80 264.83 93.15 377.22
percentage 99.0% 97.3% 116.5% 96.0% 135.5% 97.2%
percentage (premium) 97% 96% 97.8%
The above table contains the standard deviation of the sums of all annual losses in state
invalid and the standard deviation of the present values of all benefits and premiums. Further,
the differences between these values for both models are quantified by deriving the percentage
of the values within the semi-Markov framework when compared with the values obtained from
the appertaining Markov model. It turns out that these percentages are almost of the same
magnitude as the corresponding percentages for the premiums of both models. Yet, as for




This chapter is concerned with the concept of retrospective reserves which forms a counterpart to
the theory of prospective reserves. Our aim of investigating retrospective reserves is, analogously
to Norberg [1991], to find generalizations of the forward integral equations for the transition
probabilities of the underlying Markov process, which have a meaningful interpretation in view
of a single policy. We start by introducing different approaches for retrospective reserves in
a Markov set-up. By adapting Norberg’s [1991] definition, we afterwards derive retrospective
reserves in a non-smooth Markov set-up as well as in a non-smooth semi-Markov set-up. In
a semi-Markov set-up, however, we must additionally assume 2. 35 and 4. 5. Recall that these
assumptions were also essential for establishing formula (4. 6. 2) for the prospective reserve.
Further, we state, at least for the Markov set-up, systems of integral equations which correspond
to either Thiele’s integral equations of type 1 or Thiele’s integral equations of type 2 for the
prospective reserve. These systems of integral equations generalize the corresponding forward
integral equations. In a semi-Markov framework, one can also establish systems of integral
equations that correspond to either Thiele’s integral equations of type 1 or of type 2. Yet, as
it already can be observed when comparing backward and forward equations in a semi-Markov
set-up (compare (2. 32. 2) and (2. 36. 1), as well as (2. 40. 1) and (2. 41. 1)), the integration over
the times elapsed since entering the current state does also appear in the integral equations for
the retrospective reserve. Regarding the prospective reserve, it was the main advantage of the
use of integral equations that this problem, caused by the duration-dependence of the cumulative
transition intensities, could be avoided.
We now turn to the introduction of different definitions of prospective reserves. For this,
we firstly assume a Markov set-up according to section 2.D.2. This means that the pure jump
process (Ω,F, P, (Xt)t≥0) is Markovian with transition probability matrix
p(s, t) = (pyz(s, t))(y,z)∈S2 , 0 ≤ s ≤ t <∞,
and cumulative transition intensity matrix
q(s, t) = (qyz(s, t))(y,z)∈S2 .
As customary, ((Tm, Zm))m∈N0 is the appertaining marked point process, homogeneous and
likewise Markovian. Further, we consider actuarial payments which are not duration-depending.
Doing so, we get according to definition 3. 12 for a capital accumulation function K and the
appertaining discounting function v











1{Tm+1≤t}, (5. 0. 1)
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and











1{t<Tm+1<∞}. (5. 0. 2)
Further, we assume E[|V0|] <∞ as well as E[V0] = 0. The prospective reserve is given as
V +(t) = E[V +(t, A)|Ft] = E[V +(t, A)|Xt], t ≥ 0,
where (Ft)t≥0 is a filtration such that the process (Xt)t≥0 is adapted to (Ft)t≥0. The prospective






y (t) P − a.s. (5. 0. 3)
A Different definitions of the retrospective reserve
According to definition 3. 6, the retrospective reserve is in a non-random set-up defined as accu-
mulated value of past premiums minus benefits. Recall that in that situation, for deterministic
payment streams which are assumed to be equivalent, the retrospective reserve coincides at any
time with the prospective reserve (cf. corollary 3. 7). Considering a random set-up, meaning here
a single policy described by a pure jump process, the retrospective reserve must satisfy the basic
requirement that at any time t ≥ 0 the expectation of it coincides with the expected accumu-
lated value of all premiums minus benefits up to time t (cf. Wolthuis [1994], chapter 9). For the
latter, one obtains, by assuming the principle of equivalence, E[V −(t, A)] = E[V +(t, A)], t ≥ 0,
where the right-hand side of this equation is according to (5. 0. 3) given by
E[V +(t, A)] = E[V +(t)] =
∑
y∈S
V +y (t)P (Xt = y).
For the basic requirement for the retrospective reserve, denoted as V −(t), t ≥ 0, we then get
E[V −(t)] = E[V −(t, A)] = E[V +(t, A)] = E[V +(t)] =
∑
y∈S
V +y (t)P (Xt = y), t ≥ 0.
By defining the retrospective reserve for each state y ∈ S, the basic requirement is finally given
by ∑
y∈S
V −y (t)P (Xt = y) =
∑
y∈S
V +y (t)P (Xt = y), t ≥ 0. (5. 0. 4)
Thus, the expectation of the retrospective reserve must at any time coincide with the expectation
of the prospective reserve. The relation (5. 0. 4), however, does not uniquely determine the
retrospective reserves V −y (·), y ∈ S. For example, it can already be satisfied by setting
V −y (t) := V
+
y (t), ∀y ∈ S, t ≥ 0 with P (Xt = y) > 0. (5. 0. 5)
This is basically the definition of retrospective reserves introduced by Hoem [1988]. With excep-
tion of the initial state X0 = a satisfying P (X0 = a) = 1, Hoem defined V −y (t) := V +y (t), t ≥ 0,
for each state y ∈ S \ {a}. For the initial state, the following was defined:





, t ≥ 0, (5. 0. 6)
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where paa(0, t) = P (Xt = a|X0 = a) must be strictly positive. In summary, the |S|-dimensional
vector of retrospective reserves defined by Hoem [1988] is given by








 . (5. 0. 7)
According to this definition, it is granted that the expectation of the retrospective reserve
E[V −(t)] coincides for each t ≥ 0 with E[V −(t, A)]. This equality also holds in cases where the
principle of equivalence is not stipulated. If the principle of equivalence is fulfilled, the retro-
spective reserves by Hoem [1988] even coincide for each state with the corresponding prospective
reserves.
To explain the concept of Wolthuis and Hoem [1990], we likewise start from the basic re-




y (t)P (Xt = y) = E[V
−(t)] = E[V −(t, A)], t ≥ 0.
Wolthuis and Hoem [1990] allow several initial states v ∈ S and convert - by conditioning - this
requirement into
E[V −(t, A)|X0 = v] =
∑
y∈S
V −y (t)P (Xt = y|X0 = v), t ≥ 0, v ∈ S. (5. 0. 8)
Discounting the above yields
E[v(t)V −(t, A)|X0 = v] =
∑
y∈S
v(t)V −y (t)P (Xt = y|X0 = v),
where the left-hand side is also equal to
∑
y∈S v(t) pvy(0, t)V
+
y (t)− V +v (0). This leads to retro-
spective reserves V −y (·), y ∈ S, determined by∑
y∈S
v(t) pvy(0, t)V −y (t) = −V +v (0) +
∑
y∈S
v(t) pvy(0, t)V +y (t).
If the transition probability matrix p is nonsingular, the above results in
V−(t) = V+(t)−K(t) p−1(0, t)V+(0). (5. 0. 9)
The retrospective reserves according to Wolthuis and Hoem [1990] differ from the retrospec-
tive reserves according to Hoem [1988] (cf. (5. 0. 7)). For a more detailed discussion of these
approaches, we again refer to Wolthuis ([1994], chapter 9 & 10) and additionally to Norberg
[1991]. The latter introduced a third definition of the retrospective reserves V −y (t), t ≥ 0, y ∈ S,
simply by means of
V −y (t) := E[V
−(t, A)|Xt = y]. (5. 0. 10)
Obviously, prospective reserves defined this way also satisfy (5. 0. 4). According to Norberg
[1991], who only investigated the smooth case, this approach yields retrospective reserves for
which the corresponding differential equations generalize the forward differential equations for
the transition probabilities of the Markov process (Xt)t≥0. In what follows, Norberg’s approach
shall be adapted to a non-smooth Markov set-up, and afterwards to a semi-Markov set-up.
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B Retrospective reserves in a non-smooth Markov set-up
Consider a policy (p) modelled by a Markovian pure jump process (Xt)t≥0 commencing in state
a. ((Tm, Zm))m∈N0 is the appertaining marked point process satisfying P (T0 = 0, Z0 = a) = 1.
Actuarial payments are specified by an actuarial payment function A = DA+SA with V −(·, A)
according to (5. 0. 1). Then, the following representation of the retrospective reserves according
to Norberg’s approach can be established. For the proof we refer to A.22 in the appendix.
5. 1 Theorem. In the present framework, the retrospective reserves according to (5. 0. 10) are
for t ≥ 0 and y ∈ S satisfying P (Xt = y) > 0 given as















paξ(0, τ − 0) pzy(τ, t)
pay(0, t)
qξz(dτ). (5. 1. 1)
The appertaining system of (Thiele’s) integral equations of type 1 is given by




pay(0, τ) p¯y(τ, t)
pay(0, t)









− v(τ − 0)V −z (τ − 0)
) paz(0, τ − 0) p¯y(τ, t)
pay(0, t)
qzy(dτ),
for t ≥ 0 and y ∈ S satisfying P (Xt = y) > 0. This system of integral equations generalizes the
system of forward integral equations (2. 42. 5). In order to verify this, the parameters
Dξz ≡ 0, (ξ, z) ∈ J , v ≡ 1, and Fξ(dτ) := δξz εs(dτ), ξ ∈ S, s ≥ 0,
must be used. With these parameters, one obtains from (5. 1. 1)
V −y (t) = −1(s<t)




−pay(0, t)V −y (t) = 1(s<t) paz(0, s) pzy(s, t). (5. 1. 3)
From (5. 1. 2), it follows






pzv(s, τ − 0) p¯y(τ, t) qvy(dτ) + pay(0, s) p¯y(s, t) δyz 1(s<t).
Hence, along with (5. 1. 3), this is
1(s<t) paz(0, s) pzy(s, t) = paz(0, s)
(






pzv(s, τ − 0) p¯y(τ, t) qvy(dτ)
)
,
from which for s < t (2. 42. 5) follows.
Similar to Thiele’s integral equations for the prospective reserve, (5. 1. 2) can be proved in
two different ways. One the one hand, (5. 1. 2) can simply be obtained by inserting (2. 42. 5) into
(5. 1. 1) (substitution of pξy(τ, t) and pzy(τ, t), respectively), and afterwards applying (5. 1. 1)
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again. On the other hand, (5. 1. 2) can also be proved without employing the forward integral
equations (2. 42. 5). The latter can then be obtained by inserting the above parameters. Thus,
it can be verified that both systems of integral equations are equivalent.
A system of integral equations for the retrospective reserves according to (5. 0. 10), which

















K(r − 0) v(DT (r))Dξy(r) + V −y (r − 0)− V −ξ (r − 0)
)paξ(0, r − 0)
pay(0, r)
qξy(dr).
In order to prove this counterpart of Thiele’s integral equations of type 2 (cf. Milbrodt and
Helbig [1999], Satz 10.18) in a non-smooth Markov set-up, one can likewise start from (5. 1. 1)














K(r − 0) v(DT (r))Dξy(r) + V −y (r − 0)− V −ξ (r − 0)




K(t) · v(s) = 1 + v(s)
∫
(s,t]
K(τ − 0)Φ(dτ), s ≤ t, (5. 1. 5)
(5. 1. 4) follows. Similar to (3. 2. 3), (5. 1. 5) is also a consequence of (3. 2. 1).
C Retrospective reserves in a non-smooth semi-Markov set-up
Now assume (Xt)t≥0 to be a semi-Markovian pure jump process modelling a policy (p). This
process is likewise assumed to start from state a. Then, the appertaining marked point process
((Tm, Zm))m∈N0 also satisfies P (T0 = 0, Z0 = a) = 1. Let this process be a homogeneous Markov
chain with regular cumulative transition intensity matrix qˆ. ((Xt, Ut))t≥0 is the appertaining
bivariate Markov process with regular cumulative transition intensity matrix q. Actuarial pay-
ments are given by an actuarial payment function A = DA + SA with V −(·, A) according to
(3. 12. 1). Instead of (5. 0. 10), we define the retrospective reserves in the present semi-Markov
framework by
V −(y,v)(t) := E[V
−(t, A)|Xt = y, Ut ≤ v], 0 ≤ v ≤ t, y ∈ S. (5. 1. 6)
They can be represented as follows.
5. 2 Theorem. Assume 2. 35 and 4. 5. Then, the retrospective reserve according to (5. 1. 6) is










paξ(0, τ, 0, dl) pξy(τ, t, l, v)
pay(0, t, 0, v)











paξ(0, τ − 0, 0, dl) pzy(τ, t, 0, v)
pay(0, t, 0, v)
Λξz(dτ).
122 CHAPTER 5. RETROSPECTIVE RESERVES
Proof. The proof can be found in A.23 in the appendix. ¤
Starting from (5. 2. 1) and inserting the forward integral equations of type 1 (2. 36. 1), a sys-
tem of integral equations corresponding to Thiele’s integral equations of type 1 for the prospec-
tive reserve in a semi-Markov framework (cf. theorem 4. 8) can be obtained. Similarly, by using
the forward integral equations of type 2 (2. 41. 1), a system of integral equations can be ob-
tained, which corresponds to Thiele’s integral equations of type 2 for the prospective reserve
(cf. corollary 4. 22). As mentioned at the beginning of this chapter, however, the additional
integration due to the duration-dependence of cumulative transition intensities and actuarial
payments cannot be avoided. Hence, computing the retrospective reserves by using the corre-
sponding systems of integral equations seems not to have any advantage when compared with
(5. 2. 1). Regarding the prospective reserve in a semi-Markov framework, however, the use of




The following tools are taken from Last and Brandt ([1995], appendix A4). Proofs are omitted.
A. 1 Theorem. Let F,G : R→ R be two right continuous functions of locally bounded variation.
Then for s ≤ t










F (τ − 0)G(dτ) +
∫
(s,t]




∆F (τ)∆G(τ), (A. 1. 1)
where F (τ − 0) = lims↗τ F (s) and ∆F (s) = F (s)− F (s− 0).
A. 2 Corollary. Let F : R→ R be a right continuous function of locally bounded variation with
inf
0≤s≤t
|F (s)| > 0






= − F (dt)
F (t)F (t− 0) . (A. 2. 1)
A. 3 Corollary. Let F,G : R→ R be two right continuous functions of locally bounded variation.


















F (τ)F (τ − 0) .





|g(τ)| |f |(dτ) <∞ (A. 4. 1)
for s < t ≤ t∗. Then F (t) is right continuous on [s, t∗) and F (s) = 0.
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For the following theorem, we refer to theorem 12.26 in Milbrodt and Helbig [1999] or Jacod
and Shiryaev ([1987], theorem I4.40).
A. 5 Theorem. Let X and Y be square integrable ca`dla`g martingales. Further, let U and V be









V 2s d〈Y 〉s
]
<∞, t ≥ 0. (A. 5. 1)














Us Vs d〈X,Y 〉s, t ≥ 0, (A. 5. 2)














, t ≥ 0. (A. 5. 3)
2 Proofs
A. 6 Proof of theorem 2. 23:
It remains to verify that the provided versions of pyz(s, t, u, v) satisfy (2. 22. 1) without excep-
tional sets. Due to the right-hand side of (2. 23. 2) being specified with a regular version of
the conditional distribution of ((Tl, Zl))l∈N0 given (T0, Z0), one obtains for each s ≥ 0 and
(y, u) ∈ S × [0,∞) a measure on K. According to this, (2. 22. 1) can be derived as follows, with
all equations holding without exceptional sets. Let s ≤ r ≤ t. Then












P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z,












P (Tl+1 > t, Tl ∈ dl, Zl = z,
Tk+1 > r, Tk ∈ dx, Zk = ξ| T1 > s, T0 = s− u,Z0 = y).
Upon successive conditioning and applying the Markov property of the marked point process












P (Tl+1 > t, Tl ∈ dl, Zl = z|Tk+1 > r, Tk = x,Zk = ξ)










P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|Tk+1 > r, Tk = x,Zk = ξ)
·P (Tk+1 > r, Tk ∈ dx, Zk = ξ| T1 > s, T0 = s− u,Z0 = y).
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Now change the order of the double series according to Cauchy’s theorem on double series.
Afterwards, by interchanging the infinite sums and the integral using the monotone convergence
theorem, we get










P (Tl+1 > t, Tl ∈ [t− v, t], Zl = z|Tk+1 > r, Tk = x,Zk = ξ)








P (∃l ≥ k : Tl+1 > t, Tl ∈ [t− v, t], Zl = z|Tk+1 > r, Tk = r − r + x,Zk = ξ)
·P (Tk+1 > r, Tk ∈ dx, Zk = ξ| T1 > s, T0 = s− u,Z0 = y),




pξz(r, t, r − x, v) pyξ(s, r, u, r − dx).
Using the measurable function I : x 7→ r − x with 1[s−u,r](x) = 1[0,r−s+u](I(x)), we obtain by
integration with respect to the corresponding image measure

















pξz(r, t, x, v) pyξ(s, r, u, dx),
which is (2. 22. 1). ¤
A. 7 Proof of corollary 2. 37:
Let 0 ≤ u ≤ s ≤ t < ∞, v ≥ 0, and (y, z) ∈ S2. In the situation of (2. 36. 6) and (2. 36. 7), the
exponential formula (2. 24. 7) gives
p¯y(s, t, u) = eqyy(s,t,u) = exp
{∫ t
s
µyy(r, r − s+ u) dr
}
. (A. 7. 1)
Differentiating this with respect to t yields according to the fundamental theorem of calculus
∂p¯y(s, t, u)
∂t
= p¯y(s, t, u)µyy(t, t− s+ u). (A. 7. 2)
In order to differentiate (A. 7. 1) w.r.t. u, the so called differentiation lemma (cf. e.g. Bauer,
[2001] § 16) must be applied. According to this, one obtains
∂p¯y(s, t, u)
∂u







, (A. 7. 3)
with the differentiation under the integral sign being allowed by the existence of an λ1-integrable
function h with supl∈[0,r] | ∂∂lµyy(r, l)| ≤ h(r), which is a consequence of the stipulated continuity.
In order to differentiate (A. 7. 1) w.r.t. s, we define for fixed (t, u)
F (x, y) := exp
{∫ t
x
µyy(r, r − y + u) dr
}
, x, y ≤ t, (A. 7. 4)















. (A. 7. 6)
Due to the continuity of both µyy(·, ·) and ∂∂lµyy(·, ·), it follows from the continuity lemma (see
also e.g. Bauer, [2001] § 16) that both partial derivatives are continuous. Hence, F (x, y) is












(s, s) (A. 7. 7)








which is by inserting (A. 7. 3) equal to
∂p¯y(s, t, u)
∂s
= −p¯y(s, t, u)µyy(s, u)− ∂p¯y(s, t, u)
∂u
. (A. 7. 8)
Now consider the backward integral equations (2. 32. 2). In the present framework they are for
L(Xs, Us|P )-a.e. (y, u) given as
pyz(s, t, u, v) = δyz 1(v≥t−s+u) exp
{∫ t
s








pξz(τ, t, 0, v) exp
{∫ τ
s
µyy(r, r − s+ u) dr
}
µyξ(τ, τ − s+ u) dτ






pξz(τ, t, 0, v) p¯y(s, τ, u)µyξ(τ, τ − s+ u) dτ.
In case of either y 6= z or v < t− s+ u, this reduces to






pξz(τ, t, 0, v) p¯y(s, τ, u)µyξ(τ, τ − s+ u) dτ. (A. 7. 9)
We start by differentiating (A. 7. 9) w.r.t. u. According to the stated assumptions and the above
arguments, it can be differentiated under the integral sign yielding








pξz(τ, t, 0, v)
∂p¯y(s, τ, u)
∂u







pξz(τ, t, 0, v) p¯y(s, τ, u)
∂
∂l
µyξ(τ, l)|l=τ−s+u dτ. (A. 7. 10)
Differentiating (A. 7. 9) w.r.t. s in the same manner as in (A. 7. 7), we get













pξz(τ, t, 0, v)
∂p¯y(s, τ, u)
∂s







pξz(τ, t, 0, v) p¯y(s, τ, u)
∂
∂l
µyξ(τ, l)|l=τ−s+u dτ. (A. 7. 11)
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By employing p¯y(s, s, u) = 1, (A. 7. 8), (A. 7. 10), and (A. 7. 9), one obtains




















pξz(τ, t, 0, v)
∂p¯y(s, τ, u)
∂u















pξz(s, t, 0, v)µyξ(s, u)





µyξ(s, u) pξz(s, t, 0, v) − pyz(s, t, u, v)
∂u
, (A. 7. 12)
which is the assertion (2. 37. 1). In the case y = z and v ≥ t − s + u, the backward integral
equation (2. 32. 2) is given by






pξz(τ, t, 0, v) p¯y(s, τ, u)µyξ(τ, τ − s+ u) dτ.
Differentiating this w.r.t. s also yields, by employing the above results, the assertion (2. 37. 1).
In order to establish the forward differential equations (2. 37. 2), we also start by differen-
tiating the corresponding integral equations in the case of either y 6= z or v < t − s + u. The
forward integral equations (2. 36. 1) are then for L(Xs, Us|P )-a.e. (y, u) given by








p¯z(τ, t, 0)µξz(τ, l) pyξ(s, τ, u, dl)λ1(dτ). (A. 7. 13)
We firstly differentiate (A. 7. 13) with respect to v. For this, it is represented in a different
way. According to the theorem on integration with respect to an image measure applied to the
measurable function I : τ 7→ t− τ , we get

















p¯z(t− τ, t, 0)µξz(t− τ, l) pyξ(s, t− τ, u, dl)λ1(dτ), (A. 7. 14)
where the last equation is due to the translation-invariance of the Lebesgue measure λ1. Differ-
entiating this with respect to v gives
∂pyz(s, t, u, v)
∂v






µξz(t− v, l) pyξ(s, t− v, u, dl). (A. 7. 15)
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Now, (A. 7. 13) is differentiated with respect to t, with the differentiation under the integral sign
being allowed according to the assumptions stipulated. Doing so, we get
















µzz(r, r − τ) dr
}



















µzz(r, r − t− v) dr
}












µzz(r, r − τ) dr
}

















µzz(r, r − t− v) dr
}























p¯z(t− v, t, 0)µξz(t− v, l) pyξ(s, t− v, u, dl). (A. 7. 16)
For the last equations, the first addend was represented in a manner similar to (A. 7. 14). Alto-
gether, we get from (A. 7. 16)


















µξz(t, l) pyξ(s, t, u, dl)






µξz(t− v, l) pyξ(s, t− v, u, dl). (A. 7. 17)
By inserting (A. 7. 15), we obtain the forward differential equations (2. 37. 2) for L(Xs, Us|P )-
a.e. (y, u) in the case of y 6= z or v < t − s + u. Regarding the remaining, one can argue in
almost the same manner as for the backward differential equations. ¤
A. 8 Proof of lemma 2. 40:
In order to prove the backward integral equations (2. 40. 1), we start with the equations (2. 32. 2)
which are assumed to be identically satisfied. Thus, we have for 0 ≤ u ≤ s ≤ t, v ≥ 0, and
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(y, z) ∈ S2











pξz(τ, t, 0, v)
(
1−Qy(s, τ − 0, u)
)
qyξ(s, dτ, u)













pξz(τ, t, 0, v)Qy(s, τ − 0, u) qyξ(s, dτ, u).
Inserting (2. 39. 1) gives
pyz(s, t, u, v)






















pξz(τ, t, 0, v)
(
1−Qy(r, τ − 0, r − s+ u)
)
























1(r<τ) pξz(τ, t, 0, v)
(
1−Qy(r, τ − 0, r − s+ u)
)
qyy(s, dr, u) qyξ(s, dτ, u).
We now employ Fubini’s theorem to change the order of integrations in the last addend. This
yields
pyz(s, t, u, v)























pξz(τ, t, 0, v)
(
1−Qy(r, τ − 0, r − s+ u)
)
qyξ(s, dτ, u) qyy(s, dr, u).
Due to the property (2. 27. 1), the measures qyξ(s, dτ, u) = qyξ(r, dτ, r − s + u) coincide on
B((r,∞)) (cf. (2. 28. 2)). Hence, by inserting the backward integral equations (2. 32. 2), we get
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the assertion by means of
pyz(s, t, u, v)





















pξz(τ, t, 0, v)
(
1−Qy(r, τ − 0, r − s+ u)
)









pξz(τ, t, 0, v) qyξ(s, dτ, u) +
∫
(s,t]
pyz(r, t, r − s+ u, v) qyy(s, dr, u).
¤
A. 9 Proof of lemma 2. 41:
In order to prove the forward integral equations of type 2, we start with the forward integral
equations (2. 36. 1). Since these equations are assumed to be identically satisfied, we have for
0 ≤ u ≤ s ≤ t, v ≥ 0, and (y, z) ∈ S2
















λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ)


















Qz(τ, t, 0)λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ).
Applying (2. 28. 5) to both Qy(s, t, u) and Qz(τ, t, 0) results in



























1−Qz(τ, r − 0, 0)
)
qzz(τ, dr, 0)
·λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ).
According to assumption 2. 35, we have qzz(τ, dr, 0) = λzz(r, r − τ)Λzz(dr). This allows us to
change the order of integrations in the last added according to Fubini’s theorem. Doing so, we
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get
pyz(s, t, u, v)














1−Qy(s, r − 0, u)
)













1−Qz(τ, r − 0, 0)
)
λzz(r, r − τ)Λzz(dr)
·λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ)














1−Qz(s, r − 0, u)
)












1−Qz(τ, r − 0, 0)
)
λzz(r, r − τ)
·λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ)Λzz(dr)












λzz(r, r − s+ u) δyz 1(v≥t−s+u)
(











λzz(r, r − τ)
(





λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ)Λzz(dr). (A. 9. 2)








λzz(r, r − s+ u) δyz 1(v≥t−s+u)
(











λzz(r, r − τ)
(





λξz(τ, l) pyξ(s, τ − 0, u, dl)Λξz(dτ)Λzz(dr). (A. 9. 3)
Inserting this into (A. 9. 2) yields the forward integral equations of type 2 (2. 41. 1). Hence, it
remains to confirm (A. 9. 3). For this, consider pyz(s, r − 0, u, l), 0 ≤ u ≤ s ≤ r, l ≥ 0, and
rewrite the corresponding forward integral equations (2. 36. 1) (or (A. 9. 1)) as follows:
pyz(s, r − 0, u, l) = δyz 1[r−s+u,∞)(l)
(











1−Qz(τ, r − 0, 0)
)
λξz(τ, σ) pyξ(s, τ − 0, u, dσ)Λξz(dτ).
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By application of the theorem on integration with respect to an image measure to the measurable
function I : τ 7→ r − τ with 1[r−l,r)(τ) = 1(0,l](I(τ)), we get
pyz(s, r − 0, u, l)
= δyz 1[r−s+u,∞)(l)
(











1−Qz(r − τ, r − 0, 0)
)
λξz(r − τ, σ) pyξ(s, r − τ − 0, u, dσ)Λξz(r − dτ).
According to 1[r−s+u,∞)(dl) = εr−s+u(dl), with εa being the Dirac measure at a, it follows from
the above
pyz(s, r − 0, u, dl)
= δyz εr−s+u(dl)
(









1−Qz(r − l, r − 0, 0)
)
λξz(r − l, σ) pyξ(s, r − l − 0, u, dσ)Λξz(r − dl).
Inserting this into the left-hand side of (A. 9. 3), and afterwards applying the theorem on inte-










λzz(r, l) δyz εr−s+u(dl)
(






















λzz(r, r − s+ u) δyz 1(r−s+u≥r−t+v)
(











λzz(r, r − l)
(









λzz(r, r − s+ u) δyz 1(v≥t−s+u)
(











λzz(r, r − l)
(





λξz(l, σ) pyξ(s, l − 0, u, dσ)Λξz(dl)Λzz(dr).
The last equation holds since v ≥ t−s+u implies t−v ≤ s, and since the measure qzz(s, dr, u) =
λzz(r, r−s+u)Λzz(dr) is concentrated on B((s,∞)). Thus, the integration interval [t−v, t] can
be restricted to (s, t]. Hence, (A. 9. 3) is verified and the proof of the forward integral equations
of type 2 is complete. ¤
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A. 10 Proof of theorem 2. 42:
As a consequence of (2. 41. 10), the one-step transition probabilities of the homogeneous Marko-
vian marked point process (T,Z) are according to lemma 2. 19 for s ≥ 0, B ∈ B([0, ∞)) and






(τ) Qˆy(s, dτ), (A. 10. 1)
where
Qˆy(s, t) := 1− exp{qˆ(c)yy (s, t)}
∏
s<τ≤t
(1 + ∆qˆyy(s, τ)), 0 ≤ s ≤ t.
Since G−1 (see (2. 3. 4)) is a measurable mapping G−1 : K → X , the distribution of the apper-
taining pure jump process X = G−1(T,Z) is uniquely determined by the distribution of (T,Z).
Recall that according to theorem 2. 12, the distribution of the latter is uniquely determined by
the cumulative transition intensity matrix qˆ, along with an initial distribution L(T0, Z0) = ε0⊗pi.
Since the paths of (T,Z) are elements of K, the paths of X are contained in X . Under the as-
sumptions stipulated above, it then follows with (2. 19. 5) (which corresponds to Hilfssatz 4.39
in Milbrodt and Helbig [1999]), Hilfssatz 4.40, and Hilfssatz 4.41 (both in Milbrodt and Helbig
[1999]) that the process X = G−1((T,Z)) is a Markovian pure jump process process with tran-
sition probabilities according to (2. 42. 1).
In order to verify the assertion (2. 42. 3), we argue in almost the same manner as Milbrodt and
Helbig ([1999], Hilfssatz 4.42): For s < t and (y, z) ∈ J with P (Xs = y) > 0, one obtains by
employing the definition of Eyz, (2. 8. 1), and (A. 10. 1)
Eyz(s, [t,∞])
= P (T (s) ≥ t,XT (s) = z|X s = y)
=
1
P (Xs = y)
∞∑
m=0
P (Tm ≤ s < t ≤ Tm+1, Zm+1 = z, Zm = y)
=
1







P (Tm+1 ∈ dτ, Zm+1 = z|Tm = σ,Zm = y)P (Tm ∈ dσ, Zm = y)
=
1









(τ) Qˆy(σ, dτ)P (Tm ∈ dσ, Zm = y). (A. 10. 2)
Further, employing (2. 9. 2) gives
Eyz(s, [t,∞]) = 1

















(1− Qˆy(σ, τ − 0))P (Tm = σ,Zm = y) qˆyz(dτ).
Hence, it holds Eyz(s, ·)¿ qˆyz(·) with density
Eyz(s, ·)
qˆyz(·) : τ 7→
1





(1− Qˆy(σ, τ − 0))P (Tm = σ,Zm = y).
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On the other side, one obtains from (A. 10. 2) by using (2. 10. 5) the following:



















(τ) Qˆy(σ, dτ)P (Tm = σ,Zm = y)
=
1





(1− Qˆy(σ, τ − 0))P (Tm = σ,Zm = y).
Thus, we get
Eyz(s, ·)
qˆyz(·) (τ) = 1− Ey(s, τ − 0) (A. 10. 3)
and, due to (2. 10. 5),
−Ey(s, ·)
qˆyy(·) (τ) = 1− Ey(s, τ − 0). (A. 10. 4)
Hence, qˆ∗ are the cumulative transition intensities of the Markov process X = G−1((T,Z)). Due
the right continuity of qˆ∗, this is also true for s = t.
It remains to verify (2. 42. 2). By applying the exponential formula (2. 10. 7) to Ey, it follows
Ey(s, t) = 1− exp{q(c)yy (s, t)}
∏
s<τ≤t
(1 + ∆qyy(s, τ))
= 1− exp{qˆ(c)yy (s, t)}
∏
s<τ≤t
(1 + ∆qˆyy(s, τ))
= Qˆy(s, t)
for 0 ≤ s ≤ t and y ∈ S satisfying P (Xs = y) > 0. Thus, one obtains with (2. 9. 1) and (A. 10. 3)
the assertion (2. 42. 2) by means of
Qˆyz(s, dτ) = (1− Qˆy(s, τ − 0)) qˆyz(dτ) = (1− Ey(s, τ − 0)) qyz(dτ) = Eyz(s, dτ).
¤
A. 11 Proof of lemma 3. 8:
For 0 ≤ u ≤ s ≤ t and y ∈ S, we get by using the product formula (cf. theorem A.1)
v(t) p¯y(s, t, u)− v(s)




p¯y(s, τ − 0, u) v(dτ) +
∫
(s,t]




p¯y(s, τ − 0, u) v(τ)Φ(dτ) +
∫
(s,t]
v(τ) p¯y(s, τ − 0, u) qyy(s, dτ, u), (A. 11. 1)










































v(τ) p¯y(s, τ − 0, u)Z([τ, t]) qyy(s, dτ, u).
In almost the same manner, assertion (3. 8. 2) follows by using
v(t) p¯y(s, t− 0, u)− v(s)




p¯y(s, τ − 0, u) v(τ)Φ(dτ) +
∫
(s,t)
v(τ) p¯y(s, τ − 0, u) qyy(s, dτ, u)




p¯y(s, τ − 0, u) v(τ)Φ(dτ) +
∫
(s,t)
v(τ) p¯y(s, τ − 0, u) qyy(s, dτ, u).
¤
A. 12 Proof of theorem 4. 6:
Let s ≥ 0. In order to verify (4. 6. 1), we employ (4. 3. 1) and insert Cˆ(s, ((Tl, Zl))l≥0) according






















·L(((Tl, Zl))l≥0|T1 > s, T0 = s− u, Z0 = y). (A. 12. 1)
Upon multiplying the discounting function, and interchanging the integrals and the infinite sums
using the monotone convergence theorem (note that the annuity payments can be split up by





















L(((Tl, Zl))l≥0|T1 > s, T0 = s− u,Z0 = y).
Deriving the integrals with respect to the corresponding conditional distributions yields for
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·P (Tl+1 ∈ dx, Zl+1 = z, Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y).
By successive conditioning, employing the Markov property of the marked point process (T,Z),













1(s∨r≤τ<x) v(τ) Fˆξ(r, dτ)













· Qˆξz(r, dx)P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y). (A. 12. 2)











1(s∨r≤τ<x) v(τ) Fˆξ(r, dτ)










v(τ) Qˆξ(r, (τ,∞)) Fˆξ(r, dτ)










v(τ) (1− Qˆξ(r, τ)) Fˆξ(r, dτ)
·P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y),
where the last equation is due to Fˆξ(r, dt) being concentrated on [r,∞) and (2. 8. 2). Inserting










v(τ) (1− Qˆξ(r, τ)) Fˆξ(r, dτ)

























v(τ) (1− Qˆξ(r, τ)) Fˆξ(r, dτ)










Dξz(τ, τ − r)
K(DT (τ))
Qˆξz(r, dτ)
·P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y). (A. 12. 3)
Upon applying (2. 25. 3), (4. 4. 1), and afterwards (2. 28. 4), we obtain for L(Xs, Us|P )-a.e.










v(τ) (1−Qξ(r, τ, 0))Fξ(r, dτ, 0)










Dξz(τ, τ − r)
K(DT (τ))
(1−Qξ(r, τ − 0, 0)) qξz(r, dτ, 0)
·P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y), (A. 12. 4)
from which (4. 6. 1) follows by multiplying K(s).











v(τ) (1−Qξ(r, τ, 0)) fξ(τ, τ − r)Fξ(dτ)










Dξz(τ, τ − r)
K(DT (τ))
(1−Qξ(r, τ − 0, 0))λξz(τ, τ − r)Λξz(dτ)
·P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y). (A. 12. 5)
According to these assumptions, the dominating measures Λξz and Fξ do not depend on the
time elapsed since state ξ was entered. Hence, the order of integrations can be interchanged











(1−Qξ(r, τ, 0)) fξ(τ, τ − r)










Dξz(τ, τ − r)
K(DT (τ))
(1−Qξ(r, τ − 0, 0))λξz(τ, τ − r)
·P (Tl ∈ dr, Zl = ξ|T1 > s, T0 = s− u,Z0 = y)Λξz(dτ) (A. 12. 6)
for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞). Further, we argue in almost the same manner as in the
proof of lemma 2. 36. Doing so, we consider both interior integrals and restrict the integration
intervals according to the fact that for r ≥ 0, the measures Fξ(r, dτ, 0) = fξ(τ, τ − r)Fξ(dτ) and
qξz(r, dτ, 0) = λξz(τ, τ − r)Λξz(dτ) are concentrated on [r,∞) and (r,∞), respectively. Thus,
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we get for the first interior integral
∫
[s−u,∞)












fξ(τ, τ − r) p(l)yξ (s, τ, u, τ − dr). (A. 12. 7)
Using the theorem on integration with respect to an image measure applied to the function













yξ (s, τ, u, dr). (A. 12. 8)
For the interior integral of the second addend of (A. 12. 6) we get
∫
[s−u,∞)
Dξz(τ, τ − r)
K(DT (τ))
(1−Qξ(r, τ − 0, 0))λξz(τ, τ − r)
















yξ (s, τ − 0, u, dr). (A. 12. 9)











v(τ) fξ(τ, r) p
(l)














yξ (s, τ − 0, u, dr)Λξz(dτ).
Interchanging the infinite sums and the integrals using the monotone convergence theorem,
applying (2. 23. 4), and afterwards multiplying K(s), result in the assertion (4. 6. 2). ¤
A. 13 Proof of theorem 4. 8:
In order to verify (4. 8. 1), we likewise start from (4. 3. 1) and insert (3. 11. 3). Upon splitting up
the integrand according to (4. 8. 3) and multiplying the discounting function, we get for s ≥ 0
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· L(((Tm, Zm))m≥0|T1 > s, T0 = s− u,Z0 = y). (A. 13. 1)
Now consider the first two addends of the right-hand side of the above equation. They can
directly be derived upon integrating with respect to the corresponding conditional distributions.
For the first addend, we get, by inserting (2. 24. 2) (according to the argumentation in (2. 32. 5))














v(τ) Fˆy(s− u, dτ)P (T1 ∈ dr


















v(τ) p¯y(s, τ, u)Fy(s, dτ, u). (A. 13. 2)
By inserting (2. 24. 1), the second addend gives for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞)
∫
K











Dyz(r, r − s+ u)
K(DT (r))
P (T1 ∈ dr, Z1 = z







Dyz(r, r − s+ u)
K(DT (r))
Qyz(s, dr, u). (A. 13. 3)
We now consider the remaining addends of (A. 13. 1). By using the same arguments yielding
(A. 12. 3) in the proof of theorem 4. 6 (see A.12), and afterwards conditioning on (T1, Z1) as well
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v(τ) (1− Qˆξ(x, τ)) Fˆξ(x, dτ)










Dξz(τ, τ − x)
K(DT (τ))
Qˆξz(x, dτ)















v(τ) (1− Qˆξ(x, τ)) Fˆξ(x, dτ)















Dξz(τ, τ − x)
K(DT (τ))
Qˆξz(x, dτ)















v(τ) (1− Qˆξ(x, τ)) Fˆξ(x, dτ)










Dξz(τ, τ − x)
K(DT (τ))
Qˆξz(x, dτ)P (Tm ∈ dx, Zm = ξ|T1 = r, Z1 = z)
)
·P (T1 ∈ dr, Z1 = z|T1 > s, T0 = s− u,Z0 = y). (A. 13. 4)
Due to the homogeneity of the marked point process (T,Z), the summation indices within
the bracket expression can be reduced by 1. Doing so, the bracket expression can, according
to (A. 12. 3) and an argumentation similar to (2. 26. 2), be replaced by v(r)V +(z,0)(r). Upon af-
terwards inserting, (2. 24. 1) it turns out that (A. 13. 4) equals for L(Xs, Us|P )-a.e. (y, u) ∈





v(r)V +(z,0)(r)Qyz(s, dr, u). (A. 13. 5)
















from which the assertion (4. 8. 1) follows upon multiplying K(s). ¤
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A. 14 Proof of lemma 4. 9:
In order to complete the proof of lemma 4. 9, it remains to verify that (2. 32. 1) inserted into
(4. 6. 2) yields the integral equations (4. 8. 1). Under the assumptions 2. 35 and 4. 5, we obtain


















λzη(τ, l) pyz(s, τ − 0, u, dl)Λzη(dτ)
for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞). Further, the backward integral equations (2. 32. 1) can
be written as






pξz(τ, t, 0, v)Qyξ(s, dτ, u),
and accordingly,






pξz(τ, t− 0, 0, v)Qyξ(s, dτ, u).
According to this, we get for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞)










pyz(s, τ − 0, u, dl)






pξz(r, τ − 0, 0, ·)Qyξ(s, dr, u)
)
(dl),
which leads by inserting into (A. 14. 1) to the following:











Dyη(τ, τ − s+ u)
K(DT (τ))

































pξz(r, τ − 0, 0, ·)Qyξ(s, dr, u)
)
(dl)Λzη(dτ)
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for L(Xs, Us|P )-a.e. (y, u) ∈ S × [0,∞). Now consider the latter two addends of the above
























































































































v(r)V +(ξ,0)(r)Qyξ(s, dr, u). (A. 14. 3)
Inserting this into the right-hand side of (A. 14. 2), recalling the assumptions 2. 35 and 4. 5, and











Dyz(τ, τ − s+ u)
K(DT (τ))























which corresponds to the system of integral equations (4. 8. 1). ¤
A. 15 Proof of theorem 4. 18:
For the most part, this proof is closely related to the proof of theorem T9 in Bre´maud [1981],
and likewise to the proof of theorem 3.1 in Møller [1993]. For t ≥ 0, consider the prospective
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loss
L(t) = −v(t)V −(t, A) + v(t)V +(t)−E[V0].
According to lemma 4. 16, (L(t))t≥0 is under the assumptions (3. 10. 1) and (4. 7. 1) yielding
E[|V0|] < ∞ a centered uniformly integrable martingale. Further, by (3. 12. 1), (4. 2. 1) and






v(τ) FˆZm(Tm, dτ) +
∑
m∈N0






V +(Zm, t−Tm)(t)1{Tm≤t<Tm+1} −E[V0]. (A. 15. 1)





















DZnZn+1(Tn+1, Tn+1 − Tn)
K(DT (Tn+1))
+v(t)V +(Zm, t−Tm)(t)−E[V0], Tm ≤ t < Tm+1, Tm <∞. (A. 15. 3)
Thus, we obtain on {Tm <∞}
L(t)1{Tm≤t<Tm+1} = L(m)(t)1{Tm≤t<Tm+1}.
Further, the mapping Ω× [0,∞) 3 (ω, t) 7→ L(m)(t, ω) is FTm ⊗B([0,∞))-measurable.
For each z ∈ S, we define another FTm ⊗B([0,∞))-measurable mapping
Ω× [0,∞) 3 (ω, s) 7→ f (m)z (s, ω)
by means of












DZnZn+1(Tn+1, Tn+1 − Tn)
K(DT (Tn+1))
+
DZmz(Tm + s, s)
K(DT (Tm + s))
+v(Tm + s)V +(z,0)(Tm + s)−E[V0], s ≥ 0, Tm <∞. (A. 15. 4)




(Vm) = L(Tm+1). (A. 15. 5)
For the stopping times Tm+1 ∧ t and Tm+1 satisfying Tm+1 ∧ t ≤ Tm+1, it follows from the
optional sampling theorem that
E[L(Tm+1 ∧ t)1A] = E[L(Tm+1)1A], A ∈ FTm+1∧t,
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and therefore,
E[L(t)1A 1{t<Tm+1}] = E[L(Tm+1)1A 1{t<Tm+1}].
Now, for each B ∈ FTm+1∧t, the set B ∩{Tm ≤ t} is also contained in FTm+1∧t, since {Tm ≤ t} =
{Tm ≤ t ∧ Tm+1} is contained in FTm+1∧t. Hence, for each B ∈ FTm+1∧t,
E[L(t)1B 1{Tm≤t<Tm+1}] = E[L(Tm+1)1B 1{Tm≤t<Tm+1}]. (A. 15. 6)
According to the third assertion of theorem 2. 5, the event C ∩ {Tm ≤ t < Tm+1} can for each
C ∈ FTm be written as B ∩ {Tm ≤ t < Tm+1} for some B ∈ FTm+1∧t, since {Tm ≤ t < Tm+1} =
{Tm ≤ Tm+1 ∧ t < Tm+1}. Hence, equation (A. 15. 6) remains valid for each C ∈ FTm with
C ⊂ {Tm <∞}:
E[L(t)1C 1{Tm≤t<Tm+1}] = E[L(Tm+1)1C 1{Tm≤t<Tm+1}]. (A. 15. 7)
Now recall that on {Tm ≤ t < Tm+1}, the prospective loss L(t) equals L(m)(t). Further, since
L(m)(t), 1C , and 1{Tm≤t} are FTm-measurable, we get for the left-hand side of (A. 15. 7)
E[L(t)1C 1{Tm≤t<Tm+1}] = E[L(m)(t)1C 1{Tm≤t<Tm+1}]
= E[L(m)(t)1C 1{Tm≤t} 1{Tm+1>t}]
= E[E[L(m)(t)1C 1{Tm≤t} 1{Tm+1>t}|FTm ]]
= E[L(m)(t)1C 1{Tm≤t} P (Tm+1 > t|FTm)].
By employing the second assertion of theorem 2. 5, the Markov property of (T,Z), and (2. 8. 2),
we finally obtain for the left-hand side of (A. 15. 7)
E[L(t)1C 1{Tm≤t<Tm+1}] = E[L(m)(t)1C 1{Tm≤t} (1− QˆZm(Tm, t))].
For the right-hand side of (A. 15. 7), the following holds by inserting (A. 15. 5) and arguing in a










































f (m)z (s− Tm) QˆZmz(Tm, ds)
]
.
Altogether, we obtain from (A. 15. 7)









f (m)z (s− Tm) QˆZmz(Tm, ds)
]
, (A. 15. 8)













z (s− Tm) QˆZmz(Tm, ds)
1− QˆZm(Tm, t)
1{Tm≤t} P − a.s.
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Hence, we get on {Tm ≤ t < Tm+1} ∩ {Tm <∞}

















z (s− Tm) QˆZmz(Tm, ds)
1− QˆZm(Tm, Tm)
P − a.s.
By applying corollary A.3 to the functions






f (m)z (s− Tm) QˆZmz(Tm, ds),










z (s− Tm) QˆZmz(Tm, ds)










z (τ − Tm) QˆZmz(Tm, dτ)
(1− Qˆ(Tm, s)) (1− QˆZm(Tm, s− 0))
QˆZm(Tm, ds) P − a.s. (A. 15. 11)
By inserting (A. 15. 9), (2. 8. 3), and (2. 8. 4), we obtain from (A. 15. 10) and (A. 15. 11) P -a.s.
on {Tm ≤ t < Tm+1} ∩ {Tm ≤ t}





















f (m)z (s− Tm)− L(m)(s)
)
qˆZmz(Tm, ds). (A. 15. 12)
According to (A. 15. 3) and (A. 15. 4), we also obtain on {Tm ≤ t < Tm+1} ∩ {Tm ≤ t}
f (m)z (s− Tm)− L(m)(s) =
DZmz(s, s− Tm)
K(DT (s))
+ v(s)V +(z, 0)(s)− v(s)V +(Zm, s−Tm)(s),
= v(s)RZmz(s, s− Tm),
where RZmz is the amount of risk according to definition 4. 10. Hence, we finally obtain for the
difference L(t)− L(Tm) according to (A. 15. 12) on {Tm ≤ t < Tm+1} ∩ {Tm ≤ t},






v(τ)RZmz(τ, τ − Tm) qˆZmz(Tm, dτ) P − a.s. (A. 15. 13)
Now consider L(Tm+1−0)−L(Tm) = limt↗Tm+1 L(m)(t)−L(Tm) which is according to the above
P -a.s. given by






v(τ)RZmz(τ, τ − Tm) qˆZmz(Tm, dτ). (A. 15. 14)
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Further, consider the difference
L(Tm+1)− L(Tm+1 − 0) = L(Tm+1)− lim
t↗Tm+1
L(m)(t). (A. 15. 15)
Due to the underlying smoothness conditions in the framework Møller [1993], the corresponding
difference causes no further problems. Here, however, Thiele’s integral equations of type 1 must









v(Tm+1)RZmz(Tm+1, Tm+1 − Tm) qˆZmz(Tm, {Tm+1}),
(A. 15. 16)
where the left-hand side means
v(Tm+1)V +(Zm, Tm+1−Tm)(Tm+1)− limt↗Tm+1 v(t)V
+
(Zm, t−Tm)(t). (A. 15. 17)
Then, by using (A. 15. 1) and (A. 15. 3), we get for the difference (A. 15. 15)
L(Tm+1)− L(Tm+1 − 0)
=
DZmZm+1(Tm+1, Tm+1 − Tm)
K(DT (Tm+1))





DZmZm+1(Tm+1, Tm+1 − Tm)
K(DT (Tm+1))
+ v(Tm+1)V +(Zm+1, 0)(Tm+1)









(Tm+1). (A. 15. 18)
By adding (A. 15. 18) and (A. 15. 14) , and afterwards substituting (A. 15. 16), we get the asser-
tion (4. 18. 2) as follows:
L(Tm+1)− L(Tm)
= L(Tm+1)− L(Tm+1 − 0) + L(Tm+1 − 0)− L(Tm)








































v(τ)Ryz(τ, t− Tm)Myz,dτ P − a.s., (A. 15. 19)
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where the last equation holds due to (2. 13. 1) and (2. 17. 2). Finally, with L(0) = L(T0) = 0,
(A. 15. 19) and (A. 15. 13), the assertion can be obtained by






















v(τ)Ryz(τ, t− Tm)Myz,dτ P − a.s.
It remains to verify (A. 15. 16). In order to achieve this, consider p¯Zm(Tm, t, 0) v(t)V
+
(Zm, t−Tm)(t)
for t > Tm and apply Thiele’s integral equations of type 1 (4. 14. 23) which hold without excep-
tional sets. This yields
p¯Zm(Tm, t, 0) v(t)V
+
(Zm, t−Tm)(t)
= p¯Zm(Tm, t, 0)
∫
[t,∞)
v(τ) p¯Zm(t, τ, t− Tm) FˆZm(Tm, dτ) (A. 15. 20)










·p¯Zm(t, τ − 0, t− Tm) qˆZmz(Tm, dτ),
and, by further employing (2. 27. 8),
p¯Zm(Tm, t, 0) v(t)V
+















p¯Zm(Tm, τ − 0, 0) qˆZmz(Tm, dτ).
Thus, we have according to (A. 15. 21) on the one hand
∆
(











p¯Zm(Tm, t− 0, 0) qˆZmz(Tm, {t}).
On the other hand, it holds
∆
(
p¯Zm(Tm, ·, 0) v(·)V +(Zm, ·−Tm)(·)
)
(t)
= p¯Zm(Tm, {t}, 0) v(t)V +(Zm, t−Tm)(t) + p¯Zm(Tm, t− 0, 0)∆
(
v(·) V +(Zm, ·−Tm)(·)
)
(t). (A. 15. 22)
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Hence, we get in view of (A. 15. 16)
∆
(























+v(t)V +(Zm, t−Tm)(t) qˆZmZm(Tm, {t}),
where the last equation is due to (2. 24. 3) and (2. 24. 5). By applying (2. 27. 5) and inserting
t = Tm+1, one obtains
∆
(













Thus, (A. 15. 16) is verified and the proof of (4. 18. 2) is complete. ¤
A. 16 Proof of corollary 4. 22:
Consider the situation of theorem 4. 18. On the one hand, the prospective loss L(t), t ≥ 0, can






v(τ) FˆZm(Tm, dτ) +
∑
m∈N0






V +(Zm, t−Tm)(t)1{Tm≤t<Tm+1} −E[V0]. (A. 16. 1)








v(τ)Ryz(τ, τ − Tm)Myz,dτ ,









































v(τ)Ryz(τ, τ − Tm)1{Zm=y} qˆyz(Tm, dτ). (A. 16. 2)
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v(τ)Ryz(τ, τ − Tm)1{Zm=y} qˆyz(Tm, dτ).
This yields, for s, t ≥ 0 satisfying Tm ≤ s ≤ s+ t < Tm+1, the following:































v(τ)Ryz(τ, τ − Tm)1{Zm=y} qˆyz(Tm, dτ).
Given (Tm, Zm) = (s− u, y), we obtain
v(s+ t)V +(y,u+t)(s+ t)− v(s)V +(y,u)(s) = −
∫
[s,s+t)







v(τ)Ryz(τ, τ − s+ u) qˆyz(s− u, dτ).










v(τ)Ryz(τ, τ − s+ u) qˆyz(s− u, dτ).
(A. 16. 3)
This is assertion (4. 22. 1).
For (4. 22. 2), assumption (4. 21. 3) must additionally be satisfied. (4. 22. 2) can then be ob-
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tained, by inserting (3. 2. 3) into (A. 16. 3) and afterwards applying Fubini’s theorem, as follows:
V +(y,u)(s)





















v(τ)K(r − 0)Φ(dr)Ryz(τ, τ − s+ u) qˆyz(s− u, dτ)





















v(τ)K(r − 0)Ryz(τ, τ − s+ u) qˆyz(s− u, dτ)Φ(dr)



















v(τ)K(r − 0)Ryz(τ, τ − r − r + s+ u) qˆyz(r − r + s− u, dτ)
)
Φ(dr). (A. 16. 4)
Inserting (A. 16. 3), (A. 16. 4) turns out to be










V +(y,r−s+u)(r − 0)Φ(dr),
which is (4. 22. 2). ¤
A. 17 Proof of lemma 4. 23:
Here, the remaining direction of the proof of lemma 4. 23 is verified, namely that the backward
integral equations of type 2 imply Thiele’s integral equations of type 2. Let 0 ≤ u ≤ s ≤ t, v ≥ 0,
and (y, z) ∈ S2. The prospective reserve V +(y,u)(s) can under assumptions 2. 35 and 4. 5 be
represented as

















λzη(τ, l) pyz(s, τ − 0, u, dl)Λzη(dτ).
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Further, the backward integral equations of type 2 are given as










pyz(τ, t, τ − s+ u, v) qyy(s, dτ, u).
They are assumed to hold without exceptional sets. Rewriting the above, we get










pyz(τ, t, τ − s+ u, v) qyy(s, dτ, u) (A. 17. 2)
and










pyz(τ, t− 0, τ − s+ u, v) qyy(s, dτ, u), (A. 17. 3)
respectively. Thus, one obtains the following measures












pyz(r, τ, r − s+ u, ·) qyy(s, dr, u)
)
(dl) (A. 17. 4)
as well as












pyz(r, τ − 0, r − s+ u, ·) qyy(s, dr, u)
)
(dl). (A. 17. 5)
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Dyη(τ, τ − s+ u)
K(DT (τ))





































Dyη(τ, τ − s+ u)
K(DT (τ))


















































λzη(τ, l) pyz(r, τ − 0, r − s+ u, dl)Λzη(dτ) qyy(s, dr, u).



















v(r)V +(ξ,0)(r) qyξ(s, dr, u) +
∫
(s,∞)
v(r)V +(y,r−s+u)(r) qyy(s, dr, u),











v(τ)Ryz(τ, τ − s+ u) qˆyz(s− u, dτ).
This corresponds to (4. 22. 1). Thiele’s integral equation (4. 22. 2) can then be obtained by
following the same argumentation as in the proof of (4. 22. 2) (cf. A.16). ¤
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A. 18 Proof of lemma 4. 24:
In order to accomplish the proof of lemma 4. 24, we start with Thiele’s integral equations of
type 2, which are for 0 ≤ u ≤ s and y ∈ S given by
V +(y,u)(s) = Fˆy(s− u, [s,∞))−
∫
(s,∞)







Ryz(τ, τ − s+ u) qˆyz(s− u, dτ), (A. 18. 1)
and apply (3. 8. 1) to Z(dτ) = Fˆy(s− u, dτ), and (3. 8. 2) to Z(dτ) = V +(y,τ−s+u)(τ − 0)Φ(dτ) as
well as to Z(dτ) = Ryz(τ, τ − s+ u) qˆyz(s− u, dτ). Thus, we obtain




















v(τ) p¯y(s, τ − 0, u)
∫
[τ,∞)




v(τ) p¯y(s, τ − 0, u)
∫
(τ,∞)














v(τ) p¯y(s, τ − 0, u)
∫
[τ,∞)







v(τ) p¯y(s, τ − 0, u)
∫
(τ,∞)
Ryz(r, r − s+ u) qˆyz(s− u, dr) qyy(s, dτ, u).








v(τ) p¯y(s, τ − 0, u)
∫
[τ,∞)







v(τ) p¯y(s, τ − 0, u)
∫
[τ,∞)
Ryz(r, r − s+ u) qˆyz(s− u, dr) Φ(dτ)
=








v(τ) p¯y(s, τ − 0, u)
∫
[τ,∞)















v(τ) p¯y(s, τ − 0, u)V +(y,τ−s+u)(τ − 0)Φ(dτ).








v(τ) p¯y(s, τ − 0, u)
∫
(τ,∞)







v(τ) p¯y(s, τ − 0, u)
∫
(τ,∞)




v(τ) p¯y(s, τ − 0, u)V +(y,τ−s+u)(τ) qyy(s, dτ, u).
Inserting both of the above relations, (A. 18. 2) can be reduced to
V +(y,u)(s) = K(s)
∫
[s,∞)











v(τ) p¯y(s, τ − 0, u)V +(y,τ−s+u)(τ) qyy(s, dτ, u). (A. 18. 3)
According to definition 4. 10, (2. 27. 5), and the selection of q by means of (2. 28. 3), this is equal
to Thiele’s integral equation of type 1, i.e.
V +(y,u)(s) = K(s)
∫
[s,∞)











p¯y(s, τ − 0, u) qˆyz(s− u, dτ).
¤
A. 19 Proof of lemma 4. 28:
In order to prove the assertion, we likewise follow the proceedings in Stracke [1997] or Milbrodt
and Helbig ([1999], Hilfsfssatz 10.27), and select a solution (hy)y∈S of the system (4. 28. 1) that
also fulfills (4. 28. 2). Then, we define
h(n)y := hy · 1[0,n], y ∈ S, n > 0.
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Since (hy)y∈S is a solution of (4. 28. 1), we obtain for s ∈ [0, n], y ∈ S













v(τ)hz(τ) p¯y(s, τ − 0, 0) qˆyz(s, dτ).
By employing (2. 27. 8), one obtains from the above






v(τ)h(n)z (τ) p¯y(s, τ − 0, 0) qˆyz(s, dτ)
+K(s) v(n) p¯y(s, n, 0)H(n)y (s), (A. 19. 1)
where






v(τ)hz(τ) p¯y(n, τ − 0, n− s) qˆyz(s, dτ). (A. 19. 2)
Thus, (A. 19. 1) corresponds to (4. 27. 1) with Dyz ≡ 0 and Fˆ (n)y (s, dτ) = H(n)y (s) εn(dτ). Hence,
according to lemma 4. 27, (h(n)y (·))y∈S is the one and only solution of (A. 19. 1). By inserting the
above parameters in formula (4. 6. 1), we learn that this solution must for s ∈ [0, n] and y ∈ S



















v(n) pξ(r, n, 0)H
(n)
ξ (r)P (Tl ∈ dr, Zl = ξ|T0 = s, Z0 = y). (A. 19. 3)
Since (hy)y∈S was selected as a solution of (4. 28. 1) which fulfills (4. 28. 2), we get according to
(A. 19. 2)
lim
n→∞ |v(n) pξ(s, n, 0)H
(n)





v(t) |hz(t)| qˆyz(s, dt) = 0 ∀s ≥ 0.





y (s) = 0, s ≥ 0, y ∈ S.
¤
A. 20 Proof of corollary 4. 30:
As mentioned subsequent to theorem 4. 29, the variance V[(Ly(t))], t ≥ 0, can be derived as
expectation of the predictable variation. Thus we obtain for t ≥ 0
V[L(t)] = E[〈L〉t] =
∑
η∈S
P (Z0 = η)E[〈Ly〉t|T0 = 0, Z0 = η].
In order to derive E[〈Ly〉t|T0 = 0, Z0 = η], we start from (4. 29. 1) and proceed in almost the same
manner as in the proof of theorem 4. 6 (cf. A.12), namely by deriving a version of the conditional
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expectation by integration with respect to the corresponding conditional expectations according
to (2. 17. 1). Thus, we obtain for L(Z0|P )-a.e. η ∈ S



















(v(τ))2Ryz(τ, τ − Tl)Ryξ(τ, τ − Tl)
· 1{Zl=y} qˆyz(Tl, {τ}) qˆyξ(Tl, dτ)











v(τ)Ryz(τ, τ − r)
)2
1{Zl=y} qˆyz(r, dτ)










(v(τ))2Ryz(τ, τ − r)Ryξ(τ, τ − r)1{Zl=y} qˆyz(r, {τ}) qˆyξ(r, dτ)
·P (Tl+1 ∈ dx, Tl ∈ dr, Zl ∈ dν|T0 = 0, Z0 = η). (A. 20. 1)
By successive conditioning and applying the Markov property of the marked point process (T,Z),
we get for L(Z0|P )-a.e. η ∈ S













v(τ)Ryz(τ, τ − r)
)2
qˆyz(r, dτ)












(v(τ))2Ryz(τ, τ − r)Ryξ(τ, τ − r) qˆyz(r, {τ}) qˆyξ(r, dτ)
·P (Tl+1 ∈ dx|Tl = r, Zl = y)P (Tl ∈ dr, Zl = y|T0 = 0, Z0 = η).
Applying Fubini’s theorem to both addends, and afterwards inserting (2. 8. 2), the above equation










(1− Qˆy(r, τ − 0))
(
v(τ)Ryz(τ, τ − r)
)2
qˆyz(r, dτ)










(1− Qˆy(r, τ − 0)) (v(τ))2Ryz(τ, τ − r)Ryξ(τ, τ − r) qˆyz(r, {τ}) qˆyξ(r, dτ)
·P (Tl ∈ dr, Zl = y|T0 = 0, Z0 = η).
According to assumption 2. 35, Fubini’s theorem can also be applied to the remaining integrals.
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Thus, we achieve for L(Z0|P )-a.e. η ∈ S










(1− Qˆy(r, τ − 0))
(
v(τ)Ryz(τ, τ − r)
)2
λyz(τ, τ − r)










(1− Qˆy(r, τ − 0)) (v(τ))2Ryz(τ, τ − r)Ryξ(τ, τ − r)λyz(τ, τ − r)
·λyξ(τ, τ − r)P (Tl ∈ dr, Zl = y|T0 = 0, Z0 = η)Λyz({τ})Λyξ(dτ),
where the right-hand side can be represented, by proceeding in a similar manner as in (A. 12. 7),























(v(τ))2Ryz(τ, r)Ryξ(τ, r)λyz(τ, r)λyξ(τ, r) p(l)ηy(0, τ − 0, 0, dr)
·Λyξ({τ})Λyz(dτ).
By interchanging the infinite sums and the integrals according to the monotone convergence
theorem as well as applying (2. 23. 4) the assertion follows. ¤
A. 21 Proof of theorem 4. 31:
The following proof is closely related to the proof of Thiele’s integral equations of type 1 (cf. the-
orem 4. 8). Let 0 ≤ s ≤ t, and (η, y) ∈ S2. We start by inserting (4. 29. 1) into
E[〈Ly〉t − 〈Ly〉s|T0 = s, Z0 = η].
Thus, we obtain for L(T0, Z0|P )-a.e. (s, η)



















(v(τ))2Ryz(τ, τ − Tl)Ryξ(τ, τ − Tl)
·1{Zl=y} qˆyz(Tl, {τ}) qˆyξ(Tl, dτ)
∣∣T0 = s, Z0 = η], (A. 21. 1)
for which we split up both addends in the same way as in (4. 8. 3). This yields for L(T0, Z0|P )-a.e.
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(s, η)









v(τ)Ryz(τ, τ − s)
)2








(v(τ))2Ryz(τ, τ − s)Ryξ(τ, τ − s)











v(τ)Ryz(τ, τ − r)
)2
1{Zl=y} qˆyz(r, dτ)










(v(τ))2Ryz(τ, τ − r)Ryξ(τ, τ − r)1{Zl=y} qˆyz(r, {τ}) qˆyξ(r, dτ)
·P (Tl+1 ∈ dx, Tl ∈ dr, Zl ∈ dν|T0 = s, Z0 = η). (A. 21. 2)
Applying Fubini’s theorem and afterwards inserting (2. 8. 2) yield for the first two addends of







v(τ)Ryz(τ, τ − s)
)2








(v(τ))2Ryz(τ, τ − s)Ryξ(τ, τ − s)







v(τ)Ryz(τ, τ − s)
)2






(v(τ))2Ryz(τ, τ − s)Ryξ(τ, τ − s) δηy qˆyz(s, {τ}) (1− Qˆy(s, τ − 0)) qˆyξ(s, dτ).
By conditioning on (T1, Z1) and employing the Markov property of (T,Z), we get for the re-















v(τ)Ryz(τ, τ − r)
)2
1{Zl=y} qˆyz(r, dτ)















(v(τ))2Ryz(τ, τ − r)Ryξ(τ, τ − r)1{Zl=y} qˆyz(r, {τ})
·qˆyξ(r, dτ)P (Tl+1 ∈ dx, Tl ∈ dr, Zl = ν|T1 = σ,Z1 = ζ)P (T1 ∈ dσ, Z1 = ζ|T0 = s, Z0 = η),












VLy(t)(z) (τ) (1− Qˆη(s, τ − 0)) qˆηz(s, dτ), (A. 21. 4)
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where the last equation is due to (2. 8. 1), and afterwards applying (2. 9. 1). Altogether, we get
by adding (A. 21. 3) and (A. 21. 4) for L(T0, Z0|P )-a.e. (s, η)















v(τ)Rηz(τ, τ − s)
)2






(v(τ))2Rηz(τ, τ − s)Rηξ(τ, τ − s) δηy qˆηz(s, {τ}) (1− Qˆη(s, τ − 0)) qˆηξ(s, dτ).
By substituting p¯η(s, τ −0, 0) for (1− Qˆη(s, τ −0)) according to (2. 28. 3), the system of integral
equations (4. 31. 1) is verified. ¤
A. 22 Proof of theorem 5. 1:
According to (5. 0. 10), the retrospective reserve is defined as V −y (t) = E[V −(t, A)|Xt = y], t ≥
0, y ∈ S. In case that P (Xt = y) > 0, this is equal to





P (Xt = y)
. (A. 22. 1)
















. (A. 22. 2)






























which can also be derived in a manner similar to the proof of theorem 4. 6 (cf. A.13). In doing
so, we obtain



















































·P (Tl+1 ∈ dx, Zl+1 ∈ dz, Tl ∈ dr, Zl ∈ dξ, Tm ≤ t, Tm+1 > t, Zm = y). (A. 22. 3)
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Upon successive conditioning, applying the Markov property of (T,Z) along with P (T0 = 0, Z0 =














v(τ)Fξ(dτ)P (Tm ≤ t, Tm+1 > t, Zm = y|Tl+1 = x, Zl+1 = z)














P (Tm ≤ t, Tm+1 > t, Zm = y|Tl+1 = x, Zl+1 = z)














v(τ)Fξ(dτ)P (Tm ≤ t, Tm+1 > t, Zm = y|Tl+1 = x,Zl+1 = z)














P (Tm ≤ t, Tm+1 > t, Zm = y|Tl+1 = x,Zl+1 = z)
·P (Tl+1 ∈ dx, Zl+1 ∈ dz|Tl = r, Zl = ξ)P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a).
By the monotone convergence theorem, the order of the sums and the integrals can also be
changed. This, along with the homogeneity of (T,Z), yield















P (Tm ≤ t, Tm+1 > t, Zm = y|T0 = x,Z0 = z)














P (Tm ≤ t, Tm+1 > t, Zm = y|T0 = x,Z0 = z)
·P (Tl+1 ∈ dx, Zl+1 ∈ dz|Tl = r, Zl = ξ)P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a).
Employing (2. 42. 1) and (2. 42. 2), and afterwards applying (2. 41. 6) as well as (2. 41. 5), the
above can be continued as












v(τ)Fξ(dτ) pzy(x, t) p¯ξ(r, x− 0) qξz(dx)












pzy(x, t) p¯ξ(r, x− 0) qξz(dx)
·P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a). (A. 22. 4)
A repeatedly application of Fubini’s theorem, and, for the first addend, applying (2. 41. 9) and
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inserting (2. 42. 4), result in the following:
















pzy(x, t) p¯ξ(τ, x− 0) qξz(dx)Fξ(dτ)












pzy(x, t) p¯ξ(r, x− 0) qξz(dx)










v(τ) p¯ξ(r, τ) pξy(τ, t)Fξ(dτ)












pzy(x, t) p¯ξ(r, x− 0) qξz(dx)













































aξ (0, x− 0) qξz(dx).
Interchanging the infinite sum and the integral again yields along with (2. 42. 1)












paξ(0, τ − 0) pzy(τ, t) qξz(dτ),
from which, the assertion (5. 1. 1) immediately follows by using (A. 22. 1) together with P (T0 =
0, Z0 = a) = 1. ¤
A. 23 Proof of theorem 5. 2:







P (Xt = y, Ut ≤ v) . (A. 23. 1)
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Further, we proceed in almost the same manner as in the proof of theorem 5. 1. Thus, we obtain



















































·P (Tl+1 ∈ dx, Zl+1 ∈ dz, Tl ∈ dr, Zl ∈ dξ, Tm+1 > t, Tm ∈ [t− v, t], Zm = y). (A. 23. 2)
Upon successive conditioning, applying the Markov property of (T,Z) together with P (T0 =















v(τ)Fξ(r, dτ)P (Tm+1 > t, Tm ∈ [t− v, t], Zm = y|Tl+1 = x,Zl+1 = z)














P (Tm+1 > t, Tm ∈ [t− v, t], Zm = y|Tl+1 = x,Zl+1 = z)














v(τ)Fξ(r, dτ)P (Tm+1 > t, Tm ∈ [t− v, t], Zm = y|Tl+1 = x,Zl+1 = z)














P (Tm+1 > t, Tm ∈ [t− v, t], Zm = y|Tl+1 = x, Zl+1 = z)
·P (Tl+1 ∈ dx, Zl+1 ∈ dz|Tl = r, Zl = ξ)P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a).
According to the monotone convergence theorem, the order of summation and integration can
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also be changed. By additionally applying the homogeneity of (T,Z), we obtain















P (Tm+1 > t, Tm ∈ [t− v, t], Zm = y|T0 = x,Z0 = z)














P (Tm+1 > t, Tm ∈ [t− v, t], Zm = y|T0 = x,Z0 = z)
·P (Tl+1 ∈ dx, Zl+1 ∈ dz|Tl = r, Zl = ξ)P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a).













v(τ)Fξ(r, dτ) pzy(x, t, 0, v) (1− Qˆξ(r, x− 0)) qˆξz(r, dx)












pzy(x, t, 0, v) (1− Qˆξ(r, x− 0)) qˆξz(r, dx)
·P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a),
which is according to the specification of q by means of qˆ equal to












v(τ)Fξ(r, dτ) pzy(x, t, 0, v) p¯ξ(r, x− 0, 0) qξz(r, dx, 0)












pzy(x, t, 0, v) p¯ξ(r, x− 0, 0) qξz(r, dx, 0)
·P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a). (A. 23. 3)
By employing assumption 4. 5, Fubini’s theorem, (2. 27. 1), (2. 27. 8), and the backward integral














pzy(x, t, 0, v) (1−Qξ(τ, x− 0, τ − r))










v(τ) fξ(τ, τ − r) p¯ξ(r, τ, 0) pξy(τ, t, τ − r, v)Fξ(dτ)
· P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a).
Along with assumption 2. 35, this yields for (A. 23. 3)










v(τ) fξ(τ, τ − r) (1−Qξ(r, τ, 0)) pξy(τ, t, τ − r, v)Fξ(dτ)












pzy(x, t, 0, v) (1−Qξ(r, x− 0, 0))λξz(x, x− r)Λξz(dx)
·P (Tl ∈ dr, Zl = ξ|T0 = 0, Z0 = a). (A. 23. 4)
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After employing Fubini’s theorem again, the same argumentation as in (A. 12. 7), (A. 12. 8), and
(A. 12. 9) results in




















Dξz(τ, τ − r)
K(DT (τ))




















Dξz(τ, τ − r)
K(DT (τ))


















pzy(τ, t, 0, v) λξz(τ, r) paξ(0, τ − 0, 0, dr)Λξz(dτ). (A. 23. 5)
Consider the second of the above equations. The restriction of the integration interval for the
interior integral of the second addend is due to the fact that the measure
qξz(r, dτ, 0) = λξz(τ, τ − r)Λξz(dτ)
is concentrated on (r,∞). The third equation is by the interchange of infinite sums and inte-
grals according to the monotone convergence theorem, along with (2. 23. 4). Finally, inserting
(A. 23. 5) into (A. 23. 1) verifies together with P (T0 = 0, Z0 = a) = 1 the assertion. ¤
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Zusammenfassung
Bei der Betrachtung von Einzelrisiken in der Personenversicherung ko¨nnen Verweildauereffekte
auf zwei Ebenen auftreten. Einerseits gibt es Verweildauerabha¨ngigkeiten von U¨bergangswahr-
scheinlichkeiten wie zum Beispiel die Abha¨ngigkeit von Reaktivierungswahrscheinlichkeiten von
der bisherigen Dauer einer Invalidisierung. Andererseits gibt es aber auch den Bedarf, verweil-
dauerabha¨ngige Versicherungsleistungen anzubieten. Derartige Abha¨ngigkeiten lassen sich auf
Basis der u¨blicherweise verwendeten Markovschen Sprungrozesse nicht explizit beschreiben. Mit
Hilfe des vorgestellten Modells, basierend auf semi-Markov Prozessen, ko¨nnen Verweildaueref-
fekte jedoch direkt modelliert werden. Der allgemein gehaltene Ansatz erlaubt eine gleicher-
maßene Behandlung von diskreten und kontinuierlichen Versicherungsmodellen. Beispiele aus
der Berufsunfa¨higkeits- und der Privaten Krankenversicherung verdeutlichen anhand von realen
Daten den Einfluss der Einbeziehung von verweildauerabha¨ngigen U¨bergangswahrscheinlichkeiten.
Summary
In considering life insurance contracts, durational effects may appear at two levels. The first is
concerned with the underlying biometrical risk, meaning that dependencies of transition prob-
abilities on the previous duration in a certain state can be observed. An example is given by
recovery rates of disabled insured which additionally depend on the time elapsed since disable-
ment. Secondly, there is a need for duration-depending actuarial payments. Both of these
durational effects cannot be explicitly implemented in the common model relying on Markovian
pure jump processes. The model presented here, based on semi-Markov processes, allows one to
directly model dependencies on the previous duration. Due to the generality of the approach,
discrete and continuous life insurance models can be similarly discussed. Relying on real data,
numerical examples dealing with disability insurance as well as German private health insurance
outline the impact of using duration-depending transition rates.
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