Abstract. We investigate the invariance principle in Hölder spaces for strictly stationary martingale difference sequences. In particular, we show that the sufficient condition on the tail in the i.i.d. case does not extend to stationary ergodic martingale differences. We provide a sufficient condition on the conditional variance which guarantee the invariance principle in Hölder spaces. We then deduce a condition in the spirit of Hannan one.
Introduction
One of the main problems in probability theory is the understanding of the asymptotic behavior of Birkhoff sums S n (f ) := n−1 j=0 f • T i , where (Ω, F, µ, T ) is a dynamical system and f a map from Ω to the real line.
One can consider random functions contructed from the Birkhoff sums seen as an element of a function space. Donsker showed (cf. [Don51] ) that the sequence (n −1/2 (E(f 2 )) −1/2 S pl n (f )) n 1 converges in distribution in the space of continuous functions on the unit interval to a standard Brownian motion W when the sequence (f • T i ) i 0 is i.i.d. and zero mean. Then an intensive research has then been performed to extend this result to stationary weakly dependent sequences. We refer the reader to [MPU06] for the main theorems in this direction.
Our purpose is to investigate the weak convergence of the sequence (n −1/2 S pl n (f )) n 1 in Hölder spaces when (f • T i ) i 0 is a strictly stationary sequence. A classical method for showing a limit theorem is to use a martingale approximation, which allows to deduce the corresponding result if it holds for martingale differences sequences provided that the approximation is good enough. To the best of our knowledge, no result about the invariance principle in Hölder space for stationary martingale difference sequences is known. If r ∈ D j for some j 0, we define r + := r + 2 −j and r − := r − 2 −j . For r ∈ D j , j 1, let Λ r be the function whose graph is the polygonal path joining the points (0, 0), (r − , 0), (r, 1), (r + Considering the sequential norm, we can show (see Theorem 3 in [Suq99] ) that a sequence (ξ n ) n 1 of random elements of H 0 α vanishing at 0 is tight if and only if for each positive ε,
Notation 1.1. In the sequel, we will denote r k,j := k2 −j and u k,j := [nr k,j ] (or r k and u k for short). Notice that u k+1,j − u k,j = [nr k,j + n2 −j ] − u k,j 2n2 −j if j log n, where log n denotes the binary logarithm of n and for a real number x, [x] is the unique integer for which [x] x < [x] + 1. Now, we state the result obtained by Račkauskas and Suquet in [RS03] . Theorem 1.2. Let p > 2 and let (f • T j ) j 0 be an i.i.d. centered sequence with unit variance. Then the condition
is equivalent to the weak convergence of the sequence (n −1/2 S pl n (f )) n 1 to a standard Brownian motion in the space H 0 1/2−1/p [0, 1].
1.2.
Some facts about the L p,∞ spaces. Let p > 2. We define the L p,∞ space as the collection of functions f : Ω → R such that the quantity
This quantity is denoted like a norm, while it is not a norm. However, there is a constant κ p such that for each f ,
A function f satisfies (1.8) if and only if it belongs to the closure of bounded functions with respect to N p . Lemma 1.3. If lim t→∞ t p µ {|f | > t} = 0, then for each sub-σ-algebra A, we have
Proof. For simplicity, we assume that f is non-negative. For a fixed t, the set {E[f | A] > t} belongs to the σ-algebra A, hence
Notice that
By the assumption on the function f , the right hand side goes to 0 as s goes to infinity, which concludes the proof of the lemma.
The next lemma provides an estimation of the L p,∞ norm of a simple function.
Proof. We have the equality
where a N +1 := 0, therefore
Main results
The goal of the paper is to give a sharp sufficient condition on the moments of a strictly stationary martingale difference sequence which guarantees the weak invariance principle in H 0 α [0, 1] for a fixed α. We first show that Theorem 1.2 does not extend to strictly stationary ergodic martingale difference sequences.
An application of Kolmogorov's continuity criterion shows that if (m • T i ) i 0 is a martingale difference sequence such that m ∈ L p+δ for some positive δ and p > 2, then the partial sum process
We provide a condition on the quadratic variance which improves the previous approach (since the previous condition can be replaced by m ∈ L p ). Then using martingale approximation we can provide a Hannan type condition which guarantees the weak invariance principle in H 0
Theorem 2.1. Let p > 2 and (Ω, F, µ, T ) be a dynamical system with positive entropy. There exists a function m : Ω → R and a σ-algebra M for which T M ⊂ M such that:
• the sequence (m • T i ) i 0 is a martingale difference sequence with respect to the filtration (T −i M) i 1 ; • the convergence lim t→+∞ t p µ {|m| > t} = 0 takes place;
Theorem 2.2. Let p > 2 and let (m•T j , T −i M) be a strictly stationary martingale difference sequence. Assume that t p µ {|m| > t} → 0 and
where the random variable η is given by
and η is independent of the process (W t ) t∈[0,1] . In particular, (2.1) takes place if m belongs to L p .
The key point of the proof of Theorem 2.2 is an inequality in the spirit of Doob's one, which gives
. It is used in order to establish tightness of the sequence
Proposition 2.3. Let p > 2. There exists a constant C p depending only on p such that if (m • T i ) i 1 is a martingale difference sequence, then the following inequality holds:
Remark 2.4. As Theorem 2.1 shows, the term E E[m 2 | T M] p/2 cannot be omitted in general. For the constructed m, the quadratic variance is κm 2 for some constant κ and m does not belong to the L p space.
Since for a function g,
converges to 0 in probability if g belongs to L p . Therefore, we can exploit a martingale-coboundary decomposition in L p .
Corollary 2.5. Let p > 2 and let f be an M-measurable function which can be written as
where m, g ∈ L p and (m•T i ) i 0 is a martingale difference sequence for the filtration
, where η is given by (2.2) and independent of W .
We define for a function h the operators Theorem 2.6. Let p > 2 and let f be an M-measurable function such that
Proofs
3.1. Proof of Theorem 2.1. We need a result about dynamical systems of positive entropy for the construction of a counter-example.
Lemma 3.1. Let (Ω, A, µ, T ) be an ergodic probability measure preserving system of positive entropy. There exists two T -invariant sub-σ-algebras B and C of A and a function g : Ω → R such that:
• the σ-algebras B and C are independent;
• the function g is B-measurable, takes the values −1, 0 and 1, has zero mean and the process (g • T n ) is independent; • the dynamical system (Ω, C, µ, T ) is aperiodic. This is Lemma 3.8 from [LV01] .
We consider the following four increasing sequences of integers
We define k l := 2 I l +J l and impose the conditions:
Here N denotes a random variable whose distribution is standard normal.
Using Rokhlin's lemma, we can find for any integer l 1 a measurable set C l ∈ C such that the sets T −i C l , i = 0, . . . , n l − 1 are pairwise disjoint and µ
Proposition 3.2. We have the estimate
for some constant κ ′ p depending only on p. As a consequence, lim t→∞ t p µ {|m| > t} = 0.
Proof. Notice that
Next, using Lemma 1.4 with N :
hence by (1.10), (3.9) and (3.13),
We thus define κ ′ p := κ p 1 + 2 1/p .
We fix ε > 0; using (3.1), we can find an integer l 0 such that l>l 0 1/L l < ε. Since the function l 0 l=1 gf l is bounded, we have,
where the second inequality comes from inequalities (1.10). Since ε is arbitrary, the proof of Lemma 3.2 is complete.
We denote by M the σ-algebra generated by C and the random variables g 
Proof. We have to show that
Since g is centered and independent of T M, Proposition 3.3 is proved.
It remains to prove that the process
Proposition 3.4. Under conditions (3.2), (3.3) and (3.4), there exists an integer l 0 such that for l l 0 (3.25)
Proof. Let us fix an integer l 1. Assume that ω ∈ C l . Then we have
As a consequence,
Since for a fixed s ∈ {0, . . . , n l − k l }, the inequality
takes place and the sets (T −s C l )
s=0 are pairwise disjoint, we obtain the lower bound
Using the fact that T is measure-preserving, this becomes
and plugging (3.27) in the previous estimate, we get (3.31)
L l and C l belong to the independent sub-σ-algebras B and C respectively, hence (3.32)
It remains to find a lower bound for
Let us define the set (3.35)
We define the quantity (3.37)
(we recall that N denotes a standard normally distributed random variable). By the Berry-Essen theorem, we have for each j ∈ {1, . . . , J l },
Plugging the estimate (3.38) into (3.36) and noticing that for an integer N and (a n ) N n=1 , (b n ) N n=1 two families of numbers in the unit interval,
we obtain
for 1 j J l . We thus have (3.44) P
Using the elementary inequality
valid for a positive integer n and t ∈ [0, 1], we obtain
By conditions (3.3) and (3.4), there exists an integer l ′ 0 such that if l l ′ 0 , then
Combining (3.33) with (3.47), we obtain for l l ′ 0 (3.48)
By condition (3.2), we thus get that P l 1/16 for l l 0 , where l 0 l ′ 0 and
This concludes the proof of Proposition 3.4.
Proposition 3.5. Under conditions (3.1), (3.2), (3.3), (3.4) and (3.5), we have for l large enough
Since the Hölder modulus of continuity of a piecewise linear function is reached at vertices, we derive the following corollary. 
Let i be an integer such that i < l. Notice that for 1 u n l − k l and v k l , we have
where U (h)(ω) = h(T (ω) and since
we have by (3.55),
By (3.5), the following bound takes place:
The following set inclusions hold
We thus have
and by (3.2), it follows that
Accounting (3.58), we thus have
hence combining Proposition 3.4 with (3.65), we obtain the conclusion of Proposition 3.5.
Theorem 2.1 follows from Corollary 3.6 and Propositions 3.2 and 3.3.
Proof of Theorem 2.2 and Proposition 2.3.
Proof of Proposition 2.3. Let us fix a positive t. We have to show that for some constant C depending only on p and each integer n 1,
(handling the differences S pl n (m, r k,j ) − S pl n (m, r k−1,j ) is completely similar, hence ommited).
In the proof, we shall denote by C p a constant depending only on p which may change from line to line.
We define (3.68)
We estimate P 2 (n, t). For j > log n, we have the inequality
hence if r k,j belongs to the interval [l/n, (l + 1)/n) for some l ∈ {0, . . . , n − 1}, then
• either r k+1,j ∈ [l/n, (l + 1)/n), and in this case,
• or r k+1,j belongs to the interval [(l + 1)/n, (l + 2)/n). The estimates
hold. Considering these two cases, we obtain
Therefore, establishing inequality (3.67) reduces to find a constant C depending only on p such that
We define u k,j := [nr k,j ] for k < 2 j and j 1 (see Notation 1.1).
Notice that the inequalities
take place because if j log n, then (3.81) u k,j nr k,j u k,j + 1 u k+1,j nr k+1,j u k+1,j + 1.
Therefore, P 1 (n, t) P 1,1 (n, t) + P 1,2 (n, t), where
nµ |m| > n 1/p t/4 (3.85)
hence (3.78) will follow from the existence of a constant C depending only on p such that
We estimate P 1,1 (n, t) in the following way:
(3.88)
We define for 1 j log n and 0 k < 2 j the quantity
If (f • T j ) j 0 is a strictly stationary sequence, we define
The following inequality is Theorem 1 of [Nag03] . It allows us to express the tail function of a martingale by that of the increments and the quadratic variance. Then for each positive y and each integer n,
where q > 0, η > 0, ε q := η/q and c(q, η) := q exp(3ηe η+1 − η − 1)/η.
We shall use (3.91) with q := p + 1, η = 1 and y := n 1/2 2 −1−αj t in order to estimate P (n, j, k, t):
Exploiting the inequality u k+1,j − u k,j 2n2 −j , we get from the previous bound
We define for j log n, t 0 and u ∈ (0, 1),
Using the fact that the random variables U i (m), 1 i 2n2 −j are identically distributed, we derive the bound (3.96)
Since α and p are linked by the relationship 1/2 − 1/p = α, we have pα = p/2 − 1 hence
Notice the following set equalities:
(3.99)
and that n2 −j 1 (because j log n), hence (3.100)
from which it follows
Combining (3.98) and (3.101), we obtain (3.102) max
hence by (3.88) and (3.89),
From the elementary bounds
we obtain (3.107)
As the Koopman operator U is an L 1 -L ∞ contraction, Theorem 1 of [Ste61] gives the existence of a constant A p such that for each h ∈ L p/2 , (3.108) sup
Applying (3.108) with h := E[m 2 | T M], we get by (3.107) (3.109)
which establishes (3.78). This concludes the proof of Proposition 2.3.
Proof of Theorem 2.2. We deduce Theorem 2.2 from Proposition 2.3 by a truncation argument. For a fixed R, we define Using Proposition 2.3, we derive the following bound, valid for each ε and each R,
The first term is sup t R t p µ {|m| > t}, which goes to 0 as R goes to infinity. The second term can be bounded by
and if t < R, then accounting the fact that the random variable E[|m| χ {|m| > R} | T M] is greater than R, we get The third term of (3.113) converges to 0 as R goes to infinity by monotone convergence.
This concludes the proof of Theorem 2.2.
3.3. Proof of Theorem 2.6. By (2.7), the equality f = i 0 P i (f ) holds almost surely. For a fixed integer K, we define f K := K i=0 P i (f ). Then f K satisfies the conditions of Corollary 2.5.
Indeed, we have the equalities
(3.118) Notice that for a fixed i, the sequence (U l (P i (f ))) l 1 is a martingale difference sequence (with respect to the filtration (T −i−l M) l 0 ). Therefore, by Proposition 2.3, we obtain (3.125) 1 √ n S pl n (P i (f ))
Plugging this estimate into (3.124), we obtain that for some constant C depending only on p, 
Combining (3.120) and (3.126), we obtain for each K: 
Since K is arbitrary, we conclude the proof of Theorem 2.6 thanks to assumption (2.8).
