Approximate convex decomposition (ACD) is a technique that partitions an input object into approximately convex components. Decomposition into approximately convex pieces is both more efficient to compute than exact convex decomposition and can also generate a more manageable number of components. It can be used as a basis of divide-and-conquer algorithms for applications such as collision detection, skeleton extraction and mesh generation. In this paper, we propose a new method called Fast Approximate Convex Decomposition (FACD) that improves the quality of the decomposition and reduces the cost of computing it for both 2D and 3D models. In particular, we propose a new strategy for evaluating potential cuts that aims to reduce the relative concavity, rather than absolute concavity. As shown in our results, this leads to more natural and smaller decompositions that include components for small but important features such as toes or fingers while not decomposing larger components, such as the torso, that may have concavities due to surface texture. Second, instead of decomposing a component into two pieces at each step, as in the original ACD, we propose a new strategy that uses a dynamic programming approach to select a set of nc non-crossing (independent) cuts that can be simultaneously applied to decompose the component into nc + 1 components. This reduces the depth of recursion and, together with a more efficient method for computing the concavity measure, leads to significant gains in efficiency. We provide comparitive results for 2D and 3D models illustrating the improvements obtained by FACD over ACD and we compare with the segmentation methods in the Princeton Shape Benchmark [5] .
Introduction
The size and complexity of geometric models is continually increasing due to improved tools and techniques for generating them and the computational resources available to render and process them. As such, there is an increasing need for techniques to manipulate them. For geometric objects, convex decomposition [4] is an appealing strategy as it decomposes the model into convex components which may be easier to process than the original non-convex model. For example, convex decomposition has application in collision detection [23] , where the original model is in collision if and only if at least one of its convex components is in collision, and there exist simple algorithms to test collision between convex objects. Unfortunately, algorithms decomposing a large object into exact convex pieces can be computation- ally inefficient and generate an unmanageable number of components.
Since sometimes minor concavities of the model in the form of surface texture or noise can be ignored, methods have been proposed that decompose an input model into approximately convex pieces that are allowed to have concavities within some specified tolerance. The idea is that these approximately convex pieces frequently have similar benefits as their convex counterparts, but the decomposition can be computed more efficiently and can result in fewer components. For example, approximate convex components can be used as the basis of simplified representations of objects such as skeletons or silhouettes [21] .
The approximate convex decomposition (ACD) algorithm of Lien and Amato [19, 20] uses a greedy approach to decompose an input object into approximately convex pieces. It finds the maximum concave vertex in the model and computes a "good" cut containing that vertex, which decomposes the model into two components. These two components are then recursively decomposed until their maximum concavity does not exceed a user-defined tolerance limit. The strategy results in human-perceivable components more efficiently than exact convex decomposition. Various other decomposition algorithms [31] extend the notion to generate natural-looking decomposition of complex models within reasonable time.
There are a few challenges when using the ACD algorithm. First, the selection of an appropriate tolerance can be difficult and input dependent, requiring a priori knowledge of the concavity of the input model. Moreover, using the same fixed tolerance to resolve concavity in the decomposed components, can cause over-segmentation in certain areas of the model. Second, applying a single cut at every iteration can result in a large number of iterations. When many of the segmentation boundaries are independent of each other, the ACD decomposition process is computationally inefficient because it involves recomputation of concavity information repeatedly. While there have been several recent efforts proposed to improve the quality of ACD [31, 22, 25] using optimization techniques, these methods focus mostly on 2D polygons and usually ignore efficiency issues.
Contribution
In this paper, we propose a method called Fast ACD (FACD) that provides higher quality and better efficiency than the existing 2D and 3D ACD algorithms [19, 20, 31, 22, 25] .
FACD improves the quality of the resulting decomposition. In particular, instead of a fixed tolerance for the model, FACD computes a relative concavity measure for each cut that quantifies the impact of the cut on the concavity with respect to its surrounding region in the model. As seen in the results, this tends to produce more natural decompositions, e.g., by producing components for relatively small but important features such as fingers or toes while not decomposing around surface texture or undulation that might have similar absolute concavity.
FACD increases the efficiency of the computation. In particular, instead of decomposing into two components with a single cut containing the most concave vertex at each step as in the original ACD, FACD uses an approach to select multiple independent (non-crossing) cuts which are applied in parallel to decompose the model into multiple components. Additionally, we use an optimized method to compute concavity information that reduces redundant computation. Together, these modifications result in significant efficiency gains.
While the improvements proposed can be easily extended to higher genus models, the experimental results in this paper focus on null-genus models.
Related Work
Segmentation is a highly studied problem in the literature, see a recent survey [28] . It is usually viewed as an optimization problem that divides the input model while minimizing or maximizing some given criteria or property.
Shape Decomposition. Much recent work focuses on creating visually meaningful decompositions. Various decomposition algorithms are provided to decompose a model in two-dimensions [29, 30, 8, 14] . For example, Juengling and Mitchell [14] formulate decomposition of a polygon as an optimization problem and apply dynamic programming to find the optimal subset of cuts from all possible cuts. The objective function used for optimization favors short cuts that create dihedral angles close to π. Mi and DeCarlo [24] propose to decompose a shape into elliptical regions glued together by hyperbolic patches. Their method defines the idea of relatability based on smoothed local symmetries that measure how easily two separate curves can be joined together smoothly and naturally. Thus, reasonable cuts are located at places where relatability increases quickly.
In 3D, most segmentation algorithms [12, 17] use clustering algorithms to define the segmentation boundaries and retain or discard them according to the satisfiability of the criteria by the components. Determining the boundaries of the clusters is influenced by topological constraints such as geodesic distance, curvature or dihedral angles. A simplified representation of the input object, such as a curvilinear skeleton as in [27] , is sometimes used to aid the decomposition. The underlying approach is to construct the simplified representation, exploit it to define the segment boundaries, and then map these segmentation boundaries back to the original model. An algorithm proposed by Aouada and Krim [1] uses a Reeb graph of the model and determines the segments using Morse theory; [22] is similar but uses a convex graph instead. Pre-processing or user assistance is required to construct the curvilinear skeleton or Reeb graph of the input model. Sometimes, to distinguish noise from structural concavities, simplification of the model is used to determine whether to retain or discard cuts. Mesh boundary refinement [15] is often used to obtain smooth and short cuts for decomposition.
To obtain a segmentation close to structural features of the model, most segmentation techniques use multiple deformed models of the same object as input and define the segmentation as a minimization of the error among the poses [26] . In some cases, a pose-invariant measure [16] and multi-dimensional scaling is used to achieve the desired decomposition. However, sometimes certain concavities are underestimated using such scaling.
Convex Decomposition. Researchers in computational geometry have studied methods to create convex decompositions subject to some optimization criteria, such as a minimum number of components [4, 3] . Most of these problems are known to be NP-hard. Approximate convex decomposition (ACD) [19] aims at minimizing concavity along with obtaining balanced partitions with perceivable components. Wan [31] extends [19] to incorporate both concavity and curvature and prevents over segmentation by avoiding cuts inside pockets.
Recently, Liu et al. [22] and Ren et al. [25] have proposed to create fewer and more natural nearly convex shapes. Both methods [22, 25] use mutex pairs to enforce the con-cavity constraint. Points p 1 and p 2 form a mutex pair if their straight line connection is not completely inside the given shape. Their focus is on separating all mutex pairs whose concavity-based weights are larger than a user-specified threshold. Liu et al. [22] used linear programming to compute the decomposition with minimum cost, and Ren et al. [25] applied a dynamic subgradient-based branch-andbound search strategy to achieve a minimum number of cuts.
Most of these extensions [22, 25, 31] of ACD focused on 2D polygons. Three-dimensional models are handled by projecting the model into two-dimensions [22, 25] . The projections are segmented and mapped back on the original object. However, the segmentation boundaries become restricted with respect to the choice of the projection planes and their orientation. FACD avoids these problems by working directly on 3D meshes.
Preliminaries
A model, M , in this work is a polygon or polyhedron in R 2 or R 3 , respectively. M is defined by a set of connected edges in 2D or faces (planar polygons bounded by edges) in 3D, respectively. A surface is composed of a sequence of edges in 2D or a set of faces connected along edges in 3D. The boundary of a surface is defined as the end vertices of the polyline in 2D and the set of external edges bounding the surface in 3D.
The convex hull [7] of a model M , CH M , is defined as the smallest convex set containing M . It is the intersection of all convex sets containing the model. Hence, the convex hull of a convex model is the model itself. Concavities are identified as the notches, ditches or holes in the model. More specifically, they are the subset of the model boundary (possibly empty) that are not on the convex hull boundary.
Decomposition and cuts
Decomposition or segmentation divides an input model into a collection of smaller models that can be combined to yield the input model. 
where M Although in 3D a cut is defined as a set of faces, for convenience we sometimes refer to the cut as the cycle of boundary edges of this set of faces. Hence in this work, a cut denotes a set of faces or a cycle of model edges interchangeably.
Bridges and pockets
A bridge is a structure constructed over a concave region in a model. More precisely, a bridge can be defined as: Therefore in 2D, a bridge is a polyline that cannot enter polygon M or intersect the boundary of M except at its end vertices, and in 3D, a bridge is a connected polyhedral surface that can intersect M only along the bridge boundary. Note that this definition of bridge is more general than that in [19] where a bridge was required to be on the convex hull of M (e.g., β 2 in Fig. 1 ). Examples of bridges in 2D are shown in Fig. 1 and in 3D in Fig. 2 .
A pocket is the projection or shadow of a bridge on the model surface. Intuitively, it is the region on the model surface below a bridge. It can be defined as follows: Intuitively, a bridge can be viewed as a short cut over its pocket while traversing the boundary of M . For example, the pocket of the bridge β 0 in Fig. 1 is a polyline between vertices d and e via x, whereas the pocket of the bridge β in Fig. 2 is the cyan region ρ bordered by bold blue lines. Note that even though we do not restrict the bridge to be a convex hull edge or face, the pocket cannot be part of convex hull of the model.
Concavity Measurement
Concavities on the surface of the model correspond to pockets, each of which is associated with a bridge. Intuitively, the distance from a vertex in the pocket to its as- sociated bridge provides a measure of its concavity. Other measurements such as the length of the shortest-path from a vertex in the pocket to its bridge can also be defined as a concavity measure for the vertex. Therefore, we define concavity as follows:
The concavity of a pocket ρ is the maximum distance from any vertex in ρ to the bridge β of ρ, i.e.,
where dist() is a distance metric. Definition 6 A pocket minimum, pm, of a pocket ρ is a vertex in ρ realizing the concavity of ρ, i.e.,
In Fig. 1, x and y are the pocket minima for β 0 and β 1 , respectively, and x is the pocket minimum for β 2 .
Definition 7
The concavity of a model M , is the maximum concavity among all the pockets in M .
Relative Concavity
All ACD variants [19, 20, 31, 22, 25] define the acceptable tolerance with respect to some absolute measure of the model. Hence, the user must have a priori knowledge or an estimate of the concavity of the input structure to obtain a desired segmentation. Also, restricting the tolerance to some absolute measure might overlook certain cavities whose absolute measures are below the tolerance but are of structural importance with respect to their surroundings, e.g.,the toes of the dinopet model in Fig. 3(a) . Lowering the threshold of the decomposition based on such concavities results in unecessary decomposition of other regions, e.g., the neck region of the dinopet model in Fig. 3(a) .
In this paper, we introduce a new measure called relative concavity to address these issues. Relative concavity quantifies the impact of the cut on the concavity of the model in the surrounding region of the cut. Definition 8 The relative concavity RC of a cut c is the ratio of the concavity of the model M before the application of c to the concavity after decomposition along c. More specifically,
where mc b is concavity(M ) and mc a is the maximum concavity of M 's components after the application of c. Definition 9 A cut c is said to be important if its relative concavity is above some user-defined threshold.
As will be explained later, our new variant of the ACD algorithm computes the relative concavity of the cuts in subcomponents of the model which determines the set of cuts that will be applied to decompose the model. As shown in Fig. 3 , relative concavity decomposition of the dinopet model enables decomposition around the fingers, toes, and tail without decomposing around the neck.
Overview
In this paper, we propose Fast ACD (FACD), which is an extension of the ACD algorithm of Lien and Amato [19, 20] . In the original ACD approach, at each recursive application of the method, a single cut that contains a vertex of maximum concavity is used to decompose the current model into two components, both of which are processed recursively. FACD aims to produce a higher quality decomposition more efficiently than the basic ACD for both 2D and 3D models.
To improve the quality of the decomposition, we propose a new measure of concavity that rates cuts based on the relative change they have on concavity (the ratio of the previous to new concavity) rather than on some absolute threshold. This allows the method, for example, to continue to segment the toes on a foot while not decomposing a torso that has some minor surface texture.
To improve efficiency, we modify the algorithm to apply multiple cuts in a single iteration, thus reducing the depth of the recursive application. In particular, we propose selecting multiple independent cuts that will decompose the current component into a set of components, each of which meets the required threshold. This is done by first identifying potential cuts. This is the only step in the FACD algorithm that is handled differently in 2D and 3D. The potential cuts are then placed as edges in a weighted "cut-graph" in which vertices indicate the components of the model obtained on application of all the potential cuts. The weights on the edges in the cut-graph are related to the relative concavity measurement of the cuts they represent. Next, dynamic programming is used to select a set of cuts from the cut-graph that will be used to decompose the model. The objective function in the dynamic programming maximizes the total concavity change that maximizes the mutual impact of the cuts over the concavity model.
The basic steps of the algorithm are shown in Algorithm 1. Each step of Algorithm 1 is described in more detail in the following sections.
Use G and τ to select a set of cuts {C r } 4: Apply {C r } to decompose M into components
FACD(M i ,τ )
8:
end if 9: end for Note that FACD can be exploited to produce a hierarchical decomposition. An initial tolerance can be used to get a canonical decomposition and then a reduced tolerance can be used for a subcomponent to obtain a finer decomposition of a particular region corresponding to the subcomponent.
Finding Independent Potential Cuts
As stated earlier, the potential cuts are the candidates from which multiple cuts are selected to decompose the model in parallel. In this work, the potential cuts and therefore also the final cuts, are required to be independent such that none of them intersect or cross each other except at their boundaries. As described below, we implement this differently in 2D and 3D.
Potential Cuts in 2D
While in general cuts in 2D are polylines, in this work we consider cuts that are diagonals of the input model M . In particular,FACD uses the diagonals of a Constrained Delaunay triangulation of a simplified representation of the input polygon as potential cuts. As described in more detail below, we obtain a simplified representation of the polygon by replacing all the vertices in a pocket by a pocket minimum. A set of potential cuts is then obtained by triangulating this simplified polygon.
Construction of Bridges and Pockets in 2D
Convolution (or Minkowski sum) of the input polygon with an α-circle (where α is the diameter of the circle) is used to construct the bridges. The convolution of polygon M with an α-circle includes edges of M translated by α/2 in their outward normal direction and arcs with radius α/2 centered at vertices of M connecting the end points of the translated edges. See Fig. 4 As a boundary element of the convolution can either be a line segment from an edge of M or an arc centered at a vertex of M , the intersection x of two non-adjacent boundary elements of the convolution can be associated with a pair of elements of M (i.e., edge or vertex). These edges or vertices are known as the source pair of x. For example, in Fig. 4 , s 1 and s 2 are the source pair of the intersection point x. A bridge can be a segment connecting a source pair if the segment does not intersect the boundary of M except at the segment end-points. Hence, if an α-circle at x is empty such that it intersects with M only tangentially, then a bridge can be created by joining the tangent points of the α-circle and M . For example, in Fig. 4 
To find all bridges for a given α, we have to check whether the α-circles are empty at all intersections. Fortunately, it can be shown that if a single α-circle is empty, then all α-circles from the same orientable loop of the convolution are also empty [2] . A loop is defined to be orientable when the normal directions of the edges in the loop point either all inward or all outward. Hence, to construct the bridges only a single intersection check is performed per orientable loop.
Construction of Potential Cuts in 2D
Diagonals of a triangulation are non-crossing, i.e., they are independent, and hence are convenient to use as potential cuts. Since Delaunay Triangulations tend to avoid skinny components, the diagonals of a Constrained Delaunay Triangulation (CDT) have been used as cuts by Juenling and Mitchell [14] to create a natural looking decomposition. In FACD, given a polygon M , the potential cuts of M are the diagonals of the CDT of a simplified polygonM of M . As pocket minima realize the concavity of the pockets, the simplified polygonM is composed of the pocket minima and the vertices between every two consecutive bridges. Essentially,M is M with all pocket vertices replaced by the pocket minima. Fig. 5(b) shows a simplified elephant polygon and its potential cuts. 
Potential Cuts in 3D
The boundary cycle of a cut in 3D can pass through multiple pockets. Each contiguous portion of the boundary cycle of a cut that lies entirely in a pocket is known as a pocket-cut. An example of a pocket-cut is shown as a dashed line in Fig. 2 . Hence, alternatively, the boundary cycle of a potential cut in 3D can be viewed as a cyclic path on a model surface connecting a set of pocket-cuts.
In 3D, construction of the potential cuts for FACD begins with the method used in ACD. Construction of cuts in ACD consists of the following steps: (1) identification of pockets by projecting convex hull faces to the model surface; (2) simplification (replacement) of pocket boundaries with feature vertices; (3) creation of pocket-cuts by connecting feature vertices on the pocket boundaries; (4) identification of a cycle of pocket-cuts containing the maximum concave vertex of the model. This cycle is the boundary cycle of the cut used to decompose the model into two components.
FACD also uses Steps (1)- (3) to generate a set of pocket cuts on the model surface. These pocket-cuts are then organized into a pocket-cut graph. Unlike ACD (which extracts a single cut per recursive step), FACD extracts an independent set of potential cuts from the pocket-cut graph.
The main steps used to find the independent set of potential cuts are shown in Algorithm 2.
Algorithm 2 Potential Cuts 3D(M )
Input: Model M . Output: Set of potential cuts {C k }.
1: Construct pockets and scored pocket-cuts {P C}. 2: Build a weighted graph, P G(V, E) from {P C}. 3: Find the connected components {CC} in P G(V, E). 4: for each connected component cc in {CC} do
5:
Extract independent cuts {C i } with largest weights 6:
In the following, we discuss the main steps of Algorithm 2 in more detail.
Construction of Bridges and Pockets in 3D
In FACD, pockets and pocket-cuts are constructed as in ACD [19, 20] . A pocket is defined by its boundaries which are also the boundaries of its associated bridge. These boundaries are created by projecting the boundary edges of convex hull faces of the model on the model surface. The projection of a boundary edge of a convex hull face can be defined as the shortest path on the model surface connecting the end-vertices of the edge. Hence the subset of the model surface bounded by the projected boundary edges of a convex hull face constitute a pocket and the convex hull face used in the projection forms the maximal element of its associated bridge. Each boundary of a pocket includes a set of connected egdes on the model surface which is then simplified using Douglas Peucker line simplification [9] to determine feature points on the boundaries of a pocket. Pocket-cuts are then created by joining the feature points on the boundaries of a pocket with shortest paths inside the pocket. For example, in Fig. 2 , the feature points for pocket ρ are shown in red circles and the pocket-cuts associated with them are shown by dashed lines.
Construction of Potential Cuts in 3D
Recall that a potential cut can be represented as a set of pocket-cuts connected in a cycle. To facilitate the selection of an independent set of potential cuts, a pocket-cut graph is constructed.
Pocket-Cut Graph: The vertices in the pocket-cut graph correspond to pocket-cuts and the edges represent the connectivity among the pocket cuts across common features on shared pocket boundaries. In Fig. 6 , the pocketcut graph for the model in (a) is shown in (b). The cuts a, b, c, d and e in Fig. 6 (a) correspond to vertices in Fig. 6(b) .
As in ACD [18] , pocket-cuts are scored based on their concavity and curvature. In particular, the weight of the pocket cut pc is given in Equation 5 .
where κ pc is the accumulated curvature [13] of all edges in pc and cv pc is the concavity of pc, which is simply the mean of the concavities of all the vertices of pc.
In the pocket-cut graph, vertices are weighed by the score of their corresponding pocket-cut and edge weights are simply the sum of the weights of their end-points. For example, in Fig. 6(a) , let the scores of the pocket-cuts be a = d = 0.3, b = c = 0.4, and e = 0.1. Then, for example, the weight of edge (a, b) in the pocket-cut graph will be .3 + .4 = .7. See  Fig. 6(b) .
Extraction of Potential Cuts: This step differs in FACD from the original ACD to facilitate handling multiple cuts. A set of vertex-disjoint cycles in the pocket-cut graph corresponds to an independent set of potential cuts. Each connected component of the pocket-cut graph is processed separately to extract independent cycles. Connected components can be classified as: isolated vertex, single cycle, or a general graph. The nature of the connected component determines the method used for extracting the independent cycles from it.
If the connected component of the pocket-cut graph is an isolated vertex, it represents a pocket-cut which is not contained in any cycle. These pocket-cuts might contain important concavities of the model. As shown in Fig. 7 , the cut along the neck of the dinopet cannot form a cycle due to the absence of connecting pocket cuts in the neighboring pockets. For such pocket-cuts, the end points of the pocketcut are joined by a shortest path to form a new cycle.
Sometimes, the connected components in the pocket-cut graph are single cycles. Such components can be identified when the degree of every vertex in the connected component is 2. Otherwise, the connected component contains more than one cycle. For example, as shown in Fig. 6(b) , there exist two cycles in the connected component, i.e., cycles (ab ′ a ′ b) and (dcd ′ c ′ ). The edge weights of the pocket-cut graph are used to select between intersecting non-independent cycles. In particular, the all-pair vertex distances are calculated using a modified Floyd-Warshall algorithm. Instead of finding the shortest distance, this algorithm maximizes the distance for every pair of vertices. To achieve this, all vertex-pairs are initialized to a negative value except the end-vertices of the edges in the pocket-cut graph. We augment the pocket-cut graph with additional edges connecting a vertex to itself which also has weight initialized to a negative value. Then, the all-pair vertex distance indicates the maximum-scored path connecting the pocket-cuts corresponding to the vertex pair. If the weight between the vertex pair is negative, then the pocket-cuts corresponding to the vertex pair are disconnected. Hence, if the distance of a vertex to itself is not negative, then there exists a path that starts and ends at the pocket-cut corresponding to the vertex. The path is a cycle and the distance calculated serves as the score of the cycle. For example, in the graph in Fig. 6(b) , none of the vertices except e has a negative distance to itself. Thus all vertices except vertex e are part of a cycle and two unique cycles are extracted, (aba ′ b ′ ) and (cdc ′ d ′ ), both with scores of 2.8 as shown in Fig. 6(c) . In case cycles have common vertices in their paths, the cycle with the higher score is selected.
Cut-graph
After the independent set of potential cuts is identified, by Constrained Delaunay Triangulation in 2D or by processing the pocket-cut graph in 3D, they are placed in a cut-graph to facilitate selection of the final cuts that will be applied to create the decomposition. If all the potential cuts are applied, they will subdivide the model into a set of primary components. In the cut-graph, the vertices correspond to these primary components and edges correspond to the potential cuts separating them. For a null genus model, the cut-graph is a tree. The cutgraphs for higher genus models contain cycles. 
Selecting Final Cuts using Relative Concavity
With the cut-graph representation, a decomposition can be viewed as a selection of a set of edges in the graph. Removal of those edges from the cut-graph partitions the graph into a set of connected components or clusters which represent the decomposed parts of the model. In ACD, a greedy approach for selecting cuts is used. In this work, we apply a dynamic programming approach which attempts to improve the quality and efficiency of the decomposition.
Determining a linear ordering of components
A linear ordering of the initial sub-problems is important when applying dynamic programming, e.g., as in matrix multiplication [6] . As the cut-graph encodes the adjacency of the components, an ordering can be specified by a traversal of it. An Euler Tour [10] of an undirected graph corresponds to a depth-first traversal of the graph. In this work, we use an Euler Tour but direct it first along a path realizing the diameter of the graph (the diameter is the longest path in the graph). Then, the rest of the graph can be considered to be branches adjacent to the diameter path. These branches are recursively processed in a similar manner by first traversing the longest path in the branch.
For the graph in Fig. 8(b) , the diameter is shown in bold lines, namely the path from 1 to 10 and the branches as the dotted lines. For a vertex containing multiple branches, the largest branch has higher priority over others. For example, in the cut-graph shown in Fig. 8(b) , the tour is shown by the arrowed lines surrounding the graph. Hence the arrangement used: 1-2-3-4-5-6-7-8-9-10-9-8-7-6-11-6-5-12-13-14-13-15-13-12-16-17-16-18-16-12-5-4-3-2-1.
For higher genus models, the graph contains cycles. In case of cycles, we separate the branches which form the cycles from the cut-graph and the dynamic programming is applied on the resulting sub-graph. The results from all sub-graphs in the cut-graph are merged to get the final set of cuts. Sometimes, the diameter of the graph might form a cycle (e.g., a torus). Such cases are handled by picking the highest weighted edge in the diameter to disconnect the circular path. The edge or the cut selected to break the cycle is considered important and is included in the set of final cuts.
Dynamic Programming
Given a set of potential cuts, the final cuts are selected using dynamic programming. The goal is to select the cuts which have maximum impact on the concavity and maximizes the relative concavity measure of important splitting cuts. The primary components, represented as vertices in the cut-graph, are the initial sub-problems of the dynamic programming problem. Each sub-problem is a subsequence of the linearization of the components obtained from the Euler Tour of the cut-graph. Hence, each sub-problem represents a consecutive region in the input model bounded by some potential cuts.
The objective function maximizes the relative concavity measure of important splitting cuts, i.e., those whose relative concavity is above a user-defined threshold. Given a sequence of n components, S[i, j] denotes the sub-problem including component i to component j in the sequence. Let c k be the splitting cut in S[i, j] joining sub-problems S[i, k] and S[k + 1, j]. Then the objective function can be formulated as follows: 
Optimization Strategies to Improve Efficiency
In this section, we sketch some strategies we used to improve the space and time complexity of the dynamic programming approach. These include strategies to avoid recomputation of concavity information by reusing already computed results for smaller sub-problems. Details are provided in [11] .
It is necessary to measure the concavity before and after application of a cut to determine its relative concavity. Calculation of concavity of the model involves finding the convex hull of the model. In the original ACD, these values were computed from scratch after each iteration. In FACD, when merging two subcomponents, we use a method to construct the convex hull of the merged component from the existing convex hulls of the subcomponents and simultaneously update the concavity information during the merging. This reduces redundant computation and leads to significant performance gains.
In the following, we briefly sketch the convex hull merging process, and then we discuss how to include the concavity computation with it. Given the two hulls of the subproblems to be merged, we identify/trace the common cut in the existing hulls of the sub-problems. The hulls of the sub-problems are then merged along this traced cut. The merged structure thus obtained might still be concave, and in particular, the potential area of concavity will lie along the cut where the sub-problems were merged. This is repaired as follows. If an adjacent pair of edges (for 2D) or faces (for 3D) along the traced cut in the merged structure has a concave intersection, then they are replaced by their convex covering, an edge in 2D and set of new faces in 3D. The newly created structure might still be concave along the newly added edges or faces and in this case the process is repeated on the newly added edges or faces and their neighbors until the resulting structure is convex.
Updating Concavity. We now describe how the concavity computation is included with the hull merging process. Note that a hull-edge in 2D is a bridge and a hull-face in 3D can be part of a bridge. Every bridge has a point, known as a witness, that is associated with its underlying pocket minimum (a vertex realizing maximum concavity). Then, as a new bridge (a edge in 2D or a set of faces in 3D) is constructed, its concavity is computed as given by Equation 7
where c new is the estimated concavity for the newly created bridge, c l and c r are the concavities of the witnesses of the bridges being merged, and d l , d r and d c are the distances of the witnesses of the former bridges, and of the joining vertex (or vertices) to the new bridge, respectively. The witness of the newly created bridge is the projection of the vertex realizing the maximum concavity as computed by Equation 7.
Results
All the experiments are conducted on a PC with Pentium CPU and 2GB RAM. Examples of 2D FACD are shown in Fig. 9 and examples of 3D FACD are shown in Figs. 3, 10 and 11. In Fig. 9 , structural features such as the leg and Fig. 10 , features important with respect to the structure of the model (for example the fingers in the Armadillo and the ears in the Horse model) are decomposed. However, as the concavity of the model depends on the pose of the input model, certain structural features might be overlooked. As shown in Fig. 10 , the horse model has three cuts along the hind legs whereas the fore legs are segmented into two components. The decomposition also depends on the set of potential cuts. As in the Aphrodite model in Fig. 10 , no segmentation is obtained along the concavities around the arm as the algorithm considers them as local concavities. Thus, FACD ignores small undulation or irregularities in form of surface noise. Fig. 12 shows a comparison of the Armadillo man model with segmentations provided by a human and seven other decomposition algorithms available in the Princeton Mesh Segmentation Benchmark [5] . The comparison shows that FACD follows closely to the segmentation provided by human and hence is more natural looking as compared to the others. Some metrics used to evaluate the decompositions in the Princeton Benchmark are used to evaluate five models from the Human and Armadillo categories in the benchmark. The metrics cut discrepancy (distance between segment boundaries), hamming distance (surface area difference), and rand index (likelihood that a pair of faces exist in the same segment) are compared in Fig. 13 . Although, the metrics are intended to be shape evaluation metrics and hence are not restricted in comparing segmentation along concave regions., we still see FACD comparing favorably to the human segmentation.
We next compare FACD results with ACD using concavity improvement, number of components, and time for two different tolerance values. Concavity improvement is specified as the total variance in the concavity of the decomposed parts. It is the difference between the maximum concavity among the decomposed parts and that of the original model. Table 1 shows the comparison of the decomposition on the experimental models with respect to the number of components and concavity improvement. However, significant variance in concavity is observed for the female and triceratops models on decreasing tolerance values. This shows FACD decomposes along the areas with significant change in concavity. The corresponding decomposition using ACD is also given in Fig. 11 . Decomposition using a higher threshold in ACD is similar to that of FACD. However, oversegmentation along the torso of the horse and cow model is observed on lowering the threshold in ACD. Using a higher threshold for decomposition hides features having small impact on the concavity of the model such as ears and hoofs in the Horse model in Fig. 11 . However, in features such as legs in the triceratops model, certain concavities with lower absolute value of concavity are retained even in a higher threshold decomposition without causing decomposition along other regions. Hence, FACD can be used to decompose along features with low concavity while ignoring noise. The number of components generated and time taken on application of ACD on the models shown in Fig. 11 is given Table 1 . As shown in Table 1 , the time increases with the number of components generated in ACD. As time in FACD is mainly dependent on the number of potential cuts generated, for FACD as in Table 1 , the time is almost the same or decreases with an increase in the number of components. As shown in Table 1 , the time of the computation does not vary much with the increase in tolerance level. This is because the time of the algorithm is dependent on the num- ber of potential cuts. In particular, as shown in Figure 14 , starting from the same set of potential cuts, the time remains almost the same or even decreases as the threshold decreases and the number of components increases correspondingly. Hence, FACD is more efficient as compared to ACD.
Conclusion
An approximate convex decomposition algorithm called FACD is proposed which chooses the best cuts for segmentation based on their maximum mutual impact on the concavity of the model. The decomposition is driven by the significance of the potential cuts with respect to their surrounding region as quantified using relative concavity. Our experimental results show several advantages over the original ACD and compare favourably to human segmentation.
