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Abstract 
The quantitative revolution in geography has been fifty years in the making and during this time, we have made 
enormous progress in building and implementing models of geographical systems. These have been driven by 
changes in our ability to represent spatial systems in digital terms while the idea that this science must be much richer 
than was first assumed has led to dramatic developments in how we conceive of systems with great heterogeneity in 
highly disaggregate, temporally dynamic forms. As GIS has developed, various attempts have been made to integrate 
various models into new software environments, often as plug-ins as well as through specific routines and algorithms 
for simulation, notwithstanding the difficulty of strongly coupling large-scale models to GIS. However, as policy has 
begun to respond to much bigger ‘grand’ challenges such as climate change, urbanization, aging, migration, security, 
energy and so on, there is now a need for coupling together larger-scale models to form integrated assessments of 
such impacts across a range of spatial and temporal scales. In this paper, we discuss these issues, using various 
examples of urban land use transportation models that we are building for Greater London, using aggregate and 
disaggregate approaches describing an example of assessing the long term impacts of sea level rise and energy 
change in the Greater London region. Through these ideas, we will reassess the role of geographic information 
science and suggests ways it might both enrich and be enriched from many cognate perspectives. 
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1. Integrating GIS, Models, and Predictions  
The process of representing a geographical system and building a simulation model that captures the 
essence of the spatial behavior of its activities or components relevant to prediction requires many 
decisions that are usually considered separately from one another. At end of the sequence of 
representation-simulation-prediction, models of the processes involved depend on our theoretical 
understanding of the system of interest and their implementation in software which links their digital 
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representation to available data.  At the other end, model structure and function depends on what 
predictions are required, the problem they are being designed to inform, and the stakeholders who will 
use these models in their decision-making.  
Until comparatively recently, models were developed quite separately from their representation for 
only since the advent of fully-fledged computer graphics in the 1980s has spatial representation become 
digital and visual for 2-d spatial systems through GIS and for 3-d through CAD. With the development of 
such software, there have been various attempts at a strong coupling of GIS with modeling but for the 
most part, this has been restricted to the embedding of spatial analytic methods in GIS rather than 
simulation models. These, for the most part, have been linked to GIS through a loose coupling, models 
being designed in separate software but linked on the desktop or now through the web to other 
visualization and spatial analytic functions. In fact, models have been more heavily influenced by their 
use in participatory contexts where visualization is of course important but where the predominant mode 
is to simply pick and choose from available software and engage in a loose coupling wherever such a 
coupling is required. Such is the modus operandi of planning support systems [1] . 
Insofar as models have been integrated with other representations and other model types, the focus has 
been on a limited extension of one model type with its close neighbors rather than with major forms of 
representational (e.g. GIS) or planning support systems (PSS), largely because the overhead of 
implementing a large-scale model in a fully-fledged GIS or PSS is too great. It has been much easier to 
take elements from each of these related software packages and to build these directly into models, a 
strategy that we will demonstrate here. Moreover, the open nature of many visualization technologies, 
particularly now on the web in the form of online mapping, has spurred the development of all kinds of 
loose coupling which was hitherto largely unanticipated. It is unlikely now that there will be any 
widespread quest to generate integrated software packages that combine, for example, GIS and simulation. 
There are many software products, some open source, that can now accomplish many of these same 
things, and this means that modelers have a cornucopia of possibilities when it comes to extending their 
models to embrace good representations and simulations. 
The sorts of model that require good representation and predictive capabilities to input and output their 
data and outcomes for rapid understanding and dissemination by scientists and stakeholders alike, are 
usually regarded as large-scale. In an urban context, these are land use transportation models (LUTM), 
sometimes referred to as land use transport interaction (LUTI) models, that simulate the workings of the 
city system in terms of transportation flows between different land use activities and the operation of 
housing and related markets in determining the location of activities at a cross-section in time. These 
models have been widely developed since the 1960s and as computers have got ever more powerful and 
spatial data ever richer, these models have grown in scale [2]. There has been considerable integration of 
their various parts – for example in transportation models, notions about integrated distribution and 
assignment have been widely advanced – while links to demographic and econometric forecasting at 
higher spatial scales in the form of demo-economic models have been explored by Madden and Batey [3]. 
Links to environmental models are somewhat looser but in parallel, some of these model structures have 
been dissembled in the quest to simulate in ever more detail various subsectors such as the retail system 
and the housing market. 
These models are often termed ‘operational’ in that they are widely used in urban policy-making, 
particularly in large cities, but they are still quite distinct from the new generation of urban models that 
simulate finer scale movement patterns and change, particularly local movement of individuals and 
specific changes in urban development. The former style of model is called an agent-based model (ABM) 
while the latter which attempts to forecast the change in locational activity is called a cellular automata 
(CA). The key features of these models are that they are qualitative in their predictions, usually 
forecasting the spread or movement of development. They have little numerical forecasting of population 
transitions, travel demand or housing market clearing as reflected in the prediction of supply or in the 
determination of prices. There has however been more progress in stitching these kinds of models into 
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GIS through various plug-ins such as agent-based modeling routines that interface with open source 
software such as Repast and even Netlogo but in this respect, the focus of modeling is largely within the 
source package rather than within the GIS per se.  
There is little doubt however that one of the basic reasons why it is difficult to couple different types 
of models to their representational software depends on the different professional expertise needed to 
effect such linkages. For example, linking traffic models to land use models is hard enough because very 
different conceptions of these activities are required – land use depends on the urban economy while 
transportation is reflected more in detailed design considerations and ideas about traffic flow, more the 
product of engineering. One of the reasons why the development of agent-based modeling has become 
popular is because it tends to a-disciplinary in that the conception of an agent and its interactions can be 
applied, at least at a casual level, to any kind of system. But this is also its Achilles’ heel as invariably the 
detail in such models falls far short of that which is required for strong disciplinary development of theory 
or for professional policy-making purposes. Such models thus tend to pedagogic rather than predictive. 
2. Integrated Assessment: The Grand Challenge of Climate Change  
Despite these continuing attempts at integration through both strong and loose coupling, ever larger 
models and systems of models are being proposed for tackling a new generation of policy problems that 
are referred to as grand challenges. Chief amongst these are problems of climate change, energy depletion 
and transition to alternative sources, demographic aging, and global migration. These kinds of problem 
are cross-disciplinary in that they are characterized by the meshing of physical and human domains, and 
by transitions across many scales in both space and time. Here we will examine two of these – climate 
change and its impacts in terms of sea level rise for large cities [4], and energy change through the pricing 
of gasoline and its impact on short and long term transportation behavior [5].  
In terms of climate change, our example revolves around an assessment of the future rise in sea level 
over the next 100 years in and around the east coast of Britain with a focus on the impact of such rises on 
the floodplain of the Thames, the major river on which London sits and whose catchment covers an area 
with some 20 million people. The worst-case IPCC scenario for sea level rise is 2 meters by 2100 and if 
this were to occur, then much of the south bank of the river would be flooded in the central area making 
several square miles of what is now high value commercial and residential activity uninhabitable. Of 
course, the key issue in assessing such a forecast is to note that over the next 100 years, various mitigation 
measures will be put in place which will lead to changed behaviors and reduction of this impact but as a 
first shot, we need to simulate this long term future to get some sense of the scale of the impact. In 
essence, in the face of population growth over the next 100 years, the question is ‘what will be the likely 
impact of such flooding in areas of affected population not only now but in the run up to 2100?’. To 
reveal the nature of the problem, in Figure 1 we show the current floodplain and also picture London’s 
current response to rising sea levels – the Thames Barrier (or barrage) constructed some 25 or more years 
ago in response to severe flooding due to surge tides which occurred in 1953 (when climate change had 
barely been thought about). 
To handle this kind of forecast, we need some sense of the demographic and economic future and to 
this end, two kinds of model are being built by different groups that are being stitched together to produce 
the future demography and economy of the London region. The MoSeS model developed by Birkin et al. 
at Leeds [6]  is a micro simulation model of the UK demographic space and it can be run to provide age 
profiling for fine scale populations over variable time periods. Its key feature is that it is based on 
predicting individual spatial behaviors through the construction of a synthetic profile. In contrast, the 
input-output model MDM-E3 is being adapted by Kohler, Yin, and Barker at Cambridge Econometrics 
[7]  to assess the future employment growth of the region. Both these models generate global forecasts for 
the London region for different employment and population groups which are then factored down to small 
areas and are then input to the land use transport model (LUTM) which produces population predictions 
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for small areas covering those that are likely to be impacted by flooding.  This model has been developed 
by ourselves at UCL [8] but the transport networks which represent four modes of travel – car, bus, rail 
and tube – are constructed using the shortest routing representations and algorithms in a GIS and then 
input to the LUTM. The group at Newcastle who are doing this are also building a finer scale GIS model 
to translate the activity predictions at the LUTM zonal level to 50 metre grid squares necessary for testing 
the impact of flooding using flood models, also operationalized by the Newcastle group.  
It is quite clear that no one group has the professional and/or intellectual or even practical expertise to 
construct all these different models which we show in the block diagram in Figure 2. In fact, an important 
part of the integrated assessment is the use of these models to inform policy through a stakeholder group 
which represents the key professionals involved in decision-making concerning flood risk in Greater 
London – the UK Environment Agency, Transport for London, the Greater London Authority and so on. 
To this end, in LUTM, we are developing a rapid prototyping of the land use transport model which is 
visually driven and which can generate forecasts quickly (in a matter of seconds) on the desktop and thus 
can and is being used directly with the stakeholder group. In this model, we integrate basic GIS functions 
for visualization but these are written directly for this purpose and are not loosely coupled to other GIS 
software. Furthermore, we link these visualization capabilities to external software using freeware such as 
Google Earth to not only display several layers from the model simultaneously (which the model cannot 
do) but also to capture model outputs as KML files and let users put other raster data into the context so 
that model outputs could be compared with such external data. We show these possibilities in Figure 3.  
 
Fig.1: The River Thames Floodplain (above). Red is 50% risk, yellow 25% risk of severe flooding with 2 meter 
seal level rise. The Thames Barrier (below) constructed to combat surge tides in the North Sea 
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Fig 2: Models Chained Together to Produce the Integrated Assessmen 
MoSeS is the demographic microsimulation model, the Input Output Model is based on MDM-E3, LUTM is the land 
use transportation model, the Pop-Site model is a fine scale GIS, the Flood models are based on detailed hydrology, 
and Emissions is based on external transport modeling; note that Domestic Energy modeling supports the population 
location stage of the assessment and the entire process informs the Stakeholder group 
 
Fig3: Supporting 2-d Map Visualization within LUTM  with External 3-d Visualization using Google Earth.  
As the model runs, the user can display many types of thematic map on the desktop to explore the data and the 
outcomes (model predictions). However to compare different data layers in 2-d and 3-d and to add external raster data, 
outputs can be streamed to Google Earth which runs in parallel, the user flipping between both the model and this 
visualization. 
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The various models assembled here can also be used to explore many ‘what if’ types of scenario which 
can be fashioned in the stakeholder context or can be generated offline for model testing. There are 
clearly some very important decisions with respect to how accessible these models are to experts and 
stakeholders and our capabilities to speedily and effectively visualize and disseminate their results. To 
this end, there has been a veritable explosion of graphics and multimedia to enable effective 
communication. 
3. Modeling Changing Energy Regimes  
We have also used our LUTM to model the transition to different energy regimes. In terms of our 
climate change example, a major problem of forecasting long term change is the changed spatial 
behaviors that will clearly take place during the long period over which the forecast is being made. If sea 
level were to rise by 2 meters by the year 2100, then individuals and governments would begin to respond 
ever more directly and quickly as this year approached. This would lead to natural as well as involuntary 
changes in location and travel and these feedbacks would make themselves felt in ways that the models 
are completely unable to anticipate. This is why such models are largely useful in structuring the debate, 
for mobilizing action and policy rather than providing forecasts which will never be borne out. 
In the much shorter term, however, changes in energy prices which are likely to herald the end of oil 
and other fossil fuels as a serious way of powering conventional transport technologies, will have much 
more immediate impact. When oil rose to $145 a gallon in July 2008, the impact was immediate and swift. 
People began to switch mode although switching back was rather fast as soon as oil began its precipitous 
fall back to its recent longer term average of $70 a gallon or thereabouts. To test the immediate impact of 
such changes, we have used our LUTM to predict mode switching from car to other forms of public 
transport when the price of gasoline is doubled. When this occurs, there is a big switch to other modes as 
half of all car riders move to public transport (note that Greater London has some 38% traveling by car in 
a city area of some 8 million people and the rest by public transport or walking). However there is a 
severe limitation in this kind of forecasting. LUTM does not model the supply side of transport and thus it 
is quite impossible for other transport modes to accommodate this surplus of car riders as these other 
modes do not have the capacity to so respond in the short term. Intricate feedback effects would be 
required to produce a more reasonable mode switching than the one shown in Figure 4. 
In fact although the elasticity of demand for car travel appears far too high in these predictions largely 
because we are not able to assign the predicted trips to a network at a finer scale – in short because we do 
not have an integrated transport model within this package – the actual shifts in population location 
occasioned from these switches in travel demand are quite small, in the order of about 3% only. This is an 
interesting finding in that it means that there are many degrees of freedom in the trip making context 
which do not show up very much when we compute the trips attracted to each residential area. Figure 4 
shows this pattern quite clearly where the inner area of London gains population in contrast to the outer 
area which loses this but this is only a small percentage. This is consistent with the compact city 
hypothesis in that as we increase the price of car travel, individuals will reconsider their place of 
residence and will tend to reduce car travel accordingly. This shows up as a move towards the centre and 
a loss of travel in the suburbs where the majority of the car journeys originate. 
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Fig 4: Assessing the Impact of a Doubling in Gasoline Prices on Residential Location 
Only about 3 percent of the population shifts residential location despite a 50 percent drop in car usage with travel 
switching to public transport, walk and bike modes. Red shows the gain in population and blue, the loss (all adding to 
zero) in different residential locations. 
4. Next Steps: Chains of Integrated Models  
The problem of integrating multiple models in this fashion was stated many years ago by William 
Alonso [9] who argued that such chains of models ‘might’ lead to the perpetuation of errors in way that 
was uncontrollable. The notion that errors would cancel one another out rather than perpetuate is a matter 
of blind faith and there is no way of knowing what will happen if each model is constructed separately 
and then simply chained to its predecessor and successor. This is an argument, then, against integrated 
modeling for if a model is constructed ‘all of one piece’, it is likely that the model builder or user will 
have more sense of the way errors perpetuate within its structure. Alternatively the whole process might 
be seen as ‘one piece’ with the models being tested by the consortium of model builders under controlled 
conditions. This is equally demanding but it is possible, at least in principle, and some testing of this kind 
must be in place to ensure that the overall integrated chain of model operations is stable. 
In responding to problems of an interdisciplinary nature of which the grand challenges are the most 
high profile, then integrated modeling of the kind proposed is here to stay. In a world where 
interconnections across spatial scales from the local to the global and from very short to very long time 
horizons are the norm, then it is necessary to embody many different viewpoints in the form of different 
models which will inform analysis of such problems. In this, it is likely that loosely coupling strings of 
models as well as different kinds of software will become the received wisdom. Urgently required 
however are strategies for dealing with such model structures that need much deeper and extensive 
verification and  validation than the models that now comprise current practice. We began this note with a 
concern for how models might be integrated with representation and prediction and end it with a new 
quest to extend representation, simulation and prediction to many scales and many time periods in the 
quest to address major problems such as climate change. 
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