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We investigate the microscopic mechanism of quantum energy transfer in the nonequilibrium spin-boson
model. By developing a nonequilibrium polaron-transformed Redfield equation based on fluctuation decoupling,
we dissect the energy transfer into multi-boson associated processes with even or odd parity. Based on this,
we analytically evaluate the energy flux, which smoothly bridges the transfer dynamics from the weak spin-
boson coupling regime to the strong-coupling one. Our analysis explains previous limiting predictions and
provides a unified interpretation of several observations, including coherence-enhanced heat flux and absence of
negative differential thermal conductance in the nonequilibrium spin-boson model. The results may find wide
applications for the energy and information control in nanodevices.
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I. INTRODUCTION
Energy dissipation has become a severe bottleneck to the
sustainability of any modern economy [1]. To address this
issue, efficient energy transfer and the corresponding smart
control and detection at nanoscale have created unprecedented
opportunities and challenges [2–4]. Therefore, understand-
ing and controlling energy transfer in low-dimensional sys-
tems is of significant importance not only in fundamental re-
searches but also in practical applications [5–8]. The sim-
plest paradigm of nanoscale energy transfer is the spin-boson
model, regularly represented by a two-level system (TLS)
interacting with a single bosonic bath, which has the equi-
librium state after long time evolution. It has been exten-
sively investigated in quantum optics [9], quantum dissipa-
tion [10, 11], quantum phase transition [12, 13], anomalous
statistics [14, 15], etc. While for energy transport far from
equilibrium, at least two baths should be included with ther-
modynamic bias (e.g. temperature bias), as shown in Fig. 1.
It results in the nonequilibrium spin-boson model (NESB),
given by
Hˆ0 =
0
2
σˆz+
∆
2
σˆx+HˆB+
∑
k;v=L,R
σˆz(λk,v bˆ
†
k,v+λ
∗
k,v bˆk,v),
(1)
where the TLS is represented by spin matrices σˆz =
|1〉〈1| − |0〉〈0| and σˆx = |1〉〈0| + |0〉〈1|, with 0 the en-
ergy spacing and ∆ the tunneling strength between the TLS.
HˆB :=
∑
k;v=L,R ωk,v bˆ
†
k,v bˆk,v denotes the bosonic baths
with bˆ†k,v(bˆk,v) creating (annihilating) one boson with energy
ωk,v and momentum k in the vth bath. The last term describes
the spin-boson interaction with λk,v the coupling strength. In
the long time limit, the system reaches the nonequilibrium
steady state (with stable energy flow), rather than the equi-
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librium state as described in the single bath spin-boson model
case.
From NESB, the TLS can manifest itself as excitons, impu-
rity magnets, anharmonic molecules, cold atoms, low-energy
band structures and spins. And bosonic baths can register
as electromagnetic environments, lattice vibrations, Luttinger
liquid, magnons, and so on. Hence, the NESB has already
found widespread applications in fertile frontiers. Particu-
larly, in molecular electronics [16, 17] NESB describes elec-
tronic transport through a molecular junction. In the donor-
bridge-acceptor complexes, even if the bridged structure be-
comes long, such as proteins, the complexes can still reduce
to the effective TLS description by considering weak interac-
tions of the bridge with the donor and acceptor [18, 19], which
clearly illustrates that NESB can also describe large interest-
ing systems. In phononics [4], NESB describes the phononic
energy transfer in anharmonic molecular junctions [20–25],
and can be regarded as a special realization of the famous
Caldeira-Leggett model [26]. In many-body physics, NESB
describes the novel Kondo physics and nonequilibrium phase
transitions [27, 28]. In spin caloritronics, NESB describes the
nontrivial spin Seebeck effects that pave the way for thermal-
driven spin diode and transistor [29]. In quantum biology,
NESB models the exciton transfer embedded in the photosyn-
thetic complexes [6, 8, 30–32]. Also, NESB describes electro-
magnetic transport through superconducting circuits [33] and
photonic waveguides with a local impurity [34]. Moreover,
this generic model can be extended to one dimensional spin
chains at ultra-low temperatures [35].
However, in spite of the wide range of applications of
NESB, little is known about its underlying physics and the
fundamental transfer mechanism. To explore energy transfer
in NESB, many approaches have been proposed, but each ap-
proach works with limitations and is unable to see the wood
for the trees. Typically, in the weak spin-boson coupling
limit, the Redfield master equation with second order pertur-
bation applies and gives the resonant energy transfer and the
additive contributions of separate baths [20, 24]. While in
the strong spin-boson coupling limit, the nonequilibrium ver-
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FIG. 1: Schematic illustration of the nonequilibrium spin-boson
model composed by central two-level nanodevice connecting to two
separate bosonic baths with temperature TL and TR respectively.
sion of the noninteracting-blip approximation (NIBA) equa-
tion applies and provides the off-resonant steady energy trans-
fer and the non-additive picture [22, 36–38], which is usu-
ally based on the second order Born approximation in the
polaron framework. Note the traditional NIBA of a sin-
gle bath spin-boson model is consistent with the Redfield
scheme in the weak-coupling regime [10], which is distinct
from the NIBA results of the NESB that only apply in the
strong-coupling regime [38]. Moreover, for the negative dif-
ferential thermal conductance (NDTC), the nonequilibrium
NIBA scheme claims its appearance in the strong coupling
for NESB, whereas the Redfield scheme predicts its absence
in the weak coupling [22]. Similar limitations between these
two schemes also occur in the high order flux-fluctuations as
well as in the geometric-phase-induced energy transfer [38].
Consequently, questions are raised: Which scheme pro-
vides the correct picture to describe the energy transfer in
NESB? Or both are correct but are just two different manifes-
tations of the same physics under different conditions? If so,
what happens at the intermediate coupling regime? To solve
the long-standing challenge and answer these important ques-
tions, we propose a unified theory. Although some numer-
ical simulations have recently been carried out [28, 39, 40],
attempting to exactly calculate the energy transfer in NESB,
they all have their own limitations or require expensive com-
putations. Moreover, numerical approaches may not provide
clear physical insights to the underlying energy transfer mech-
anism. Therefore, it is indeed crucial to develop a unified ana-
lytical theory in order to fully resolve the microscopic mecha-
nism and uncover new physics of the energy transfer in NESB.
In this work, we firstly present a nonequilibrium polaron-
transformed Redfield equation (NE-PTRE) in Sec. II, which
based on the fluctuation-decoupling method perturbs the spin-
boson interaction in the polaron framework. This approach
is capable of bridging the energy transfer pictures of NESB
from weak to strong coupling regimes. In Sec. III, we
clearly unravel the energy transfer in NESB as multi-boson
processes, which are classified by the odd-even parity, with
the sequential- and co-tunneling behaviors as two lowest or-
der contributions. To further exemplify the power of our uni-
fied theory in Sec. IV, we derive the analytical expression of
energy flux that dissects the transfer processes systematically,
and show that this unified flux expression reduces to the NIBA
at strong coupling limit and to the Redfield one at the weak
coupling limit, respectively. In Sec. V, we investigate NDTC
and identify its absence over wide range of the temperature
bias, even in the intermediate and strong coupling regimes,
which corrects the previous observation of NDTC under the
NIBA in the classical limit [22]. Finally, the conclusion is
given in Sec. VI.
II. MODEL AND METHOD
We first apply the canonical transformation to obtain the
transformed Hamiltonian, which re-organizes the system-
bath interaction beyond the billinear form. Then, a non-
equilibrium polaron-transformed based master equation is
derived, which decouples the system-bath interaction non-
perturbatively.
A. Transformed Hamiltonian
Based on the canonical transformation Uˆ = eiσˆzBˆ/2 to the
NESB Hamiltonian at Eq. (1), a new transformed Hamiltonian
is obtained as
Hˆ = Uˆ†Hˆ0Uˆ =
0
2
σˆz + HˆB + VˆSB , (2)
where the system-bath interaction is given by
VˆSB =
∆
2
(σˆx cos Bˆ + σˆy sin Bˆ) (3)
with Bˆ = 2i
∑
k;v=L,R(
λk,v
ωk,v
bˆ†k,v −
λ∗k,v
ωk,v
bˆk,v) the collective
momentum operator of bosonic baths. Traditionally, many
methods, including the NIBA [36, 37], directly treat the in-
teraction VˆSB as a perturbation. However, we note that gen-
erally VˆSB can not behave as a perturbation due to the non-
negligible expectation 〈VˆSB〉, except for weak inter-site tun-
neling or strong system-bath coupling. Nevertheless, the fluc-
tuation around the expectation VˆSB − 〈VˆSB〉 can be safely
treated by the second order perturbation, regardless of the
tunneling and coupling strength. This is the key idea of the
fluctuation decoupling scheme. Notice the thermal average
〈sin Bˆ〉 = 0, so that 〈VˆSB〉 = η∆σˆx/2, with the renormaliza-
tion factor
η = 〈cos Bˆ〉 = exp (−
∑
v
∫ ∞
0
dω
Jv(ω)
piω2
[nv(ω) + 1/2]),(4)
where Jv(ω) = 4pi
∑
k |λk,v|2δ(ω−ωk) is the vth bath spec-
trum and nv(ω) = 1/[exp(βvωv)−1] denotes the correspond-
ing Bose-Einstein distribution with βv = 1/kbTv the inverse
of the temperature. In energy transfer studies, the spectrum
can be usually considered as Jv(ω) = piαvωsω1−sc,v e
−ω/ωc,v
with αv (∼ |λk,v|2) the coupling strength and ωc,v the cut-
off frequency. Without loss of generality, we choose the typ-
ical super-Ohmic spectrum s = 3 for consideration in this
3paper [11]. Then, the renormalization factor at Eq. (4) is spec-
ified as η = exp{∑v=L,R−αv2 [−1 + 2(βvωc,v)2ψ1( 1βvωc,v )]},
where the special function ψ1(x) =
∑∞
n=0
1
(n+x)2 is the
trigamma function.
We carry out the fluctuation-decoupling by subtracting the
interaction by its expectation and compensating to the sys-
tem Hamiltonian. As such, the transformed Hamiltonian is
re-grouped as Hˆ = HˆS + HˆB + VˆSB , with the system Hamil-
tonian
HˆS =
0
2
σˆz + η
∆
2
σˆx, (5)
and the new system-bath interaction
VˆSB =
∆
2
[σˆx(cos Bˆ − η) + σˆy sin Bˆ]. (6)
Clearly, the renormalization factor η approaches to 1 at weak
coupling αv but vanishes to 0 at the strong coupling limit.
Therefore, by means of the fluctuation-decoupling, the new
system-bath interaction can be reliably perturbed regardless
of the coupling strength.
It should be noted that if we select the bosonic baths as the
Ohmic case s = 1, the renormalization factor expressed at
Eq. (4) will always approach to zero regardless of the system-
bath coupling strength, and the expectation of the system-bath
interaction at Eq. (3) 〈VˆSB〉 = 0. As such, the NE-PTRE
based on the fluctuation-decoupling scheme, will be equiva-
lent to the nonequilibrium NIBA [36–38].
B. Fluctuation-Decoupling based master equation
Fluctuation-decoupling is the key step, based on which we
are able to apply various perturbative methods to proceed.
Here, we adopt the nonequilibrium polaron-transformed Red-
field equation and obtain (see Appendix A)
∂ρˆ
∂t
= −i[HˆS , ρˆ]+
∑
l=e,o
∑
ω,ω1=0,±Λ
Γl(ω)[Pˆl(ω)ρˆ, Pˆl(ω1)]+H.c.,
(7)
where ρˆ is the reduced density matrix for the TLS in the po-
laron framework, Λ =
√
20 + η
2∆2 is the energy gap of the
renormalized TLS in its eigenspace, and Pˆe(o)(ω) is the mea-
suring projector in the eigen-basis obtained from the evolu-
tion of spin matrices σˆx(y)(−τ) =
∑
ω=0,±Λ Pˆe(o)(ω)e
iωτ .
The subscript e(o) denotes the even (odd) parity of transfer
dynamics. Γl(ω) with l = e, o has the meaning of transition
rate that we will discuss later in detail.
We note that R. J. Silbey and his colleagues have applied
a similar polaron-based master equation to investigate the co-
herent exciton dynamics [41, 42]. However, the system they
studied interacts with merely a single bosonic bath, i.e. the
standard equilibrium spin-boson model. Only with multiple
baths, we are able to determine the underlying picture of en-
ergy transport through NESB to be resonant or off-resonant,
additive or non-additive. More importantly, this NE-PTRE
(a) (b) (c) (d)
FIG. 2: Representative processes in multi-boson assisted energy
transfer: (a) single boson involved sequential process; (b) three-
boson involved “tri-tunneling” process; (c) two-boson “cotunneling”
process; (d) four-boson involved collective process.
provides us analytical solutions, which clearly demonstrate
the energy transfer as multi-boson processes that are classi-
fied by odd-even parity.
III. PARITY CLASSIFIED TRANSFER PROCESSES
As the crucial observation, the transition rates are expressed
as Γo,e(ω) = (η∆2 )
2
∫∞
0
dτeiωτγo,e(τ), where the correlation
functions are specified by (see Appendix B)
γo(τ) = sinh[Q(τ)] =
∞∑
n=0
Q(τ)2n+1
(2n+ 1)!
,
γe(τ) = cosh[Q(τ)]− 1 =
∞∑
n=1
Q(τ)2n
(2n)!
. (8)
The boson propagator Q(τ) =
∑
v=L,RQv(τ) with Qv(τ) =∫∞
0
dω Jv(ω)piω2 [nv(ω)e
iωτ + (1 + nv(ω))e
−iωτ ] describes the
bosonic absorptions and emissions that constitute the energy
transfer. Clearly, the multi-boson processes are classified by
the odd and even propagators, with each order fully captured
by the corresponding Taylor expansion systematically.
Specifically, γo(τ) describes the processes involving odd
boson numbers. The lowest order contribution is the
sequential-tunneling [see Fig. 2(a)], expressed by Γ(1)o (ω) =
(η∆)2
8 (QL(ω) + QR(ω)) [20, 22, 24], with Qv(ω) =∫∞
−∞ dτe
iωτQv(τ) and ω = ±
√
20 + 4η
2∆2. This means
that the relaxation and excitation of the TLS is influenced by
the L and R baths separately, i.e., additively. Further, the
higher order, called as ”tri-tunneling” [Fig. 2(b)], is exhibited
as Γ(2)o (ω) = (η∆4pi )
2
∫ ∫
dω1dω2
∑
v Qv(ω1)Qv(ω2)Qv(ω −
ω1 − ω2), with v = L(R) for v = R(L), where the baths
act non-additively and off-resonantly. This highly non-trivial
term explicitly demonstrates the collective transfer process
with different contributions from two baths.
Correspondingly, γe(τ) describes processes of even bo-
son number participating in the energy transfer processes.
The lowest order includes the co-tunneling effect [43] [see
Fig. 2(c)]. It contributes to the transition rate as Γ(1)e (0) =
(η∆)2
8pi
∫∞
0
dω1QL(ω1)QR(−ω1). This implies that when the
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FIG. 3: The energy flux and quantum coherence represented by
〈σx〉, as functions of the coupling strength. The solid black line is
from the NE-PTRE, which unifies the Redfield result at the weak
coupling (the red dashed line) and the NIBA result at the strong cou-
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ergy flux from the NIBA result at small α is characterized by the
quantum coherence 〈σx〉 (inset). Parameters are given by 0 = 0,
∆ = 5.22 meV, ωc = 26.1 meV, TL = 150 K, and TR = 90 K.
left bath releases energy ω1, the right bath absorbs the same
quanta simultaneously, leaving the TLS unchanged. Clearly,
two baths are involved non-additively. The corresponding
higher order term can also be obtained systematically [see Fig.
2(d)]. As a result, we can dissect the contribution of each or-
der of boson excitations to the energy transfer based on the
expansions, and the underlying multi-boson transfer mecha-
nism can be systematically exploited.
IV. UNIFIED ENERGY FLUX FROM WEAK TO STRONG
COUPLINGS
To exploit the dynamical processes corresponding to the
correlation functions in Eq. (8), we introduce the rate
φe(o)(ω) =
∫∞
−∞ dτe
iωτγe(o)(τ) in the frequency domain. As
such, when rewriting φe(o)(ω) = 12pi
∫∞
−∞ dω
′Ce(o)(ω, ω′),
we are able to extract the corresponding kernel functions (see
Appendix B)
Ce(ω, ω
′) =
1
2
∑
σ=±
CσL(ω − ω′)CσR(ω′)− δ(ω′),
Co(ω, ω
′) =
1
2
∑
σ=±
σCσL(ω − ω′)CσR(ω′). (9)
where C±v (ω
′) =
∫∞
−∞dτe
iω′τ±Qv(τ) describes the rate den-
sity of the vth bath absorbing (emitting) energy ω (−ω),
obeying the detailed balance relation as C±v (ω
′)/C±v (−ω′) =
eβvω
′
.
These kernel functions provide the other way of under-
standing the odd-even parity assisted energy tunneling pro-
cesses that incorporate two baths non-additively. Physically,
Ce(o)(ω, ω
′) describes that when the TLS releases energy ω
by relaxing from the excited state to the ground one, the right
bath absorbs energy ω′ and the left one obtains the left ω−ω′
if ω > ω′ or supply the compensation if ω < ω′. And
Ce(o)(−ω, ω′) describes similar dynamical processes for the
TLS jumping from the ground state to the exciting one. While
φe(o)(ω) is the summation behavior of these corresponding
microscopic processes.
Next, combined with the counting field [44], the
nonequilibrium Polaron-transformed Redfield mas-
ter equation in the Liouville space is shown as
d|ρχ(t)〉〉
dt = −Lˆχ|ρχ(t)〉〉, with the column vector
form of the reduced system density matrix |ρχ(t)〉〉 =
[〈1|ρˆχ(t)|1〉, 〈0|ρˆχ(t)|0〉, 〈1|ρˆχ(t)|0〉, 〈0|ρˆχ(t)|1〉]T , and Lˆχ
the Liouville super-operator. Hence, the expression of the
steady energy flux is given by J = 〈〈1|∂Lˆχ∂iχ |χ=0|Ψ〉〉 (see
Appendix C), with 〈〈1| = [1, 1, 0, 0], and |Ψ〉〉 the traditional
steady state of the system density matrix (χ = 0).
In many energy transfer studies, the resonant case (0 = 0)
is of the prime interest. The steady state can be obtained in
the local basis as (see Appendix D)
P11 = P00 = 1/2, P01 = P10 =
1
2
φo(−Λ)− φo(Λ)
φo(−Λ) + φo(Λ) (10)
with the energy gap Λ = η∆ and Pij = 〈i|ρˆ(∞)|j〉. Finally,
we obtain the energy flux as
J = Λ
2
8pi
∫ ∞
−∞
dωω
[
φo(Λ)Co(−Λ, ω) + φo(−Λ)Co(Λ, ω)
φo(Λ) + φo(−Λ)
+Ce(0, ω)
]
. (11)
It is interesting to find that in the odd number parity sub-
space, as the TLS relaxes energy Λ, the baths show col-
lective contribution Co(−Λ, ω) to the flux with the weight
φo(Λ)/
∑
σ=± φo(σΛ). Similarly, when the TLS is excited
by an energy Λ, Co(Λ, ω) is contributed to the flux with the
corresponding subspace weight as φo(−Λ)/
∑
σ=± φo(σΛ).
While for the even parity subspace, the TLS energy is un-
changed, with the contribution Ce(0, ω) to the flux. This uni-
fied energy flux expression clearly uncovers that two parity-
classified sub-processes both contribute to the energy transfer,
whereas the Redfield approach merely includes the lowest odd
order and the NIBA only considers the even order.
Analytically, in the weak coupling limit, one only needs to
keep the leading order of the correlation function as O(αv)
so that the renormalization factor is simplified to η ≈ 1
and Λ = ∆. Hence, the kernel function with even par-
ity Ce(0, ω) = 0 and the odd one becomes Co(±∆, ω) =
2pi[δ(±∆ − ω)QR(±∆) + δ(ω)QL(±∆)]. The unified en-
ergy flux reduces to the resonant energy transfer
Jw = ∆
2
JL(∆)JR(∆)(nL − nR)
JL(∆)(1 + 2nL) + JR(∆)(1 + 2nR)
, (12)
with nv = nv(∆), which is consistent with previous results
of Redfield approach [20, 24]. While in the strong coupling
50 50 100 150 200 2500
0.05
0.1
0.15
∆T[K]
J 
[m
eV
/ps
]
 
 
0 50 100 150 200 2500
0.005
0.01
0.015
∆T[K]
J 
[m
ev
/ps
]
 
 
0 50 100 150 200 2500
1
2
3 x 10
−3
∆T[K]
J 
[m
eV
/ps
]
 
 
NE−PTRE
Marcus
NE−PTRE
Marcus
NE−PTRE
Marcus
0 200 400 6000
200
400
600  
TL[K]
 
T R
[K
]
0 200 400 6000
200
400
600  
TL[K]
 
T R
[K
]
−0.02 0 0.02
α=1
α=5
α=3
(a)
(b)
(c)
(e)
α=5
(d)
α=5
Marcus
NE−PTRE
FIG. 4: Energy flux in the intermediate and strong system-bath cou-
pling regimes by tuning the right bath temperature in (a-c), and the
birdeye view of the energy flux by varying the two bath temperatures
in (d-e). The parameters are given by ∆ = 1.0 meV, 0 = 10 meV,
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limit, multiple bosons are excited from baths, and both the
renormalization factor η and the eigen-energy gap of the TLS
Λ become zero. Hence, two subspace kernel functions at
Eq. (9) show equal weight. The energy flux can be finally
expressed as
Js = (∆/2)
2
2pi
∫ ∞
−∞
dωωCL(−ω)CR(ω), (13)
with the probability density of the vth bath
Cv(ω) =
∫ ∞
−∞
exp [iωt+Qv(t)−
∫
dω′
Jv(ω
′)
piω′2
coth
βvω
′
2
]dt,
(14)
which correctly recovers the nonequilibrium NIBA result [22,
36, 37].
Next, we plot the energy flux of Eq. (11) in Fig. 3, which
first shows linear increase with the system-bath coupling at
weak regime, consistent with the Redfield. After reaching
a maximum, the energy flux decreases monotonically in the
strong coupling regime, of which the profile coincide with the
NIBA. The discrepancy of the NIBA and our NE-PTRE is due
to the improper ignorance of quantum coherence 〈σx〉 of the
TLS in NIBA (see also Eq. (5), in which the term containing
σx is absent in the NIBA method). This coherence term de-
scribes the effective tunneling within TLS so that it enhances
the energy transfer compared to the NIBA that ignores it.
Therefore, we conclude that the unified energy flux expres-
sion of Eq. (11) provides a comprehensive interpretation for
energy transfer in NESB, because the fluctuation-decoupling
not only describes the coherent system-bath coupling from
weak to strong regimes, but also correctly captures the co-
herence within the TLS.
V. ABSENCE OF NEGATIVE DIFFERENTIAL THERMAL
CONDUCTANCE
NDTC, a typical feature in energy transport, has been ex-
tensively studied in phononic devices [4]. In particular, NDTC
has also been exploited in molecular junctions, represented by
the NESB. By adopting nonequilibrium NIBA in the Marcus
limit, i.e. high temperature baths, it was reported that NDTC
is absent in the weak coupling but emerges in the strong cou-
pling regime [22]. However, what happens at the intermedi-
ate coupling regime is unclear. Moreover, it is questionable
that whether NDTC is still presented in the comparatively low
temperature regime.
Marcus theory was originally proposed to study semi-
classical electron transfer rates in the donor-acceptor
species [11, 45]. In previous works of energy transport [25,
36–38], the system dynamics with the Marcus limit is de-
scribed by the rate equation based on the nonequilibrium
NIBA, i.e. Eq. (3) in Ref. [38]. In the high temperature
limit, it is known that nv(ω)≈1/(βvω) and the low fre-
quency domain of bosonic baths dominates the evolution,
which corresponds to the short-time expansion 1 − cosωτ ≈
ω2τ2/2 and sinωτ≈ωτ [20, 22, 38]. Thus the Gaussian
decay of the the probability density is given by Cv(t) =√
piβv
Γv
exp[−βv(ω−Γv)24Γv ], which is as the same as derived from
Eq. (14) even under biased condition. The renormalized cou-
pling strength is Γv =
∫∞
0
dω Jv(ω)piω = 4
∑
k |λk,v|2/ωk.
Hence, the energy flux can be obtained accordingly with the
help of counting field [38]. However, this limiting picture may
be modified if the temperatures of bosonic baths become low,
when the quantum effect will be included to make the proba-
bility density non-Gaussian.
Therefore, we re-examine the NDTC by the NE-PTRE in
Fig. 4(a-c). In the intermediate coupling regime (α = 1),
the energy flux increases monotonically by enlarging the tem-
perature bias (∆T = TL − TR), both for the NE-PTRE and
the NIBA of the classical (Marcus) limit. As the coupling
is strengthened further into the strong coupling regime (i.e.
α = 3 and α = 5), NDTC is apparent at the Marcus limit [22].
However, no turnover signal is found based on the NE-PTRE.
In the strong coupling limit, η → 0 so that our method reduces
to the NIBA, thus the discrepancy comes from the Marcus ap-
proximation. It should be noted that from Figs. 4b and 4c, the
qualitative deviation occurs at the large temperature bias. This
means that the temperature of the right bath is rather low, and
quantum effect as such low temperatures may change behav-
6iors of the correlation functions. To further clarify the absence
of NDTC at the deep strong coupling regime, the birdeye view
contours of energy flux are compared with and without Mar-
cus limit [see Fig. 4(d) and 4(e)]. It is shown that the turnover
behavior appears within the Marcus framework, by tuning ei-
ther TL or TR (see Fig. 4(d)), whereas it never emerges with
rigorous calculations [see Fig. 4(e)]. In fact, this result clearly
demonstrates that the NDTC in the Marcus limit occurs at
large temperature bias ∆T = TL − TR with either TR or TL
at very low temperature, where the high temperature precon-
dition of the Marcus framework may break down. Thus the
NDTC observed in the NIBA scheme with Marcus assump-
tion is merely an artifact.
Hence, we conclude that by tuning one bath temperature,
NDTC is absent across a wide range of the temperature bias in
the NESB, even in the strong system-bath coupling limit. Fi-
nally, we would like to note if we allow to change two temper-
atures simultaneously, NDTC can still occur in NESB. Also,
NDTC is not exclusive to the strong coupling limit generally,
but can even exist in the weak coupling regime if the system
is hybridized with fermion-spin-boson couplings [29, 46].
VI. CONCLUSION
By applying the nonequilibrium polaron-transformed Red-
field equation based on fluctuation decoupling, we have uni-
fied the energy transfer mechanisms in the nonequilibrium
spin-boson model from weak to strong coupling regimes.
Specifically, we have characterized energy transfer as multi-
boson processes that are classified by the odd-even parity.
We have analytically obtained the energy flux expression in
Eq. (11), which explicitly unifies the analytic results from
the weak-coupling Redfield scheme and the strong-coupling
NIBA scheme. Moreover, enhancement of the energy flux at
the intermediate coupling regime has been identified, which
results from the persistence of coherent tunneling within
the TLS but is unexpectedly ignored in the nonequilibrium
NIBA. Other relevant limiting problems of energy transfer
have also been systematically resolved. Our analytic and nu-
meric results provide a comprehensive interpretation of previ-
ous works, fully resolve the microscopic mechanism of energy
transfer, and should have broad implications for smart control
of energy and information in low-dimensional nanodevices.
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Appendix A: Nonequilibrium polaron-transformed Redfield
equation and the auxiliary counting statistics
Generally, the model of a quantum system interacting with
two separate baths can be described by
Hˆ = Hˆs +
∑
v
Hˆvb + Vˆ , (A1)
where Hˆs denotes the system Hamiltonian, Hˆvb models the v
bath, and Vˆ =
∑
v Vˆv with Vˆv being the interaction between
the system and the v bath. If the strength of the system-bath
coupling is weak compared to the intrinsic energy scale of
the system, Born-Markov approximation is usually applied to
derive the second-order master equation [11]:
∂ρˆs(t)
∂t
=
1
i
[Hˆs, ρˆs(t)]−
∫ ∞
0
dτTrb{[Vˆ , [Vˆ (−τ), ρˆs(t)⊗ρˆb]]},
(A2)
where ρˆs is the reduced system density operator, ρˆb =
e−
∑
v βvHˆ
v
b /Z is the canonical distribution of the baths, and
Trb{·} traces off the baths freedom degree. As the (temper-
ature or voltage) bias is applied on two baths, the quantum
system is driven from the equilibrium state to the nonequi-
librium steady state, which spontaneously generates the en-
ergy/particle flux.
In the following, we will generalize the quantum master
equation by including the auxiliary counting field χ. When
setting χ = 0, everything will reduce to the conventional
quantum master equation and the contents in the main text.
The counting statistics [47–49], as a mathematically rigor-
ous method [50], is usually applied to measure the arbitrary
order of the energy current fluctuation [36, 37, 44, 51], of
which the lowest order gives the steady state flux. If we
count the number of particles into the v bath, the Hamilto-
nian at Eq. (A1) under the counting field is given by Hˆχ =
eiχHˆ
v
b /2Hˆe−iχHˆ
v
b /2 = Hˆs +
∑
v Hˆ
v
b + Vˆχ. Hence, the
quantum master equation under the counting field χ is shown
as [44, 52, 53]
∂ρˆχ(t)
∂t
=
1
i
[Hˆs, ρˆχ(t)] (A3)
−
∫ ∞
0
dτTrb{[Vˆχ, [Vˆχ(−τ), ρˆχ(t)⊗ρˆb]o]o},
with the commutation relation [Aˆχ, Bˆχ]o = AˆχBˆχ− BˆχAˆ−χ
and ρˆχ(t) the reduced system density operator under the
counting parameter.
Then we utilize the general expression of the master equa-
tion at Eq. (A3) to the present model. Starting from the
nonequilibrium spin-boson model at Eq. (1), by counting the
boson number in the right bath the Hamiltonian under the
counting parameter is given by Hˆχ0 =
0
2 σˆz +
∆
2 σˆx + HˆB +
7V0(χ), with the spin-boson interaction
Vˆ0(χ) = σz
∑
v=L,R;k
(bˆ†k,ve
iωkχδv,R/2 + bˆk,ve
−iωkχδv,R/2).
(A4)
By applying the canonical transformation Uˆχ = eiσˆzBˆχ/2
to Hˆχ0 , we derive the new Hamiltonian Hˆχ = Uˆ
†Hˆχ0 Uˆ =
0
2 σˆz + HˆB + Vˆ (χ), where the new system-bath cou-
pling as Vˆ (χ) = ∆2 (σˆx cos Bˆχ + σˆy sin Bˆχ), with Bˆχ =
2i
∑
k,v(
λk,v
ωk
eiωkχ/2bˆ†k,v −
λ∗k,v
ωk
e−iωkχ/2bˆk,v) the collective
momentum of the boson baths under the counting parameter.
Since it is already known that the fluctuation of Vˆ (χ) itself
can be perturbed, we re-group the transformed Hamiltonian
as Hˆχ = HˆS(χ) + HˆB + Vˆ ′(χ), with
Hˆ ′S =
0
2
σˆz + η
∆
2
σˆx, (A5)
and
Vˆ ′(χ) =
∆
2
[σˆx(cos Bˆχ − η) + σˆy sin Bˆχ]. (A6)
The renormalization factor is shown as η = 〈 cos Bˆχ〉. For the
super-Ohmic bath spectrum Jv(ω) = piαvωsωc,v1−se−ω/ωc,v
with s = 3, it is explicitly expressed as
η = exp{
∑
v=L,R
−αv
2
[−1 + 2
(βvωc,v)2
ψ1(
1
βvωc,v
)]}, (A7)
with βv = 1/kBTv the inverse temperature, αv the coupling
strength and ωc,v the cutoff frequency of the v bath, respec-
tively. The special function ψ1(x) =
∑∞
n=0
1
(n+x)2 is the
trigamma function. It should be noted that the renormaliza-
tion factor is independent on the counting parameter.
Based on Eq. (A3), the nonequilibrium polaron-
transformed Redfield equation combined with the counting
parameter is derived by
∂ρˆχ
∂t
=
1
i
[Hˆ ′S , ρˆχ]−
∑
l=e,o;ω,ω′
[Γl,+(ω)Pˆl(ω
′)Pˆl(ω)ρˆχ
+Γl,−(ω)ρˆχPˆl(ω)Pˆl(ω′)− Γχl,−(ω)Pˆl(ω′)ρˆχPˆl(ω)
−Γχl,+(ω)Pˆl(ω)ρˆχPˆl(ω′)], (A8)
with ρˆχ the two-level system density operator under the count-
ing field. Γχl,±(ω) are the transition rates expressed by
Γχe,±(ω) = (
∆
2
)2
∫ ∞
0
dτeiωτ [〈 cos Bˆ−χ(±τ) cos Bˆχ(0)〉 − η2]
Γχo,±(ω) = (
∆
2
)2
∫ ∞
0
dτeiωτ 〈 sin Bˆ−χ(±τ) sin Bˆχ(0)〉, (A9)
and Γl,±(ω) = Γ
χ=0
l,± (ω). Pl(ω) is the eigen-state
projector from the evolution of the Pauli operators as
σx(y)(−τ) =
∑
ω=0,±Λ Pˆe(o)(ω)e
iωτ with the energy gap
Λ =
√
20 + η
2∆2, the eigen-states
|+ 〉 = cos θ
2
|1〉+ sin θ
2
|0〉,
| − 〉 = − sin θ
2
|1〉+ cos θ
2
|0〉, (A10)
and tan θ = η∆/0. In the even branch, they are specified as
Pˆe(0) = sin θτˆz , Pˆe(Λ) = cos θτˆ−, and Pˆe(−Λ) = cos θτˆ+,
with τˆz = |+ 〉〈+ | − |− 〉〈− | and τˆ± = | ± 〉〈∓ |. Similarly
in the odd branch, they become Pˆo(0) = 0, Pˆo(Λ) = iτˆ− and
Pˆo(−Λ) = −iτˆ+.
A similar polaron transformation based quantum master
equation has been previously proposed by R. J. Silbey et
al. [41, 42] in the single bath spin-boson model under the
Born-Markov approximation. Then, it was extended to the
non-Markovian regime by S. Jang et al. to include the slow
bath effect [54]. Recently, it was confirmed both from the
equilibrium statistics and quantum dynamics that the marko-
vian master equation combined with the polaron transforma-
tion can be accurately utilized in the fast bath regime [55–57].
We focus on the fast bath regime so that the Markovian master
equation is applied in the main text.
Appendix B: Parity based correlation functions
From the quantum master equation including the counting
parameter at Eq. (A8), it is known that the transition rates
at Eq. (A9) are crucial to obtain the evolution of the two-
level system density matrix. They can be straightforwardly
re-expressed as Γχl,± = (
η∆
2 )
2
∫∞
0
dτeiωτγχl (±τ), with the
real-time correlation functions being
γχe (±τ) = coshQ(±τ − χ)− 1 =
∞∑
n=1
Q(±τ − χ)2n
(2n)!
,
γχo (±τ) = sinhQ(±τ − χ) =
∞∑
n=0
Q(±τ − χ)2n+1
(2n+ 1)!
.(B1)
The boson propagator Q(τ − χ) = QL(τ) + QR(τ − χ) de-
scribes the spontaneous absorption and emission of the bosons
with
Qv(τ) =
∫ ∞
0
dω
Jv(ω)
piω2
[nv(ω)e
iωτ + (1 + nv(ω))e
−iωτ ].
(B2)
In absence of the counting parameter, these correlation func-
tions reduce to Eq. (8). Then, the corresponding transition
rates clearly uncover the energy transfer processes shown in
Fig. 1. For the super-Ohmic bath, it can be explicitly ex-
pressed by
Qv(τ) = αv{[
−1 + ω2c,vτ2
(1 + ω2c,vτ
2)2
+
2Re[ψ1( 1βvωc,v +
iτ
βv
)]
(βvωc,v)2
]
−i 2ωc,vτ
(1 + ω2c,vτ
2)2
}. (B3)
8Moreover, it is found that parity-cross branch
〈 cos Bˆ±χ sin Bˆχ〉 = 0. This clearly shows that the
multiple boson-assisted energy transfer is protected by the
parity. To investigate the dynamical processes of the boson-
assisted energy transfer based on the correlation functions,
the frequency-domain rates are introduced by
φχl (ω) =
∫ ∞
−∞
dτeiωτγχl (τ), (B4)
which returns to φl(ω) =
∫∞
−∞ dτe
iωτγl(τ) in the case of χ =
0. It can also expanded by the kernel functions as φχl (ω) =
1
2pi
∫∞
−∞ dω
′eiχω
′
Cl(ω, ω
′), where
Ce(ω, ω
′) =
1
2
∑
σ=±
CσL(ω − ω′)CσR(ω′)− δ(ω′),
Co(ω, ω
′) =
1
2
∑
σ=±
σCσL(ω − ω′)CσR(ω′), (B5)
with C±v (ω
′) =
∫∞
−∞ dτe
iω′τ±Qv(τ).
Appendix C: Definition of the steady state energy flux
Starting from the full counting statistics, we apply the cu-
mulant generating function to derive the energy flux into the
right bath. In the Liouville space, the quantum master equa-
tion at Eq. (A3) can be re-expressed as [52, 53]
d
dt
|ρχ(t)〉〉 = −Lˆχ|ρχ(t)〉〉, (C1)
with |ρχ(t)〉〉 = [〈1|ρˆχ(t)|1〉, 〈0|ρˆχ(t)|0〉, 〈1|ρˆχ(t)|0〉, 〈0|ρˆχ(t)|1〉]T
in the vector form, and Lˆχ the super-operator. The generating
function is obtained by
Zχ(t) = Tr{ρˆχ(t)} = 〈〈1|Tˆ [e−Lˆχτ ]|ρ(0)〉〉, (C2)
where 〈〈1| = [1, 1, 0, 0], Tˆ is the time-ordering operator and
|ρ(0)〉〉 is the initial system density matrix. Energy trans-
fer behaviors in the long time limit are of our prime inter-
est in the present paper. They are controlled by the ground
state of Lˆχ(t), with the ground state energy as E0(χ) hav-
ing the smallest real part. Hence, the generating function
is simplified to Zχ = exp[−E0(χ)t]. Then the steady
state cumulant generating function can be derived by Gχ =
limt→∞ lnZχ(t)/t = −E0(χ), which finally generates the
steady energy flux as J = ∂E0(χ)∂(iχ) |χ=0.
Alternatively, based on the Eq. (C1) the steady state solu-
tion can be expressed as Lˆχ|Ψχ〉〉 = E0(χ)|Ψχ〉〉, with |Ψχ〉〉
the corresponding right ground state. Taking the derivative of
iχ at two sides results in
∂Lˆχ
∂(iχ)
|Ψχ〉〉+ Lˆχ ∂|Ψχ〉〉
∂(iχ)
=
∂E0(χ)
∂(iχ)
|Ψχ〉〉+E0(χ)∂|Ψχ〉〉
∂(iχ)
.
(C3)
When χ = 0, it is known that E0 = 0, 〈〈1|Lˆ = 0 and
〈〈1|Ψ〉〉 = 1. As a result, ∂E0(χ)∂(iχ) |χ=0 = 〈〈1| ∂Lˆχ∂(iχ) |χ=0|Ψ〉〉
and the energy flux is re-expressed as
J = 〈〈1| ∂Lˆχ
∂(iχ)
|χ=0|Ψ〉〉. (C4)
Appendix D: Analytical solution of the unified energy flux
From the expression of the energy flux at Eq. (C4), we
should first obtain the operator Lˆχ. The corresponding ma-
trix elements from Eq. (C1) are described by
L11,11 = sin2 θ[Γe,+(0) + Γe,−(0)] + cos θ cos2
θ
2
[Γe,+(Λ) + Γe,−(−Λ)]− cos θ sin2 θ
2
[Γe,+(−Λ) + Γe,−(Λ)]
+ cos2
θ
2
[Γo,+(Λ) + Γo,−(−Λ)] + sin2 θ
2
[Γo,+(−Λ) + Γo,−(Λ)]
L11,00 = − sin2 θ[Γχe,+(0) + Γχe,−(0)]− cos θ cos2
θ
2
[Γχe,+(−Λ) + Γχe,−(Λ)] + cos θ sin2
θ
2
[Γχe,+(Λ) + Γ
χ
e,−(−Λ)]
− cos2 θ
2
[Γχo,+(−Λ) + Γχo,−(Λ)]− sin2
θ
2
[Γχo,+(Λ) + Γ
χ
o,−(−Λ)]
L11,10 =
sin θ
2
([Γχo,+(−Λ) + Γo,−(−Λ)]− [Γχo,+(Λ) + Γo,−(Λ)])
+
sin 2θ
2
(
1
2
[Γχe,+(−Λ) + Γe,−(Λ) + Γχe,+(Λ) + Γe,−(−Λ)]− [Γχe,+(0) + Γe,−(0)])
9L11,01 =
sin θ
2
([Γo,+(Λ) + Γ
χ
o,−(Λ)]− [Γo,+(−Λ) + Γχo,−(−Λ)])
+
sin 2θ
2
(
1
2
[Γe,+(−Λ) + Γχe,−(Λ) + Γe,+(Λ) + Γχe,−(−Λ)]− [Γe,+(0) + Γχe,−(0)])
L00,11 = − sin2 θ[Γχe,+(0) + Γχe,−(0)]− cos θ cos2
θ
2
[Γχe,+(Λ) + Γ
χ
e,−(−Λ)] + cos θ sin2
θ
2
[Γχe,+(−Λ) + Γχe,−(Λ)]
− cos2 θ
2
[Γχo,+(Λ) + Γ
χ
o,−(−Λ)]− sin2
θ
2
[Γχo,+(−Λ) + Γχo,−(Λ)]
L00,00 = sin2 θ[Γe,+(0) + Γe,−(0)] + cos θ cos2
θ
2
[Γe,+(−Λ) + Γe,−(Λ)]− cos θ sin2 θ
2
[Γe,+(Λ) + Γe,−(−Λ)]
+ cos2
θ
2
[Γo,+(−Λ) + Γo,−(Λ)] + sin2 θ
2
[Γo,+(Λ) + Γo,−(−Λ)]
L00,10 =
sin θ
2
([Γo,+(Λ) + Γ
χ
o,−(Λ)]− [Γo,+(−Λ) + Γχo,−(−Λ)])
+
sin 2θ
2
([Γe,+(0) + Γ
χ
e,−(0)]−
1
2
[Γχe,−(Λ) + Γe,+(−Λ) + Γχe,−(−Λ) + Γe,+(Λ)])
(D1)
L00,01 =
sin θ
2
([Γo,−(−Λ) + Γχo,+(−Λ)]− [Γo,−(Λ) + Γχo,+(Λ)])
+
sin 2θ
2
([Γe,−(0) + Γ
χ
e,+(0)]−
1
2
[Γχe,+(Λ) + Γe,−(−Λ) + Γχe,+(−Λ) + Γe,−(Λ)])
L10,11 =
sin θ
2
([Γχo,+(Λ)− Γo,−(Λ)] + [Γo,−(−Λ)− Γχo,+(−Λ)])
+
sin 2θ
2
([Γe,−(0)− Γχe,+(0)] +
1
2
[Γχe,+(Λ)− Γe,−(Λ) + Γχe,+(−Λ)− Γe,−(−Λ)])
L10,00 =
sin θ
2
([Γo,+(Λ)− Γχo,−(Λ)] + [Γχo,−(−Λ)− Γo,+(−Λ)])
+
sin 2θ
2
([Γχe,−(0)− Γ− e,+(0)] +
1
2
[Γe,+(Λ)− Γχe,−(Λ) + Γe,+(−Λ)− Γχe,−(−Λ)])
L10,10 = sin2 θ[Γe,+(0) + Γe,−(0)] + cos θ cos2
θ
2
[Γe,+(Λ) + Γe,−(Λ)]− cos θ sin2 θ
2
[Γe,+(−Λ) + Γe,−(−Λ)]
+ cos2
θ
2
[Γo,+(Λ) + Γo,−(Λ)] + sin2
θ
2
[Γo,+(−Λ) + Γo,−(−Λ)]
L10,01 = − sin2 θ[Γχe,−(0) + Γχe,+(0)] + cos θ sin2
θ
2
[Γχe,−(Λ) + Γ
χ
e,+(Λ)]− cos θ cos2
θ
2
[Γχe,−(−Λ) + Γχe,+(−Λ)]
+ sin2
θ
2
[Γχo,+(Λ) + Γ
χ
o,−(Λ)] + cos
2 θ
2
[Γχo,+(−Λ) + Γχo,−(−Λ)]
L01,11 =
sin θ
2
([Γo,+(Λ)− Γχo,−(Λ)] + [Γχo,−(−Λ)− Γo,+(−Λ)])
+
sin2θ
2
([Γe,+(0)− Γχe,−(0)] +
1
2
[Γχe,−(Λ)− Γe,+(Λ) + Γχe,−(−Λ)− Γe,+(−Λ)])
L01,00 =
sin θ
2
([Γχo,+(Λ)− Γo,−(Λ)] + [Γo,−(−Λ)− Γχo,+(−Λ)])
+
sin2θ
2
([Γχe,+(0)− Γe,−(0)] +
1
2
[Γe,−(Λ)− Γχe,+(Λ) + Γe,−(−Λ)− Γχe,+(−Λ)])
10
L01,10 = − sin2 θ[Γχe,+(0) + Γχe,−(0)]− cos θ cos2
θ
2
[Γχe,+(Λ) + Γ
χ
e,−(Λ)] + cos θ sin
2 θ
2
[Γχe,+(−Λ) + Γχe,−(−Λ)]
+ cos2
θ
2
[Γχo,+(Λ) + Γ
χ
o,−(Λ)] + sin
2 θ
2
[Γχo,+(−Λ) + Γχo,−(−Λ)]
L01,01 = sin2 θ[Γe,+(0) + Γe,−(0)] + cos θ cos2
θ
2
[Γe,+(−Λ) + Γe,−(−Λ)]− cos θ sin2 θ
2
[Γe,+(Λ) + Γe,−(Λ)]
+ cos2
θ
2
[Γo,+(−Λ) + Γo,−(−Λ)] + sin2 θ
2
[Γo,+(Λ) + Γo,−(Λ)],
where Lij,kl = 〈〈ij|Lˆχ|kl〉〉 with the basis |ij〉〉 = |i〉〈j| in
the Hilbert space, and the transition rates Γχl,±(ω) are given at
Eq. (A9). Combined with |Ψ〉〉 = [P11, P00, P10, P01]T with
Pij = 〈i|ρˆ(∞)|j〉 the density matrix element at steady state,
the energy flux can be expressed as
J = −[∂L00,11(χ)
∂(iχ)
|χ=0P11 + ∂L11,00(χ)
∂(iχ)
|χP00
+
∂L10(χ)
∂(iχ)
|χ=0P10 + ∂L01(χ)
∂(iχ)
|χ=0P01], (D2)
with L10(01)(χ) = L11,10(01)(χ) + L00,10(01)(χ). The case of
0 = 0 is of the prime interest, corresponding to θ = pi/2.
Then the crucial transition rates are simplified to
L00,11(χ) = −Λ
2
4
(φχe (0) +
1
2
[φχo (Λ) + φ
χ
o (−Λ)]),
L10(χ) =
Λ2
8
([φo(Λ)− φo(−Λ)]− [φχo (Λ)− φχo (−Λ)]),
with the two-level system energy gap Λ = η∆, L11,00(χ) =
L00,11(χ), and L01(χ) = L10(χ). Moreover, the steady state
solution of the Eq. (C1) in absence of the counting parameter
(χ = 0) is given by
P11 = P00 = 1/2, P10 = P01 =
1
2
φo(−Λ)− φo(Λ)
φo(−Λ) + φo(Λ) . (D3)
Finally, the energy flux is obtained by
J = Λ
2
8pi
∫ ∞
−∞
dω
[
φo(Λ)Co(−Λ, ω) + φo(−Λ)Co(Λ, ω)
φo(Λ) + φo(−Λ)
+Ce(0, ω)
]
ω.
(D4)
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