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Abstract
We show that the de Bruijn graph is appropriate for maintaining dynamic connections, e.g., between the members of a P2P
application who join and leave the system at their convenience. We describe the content-addressable network D2B, based on an
overlay network preserving de Bruijn connections dynamically, and on a distributed hash table (DHT) supporting efﬁcient publish
and search procedures. The overlay network has constant expected degree, and any publish or search operation in the DHT takes a
logarithmic expected number of steps.
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1. Introduction
LetG = (V ,E) be a graph modeling a physical network, e.g., the Internet network. The physical network is assumed
supporting communication facilities, e.g., the IP protocol, insuring data transfer between any pair of nodes. An overlay
network is a (di)graph H = (U,X) where U ⊆ V , maintaining virtual connections between the nodes in U. An overlay
network provides a routing protocol, so that any source node s ∈ U can route a message to any target node t ∈ U ,
along a path s = u0, u1, . . . , uk = t , where the uis belong to U. The message transfer from ui to ui+1 is performed
via the communication facilities of the physical network. An overlay network is dynamic, in the sense that it allows
U (and therefore X as well) to evolve with time. More precisely, any node u ∈ U can leave the overlay, resulting in a
new set of nodes U := U \ {u}. Similarly, any node v ∈ V \ U can join the overlay, resulting in a new set of nodes
U := U ∪ {v}.
Let D be a set of resources (e.g., ﬁles, data, computation and storage facilities, etc.), shared by a subset of nodes
U ⊆ V of the physical network. A content-addressable network enables publishing and searching resources among
the nodes in U, in a distributed manner. A popular way to implement a content-addressable network is by using a
distributed hash table (DHT). A DHT establishes a correspondence between the resource set and the node set, in the
following way. Let h : D → K and h′ : V → K be two mapping functions. The set K, called key set, is a metric
space, with distance function denoted by dist(·, ·). In general, h and h′ are two hash functions whose role is to evenly
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distribute the resources and the nodes on the key set. Then, d ∈ D is published at node u ∈ U if and only if u is the
closest node to d, that is,
dist(h(d), h′(u)) = min{dist(h(d), h′(v)) | v ∈ U}.
Searching for d ∈ D in a DHT uses the overlay network. Roughly, when a node u ∈ U looks for d ∈ D, a request
search(h(d)) is sent through the overlay network. The overlay network must thus provide facilities so that the request
is routed to the node v ∈ U where d has been published. Similarly, when a node u ∈ U wants to publish some d ∈ D, a
request publish(h(d)) is sent through the overlay network. Again, the overlay network must provide facilities so that
this request is routed to the node v ∈ U where d should be published. Clearly, both procedures are based on extensions
of the routing protocol in the overlay H, so that queries can be routed based on keys, and not only on node addresses
in H.
A content-addressable network is an underlying mechanism that can be used to implement fully decentralized peer-
to-peer (P2P) systems. A user of such a system is a node of the overlay network which has access to every resource
stored in the system, via connections to remote nodes. In the Internet, content-addressable networks are good ways to
implement distributed publish/search protocols for ﬁnding out IP-addresses of nodes storing requested resources. The
design of a content-addressable network consists in deﬁning (1) the overlay network (including the join, leave, and
routing procedures) and (2) a DHT based on this overlay. The design of the DHT consists in deﬁning (1) a distributed
assignment of keys to resources and nodes and (2) publish and search procedures (based on the routing procedure in
the overlay). This design is subject to the following constraints:
(1) At any time, all nodes currently in the content-addressable network must be mutually reachable (this constraint is
constitutive of a network insuring exhaustive search).
(2) Any node can leave the content-addressable network at any time, and any node can join the content-addressable
network at any time, i.e., a content-addressable network must support a highly dynamic environment.
(3) At any time, keys must be evenly published among nodes, and any redistribution of keys due to a leave or a join
must be fast.
(4) Publish and search operations must be performed on a key basis, i.e., the route from the consumer of a resource to
the node where the resource is published must be determined only by the key assigned to the resource.
(5) The search time must be small, i.e., the time to reach a node where a resource has been published must be small.
(6) The update time must be small, i.e., the update of the overlay (connection links, routing tables, key redistribution,
etc.) due to a leave or a join must be fast.
(7) The trafﬁc load incurred by publish and search trafﬁc in the system must be evenly distributed among nodes, to
avoid hot spots.
Constraint 5 prevents from connecting the nodes as, e.g., a ring. Constraint 6 prevents from connecting the nodes as,
e.g., a complete graph. Constraint 7 prevents from connecting the nodes as, e.g., a binary tree.
1.1. Our results
It is known that the static version of the deBruijn graph [8] allows to construct large networks of ﬁxed degree and small
diameter [5,6]. We show that one can use the de Bruijn graph to design dynamic networks as well. In other words, nodes
of a complex dynamic network such as Internet can organize themselves into a constant-degree logarithmic-diameter
de Bruijn graph. More precisely, we describe the content-addressable network D2B, whose overlay network is based
on the de Bruijn graph. The most important properties satisﬁed by D2B are listed below. (We denote by n the current
number of nodes in the overlay network, and an event E occurs with high probability (w.h.p.) if Prob(E)1−O(1/n).)
• W.h.p., a search for any key, initiated from any node, reaches the node where the key is published after at most
O(log n) hops.
• The expected node degree of the D2B overlay network is constant, and there is a constant expected number of control
messages that are exchanged during a join or a leave. Hence the expected time of any join or leave is constant. W.h.p.,
an update takes at most O(log n) time.
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• The expected number of keys managed by a node in D2B is |K|/n, and, with high probability, is at most O(|K|
log n/n), where K is the set of keys currently managed by D2B.
• The expected congestion of a node in D2B is O((log n)/n) and the congestion experienced by any node is, w.h.p.,
O((log2 n)/n). Here the congestion of a node is intended to measure the probability that it is involved in a search
for a random key, from a random node. It is deﬁned as the expected number of search routes that pass through the
node, divided by n|K|.
We also deﬁne a d-dimensional version of D2B, for d > 2. (The basic version of D2B has dimension 2.) The
d-dimensional version of D2B is built upon the de Bruijn graph of dimension d, and uses the key space K =
{d-ary strings}. Its expected degree is O(d), for an expected diameter O(log n/ log d). This gives a trade-off between
the latency for joining or leaving the network and the latency for a publish/search. Note that a large d increases the
connectivity of the network, and thus its robustness against processor crashes. For d = log n, the expected degree is
O(log n) for an expected diameter O(log n/ log log n).
1.2. Related works
Graphs augmented with “long range contacts”, as deﬁned in [4], can be used for the design of content-addressable
networks. In particular, d-dimensional toruses augmented with long range contacts chosen at random according to the
harmonic distribution yield networks in which routing can be performed on a key basis in O(log2 n) expected number
of steps [15]. Symphony [21] has been built on this principle (see also [11,22]). A dynamic network with constant
maximum degree is described in [25], and O(log n) diameter, w.h.p., under a speciﬁc probabilistic model of join and
leave. However, as already observed by Malkhi et al. [20], the construction of [25] does not provide a routing scheme,
and the intended application is to disseminate queries rather than to route them. In [9], a content-addressable network
with logarithmic diameter and fault-tolerant to an adversary deleting up to a constant fraction of the nodes is described.
However, the solution is designed for any ﬁxed value of n, and does not provide for the system to adapt dynamically
to a large number of joins or leaves. Moreover, searching generates O(log2 n) messages, and the degree is O(log n).
A dynamic version of [9] has been presented in [7].
The content-addressable network (CAN) described in [28] is based on the d-dimensional torus topology, and uses
the key space K = [0, 1]d . The expected diameter is O(dn1/d), and the expected degree is O(d). Tapestry [32] and
Pastry [29] (see also [13]) implement the protocol proposed in [26]. The degree of the induced topology is O(d logd n),
and its expected diameter is O(logd n), where d is the base in which the node IDs are encoded. Chord [31] is based on
the hypercube topology, and uses the key set K = {0, . . . , 2m − 1}. Its expected diameter is O(log n), and the expected
degree is O(log n). Viceroy [20] uses the same key set as Chord, but is based on the butterﬂy graph. The simpliﬁed
version of Viceroy has expected degree O(1), expected diameter O(log n) (w.h.p., O(log2 n)), and expected congestion
O((log n)/n) (w.h.p.,O((log2 n)/n)). An improved version of Viceroy, including a more sophisticated lookup strategy,
has a diameter O(log n) with high probability. In addition, a “bucket mechanism” allows to ﬁx the maximum degree
of the nodes, which is only bounded by O(log n), w.h.p., in the simpliﬁed version. Viceroy is the ﬁrst known constant-
degree content-addressable networkwith logarithmicdiameter. Its construction andmanagement are, however, relatively
complex, and require sophisticated procedures which might be difﬁcult to implement in a practical setting. DMBN [7]
uses the same set of keys as Chord and Viceroy, and is based on the multi-butterﬂy graph. It has same diameter and
degree as Chord, but is also fault-tolerant to an adversary deleting up to a constant fraction of the nodes.
Some efforts have been made for designing overlay networks that ﬁt with the topology of the physical network (see,
e.g., [17,26,28,29,32]). In particular, LAND [2] is an overlay network that, under some restrictions on the structure of
the physical network, has stretch factor (i.e., the ratio between the length of the routes in the overlay network and the
length of the routes in the physical network) as close to 1 as desired. The expected degree and diameter of LAND are
O(log n). Other efforts have been made for designing overlay networks that ﬁt with the user interests (see, e.g., [30]),
but the solutions are currently based on ﬂooding the network, not on routing.
Interestingly, several groups have simultaneously independently discovered the interest of the de Bruijn topology
for the design of dynamic networks (cf. [1,10,14,24]). The DHT in [14] uses the same key-space as Chord. A key
 ∈ [0, 2m − 1] induces connections to positions 2 mod 2m and 2 + 1 mod 2m, as illustrated in Fig. 1(a). The
distance-halving DHT of [24] uses key-space [0, 1). A key  induces connections to positions (/2) and (/2) + ( 12 ),
as illustrated in Fig. 1(b). A general methodology for constructing overlay networks based on arbitrary static graphs
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Fig. 1. (a) Koorde connections vs. (b) halving connections.
is described in [1]. Instantiating their method for the de Bruijn graph results in a DHT inheriting the nice properties
of this graph. Finally, Broose [12] is a de Bruijn version of Kademlia [23] that was recently proposed to increase the
reliability of de Bruijn based DHTs, including D2B.
2. The content-addressable network D2B
In this section, we describe D2B, including the join and leave procedures. D2B is parametrized by a parameter d2.
For the sake of clarity, we describe here the version of D2B for d = 2. The description of the d-dimensional D2B
network for arbitrary d is given in Section 4.1.
2.1. The de Bruijn graph
The underlying static topology of the d-dimensional D2B, d2, is the de Bruijn graph B(d, k), for k1. B(d, k)
is deﬁned from [8]. It is the directed graph whose nodes are all strings of length k on the alphabet {0, . . . , d − 1}, and
there is an edge from any node x1x2 . . . xk to the d nodes x2 . . . xk, for  = 0, . . . , d − 1. Fig. 2 displays B(2, 3). Note
that there are loops around all nodes  . . . ,  ∈ {0, . . . , d − 1}, and that B(d, k) is not vertex-transitive. Nevertheless,
we will see that this has no impact on the performances of D2B which are uniformly balanced among nodes. B(d, 1)
is the complete graph of d nodes, with loops.
B(d, k) has dk nodes, in-degree and out-degree d, and diameter k. Routing from x1 . . . xk to y1 . . . yk is achieved by
following the route
x1 . . . xk → x2 . . . xky1 → · · · → xky1 . . . yk−1 → y1 . . . yk.
A shorter route is obtained by looking for the longest sequence that is sufﬁx of x1 . . . xk , and preﬁx of y1 . . . yk . If there
is such a sequence xi . . . xk = y1 . . . yk−i+1, then the shortest path from x1 . . . xk to y1 . . . yk is
x1 . . . xk → x2 . . . xkyk−i+2 → · · · → xi−1 . . . xkyk−i+2 . . . yk−1 → y1 . . . yk.
2.2. Overall description of D2B
The two-dimensional D2B uses the set K = {0, . . . , 2m − 1} as key space, also viewed as the set of binary strings of
length m. All participants to D2B use a same function h that hashes the resource IDs into K. Nodes of D2B are given
labels that are also binary strings, but of length at most m. The function h′ that assign labels to nodes will be precisely
described later. Thus, there are at most 2m nodes in D2B. Note that this is not a limitation for m = 128 (or even 256)
in practice, to insure a number of keys much larger than the number of IPv6 addresses. The value of a node u labeled
x1 . . . xk , xi ∈ {0, 1}, is val(u) = 2m−k ·∑ki=1 xi2k−i .
Deﬁnition 2.1. A universal preﬁx set is a set S of binary words such that, for any inﬁnite word  ∈ {0, 1}∗, there is a
unique word in S which is a preﬁx of . The empty set is also a universal preﬁx set.
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Fig. 2. The de Bruijn graph B(2, 3).
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Fig. 3. Children (plain arrows) and sibling (dotted lines) connections.
For instance, {0, 100, 1010, 1011, 11} is a universal preﬁx set. D2B insures that, at any time, the set of labels of all
nodes currently in the network is a universal preﬁx set.
Key distribution: Node u labeled x1 . . . xk is responsible for all keys between val(u) and 2m−k(1+∑ki=1 xi2k−i )−1.
More explicitly, the key whose binary representation is 1 . . . m is managed by node x1 . . . xk currently in the system
if and only if x1 . . . xk is a preﬁx of 1 . . . m. Hence, a node labeled x1 . . . xk is responsible for 2m−k keys. Conversely,
a node responsible for 2q keys has a label on m − q bits. All keys are assigned since, by construction, the node-labels
form a universal preﬁx set.
Routing connections: At any given time, node labeled x1 . . . xk has either a unique out-neighbor of the form x2 . . . xj ,
jk, or several out-neighbors, of the form x2 . . . xky1 . . . y where 1m − k + 1. In the latter case, the set of
sequences y1 . . . y forms a universal preﬁx set. In particular, if x2 . . . xky1 . . . y is an out-neighbor of x1 . . . xk , then
none of the labels x2 . . . xky1 . . . yi , i < , is currently used in the network. In the remaining part of the paper, an
out-neighbor of a node u is simply called a child of u. The children of a node labeled x1 . . . xk are displayed in
Fig. 3(a). In this example, node x1 . . . xk has ﬁve children labeled x2 . . . xk0, x2 . . . xk100, x2 . . . xk1010, x2 . . . xk1011,
and x2 . . . xk11. In the network, there is no node labeled x2 . . . xk1, x2 . . . xk10, or x2 . . . xk101.
Symmetrically, at any given time, node labeled x1 . . . xk has in-neighbors, simply called parents, either of the form
x1 . . . xj with  ∈ {0, 1} and jk, or of the formx1 . . . xky1 . . . y, where ∈ {0, 1} and 1m−k−1. In the latter
case, the set of sequences y1 . . . y forms a universal preﬁx set. Note that the two forms may coexist simultaneously,
but then  = .
Remark. Because of the loops around nodes 0 . . . 0, and 1 . . . 1, the child and parent-connections are slightly different
for these two nodes. A node u labeled  . . . ,  ∈ {0, 1}, has as children the nodes labeled  . . . y1 . . . y, 1, where
y1 = . The set of labels y2 . . . y is a universal preﬁx set. The parents of node u are labeled either  . . .  with jk
symbols  or  . . . y1 . . . y, with k symbols , and 1. In the latter case, the set of sequences y1 . . . y forms a
universal preﬁx set.
Sibling connections: In addition to the child and parent-connections, children of any node u are linked together
by sibling connections as follows (see Fig. 3(a)). If v is a child of u in D2B, then there is an up-sibling connec-
tion from v to w where w is the child of u with the smallest value val(w) larger that val(v). (If v has the largest
value among all children of u, then v has no up-sibling.) Similarly, there is a down-sibling connection from v to w
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where w is the child of u with the largest value smaller that val(v). (If v has the smallest value among all children
of u, then v has no down-sibling.) The sibling connections are used for the purpose of key redistribution, and not
for routing.
Routing protocol: Routing in D2B performs roughly the same as in de Bruijn graph. More precisely, let x1 . . . xk be
the label of a node u in D2B, and let  = 1 . . . m be any key. Let S be the longest binary string that is a sufﬁx of
x1 . . . xk and a preﬁx of 1 . . . m, possibly S = ∅. If S = x1 . . . xk , then u holds . Otherwise, if u has a unique child
v labeled x2 . . . xj , then the search for key  is forwarded to this child. If u has several children, then the search for
key  is forwarded to the child v labeled x2 . . . xky1 . . . y such that Sy1 . . . y is a preﬁx of 1 . . . m. By the universal
preﬁx set property, such a child exists, and is uniquely deﬁned.
Publication of the keys: A node u of the system aiming at publishing a resource computes the corresponding key ∈ K
by applying the hash function h. Then it sends a publish message through the network. The format of such a message
is 〈publish,@u, 〉, where @u is the physical address of u (e.g., its IP-address). It is routed like a search message,
based on the binary representation of . When the node responsible for  receives a publish message, 〈publish,@u, 〉,
it places @u in the entry  of its lookup table, i.e., the table storing the correspondences between resource physical
locations and resource keys.
2.3. The join procedure
As for most of content-addressable networks (see, e.g., [28]), we assume that the physical addresses of some nodes
currently in the network are (at least partially) publicly available (e.g., from a web site). Hence, we assume that a
node aiming at joining the network knows some contact nodes already in the network, called entry points. The joining
procedure has mainly three stages:
(1) getting a D2B label;
(2) redistribution of the keys;
(3) updating the connections (including routing, and sibling connections).
Let u be a node joining the system, and let v be its entry point in D2B, i.e., u knows the physical address @v of v.
2.3.1. Getting a D2B label
To join, u chooses uniformly at random a temporary label which is an m-bit string s1 . . . sm. Then, u contacts v, and a
join message is sent from v through the network. The format of such a message is 〈join,@u, s1 . . . sm〉, where @u is the
physical address of u. This message is routed as a search message, where s1 . . . sm plays the role of the key. Hence, the
join message eventually reaches a node w, with label x1 . . . xk , and responsible for the key s1 . . . sm. That is, x1 . . . xk is
a preﬁx of s1 . . . sm. If k = m, i.e., x1 . . . xk = s1 . . . sm, then the join fails, and u must choose another temporary label.
Such a failure occurs with probability at most n/2m, which is practically null even for one billion nodes, for m = 128
or 256. Hence, assume k < m (in practice k is much smaller than m). Node u gets the label x1 . . . xk1. Node w extends
its label to x1 . . . xk0. This operation is called label extension.
At this point, only w knows about u. To preserve consistency, w carries on acting as x1 . . . xk until the end of the
join procedure.
2.3.2. Key redistribution
In the lookup table stored by w, all keys that have x1 . . . xk1 as preﬁx are transferred from w to u. Actually, the
keys that are transferred to u are only those corresponding to physical addresses of nodes holding published resources.
Hence, the volume of the transfer is much smaller than 2m−k−1 which is the range of keys managed by u. Again, to
preserve consistency, node w keeps a copy of the lookup table corresponding to the transferred keys, until the end of
the join procedure.
2.3.3. Updating the connections
(a) Child-connections. Node u gets from w the physical addresses of all the children of w. We consider two cases,
depending on whether w has a loop around it, i.e., whether or not w is labeled either 00 . . . 0 or 11 . . . 1.
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Fig. 4. Updating the connections after a join.
(1) General case: there is a pair of indexes i = j such that xi = xj . We consider the two exclusive sub-cases:
(a) If w has a unique child labeled x2 . . . xj , jk, then this child becomes the unique child of u, and remains
child of w (see Fig. 4(a)).
(b) If w has several children, with labels of the form x2 . . . xky1 . . . y, 1 (see Fig. 4(b)), then those satisfying
y1 = 1 become the children of u. They are informed by w that w is no more their parent, and must be replaced
by u. Children of w with y1 = 0 remain children of w.
(2) Speciﬁc case: w is labeled  . . . ,  ∈ {0, 1}. Then it has children of the form  . . . 
y1 . . . y, 1, with y1 = . By label-extension, either w or u takes label  . . . , while the other takes
label  . . . . Node labeled  . . .  takes  . . .  as unique child, while node  . . .  takes all nodes
 . . . y1 . . . y =  . . . y2 . . . y as children.
(b) Parent-connections. Every parent w′ of w is informed by w of the existence of a new node u labeled x1 . . . xk1,
of the physical address @u of u, and of the new label x1 . . . xk0 of w. For every parent w′, D2B proceeds as follows:
(1) General case: there is a pair of indexes i = j such that xi = xj . We consider the two exclusive sub-cases:
(a) If w′ is labeled x1 . . . xj with jk (see Fig. 4(c)), then w′ takes u as one of its child, and modiﬁes the label
of w in its connection table. Hence w′ has one more child, and its degree increases by one.
(b) If w′ is labeled x1 . . . xky1 . . . y with 1 (see Fig. 4(d)), then w′ keeps w as child if y1 = 0, or replaces
w by u if y1 = 1.
(2) Speciﬁc case: w is labeled  . . . ,  ∈ {0, 1}. Again, by label-extension, either w or u takes label  . . . , while
the other takes label  . . . . There are two exclusive sub-cases:
(a) w has a parent of the form  . . .  with jk ’s. Then node labeled  . . .  takes this node as its parent,
while node labeled  . . .  takes both  . . .  and  . . .  as parents.
(b) w has parents of the form  . . . y1 . . . y, with k ’s and 1. Then node labeled  . . .  takes those with
y1 =  as parents, while  . . .  takes those with y1 = , together with node  . . . , as parents.
(c) Sibling connections. Node u gets from w the physical addresses of its up-sibling, which is just the former up-
sibling of w. This node is informed that its down sibling is no more w but u. The new up-sibling of w is simply u, and
the down-sibling of u is w.
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2.4. The leave procedure
The leave procedure performs in three stages:
(1) ﬁnding a substitute for the leaving node;
(2) redistribution of the keys;
(3) updating the connections.
Obviously, if a node crashes, the leave procedure may not be entirely executed, possibly it would not be executed at
all. The case of a crash is in fact very different from the case of a leave, and thus will be considered later in the text
(cf. Section 4.2.1). In the current setting, we consider a node u labeled x1 . . . xk leaving carefully the system.
2.4.1. Node substitution
If a node v labeled x1 . . . xk−1xk is in the network (as up or down sibling of u), then the lookup tables managed
by u and v are merged and stored entirely by v, which is relabeled in x1 . . . xk−1. If x1 . . . xk−1xk is not a node label
in the network, then the node-substitution procedure is slightly more complex. For instance, x1 . . . xk−1xk may have
been extended in x1 . . . xk−1xk0 and x1 . . . xk−1xk1. Possibly, one of these two latter labels (possibly both) has then
been extended, and so on. Such label-extensions create a virtual binary tree rooted at x1 . . . xk−1xk , whose leaves are
nodes currently in the system (see Fig. 3(b)). In this tree, the children of an internal vertex x1 . . . xk−1xky1 . . . yp are
vertices x1 . . . xk−1xky1 . . . yp0 and x1 . . . xk−1xky1 . . . yp1. Since the depth of this virtual binary tree is ﬁnite (it is at
most m − k), there exists at least one pair of leaves whose labels differ only at the rightmost bit-position. Let us call
such a pair of leaves critical pair. In Fig. 3(b), there is a critical pair {x2 . . . xk−1xk1010, x2 . . . xk−1xk1011}.
The sibling connections allow to ﬁnd a critical pair for every node u labeled x1 . . . xk leaving the system, as follows.
If xk = 0, a critical-pair message is sent to the up-sibling u′ of u. This message has format 〈leave,@u〉. If u′ has label
x1 . . . xk−11, then {u, u′} is a critical pair. Otherwise, u′ forwards the message to its up-sibling u′′. If the labels of u′ and
u′′ differ only at the rightmost bit-position, then {u′, u′′} is a critical pair. And so on. Since the sibling chain is bounded,
a critical pair will eventually be found. In case xk = 1, one proceeds the same using down-sibling connections instead
of up-sibling connections.
Informally, one node of the critical pair will be the substitute for u, and the other will be the substitute for the two
nodes of the critical pair. This is detailed in the next section.
2.4.2. Updating the network
There are two cases depending on whether the leaving node u belongs to the identiﬁed critical pair {v, v′}.
If u ∈ {v, v′}, then node u′ labeled x1 . . . xk−1xk belongs to {v, v′} as well, and becomes the substitute for u and
u′. Hence, u′ receives from u all information about the keys managed by u. It also receives from u all the information
about the sibling-, parent-, and children-connections of u. Node u′ is relabeled in x1 . . . xk−1. (This operation is called
label-contraction.) Then u′ informs its parents that its label was contracted, and u informs its parents that it leaves the
network. Node u can then leave the network. Node u′ stores in its routing tables the physical addresses and labels of
the former children of u, which now become children of u′. Finally, u′ informs the former parents of u that it is now
their child, with label x1 . . . xk−1.
If u /∈ {v, v′}, then assume, w.l.o.g., that v is labeled x1 . . . xk−1xky1 . . . yp0 and v′ is labeled x1 . . . xk−1xky1 . . . yp1.
Node v′ is the substitute for v and v′, while node v is the substitute for u. Hence v′ performs the same procedure for v and
v′, as u′ performed for u and u′ in the previous case. In particular, the label of v′ is contracted into x1 . . . xk−1xky1 . . . yp.
Node v takes the label of u, and retrieves from u its lookup and routing tables. As soon as v has retrieved all information
from u, node u leaves the system.
2.5. Example
An example of the behavior of D2B is presented in the Appendix.
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3. Main properties of D2B
This section is entirely dedicated to the proof of Theorem 1. We prove correctness under the assumption that joins
and leaves do not overlap. Nevertheless, one can statistically relax this restrictive assumption by using the techniques
presented in [18,19]. For more details on procedures supporting simultaneous joins and leaves, see [16].
Theorem 1. The D2B network of key-set K = {m-bit binary strings} is provably correct, and satisﬁes the following:
• The expected number of keys managed by a node of an n-node D2B network is |K|/n, and is, w.h.p., at most
O(|K| log n/n).
• A search/publish for a key  initiated from any node labeled x1 . . . xk is routed correctly, and, w.h.p., reaches the
node responsible for the key  in at most O(log n) hops. With probability 1 − o(1), the longest route followed by a
lookup message is at most O(log n) hops.
• At every intermediate node, the routing decision takes O(log log n) comparisons of words on O(log n) bits. The
expected congestion of any node is O((log n)/n), which is optimal among all networks of constant degree. W.h.p.,
the congestion of a node is at most O((log2 n)/n).
• During a join or a leave, the key redistribution involves only two nodes for a join, and at most three nodes for a
leave. The expected number of link modiﬁcations due to a join or a leave is O(1), and is, w.h.p., at most O(log n).
The fact that, during a join or a leave, the key-redistribution involves only two nodes for a join, and at most
three nodes for a leave, is straightforward by construction. All the other properties are consequences of the following
lemmas.
Lemma 1. At any given time, we have:
(1) For any  ∈ {0, 1}m, there is a unique node in the D2B network whose label is a preﬁx of .
(2) Let u be a node of D2B labeled x1 . . . xk , with at least two children. If there are i = j such that xi = xj , then the
children of u are of the form x2 . . . xky1 . . . y, 1, and the set of sequences y1 . . . y of all the children of u is a
universal preﬁx set. If x1 = · · · = xk = , then the children of u are of the form x2 . . . xky1 . . . y, 2, y1 = ,
and the set of sequences y2 . . . y of all the children of u is a universal preﬁx set.
Proof. Initially, there is a unique node in the network, labeled by the empty string . This label is the preﬁx of any
string in {0, 1}∗. Thus (1) holds initially. Node with label  has no parent, nor child. So (2) holds as well. We show
that these two properties are preserved after a join or a leave.
The case of a join. Assume that the network currently satisﬁes (1) and (2), and that a new node u joins the network.
Let s1 . . . sm be the temporary label of u, and let x1 . . . xk be the label of node v currently responsible for key s1 . . . sm.
The joining node u is given label x1 . . . xk1, while v extends its label to x1 . . . xk0. The key-redistribution protocol
described in Section 2.3.2 clearly insures that (1) is satisﬁed after the join since all keys with preﬁx x1 . . . xk1 are moved
from v to u. For (2), we consider separately the children- and parent-connections.
If node v had at least two children before the join, then, by (2), these children have labels of the form x2 . . . xky1 . . . y.
By construction (cf. Section 2.3.3), if there are two indexes i = j such that xi = xj , then children with labels
x2 . . . xk1y2 . . . y become children of u, while children with labels of the form x2 . . . xk0y2 . . . y remain children
of v. Since the initial set of sequences y1 . . . y is a universal preﬁx set, the same holds for the two sets of sequences
y2 . . . y corresponding to u and v. (Note that these sequences may be empty, but an empty string is a universal preﬁx
set, and anyway the lemma considers only nodes with at least two children.) Therefore, (2) remains satisﬁed for both u
and v. If x1 = . . . = xk = , then node x1 . . . xk has a unique child, and node x1 . . . xk has as children all the initial
children of v. By (2), these children were labeled  . . . y1 . . . y with y1 = , 2, and the set of sequences y2 . . . y
is a universal preﬁx set. Therefore, (2) remains satisﬁed for u and v.
If node v had a parent with label of the form x1 . . . xj , jk, before the join, then, after the join, this parent has
replaced its child x1 . . . xk by two children labeled x1 . . . xk0 and x1 . . . xk1, and therefore (2) holds. If node v had parents
with label of the form x1 . . . xky1 . . . y before the join, then, after the join, parents of the form x1 . . . xk0y2 . . . y
have x1 . . . xk0 as unique child, and those of the form x1 . . . xk1y2 . . . y have x1 . . . xk1 as unique child. Therefore
(2) holds after the join.
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The case of a leave. Assume now that the network satisﬁes (1) and (2), and that node u labeled x1 . . . xk leaves the
network. From the description of the procedure in Section 2.4.2, we assume ﬁrst, for the sake of simplicity, that u
belongs to the critical pair, i.e., there is a node v labeled x1 . . . xk−1xk currently in the network. By construction, node
v relabels itself in x1 . . . xk−1, and takes care of all keys previously managed by u. Hence, (1) remains satisﬁed after
the leave.
If x1 . . . xk had a unique child x2 . . . xj , j < k, before the leave, then x1 . . . xk−1xk had also x2 . . . xj as unique
child. After the leave, node x2 . . . xj becomes the unique child of x1 . . . xk−1. Hence, (2) remains satisﬁed after the
leave. If x1 . . . xk had a unique child x2 . . . xk , before the leave, and x1 . . . xk−1xk had children with labels of the form
x2 . . . xk−1xky1 . . . y before the leave, where the sequences y1 . . . y form a universal preﬁx set (possibly empty),
then, after the leave, x1 . . . xk−1 has children x2 . . . xk and all the x2 . . . xk−1xky1 . . . y. Hence, (2) remains satisﬁed
after the leave since {xk} ∪ {xky1 . . . y} is a universal preﬁx set. Finally, if node x1 . . . xk had children with labels
x2 . . . xky1 . . . yp before the leave, while x1 . . . xk−1xk had children with labels x2 . . . xk−1xkz1 . . . zq , then, after the
leave, node labeled x1 . . . xk−1 has children nodes labeled
x2 . . . xky1 . . . yp and x2 . . . xk−1xkz1 . . . zq .
Property (2) remains satisﬁed after the leave since both the y1 . . . yp’s and the z1 . . . zq ’s are universal preﬁx sets.
The parents of x1 . . . xk and x1 . . . xk−1xk are, respectively, of the form
x1 . . . xky1 . . . yp and x1 . . . xk−1xkz1 . . . zq .
They have x1 . . . xk−1 as unique child after the leave. Hence (2) is satisﬁed. A parent of x1 . . . xk and x1 . . . xk−1xk with
label of the form x1 . . . xj , j < k, has child x1 . . . xk−1 after the leaves. Therefore, if x1 . . . xj satisﬁed (2) before
the leave, then it still satisﬁes (2) after the leave. 
Lemma 2. A search initiated by any node labeled x1 . . . xk reaches its destination in at most k hops. The same result
holds for publishing.
Proof. Let us consider a node u labeled x1 . . . xk searching for key  = 1 . . . m. The lookup is performed by routing
1 . . . m toward the node v responsible for that key.
Claim. The label of any node w = v along the route from u to v is of the form xi . . . xjS where j i, S is a binary
string, possibly empty, and the length of the longest binary string that is a sufﬁx of xi . . . xjS and a preﬁx of  is of
length at least |S|.
Proof. At u, i = 1, j = k, and S = , so the claim holds for the ﬁrst node of the route. Let xi . . . xj s1 . . . s be the label
of the current node w = v, and assume that the length of the longest binary string T that is a sufﬁx of xi . . . xj s1 . . . s
and a preﬁx of  is of length at least . Assume ﬁrst that w is not labeled  . . . . If w has more than one child, then,
from Lemma 1, there is a child w′ labeled L = xi+1 . . . xj s1 . . . sy1 . . . y such that Ty1 . . . y is a binary string that is
a sufﬁx of L and a preﬁx of . From the choice of y1 . . . y in the routing protocol, the next node on the route from u to
v is the node w′ labeled L. This label is of the form xi′ . . . xjS′ and satisﬁes the property of the claim. If w has a unique
child, then it is either of the form xi+1 . . . xj ′ where i + 1j ′j , or of the form xi . . . xj s1 . . . s′ where 1′.
In both cases, the label of the child satisﬁes the hypothesis of the claim. The case where w is labeled  . . .  (which
can actually occur only for w = u) is treated similarly, again by application of Lemma 1. This completes the proof of
the claim. 
From the claim, if xi . . . xjS is the label of the current node along the route from u to v, then the label of next node
is of the form xi+1 . . . xj ′S′, where S and S′ satisfy the hypotheses of the claim. Therefore there exits i, 1 ik, such
that, either after i − 1 hops from node labeled x1 . . . xk , one reaches a node labeled xi . . . xjS where xi . . . xjS is a
preﬁx of , or, after i − 1 hops, one reaches a node labeled xiS where S is a preﬁx of . In the former case, we are
done. In the latter, the next node of the route is the destination. Thus, in both cases, one reaches the node v responsible
for the key , and the number of hops along the route from u to v is at most (i − 1) + 1k. 
P. Fraigniaud, P. Gauron / Theoretical Computer Science 355 (2006) 65–79 75
Lemma 3. Assume that nodes joins and leaves uniformly at random. Then, w.h.p., the label x1 . . . xk of any node of
an n-node D2B network satisﬁes
log n − log log n − O(1)kO(log n).
Also, with probability 1 − o(1), the longest label x1 . . . xk satisﬁes k = O(log n).
Proof. Let us consider a node u with label x1 . . . xk in D2B. Since nodes independently join and leave uniformly at
random, the set of labels in ann-nodeD2Bnetwork are those thatwould be obtained by choosingn integers independently
and uniformly at random in [0, 2m). Let I be an interval of [0, 2m) starting at val(x), and containing c2m log n/n
integers, for any constant c > 3. The probability that an integer is chosen in I is c log n/n. Let X be the random variable
counting the number of integers chosen in I. From Chernoff bound, Prob(|X−c log n| > √3c log n) < 2/n. Therefore,
w.h.p., at least one integer is chosen in I, and thus u is responsible for less than c2m log n/n keys. Hence, since a node
responsible for at most 2q keys has a label on at least m− q bits, we have k log n− log log n− log c. Also, w.h.p., no
more than O(log n) integers are chosen in I, and thus u is responsible for at least (|I |/2O(log n)) = (c2m log n/n2O(log n))
keys. Hence, kO(log n).
Let us split [0, 2m) into (n/ log n) intervals of size 2m log n/n, and consider n integers independently and uni-
formly chosen at random in [0, 2m). We apply the following result by Raab and Steger [27], on the “balls into bins”
game. Assume that we throw n balls independently and uniformly at random into b bins, where n = c b log b for some
constant c. Let X be the random variable counting the maximum number of balls in any bin. Then Prob(X > d log n) =
o(1) where d is a constant depending on c. Applying this result directly to our setting yields that the probability that
the maximum number of integers chosen in any interval exceeds O(log n) is o(1). Therefore, with probability 1−o(1),
the minimum number of keys managed by any node of a D2B network is at least 2m log n/n2O(log n), and thus the
maximum length of all labels is at most O(log n). 
The following is a direct consequence of Lemma 3.
Corollary 1. The number of keys managed by a node of an n-node D2B network is, w.h.p., at most O(2m log n/n).
The following is a direct consequence of Lemmas 2 and 3.
Corollary 2. The number of hops experienced by a publish/search to reach its destination in an n-node D2B network
is, w.h.p., at most O(log n).
Lemma 4. The expected number of link-modiﬁcations due to a join or a leave is constant, and is, w.h.p., at most
O(log n).
Proof. Let x1 . . . xk be the label of a node u. If u has more than a single child, then these children are labeled with string
of the form x2 . . . xky1 . . . y where 1. The range of keys covered by the children of u goes from x2 . . . xk0 . . . 0
with m − k + 1 zeros, to x2 . . . xk1 . . . 1 with m − k + 1 ones. From Lemma 3, w.h.p., k log n − log log n − O(1).
Therefore the number of keys managed by all children of u together is at most 2m−log n+log log n+O(1) = O(2m log n/n).
From Chernoff bound, this range of keys is, w.h.p., covered by at most O(log n) nodes. Therefore, the out-degree of
u is, w.h.p., O(log n). The same argument applies for the in-degree of node u by considering separately parents of the
form 0x1 . . . xky1 . . . y, and those of the form 1x1 . . . xky1 . . . y. Hence the degree of u is, w.h.p., O(log n). 
Lemma 5. The expected congestion of a node is O((log n)/n), and is, w.h.p., O((log2 n)/n).
Proof. Let u be any node currently in D2B, and let x1 . . . xk be its label. We compute an upper bound on the load of u,
i.e., on the number of search routes that pass through u, or ends at u. The expected size of the lookup table stored by u
is O(2m/n). Therefore, since there are n − 1 possible sources, the expected load induced by search for keys published
at u is O(2m). The search routes which traverse u have a speciﬁc format. For a source labeled y1 . . . yx1 . . . xi , i1,
the searched keys must be of the form xj . . . xk1 . . . m−k+j−1 where j i + 1. The expected number of nodes with a
label ending with the sequence x1 . . . xi is n/2i . The number of keys of the form xj . . . xk1 . . . m−k+j−1 with j i+1
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is at most 2m−k+i , and thus in average at most 2m+i/n. Therefore, for a given i, the expected contribution to the load is
at most 2m. Since there are O(log n) possible values for i, the expected total load is O(2m log n), and thus the expected
congestion is at most O(log n/n).
Now, from Lemma 3, w.h.p., k log n − log log n − O(1). Therefore, the size of the lookup table stored by u is,
w.h.p., at most O(2m log n/n). Let i0 = log n − log log n, and let i i0. Applying Chernoff bound, the number of
nodes whose labels end with the sequence x1 . . . xi is at most O(n/2i ) with probability at least 1 − O(1/n log n).
Therefore, the contribution of such nodes to the load of u is at most O(2m−k+in/2i )O(2m log n) with probability at
least 1 − O(1/n log n). Therefore, nodes with label containing a sequence x1 . . . xi as sufﬁx for some i i0 contribute
of O(2m log2 n) to the load of u, with high probability.
Let i > i0, and let us compute the contribution to the load of nodes with labels containing a sequence x1 . . . xi as
sufﬁx. By Chernoff bound, there are, w.h.p., at most O(log n) nodes with labels ending with the sequence xi−i0 . . . xi .
Therefore, there are at most O(log n) nodes with labels ending with the sequence x1 . . . xi . The contribution of these
nodes to the load is at most O((log n)2m−k+i ). Summing up these contributions for all i’s, i0 < ik, the resulting
contribution to the load is O(2m log n).
Therefore, the total load of u is, w.h.p., O(2m log2 n). Thus its congestion is, w.h.p., O((log2 n)/n). 
Remark. An expected congestion of O((log n)/n) is optimal for an n-node network of constant degree with |K|/n keys
per node. Indeed, let us consider a directed graph with maximum in- and out-degree. The number of nodes at distance
d from any node u is at most
∑d
i=0 i . Therefore, there are at most O(
√
n/) nodes at distance ( 12 ) log n, and
thus there are (n) nodes at distance (log n). Therefore, each node contributes of (|K| log n) to the load, resulting
in a global load of (n|K| log n). To have n − o(n) nodes with load O(|K| log n), the global load must be balanced
among nodes. Thus n − o(n) nodes have load (|K| log n), and thus a congestion ((log n)/n).
4. Variants of the construction
In this section, we present several variants of D2B, including (1) the d-dimensional version of the network, (2) an
attempt to match the logical network to the physical one, (3) a discussion about the robustness of D2B, and (4) a simple
strategy to decrease the degree of the nodes.
4.1. The d-dimensional D2B network
The d-dimensional D2B, d2, uses the set of keys K = {d-ary strings}, i.e., the set of words of length m on
an alphabet of d letters 0, 1, . . . , d − 1. The underlying topology of D2B is B(d, k). More precisely, a node of the
d-dimensional D2B is labeled by a pair 〈x1 . . . xk, [a, b]〉 where xi ∈ {0, . . . , d − 1}, and 0abd − 1.
Node labeled 〈x1 . . . xk, [a, b]〉 is responsible for the key  ∈ {0, . . . , d −1}m if and only if x1 . . . xk is a preﬁx of 
for some  ∈ [a, b]. A universal preﬁx property, deﬁned similarly to the case d = 2, insures that all keys are assigned.
During a join, if the temporary label of a node u is managed by node w of label 〈x1 . . . xk, [a, b]〉, then v extends its
label in the following way. If a < b, then v changes its label to 〈x1 . . . xk, [a, a + (b − a)/2]〉, while u takes label
〈x1 . . . xk, [a + (b − a)/2 + 1, b]〉. If a = b, then v changes its label to 〈x1 . . . xka, [0, (d − 1)/2]〉, while u takes
label 〈x1 . . . xka, [(d − 1)/2 + 1, d − 1]〉.
The children of node 〈x1 . . . xk, [a, b]〉 are either of the form 〈x2 . . . xj , [, ]〉, jk, or of the form 〈x2 . . . xky1 . . . y,
[, ]〉, 1. Routing performs as in the two-dimensional case, by looking for the longest preﬁx of the requested key
among the sufﬁxes of the labels of the children. The sibling connections are deﬁned in a way similar to the two-
dimensional case, and the leave procedure also performs the same by looking for a critical pair among the sibling
nodes.
One can easily check that the expected length k of a label 〈x1 . . . xk, [a, b]〉 is O(logd n), yielding an expected degree
of O(d) and a diameter O(logd n). Hence, the d-dimensional D2B allows a trade-off between the lookup latency, and
the time required to update the connections after a join or a leave. Also, the d-dimensional D2B provides a network
more robust against processor crash, as discussed in the next section.
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4.2. Improving the performances of D2B
4.2.1. Robustness
A P2P system must be able to support a certain number of processor crashes, and the brute disconnection of users
not respecting the leave procedure. As in most of the content-addressable networks proposed in the literature, nodes
of D2B must control each other by periodical exchanges of pings between neighbors. When the failure of a node is
detected, its neighbors act as for a leave of this node. The local lookup table of the faulty node is, however, lost. Nodes
republish their keys periodically so that lost lookup tables can be reconstructed (see [13] for more details). If a node
loses all its neighbors, i.e., if all neighbors of a node quit brutally the network (without executing the leave procedure),
then this node must recontact an entry point (one of those nodes in the network whose addresses are public), and
simulate the leave procedure executed by its neighbors. To avoid an excessive use of the entry points, it is desirable
that the disconnection of nodes be unlikely. Hence, it is desirable that the degree of a node be sufﬁciently large. The
d-dimensional D2B has expected degree (d). Hence, one can take d large enough so that a node has little chance to
lose all its neighbors simultaneously. If one prefers to use the two-dimensional D2B (say, for a sake of simplicity), an
appropriate solution consists to systematically connect every node x1 . . . xk to at least log n descendants of the form
xi . . . xky1 . . . y, for i1. As a side effect, this solution provides shorter routes to the search/publish messages.
4.2.2. Optimized choice of node label
The maximum degree of D2B is determined by a “balls into bins” game. Given an interval I of [0, 2m) of length
2m log n/n, we have seen that the Chernoff bound insures that at most O(log n) nodes have values in I, w.h.p., and
hence the degree of any given node is O(log n), w.h.p. Using the result in [27], we have seen that the maximum, taken
over all intervals I, of the number of nodes having values in I, is O(log n), with probability 1− o(1). This follows from
the fact that throwing n balls at random into b bins, with n  b log b, results in a maximum number of balls in any bin
of O(log n) with probability 1 − o(1).
Now, in their seminal paper, Azar et al. [3] considered the following process: balls are thrown one by one; d bins are
selected at random for each ball; the ball chooses the bin containing currently the least number of balls among the d
selected bins. It is shown in [3] that, as n goes to inﬁnity, the number of balls in the fullest box is(n/b+ ln ln n/ ln d),
with probability 1 − o(1). Hence the deviation to the mean is exponentially less than if no choice is given to the balls,
even for d = 2. This suggests to give a choice among d2 different labels for each node that joins the network.
Each joining node u chooses d temporary labels. For each temporary label L, u computes how many keys would be
assigned to it if choosing L as label. Node u chooses the label that maximizes the number of keys that will be under its
responsibility. In this way, one expects the keys to be better balanced among nodes.
4.2.3. Matching with the physical network
Connections between neighbors in the overlay networkmaynot respect the locality constraints of the physical network
(geographical, technological, etc.). Tapestry and some other content-addressable networks offer several alternative
routes between any two nodes, and routing aims to select the best one (whose quality is often estimated as the round-
trip time of a ping). However, the setting of the network itself is not optimized, and the routes are computed a posteriori.
If a joining node selects several temporary labels, it may select the “best” labels among them. The selection could be
performed according to the physical address of the neighbors, giving a preference to the label with neighbors that are
close physically. An alternative choice could be based, as for Tapestry, on pings addressed to the neighbors.
Appendix
In Fig. 5, the ﬁrst node entering the network (see (a)) takes the empty string  as label. When a second node joins
(see (b)), this label is extended to 0 while the new node takes label 1. Then a new node joins (see (c)). Assuming that
it chooses a temporary label 1 . . ., node labeled 1 extends its label to 10 while the new node takes label 11. A fourth
node joins (see (d)). Assuming that it chooses a temporary label 0 . . ., node 0 extends its label to 00 while the new
node takes label 01. The resulting network is the graph B(2, 2). In (e), a new node joins with temporary label 01 . . .. In
(f), a new node joins with temporary label 011 . . .. In (g), a new node joins with temporary label 11 . . .. In (h), a new
node joins with temporary label 00 . . .. Note the out-degree 5 of node 10 in (h). In (i), a new node joins with temporary
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Fig. 5. An example of the behavior of D2B.
label 10 . . .. Node 100 and 101 have roughly half the degree of node 10 in (h). Finally, in (j), the node with label 0110
leaves the network, and thus node 0111 contracts its label to 011. The resulting network is the graph B(2, 3), already
depicted in Fig. 2. The fact that steps (d) and (j) result in de Bruijn graphs is a coincidence, and in general the D2B
topology is not isomorphic to the topology of a de Bruijn graph. However, the “expected topology” of the D2B overlay
network is close to a de Bruijn graph for values of n that are close to powers of 2.
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