Fractional vegetation cover (FVC) is an essential land surface parameter for Earth surface process simulations and global change studies. The currently existing FVC products are mostly obtained from low or medium resolution remotely sensed data, while many applications require the fine spatial resolution FVC product. The availability of well-calibrated coverage of Landsat imagery over large areas offers an opportunity for the production of FVC at fine spatial resolution. Therefore, the objective of this study is to develop a general and reliable land surface FVC estimation algorithm for Landsat surface reflectance data under various land surface conditions. Two machine learning methods multivariate adaptive regression splines (MARS) model and back-propagation neural networks (BPNNs) were trained using samples from PROSPECT leaf optical properties model and the scattering by arbitrarily inclined leaves (SAIL) model simulations, which included Landsat reflectance and corresponding FVC values, and evaluated to choose the method which had better performance. Thereafter, the MARS model, which had better performance in the independent validation, was evaluated using ground FVC measurements from two case study areas. The direct validation of the FVC estimated using the proposed algorithm (Heihe: R 2 = 0.8825, RMSE = 0.097; Chengde using Landsat 7 ETM+: R 2 = 0.8571, RMSE = 0.078, Chengde using Landsat 8 OLI: R 2 = 0.8598, RMSE = 0.078) showed the proposed method had good performance. Spatial-temporal assessment of the estimated FVC from Landsat 7 ETM+ and Landsat 8 OLI data confirmed the robustness and consistency of the proposed method. All these results indicated that the proposed algorithm could obtain satisfactory accuracy and had the potential for the production of high-quality FVC estimates from Landsat surface reflectance data.
Introduction
Fractional vegetation cover (FVC), which is defined as the percentage of the vertical projected area of green vegetation to the total ground area [1, 2] , is an important parameter for many environmental and climate-related modeling applications [3] [4] [5] , such as dynamic global vegetation models [6] , soil erosion models [7] , and weather prediction models [3] . FVC also plays a vital role in the exchange of carbon, water and energy at the land surface [8] . Remote sensing techniques that have large spatial coverage and temporal continuity provide potential avenues for accurately estimating FVC. Therefore, the estimation of FVC from remote sensing data at the regional, even global scales is of great significance.
Generally, from the methodological point of view, there are three main FVC estimation methods using remotely sensed data: empirical methods, pixel un-mixing modeling, and physical model-based methods [9] [10] [11] . The empirical methods are based on the statistical relationships between FVC and spectral band reflectance or vegetation indices from airborne or satellite spectra [8, 12] . Generally, the normalized difference vegetation index (NDVI) derived from the reflectance of the red and near-infrared (NIR) bands is the most frequently used index for regression models development of FVC estimation [11] . Moreover, some other vegetation indices, such as enhanced vegetation index (EVI), visible atmospherically resistant index (VARI) and modified three-band maximal gradient difference vegetation index (MTGDVI), are also used for FVC estimation [13, 14] . For example, Graetz et al. (1988) estimated the FVC of the sparse grassland in the semi-acidic soil area using the linear regression model based on the Landsat TM band 5 and the measured data of the FVC [15] . Purevdor et al. (1998) built four nonlinear models by applying the empirical model, to assess the FVC in Mongolia and Japan's grassland areas. Dymond et al. (1992) estimated the FVC of the degraded grassland in New Zealand utilizing the SPOT data based on building the nonlinear empirical relation between the surface FVC and the normalized difference vegetation index (NDVI). Empirical methods are simple to implement and thus widely used for estimating FVC at the regional scale. However, Empirical methods rely on in situ measurement data in specific regions, and the measured results are fairly accurate only if the study area is small. The accuracy will be substantially reduced in large scale application as there will be many constraints. Therefore, the empirical model was only suitable for specific vegetation types and regions, and, if expanded to a large scale, these models may be invalid.
The pixel un-mixing model assumes that each pixel is composed of several components and considers the fraction of vegetation compositions as the FVC of the pixel [11, 16, 17] . The dimidiate pixel model, which assumes that the pixels are only composed of vegetation and non-vegetation components and that the spectral information being just a linear synthesis of the two parts, is the simplest and most widely used pixel un-mixing model and has achieved many reliable results at the regional scales [3, 11, 18] . For example, GF-1 WFV data were used to estimate FVC using dimidiate pixel model in the Beijing-Tianjin-Hebei region [19] . Landsat data were used to estimate FVC with the dimidiate pixel model in the San Pedro River basin area [20] . However, it is difficult to determine the endmembers and the spectral of the endmembers over large areas for FVC estimation because the land surface is complex and the spectral characteristics of objects are varied.
The physical model-based methods for FVC estimation are based on the inversion of canopy radiative transfer models that simulate the physical relationships between vegetation canopy spectral reflectance and FVC. Such physical models have clear physical mechanism and can be adapted to a wide range of scenarios [21] . However, because of the complexity of the physical models, direct inversion is generally complex. Usually, machine learning methods, such as artificial neural networks (ANNs) and lookup table method (LUT), are used for indirect inversion of the physical models by training with a pre-computed reflectance database from the physical models [22] . Machine learning methods have the advantages of computational efficiency and robustness to noisy data and can approximate multivariate nonlinear relationships, which make them popular choices for large-area FVC estimation from remote-sensing data [1, [23] [24] [25] . Several FVC products such as Global LAnd Surface Satellite (GLASS) FVC product that is one of the products extended from the GLASS product suite [26] , in which multivariate adaptive regression splines (MARS) was used to estimate FVC from MODIS data; GEOV1 FVC product, in which Baret et al. used back-propagation neural networks (BPNNs); and the MERIS and CYCLOPES FVC products, which were generated using NNs and the PROSPECT+SAIL model [27] , have been developed based on machine-learning methods.
However, in terms of FVC products, the current FVC products were obtained mainly from low-or medium-resolution remote sensing data such as SPOT-VGT, SEAWIFS, MERIS, MODIS and AVHRR data [1, 22, [28] [29] [30] , which limits the FVC applications to the regional and local scales [31] . The development of FVC products from decametric spatial resolution sensors will be better for addressing these applications closely related to agriculture, ecosystem and environmental management. Long time series and the availability of well-calibrated coverage of Landsat imagery over large areas offer an opportunity for the production of FVC estimates at fine spatial resolution. Therefore, a general and effective land surface FVC estimation algorithm for Landsat surface reflectance data is of great significance for the temporal continuous obtaining of FVC estimates with fine spatial resolution on the Earth's surface.
Therefore, the objective of this study is to develop a robust FVC estimation algorithm for Landsat reflectance data under various land-surface conditions. In this study, FVC is estimated using hybrid methods through the generation of a reflectance and FVC database from the PROSAIL model simulations and powerful machine learning methods, such as BPNNs and multivariate adaptive regression splines (MARS) algorithms. The spatial and temporal consistencies of the FVC estimates from Landsat 7 ETM+ and Landsat 8 OLI in 2014 were compared to explore the potential of large-area and long-term FVC estimates as well as the consistency of estimating FVC from different Landsat sensors. Finally, the accuracy of the proposed algorithm was validated over two case study areas.
The remainder of the paper is organized as follows. Section 2 presents the datasets and pre-processing, and the method developed to estimate FVC as well. Section 3 evaluates the spatiotemporal consistency of the obtained FVC estimates and describes the experimental area and the field FVC measurements as well as the results of the validation. Finally, Sections 4 and 5 outline the discussion and conclusions, respectively.
Data and Methods
The proposed algorithm is shown in Figure 1 . The basic ingredients of the algorithm include the Landsat data pre-processing, PROSAIL model simulations and machine learning methods. In the following subsections, these components are described in detail. Therefore, a general and effective land surface FVC estimation algorithm for Landsat surface reflectance data is of great significance for the temporal continuous obtaining of FVC estimates with fine spatial resolution on the Earth's surface. Therefore, the objective of this study is to develop a robust FVC estimation algorithm for Landsat reflectance data under various land-surface conditions. In this study, FVC is estimated using hybrid methods through the generation of a reflectance and FVC database from the PROSAIL model simulations and powerful machine learning methods, such as BPNNs and multivariate adaptive regression splines (MARS) algorithms. The spatial and temporal consistencies of the FVC estimates from Landsat 7 ETM+ and Landsat 8 OLI in 2014 were compared to explore the potential of largearea and long-term FVC estimates as well as the consistency of estimating FVC from different Landsat sensors. Finally, the accuracy of the proposed algorithm was validated over two case study areas.
The remainder of the paper is organized as follows. Section 2 presents the datasets and preprocessing, and the method developed to estimate FVC as well. Section 3 evaluates the spatiotemporal consistency of the obtained FVC estimates and describes the experimental area and the field FVC measurements as well as the results of the validation. Finally, Section 4 outlines the main conclusions and discussions.
The proposed algorithm is shown in Figure 1 . The basic ingredients of the algorithm include the Landsat data pre-processing, PROSAIL model simulations and machine learning methods. In the following subsections, these components are described in detail. 
Data and Pre-Processing
With data acquisition beginning in 1972 and continuing today [32] , Landsat data are ideal for long-term land-surface mapping and monitoring. The Landsat surface reflectance data can be downloaded through the United States Geological Survey (USGS) Earth Resources Observation and 
With data acquisition beginning in 1972 and continuing today [32] , Landsat data are ideal for long-term land-surface mapping and monitoring. The Landsat surface reflectance data can be downloaded through the United States Geological Survey (USGS) Earth Resources Observation and Science (EROS) Center Science Processing Architecture (ESPA, access at: http://earthexplorer.usgs. gov/). The radiometric calibration and atmospheric correction of Landsat images were preprocessed using the Landsat Ecosystem Disturbance Adaptive Processing System (LEDAPS) software. However, since 2003, all Landsat 7 ETM+ images have data gaps due to a malfunction in the scan line corrector (SLC) [33, 34] , resulting in about 22% image loss [35] . Despite these data gaps, Landsat 7 imagery is still widely used in land cover and land use change studies through a variety of gap-filling and dense time stack approaches [36] [37] [38] [39] . Furthermore, many of the Landsat images are inevitably covered by clouds and cloud shadows, which limits their utility. Therefore, it is crucial to recover the cloud-contaminated pixels and fill the gaps so that temporally and spatially continuous FVC estimation can be obtained.
Cloud and cloud shadow detection
To remove cloud-contaminated pixels, Function of mask (Fmask) algorithm [40, 41] , which was originally developed for masking clouds, cloud shadows, and snow for Landsat 4-7 and had been expanded to Landsat 8, was used to detect clouds and cloud shadows by using an object-based cloud and cloud shadow matching algorithm [40] . The Fmask results had been widely used and integrated into the Landsat surface reflectance data provided by USGS [42, 43] and were downloaded together with the Landsat surface reflectance data in this study.
Cloud and cloud shadow removal
In this study, the cloud-contaminated pixels were constructed in the proposed algorithm using modified Neighborhood Similar Pixel Interpolator (NSPI) algorithm [44] . Modified NSPI requires an auxiliary image, which is cloud free for the cloudy parts of the cloudy image. After detection of the cloud, the cloud free image was classified to search for similar pixels using unsupervised classifier, ISODATA, which can automatically merge and split classes according to the spectral similarity between pixels to get the optimal classification results. Finally, the cloud-contaminated pixels were reconstructed using the weighted spectro-spatial and spectro-temporal information of cloud-free images.
Gap filling for Landsat 7 ETM+ data
For the SLC-off gaps of ETM+ data, after removing cloud and cloud shadow, the Geostatistical Neighborhood Similar Pixel Interpolator (GNSPI) algorithm [45] , which uses neighboring pixels with similar spectral characteristics, was used to predict the value of missing pixels using spatial and temporal information of gap-free images [46] . To be specific, GNSPI needs Landsat images acquired at other dates (labeled as the reference image), which are similar to the target image in seasonality, and have smallest spectral changes compared with the target image, as input images to fill the target SLC-off image. Sample pixels with similar spectral characteristics and similar temporal change pattern to the gap pixels are selected based on their spatial auto-covariance and other geostatistical criteria. The GNSPI algorithm uses a weighted average interpolator to predict the un-scanned pixels. The weights are calculated using the geostatistical theory (semi-variograms) and a time series as the gap-filling data. The predetermined parameters in GNSPI are defined as follows: (a) the sample size of sample pixels to 20; (b) the maximum window size to 12; (c) the estimated number of classes to 4; (d) the number of images in the time-series to 1; (e) the range of reflectance value of the image between 0 and 1; and (f) the size of block to 500.
Training Dataset Generated from PROSAIL Radiative Transfer Model
In this study, the PROSAIL model, which combined the PROSPECT leaf optical properties model and the scattering by arbitrarily inclined leaves (SAIL) canopy reflectance model [47] , was used to simulate the reflectance of vegetation canopies due to its ease of use and general robustness. The SAIL model is a canopy bidirectional reflectance distribution function model that can simulate canopy reflectance from a spectral range 400 to 2500 nm [48] . The input parameters needed in the SAIL model include leaf reflectance, leaf transmittance, LAI, soil reflectance (SR), average leaf inclination angle (ALA) assuming an ellipsoidal distribution of canopy structure, solar zenith angle (SZA), viewing zenith angle (VZA), hot spot parameter (Hot), and relative azimuth angle (RAZ). The PROSPECT model is used to describe leaf optical properties at the leaf level in order to simulate directional-hemispherical reflectance and transmittance [49, 50] . It is primarily based on the representation of a leaf as one or several absorbing thin plates with rough surfaces that produce isotropic scattering [51] . The inputs of the model are the leaf structure parameter (N i , unitless), leaf chlorophyll a + b concentration (C ab , µg/cm 2 ), equivalent water thickness (C w , g/cm 2 ), dry matter content (C m , g/cm 2 ), carotenoid content (C ar, g/cm 2 ) and brown pigment content (C brown ).
Since there was a transform relationship between FVC and LAI, the FVC values were converted to LAI as an input variable of the PROSAIL model. In this study, the gap function P 0 (θ) for a given canopy structure can be related to LAI through a theoretical model [52] :
cos θ * LAI (1) where P 0 (θ) is the gap fraction, θ is the direction where the gap fraction is computed (for nadir, θ = 0), and G(θ, θ 1 ) is the orthogonal projection of a unit leaf area along direction θ. It depends on the leaf inclination distribution, which is characterized by average leaf inclination angle θ 1 . The parameter λ 0 is the leaf dispersion or clumping. In this study, leaf canopies are considered to be homogeneous and randomly distributed. FVC can then be calculated through P 0 0
• :
The main input variables of the PROSAIL model are listed in Table 1 . Notes: C ab : chlorophyll a + b concentration; C m : dry matter content; C ar : carotenoid content; C w : equivalent water thickness; C brown : brown pigment content; SAIL: scattering by arbitrarily inclined leaves; N: the leaf structure parameter; ALA: average leaf inclination angle; Hot: hot spot parameter; SZA: solar zenith angle.
Reflectance values of soils were also used as input variables for the PROSAIL model. In this study, the soil reflectances were selected from a globally distributed soil spectral library released by the International Soil Reference and Information Centre (ISRIC, access at: http://www.isric.org). The original soil reflectances had 785 sample locations and 4437 profiles containing various soil types Remote Sens. 2017, 9, 857 6 of 20 with different properties [53] . The sample locations were distributed across 58 countries, spanning Africa, Asia, Europe, North America, and South America. The original soil reflectances were first resampled from an interval of 10 nm to 1 nm. Then, the resampled soil reflectances were simulated to the corresponding Landsat spectra through the following formula:
where ρ and ρ(λ) are the corresponding simulated Landsat soil reflectances and the resampled soil reflectances, respectively. β(λ) represents the weight of the band's spectral response function of Landsat sensors.
To remove data redundancy produced by similar soil reflectances and to avoid a large amount of calculation in the PROSAIL simulation, representative soil reflectances were determined from the original data. The simulated Landsat soil reflectances were divided into 40 categories through K-means clustering with spectral angle mapper as the similarity statistics for clustering analysis [54] . Considering two spectral vectors with n wavebands, where X = (x 1 , x 2 . . . , x n ) and Y = (y 1 , y 2 . . . , y n ), the spectral angle could be defined as the following:
where X and Y represent two different soil spectral reflectance vectors, α XY is the spectral angle between the two spectral vectors X and Y, and the value range of α is between 0 and π/2. The two spectral vectors are completely similar when α = 0 and completely different when α = π/2. When the value of α is between 0 and π/2, larger α values indicate a greater difference between the two spectral vectors. In this study, if the spectral angle of soil reflectances and their belonging category's center was smaller than 0.05, it was considered as similar reflectance, and these similar reflectances were averaged as a representative soil reflectance. Finally, 40 soil reflectances were determined to represent the possible range of soil spectral shapes ( Figure 2 ). To remove data redundancy produced by similar soil reflectances and to avoid a large amount of calculation in the PROSAIL simulation, representative soil reflectances were determined from the original data. The simulated Landsat soil reflectances were divided into 40 categories through Kmeans clustering with spectral angle mapper as the similarity statistics for clustering analysis [54] . Considering two spectral vectors with n wavebands, where = ( 1 , 2 … , ) and = ( 1 , 2 … , ), the spectral angle could be defined as the following:
where X and Y represent two different soil spectral reflectance vectors, is the spectral angle between the two spectral vectors X and Y, and the value range of α is between 0 and π/2. The two spectral vectors are completely similar when α = 0 and completely different when α = π/2. When the value of α is between 0 and π/2, larger α values indicate a greater difference between the two spectral vectors. In this study, if the spectral angle of soil reflectances and their belonging category's center was smaller than 0.05, it was considered as similar reflectance, and these similar reflectances were averaged as a representative soil reflectance. Finally, 40 soil reflectances were determined to represent the possible range of soil spectral shapes (Figure 2 ). For any combination of the input variables, the top of the canopy reflectance was computed for each wavelength and then resampled to simulate the Landsat observations using the spectral response profiles. It is essential to build a dedicated model for each Landsat sensor's data because of their different spectral response profiles for each band. For one specific Landsat sensor, 288,000 cases of matched reflectances and FVC values covering various land surface conditions were obtained, of which 99% were selected randomly as the training dataset and the other 1 percent were used as a test dataset. For any combination of the input variables, the top of the canopy reflectance was computed for each wavelength and then resampled to simulate the Landsat observations using the spectral response Remote Sens. 2017, 9, 857 7 of 20 profiles. It is essential to build a dedicated model for each Landsat sensor's data because of their different spectral response profiles for each band. For one specific Landsat sensor, 288,000 cases of matched reflectances and FVC values covering various land surface conditions were obtained, of which 99% were selected randomly as the training dataset and the other 1 percent were used as a test dataset.
Machine Learning Methods
Machine learning methods essentially establish a flexible fitting model by learning the relationship between the input variables and the output variables. The hyper-parameters of the model are typically adjusted to minimize the prediction error in an independent validation dataset. Two popular machine learning methods, back-propagation neural networks (BPNNs) and multivariate adaptive regression splines (MARS), were considered because of their relatively fast training, good performance, and robustness to the overfitting problem. The related details of the two methods are presented in the following subsections.
The BPNNs Model
BPNNs, a popular type of neural network, have been proven as an effective algorithm for estimating land surface vegetation variables, such as LAI and FAPAR [1, 27, 55] . Therefore, BPNNs were selected for the comparison of the performance among machine learning methods. The BPNNs training procedure is divided into two parts: a forward propagation of information and a backward propagation of error. The back-propagation algorithm network adjusts the weights in each successive layer to reduce the errors at each level. In the linkage of the layers, the transmission of information procedure is unidirectional transmission to the input layer, the information be treated in input layer, hidden layer, and be transmitted to output layer. The status of each layer can only be affected by the next layer. If the anticipated outcome is not generated in the output layer, the algorithm switches to back-propagation, and the error between the outcome and the expected value is returned along the original path. In the present study, the BPNNs first learned from the training dataset and built relationships between reflectance and FVC, then the trained BPNNs could produce optimal FVC estimates based on the actual reflectance of the remotely sensed data. The inputs of the BPNNs included the reflectance of the red and NIR bands, and the output was the corresponding FVC. The number of nodes in the hidden layer was set to four. The BPNNs activation function in the hidden layer was set to "tansig", the transfer function for the output layer was set to "purelin", and the training function was set to "trainlm". Because of its efficient convergence capacity, the Levenberg-Marquardt minimization algorithm was used to calibrate the synaptic coefficients [36] .
The MARS Model
MARS is a nonparametric and multivariate regression analysis model and has been demonstrated to obtain satisfactory FVC results from MODIS reflectance data [29, 56] . Without strong assumptions, MARS is capable of modeling complex nonlinear relationships among variables by fitting piecewise linear regressions. Furthermore, MARS can search for the relative importance of independent variables to the dependent variable when many potential independent variables are involved. MARS builds models of the form [56] :
where a 0 is the coefficient of the constant basis function; a m are the coefficients of the model, which are estimated to yield the best fit to the training data; M is the number of basis functions; K m is the number of splits that generate the mth basis function; s k,m takes values of either 1 or −1 and indicates the right/left sense of the associated step function; x(k, m) is the label of the independent variable; and t k,m indicates the knot locations. In this study, the inputs of the MARS included the reflectance of the red and NIR bands, and the output was the corresponding FVC.
Remote
The optimal MARS model is determined by a two-stage process: first, MARS constructs a very large number of basis functions to fit the data, where variables can interact with each other to fit the data. Then, the basis functions are deleted in the order of least importance using the generalized cross-validation (GCV) criterion [57] . The importance of a variable can be assessed by observing the decrease in the calculated GCV when it is removed from the model. MARS is capable of reliably tracking the extremely complex data structures hidden in high-dimensional data. Additional details regarding the MARS model building process can be found in the work of Friedman et al. [57] .
Direct Validation and Spatial-Temporal Assessment
With the goal of assessing the accuracy of the FVC estimates, RMSE and R 2 between the FVC estimates and the FVC values calculated from the near surface digital images over the Heihe and Chengde test areas were computed. Due to the time inconsistency between the FVC estimates and field measured FVC, the estimated FVC were interpolated through the linear interpolation method to the acquisition dates of the corresponding field measured FVC.
Accuracy Assessment in Heihe Region
The first test area is located in the Yingke oasis region (Figure 3 ) of the Heihe River Basin (HRB), southwest of Zhangye City, in the Gansu province of China. The HRB is a typical inland river basin (endorheic basin), which is located in the northwest of China, belonging to the arid region. The annual precipitation of the area is approximately 140 mm, and the annual mean temperature is approximately 7 • C-10 • C. The landscape of the test area is relatively flat and homogeneous, and most of the area is agricultural land in which corn is the dominant vegetation type, as well as some small patches of pepper, melon, and red bean. Chengde test areas were computed. Due to the time inconsistency between the FVC estimates and field measured FVC, the estimated FVC were interpolated through the linear interpolation method to the acquisition dates of the corresponding field measured FVC.
The first test area is located in the Yingke oasis region (Figure 3 ) of the Heihe River Basin (HRB), southwest of Zhangye City, in the Gansu province of China. The HRB is a typical inland river basin (endorheic basin), which is located in the northwest of China, belonging to the arid region. The annual precipitation of the area is approximately 140 mm, and the annual mean temperature is approximately 7 °C -10 °C . The landscape of the test area is relatively flat and homogeneous, and most of the area is agricultural land in which corn is the dominant vegetation type, as well as some small patches of pepper, melon, and red bean. In total, 16 homogeneous sampling sites were used, and the size of each sampling site was 10 m × 10 m. The field survey was performed via digital photography using a Nikon D3000 camera from 24 May to 28 August 2012, which covered the whole growing season of corn. The observations were conducted every five days before 23 July and every ten days after 23 July. A long stick equipped with the camera at the end was used to control shooting height. The footprint of the sensor at the nadir direction required a coverage that ranged 1.5-2 times the total width of the row canopy. The photographic approach guarantees that the field of view comprises two or more rows in one photograph. In each sample site, nine photographs were taken, along with the two diagonals of the squared sampling site, and the FVC estimates from the photographs of the nine locations were averaged to estimate the FVC for the sampling site [58] .
The FVC of a digital photograph was defined as the percentage of the number of vegetation pixels to the total number of pixels in the digital photograph. First, the image edges were cut off In total, 16 homogeneous sampling sites were used, and the size of each sampling site was 10 m × 10 m. The field survey was performed via digital photography using a Nikon D3000 camera from 24 May to 28 August 2012, which covered the whole growing season of corn. The observations were conducted every five days before 23 July and every ten days after 23 July. A long stick equipped with the camera at the end was used to control shooting height. The footprint of the sensor at the nadir direction required a coverage that ranged 1.5-2 times the total width of the row canopy. The photographic approach guarantees that the field of view comprises two or more rows in one photograph. In each sample site, nine photographs were taken, along with the two diagonals of the squared sampling site, and the FVC estimates from the photographs of the nine locations were averaged to estimate the FVC for the sampling site [58] .
The FVC of a digital photograph was defined as the percentage of the number of vegetation pixels to the total number of pixels in the digital photograph. First, the image edges were cut off before FVC extraction [59] to remove distortion and perspective effects. Then, the thresholding method was used to extract FVC from the digital images [60] . This automatic classification method transfers images from the RGB color space to the Commission Internationale d'Eclairage LAB color space, which can easily distinguish green vegetation from the background. Green vegetation and non-vegetation pixels were separated through histogram clustering, which supposes that green vegetation and the background distribution of greenness in the color space are Gaussian. Finally, reasonable FVC was extracted from the digital photographs and used to validate the performance of the proposed method.
Accuracy Assessment in Chengde Region
The second study area is located in Chengde, Hebei Province, China (Figure 4) , which belongs to the semi-humid and semi-dry climate region of the temperate zone. The annual average precipitation is about 500 mm, and the annual average temperature ranges from −1.4 • C to 4.7 • C [61] . The test area is covered with various vegetation types, such as broad-leaf and coniferous forest, grassland, wetland, and cropland. The abundant land cover types make the test area suitable to validate the effectiveness of the FVC estimation algorithm for Landsat data.
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The second study area is located in Chengde, Hebei Province, China (Figure 4 ), which belongs to the semi-humid and semi-dry climate region of the temperate zone. The annual average precipitation is about 500 mm, and the annual average temperature ranges from −1.4 °C to 4.7 °C [61] . The test area is covered with various vegetation types, such as broad-leaf and coniferous forest, grassland, wetland, and cropland. The abundant land cover types make the test area suitable to validate the effectiveness of the FVC estimation algorithm for Landsat data. To synchronize remote sensing observations with ground observations, the field measurements were conducted via digital photography using a Nikon D90 camera from 24 to 27 July 2014. The designed experimental plot was homogeneous and the designed experimental plot size was 30 m × 30 m. Five survey points were measured with one point at the center of the site and the other four points located at the corners of the square. The vegetation types of the sampling sites contained wheat, wetland, mixed forest, corn, pine, grass and shrub, potato, and grass. Within each sample site, usually five survey points were measured with one point at the center of the site and the other four points located at the diagonal of the square. For low vegetation types, the digital images were acquired from the nadir at approximately two meters above the ground at each survey point. The field FVC in the forest regions was determined using the following equation that accounts for the FVC of trees and understory vegetation viewed at the nadir direction between tree gaps [58] :
The original digital images were saved in JPEG format with a size of 4288 pixels × 2848 pixels. To remove distortion from center projection of the digital camera, the edges, about 40% of the length To synchronize remote sensing observations with ground observations, the field measurements were conducted via digital photography using a Nikon D90 camera from 24 to 27 July 2014. The designed experimental plot was homogeneous and the designed experimental plot size was 30 m × 30 m. Five survey points were measured with one point at the center of the site and the other four points located at the corners of the square. The vegetation types of the sampling sites contained wheat, wetland, mixed forest, corn, pine, grass and shrub, potato, and grass. Within each sample site, usually five survey points were measured with one point at the center of the site and the other four points located at the diagonal of the square. For low vegetation types, the digital images were acquired from the nadir at approximately two meters above the ground at each survey point. The field FVC in the forest regions was determined using the following equation that accounts for the FVC of trees and understory vegetation viewed at the nadir direction between tree gaps [58] :
The original digital images were saved in JPEG format with a size of 4288 pixels × 2848 pixels. To remove distortion from center projection of the digital camera, the edges, about 40% of the length and width of the image, were cut off. Then, FVC values of the cropped images were extracted using the improved Gaussian simulation and segmentation method in CIE L*a*b* color space [60] . Finally, the FVC calculated from digital image were used to directly evaluate the performance of the proposed algorithm.
Since the field survey over Chengde test area was conducted in the year 2014, there are two sensors (Landsat 7 ETM+ and Landsat 8 OLI) providing reflectance data. Therefore, the validation over Chengde area was conducted using FVC estimates generated from data of the two sensors.
Spatial-Temporal Analysis
In order to explore the potential of FVC retrieval with Landsat data over large areas and to assess spatial and temporal consistencies between the FVC values derived from different Landsat sensors. Multitemporal FVC maps during the 2014 growth season derived from the proposed algorithm over the oasis of the middle Heihe River, which is located in the northwest China, were used to investigate the spatial consistency and spatial continuity of the proposed algorithm. To observe the consistency of the FVC estimates from the two sensors, several representative FVC temporal profiles such as wheat, corn, wetland, Gobi and desert estimated from Landsat 7 ETM+ and Landsat 8 OLI data were extracted and compared.
Results
This section is designed to show the theoretical performance and experimental evidence of the performance of the proposed FVC estimation algorithm for Landsat data. The spatial-temporal FVC estimates from different sensors were compared to explore the potential of large area and long-term FVC data generation as well as the consistency of FVC estimates from different Landsat sensors.
Accuracy Assessment Over the Simulated Dataset
It is worth noting that different sensors have different spectral response functions. This leads to slight differences in surface reflectance for each sensor. The performances of the MARS and BPNNs were evaluated over the test dataset (2880 samples), corresponding to Landsat 7 ETM+ and Landsat 8 OLI sensors. For brevity, only the results of the Landsat 7 ETM+ are shown. Results revealed good accuracy and low bias in Landsat 7 ETM+ simulated reflectances. MARS (R 2 = 0.9414, RMSE = 0.07) was slightly superior to BPNNs (R 2 = 0.9388, RMSE = 0.072) in all statistical quality measures ( Figure 5 ). It could be seen that the scatters was discontinuous, that was because the step of FVC was set as 0.05 when the training dataset was generated using PROSAIL model. To analyze models' robustness to local consistency and reliability of the estimated error [62, 63] , Figure 6 exhibits the evolution of the RMSE as a function of the number of predictions. The shapes of the two curves in Figure 6 are similar for two methods, which shows a consistent better performance of MARS over BPNNs. When the number of predictions reaches 2880, the scatter plots of FVC estimates between simulated FVC is just as presented in Figure 5 . Furthermore, the accuracy of MARS consistently shows a slightly better result than that of BPNNs. These results indicated that MARS was the more robust and accurate machine learning method in FVC estimation for Landsat data. Therefore, MARS was suitable to generate FVC estimates from Landsat reflectance data.
Remote Sens. 2017, 9, 857 11 of 19 the two curves in Figure 6 are similar for two methods, which shows a consistent better performance of MARS over BPNNs. When the number of predictions reaches 2880, the scatter plots of FVC estimates between simulated FVC is just as presented in Figure 5 . Furthermore, the accuracy of MARS consistently shows a slightly better result than that of BPNNs. These results indicated that MARS was the more robust and accurate machine learning method in FVC estimation for Landsat data. Therefore, MARS was suitable to generate FVC estimates from Landsat reflectance data. 
Accuracy Assessment Using Field Survey FVC

Accuracy Assessment in Heihe Region
The scatter plot of the FVC estimates from the proposed algorithm and the FVC calculated from digital image in Heihe region are shown in Figure 7 . Most of the scatter points lie around the 1:1 line, and the overall performance (R 2 = 0.8825, RMSE = 0.097) presents a satisfactory FVC estimation result, which confirms the reasonability and reliability of the proposed algorithm. Furthermore, the validation results of the temporal representative field survey measurements over the Heihe region indicate the effectiveness of the proposed algorithm further. 
Accuracy Assessment Using Field Survey FVC
Accuracy Assessment in Heihe Region
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Comparison of the FVC estimates from Landsat 7 ETM+ reflectance data using the proposed algorithm and those extracted from the field photos in Heihe region.
Accuracy Assessment in Chengde Region
A comparison of the estimated FVC from Landsat 7 ETM+ and Landsat 8 OLI reflectance data using the proposed algorithm and the FVC extracted from the field photos in Chengde area was conducted (Figure 8) . Both of the scatter plots show good performance of FVC estimation, with RMSE of 0.078 and R 2 of 0.8571 for ETM+ data, and RMSE of 0.078 and R 2 of 0.8598 for OLI data, which further confirm the reliability and effectiveness of the proposed algorithm. Meanwhile, in terms of each vegetation type, the estimated FVC values have high consistency with the FVC values calculated from digital images. Thus, the proposed algorithm is reliable for various vegetation types. Although no prior knowledge was used, the proposed algorithm achieved satisfactory accuracy under various vegetation types.
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Spatial-Temporal Analysis
Spatial Analysis
The MARS-Landsat 7 ETM+ and MARS-Landsat 8 OLI FVC maps for the very beginning of the season (late-April), the fast growing season (late-June), and the maximum FVC (late-August) in the Heihe area (Path: 133; Row: 33) were generated and the closest acquisition dates between Landsat 7 
Spatial-Temporal Analysis
Spatial Analysis
The MARS-Landsat 7 ETM+ and MARS-Landsat 8 OLI FVC maps for the very beginning of the season (late-April), the fast growing season (late-June), and the maximum FVC (late-August) in the Heihe area (Path: 133; Row: 33) were generated and the closest acquisition dates between Landsat 7 ETM+ and Landsat 8 OLI were taken into account for the comparison.
The standard false color composited images with cloud and cloud shadow contaminations, as well as gaps for Landsat 7 ETM+ data, are shown in Figure 9a . Then, the standard false color composited images after processing by the proposed procedure of the method are shown in Figure 9b . Finally, the corresponding FVC maps generated using the proposed algorithm are shown in Figure 9c . In Figure 9a ,b, it can be seen that clouds and cloud shadows are removed well. Meanwhile, it is clear that the filled images have no strips and are similar to the closest date's corresponding Landsat 8 OLI images. These results indicate the effectiveness of the data processing procedures for cloud removal and gap filling in the proposed FVC estimation algorithm. Furthermore, the FVC maps generated using the proposed algorithm achieved good performance of spatial continuity, which further confirm that preprocessing Landsat data could obtain continuous reflectance values and thus generate spatially continuous FVC data.
In order to verify the performance of cloud removal and gap filling, the relationship between FVC values estimated from Landsat 7 ETM+ which include the actual pixels and reconstructed pixels, respectively, and FVC values estimated from Landsat 8 OLI were compared. Figure 10 shows the location of the pixels as well as the FVC estimation results (Landsat 7 ETM+, DOY: 197; Landsat 8 OLI, DOY: 205). To better assess the similarity of results of actual image and filled image, Figure 11 shows the scatter plot of FVC results estimated from actual Landsat 7 ETM+ image and FVC values estimated from actual Landsat 8 OLI image, and the scatter plot of FVC results estimated from filled The farmland regions present high FVC values that are consistent with the actual seasonal variations as well, whereas the desert regions have FVC values close to zero for the whole year. Furthermore, the FVC maps generated using the proposed algorithm achieved good performance of spatial continuity, which further confirm that preprocessing Landsat data could obtain continuous reflectance values and thus generate spatially continuous FVC data.
In order to verify the performance of cloud removal and gap filling, the relationship between FVC values estimated from Landsat 7 ETM+ which include the actual pixels and reconstructed pixels, respectively, and FVC values estimated from Landsat 8 OLI were compared. Figure 10 shows the location of the pixels as well as the FVC estimation results (Landsat 7 ETM+, DOY: 197; Landsat 8 OLI, DOY: 205). To better assess the similarity of results of actual image and filled image, Figure 11 shows the scatter plot of FVC results estimated from actual Landsat 7 ETM+ image and FVC values estimated from actual Landsat 8 OLI image, and the scatter plot of FVC results estimated from filled Landsat 7 ETM+ image and FVC values estimated from actual Landsat 8 OLI image. In Figure 11 , it can be seen that data points in the scatter plots fall close to the 1:1 line. The R 2 values are 0.9832 and 0.9856, respectively, which indicate the FVC results have good consistency and the filled data are close to the actual data. Generally, the method used in this study to remove cloud and fill gaps is reliable and can generate consistent FVC estimation results compared with actual images. 
Time Series Analysis
Several representative FVC temporal profiles estimated from Landsat 7 ETM+ and Landsat 8 OLI data for wheat, corn, wetland, Gobi and desert are shown in Figure 12 . In general, FVC estimates derived from MARS-Landsat 7 ETM+ and MARS-Landsat 8 OLI data are consistent with the seasonal phenological cycle in the oasis of the Heihe River Basin. It is interesting to note that the differences between Landsat 7 ETM+ and Landsat 8 OLI data do not induce large differences and show good temporal consistency in FVC estimates, which indicates the potential of the consistency of FVC estimates from different Landsat sensors' data. Meanwhile, the two datasets also have similar magnitudes, dynamic ranges and seasonal variations, which could reflect actual vegetation growth 
Several representative FVC temporal profiles estimated from Landsat 7 ETM+ and Landsat 8 OLI data for wheat, corn, wetland, Gobi and desert are shown in Figure 12 . In general, FVC estimates derived from MARS-Landsat 7 ETM+ and MARS-Landsat 8 OLI data are consistent with the seasonal phenological cycle in the oasis of the Heihe River Basin. It is interesting to note that the differences between Landsat 7 ETM+ and Landsat 8 OLI data do not induce large differences and show good temporal consistency in FVC estimates, which indicates the potential of the consistency of FVC estimates from different Landsat sensors' data. Meanwhile, the two datasets also have similar magnitudes, dynamic ranges and seasonal variations, which could reflect actual vegetation growth characteristics. In summary, the FVC results from MARS-Landsat 7 ETM+ and MARS-Landsat 8 OLI data indicate that the proposed algorithm is capable of producing FVC with good temporal consistency that also can reflect the seasonal phenological cycle. 
Discussion
In this study, a general and effective FVC estimation algorithm based on training MARS with training samples generated from radiative transfer model simulations for Landsat surface reflectance data was proposed. MARS are powerful for the estimation of FVC estimation because of its ability to perform adaptive, nonlinear data fitting. Furthermore, the radiative transfer model, which can simulate a broad range of land cover situations, can simulate training dataset more globally applicable. The algorithm achieved satisfactory FVC estimation accuracy based on the field survey values and had the ability to produce consistent FVC estimates from different Landsat sensors. Therefore, the proposed algorithm has the potential for generation high-quality FVC at a fine resolution over large areas.
In the prior studies, FVC estimation using Landsat data mainly employed on empirical methods and pixel unmixing models which was limited to a small test area. The parameters in the empirical methods and pixel unmixing models are difficult to determine and might fail when expanded to regional scales. The proposed algorithm does not need any prior knowledge, such as vegetation types or empirically obtained parameters, which overcomes the problems in empirical methods and pixel unmixing models. Furthermore, the currently existing FVC products are mostly obtained from lowor medium-resolution remotely sensed data such as SPOT-VET, MERIS, MODIS and AVHRR data. This study testified that the proposed algorithm has the potential for FVC estimation at a fine spatial resolution, which would be better for applications related to agriculture, ecosystem and environment management.
In this study, the performance of the proposed algorithm was evaluated over two test areas. 
In the prior studies, FVC estimation using Landsat data mainly employed on empirical methods and pixel unmixing models which was limited to a small test area. The parameters in the empirical methods and pixel unmixing models are difficult to determine and might fail when expanded to regional scales. The proposed algorithm does not need any prior knowledge, such as vegetation types or empirically obtained parameters, which overcomes the problems in empirical methods and pixel unmixing models. Furthermore, the currently existing FVC products are mostly obtained from low-or medium-resolution remotely sensed data such as SPOT-VET, MERIS, MODIS and AVHRR data. This study testified that the proposed algorithm has the potential for FVC estimation at a fine spatial resolution, which would be better for applications related to agriculture, ecosystem and environment management.
In this study, the performance of the proposed algorithm was evaluated over two test areas. Most of the Heihe test area could be regarded as homogeneous landscapes and the landscapes of Chengde test area belong to heterogeneous landscapes containing various vegetation types. The performance of the proposed algorithm achieved satisfactory accuracy over temporal representative field survey data and FVC observations of various vegetation types, which indicated the effectiveness of the algorithm over both homogeneous and heterogeneous landscapes. Furthermore, the algorithm has the potential to estimate FVC in larger area. More validation should be conducted to confirm the general applicability over larger regions, even globally. In the future, more field experiments for testing the proposed algorithm are needed to further confirm the accuracy of the proposed algorithm. Given it is difficult to perform actual FVC field surveys, taking digital photos from the vertical direction may be the preferred choice for FVC extraction in field surveys.
ESA's satellites Sentinel-2 (S2) and Sentinel-3 (S3) aim to ensure continuity for Landsat 5/7, SPOT-5, SPOT-Vegetation and Envisat MERIS observations by providing Earth images of high spatial, spectral and temporal resolution. S2 and S3 will deliver near real-time operational products with a high accuracy land surface parameter for land monitoring, which leads to an urgent need for developing robust and accurate retrieval methods. MARS is powerful to estimate FVC and other biophysical parameters because of its ability to perform adaptive, nonlinear data fitting. Furthermore, radiative transfer model can simulate various land cover situations and then generating representative training data. Therefore, the proposed algorithm also has the potential to be applied to develop FVC estimation using S2 and S3 data.
Conclusions
The availability of free Landsat data makes the quantitative mapping of the spatial and temporal FVC possible. In this study, a general and reliable FVC estimation method for Landsat surface reflectance data was proposed, which was based on the radiative transfer model and machine learning method. Two machine learning methods, MARS and BPNNs, were trained using samples from PROSAIL radiative transfer model simulations, which included Landsat reflectance and corresponding FVC values, and evaluated to choose the method which had better performance. Then, the MARS model, which had better performance in the independent validation, was evaluated using spatial-temporal assessment and ground FVC measurements from two case study areas. The direct validation of the FVC estimates using the proposed algorithm had good performance. Meanwhile, spatial-temporal assessment of the estimated FVC from Landsat 7 ETM+ and Landsat 8 OLI data confirmed the robustness and consistency of the proposed method. All these results indicated that the proposed algorithm could achieve satisfactory FVC estimation accuracy and had the potential for the production of high-quality FVC estimates from Landsat surface reflectance data. Furthermore, the algorithm had the potential to estimate FVC in larger area. Therefore, future work will focus on an extensive assessment of the performance of the proposed algorithm using additional ground measurement data.
