Abstract. Nowadays, network planning and management tasks can be of high complexity, given the numerous inputs that should be considered to effectively achieve an adequate configuration of the underlying network. This paper presents an optimization framework that helps network administrators in setting the optimal routing weights of link state protocols according to the required traffic demands, contributing in this way to improve the service levels quality provided by the network infrastructure. Since the envisaged task is a NP-hard problem, the framework resorts to Evolutionary Computation as the optimization engine. The focus is given to the use of multi-objective optimization approaches given the flexibility they provide to network administrators in selecting the adequate solutions in a given context. Resorting to the proposed optimization framework the administrator is able to automatically obtain highly optimized routing configurations adequate to support the requirements imposed by their customers. In this way, this novel approach effectively contributes to enhance and automate crucial network planning and management tasks.
Introduction
Recently, several types of applications have been integrated over IP converged networks, increasing the requirements on the ability to provide adequate service levels. In order to achieve a generalized capable QoS infra-structure, many different Quality of Service (QoS) solutions and associated traffic control mechanisms were proposed, such as the examples of traffic prioritization and selective resource reservation solutions [1] . However, the fast growth of Internet users and events such as the proliferation of multimedia contents and the increasing use of P2P applications are being responsible for the change of traffic profiles in the Internet. Moreover, the heterogeneity of current Internet access networks including wireless technologies such as Wi-Fi, WiMAX, among others, along with the mobility patterns of some users also pose new challenges to the wired supporting infrastructures, as regards to their correct planning and configuration.
In this context, it is crucial that network administrators carefully consider the traffic demands required to be supported by the network infra-structure during a given period of time, such as specific days of a week, particular periods during the year, seasonal intervals, etc. This information can be provided using distinct techniques, such as forecasting methods based on historical data, traffic accounting based mechanisms, demand matrix estimation techniques [6] [7] [8], among many others. Such inputs are of extreme importance to be used to enhance the provision of adequate QoS levels by the network. However, in general, achieving reasonable service quality requires several components of the network infrastructure working in a coordinated way. Moreover, and irrespective of the QoS mechanisms in place, there are other factors which also play a crucial role on the networking performance, such as the routing configuration of the network.
The optimization framework proposed in this work focuses on the Open Shortest Path First (OSPF) intra-domain routing protocol, an extremely popular and ease of implementation protocol [10] . In this protocol, the administrator sets weights to every link in the network, which then are used to compute the best paths from each source to destination pair, resulting on the nodes' routing tables [3] . This process has a major impact on the network performance. However, in practice, simple methods and heuristics are commonly used, but often leading to sub-optimal network resource utilization. To address these issues, innovative approaches were taken, many of them inspired by the work of Fortz et al. [2] , where the OSPF weight setting process is implemented using Traffic Engineering (TE) techniques. Here, the routing configuration task is formulated as an optimization problem, by defining a cost function that measures the network congestion, assuming that the administrator has access to a matrix representing traffic demands between each pair of source and destination nodes of the network.
In previous work, the authors have enhanced such optimization efforts, proposing a new approach [4] [5] that also accommodates delay constraints, also crucial to implement QoS aware networking services. In such works, optimization algorithms were used to calculate link-state routing weights that optimize traffic congestion, while simultaneously complying with specific delay requirements. However, the objective of developing network management tools that could effectively help network administrators requires that more powerful, efficient and versatile optimization paradigms be used to underpin this complex optimization problem. Within this perspective, this work fosters the research efforts and the application of TE methods resorting to the use of Multiobjective Evolutionary Algorithms (MOEAs) as a means to provide near-optimal routing configurations able to be easily analyzed by the administrator and, if required, applied to the network environment. The devised optimization framework takes advantages of the nature of the MOEAs solutions, assuming the form of Pareto fronts which are, both from the administrator and the optimization engine perspectives, very appropriate to deal with this NP-hard multi-constrained problem.
The paper proceeds with Section 2 giving the description of the problem and explaining the devised optimization model; Section 3 describes the experimental platform and the corresponding illustrative results; Section 4 discusses computational issues and software availability; Section 5 presents the conclusions.
Optimizing OSPF Routing Configurations

Problem Definition
The optimization framework proposed in this work aims to provide network administrators with efficient OSPF link weights, taking into account the users demands, the network topology and other features of the network domain. In OSPF, all links are associated with an integer weight. Every node uses these weights as an input to the Dijkstra algorithm [3] to calculate the shortest paths to all other nodes. All the traffic from a given source to a destination travels along the shortest path, except when two or more paths have the same length, in that case, traffic is divided among the arcs in these paths (load balancing) [12] . The framework assumes that client demands are mapped into a matrix 1 summarizing, for each source/destination edge router pair, a given required bandwidth and, if also defined, a target edge-to-edge delay to be supported by the network domain. As an illustrative example, consider the network scenario included in Figure  1 , involving only a single demand between the network node A and node B . If such demand reflects only a delay target, the administrator should be able to use OSPF weights that result in a data path with the minimum delay between such nodes, i.e path 1 . In a different perspective, if no delay requirements are assumed, and the unique constraint between such nodes is a given bandwidth target, the administrator would try to minimize the network congestion and assign OSPF weights to force a data path inducing the lowest level of losses in the traffic (path 2 ). These two distinct optimization aims would result in two distinct sets of OSPF weights. Additionally, also considering that a given demand may have simultaneously bandwidth and delay constraints, then it is expected that the OSPF weight optimization process try to find a data path representing a trade-off between such requirements. The example of Figure 1 is, intentionally, extremely simple and only one demand was considered in the network domain. Assuming now that each router pair of a given Internet Service Provider (ISP) may have specific multi-constrained QoS requirements (i.e. traffic demands vs. delay restrictions), it is easy to understand how complex the problem can get, with the need of obtaining OSPF settings able to optimize multiple parameters.
The formulation model sustaining the proposed optimization framework follows the traditional mathematical networking model, representing routers and transmission links by a set of nodes (N ) and arcs (A), respectively, in a directed graph G = (N, A) [9] , with each arc having a specific bandwidth capacity and a propagation delay, both intrinsic in the network topology 2 . Additionally, a demand matrix is available (D), where each element represents the traffic demand between a pair of nodes, allowing to calculate the total load on each arc. This value is used to define a congestion measure for each link, that can be used to compute a penalty function that exponentially penalizes high values of congestion (e.g. a function such the one used in [2] ). The framework was also enriched with the possibility of including delay requirements for each pair of routers in the network. These are modeled as a matrix (DR) that, for each pair of nodes, gives the delay target for traffic between the origin and destination. In a similar way, a cost function was defined to evaluate the delay compliance for each scenario. This, in turn, allowed the definition of a delay minimization cost function. One illustrative example of the type of optimization problems addressed in our framework is to find the set of OSPF weights that simultaneously minimizes the cost functions associated with network congestion and with the edge-to-edge delay penalties of the network domain, making the problem addressed in this work clearly multi-objective. In the proposed model, given a specific network topology, a traffic demand matrix (D) and a delay requirements matrix (DR), the objective is to achieve a set of OSPF weights (w) that simultaneously minimize the functions Φ * (w) and γ * (w), which are the penalty functions for congestion and edge-to-edge delays, respectively 3 . In this context, the cost of associated with a given weight solution w is evaluated using functions Φ * (w) for congestion and γ * (w) for delays, with both functions normalized in the same range. The theoretical minimum value for the functions is 1; acceptable values for such network functions are in the range [1, 10] meaning that the traffic demands and delays restrictions (D, DR matrices) are accomplished by the routing configuration.
Multi-objective Evolutionary Algorithms
This section explains how multi-objective Evolutionary Algorithms (MOEAs) are adapted to be used in this work. The multi-objective nature of this problem suggests MOEAs are good candidates for algorithms in the multi-objective optimization area, i.e. that return a set of solutions with distinct trade-offs between the two objectives, allowing the network administrator decide which solution to implement. Since the mid-1980's, MOEAs are being used to solve all kinds of multiple-criterion problems in distinct scenarios, being undoubtedly one of the most competitive approaches in this field [16] . The MOEAs chosen for this task are two of the most popular algorithms, namely the SPEA2 and the NSGA-II, widely accepted as two of the algorithms with the best overall performance.
In the proposed MOEAs based approach, each individual encodes a solution in the form of a vector of integer values. Here, each value (gene) corresponds to the weight of a link in the topology. Therefore, the size of the individual equals the number of links in the network. The individuals in the initial population are randomly generated, with link weights taken from an uniform distribution. To create new solutions, several reproduction operators were used, e.g. crossover and mutation. The random mutation replaces a given gene by a new value, randomly generated within the allowed range. The incremental/decremental mutation replaces a specific gene by the following or by the previous value (with same probabilities) constrained to the range of allowed values. The uniform crossover and two-point crossover are two standard crossover operators also applied to generate new solutions [11] . The fitness of an individual is derived from the analysis of functions Φ * (w), for congestion, and γ * (w), for delays. On each algorithm iteration a sub-set of the best individuals proceeds to the next round, while a new subset of individuals is generated using the above mentioned reproduction operators. The process follows until the last iteration resulting in a set of solutions for the considered multi-objective problem. This process can be repeated several times (distinct runs) in order to obtain additional solutions.
The MOEAs return a Pareto front, i.e. a set of non-dominated solutions, for a given problem. When a solution is dominated by another one, it means that it is worse than the second in at least one of the objectives and it is not better in none. Given this, the Pareto front should be as near as possible to the optimal set of non-dominated solutions. In addition, it should also be as distributed as possible, i.e. it should cover the whole set of possible trade-offs between the optimization aims of the addressed problem. This specific characteristic of the Pareto front is adequate to be used in the context of optimization problems such the ones envisaged in this work. In this specific problem, the aim is to find routing configuration solutions where both objectives (congestion, delays) are within the range [1, 10] , as previously stated. The network administrator can then check the solutions within the returned Pareto front and select which is the trade-off that is more reasonable in a given context. Therefore, with a single run of the algorithm a set of alternatives are provided, which brings important advantages both in the administrator results perception and computational efforts perspectives.
Comparative Heuristics
In addition to the above mentioned optimization techniques, a number of traditional heuristic methods were also implemented, namely: InvCap -sets each link weight to a value inversely proportional to its capacity; L2 -sets each link weight to a value proportional to its Euclidean distance; Random -a number of randomly generated solutions are analyzed and the best is selected; and Unitsets every link weight to one. These heuristic are used for comparative terms, i.e. to assess the order of magnitude of the improvements obtained by the MOEAs. Figure 2 shows the experimental testbed used to assess the performance of the devised link weight setting optimization solution. The BRITE [13] topology generator was used to create distinct synthetic networks. The optimization results presented in this section were taken from two networks with N ∈ {30, 50} nodes, with a node average degree of m = 4, resulting in topologies with 110 and 190 links, respectively. The capacity of the links varies in the interval [1, 10] Gbits and the topology generation follows the Barabasi-Albert model 4 . In order to generate the traffic demands and delay constraints matrices two parameters (each one with three distinct values) were used, D p ∈ {0.1, 0.2, 0.3} and DR p ∈ {3, 4, 5}, allowing to tune the difficulty levels of traffic demands and delay requirements, respectively. The precise values of D p and DR p parameters were selected in accordance with the overall congestion and delay constraints levels which are intended to be imposed to each network instance, given their particular characteristics. In the devised test methodology, scenarios assuming higher values for the D p parameter and, simultaneously, lower values of the DR p parameter are the ones harder to comply 5 . Based on the network topology, the demand matrices and on an initial weight assignment to the network links, a proprietary OSPF simulator will distribute the traffic along the paths, turning possible the computation of the Φ * (w) and γ * (w) values. The optimization module of Figure 2 will then resort to the MOEA optimization approach explained before to find the solution for the optimization problem. In the following sections the results were obtained with the optimization module operating with the NSGA-II algorithm. Fig. 3 a) ).
Performance Analysis
BRITE
Illustrative Analysis of MOEAs Performance
As an initial illustrative example of the MOEAs optimization capabilities we select one particular instance of a network with 30 nodes and 110 links, with D p = 0.1 and DR p = 3. In this context, a brief analysis of the Pareto front returned by the MOEA is presented, along with comparative analysis of the performance obtained from the use of commonly used heuristics. This example will be complemented, in the next section, with additional optimization results for other network instances. However, in general terms, the conclusions drawn for this particular instance are representative of the overall performance capabilities of the proposed optimization framework. Figure 3 a) shows a particular subset of the solutions obtained by the MOEAs in the selected scenario and, for comparative terms, the ones obtained by common heuristics described before. Figure 3 a) has two distinct areas, the first one corresponds to solutions assuming routing configurations able to obey the considered traffic and delay demands (i.e. the white area, where cost function values are lower than 10), and a second area were the routing solutions lead to quality degradation of the network, with overloaded links or with the target delays requests not being assured by the network (gray filled area) 6 . As observed in Figure 3 a) the MOEA available in the proposed solution is able to provide the network administrator with a set of near-optimal routing configuration solutions for the network domain. In opposition, it is also noticeable that all the results of the heuristics for this instance lie outside the admissible range (i.e. outside the white area), and some of them with penalties which are one or two orders of magnitude higher than the ones obtained by MOEAs.
This means that none of the heuristics is able to provide acceptable routing configurations 7 . Figure 3 b ) magnifies the white area of Figure 3 a) and now only the MOEAs solutions are plotted. As observed, the administrator achieves a set of nearoptimal configuration solutions resulting from the Pareto front of the optimization process, all lying inside of the white area. Each one of such points (solutions) is associated with a routing weights table able to be used by the administrator according with the desired trade-off between the optimization objectives.
Optimization Results
This section analyzes the MOEAs optimization results for ten distinct network scenarios. The examples where taken from two networks with N ∈ {30, 50} nodes and using five distinct combination of (D p , DR p ) parameters, in this case the set {(0.1, 3), (0.1, 5), (0.2, 4), (0.3, 3), (0.3, 5)}. In the considered scenarios, the behavior of the heuristics is similar to the describe before, i.e. they are not capable of achieving acceptable performance, meaning that these solutions are completely outside of the white area of the graphs. For that reason, such results are not included in the following analysis. Figure 4 shows the Pareto fronts obtained for each of the considered scenarios. It is important to note that results were obtained in the first runs of the MOEA optimization procedures, i.e. only a single run of the optimization algorithm has been performed for each of the network instances. As observed in Figure 4 , for most of the scenarios the first run of the MOEA was sufficient to find acceptable results i.e. Pareto fronts with solutions (i.e. weight settings) in the white area of the figures. The administrator is then able to select these solutions in order to reach near-optimal routing configurations obeying to the imposed constraints.
As expected, the harder optimization scenarios are the ones imposing higher requirements regarding both the traffic demands and delay restrictions (e.g. D p = 0.3, DR p = 3). In such scenarios, the Pareto front patterns returned by the MOEAs are not so close to the graph origin as in other network configurations. As observed in Figure 4 , the first run of the MOEA was not sufficient to find near-optimal configurations for the last two scenarios with N = 50 and (D p , DR p ) values of (0.3, 3) and (0. 3, 5) . To improve such preliminary results additional runs of the MOEAs could be used to generate other weight setting configurations overcoming the performance obtained in previous runs.
In order to illustrate the previous reasoning, Figures 5 a) , b) and c) plot additional optimization results obtained in other runs of the MOEAs for three specific scenarios (including the instances with lower quality results in the first run). The new Pareto fronts depicted in Figures 5 a) , b) and c) are compared with the values obtained in the first runs (observed before in Figure 4 ). The analysis clearly shows an improvement of the Pareto front patterns for each scenario, containing now several points in the white regions of the figures. This behavior is visible in Figures 5 a) , b) and c) and corresponds to a generalized displacement of the Pareto fronts to the feasible configuration area.
Single-objective vs Multi-objective Evolutionary Algorithms
This section compares the proposed framework approach with other approaches in the area which assume this problem under a single objective optimization perspective. In such works, a linear weighting scheme could be used to denote the overall cost of the solution, as expressed in Equation 1. When using a single objective evolutionary algorithm, the user specifies the parameter (α) defined above, that determines the importance that is given to each objective (congestion and delays). Examples of performance analysis of this approach can be found in [4] , for a large set of distinct QoS constrained scenarios. Although this strategy has obtained acceptable results, it suffers from one main drawback, since it assumes that there is one single trade-off that is optimum. Therefore, the algorithms typically return one single solution that has to be implemented by the administrator. To be able to analyze several distinct trade-offs between the two objectives, the user needs to execute different runs of the algorithm using different values of the parameter α. Moreover, for specific network configurations several tradeoffs between the congestion and delays requirements are not possible to be achieved, and the administrator will have the doubt about which values are admissible to tune the α parameter.
For comparative analysis, in addition to the MOEA used in the example of Figure 3 also a single objective evolutionary algorithm was run using the objective function of Equation 1. The single-objective algorithm was run with three distinct values of the parameter α (0.25, 0.5 and 0.75). Figure 5 d) shows the results obtained, showing a set of selected solutions obtained by the MOEA and also the best solution obtained by each of the single-objective evolutionary algorithms. It is important to note that all the solutions shown for the multi-objective optimization are obtained in a single run, while the solutions for the single objective need three distinct runs. Looking at the Figure 5 d) , and although a direct comparison of the results obtained by the alternative approaches is not trivial, it is clear that running the MOEA the network administrator is provided with a set of alternatives, from where he can choose the best option, reflecting the ideal trade-off between the two objectives. The single objective evolutionary algorithm is normally restricted to a certain area of the working region of the network, making difficult the tuning process of the importance of each objective. Thus, the MOEA approach of the proposed framework presents advantages not only regarding the computational efforts perspective, but also improves the quality and the diversity of the results provided to the administrator.
Computational Efforts, Applicability and Availability
Even taking into account the complexity of the NP-hard problems here discussed, acceptable computational times were obtained when assessing the MOEA optimization process. As illustrative examples, on a current end-user computational platform (e.g. with a Core i7 processor) a single MOEAs run for the considered network examples required a computational time in the order of some minutes. As obvious, this value varies according with the network topology size and, when considering even harder optimization problems, the need of using several MOEAs runs may considerable increase the required computational times. In this perspective, if required, the use of computational clusters environments might be also an alternative to foster the process of obtaining high quality solutions.
It is important to note that, as known, frequent changes to the network routing configurations may lead to network instability. In this context, short-time updates to the routing configurations of a domain are not the scenarios envisioned by this work. Instead, the devised optimization framework was conceived with the aim of being an useful tool to assist network operators in the process of adjusting routing configurations for specific, stable and well known time periods, in conformity with previous studies expressing the demands required to be accomplished. This will allow that, in a first network configuration phase, a more efficient distribution of the traffic in the domain could be achieved. As obvious, other QoS oriented mechanisms are then expected to be applied, in a complementary way, in order to provide a finer-grain control of the service levels supported by the infra-structure. Another related area that could take advantage of the proposed solution, although not explored in this work, is the field of autonomic/self-management networks, as the devised optimization framework might also be useful to be integrated in such automated environments.
A preliminary version of the software implementing the proposed optimization framework was included in a traffic engineering platform which is made available in the home page accessible at http://darwin.di.uminho.pt/netopt.
Conclusions
This paper describes an evolutionary computation based traffic engineering framework, allowing the network administrator to improve the QoS levels on IP networks by obtaining near-optimal OSPF routing configurations. As an important contribution for the traffic engineering research efforts, the proposed framework integrates efficient multi-objective optimization algorithms from the evolutionary computation area. The presented results corroborate the idea that this optimization solution brings important advantages and enlarges the set of available options to network administrators, in shorter computation times, increasing the capacity of making informed decisions regarding the trade-offs between the different factors at stake. The supporting framework is currently under rapid development and additional functionalities may be also target of the MOEA optimization perspective. The class-based [15] and multicast [14] optimization mechanisms are two examples of developments which are suitable to be improved taking advantage of the presented MOEA based optimization approach.
