I INTRODUCTION
The successive doubling method is an e cient and general procedure for the design of fast algorithms. Once the constant geometry architecture which implements the successive doubling algorithm has been de ned 71] , we have to 1 analyze each one of the fast transforms we are interested in implementing using VLSI technology. Each transform will have its speci c processing section (PS), depending on the kernel which characterizes it, and some fast transforms implement the successive doubling algorithm with some modi cations.
There is a large number of orthogonal transforms. In this work we will analyze six of the most important nowadays: Complex and Real valued Fourier, Hartley, Walsh, Haar and Cosine. We will present a uni ed view of all of them and we will consider the radix 2, decimation in time (DIT) and ascend communication pattern (ACP) fast algorithms. Similar results can be obtained from radix r ( 60 ] present two types of data ow, depending on the transformation angle. When the angle is zero, the data ow coincides with that of the successive doubling method. We are in the same case as for the CFFT and FWT transforms. But when the angle is di erent from zero, we must introduce a hardware correction in order to make the data ow identical in all the stages. Also, the constant geometry architecture associated with the FHT and RFFT transforms requires processing the butter ies as pairs.
The two Dimensional Fast Cosine Transform (2-D FCT) is obtained from the output generated by the FHT transform 45]. This indirect method for calculating the 2-D FCT is necessary in order to obtain a partitioned constant geometry architecture. The results obtained for the 2-D FCT can be extended to any multidimensional transform which admits the row column decomposition. That is, it is possible to de ne a constant geometry architecture for the multidimensional fast transforms based on the successive doubling method and which have the separability property. The last fast transform we will analyze is the Fast Haar Transform (FHrT) 26], wich presents an important di erence with respect to the successive doubling algorithm. Each stage of the transform the number of data items to be processed is halved. This singularity will force us to modify the design of the routing section (RS) we have de ned in Part I ( gures 3 and 4 of 71]) for the successive doubling algorithm slightly.
The FWT and FHrT have a very simple PS section, as their transformation kernel only takes the values (+1 and ?1). The PS sections of the CFFT, RFFT, FHT and FCT transforms are more complex, due to the trigonometric nature of the kernels which de ne them. They perform multiplications, additions and subtractions and require sine and cosine tables or the speci c hardware for calculating them. The PS sections based on sine and cosine tables are the most used due to their conceptual simplicity, although they require a detailed analysis of the inherent redundances of the tables in order to reduce their size. Also, each time we want to change the size of the transform we will have to recalculate the tables. In those applications which do not require an excessive precision it is possible to suppress the multipliers from the PS section, substituting each one of them by two shifters and an adder, if the sine and cosine coe cients are coded so that only two bits of their binary representation are di erent from zero [52] [53] [54] . Another approximation we have chosen in this work, is the use of CORDIC rotators 2, 3, 32, 41, 63, 65, 68] for the design of the PS section, because we can obtain the same performance (throughput) as with complex multipliers using less silicon area. Due to the limited length of this paper we will not describe its internal structure 14], but we will brie y introduce the problems associated with its design. The constant geometry architecture we propose will be e cient if its PS section is pipelined. For this, it is necessary that the CORDIC rotator be pipelined. Pipelined CORDIC rotators have recently been reported by Ercegovac and Lang 24] , Lange et al 34, 35] and K onig and B ohme 33]. A further optimization consists in the design of application-speci c pipelined CORDIC rotators, as proposed in 24] for the SVD decomposition. In the orthogonal transforms with trigonometric kernel, the angles are known a priori and the CORDIC rotations are circular. Taking this information into account, members of our group 14] have designed a pipelined circular CORDIC rotator, using redundant arithmetic, for the CFFT, RFFT, FHT and FCT transforms.
We devote the rest of the work to the analysis of each of the six transforms considered. Sections II and III describe the PS sections of the CFFT and FWT transforms, respectively. The FHT and RFFT transforms are described in sections IV and V, respectively. Their constant geometry architecture requires processors which evaluate multiple butter ies. In section VI we present the constant geometry architecture for the evaluation of the 2-D FCT transform, based on the FHT transform. Finally, the appropriate architecture for the FHrT transform is described in section VII. This architecture solves in an e cient manner the problem associated with the halving of the computations in each stage.
II COMPLEX VALUED FAST FOURIER TRANSFORM: CFFT
The discrete Fourier transform (DFT) of a complex sequence x(m), 0 m N ? 1, is de ned by means of the following equation
W mk x(m) (1) where W N = e ?j2 =N . In this de nition, both x(m) and F(k) are complex functions. The inverse transform is de ned in a similar way, by taking the complex conjugate of W N and multiplying it by the factor 1=N. The data ow of the CFFT transform coincides with that of the successive doubling algorithm. Therefore, the CFFT can be implemented in a constant geometry architecture. We will only have to take into account the complex nature of the data items and the kernel which de nes the transform. Figure 1 shows the PS section, whose design is based on a circular CORDIC rotator, for the calculation of a single butter y of two complex points (equation (2)). We have considered that the real and complex parts of each data item are processed in parallel, this means doubling the number of buses of the PE. The design of the RS section is immediate (see gure 3 of Part I 71]), we will only have to double the number of FIFO queues. Figure 2 shows the data ow and the appropriate angles for the calculation of the radix 2 CFFT transform of a sequence of N = 64 complex data items in a column of 8 PEs. We have considered the representation cycle; PE; bus] associated with theorem 1 of Part I 71] . The angles which appear in this gure are those corresponding to each one of the butter ies evaluated by the PEs and that we will have to provide in parallel with the ow of data. They are expressed in a normalized form (ang = ki N=2 ) in order to adopt an integer representation. 
where the transformation kernel, WAL(k; m), is made up by the Walsh functions given in the sequence order (equation (3)). The inverse transform is similar except for the normalization factor 1=N. The Fast Walsh Transform (FWT) of a real sequence, obtained by means of the successive doubling method, presents a data ow which is identical to that of the CFFT. In fact, the FWT can be considered as a simpli cation of the CFFT.
The trigonometric kernel of the CFFT (equation (1)) is equal to +1 or ?1 for the FWT. The equations which establish the relation between elements of the successive calculation stages of the radix 2 DIT FWT are the following:
As the FWT transform has the same data ow as the CFFT, the architectures proposed for the latter are valid for the FWT. We only have to simplify the processing section and take into account that the data is real. In this line, two parallel architectures (linear systolic array and uncoupled multiprocessor) have recently been proposed 39, 59] .
The PS section associated with equation (5) is immediate: an adder and a subtractor. 
where cas( ) = cos( ) + sin( ). The inverse transform is similar except for the factor 1=N. Bracewell 13] designed an algorithm for the radix 2 DIT fast Hartley transform (FHT) of a real sequence with N = 2 n data items applying the successive doubling method. The equations which establish the relation between the elements of successive stages are the following
The structure of the FHT algorithm is similar to that of Cooley-Tukey's algorithm for the radix 2 DIT CFFT. The two transforms present the same permutation of the temporal indexes, due to the fact that the same decomposition sequence is applied to both. However, the expressions of equation (7) which de ne the butter y of the FHT use three elements of the (i?1)-th stage to calculate two elements of the i-th stage. Therefore, if we want to avoid the loss of one element we will need later in the same stage by overwriting, we must modify the expressions of equation (7). Thus, if we take into account the symmetry properties of the sine and cosine functions sin( ? ki ) = sin( ki ) (8) cos( ? ki ) = ? cos( ki ) (9) We can rewrite the expressions of equation (12) in order to obtain a new four point butter y de ned as follows: (10) presents a singularity when the angle ki is zero, being reduced to
It is evident that in the rst stage, the elements H i (N i =4) and H i (3N i =4) will not be evaluated. The four point butter ies make each element be used only once in each stage of the transform and require six addition operations and four multiplications due to the fact that the sequence to be transformed is real.
As in the case of the CFFT, there are numerous proposals of parallel systems for the implementation of the FHT: systolic 16,17,46], hypercube 69], using a VLSI chip based on Fermat's number transform [11] [12] . Recently, we have proposed two constant geometry architectures based on the concept of internal and external butter ies for the radix 2 ACP 70] and DCP 5] FHT transforms. In this work we have followed a di erent approach, producing a more e cient systolic architecture, which we now present.
The DIT FHT transform we have just described is radix 2 but its butter ies require four elements (N=4 butter ies each stage) and will need double parallelism. Therefore, we can deduce that equations (10) and (11) evaluate two 2-point butter ies ((k; N i =2 + k) and (N i =2 ? k; N i ? k)), where we have taken into account the symmetry properties of the sine and cosine function. Consequently, each PE evaluates more than one butter y in parallel and the most adequate constant geometry architecture for the radix 2 FHT is the one resulting from the following theorem. We can easily see that this theorem is the generalization of theorem 1 (particular case where t = 1) of Part I 71]. Its proof is similar, using lemmas A1 and A2 (equations (35) and (36)) and decomposing permutation ? (i) in an internal perfect unshu e with two steps ( cycle;bus (i) cycle;bus (i) ) and an external one (? PE;bus (i) ).
As an example, gure 3 shows the interconnection of a column of 4 PEs.
The constant geometry architecture appropriate for the FHT is the one resulting from theorem 1, which consumes log r N stages. However, we cannot apply this theorem directly, as the construction process for the butter ies between stages of the transform does not exactly correspond to a perfect unshu e permutation as was the case of the CFFT transform. We can see this if we compare the elements which de ne the butter ies of the FHT and CFFT transforms, considering double parallelism in the latter. The four elements which constitute the butter ies of the FHT and CFFT transforms are (k; N i =2+k; N i =2?k; N i ?k) and (k; N i =2+k; N i +k; 3N i =2+k), respectively. The equation which de nes the four element butter y for the CFFT transform is obtained in a similar way to equation (10), it is the simple union of two 2-point butter ies. Figure 4 .a shows the data ow for the evaluation of the four point butter ies of the CFFT. Each butter y of the i-th stage requires elements from two di erent butter ies of the previous stage, (i ? 1)-th, with a ow of data which coincides with the perfect unshu e permutation. In the case of the FHT transform, there are two di erent ows of data in the process of forming the four point butter ies, depending on whether we are evaluating equation (10) or (11) . When ki = 0 (equation (11)) the ow of data coincides with the one of the perfect unshu e permutation and we would be in the case of the CFFT transform. However, when ki 6 = 0 the data ow is that of gure 4.b, which we can transform into a perfect unshu e if we exchange the elements (N i?1 =2+k) and (N i?1 ?k) of each butter y before sending them to the routing circuit of the PE column. From this we deduce that we should include a bus exchange switch between the PS and RS section. Figure 5 .a shows the design of the PE for the radix 2 FHT, based on theorem 1. We have only introduced switch SW, which we have to program according to the angle ow of the transform, as illustrated in gure 5.b. Figure 6 shows the PS section (B t (i) ) corresponding to the DIT FHT transform. The control signal s 1 is included in order to take into account the singularity associated with ki = 0 (s 1 = 0) and established in equation (11) (s 1 = 0 addition, s 1 = 1 subtraction).
As the CFFT and FHT transforms include di erent elements in their four point butter ies, it seems logical to think that the FHT requires a di erent ordering of the input sequence in the rst stage. If we consider the cycle; PE; bus] interpretation of the index of each element of the sequence to be transformed and analyze equations (10) and (11) we can deduce that the initial data input to the PEs must coincide with the perfect shu e permutation ( (i) , i = log 2 r) of each element's index (see appendix). (1) which generates the index 01], 00], 01]]. It can also be observed that the rst two stages of the FHT implement the successive doubling algorithm without modi cation, as the angle is zero and the butter ies are evaluated according to equation (11) (the switch SW does not exchange buses). The rest of the stages are evaluated according to equation (10) .
V REAL VALUED FAST FOURIER TRANS-FORM: RFFT
In the de nition of the discrete Fourier transform (equation (1)) we have supposed that both x(m) and F(k) are complex sequences. However, if x(m) is real, half of the inputs of the algorithm (the whole imaginary part) are zero and, therefore, we will obtain an algorithm of the CFFT type which is more e cient if we take into account this when we construct it. We can achieve a slight reduction of the complexity and of the memory needs by the elimination of those parts of the CFFT algorithm which imply the use of the imaginary part of the input. Anyway, the most e cient method for eliminating the redundant operations consists in using in each stage of the CFFT algorithm the symmetries inherent to the real nature of the data, as was proposed by Bergland 10] The real part of the Fourier transform has even symmetry, and the imaginary part has odd symmetry. This way, the coe cients of the Fourier transform verify that F(0) and F(N=2) are real F(k) = F (N ? k); 1 k < N=2 (13) This symmetries permit the reduction of the memory requirements and the number of computations by a factor of two, as it will not be necessary to compute or store in memory the coe cients F(k), N=2 + 1 k < N, or the imaginary parts of F(0) and F(N=2 
In this transform, the elements F i (N i =4) and F i (3N i =4) will not be evaluated in the rst stage, as equations (14) and (15) are evaluated module N i .
Equations (14) and (15) are very similar to equations (10) and (11), which de ne the FHT transform, it happens that both transforms evaluate the same elements in each butter y (k, N i =2+k, N i =2?k and N i ?k). This will imply that the two transforms will have the same data ow (see gure 4 and the example of gure 7), although they have di erent PS sections. Consequently, the most adequate constant geometry architecture for the radix 2 FHT transform will be the one of gure 3 (theorem 1, previous section, plus the data ow modi cation of gure 4). Figure 8 shows the PS section (B t (i) ) of the PE using a CORDIC rotator, where we have included three control signals (s 0 , s 1 , s 2 ). s 1 controls the adder/subtractor (s 1 = 0 addition, s 1 = 1 subtraction), according to table I. s 2 controls the execution of equations (11) Analyzing gures 1, 6 and 8 we see that the PS section of the RFFT is an extension of the PS sections of the CFFT and FHT transforms, encompassing these as particular cases. Table I these gures the great similarity of the three PS sections due to the similarity of the trigonometric kernels which de ne the Complex and Real valued Fourier and Hartley transforms can be deduced. Apart from singularities associated with equations (11) and (15) there is an important di erential fact between these PS sections. The RFFT and FHT transforms have a parallelism which is double that of the CFFT transform. They process two real four point butter ies instead of one butter y with two complex data items each cycle, with the same I/O bandwidth. Consequently, with the same number of PEs, the RFFT and FHT transforms are twice as fast as the CFFT. Furthermore, if we compare the ow of data of gures 7 (FHT and RFFT) and 2 (CFFT), considering PE pairs in the latter, we see that they are di erent for each transform and are shifted one stage. The second stage of the RFFT and FHT coincides with the rst stage of the CFFT, for example. One additional advantage presented by the RFFT and FHT transforms with respect to the CFFT is that the evaluation of a four point butter y only requires a single angle instead of the two needed for the four point butter y of the CFFT transform.
Finally, we can conclude that in those applications 5,70] which only require operations with real data it will be more e cient to use the RFFT and FHT transforms. Being the FHT the most e cient of these two transforms as its inverse is identical. We have recently proposed a constant geometry architecture which evaluates the radix 2 ACP RFFT transform of a real sequence from the output generated by the Hartley transform 70]. This indirect method requires log 2 N + 1 stages.
VI TWO DIMENSIONAL FAST COSINE TRANSFORM: 2-D FCT
The discrete cosine transform (DCT) was initially introduced by Ahmed et al. in 1974 4] . Currently, the DCT is widely used in the eld of digital signal processing, image processing in general 55], and in data compression, ltering and \feature extraction" in particular. In fact, it has recently been adopted as the standard for the compression of images 64]. The DCT of a sequence of real data x(m), 0 m < N, is given by the following expression
where e(0) = 1= p 2 and e(k) = 1, 0 < k < N.
There are two classes of fast algorithms (FCT) for computing the DCT 19, 55] . Algorithms based on the direct factorization of the coe cient matrix 6,31,36,61,67] (direct method). The most regular algorithm for computing the radix 2 DCT in a direct manner consists of four phases 6]: a) Reorder the input sequence 4]; b) compute n stages (N = 2 n ) using the DCP successive doubling method; c) bit reversal permutation of the output generated in phase b); d) perform n?1 stages of additions and subtractions. Another method for calculating the DCT consists in performing a rotation of the output generated by the fast Fourier 4,18,29,49] or Hartley 45] transforms (indirect method). In this second class, the FCT is computed in n + 1 stages. The rst n stages are those of the successive doubling algorithm. Also in this second class it is necessary to reorder the input sequence 4].
As the rest of the transforms, the de nition of a constant geometry architecture requires that the data ow of the algorithm associated with the FCT transform be regular and that it support data partitioning in order to exploit spatial parallelism. Currently, there is no FCT algorithm based on the direct method, which supports partitioning in an e cient manner (without microprogrammed control). Consequently, we will use a FCT based on the indirect method in order to de ne the constant geometry architecture. Speci cally, we will use the FCT algorithm based on the fast Hartley transform (FHT), introduced by Malvar 45] and which we will now summarize.
The rst step of the algorithm proposed by Malvar 45] The most important disadvantages of the algorithms based on the indirect method are the following: slightly higher number of multiplications than in the direct algorithms; two trigonometric coe cient tables (sines and cosines); the processing section requires a larger number of arithmetic units. These disadvantages are compensated if the hardware is extensively used and we can exploit the spatial parallelism of the FCT transform. We will also bene t from the general simplication introduced by the constant geometry.
In the eld of digital signal processing, the two dimensional fast cosine transform (2-D FCT) has more relevance than the 1-D FCT. It is the standard transform for compressing images 64]. Due to the separability property of the kernel of the 2-D DCT, we can calculate it by means of a row column algorithm or directly 27,43]. We will use the row column decomposition, applying the algorithm proposed by Malvar 45] Lemma 1 A fast two dimensional transform which admits the row column decomposition technique and whose one dimensional transform is computable by means of the successive doubling method can be mapped onto a single one dimensional transform.
Proof Let x(i; j), 0 i < N 2 , 0 j < N 1 (N 1 = 2 a , N 2 = 2 b ) be the two dimensional sequence we want to transform. We map this two dimensional sequence onto a new one dimensional sequence y(k) = x(k=N 1 ; kmodN 1 ), 0 k < N 1 N 2 . This way the rst and second index of the two dimensional sequence are mapped onto the log 2 N 2 most signi cant bits and the log 2 N 1 least signi cant bits of the one dimensional sequence, respectively. If we apply to the one dimensional sequence the ACP successive doubling method, the rst log r N 1 stages of the algorithm will take place over elements of the rows, whereas the last log r N 2 stages will take place over the elements of the columns, completing this way the row column algorithm on the two dimensional sequence. We must only take into account the modi cation of the trigonometric coe cients in order to adapt them to the two dimensional transform. 2 Theorem 2 A fast two dimensional transform, based on the ACP successive doubling method, which admits the row column decomposition technique can be computed directly on a constant geometry architecture de ned by the perfect unshu e permutation and designed for the calculation of the corresponding one dimensional transform.
The proof is immediate from lemma 1. Also, this theorem can be generalized for transforms with any number of dimensions. The only fast transform, out of those considered in this article, which does not have the separability property is the FHT. However, it is not necessary to calculate this transform for obtaining the 2-D FCT. In fact, in most applications, the Hartley transform can be substituted by the T transform 51].
The T transform, which coincides with the Hartley transform in the one dimensional case, has the separability property and admits the row column decomposition in the multidimensional case. If x(i; j), 0 i < N 2 , 0 j < N 1 (N 1 = 2 a , N 2 = 2 b ) is a matrix with real data, the two dimensional T transform is de ned as T(k 2 ; k 1 ) = (19) where 0 k 2 < N 2 , 0 k 1 < N 1 , and cas( ) = cos( ) + sin( ). The two dimensional fast T transform (2-D FTT) is obtained by applying lemma 1 to the data matrix. Due to the fact that the one dimensional FHT and FTT transforms coincide, the constant geometry architecture of gures 3 and 5 is the appropriate one for the evaluation of the FTT.
The rotation operation (equation (18) Analyzing the data ow in the algorithm for the 2-D FTT transform, it is observed that the rst two alternatives do not admit design with constant geometry. Therefore, it is advantageous to use the last of the alternatives. That is, compute all the 1-D FTT transforms on the rows, perform their corresponding rotations and then perform the same operation on the columns. This way, we achieve that the data necessary for performing each one of the rotations be located in the same PE. In order to do this it is necessary to compute in the same cycle the rst two stages of the 1-D FTT transform (stages which only need additions and subtractions). Figure 9 illustrates the data ow in a 2-D DCT transform of a matrix with 8 8 data items for a constant geometry architecture with 8 PEs.
Where the input data ( rst stage) have been previously ordered, equation (26), and shu ed by means of the bit reversal permutation. Equation (18), which de nes the rotation operation, will introduce some modications in the design of the PS section of gure 6. First, we will see that equation (18) can be evaluated with a circular CORDIC rotator. If we apply the symmetry and decomposition properties of the function cas( ) equation (18) (20) We can easily verify that the design of gure 8 can be included in a single PS section for the FCT transform. Also, a design similar to the one of gure 10 is possible for the RFFT transform. Consequently, we can design a generalized PS section for the four transforms with a trigonometric kernel considered in this work (CFFT, RFFT, FHT and FCT). The FTT transform will also be evaluated in the same PS section. Figure 19 shows the generalized PS section, and in table I we summarize the coding of the di erent control signals of gure 10 (s 0 , ..., s 6 FCT transform will be computed in 2 log 2 N recirculation stages. Table II shows the coding to the control signals appearing in gure 10.
VII FAST HAAR TRANSFORM: FHrT
The Haar functions constitute a complete set of orthonormal and rectangular bases 57]. The ordering within each subset is called order or member number (0 s < 2 p ) of each function. The number of members of the p-th degree is 2 p plus the number of members of the (p?1)-th degree (0 p < log 2 N). Each function member of a degree is simply a shifted version of the rest of the functions of that degree. As a consequence of the rectangular nature of these functions, there are discontinuities.
The value of the function in the points of discontinuity is de ned as the mean value of the two limits of the function in that point. Like the Walsh-Hadamard transform, the discrete Haar transform (DHrT) does not need multiplications because it uses rectangular bases.
The special con guration of the Haar functions minimizes the number of additions of the transform maintaining the globality and locality properties presented by the transforms based on sine and cosine functions. The interest of the DHrT transform is that it can replace in many cases the transforms de ned by means of sines and/or cosines. In general, the Haar transform introduces a larger mean quadratic error than the rest of the transforms. However, in those digital signal processing and pattern recognition applications which do not require high precision, the Haar transform permits an e ective processing of the information in real time 42, 44] . architectures (tree, linear array and sequential queue) for the radix 2 FHrT algorithm, without solving the partitioning problem. A pipeline with three stages was built by Michell et al 48] , using CMOS technology. However, we can establish a constant geometry architecture for the FHrT transform if we solve the singularity of the data ow of gure 11. In order to do this we introduce the reduction operator i (k) , which eliminates the k most signi cant bits of the i-th coordinate (i = x; y; z) of the three dimensional representation of the data x; y; z]. x;z (v) (28) Where ? y;z (v) and x;z (v) are the perfect unshu e and decimation operators (see appendix), respectively. The operators are applied from left to right. Its proof is immediate, similar to lemma 2.
If we consider the interpretation cycle; PE; bus] and we apply operator i (v) (i = x; y; z) to the output data of each stage of the successive doubling algorithm we obtain the following result Theorem 3 The constant geometry of the modi ed successive doubling algorithm required by the radix r ACP FHrT transform is obtained by means of the application of the following operator string B (v) bus (v) cycle;bus (v) ? PE;bus (v) (29) where B (v) is the operator which computes a butter y with r points. The operators are applied from left to right.
Proof If we apply the operator i (v) (i = x; y; z) n times, in the rst u stages we will reduce the number of cycles ( eld x of the representation of the data) by a factor r when going from one stage to the next. As a consequence of these rst u reductions, we have eliminated the x dimension of the three dimensional representation x; y; z]. In the next w stages, this reduction a ects the number of processors which participate in the calculations ( eld y). The last r coe cients of the transform are computed in a single processor (u = 0, w = 0). Consequently, the modi ed successive doubling algorithm associated with the constant geometry FHrT transform can be expressed by means of the following operator string
where B (v) ? (v) implements a stage of the constant geometry successive doubling algorithm and the operators x (v) , y (v) and z (v) eliminate the data generated by the subtractions of the butter ies following the requirements of the FHrT transform. Applying to (30) the lemmas A2 and A1 (see appendix), the two lemmas 2 and 3, and taking into account which ? (v) The routing section of the PEs will be in charge of implementing the operators decimation cycle;bus (v) and reduction i (i = x; y; z), which appear in the operator string (29) . Speci cally, the decimation permutation cycle;bus (v) can be implemented using a FIFO of length W ? 1 cells with outputs in the cells W ? r, ..., W ? 1.
The reduction function bus (v) will be implemented by extracting r=2 data items Figure 12 : Estructure of the PE for the radix 2 FHrT transform.
from the PS section and including the possibility of successive reductions of the length of the FIFO queue. Finally, the perfect unshu e permutation ? PE;bus (v) in (29) will determine the interconnection network for the PE column. Figure 12 shows the design for the PE of the FHrT radix 2 transform. Where W = N=r Q, being Q the number of PEs of the column (N = r n , Q = r q , q < n). Two FIFO queues have also been included in this case in order to overlap the operations between two consecutive stages without losing cycles. In each stage, a queue acts as an output bu er, writing the data generated in the current stage, whereas the other acts as an input bu er, reading the data generated in the previous stage, and this function will be exchanged in the next stage. Observe that the lower FIFO queue has half the length of the higher one, due to the fact that the data is halved in each stage. The reduction operation is carried out by means of the output bus of the subtractor and multiplexors MUX0, which select the length of the FIFO queue. Consequently, the PE has two input buses and three output buses. MUX1 and MUX2 determine which FIFO queue we are decimating. Finally, the total number of memory cells will be 3N=4.
Finally, gure 13 shows the data ow for the calculation of the FHrT radix 2 transform of a sequence with 32 points. The indexes which do not appear after the second stage, are the results of the subtraction operation, which do not need to recirculate. This reduction operation a ects the number of cycles of each stage (4,2 and 1) and, after this, the number of PEs which participate in the calculations is reduced (8,4,2 and 1).
VIII FINAL REMARKS
Orthogonal transforms are algorithms speci c to the eld of digital signal processing. Therefore, the design of application speci c architectures for them has many of the general features of the eld. According to Ahmed 1] of multiprocessors; and introduce complex arithmetic operations. Due to the microprogrammed character of the DSPs it is necessary to have sophisticated mechanisms (address arithmetic units) and addressing modes which will permit parallel access to the memory banks. The current DSP generation 37] does not allow the exible design of multiprocessors which would permit the exploitation of the spatial parallelism of the algorithms. Apart from the oating point arithmetic, which improves the precision of the results, it is convenient to have a hardware evaluation of trigonometric functions. In this work (two parts) we have presented an application speci c architecture for six of the more signi cant fast orthogonal transforms. To the best of our knowledge, this is the rst successful attempt in the design of a constant geometry architecture for fast transforms based on the successive doubling method. An architecture which presents important di erences with respect to the solutions based on DSPs and which e ciently solves the problems mentioned before 1]. First, we have used a new organization for the processor's memory. Speci cally, we have substituted the parallel memory banks by FIFO queues. The FIFO queues make the hardware associated with the addressing modes and the address arithmetic units unnecessary. Data addressing is inherent to its progression through the FIFO queues. The elimination of the address generation hardware implies a drastic simpli cation of the control of the processor. In fact, the design of the routing section permits the use of hardwired control instead of microprogrammed control which was characteristic of DSPs. By doing this, not only do we save integration area, but we also increase the speed of the processor.
The successive doubling algorithm presents a high spatial parallelism in the calculation stages and an inherent sequentiality between them. Consequently, the appropriate architecture is a rectangular array made up of a pipeline of PE columns. The systolic architecture we propose in this work (two parts) e ciently solves the second objective mentioned by Ahmed 1] , as we can exploit the spatial parallelism of the successive doubling algorithm by means of a PE column. The result is a constant geometry systolic architecture. The geometry is determined by the perfect unshu e (or perfect shu e) permutation of the data generated in each stage of the ACP (or DCP) algorithm. The distribution scheme for the data (according to the shu ing procedure) and processing (constant geometry algorithm) minimizes the number of communications and optimizes the e ciency. In fact, each stage is computed in N=(t r Q) cycles, where t is the number of radix r butter ies (r = 2 i , i = 1; 2; : : :) evaluated in parallel by each of the Q PEs (N = r n , Q = r q , Q N=t r). The architecture proposed can be integrated in VLSI or WSI technology, as the data partitioning problem is solved in a simple and e ective way (interpretation cycle; PE; bus] of the three dimensional representation of the index space of the data x; y; z]).
The last objective proposed by Ahmed 1] is to incorporate to the design the necessary hardware for the evaluation of complex arithmetic operations, such as trigonometric functions. Out of the six transforms considered in this work, four have trigonometric kernels (CFFT,RFFT,FHT and FCT). All four can be formulated in terms of circular CORDIC rotators. In fact, in gure 10 we show the generalized architecture of the PS section for them. For the design to be e cient it is a basic requirement that the circular CORDIC rotators be pipelined. A CORDIC rotator has a better throughput per unit area than VLSI multipliers. Also, we can use the oating point format with a minimum hardware cost. We only need to locate a oating point-xed point converter at the input of the circular CORDIC rotator and a xed point-oating point converter at its output. Because of the limited space of this work we suggest the reader reference 14] for a detailed study of the design of orthogonal transforms based on pipelined circular CORDIC rotators.
APPENDIX
In this appendix we present a summary of some of the operators and their decompositions introduced in Part I 71]. We will use the two dimensional ( x; z]) and three dimensional ( x; y; z]) representation of the binary index associated with each data item indistinctly. 
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