The Markovian arrival process generalizes the Poisson process by allowing for dependent and nonexponential interarrival times. We study the autocorrelation function of the twostate Markovian arrival process. Our findings show that the correlation structure of such a process has a very specific pattern, namely, it always converges geometrically to zero. Moreover, the signs of the autocorrelation coefficients are either constant or alternating.
Introduction
The Markovian arrival process (MAP) was introduced by Neuts [5] as a wide class of versatile point processes that generalize the Poisson arrival process by allowing for dependent and nonexponential interarrival times. The MAP, which includes as special cases the wellknown phase-type renewal and Markov-modulated Poisson processes, has been considered as a model in various contexts where dependent data are observed. In particular, it is well known that teletraffic arrivals are not well modeled by a Poisson process and various works have used the MAP as an alternative in this context. For examples, see [2] and [7] . Also, in reliability theory, where correlated traces are usually found in practice, the MAP has been suggested for modeling the interfailure time or the arrivals of shocks that cause the failure of a system; see, for instance, [4] . From a queueing theory perspective, where the usual assumption of independent interarrival times may be restrictive, the MAP has been proven to be a useful process. Its capability to model dependent observations makes the MAP an appealing model for governing the arrival process of a queueing system and, as a consequence, numerous works dealing with theoretical properties of the MAP/G/1 queueing system can be found in the literature [3] , [6] . The autocorrelation function of a sequence of interarrival times of a MAP has been known in closed form since 1979; see [1] and [5] . However, it is of interest to study which types of dependence structures may be well modeled with a MAP, and to the best of the authors' knowledge, no analysis concerning the behavior of the autocorrelation function has been undertaken before. Since the MAPs are over-parametrized processes, usually two states, at most three, are enough to capture the data behavior, and indeed in most applications, the two-state case has been considered; see, for example, [7] , [9] , or [10] . In this note we study the 296 P. RAMÍREZ-COBO AND E. CARRIZOSA two-state MAP, referred to hereafter as the MAP 2 . We prove that the autocorrelation function of the MAP 2 has a particular form, namely, it decreases geometrically to zero as a function of the time lags. This shows in particular that the MAP 2 may not be adequate to model seasonal data.
The MAP 2
A number of works have described the MAP in detail; see, for example, [1] and [3] . With regards to the MAP 2 , we refer the reader to the descriptions given in [7] and [8] . A stationary MAP 2 is represented by {λ, P 0 , P 1 }, where λ = (λ 1 , λ 2 ) denotes the exponential rates, and
represent the transition probabilities, where x = p 120 , y = p 111 , z = p 210 , and w = p 212 . The stationary MAP 2 behaves as follows: the initial state i 0 ∈ {1, 2} is generated according to the stationary probability vector π = (π, 1 − π) and at the end of an exponentially distributed sojourn time in state i, with mean 1/λ i , two possible state transitions can occur. Firstly, with probability 0 ≤ p ij 1 ≤ 1, a single arrival occurs and the MAP 2 enters a state j ∈ {1, 2}, which may be the same (j = i) as or different (j = i) to the previous state. Secondly, with probability 0 ≤ p ij 0 ≤ 1, no arrival occurs and the MAP 2 enters a different (j = i) state. Without loss of generality, we assume that λ 1 ≥ λ 2 > 0. The MAP 2 can also be characterized in terms of the rate matrices,
The matrix D 0 is assumed to be stable, which implies that it is nonsingular and the sojourn times are finite with probability 1 (which in turn implies that the arrival process does not terminate). The definitions of D 0 and D 1 implies that D = D 0 + D 1 is the infinitesimal generator of the underlying Markov process, with stationary probability vector π , computed as π D = 0. Some properties of the MAP 2 (and of general m-state MAPs), found for example in [1] , are as follows. Firstly, it is known that the MAP can be regarded as a Markov renewal process. If X n denotes the state of the MAP at the time of the nth arrival, and T n the time between the (n − 1)th and nth arrival, then {X n−1 , T n } ∞ n=1 is a Markov renewal process, and, in particular, {X n } ∞ n=1 is a Markov chain whose transition matrix is easily derived as
Let T denote the time between two successive arrivals in the stationary version of a MAP. Then, the cumulative distribution function of T is
where e is a unit column vector of the same order as the MAP. Alternatively, since (D 0 +D 1 )e = 0, (2.2) can be rewritten as
and, therefore, T follows a phase-type (PH) distribution with representation (φ, D 0 ), where φ = (π D 1 e) −1 π D 1 is the stationary probability distribution satisfying φP = φ (see [8] ).
The mean and variance of T are given by
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Finally, the autocorrelation function of the interarrival times {T n } ∞ n=1 in the stationary version of the MAP 2 , the function we focus on in this work, is given by 6) where k represents the time lag.
Main result
It can be seen from (2.1) that any MAP 2 in its stationary version is characterized by six parameters: the exponential rates λ = (λ 1 , λ 2 ) and the transition probabilities (or, alternatively, transition rates) {x, y, z, w}. However, to study the autocorrelation function (2.6), for ease of notation, there is no loss of generality in assuming the alternative parametrization in terms of five parameters:
Note that representation (3.1) is derived from the definitions of D 0 and D 1 by dividing each component by λ 1 , so that u = λ 2 /λ 1 . It is immediate thatπ = π ,μ = λ 1 µ, andσ 2 = λ 2 1 σ 2 ; therefore, it follows easily that the autocorrelation function ρ(k), (2.6), derived from the original representation is the same as that derived from representation (3.1),ρ(k).
It is tedious but straightforward to prove that, since λ 1 ≥ λ 2 > 0, D 0 is stable, both the mean µ and variance σ 2 are strictly positive and finite, and, finally, the steady-state probability π exists; then we obtain the following constraints on the parameters:
In what follows we assume that (3.2) is satisfied. Next, we present the major contribution of this work. 
Proof. We begin by pointing out that the variance σ 2 given in (2.5) can be written as
where
In terms of the model parameters {x, y, z, w, u}, τ is found to be given by 
By (3.4) and since µ > 0 is assumed, the autocorrelation function ρ(k) as in (2.6) becomes
for k > 0. Consider the numerator in (3.6). It can be easily seen that
and, hence, taking into account (3.5), it is easy to check that (3.6) becomes
where κ is given by
In order to show that {a k } k>0 = {|ρ(k)|} k>0 is a nonincreasing sequence, it is sufficient to prove that |xw − w − yz + y| ≤ 1 − zx. Since 0 ≤ x, y, z, w ≤ 1, x + y ≤ 1, and z + w ≤ 1, we have
and
Combining (3.9) and (3.10), we have |xw − w − yz + y| ≤ 1 − zx, as asserted. Moreover, we are in position to show that, when |ρ(1)| > 0, the inequality above is strict, i.e. |q| < 1. Indeed, if |q| = 1, all the inequalities in either (3.9) or (3.10) are equalities. In the former case, it would follow that xw = x(1 − z), w = 0, yz = 0, and x + y = 1. After simulating one million realizations from MAP 2 s, we have empirical evidence that patterns 1 and 4 are more common in practice (around 65% of the time) than patterns 2 and 3.
In addition, in all cases it was observed that when either pattern 2 or pattern 3 occurs, then |ρ(1)| < 0.1, thus leading to close to zero correlation values.
An example
We exemplify our approach using a real data set. A sequence of 972 monthly rainfall data, corresponding to 81 consecutive years and obtained from the Spanish National Climate Center (see http://www.aemet.es), has been analyzed. Specifically, the Bayesian algorithm in [7] to fit a MAP 2 to a given data set was used. The method provides an estimation of the marginal PH distribution (2.3) and also of the autocorrelation function (2.6), as a measure of the joint behavior of the data. The monthly rainfall sample mean was µ = 37.9059 and the sample variance σ 2 = 2234.9; the estimated values through a MAP 2 were 38.2678 and 2481, respectively. In Figure 1 we present the estimated (dotted line) and the empirical (solid line) cumulative distribution functions (CDFs) of the data. From this, it can be concluded that the estimated PH distribution fits the empirical CDF of the data properly. In Table 1 we give the empirical and predictive autocorrelation functions. It can be seen from the second column that the correlation structure of the data does not match that of a theoretical MAP 2 , described by Theorem 3.1. Therefore, the MAP 2 fails in fitting the values of the data autocorrelation function, as the third column of Table 1 Although the MAP 2 is a potential model capable of fitting dependent observations, this example highlights that not all dependence patterns will be properly modeled by a MAP 2 . In particular, those data which do not satisfy (3.3) (presenting a seasonal or cyclical behavior for example) will not be well fitted with a MAP 2 . Experience has shown that it is worthwhile examining the data for evidence of a structure similar to that provided by Theorem 3.1, before considering the modeling by a MAP 2 .
It is natural to wonder if richer correlation patterns are obtained with higher-order MAPs, and, indeed, they are. For example, consider the MAP 3 defined by However, because of the increasing number of parameters (six defining the MAP 2 and 14 defining the MAP 3 ), it becomes a tedious and difficult task. It would be desirable to study whether it is possible to adopt a matrix approach so that the extension of the presented results to higher-order MAPs is more straightforward. Unfortunately, this does not seem to be an easy question and, to the best of the authors' knowledge, is still unanswered. Work on these problems is underway.
