Within the framework of exact diagonalization (ED), we compute the ground state of Anderson impurity problem using the variational approach based on the configuration interaction (CI) expansion. We demonstrate that an accurate ground state can be obtained by iteratively diagonalizing a matrix with the dimension that is less than 10% of the full Hamiltonian. The efficiency of the CI expansion for different problems is analyzed. By way of example, we apply this method to the singlesite dynamical mean field theory using ED as the impurity solver. Specifically, to demonstrate the usefulness of this approach, we solve the attractive Hubbard model in the grand-canonical ensemble, where the s-wave superconducting solution is explicitly obtained.
of interacting impurity orbitals is coupled to a large number of noninteracting bath orbitals. We will demonstrate in Section III that the impurity problem is simpler in the sense that it requires a much smaller number of determinantal states to capture the ground state than what is needed in the lattice model. An accurate numerical solver for correlated impurity models is crucial for DMFT calculations, and several exact and numerically tractable approaches have been developed. The frequently used solvers include the continuous-time quantum Monte Carlo [18] , renormalization [9, 20] , and exact diagonalization (ED) [21, 22] .
Recently, Zgid et al. have applied the truncated configuration interaction (CI) expansion, a technique developed in quantum chemistry [23, 24] , to the Anderson impurity model [25] and DMFT [26, 27] . The CI solver can be viewed as an approximation to the full ED, as it finds the ground state in the truncated Hilbert space (HS) based on energy considerations. Zgid et al. demonstrate that only a small number of determinantal states is needed to obtain the accurate ground state of the Anderson impurity model. This finding makes the CI solver a strong candidate for studying more complicated problems such as multi-orbital models, cluster DMFT [27] , or even the non-equilibrium problem [28] . Very recently, the CI method has been applied to the density matrix renormalization group method [29] .
The CI algorithm and its application to DMFT have been discussed in detail in Ref. [26, 27] . In this paper, we further analyze the efficiency of the CI method based on the variational principle. In particular, we formulate an efficient and general procedure, based on the successive orbital transformation, to accurately express the ground state in a small number of determinantal states, from which the Green's function can be calculated with minimum computational resources. The same procedure determines whether the CI truncation is valid or not.
The rest of the paper is organized as follows. In Section II we briefly introduce the CI method, and describe several CI truncation schemes. We define the correlation entropy to quantify the degree of correlation. In Section III we solve an impurity model and an 8-site Hubbard model to demonstrate under which circumstances the CI solver can be efficient. A general strategy to compute the ground state and Green's function is formulated. In Section IV we solve the DMFT equation for the Hubbard model with attraction in the grand-canonical ensemble to describe the superconducting state. In the appendices we provide some key steps of successive orbital transformation, and details of solving the impurity problem in the grand-canonical ensemble.
II. CONFIGURATION INTERACTION EXPANSION

A. Overview and basis classification
Using the ED to compute the ground state of a given Hamiltonian requires two basic ingredients: first, all basis vectors of the HS (or its invariant subspace) have to be labeled, and second, the matrix elements between any two basis vectors have to be computed. Once these are available, the ground state can be computed by directly diagonalizing the Hamiltonian matrix, or by a power method such as Lanczos [2] or Davidson algorithms [30] . The CI solver [23, 24, 27] is a non-perturbative approximation to solve a many-body problem based on the ED formalism. In essence, it is a truncation of HS based on the energy considerations.
The many-body fermionic HS is constructed from the antisymmetrized single-particle orbitals (determinantal states), which are concisely expressed in the second quantization notation (Fock states). For n e fermions occu- (c) Some allowed and truncated states in CAS(2,4)CIS or equivalently RAS(2,-1;2,1). The inactive orbitals can have at most one hole, while secondary orbitals can at most have one particle, therefore the last two states are not included.
pying n o spin-orbitals, the HS dimension D H is C 
In principle, the ground state is
To avoid the confusion in terminology, throughout this paper the "vectors" or "states" are reserved for the many-body wave functions; while "orbitals" are reserved for the single-particle wave functions (specified by {d † i }) that are used to build the many-body states.
By choosing one determinantal state as a reference, all basis states can be classified by the number of particle-hole (p-h) pairs with respect to the reference state [31] . In our example shown in Fig. 1 (a [23, 24] . The non-reference states (states with non-zero p-h pairs) are sometimes referred to as "excitation levels" in the Hartree-Fock sense, but they are not actually the excitations of the Hamiltonian and we avoid using this term here.
The efficiency of the CI truncation depends crucially on the choice of the single-particle orbitals. As a trivial example to illustrate its importance, we note that the many-body ground state of a non-interacting Hamiltonian can be described by a single determinantal state -if choosing the orbitals diagonalizing the single-particle Hamiltonian, all non-reference states can be discarded; otherwise more determinantal states are needed.
B. Multi-reference configurations, orbital classification and truncation schemes
When several determinantal states simultaneously have a significant weight in the ground state, the CI expansion from a single reference may become inadequate, and a generalization to multi-reference configurations is needed.
To deal with this situation, the orbitals are classified according to their occupation: they are (1) inactive (always occupied); (2) secondary (always empty); or (3) active (partially filled). Building the CI space based on these three classes of orbitals is referred to as a "complete active space" (CAS) approximation [23] . is equivalent to the "restricted active space" (RAS) approximation [23] . In RAS, the inactive orbitals are mostly occupied but are allowed to have small number of holes; the secondary orbitals are mostly empty but are allowed to have a small number of particles; the active orbitals have no constraints. We use the notation RAS(n I , −k; n S , l) to indicate allowing maximum k holes (we use minus sign to indicate the holes) in n I inactive orbitals, and maximum l particles in n S secondary orbitals. Typically RAS(n I ,-1;n S ,1) = CAS(m, n A )CIS, with n I and n S are respectively the number of inactive and secondary orbitals.
Note that in CAS(m, n A ), we specify the the number of active orbitals whereas in RAS(n I , −k; n S , l) we specify inactive and secondary orbitals, and n I + n S + n A = n o . The single-reference expansion means no active orbitals. In Table I we summarize CI truncation schemes based on electron distributions over different orbital classes. 
In terms of the variational principle, different truncation schemes correspond to different subspaces, and one finds the best single-particle orbitals in the restricted space.
C. Natural orbitals, degree of correlation, and iteration to ground state
If the many-body ground state |GS is known, one can determine the "natural orbital" basis which leads to the most rapid convergence of the CI calculation. Natural orbitals are eigen basis of the one-particle density matrix
with operators {d} specifying the orbitals and i, j = 1, 2, ...n o . The eigenvalues of D give the natural occupancies.
When only one determinantal state is needed (non-interacting Hamiltonian), the natural occupancies are either 1 or 0. Any natural occupancy deviating from 0 or 1 indicates the need of more than one determinantal state to properly describe the ground state.
The degree of correlation can be thus characterized by the minimum number of determinantal states needed to describe the ground state, which is directly related to the natural occupancies. Similar to the entanglement entropy [32, 33] , we can define the "correlation entropy" as
to measure the degree of correlation. Here p i is the occupation of ith natural orbital. This definition ensures that when p i = 0 or 1, the resulting entropy is zero. Therefore the larger the correlation entropy, the more determinantal states are needed, and the more correlated the ground state is.
Since the ground state is not known until the calculation is performed, in practice the natural orbitals are determined in the following way. Starting from an orbital basis {d (0) } (can be arbitrary), the ground state is determined under some CI truncation scheme, from which the single-particle density matrix (D (0) ) and the natural orbitals ({d (1) } which diagonalize D (0) ) are determined. This procedure can be iterated as follows:
where the {d
. Some key steps of solving the problem during this successive orbital transformation is given in Appendix A.
Eq. (4) is useful in computing the ground state based on the following observations. First, we observe that the iteration converges (see Section III B and D), and the converged ground state corresponds to a variational solution (local energy minimum), subject to the given truncation scheme. This result can be understood as follows. The natural orbital basis is the single-particle basis which requires the least number of determinantal states to describe the full |GS , therefore the CI method performs best in this basis. Indeed, we find that during the iterations defined by Eq. (4), more and more natural orbital occupations approach 0 or 1 (justifying the use of the secondary and inactive orbitals), and the ground state energy is lowered (see Table III and V).
The second observation is that when the CI schemes allow all orbitals to mix during iterations, the converged solution is the global minimum subject to the CI scheme. This is an empirical statement and numerical evidence will be provided in the next section. This observation implies that a CAS scheme is not suitable for finding the global minimum because during iterations, secondary, active, and inactive orbitals do not mix [23] . The CIS(D,T) and RAS schemes, however, have no problem finding the global minimum. Therefore, if the ground state falls into the subspace defined by CIS(D,T) or RAS schemes, one can find the full ground state in the restricted subspace [34] .
D. Limitations of the CI truncation
We conclude this section by discussing the limitations of the CI truncation. When none of the natural occupations approach 0 or 1 (within 10 −4 ), the CI method does not have any meaningful advantage, because the exact ground state involves too many determinantal states, no matter which orbital basis one uses. This limit intrinsically originates from the strong correlation of the ground state (or the Hamiltonian), where an expansion based on the determinantal basis is not a good starting point. Examples will be provided in the next section.
III. APPLICATION TO A FINITE-SIZE MODEL
A. Overview
In this section we provide two examples demonstrating the efficiency of the CI method. The efficiency, for our 
B. Anderson impurity model
The Hamiltonian of the Anderson impurity model is
We fix the parameters ε p = ±2, ±4/3, ±2/3, 0 and t p = 1/ √ 8, and vary U with ε d = −U/2 (half-filling). Table II gives the natural occupancies for U = 20, 10, 5, 2, 1. The degenerate occupancies are due to spin symmetry. Due to spin degeneracy, n 2i−1 = n 2i (i = 1, 2, ..., 8).
U n 1 , n 2 n 3 , n 4 n 5 , n 6 n 7 , n 8 n 9 , n 10 n 11 , n 12 n 13 , n 14 n 15 , 
We can point out some general features. First, the ground state energy decreases during iterations, indicating that it converges to at least a local minimum in the subspace. Moreover, the converged ground state energy is very close to the exact one, indicating the solution is the global minimum in the subspace (the statements in Section II.C).
Depending on the required accuracy, all four CI schemes give good ground state energy with the error smaller than 10 −4 . Typically, RAS schemes perform better than a single-reference CI. Once the natural orbital basis is obtained, we can perform the calculation again, using the CAS scheme based on the natural orbital occupation. We found that performing CAS (4, 8) , which contains only 35 determinantal states (C 8 4 plus M z = 0 constraint), after obtaining natural orbitals using any schemes listed in Table III gives the practically exact ground state energy of -13.2465. This means that one in principle only needs to keep 118 states [RAS(6,-1; 6,1) in Table III ] out of 4900 states during the entire iteration to get the ground state of high accuracy, although in practice one needs to check the convergence against other CI schemes keeping more states. Based on the natural occupancy analysis (Table II) , 35 is the minimum number of determinantal basis states needed.
C. Strategy to compute the ground state and Green's functions
The impurity Green's function is defined as
with H defined in Eq. (5) and E GS the ground state energy. To compute G imp , one needs to specify the HS of n e ± 1 particles (see also Appendix A). Expressing the ground state with a small number of determinantal states can accelerate the Green function calculation, since the number of corresponding (n e ± 1)-particle states also reduces. We now formulate a general and efficient strategy to compute the ground state and impurity Green's function.
• Use RAS to obtain the natural orbital basis. To save time, one starts by using severely truncated scheme, then checks the convergence by comparing the ground state energy obtained from the less-truncated CI schemes.
• Once the natural orbital basis is determined, perform a CAS calculation [according to the natural occupancies] to further reduce the dimension of the subspace without losing accuracy. The reason is that the corresponding n e ± 1 Fock spaces are also small, accelerating the Green's function calculation.
• With the ground state in the CAS scheme [35] , compute the Green's function using the Lanczos algorithm [2, 36] .
D. Hubbard model on a ring
We test this strategy by considering a Hubbard model on an 8-site ring described by the following Hamiltonian:
with the periodic boundary condition c 9 ≡ c 1 . We take t = 1 for different values of U at half filling (µ = U/2). In Table IV we list the natural occupancies for U = 20, 10, 4, 2 from the full ED calculation. Note that the inversion symmetry is responsible for the degeneracy in addition to spin. Due to spin degeneracy, n 2i−1 = n 2i (i = 1, 2, ..., 8).
U n 1 , n 2 n 3 , n 4 n 5 , n 6 n 7 , n 8 n 9 , n 10 n 11 , n 12 n 13 , n 14 n 15 , Table   V . One notices that the iteration still finds the global minimum in the restricted space. These results are for U = 2 and µ = U/2. The number in parenthesis indicates the dimension of the CI space. "-" indicates the same energy as the previous iteration. As was mentioned in the introduction, the DMFT maps a lattice problem onto an impurity one. By comparing two examples in Section III, the lattice model is intrinsically more complicated because its ground state involves many more determinantal states. This provides a quantitative explanation why the impurity model is more numerically tractable than the lattice model. Within DMFT, our two model calculations suggest that the main advantage of CI method over the full ED is the ability to include more bath orbitals.
IV. APPLICATION TO DYNAMICAL MEAN FIELD THEORY
A. Overview
We now apply the CI method introduced in Section II to the DMFT, using ED as the impurity solver. The DMFT involves self-consistently determining the parameters of an impurity problem, and CI method enters as an approximation to the ED solver. The impurity Green's function, which is the most resource-consuming part of DMFT equations (in terms of time and computer memory), is computed using the strategy formulated in Section III C. We choose to solve the Hubbard model with attraction on the infinite-dimension Bathe lattice (bandwidth 4t), under the s-wave superconducting self-consistent condition. This model has been studied in Refs [37] [38] [39] . The main complication arising from the superconducting state is that the total particle number is not conserved anymore, and one has to formulate the problem in the grand-canonical ensemble including particle number fluctuations. The grand-canonical ensemble enlarges the HS dimension and complicates the calculation, which we choose as a platform to test the efficiency of the CI method.
We solve the problem at half and quarter fillings. We are able to consider up to 9 bath sites (totally 10 sites including the impurity) using moderate computational resources (a single-core laptop with 2GB memory). The convergence can be accelerated by using severely truncated CI schemes in the first few DMFT self-consistency iterations, as these iterations improve the bath parameters at a relatively low computational cost. We found that the results for 5 bath sites are essentially identical to those with 7 and 9 bath sites, with the exception of the spectral functions [39] .
For spectral functions, however, the gap (or more precisely the reduction of the density of states) around the Fermi energy is robust for 5, 7, and 9 bath sites. As for the ED solver, we use the fictitious temperature of 0.1t, and
Levenberg-Marquardt algorithm [40] to determine the bath parameters. In the next subsection we will formulate the self-consistent equation and show the results. Details of solving the impurity model in the grand-canonical ensemble are given in the Appendix B.
where ... represents the ground state expectation value. The matrix structure ofĜ(k, τ ) is obtained by using timetranslational symmetry and anti-communication relation. For example, two off-diagonal terms are related (neglecting the spin and momentum subscripts):
For the third line in Eq. (8), we further use the property that for a singlet pairing field,
. Under the single-site DMFT approximation, where self energy has no momentum dependence, the lattice Green's function at Matsubara frequencies iŝ
 computed from the impurity problem. The local Green's function
is required to be the impurity Green's function by the self-consistent condition.
The pairing order parameter is defined as φ = T n F (iω n ). For any negative U , |φ| is non-zero [39] . When |U | is small, the order parameter is exponentially small and cannot be resolved in our calculation. The calculated spectral function at quarter filling, using 5 bath sites for U = −1, −3, −5 is shown in Fig. 2 (a) . We see that at the Fermi energy, there is a reduction in the density of states accompanied by two sharp peaks on both sides. The reduction in the spectral function increases (eventually developing a gap) as |U | becomes larger. This corresponds to the formation of the superconducting gap and its quasi-particle excitations. Using the ED solver, however, we cannot observe the gap of too small amplitudes due to the finite bath discretization. In the inset we show the pairing order parameter as a function of U . Fig. 2 (b) shows the spectral function at half-filling for U = −3 using 5, 7, and 9 bath sites.
We find that the only change upon increasing the number of the bath sites is the spectral function. The quantities at the imaginary frequencies, as well as the order parameter, are well converged (the relative change |∆φ|/|φ| in the order parameters is smaller than 10 −4 ). From Fig. 2 (b) , we see that the spectral functions around the Fermi level, especially the gap structure, do not change as the bath size increases. Finally, we mention (not shown) that the same self-consistent equations can apply to the positive U regime. There the pairing order parameter vanishes, and known results such as the metal-insulator transition are recovered.
V. CONCLUSIONS
In this paper, we analyze the efficiency of the configuration interaction method as an approximation to the full exact diagonalization. Not surprisingly, the CI method performs well if the exact ground state can be described by a small number of determinantal states; but does not hold any meaningful advantage (compared to full ED) when the ground state is composed of many determinantal states. In terms of the variational principle, the validity of the CI truncation depends intrinsically on the overlap between the exact ground state and the CI truncated subspace. The performance can be estimated by examining the natural occupancies computed by a truncated CI scheme (not the full ED). If there are natural orbitals with occupations close to 1 and 0, the CI method is useful, otherwise it is not.
We illustrate this point with two examples, the Anderson impurity model and the Hubbard model. When the CI truncation is valid, we demonstrate that by iteratively searching for the natural orbital basis under the CI schemes that allow all orbitals to mix (such as CISD or RAS, but not CAS), a very accurate ground state can be obtained.
This procedure can be viewed as searching for the ground state in the variational subspace. Once the natural orbitals are determined, a CAS can be performed to express the ground state in the minimum number of determinantal states without losing accuracy. The impurity Green's function can then be efficiently computed from the CAS ground state.
As an illustration, we apply this method to the single-site dynamical mean field theory using ED as the impurity solver. We solve the Hubbard model with attraction in the grand-canonical ensemble (i.e. including the particle number fluctuation) for the s-wave superconducting state. All expected results, such as non-zero pairing and gap opening, are reproduced. Moreover, we are able to check the convergence with respect to the bath size (up to 9 bath sites) using only moderate computational resources (a single-core laptop of 2GB memory).
Our two model calculations, Anderson impurity and ring Hubbard model, suggest that CI method is intrinsically efficient for the impurity model (only a few orbitals are correlated), but not so for the lattice model (all orbitals are correlated). Based on this observation, we think the CI method is most useful, in terms of studying correlated systems, when combining with DMFT. As a DMFT impurity solver, the main advantage of CI method over the full ED is its ability to include more bath orbitals. This is consistent with our superconducting calculation and the cluster calculation done in Ref. [27] . The CI solver, by itself, is also efficient when the impurity problem is far away from the half filling.
