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Abstract. In this work, we consider adaptive mesh refinement for a monolithic phase-field
description for fractures in brittle materials. Our approach is based on an a posteriori
error estimator for the phase-field variational inequality realizing the fracture irreversibil-
ity constraint. The key goal is the development of a reliable and efficient residual-type
error estimator for the phase-field fracture model in each time-step. Based on this er-
ror estimator, error indicators for local mesh adaptivity are extracted. The proposed
estimator is based on a technique known for singularly perturbed equations in combi-
nation with estimators for variational inequalities. These theoretical developments are
used to formulate an adaptive mesh refinement algorithm. For the numerical solution,
the fracture irreversibility is imposed using a Lagrange multiplier. The resulting saddle-
point system has three unknowns: displacements, phase-field, and a Lagrange multiplier
for the crack irreversibility. Several numerical experiments demonstrate our theoretical
findings with the newly developed estimators and the corresponding refinement strategy.
1 Introduction
Fracture propagation and damage mechanics are current topics in theoretical mathematics (calculus
of variations), numerical mathematics, and engineering. A well-established variational approach for
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Griffith’s [13] quasi-static brittle fracture was introduced by Francfort and Marigo [11]. The focus of
the current work is on the development of a posteriori error estimation and local mesh adaptivity for
such a variational (phase-field) fracture formulation.
Important motivations for mesh adaptivity are, first, the challenge of the resolution of the phase-
field regularization parameter  in relation to the spatial discretization parameter h such that h  .
Second, in many applications, the crack tip is of specific interest. Thus having an error estimator
along with localized crack tip mesh refinement would be beneficial. We notice that mesh refinement
for phase-field fracture problems may be problematic since it may occur that the (unknown) fracture
path depends on the locally refined mesh. This yields numerical solutions purely dependent on the
mesh refinement algorithm (see e.g., [5]) and discussions and references provided therein.
The first study on local mesh adaptivity for phase-field fracture was undertaken in [7]. An extension
to anisotropic mesh adaptivity was done in [5]. Goal-oriented error estimation using dual-weighted
residuals was addressed in [39]. Another method (only mesh refinement, but no error estimator)
that purely focuses on fine meshes in the crack region has been developed in [16] for simulations in
two spatial dimensions and the extension for three-dimensional computations was considered in [23].
Using these last developments, a computational convergence analysis using high performance parallel
computing and local mesh adaptivity was carried out in [17]. All these studies show that local mesh
refinement is a key ingredient for phase-field fractures, in particular in view of working with sufficiently
small phase-field regularization parameters. However, due to the complexity of the problem setting
such as nonlinearities and variational inequalities (due to the crack irreversibility constraint), further
studies are necessary.
It has been observed, e.g., in [7], that asserting convergence in the individual residuals in each time
step is sufficient to obtain stationary points of the phase-field problem. These residuals correspond to
linear elasticity with a degenerated coefficient, and a singularly perturbed obstacle problem. Examples
of linear elliptic problems with inequality constraints are obstacle and contact problems [30, 21]. Dif-
ferent types of error estimators for obstacle problems can be found in, e.g., [8, 38, 42]. By measuring
the error in the solutions as well as in the constraining force, the first efficient and reliable residual-type
estimator for obstacle problems has been derived in [31]. This approach has been extended to discon-
tinuous Galerkin methods in [14, 15]. Error estimators for contact problems are given in [18, 37, 22].
In [26, 22] the local structure of the solution and constraining force has been exploited to localize
the estimator contribution related to the constraints. This approach enables a good resolution of the
critical regions between the phases of active and non-active constraints while avoiding over-refinement
in the active set. An extension of this approach to discontinuous Galerkin methods has been used
in [36].
The main contributions of this work are concerned with the development of an adaptive refinement
strategy based on an a posteriori error estimator for the phase-field variational inequality, with par-
ticular emphasis on the robustness of the estimator with respect to the phase-field parameter . This
aspect is a first difference to previous studies, in particular in comparison to [5] and [7] in which the
irreversibility was modeled by enforcing zero values along the fracture and robustness of the estimator
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was not considered. A second difference to previous works is that our adaptive refinement procedure
will be based on consecutive solutions over the whole time interval on relatively coarse meshes, resulting
in refinement indicators for the entire time horizon. These theoretical and algorithmic derivations are
substantiated with appropriate numerical tests including studies with varying the relationship of the
discretization parameter h and the crack width . In one numerical example, we are concerned with
very fast crack growth in order to study whether the proposed estimator can cope with such situations.
The outline of this paper is as follows: In Section 2, we introduce the notation and our model
formulation. Next, in Section 3, the discretization and the a posteriori error estimator for the phase-field
variational inequality are developed. We complement this by providing the details for our numerical
simulation in Section 4. In Section 5, some numerical tests are carried out for showing the performance
of our theoretical developments (more details are provided in the last chapters at the end). We
summarize our observations in Section 6.
2 Modeling
This section covers the basic notation, the function spaces, the required variables and the strong and
weak problem formulation of a phase-field approach. We emanate from a two-dimensional, polygonal
domain Ω ⊂ R2. By means of an elliptic functional developed by Ambrosio-Tortorelli [2, 3] the lower-
dimensional crack C ⊂ Ω is approximated by a phase-field variable ϕ : (Ω× I)→ [0, 1] with ϕ = 0 in
the crack and ϕ = 1 in the unbroken material. A parameter  > 0 determines the width of a transition
zone between the unbroken material and the broken material inside the approximate crack.
Let I be a loading (time) interval [0, T ], where T > 0 is the end time value. A displacement
function u : (Ω× I)→ R2 is defined on the domain Ω. The boundary Γ = ∂Ω is a Dirichlet boundary
for the displacements u. For the phase-field variable, we have Neumann values ∇ϕ · n = 0 on the
whole boundary Γ where n is the unit outward normal to the boundary. The physics of the underlying
problem ask to enforce that the fracture cannot heal, i.e., that ϕ is monotone non-increasing with
respect to t ∈ I. This condition is called irreversibility condition.
2.1 Strong formulation
In order to give the strong formulation of our model problem, we need some further definitions. The
Frobenius scalar product of two matrices of the same dimension is denoted as (A : B) :=
∑
i
∑
j aijbij .
A degradation function g(ϕ) is defined as
g(ϕ) := (1− κ)ϕ2 + κ,
with a small regularization parameter κ > 0. The stress tensor σ(u) is given by
σ(u) := 2µElin(u) + λ tr(Elin(u))I,
with the Lamé parameters µ, λ > 0. Here, Elin(u) is the linearized strain tensor:
Elin(u) :=
1
2
(∇u+∇uT ),
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and I denotes the two-dimensional identity matrix. In Miehe et al. [25] a stress splitting has been
proposed for fracture phase-field models. The linearized strain tensor is decomposed into its tensile
and compressive parts, i.e., Elin := E+lin +E
−
lin with
E+lin := QD
+QT ,
where Q is the matrix of eigenvectors andD the matrix with the eigenvalues on the diagonal. Further,
(·)+ denotes the positive part, i.e., on the diagonal of D+ are either the positive eigenvalues or zeros.
We use the stress splitting of [25] which is given by
σ+(u) :=2µ E+lin(u) + λ max{0, tr(Elin(u))}I,
σ−(u) :=2µ (Elin(u)−E+lin(u)) + λ (tr(Elin(u))−max{0, tr(Elin(u))}I.
The continuous formulation attributed to Miehe et al. [25, 24] is given in the following. Find u :
(Ω× I)→ R2 and ϕ : (Ω× I)→ R such that
−∇ · (g(ϕ)σ+(u)) + σ−(u)) = 0 in (Ω× I),
(1− κ)ϕσ+(u) : Elin(u)− Gc

(1− ϕ) + Gc∆ϕ ≥ 0 in (Ω× I). (1)
Herein, Gc is the critical energy release rate. The crack irreversibility condition is determined by
∂tϕ ≤ 0 in (Ω× I), (2)
which has to be cautiously treated in the numerical solution process.
The system is completed by continuous Dirichlet boundary conditions
u = uD on (Γ× I),
for the displacement function u, a complementarity relation between the phase-field equation in (1)
and the crack irreversibility constraint in (2) as(
(1− κ)ϕσ+(u) : Elin(u)− Gc

(1− ϕ) + Gc∆ϕ
)
· (∂tϕ) = 0,
and an initial condition
ϕ(x, 0) = ϕ0 in (Ω× {0}).
2.2 Time-discrete weak formulation
From now on, we consider a time discrete formulation on a fixed subdivision 0 = t0 < t1 < . . . < tN = T
of the interval I. We define approximations (un, ϕn) ≈ (u(tn), ϕ(tn)) and hence the irreversibility
condition is given by ϕn ≤ ϕn−1 for all n = 1, . . . , N .
For the formulation of the time step problems, we introduce the space H := H1(Ω;R2) and let
unD = uD(t
n) ∈ H ∩ C0(ΓD) be a continuation of the Dirichlet-data. For the displacement, we define
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H0 := {w ∈H1(Ω) | w = 0 a.e. on ΓD}, where w = 0 on ΓD has to be understood in the usual trace
sense. The phase-field space is H = H1(Ω) with the feasible set K(ϕn−1) := {ψ ∈ H | ψ ≤ ϕn−1 ≤ 1}.
In the following, we denote the L2-scalar product by 〈·, ·〉 and the duality pairing of H with its dual
by 〈·, ·〉−1,1. For tensor-valued functions A and B, of the same dimensions, it holds 〈A,B〉 :=
∫
ΩA :
B dx. The L2-norm is denoted by ‖ · ‖ and the H1-norm by ‖ · ‖1.
Now, we can state the problem for calculating the solution (un, ϕn):
Problem 1 (Weak formulation in each time step). For n = 1, . . . , N , and given ϕn−1, find (un, ϕn) ∈
(H0 + {unD})×K(ϕn−1) such that〈
g(ϕn−1)σ+(un),Elin(w)
〉
+
〈
σ−(un),Elin(w)
〉
= 0 ∀w ∈H0,〈
(1− κ)ϕnσ+(un) : Elin(un), ψ − ϕn
〉− Gc

〈1− ϕn, ψ − ϕn〉
+Gc 〈∇ϕn,∇(ψ − ϕn)〉 ≥ 0 ∀ψ ∈ K(ϕn−1).
(3)
Remark 1. In the first term we time-lag the phase-field variable in order to convexify the problem;
see, e.g., [16].
This proposed weak problem formulation is discretized in the following section.
3 Discretization and a posteriori error estimator
In this section, we first discuss the discretization in Section 3.1. Next, in Section 3.2 the residual-type
error estimator for the variational inequality in the phase-field model is derived.
3.1 Discrete formulation
In the discrete setting, at each time step n = 1, . . . , N , we decompose the polygonal domain Ω by a
(family of) meshes Mn consisting of shape regular parallelograms or triangles e, such that all meshes
share a common coarse mesh. To allow for local refinement, in particular of parallelogram elements, we
allow for one hanging node per edge at which degrees of freedom will be eliminated to assert conformity
of the discrete spaces. Further, we assume that the boundary of the domain is resolved by the chosen
meshes.
To each mesh, we associate the mesh size function hn, i.e., hne = diam e for any element e ∈ Mn.
The set of nodes p is given by N and we distinguish between the set NΓ of nodes at the boundary and
the set of interior nodes NI .
Further, for a point p ∈ N, we define a patch ωp as the interior of the union of all elements sharing
the node p. We call the union of all sides in the interior of ωp, not including the boundary of ωp
skeleton and denote it by γIp . For boundary nodes, we denote the intersections between Γ and ∂ωp
by γΓp := Γ ∩ ∂ωp. Further, we will make use of ωs which is the union of all elements sharing a side
s. Later on, we need the definition of the jump term [∇ψh] := ∇|eψh · ne − ∇|˜eψh · ne where e, e˜ are
neighboring elements and ne is the unit outward normal on the common side of the two elements.
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For the discretization, we consider linear finite elements on triangles and bilinear finite elements
on parallelograms. We abbreviate
S1(e) :=
 P1(e), if e is a triangle,Q1(e), if e is a parallelogram.
Thus, discrete solution spaces are given by
Hnh := {vh ∈ C0(Ω;R2) | ∀e ∈Mn, vh|e ∈ S1(e)} ⊂H,
Hnh,0 := {vh ∈Hnh | vh = 0 on Γ} ⊂H0,
Hnh := {vh ∈ C0(Ω) | ∀e ∈Mn, vh|e ∈ S1(e)} ⊂ H.
We define the respective nodal interpolation operators as Inh , and define the discrete feasible set for
the phase-field by
Knh := {ψh ∈ Hnh | ψh(p) ≤ (Inhϕn−1h )(p), ∀p ∈ N}.
The nodal basis functions of the finite element spaces Hnh are denoted by φp.
Analogous to Problem 1, we define the spatially discretized time step problem:
Problem 2 (Discrete formulation in each time step). For n = 1, . . . , N and ϕn−1 given, find (unh, ϕ
n
h) ∈
(Hnh,0 + {InhunD})×Knh such that〈
g(Inhϕ
n−1
h )σ
+(unh),Elin(wh)
〉
+
〈
σ−(unh),Elin(wh)
〉
= 0 ∀wh ∈Hnh,0,〈
(1− κ)ϕnhσ+(unh) : Elin(unh), ψh − ϕnh
〉− Gc

〈1− ϕnh, ψh − ϕnh〉
+Gc 〈∇ϕnh,∇(ψh − ϕnh)〉 ≥ 0 ∀ψh ∈ Knh .
(4)
3.2 Residual-type a posteriori estimator
In this section, we propose a residual-type a posteriori estimator for the variational inequality (4) in
Problem 2. As the structure remains the same for all time steps, we consider exemplary one time step
n. We drop the now superfluous superscript n, e.g., H := Hn, Hh := Hnh and he := hne . With the
bilinear form
ah,(ζ, ψ) :=
〈(
Gc

+ (1− κ) (σ+ (unh) : Elin (unh))) ζ, ψ〉+Gc 〈∇ζ,∇ψ〉 , (5)
we abbreviate the discrete variational inequality in (4) by
ah,(ϕh, ψh − ϕh) ≥
〈
Gc

, ψh − ϕh
〉
∀ψh ∈ Knh . (6)
We define the corresponding discrete constraining force density Λh ∈ H∗h as
〈Λh, ψh〉−1,1 :=
〈
Gc

, ψh
〉
− ah,(ϕh, ψh) ∀ψh ∈ Hh. (7)
We note that the discrete constraining force Λh equals the linear residual Rlinh for the corresponding
unconstrained diffusion-reaction equations.
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Further, with the bilinear form (5) and the admissible set K(Inh (ϕn−1h )) := {ψ ∈ H | ψ ≤ Inh (ϕn−1h )},
we approximate the variational inequality in (3) by introducing an auxiliary variable ϕˆ ∈ K(Inh (ϕn−1h ))
solving
ah,(ϕˆ, ψ − ϕˆ) ≥
〈
Gc

, ψ − ϕˆ
〉
∀ψ ∈ K(Ih(ϕn−1h )). (8)
Remark 2. As the bilinear form ah,(·, ·) depends on the approximation unh of un and the constraints
depend on the approximation Inh (ϕ
n−1
h ) of ϕ
n−1, the solution ϕˆ of (8) is an approximation to the
solution ϕ of (3).
It exists a distribution Λˆ ∈ H∗, called constraining force density, which turns the variational
inequality (8) in an equation〈
Λˆ, ψ
〉
−1,1
:=
〈
Gc

, ψ
〉
− ah,(ϕˆ, ψ) ∀ψ ∈ H.
As the work [31] reveals that sharp a posteriori estimators for variational inequalities can be
derived by involving the error in the constraining forces, we measure the error in the solution of (8)
as well as in the constraining forces. Similar to [35], we measure the error of the solution of (8) in the
energy norm
‖ · ‖ :=
Gc‖∇(·)‖2 +
∥∥∥∥∥
(
Gc

+ (1− κ)σ+ (unh) : Elin (unh)
) 1
2
(·)
∥∥∥∥∥
2

1
2
,
corresponding to the bilinear form ah,(·, ·). The error in the constraining forces is measured in the
corresponding dual norm
‖ · ‖∗, :=
supψ∈H1 〈·, ψ〉
‖ψ‖ .
In order to compare the continuous and discrete constraining forces, we cannot use Λh, as by defini-
tion (7) it is a functional on the space of discrete functions and there is no unique extension to H∗.
Therefore, we need to choose an extension which is a discrete counterpart of Λˆ as functional on H1,
reflecting the properties of the constraining force and depending on the discrete solution and given
data. We call this extension quasi-discrete constraining force and denote it by Λ˜h.
In [31], an extension to a functional on H1 was proposed by means of lumping
∑
p∈NC spφp, where
sp =
〈Λh, φp〉−1,1∫
ωp
φp dx
≥ 0 (9)
are the node values of the lumped discrete constraining force. This approach has been extended and
applied to different obstacle and contact problems in, e.g., [27, 26, 22, 14, 15, 36, 34, 35].
Following the works [26, 35], we distinguish between full-contact nodes p ∈ NfC and semi-contact
nodes p ∈ NsC . Full-contact nodes are those nodes for which the solution is fixed to the obstacle
ϕh = I
n
hϕ
n−1
h on ωp and the sign condition〈
Rlinh , ϕ
〉
−1,1,ωp
≥ 0 ∀ϕ ≥ 0 ∈ H10 (ωp)
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is fulfilled. The latter condition means that the solution is locally not improvable, see the explanation
in [26]. Semi-contact nodes are those nodes for which ϕh(p) = Inhϕ
n−1
h (p) holds but not the conditions
of full-contact. Based on this classification, we define the quasi-discrete constraining force as〈
Λ˜h, ψ
〉
−1,1
:=
∑
p∈NsC
〈
Λ˜ph, ψφp
〉
−1,1
+
∑
p∈NfC
〈
Λ˜ph, ψφp
〉
−1,1
. (10)
For the definition of the local contributions, we shorten the element residual with
r(ϕh) :=
Gc

+Gc∆ϕh − Gc

ϕh − (1− κ)(σ+(unh) : Elin(unh))ϕh.
For semi-contact nodes, we consider the following local contribution in (10)〈
Λ˜ph, ψφp
〉
−1,1
=
∫
γIp
Gc[∇ϕh]cp(ψ)φp dx+
∫
ωp
r(ϕh)cp(ψ)φp dx,
with cp(ψ) =
∫
ω˜p
ψφp dx∫
ω˜p
φp dx
, where ω˜p is the patch around p with respect to two uniform red-refinements.
For full-contact nodes we define the following local contribution in (10) as〈
Λ˜ph, ψφp
〉
−1,1
:=
∫
γIp
Gc
2[∇ϕh]ψφp dx+
∫
ωp
r(ϕh)ψφp dx.
With these definitions, we define the error measure
‖ϕˆ− ϕh‖ + ‖Λˆ− Λ˜h‖∗,. (11)
In order to state the error estimator
η :=
4∑
k=1
ηk (12)
for the error measure (11), we define for each node p
αp := minx∈ωp
{
Gc

+ (1− κ)(σ+(unh) : Elin(unh))
}
,
and hp := diam(ωp). The local contributions are
η1 :=
 ∑
p∈N\NfC
η21,p
 12 , η1,p :=min{ hp√
Gc
, α
− 1
2
p
}
‖r(ϕh)‖ωp ,
η2 :=
 ∑
p∈NI\NfC
η22,p
 12 , η2,p :=min{ hp√
Gc
, α
− 1
2
p
} 1
2
(Gc)
− 1
4 ‖Gc[∇ϕh]‖γIp ,
η3 :=
 ∑
p∈NΓ\NfC
η23,p
 12 , η3,p :=min{ hp√
Gc
, α
− 1
2
p
} 1
2
(Gc)
− 1
4 ‖Gc∇ϕh‖γΓp ,
η4 :=
 ∑
p∈NsC
η24,p
 12 , η4,p :=(sp ∫
ω˜p
(Inhϕ
n−1
h − ϕh)φp dx
) 1
2
.
We emphasize that the estimator contributions related to the constraints are localized to the area of
semi-contact and no contributions arise from full-contact nodes.
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Under the assumption that ϕh is a linear finite element function, we will prove in a forthcoming
publication that η constitutes global upper and local lower bounds of (11). The estimator η provides
a robust upper bound where robust means that the constant in the bound does not depend on  such
that the validity of the estimator holds for arbitrary choices of .
Theorem 1. Reliability of the error estimator
The error estimator η (12) provides a robust upper bound of the error measure (11):
‖ϕˆ− ϕh‖ + ‖Λˆ− Λ˜h‖∗, . η.
The local lower bounds are summarized in the following Theorems.
Theorem 2. Local lower bounds by η1,p, η2,p, η3,p
The error estimator contributions ηk,p, k = 1, 2, 3 constitute the following robust local lower bounds
ηk,p . ‖ϕˆ− ϕh‖,ωp + ‖Λˆ− Λ˜h‖∗,,ωp .
Theorem 3. Local lower bound by η4,p
For nodes p ∈ NsC with hp√
Gc
≤ α−
1
2
p we have the robust local lower bound
η4,p .‖ϕˆ− ϕh‖,ωp + ‖Λˆ− Λ˜h‖∗,,ωp
+ min
{
hp√
Gc
, α
− 1
2
p
} 1
2
(Gc)
− 1
4 ‖Gc[∇(Inhϕn−1h − ϕh)]I‖γp .
(13)
Otherwise, for nodes p ∈ NsC with α−
1
2
p <
hp√
Gc
we have the local lower bound
η4,p .‖ϕˆ− ϕh‖,ωp + ‖Λˆ− Λ˜h‖∗,,ωp
+ α
3
4
p (Gc)
− 3
4 min
{
hp√
Gc
, α
− 1
2
p
} 1
2
(Gc)
− 1
4 ‖Gc[∇(Inhϕn−1h − ϕh)]I‖γp .
(14)
Remark 3. We note that the additional term in the bound (13) only occurs for p ∈ NsC and is of the
same order as the other estimator contributions. In the application, we expect the semi-contact zone
to be well resolved, especially with respect to  such that hp√
Gc
≤ α−
1
2
p after a finite number of adaptive
refinement steps such that the local lower bound is robust everywhere.
Remark 4. In this work, we focus on the novel estimator for the phase-field inequality to obtain a
good resolution of the fracture growth. We therefore only provide a residual-type a posteriori estimator
for the variational inequality in Problem 2. For the equation in the coupled system of Problem 2, a
standard a posteriori estimator [32] could be applied.
4 Solver and refinement strategy
The numerical solution proceeds from Problem 2. Concerning the robustness, efficiency and the accu-
racy of the coupling terms, we made good experiences treating the phase-field system in a monolithic
fashion, e.g., [40, 41]. At first, the handling of the crack irreversibility constraint is clarified. In the
following section, the spatial discretization and the overall solution method are explained.
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4.1 Solution algorithms
In order to compute a discrete approximation of the solution of the quasi-static fracture phase-field
model, we use a semi-smooth Newton method [19] implemented in [12]. The semi-smooth Newton
method is based on the following complementarity system which is equivalent to the variational in-
equality system of Problem 1.
It is easy to see, that by introducing a Lagrange multiplier Λn ∈ H∗ [20, 29, 33] the weak formu-
lation (3), in the continuous setting, is equivalent to the complementarity system: given n = 1, . . . , N
and ϕn−1 to find (un, ϕn,Λn) ∈ (H0 + {unD})×K(ϕn−1)×H∗ satisfying〈
g(ϕn−1)σ+(un),Elin(w)
〉
+
〈
σ−(un),Elin(w)
〉
= 0 ∀w ∈H0,〈
(1− κ)ϕnσ+(un) : Elin(un), ψ
〉− Gc

〈1− ϕn, ψ〉
+Gc 〈∇ϕn,∇ψ〉+ 〈Λn, ψ〉−1,1 = 0 ∀ψ ∈ H,
〈Λn, ψ〉−1,1 ≥ 0, ∀ψ ∈ H, ψ ≥ 0,
ϕn ≤ ϕn−1,
〈Λn, ϕn−1 − ϕn〉−1,1 = 0.
To obtain the complementarity formulation for the discretization (4), we define (Hnh)∗ by a dual
basis of Hnh; i.e., we let (Hnh)∗ = span{φ∗p | p ∈ N}, where
〈φ∗p, φq〉 = δpq
for the nodal basis φq of Hnh. Then, we define Λnh =
∑
p∈N(Λ
n
h)pφ
∗
p by setting
〈Λnh, φp〉 = −
〈
(1− κ)ϕnhσ+(unh) : Elin(unh), φp
〉
+
Gc

〈1− ϕnh, φp〉 − Gc 〈∇ϕnh,∇φp〉
for all p ∈ N. This immediately gives the analogous discrete complementarity system〈
g(Inhϕ
n−1
h )σ
+(unh),Elin(wh)
〉
+
〈
σ−(unh),Elin(wh)
〉
= 0 ∀wh ∈Hnh,0〈
(1− κ)ϕnhσ+(unh) : Elin(unh), ψh
〉− Gc

〈1− ϕnh, ψh〉
+Gc 〈∇ϕnh,∇ψh〉+ 〈Λnh, ψh〉 = 0 ∀ψh ∈ Hnh,
〈Λnh, φp〉 ≥ 0, ∀p ∈ N,
ϕn(p) ≤ ϕn−1(p), ∀p ∈ N,
〈Λnh, Inhϕn−1 − ϕn〉 = 0.
(15)
Remark 5. We recall that the discrete variational inequality (6) for which we derived the a posteriori
estimator in Section 3.2 is part of the discrete phase-field model (Problem 2). Due to the equivalence
of Problem 2 and the complementarity system (15) it holds that 〈Λh, φp〉−1,1 in (15) and (7) are the
same. The only difference is that now we have chosen a discrete basis for Λh such that the node value
(Λnh)p equals sp ·
∫
ωp
φp dx in (9).
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To apply a semi-smooth Newton method, we notice, that by choice of the basis the complementarity
conditions are equivalent to the following complementarity system for the coefficients ϕn(p) and (Λnh)p:
(Λnh)p = 〈Λnh, φp〉 ≥ 0, ∀p ∈ N,
ϕn(p) ≤ ϕn−1(p), ∀p ∈ N,∑
p∈N
(Λnh)p(I
n
hϕ
n−1 − ϕn)(p) = 〈Λnh, Inhϕn−1 − ϕn〉 = 0.
Using the complementarity function (x, y) 7→ x−max(0, x+cy), for arbitrary c > 0, we can equivalently
express (15) as the system〈
g(Ihϕ
n−1
h )σ
+(unh),Elin(wh)
〉
+
〈
σ−(unh),Elin(wh)
〉
= 0 ∀wh ∈Hnh,0〈
(1− κ)ϕnhσ+(unh) : Elin(unh), ψh
〉− Gc

〈1− ϕnh, ψh〉
+Gc 〈∇ϕnh,∇ψh〉+ 〈Λnh, ψh〉−1,1 = 0 ∀ψh ∈ Hnh,
(Λnh)p −max(0, (Λnh)p + c((Inhϕn−1 − ϕn)(p))) = 0, ∀p ∈ N.
(16)
Now, a time step n can be reformulated, using (16), as given ϕn−1h :
Find Unh := Uh = (uh, ϕh,Λh) ∈ Uh + {unD} := ((Hh,0 + {unD})×Hh ×H∗h), such that
A(Uh) = 0
abbreviating (16). To solve this non-linear equation, we formulate a residual-based Newton scheme
utilizing that the max operator is semi-smooth in finite dimensions.
To measure the residuals and monitoring functions, we use the discrete norm ‖ · ‖ := ‖ · ‖l∞
measuring the maximal absolute value of the coordinate vectors. At a given time instance tn, we shall
find the loading step solution Unh using:
Algorithm 1 (Residual-based Newton’s method). Choose ρ ∈ (0, 1) and an initial Newton guess
U (0) ∈ Uh + {unD}. Typically, U (0) = InhUn−1h up to a correction for the Dirichlet-values.
For the iteration steps k = 0, 1, 2, 3, . . .:
1. Stop, if converged and return Unh = U
(k).
2. Find δU (k) ∈ Uh such that
A′(Uk)(δUk) = −A(Uk).
3. Find a maximal sk ∈ {ρl | l ∈ 0, . . . , 1} such that
‖A(Uk + skδU (k))‖ < ‖A(Uk)‖.
4. Set
U (k+1) = U (k) + skδU
(k).
For computational reasons, several of the steps need to be slightly modified, e.g., by only reassem-
bling the matrix if the convergence rate is too slow, and for simplicity the linear systems in the Newton
algorithm are solved by UMFPACK [9]. For details, we refer to our implementation in [10, 12].
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4.2 Refinement strategy
The used adaptive solution strategy is given in this section. The mesh adaptation is realized using
extracted local error indicators from the a posteriori error estimator (12) on the given meshes over all
time steps.
This information is used to adapt the mesh using the following strategy:
Algorithm 2. Given a time discretization t0 < . . . < tN , and an initial mesh Mn = M for all
n = 0, . . . , N .
1. Set ϕ0h = I
0
hϕ
0 and solve the discrete complementarity system (16) to obtain the discrete solutions
unh, ϕ
n
h,Λ
n
h for all n = 1, . . . , N .
2. Evaluate the error estimator (12) in order to obtain ηn for each time step.
3. Stop, if
∑N
n=1(η
n)2 and ‖Inhϕn−1 − ϕn−1‖ are small enough for all n = 1, . . . , N .
4. For each n = 1, . . . N , mark elements in Mn based on ηn according to an optimization strategy, as
implemented in deal.II [4]. This strategy allows to flag certain cells to reach a grid that is optimal
with respect to an objective function that tries to balance reducing the error and increasing the
numerical cost. More details on this approach can be found in [28].
5. Refine the meshes according to the marking, and satisfaction of the constraints on hanging nodes.
6. Repeat from step 1.
5 Numerical tests
In this section, we study the quality of the error estimator proposed in Section 3.2. For that, we use
two crack propagation settings in pure elasticity regimes (each with three studies resulting in a total
of six scenarios). The following questions and aspects are addressed:
• Does the error estimator allow to resolve the mushy zone around the crack sufficiently? (Both
Studies in Section 5.2 and 5.3)
• How does adaptive mesh refinement performs in comparison to uniform mesh refinement in terms
of the convergence of the, so-called, load-displacement curves? (Study 1 in Section 5.2)
• Investigating the − h relationship (Study 2 in Section 5.3)
• Observing the error indicators and the corresponding adaptively refined meshes (Study 3 in
Section 5.4).
The implementation is done in the open-source package Differential Equations and Optimization En-
vironment library (DOpElib) [10, 12] using the finite elements from deal.II [4].
In the simulations, we declare a strip of size 4hstart below the top boundary to be ignored by the
estimator. Thus, we avoid that the error estimator resolves the singularity due to the non-matching
boundary conditions which allow for a fracture to form directly below the top-boundary.
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5.1 Configurations
The two numerical configurations are set according to [24]: the single edge notched shear test and
the single edge notched tension test, the boundary-values are selected according to [41]. Both tests
were used by several groups with similar settings and it is well known that under constant tension the
crack grows in a straight line, while under constant shear forces the crack grows in a curve towards a
corner [6, 24, 16, 1].
5.1.1 The single edge notched shear test
The geometry and the material parameters of the single edge notched shear test are adopted from [24]
and displayed in Figure 1. Here, the domain Ω is a two-dimensional square of 10 mm length with
a given crack (called slit) on the right side at 5 mm tending to the midpoint of the square. On the
bottom boundary the square is fixed, on the top boundary a given force in x-direction pulls to the left.
We follow the boundary conditions described in [41].
slit
Γtopux
10 mm
x
y
10 mm
5 mm
Figure 1: (Single edge notched shear test)
Geometry and boundary conditions. On the left and
right side and the lower part of the slit, the boundary
condition in y-direction is uy = 0 mm and traction-free
in x-direction. On the bottom boundary it holds ux =
uy = 0 mm. On the top boundary, it holds uy = 0 mm
and in x-direction we determine a time-dependent non-
homogeneous Dirichlet condition: ux = t · 1 mm/s with
0 ≤ t ≤ 0.0125 s with a time step size δt > 0.
slit
Γtopuy
10 mm
x
y
10 mm
5 mm
Figure 2: (Single edge notched tension test)
Geometry and boundary conditions. On the left and
right side, the boundaries are traction-free (homogeneous
Neumann condition). On the bottom boundary it holds
uy = 0 mm. On the top boundary, it holds ux = 0 mm
and in y-direction we determine a time-dependent non-
homogeneous Dirichlet condition: uy = t · 1 mm/s with
0 ≤ t ≤ 0.00676 s with a time step size δt > 0.
The material and model parameters are given as follows: the Lamé coefficients are given as λ =
121.15 kN/mm2 and µ = 80.77 kN/mm2. The critical energy release rate Gc is defined as Gc =
2.7 N/mm. The loading increment is chosen as δt = 10−4 s and the bulk regularization parameter
κ = 10−10 is sufficiently small. The mesh element diameter is set as hstart = 0.088 mm. The end time
T is 0.0125 s, once the specimen is fully cracked.
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5.1.2 The single edge notched tension test
The geometry and the material parameters are in line with the single edge notched shear test in the
previous section. The only difference is in the boundary conditions. As depicted in Figure 2, it is
pulled with a given force in y-direction on the top boundary and the bottom boundary is fixed in
y-direction. Also most of the numerical parameters are chosen as in the single edge notched shear test
in Section 5.1.1. Here, the mesh element diameter is set as hstart = 0.044 mm. In this setting, we use
as loading increment δt = 10−5 s, which is necessary because of a very fast crack growth. The end
time T is 0.00676 s, once the specimen is fully cracked.
5.1.3 Quantities of Interest
For both tests and all three studies, we discuss proper quantities of interest. In the first and second
study we observe the load-displacement curves, where the load functions on the top boundary Γtop are
computed by
τ = (Fx, Fy) :=
∫
Γtop
σ(uh)n ds, (17)
with the stress tensor σ(uh) and the normal vector n. In the load-displacement curves the loading
is displayed versus the displacements. Within the single edge notched shear test we are particularly
interested in the loading force Fx, within the tension test we are interested in the evaluation of Fy.
As a second quantity of interest, the bulk energy Eb is defined as
Eb :=
∫
Ω
((
[1− κ]ϕ2 + κ)µ tr (Elin(uh)2)+ 1
2
λ tr (Elin(uh))
2
)
dx. (18)
Further the crack energy is computed via
Ec :=
GC
2
∫
Ω
(
(ϕ− 1)2

+ |∇ϕ|2
)
dx. (19)
In addition, especially in Study 3, we show snapshots of the phase-field function and the current
adaptive mesh at certain time steps.
5.2 Study 1: uniform versus adaptive refinement
In a first study, the focus is on the comparison of adaptive meshes and a uniformly refined mesh. We
compare the results of the load-displacement curves, the bulk and the crack energy after one to six
steps of adaptive refinement starting with a coarser mesh than the used uniform refined mesh for a fair
comparison. First, the results of the single edge notched shear test are given. For all tests executed in
Study 1, the relation between the discretization parameter hstart and  is given by  = 2hstart which
means that we refine in h, but not in . The cell length hstart is chosen as in the previous test.
5.2.1 Results of the single edge notched shear test
In the following, the load-displacement curves, the bulk and crack energy will be given for seven
conducted numerical tests. For the adaptive tests (named adaptive + number of refinement steps),
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the coarsest mesh is pre-refined three times, while the uniform computation is done on a mesh with
six levels of global refinement. In Figure 3, seven load-displacement curves are plotted. The loading
Fx is computed as defined in (17). In Figure 4 the corresponding maximal number of degrees of
freedom, at each time step, are given for each test. The tests called adaptive 1 to 6 show the load-
displacement curves computed on an adaptive mesh based on a certain number of refinement cycles
(one to six) according to Algorithm 2. The uniform mesh consists of 66, 820 degrees of freedom (6
uniform refinement steps, h = 0.011 mm), which exceeds by far the number of degrees of freedom of
the adaptive mesh after six steps of refinement based on the developed error estimator.
0 0.2 0.4 0.6 0.8 1 1.2
·10−2
0
100
200
300
400
500
Displacement [mm]
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ad
F
x
[N
]
adaptive 1
adaptive 2
adaptive 3
adaptive 4
adaptive 5
adaptive 6
uniform
Figure 3: Load-displacement curves for the single edge notched shear test
with six steps of uniform refinement compared to six steps of adaptive
refinement and three steps of pre-refinement. We fix  = 2hstart with
hstart as the discretization length on the coarsest mesh. It means,  is
fixed while h decreases over the adaptive refinement steps.
Test name # DoFs
adaptive 1 2, 672
adaptive 2 3, 928
adaptive 3 9, 836
adaptive 4 12, 740
adaptive 5 16, 024
adaptive 6 18, 196
uniform 66, 820
Figure 4: Maximal number
of degrees of freedom for
each test case for Study 1
designed for the single edge
notched shear test.
In Figure 3, with only 18, 196 degrees of freedom (test adaptive 6) we obtain nearly the same
load-displacement curve as on the uniform refined mesh with 66, 820 degrees of freedom. Furthermore,
with an increasing number of refinement steps, we observe convergence towards the load-displacement
curve computed with uniform mesh refinement.
We continue with the quantities bulk energy (defined in Equation (18)) and crack energy (defined in
Equation (19)) with the same test setup as listed in Figure 4. Notice that neither the load in Figure 3
nor the bulk-energy 5 vanish at the end of the loading process. This is due to the fact, cf. [1], that the
chosen stress-splitting does not allow for complete fracture.
Comparing the results of the bulk and crack energy depicted in the Figures 5 and 6, we observe
that, once crack propagation starts, the bulk energy decreases and the crack energy increases. Secondly,
similar to the load-displacement curves the course of the bulk and crack energy over time/loading tends
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Figure 5: Bulk energy for the single edge notched shear
test with six steps of uniform refinement compared to
six steps of adaptive refinement and three steps of pre-
refinement. We fix  = 2hstart, while h decreases over the
adaptive refinement steps.
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Figure 6: Crack energy for the single edge notched shear
test with six steps of uniform refinement compared to
six steps of adaptive refinement and three steps of pre-
refinement. We fix  = 2hstart, while h decreases over the
adaptive refinement steps.
towards the curves given by the computation on a uniformly refined mesh with an increasing number
of refinement steps.
5.2.2 Results of the single edge notched tension test
In the following, the load-displacement curves, the bulk and the crack energy are computed and
presented for six conducted numerical tests based on the tension test. For this test, the coarsest mesh
is pre-refined four times, while the uniform computation is done as in the shear test on a mesh with
six levels of global refinement.
In Figure 7, six load-displacement curves are plotted. In Figure 4, the corresponding maximal
number of degrees of freedom are given for each test. As in the shear example, the tests called adaptive
1 to 5 show the load-displacement curves (loading Fy computed via (17)) based on an adaptive mesh
with a certain number of refinement steps (1 to 5). The uniform mesh consists of 66, 820 degrees of
freedom (6 uniform refinement steps, h = 0.011 mm), which is more than the adaptive mesh after
five steps of refinement based on the developed error estimator. Comparing the test based on a
uniform mesh and the one with three adaptive refinement steps (dotted violet curve in Figure 7), the
load-displacement curves are quite similar, although the adaptive test computes with maximal 18, 408
degrees of freedom per time step.
As already discussed for the single edge notched shear test, the evolution of the bulk and crack
energy visualized in the Figures 9 and 10 is of the expected behavior: as long as the crack does not
grow, only the bulk energy increases. After crack propagation, bulk energy is dissipated into crack
energy.
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Figure 7: Load-displacement curves for the single edge notched tension
test with six steps of uniform refinement compared to five steps of adap-
tive refinement and four steps of pre-refinement. We fix  = 2hstart, while
h decreases over the adaptive refinement steps.
Test name # DoFs
adaptive 1 6, 468
adaptive 2 11, 052
adaptive 3 18, 408
adaptive 4 37, 916
adaptive 5 61, 704
uniform 66, 820
Figure 8: Maximal number
of degrees of freedom for
each test case for Study 1
designed for the single edge
notched tension test.
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Figure 9: Bulk energy for the single edge notched ten-
sion test with six steps of uniform refinement compared
to five steps of adaptive refinement and four steps of pre-
refinement. We fix  = 2hstart, while h decreases over the
adaptive refinement steps.
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Figure 10: Crack energy for the single edge notched ten-
sion test with six steps of uniform refinement compared
to five steps of adaptive refinement and four steps of pre-
refinement. We fix  = 2hstart, while h decreases over the
adaptive refinement steps.
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5.3 Study 2: − h relationship
Now, we are interested in the numerical results of tests with different relations of the discretization
parameter hstart on the initial mesh and the crack bandwidth . We investigate the hstart− relationship
as follows:
• Case 1:  = 2hstart with a fixed discretization parameter hstart = 0.088 mm, while h is decreasing
during increasing refinement steps
• Case 2:  = hstart with hstart = 0.088 mm fixed during refinement
• Case 3:  = 12hstart with hstart = 0.088 mm fixed during refinement
5.3.1 Results of the single edge notched shear test
In Figure 11, the load-displacement curves are depicted for the three test cases mentioned above. For
all load-displacement curves one can observe convergence, even if for  ≥ hstart, the results are more
precise and more similar to the one in Figure 3.
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Figure 11: Load-displacement curves for the single edge notched shear test with three steps of global pre-refinement and
six steps of adaptive refinement and  = 2hstart,  = hstart and  = 0.5hstart.
The same can be observed for the bulk and crack energy in the Figures 12 and 13. The general
course of the energies is acceptable, but with a decreasing bandwidth , the curves are less accurate
against the starting point of crack propagation. Similar observations were made in [16].
5.3.2 Results of the single edge notched tension test
As expected, the load-displacement curves in Figure 14 for the three test cases  = 2hstart,  = hstart
and  = 0.5hstart show an increase of the loading with an increasing displacement and a steep descent
at the point where the crack starts propagating. For  = 0.5hstart apparently the transition zone can
be resolved sufficiently after five steps of adaptive refinement based on the initial mesh. This behavior
can be recognized in the plotted energies in the Figures 15 and 16.
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Figure 12: Bulk energy for the single edge notched shear
test with three steps of global pre-refinement and six steps
of adaptive refinement and  = 2hstart,  = hstart and
 = 0.5hstart.
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Figure 13: Crack energy for the single edge notched shear
test with three steps of global pre-refinement and six steps
of adaptive refinement and  = 2hstart,  = hstart and
 = 0.5hstart.
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Figure 14: Load-displacement curves for the single edge notched tension test with four steps of global pre-refinement
and five steps of adaptive refinement and  = 2hstart,  = hstart and  = 0.5hstart.
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Figure 15: Bulk energy for the single edge notched tension
test with four steps of global pre-refinement and five steps
of adaptive refinement and  = 2hstart,  = hstart and
 = 0.5hstart.
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Figure 16: Crack energy for the single edge notched ten-
sion test with four steps of global pre-refinement and five
steps of adaptive refinement and  = 2hstart,  = hstart
and  = 0.5hstart.
The results in Section 5.3, in particular  = 0.5hstart, indicate that our adaptive algorithm performs
well even if the relation  > 2hstart is not satisfied as it is required on uniform meshes for a reasonable
accuracy of the crack approximation, cf. [25, Figure 4].
5.4 Study 3: adaptive meshes and local error indicators
In this final study, we present snapshots of the adaptively refined meshes and provide visualizations of
the local error indicators.
5.4.1 Results of the single edge notched shear test
In Figure 17 and Figure 18, the phase-field function is depicted after 115, 119 and 125 time steps,
respectively. The course of the crack to the left lower corner is as expected and as it can be found in
the literature, e.g., [24, 6, 16, 1].
The snapshots in the first row in Figure 17 and Figure 18 indicate, that the error estimation and the
corresponding refinement strategy allow to impress the zone around the crack after three refinement
steps; in particular after six steps of adaptive refinement.
Further, the snapshots in Figure 19 allow to see the adaptive mesh especially in the crack domain
enlarged in the time steps 116 and 125. Mesh cells far away of the fracture are unrefined or very coarse
in contrast to the close region of the fracture.
5.4.2 Results of the single edge notched tension test
For the single edge notched tension test, in Figure 20 and Figure 21 the phase-field function is displayed
after 615, 635 and 676 time steps. The course of the crack to the left boundary is as expected and in
line with the literature, e.g., [24, 16].
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Figure 17: The phase-field function and the error indicators, respectively, after three refinement steps given in certain
time steps (after 0.0115, 0.00119 and 0.00125 s) for the single edge notched shear test given on the current adaptive mesh
to visualize the refinement strategy.
Figure 18: The phase-field function and the error indicators, respectively, after six refinement steps depicted in certain
time steps (after 0.0116, 0.0118 and 0.0125 s) for the single edge notched shear test given on the current adaptive mesh
to visualize the refinement strategy.
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Figure 19: Enhanced extract of the phase-field function after six refinement steps in two certain time steps (after 0.0116
and 0.0125 s) for the single edge notched shear test given on the current adaptive mesh.
Figure 20: The phase-field function and the error indicators, respectively, after three refinement steps in certain time
steps (after 0.00615, 0.00635 and 0.00676 s) for the single edge notched tension test given on the current adaptive mesh
to visualize the refinement strategy.
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Figure 21: The phase-field function and the error indicators, respectively, after six refinement steps in certain time steps
(after 0.00615, 0.00635 and 0.00674 s) for the single edge notched tension test given on the current adaptive mesh to
visualize the refinement strategy.
In the Figures 20 and 21, we observe within the fast crack propagation of the tension test, that
the error estimator marks cells with high errors especially in the region before the crack tip, which
secures, that the crack itself moves in a refined region. Further, the plotted error indicators show the
symmetry of this test in comparison to the non-symmetric shear test.
Figure 22: Enhanced extract of the phase-field function after six refinement steps in certain time steps (after 0.00615
and 0.00635 s) for the single edge notched tension test given on the current adaptive mesh.
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To improve the transparency of the new developed error estimator and the adaptive refinement
strategy regarding the detected error, Figure 22 contains zoomed snapshots of the phase field function
and the current adaptive meshes are given at the time steps 615 and 635.
6 Conclusions
The focus of this work was to develop a residual-type error estimator for phase-field fracture propa-
gation problems. Due to the fracture irreversibility constraint, we deal with a variational inequality
in time. Based on these theoretical advancements, we developed an adaptive solution strategy for
the monolithically-coupled displacement/phase-field system. We investigated the performance by the
help of two numerical configurations. First, we considered the so-called single edge notched shear test
in which a curved fracture develops. Fixing the phase-field regularization parameter and varying the
spatial mesh parameter, we obtained excellent convergence behavior of the load-displacement curves.
The same observations were made for the evolution of the bulk and the crack energy. In view of mesh
adaptivity, we obtained localized mesh refinement in the (a priori unknown) fracture region. For the
second numerical example, the single edge notched tension test, we noticed that here we have very
fast, brutal crack growth, which is challenging for mesh refinement strategies. Again, we observed very
convincing findings. In ongoing work, we will apply the proposed residual-based error estimator to a
phase-field fracture model in incompressible solids. Furthermore, we will provide the proofs of the reli-
ability and efficiency of the proposed estimators, with constants independent of the chosen parameter
.
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