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We investigate the entanglement and the Re´nyi entropies of two electronic leads connected by a
quantum point contact. For non-interacting electrons, the entropies can be related to the cumulants
of the full counting statistics of transferred charge which in principle are measurable. We consider
the entanglement entropy generated by operating the quantum point contact as a quantum switch
which is opened and closed in a periodic manner. Using a numerically exact approach we analyze the
conditions under which a logarithmic growth of the entanglement entropy predicted by conformal
field theory should be observable in an electronic conductor. In addition, we consider clean single-
particle excitations on top of the Fermi sea (levitons) generated by applying designed pulses to the
leads. We identify a Hong-Ou-Mandel-like suppression of the entanglement entropy by interfering
two levitons on a quantum point contact tuned to half transmission.
PACS numbers: 03.67.Mn, 72.70.+m, 73.23.-b
I. INTRODUCTION
The concept of entanglement entropy is currently at
the forefront of condensed matter physics.1–3 Originally
developed in the context of black hole physics,4 entan-
glement entropy was later adopted in the quantum in-
formation sciences to quantify the degree of entangle-
ment between two parties.5 In recent years, it has also
been recognized as a useful quantity in condensed mat-
ter systems, for instance to investigate quantum crit-
ical systems,6–11 quantum quenches,12–17 topologically
ordered states,18–20 and strongly correlated systems.21
One important finding is that in gapless one-dimensional
fermionic systems, the entanglement entropy depends
logarithmically on the system size,22 while in quenched
systems the role of spatial extent is played by time.9,16
Despite the theoretical interest, the measurement of
entanglement entropy remains challenging, since its defi-
nition does not refer to any measurable observables. This
has prompted a search for schemes to measure the entan-
glement entropy in quantum many-body systems.23–31
One proposal28–31 relates the entanglement entropy be-
tween two reservoirs of non-interacting electrons to the
full counting statistics (FCS) of transferred charge.32–34
In this approach, first suggested by Klich and Levitov28
and later refined in Refs. 29 and 30, the entanglement and
the Re´nyi entropies are expressed as series in the cumu-
lants of the FCS. Since charge fluctuations in nano-scale
electronics are now being detected experimentally,35–47
these relations may provide a means to measure the en-
tanglement entropy in quantum-coherent conductors.
In this work we investigate the entanglement and the
Re´nyi entropies in dynamic conductors making use of
the connections to FCS.28–31 We consider the schematic
setup in Fig. 1a, showing two Fermi seas connected by
a constriction whose transmission can be controlled in
a time-dependent manner. To be specific, such a setup
can be realized experimentally by connecting two elec-
tronic leads via a quantum point contact (QPC) as il-
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FIG. 1. (Color online) Entanglement entropy in quantum-
coherent conductors. (a) Two Fermi seas connected via a bar-
rier with a time-dependent transmission D(t). The reservoirs
exchange particles, leading to many-body entanglement of the
Fermi seas. (b) The barrier may consist of a quantum point
contact (QPC) connecting two nano-scale electrodes. Here,
a clean single-particle excitation (a leviton) is partitioned on
the QPC tuned to half transmission. (c) Tight-binding model
of two leads connected by the tunneling amplitude tQPC. Each
lead consists of ML/R sites with tunneling amplitude t¯.
lustrated in Fig. 1b. We concentrate on time-dependent
situations,48,49 where either the transmission of the QPC
is modulated in time, or designed pulses are applied
to the leads to generate clean single-particle excitations
(levitons) on top of the Fermi sea, following the pro-
posal by Levitov and co-workers32,33,50 and the recent
breakthrough-experiments reported in Refs. 51 and 52.
We are interested in a setup where the QPC is oper-
ated as a quantum switch that is opened and closed in a
periodic manner. In this case, we show that a logarith-
mic growth of the entanglement entropy — as predicted
by conformal field theory6,9,22 — should be observable
under suitable experimental conditions. Importantly, as
we find, the logarithmic growth can be inferred from a
measurement of only the first few cumulants of the FCS.
We also consider the entanglement entropy produced by
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2partitioning levitons on the QPC, as shown in Fig. 1b,
and by interfering two levitons on the QPC tuned to
half transmission. In this case, we identify a Hong-Ou-
Mandel-like53,54 suppression of the entanglement entropy
as a function of the difference in arrival times at the QPC.
Problems concerning finite-time FCS for time-
dependent systems are difficult to treat analytically. In-
stead, we employ a numerically exact scheme based on
the tight-binding model in Fig. 1c. The FCS has previ-
ously been investigated for such systems without an ex-
ternal driving.55–58 Here we extend the approach to time-
dependent Hamiltonians (see also Refs. 59–61). With this
method, we may investigate the influence of the external
modulations on the cumulants and the entanglement en-
tropy as functions of time, and we can identify the num-
ber of cumulants needed in an experiment to reliably ap-
proximate the entanglement entropy. We focus here on
mesoscopic conductors, but our tight-binding model may
also describe cold atoms in optical lattices.62–66
The rest of the paper is structured as follows. In Sec. II
we introduce the entanglement and the Re´nyi entropies
and reiterate how for non-interacting fermions they can
be expressed as series in the cumulants of the FCS. We il-
lustrate these ideas with a simple example involving only
two fermions. In this connection, we also discuss the con-
cept of accessible entanglement. In Sec. III we describe
our tight-binding model and show how the entropies and
the cumulants of the FCS can be evaluated. In Sec. IV
we then consider the quantum switch. We investigate the
increase of the entanglement entropy upon opening the
QPC and how it is affected by finite temperatures, finite
bias, and a non-perfect transmission. This problem can
be addressed with our numerically exact scheme, making
no further approximations. In Sec. V we consider clean
single-particle excitations above the Fermi sea (levitons)
generated by applying designed pulses to the leads. In
this case, we identify a Hong-Ou-Mandel-like suppression
of the entanglement entropy by interfering two levitons
on the quantum point contact. Finally, in Sec. VI we
summarize our results. Technical details are provided in
the appendices.
II. FORMALISM
A. Entanglement entropy
The entanglement entropy of a quantum many-body
system is defined with respect to a partitioning of the
system into a subsystem and its complement. Here we
analyze the entanglement entropy between particles in
two electronic leads connected by a QPC as illustrated
in Fig. 1a. To define the entanglement entropy of the
right lead (R) we introduce the reduced density matrix
ρˆR = TrL[ρˆ], (1)
obtained by tracing out the degrees of freedom in the left
lead (L). The density matrix of the full system is denoted
as ρˆ. An analogous definition holds for the left lead.
The entanglement entropy of the right lead is defined
as the von Neumann entropy of ρˆR,
1–3
SR = −TrR[ρˆR ln ρˆR], (2)
and analogously for the left lead. If the full system is in
a pure state ρˆ = |Ψ〉〈Ψ|, it holds that SR = SL.
A larger class of entanglement measures is provided by
the Re´nyi entropies67
S(ν)R =
1
1− ν ln (TrR[ρˆ
ν
R]) (3)
of order ν. The entanglement entropy can be obtained
from the limit ν → 1. In the following we treat identical
leads such that S(ν)L = S(ν)R . We thus skip the subscript
L or R and evaluate the entropies in the right lead. For a
system with N particles in a pure state, the entanglement
entropy takes on values between zero for a product state
and N ln 2 for a maximally entangled state.5
B. Full counting statistics
The definitions of the entanglement entropy and the
Re´nyi entropies are general and can be applied to a va-
riety of quantum systems. However, they do not refer
to any directly measurable observables, making a mea-
surement of the entropies a difficult task. In this work
we consider non-interacting electrons. The entanglement
and the Re´nyi entropies can then be expressed in terms of
the cumulants of the FCS. Specifically, the entanglement
entropy is obtained as the limit29,30
S = lim
K→∞
SK (4)
of the series
SK =
K+1∑
m=1
am(K)Cm. (5)
The cut-off dependent coefficients are
am(K) =
{
2
∑K
k=m−1
S1(k,m−1)
k!k m even,
0 m odd
, (6)
where S1(n,m) are the unsigned Stirling numbers of the
first kind. The cumulants Cm are defined with respect
to the probabilities Pn that n particles have been trans-
ferred between the leads during the time span [t0, t] with
t0 denoting the time at which the counting of particles
begins. Taking the logarithm of the moment generating
function
χ(λ) =
∞∑
n=−∞
Pne
iλn, (7)
3the cumulants follow by differentiation with respect to
the counting field λ at λ = 0,
Cm =
∂m
∂(iλ)m
lnχ(λ)
∣∣
λ=0
. (8)
The cumulants are time-dependent, since the probabili-
ties Pn depend on the length of the time interval [t0, t].
The series (5) provides an increasingly accurate lower
bound to the exact entanglement entropy and it con-
verges from below to the exact value as more cumulants
are included.29,30
The Re´nyi entropies can also be related to the cumu-
lants of the FCS as the limits30
S(ν) = lim
K→∞
S(ν)K (9)
of the series
S(ν)K =
K∑
m=1
s(ν)m Cm. (10)
For the Re´nyi entropies of integer order, the coefficients
s
(ν)
m are independent of the cutoff K and read68
s(ν)m =
{
(−1)m/2(2pi)m2ζ[−m,(1+ν)/2]
(ν−1)νmm! m even,
0 m odd
, (11)
where ζ(s, a) =
∑∞
n=0(n + a)
−s is the generalized zeta
function.
For non-interacting electrons, the FCS generally
takes the form of a (discrete) generalized binomial
distribution.69,70 However, in some situations one may
assume that the charge fluctuations are essentially
gaussian33 (a continuous distribution), so that only the
first and second cumulants are non-zero. The entangle-
ment entropy then becomes28
S ' pi
2
3
C2, (12)
having used the limiting value
lim
K→∞
a2(K) =
pi2
3
(13)
for the prefactor. Similarly, the Re´nyi entropies read29,30
S(ν) ' s(ν)2 C2 (14)
for gaussian fluctuations.
C. Two particles
Before discussing the details of our calculations, we
consider a simple example where two non-interacting
electrons get delocalized across the tight-binding chain
in Fig. 1a with only ML = MR = 2 sites in each lead.
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FIG. 2. (Color online) Entanglement entropy of two parti-
cles. The black line shows the exact result. The colored lines
are lower bounds obtained by including an increasing number
of cumulants in the series SK . The maximal possible value of
the entanglement entropy is shown with a dotted line. The
dashed line shows the accessible entanglement entropy E . The
unit of time is τ0 = ~/t¯.
We initialize the system at t0 = 0 in the groundstate of
the uncoupled leads,
|ψ(t = 0)〉 = 1
2
(
cˆ†1L + cˆ
†
2L
)(
cˆ†1R + cˆ
†
2R
)
|0〉, (15)
where |0〉 is the vacuum state and cˆ†iα creates an electron
at site i (= 1, 2) in lead α (= L,R). This is a product
state with zero entanglement entropy.
Next, we couple the two leads and let the system evolve
with the Hamiltonian
Hˆ = −t¯
(
cˆ†2Lcˆ1L + cˆ
†
1Lcˆ1R + cˆ
†
1Rcˆ2R
)
+ h.c., (16)
having taken t¯ = tQPC in Fig. 1a. At the later time t > 0,
the state of the system takes the form
|ψ(t)〉 =
[
a(t)
(
cˆ†2Lcˆ
†
1L + cˆ
†
1Rcˆ
†
2R
)
+ b(t)
(
cˆ†2Lcˆ
†
1R + cˆ
†
1Lcˆ
†
2R
)
+ c(t)
(
cˆ†1Lcˆ
†
1R + cˆ
†
2Lcˆ
†
2R
) ]
|0〉
(17)
where the explicit expressions for the coefficients a(t),
b(t), and c(t) are cumbersome and not shown here. The
state is normalized such that
|〈ψ(t)|ψ(t)〉|2 = 2 (|a(t)|2 + |b(t)|2 + |c(t)|2) = 1 (18)
at all times. The coefficient a(t) in Eq. (17) multiplies
terms with either zero or two electrons in the right lead.
The other terms correspond to entangled states with one
electron in each lead.
4To evaluate the entanglement entropy, we trace out the
degrees of freedom of the left lead to find the reduced
density matrix of the right one,
ρˆR =
 |a|
2 0 0 0
0 |b|2 + |c|2 bc∗ + b∗c 0
0 b∗c+ bc∗ |b|2 + |c|2 0
0 0 0 |a|2
 , (19)
in the basis {|0〉, cˆ†1R|0〉, cˆ†2R|0〉, cˆ†1Rcˆ†2R|0〉}. By diagonal-
izing ρˆR, we obtain the entanglement entropy from the
definition (2)
S = 2g(|a|2) + g(|b+ c|2) + g(|b− c|2), (20)
having introduced the function g(x) = −x lnx.
In Fig. 2 we show the entanglement entropy as a func-
tion of time. The system oscillates back and forth be-
tween the product state in Eq. (15) and an entangled
state with S ' 1. Together with the exact results for
the entanglement entropy, we show results obtained from
the series (5) with an increasing number of cumulants in-
cluded. (The details of these calculations are presented
below.) The series converges to the exact results, show-
ing that the entanglement entropy can be obtained from
a measurement of the FCS.
It should be noted that conservation laws may restrict
the amount of accessible entanglement. In our case this
concerns particle conservation as entanglement between
states with different particle numbers generally is not
considered useful due to superselection rules.71,72 To ac-
count for this, one may consider the individual (normal-
ized) density matrices ρˆ
(N)
R for each subspace with a fixed
particle number (N = 0, 1, 2 in our example). The acces-
sible entanglement E is then the sum of the entropies of
each density matrix, weighted with the probability PN of
finding N particles in the subsystem,71 i. e.
E = −
∑
N
PNTr
[
ρˆ
(N)
R ln ρˆ
(N)
R
]
. (21)
For our system, we find
E = g (|b+ c|2)+ g (|b− c|2)− g (2(|b|2 + |c|2)) , (22)
which is also shown in Fig. 2. The accessible entangle-
ment is substantially smaller than the entanglement en-
tropy. However, it has been shown that the difference be-
tween S and E in many cases grows only logarithmically
with the entanglement entropy and therefore is unimpor-
tant when many particles are involved.72
III. TIGHT-BINDING MODEL
We are now ready to evaluate the entanglement en-
tropy for a large tight-binding system with many parti-
cles. The example above makes it clear that a calculation
of the entanglement entropy directly from its definition is
very demanding when many particles are involved. How-
ever, as we will see, both the entanglement entropy and
the FCS can be expressed in terms of a single-particle
correlation matrix.28–30 These expressions also make it
possible to relate the entanglement entropy to the cu-
mulants of the FCS as shown in Refs. 28–30. In this
section we define our tight-binding model together with
the single-particle correlation matrix in terms of which
we express the FCS and the entanglement entropy.
A. Hamiltonian
We work with non-interacting spinless fermions and
can thus describe the system in Fig. 1a using a single-
particle Hamiltonian. The Hamiltonian of the leads reads
Hˆ0 =
∑
α=L,R
Hˆα, (23)
with lead α (= L,R) modeled as a tight-binding chain
with nearest-neighbor hopping amplitude t¯,
Hˆα = −t¯
Mα−1∑
m=1
|m,α〉〈m+ 1, α|+ h.c., (24)
and Mα sites labeled as {|m,α〉} with m = 1, . . .Mα.
The total Hamiltonian reads
Hˆ(t) = Hˆ0 + Hˆ
′(t), (25)
where Hˆ ′(t) is a time-dependent part that connects the
two leads. Below, the time-dependent part describes
the opening and closing of a QPC connecting the leads,
as well as time-dependent pulses applied to the leads.
Throughout the paper we take identical leads, ML =
MR = M . Without a bias, the leads are at half fill-
ing, NL0 = N
R
0 = M/2, so that the chemical potentials
are zero. Our calculations are typically performed with
M = 200− 300 sites in each lead.
B. Correlation matrix
To evaluate the entanglement entropy and the FCS
we need the correlation matrix Mˆ whose single-particle
elements are the correlators73
[Mˆ ]i,j = 〈cˆ†jRcˆiR〉 (26)
with i, j = 1, . . . ,MR. If the two leads at the ini-
tial time t = t0 are disconnected and in the un-
correlated product state ρˆ = ρˆL ⊗ ρˆR with ρˆα =
e−β(Hˆα−µαPˆα)/Trα[e−β(Hˆα−µαPˆα)], where β = 1/kBT is
the inverse electronic temperature and µα is the chemical
potential of lead α, the correlation matrix reads57,70
Mˆ =
√
nˆ0Uˆ
†PˆRUˆ
√
nˆ0 + (1− nˆ0)PˆR. (27)
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FIG. 3. (Color online) Entanglement entropy of the quantum switch. (a) Entanglement entropy for different opening times
and transmissions of the QPC (full lines) together with the analytic expression (dashed lines) in Eq. (39). The effective central
charge is ceff ' 1 for full transmission and ceff ' 0.7 for tQPC = 0.5t¯ in good agreement with the prediction in Ref. 74. There are
M = 300 sites in each lead. (b) Entanglement entropy for an abrupt opening. The black line shows the exact result while the
colored lines are lower bounds obtained by including cumulants up to order K in the series SK . The unit of time is τ0 = ~/t¯.
Here Pˆα is a projector onto the states in lead α,
Pˆα =
Mα∑
m=1
|m,α〉〈m,α|, (28)
and
nˆ0 =
1
1 + eβ[Hˆ(t0)−
∑
α µαPˆα]
(29)
is the occupation-number operator at t = t0. In addition,
the time evolution operator reads
Uˆ = Tt exp
(
− i
~
∫ t
t0
dt′Hˆ(t′)
)
, (30)
where Tt is the time-ordering operator. In App. A, we
describe how Uˆ is evaluated numerically.
If the leads are already connected at t = t0 and
the full system is in the correlated equilibrium state
(µL = µR = 0), ρˆ = e
−βHˆ(t0)/Tr[e−βHˆ(t0)], the corre-
lation matrix reads
Mˆ = PˆRUˆ nˆ0Uˆ
†PˆR, (31)
as shown in Ref. 28.
C. Full counting statistics
The FCS of transferred charge can be expressed in
terms of the correlation matrix as70
χ(λ) = det[1 + (eiλ − 1)Mˆ ]e−iλq, (32)
with q = Tr[Mˆ ]|t=t0 , such that the first cumulant C1(t0)
initially is zero. Using the relation ln(det[Aˆ]) = Tr[ln Aˆ]
for a matrix Aˆ, the cumulant of order m ≥ 2 follows as
Cm =
m∑
k=1
c
(m)
k Tr[Mˆ
k], (33)
having defined the coefficients
c
(m)
k =
k∑
l=1
(−1)(l−1)
(
k − 1
l − 1
)
l(m−1). (34)
Combined with the correlation matrix in Eq. (26), these
expressions allow us to calculate the cumulants of the
charge transport as functions of time.
D. Entanglement entropy
The entanglement entropy can be obtained from the
correlation matrix using the expression28
S = −Tr
[
Mˆ ln Mˆ − (1− Mˆ) ln(1− Mˆ)
]
. (35)
We subtract any initial entropy and always show the in-
crease of the entanglement entropy S(t) − S(t0). The
Re´nyi entropies can similarly be written as30
S(ν) = 1
1− νTr
[
ln
{
Mˆν + (1− Mˆ)ν
}]
. (36)
These equations make it possible to relate the entangle-
ment and Re´nyi entropies to the cumulants of the FCS.
Specifically, as shown in Refs. 29 and 30, by expand-
ing Eqs. (35) and (36) in powers of Mˆ combined with
Eq. (33), one arrives at the series in Eqs. (5) and (10) for
the entropies in terms of the cumulants.
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FIG. 4. (Color online) Re´nyi entropies of the quantum switch. (a) Re´nyi entropies for a fully transmitting QPC opened
abruptly at t = 0. The thin lines indicate the gaussian approximation where only the second cumulant is taken into account.
(b) Re´nyi entropy of order ν = 4 for a QPC opened abruptly at t = 0 to tQPC = 0.5t¯. The exact result (black line) is shown
together with the series S(4)K with cumulants up to order K (colored lines). The unit of time is τ0 = ~/t¯.
IV. QUANTUM SWITCH
We consider the quantum switch depicted in Fig. 1.28
It consists of a QPC with a transmission that is varied
in time. The time-dependent Hamiltonian reads
Hˆ ′(t) = −f(t) (tQPC|1, L〉〈1, R|+ h.c.) , (37)
with f(t) controlling the transmission of the QPC and
tQPC ≤ t¯. We first consider the situation where the QPC
initially is closed. We then open it by choosing
f(t) =
1
2
+
1
pi
arctan
(
t
τ
)
. (38)
Here τ is the opening time of the QPC with τ = 0 cor-
responding to an abrupt opening. We initialize the dis-
connected leads at t0  −τ , where f(t0) ≈ 0. For an
abrupt opening, the setup bears some similarities with
the quantum Ising chain investigated in Ref. 75.
Figure 3a shows the time evolution of the entanglement
entropy upon opening the QPC at t = 0. The temper-
ature is zero and no bias voltage is applied between the
leads. For finite-size leads, the entanglement entropy is
expected to follow the prediction74,76
S = (ceff/3) ln |(tM/tc) sin(t/tM )|, (39)
where the time scale tM = 2M/(pivF ) is determined by
the number of sites M in each lead, the short-time cutoff
tc is on the order of the opening time τ ,
28–30 and ceff is
the (effective) central charge of the conformal field theory,
depending on the transmission of the QPC.74 For a fully
transmitting QPC connecting infinitely long leads, M →
∞, this expression reduces to the seminal result6,9,22
S = (1/3) ln(t/tc) (40)
from conformal field theory. Our results clearly follow
Eq. (39) with small oscillations on top of the logarithmic
growth if the QPC is abruptly opened. The frequency of
the oscillations is given by the distance of the chemical
potential to the nearest band edge, ω0 = 2t¯ − |µ|, as we
have found by systematically varying the occupation of
the leads. In addition, the oscillations are smeared out
when the opening of the QPC is smooth.
In Fig. 3b we turn to the series expansion of the entan-
glement entropy in terms of the measurable cumulants of
the FCS. The figure demonstrates how the exact result
is approached as more cumulants are included. In this
example, cumulants of very high orders (K ' 30) are
needed for the series to converge. However, already with
the second cumulant (K = 2) only, the series provides a
good approximation of the exact entanglement entropy.
Figure 4a shows the time evolution of the Re´nyi en-
tropies up to order ν = 5. In this case, we compare
the exact results with the gaussian approximations in
Eqs. (12) and (14). For a fully open QPC (tQPC = t¯),
the gaussian approximation works well. Thus, from a
measurement of the second cumulant only, one obtains a
good approximation of the entanglement and the Re´nyi
entropies. This only holds true for a fully transmitting
QPC as illustrated in Fig. 4b, showing the series for S(4)
in terms of a finite number of cumulants for a QPC with
non-unity transmission. In this case, it is necessary to
go beyond the second cumulant before convergence is
reached. However, already when the fourth cumulant
is included, the series provides a good approximation of
the exact Re´nyi entropy.
Next, we consider the influence of a finite electronic
temperature as well as a finite bias voltage between the
leads. The results shown so far were obtained at zero
temperature, where the full system is in a pure state and
the growth of the entanglement entropy is only due to
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FIG. 5. (Color online) Entanglement entropy at finite temperatures and bias. (a) Entanglement entropy for a QPC with a
finite electronic temperature (red). Around tβ = ~/(pikT ), the growth of the entanglement entropy changes from logarithmic to
being linear in time. The zero temperature result (blue) is shown for comparison together with the linear long-time asymptotics
(green). (b) Entanglement entropy for a finite bias V at zero temperature. For a fully open QPC, the entanglement entropy
still grows logarithmically with time. For non-unit transmission, the entanglement entropy becomes linear in time for t & h/V
(dashed vertical line). The unit of time is τ0 = ~/t¯.
quantum fluctuations between the leads. With a finite
electronic temperature, thermal fluctuations come into
play together with shot noise due to the applied volt-
age. This is illustrated in Fig. 5a, where we show the
time-dependent entanglement entropy for a finite elec-
tronic temperature. The generalization of the prediction
in Eq. (40) then reads30,77
S = 1
3
ln
{
tβ
tc
sinh
(
t
tβ
)}
, (41)
where tβ = ~/(pikT ) is a thermal time scale. At short
times, t  tβ , the logarithmic behavior from Eq. (40)
persists. In contrast, at long times, t  tβ , thermal
fluctuations in the Fermi seas cause the entanglement
entropy to grow linearly in time. This crossover is cap-
tured by Fig. 5a, showing the entanglement entropy with
and without a finite electronic temperature.
In Fig. 5b, we consider a quantum switch with a fi-
nite bias voltage between the leads. We take the left and
right leads as the source and drain electrodes, respec-
tively, so that V = µL − µR is the potential difference
between the leads. We mimic a finite bias by choosing
the initial particle numbers of the leads differently, giv-
ing an approximately constant current during a certain
time window.55,78 Specifically, we choose the initial oc-
cupations as N
L/R
0 = (M ± ∆N)/2, where ∆N is the
surplus of particles in the source electrode. We then have
µL = −µR together with the approximate potential drop
V ' 4t¯ sin
(
pi
2
∆N
M
)
(42)
for large tight-binding leads, M  1.
Figure 5b shows that the entanglement entropy for a
fully transmitting QPC essentially grows logarithmically
with time just as in the unbiased case. In contrast, for
a QPC with a transmission below unity, electrons in the
transport window may reflect back on the QPC, generat-
ing shot noise. These transport processes can be consid-
ered as binomial events, where each electron with proba-
bility D is transmitted through the QPC and with prob-
ability 1 − D is reflected. For such binomial processes,
the entanglement entropy is expected to become linear
in time at long times following the expression79
S(t) = − t
τ¯
[D lnD + (1−D) ln(1−D)] , (43)
where τ¯ = h/eV is the mean waiting time between the
incoming electrons,80 and the ratio t/τ¯ yields the number
of transmission attempts after the QPC has been opened.
The crossover to the linear behavior is seen in Fig. 5b for
a biased QPC with a non-unity transmission.
To understand the combined effect of a finite voltage
bias and a finite electronic temperature, we consider in
Fig. 6 the derivative of the entanglement entropy with
respect to time for different temperatures and voltages
as well as different transmissions of the QPC. Neglecting
the quantum noise at zero bias and zero temperature
and assuming an energy-independent transmissionD, the
logarithm of the moment generating function reads33
lnχ(λ) = − tkT
h
u+u−, (44)
where
u± = v ±Arcosh [D cosh(v + iλ) + (1−D) cosh(v)] ,
and v = V/(2kT ) is the ratio between the potential
difference and the temperature. For our tight-binding
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FIG. 6. (Color online) Growth of the entanglement entropy
at long times. We show the derivative of the entanglement
entropy dS/dt with respect to time at long times, t  h/V .
Results are shown as functions of the transmission D of the
QPC for different ratios of the temperature over the bias. The
squares are the results of our numerically exact calculations,
whereas the solid lines are obtained from Eq. (44).
chain, the transmission probability is energy-dependent
and reads78
T (ε) = θ
2(4− (ε/t¯)2)
1 + θ2(2− (ε/t¯)2) + θ4 , (45)
with θ = tQPC/t¯. The transmission is perfect T (ε) = 1
for tQPC = t¯. To make a connection with Eq. (44), we
average the energy-dependent transmission over the bias
window and take
D = T (ε) = 1
V
∫ V/2
−V/2
dε T (ε), (46)
where V/2 = µL = −µR is half the symmetrically applied
bias. The averaged transmission then becomes
D = 1− 2t¯
V
(1− θ2)2
θ(1 + θ2)
artanh
[
V
2t¯
θ
1 + θ2
]
. (47)
Using this expression for the transmission probability,
our results for the entanglement entropy in Fig. 6 are in
excellent agreement with predictions based on Eq. (44).
We note that our results for low temperatures can also
been obtained by inserting the energy-dependent trans-
mission from Eq. (45) into Eq. (43) and then average over
the energy, as we have checked.81
From the findings above we see that the entanglement
entropy increases due to three types of processes: quan-
tum noise at zero bias and zero temperature, which gives
rise to the logarithmic behavior in Eq. (40), together with
thermal and shot noise fluctuations which cause a linear
increase with time. In an experiment, the shot noise
contribution can be suppressed simply by not applying
a bias. However, thermal fluctuations, which dominate
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FIG. 7. (Color online) Driven quantum switch. The trans-
mission of the QPC is controlled by the function F(t) in
Eq. (48). During each period of duration T = 15τ0 with
τ0 = ~/t¯, the QPC is opened for the time w = 7.5τ0. Since this
is shorter than the thermal time scale tβ = ~/(pikT ) ' 32τ0,
the logarithmic growth dominates within each period. With
T = 10 mK, we have tβ ' 0.24 ns which should be reachable
with current technology. The dashed line shows the gaussian
approximation of the entropy.
over the quantum noise at long times, will always be
present. Thus, to access the logarithmic short-time be-
havior due to quantum noise, it has been suggested to
open and close the QPC in a periodic manner.28
To describe the periodic opening and closing of the
QPC, we replace f(t) in Eq. (37) by the periodic function
F(t) =
∞∑
n=0
[f(t− nT )− f(t− w − nT )] . (48)
Here T is the period of the driving and w is the length of
the time windom during which the QPC is open. Choos-
ing the time window to be shorter than the thermal time
scale, w < tβ , we expect to see a recurrence of the log-
arithmic behavior after each opening of the QPC. This
is confirmed by our calculations in Fig. 7. Importantly,
the exact results for the entanglement entropy are very
well captured by the gaussian approximation which only
includes the second cumulant. Moreover, the second cu-
mulant of the full counting statistics can be related to the
current noise, thereby paving the way for an experimen-
tal verification of predictions from conformal field theory
in a coherent electronic conductor.
V. LEVITONS
Motivated by recent experiments,51,52 we now con-
sider time-dependent excitations of the Fermi sea. In
the experiment by Dubois and co-workers,51 lorentzian-
shaped voltage pulses applied to an ohmic contact led
9FIG. 8. (Color online) Creation of levitons. We show the time-evolution of the particle density n(x) along a tight-binding chain
with a QPC placed at x = 0. A leviton and an anti-leviton are created by modulating the phase of the hopping amplitude in
the middle of the left lead according to Eq. (50). Panel (a) shows the leviton and the anti-leviton emerging out of the Fermi sea.
Panel (b) shows the two quasi-particles propagating in opposite directions. The red and green lines indicate their lorentzian
density profiles. In panel (c), the leviton scatters on the QPC tuned to half transmission, while the anti-leviton is reflected at
the end of the chain. Panel (d) shows the transmitted and reflected parts of the leviton, which again have lorentzian density
profiles. The unit of time is τ0 = ~/t¯.
to the creation of clean single particle excitations (levi-
tons), following a theoretical proposal by Levitov and co-
workers.32,33,50 Similar excitations can be generated by
applying a slow linear drive to a quantum capacitor.82,83
A third strategy, which applies to our tight-binding chain,
is to modulate the phase of the tunneling amplitude be-
tween neighboring sites as we show in App. C. In this
case, the time-dependent part of the Hamiltonian reads
Hˆ ′(t) =− tQPC|1, L〉〈1, R|+ h.c.
− t¯
∑
{j,α}
eiφjα(t)|j, α〉〈j − 1, α|+ h.c., (49)
where the first line describes the (static) coupling of the
leads due to the QPC and the terms on the second line
create levitons at site j in lead α = L,R. (The sum
runs over the sites {j, α}, where we wish to create levi-
tons). As we show in App. C, the phase of the tunneling
amplitude should be chosen as
φjα(t) = 2 arctan
(
t− tjα
τ
)
+ pi, (50)
where tjα is the emission time and τ determines the width
of the lorentzian wave packet that is produced. With this
phase, a right-moving leviton is created together with a
left-moving anti-leviton (a hole), but without additional
electron-hole pairs. If the sign of the phase is changed,
the quasi-particles move in the opposite directions.
Figure 8 shows the particle density n(x) along the
chain at different times. The QPC is positioned at x = 0
with x < 0 (x > 0) corresponding to the left (right) lead.
The system is initialized in equilibrium at half filling at
the time t0  min{tjα}, long before any excitation is
applied. As the pulse is applied, a leviton and an anti-
leviton are generated in the left lead as seen in panel (a).
The excitations propagate in opposite directions with the
Fermi velocity vF = 2t¯/~. In a continuum description,
the wave function of the leviton reads50
ψ±(x, t) =
i
√
vF τ/pi
x− x0 ± vF (t− te) + ivF τ , (51)
where x0 is the position at which the leviton is created,
and the sign corresponds to a leviton moving to the left
(−) or to the right (+). With this wave function, the
corresponding particle density n(x) becomes lorentzian,
which agrees well with our results in Fig. 8.
As the leviton scatters on the QPC, it is partitioned
into a transmitted and a reflected wave packet. The QPC
is tuned to half transmission, such that transmission and
reflection occur with equal weight. In Fig. 9 we show
the time evolution of the entanglement entropy during
the scattering process. Only the first few cumulants are
needed to obtain the entanglement entropy from the se-
ries in Eq. (5) and already with K = 6 the agreement
with the full result is very good. For a binomial process
with fifty percent success probability, the entropy should
increase by ln 2. Our results are close to this value, al-
though slightly lower due to the exponential distribution
of the leviton in the energy domain,50 ψ(ε) ∝ e−ετΘ(ε).
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FIG. 9. (Color online) Entanglement entropy for a single
leviton impinging on a QPC. The leviton is created at time
tjα = 0 at site j = 50 in the left lead (α = L). The entangle-
ment entropy increases nearly by ln 2. The colored lines show
the cumulant series with an increasing cut-off K. The unit of
time is τ0 = ~/t¯.
As a result, different components of the wave packet are
scattered with different transmission amplitudes, leading
to a smaller increase in the entropy. We note that the
entanglement generated here comes from a superposition
of states with different particle numbers in each lead and
thus may not be accessible.
Following the work of Dubois and co-workers,51 we now
consider the situation where one leviton is created in each
lead and brought into collision at the QPC in a fermionic
Hong-Ou-Mandel experiment.53,54 In Fig. 10 we show the
entanglement entropy generated by interfering two levi-
tons on the QPC as a function of the time delay ∆te
between the arrival times at the QPC. The results are
divided by the entanglement entropy generated by scat-
tering just a single leviton on the QPC. Together with the
full result, we show the entanglement entropy obtained
using the cumulant series with an increasing cut-off.
If the levitons arrive simultaneously, they anti-bunch
such that one leviton leaves the QPC in each direction
after the scattering event. In this case, there are essen-
tially no charge fluctuations and almost no entanglement
entropy is generated. In contrast, for large time differ-
ences, |∆te|  τ , the levitons scatter independently of
each other and the entanglement entropy equals twice
the entropy generated by a single scattering event. The
final state is a coherent superposition of states with zero,
one, and two levitons in one lead. The state with one
leviton in each lead is time-bin entangled with finite ac-
cessible entanglement entropy.
To understand the shape of the curve in between these
limiting situations, we consider the increase of the second
cumulant following a Hong-Ou-Mandel experiment with
levitons. It can be written as84 (see also Ref. 85)
CHOM2 = 2C
1
2 (1− C), (52)
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FIG. 10. (Color online) Entanglement entropy in a fermionic
Hong-Ou-Mandel experiment with levitons. The entangle-
ment entropy exhibits a Hong-Ou-Mandel-like suppression as
a function of the time delay ∆te between the arrival times
at the QPC. We show the exact result for the entanglement
entropy together with the cumulant series using an increasing
cut-off K. The black line indicates the expected increase of
the second cumulant according to Eq. (52). The inset focuses
on the differences between the curves. The unit of time is
τ0 = ~/t¯.
where C12 is the increase for a single leviton and
C = |〈ψ−|ψ+〉|2 = 1
1 +
(
∆te
2τ
)2 (53)
is the overlap of the leviton wave functions, taking x0 ∓
vF t = 0 in Eq. (51), depending on ∆te.
This expression is in good agreement with our results
for the second cumulant and it essentially determines the
shape of the entanglement entropy as a function of ∆te
with only minor corrections due to higher cumulants.
VI. CONCLUSIONS
We have investigated the entanglement and the Re´nyi
entropies for two Fermi seas connected via a barrier with
a time-dependent transmission. This system can be im-
plemented in mesoscopic physics by connecting two elec-
trodes via a QPC, or in an optical lattice with cold
fermionic atoms. Using exact expressions for the en-
tropies in terms of the cumulants of the FCS, we have
shown how the entanglement and the Re´nyi entropies in
a quantum many-body system can be deduced from mea-
surements of the charge fluctuations between the reser-
voirs. In particular, for a quantum switch operated under
suitable experimental conditions, a logarithmic growth
of the entanglement entropy, as predicted by conformal
field theory, can be inferred from only the first few cumu-
lants. Motivated by recent experiments, we have evalu-
ated the entanglement entropy generated by partitioning
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clean single-particle excitations (levitons) on a QPC as
well as by interfering two levitons on the QPC, tuned to
half transmission. In this case, we identify a Hong-Ou-
Mandel-like suppression of the entanglement entropy as
a function of the difference of arrival times at the QPC.
We hope our work may stimulate further theoretical
efforts to understand entanglement entropy in condensed
matter physics, for instance in relation to the flow of
Re´nyi entropies in quantum heat engines.86,87 In addi-
tion, the results presented here may serve as a guideline
for future experiments aimed at measuring the entangle-
ment entropy in a solid-state system.
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Appendix A: Time evolution operator
The time evolution operator Uˆ in Eq. (30) can be eval-
uated using a Crank-Nicolson scheme.88 By discretizing
time in small steps of length δt ~/t¯, we can write
Uˆ(t+ δt) ' e−iHˆ(t+δt/2)δt/~Uˆ(t), (A1)
assuming that the Hamiltonian, here evaluated at the
center of the interval, is roughly constant during the time
step. We rewrite this approximation as
eiHˆ(t+δt/2)δt/2~Uˆ(t+ δt) ' e−iHˆ(t+δt/2)δt/2~Uˆ(t) (A2)
and expand the exponentials on each side to first order
in δt. We then find the expression
Uˆ(t+ δt) ' 2~− iHˆ(t+ δt/2)δt
2~ + iHˆ(t+ δt/2)δt
Uˆ(t), (A3)
which allows us to determine the time evolution opera-
tor iteratively in each time step, starting from the initial
condition Uˆ(t0) = 1ˆ.
Appendix B: Zero-frequency noise
Here we show that the zero-frequency noise for a peri-
odic process is given by the increase of the second cumu-
lant per period following Ref. 89. We first introduce the
current-current correlation function
c(t, t′) =
1
2
〈{δIˆ(t), δIˆ(t′)}〉, (B1)
where the curly brackets denote the anti-commutator and
δIˆ(t) = Iˆ(t) − 〈Iˆ(t)〉. For a periodic process, the cor-
relation function shares the periodicity of the process,
c(t + T , t′ + T ) = c(t, t′), where T is the period. The
zero-frequency noise is then
S(0) =
1
T
∫ T
0
dt
∫ ∞
−∞
dτc(t, t− τ). (B2)
To relate the zero-frequency noise to the second cumu-
lant of the FCS, we consider the charge Qˆ(t) =
∫ t
t0
dt′Iˆ(t′)
accumulated in one of the leads during the time inter-
val [t0, t]. The second cumulant of the charge fluctuation
can then be written as
C2(t) = 〈[δQˆ(t)]2〉 = 〈Qˆ2(t)〉 − 〈Qˆ(t)〉2. (B3)
with δQˆ(t) = Qˆ(t) − 〈Qˆ(t)〉. Differentiating this expres-
sion with respect to time, we find
d
dt
C2(t) = 〈{δIˆ(t), δQˆ(t)}〉
=
∫ t
t0
dt′〈{δIˆ(t), δIˆ(t′)}〉
= 2
∫ t−t0
0
dτc(t, t− τ).
(B4)
Finally, by averaging over one period and taking the limit
t0 → −∞, we find
1
T
∫ T
0
dt
d
dt
C2(t) =
C2(T )− C2(0)
T = S(0), (B5)
having used the property c(t, t − τ) = c(t − τ, t), which
follows from the definition.
Appendix C: Creation of levitons
A leviton and an anti-leviton can be created on a tight-
binding chain by applying a time-dependent potential
difference between two sides of the chain.50 The time-
dependent Hamiltonian reads
Hˆ(t) = −t¯
M−1∑
m=1
(|m〉〈m+ 1|+ h.c.) + V (t)
L∑
m=1
|m〉〈m|,
(C1)
where t¯ is the tunneling amplitude between neighboring
sites and the potential drops between sites number L <
M and L + 1 with M being the number of sites. The
time-dependent potential is chosen to be lorentzian,
V (t) =
2~τ
(t− te)2 + τ2 , (C2)
with width τ , centered at t = te.
The Hamiltonian can be brought into an equivalent
form by considering a continuum description of the po-
tential,
Φ(x, t) = Θ(x0 − x)V (t). (C3)
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Here x0 denotes the point along the x-axis, where the
potential drops, and Θ(x) is the Heaviside step function.
The potential can now be removed using a gauge trans-
formation by choosing the gauge potential as
γ(x, t) =
∫ t
−∞
dt′Φ(x, t′), (C4)
so that the transformed scalar potential Φ′(x, t) =
Φ(x, t) − ∂tγ(x, t) is zero everywhere. This, however,
leads to a non-zero transformed vector potential,
A′(x, t) = [∂xγ(x, t)]x = −δ(x0 − x)
∫ t
−∞
dt′V (t′)x,
where x is a unit vector along the x-axis. With this
gauge transformation, the potential difference between
the two sides of the chain has been removed. In turn,
the presence of a vector potential should be included in
the tight-binding Hamiltonian. This can be accomplished
using a Peierls substitution90 of the tunneling amplitudes
t¯→ exp
(
− i
~
∫
`
A′(x, t) · dx
)
t¯, (C5)
where the integral is evaluated along the line segment `
connecting the two neighboring sites. Inserting the vector
potential, we see that only the tunneling amplitude where
the potential drops should be modified as
t¯→ eiφ(t)t¯, (C6)
with the time-dependent phase reading
φ(t) = 2 arctan
(
t− te
τ
)
+ pi (C7)
as in Eq. (50).
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