We study the growth of disturbances to vortex rings with swirl, which are exact solutions of the Euler equations of inviscid ow, using two contrasting methods. The motion of the perturbed vortex rings can be regarded as a prototype for the inviscid dynamics of vortex structures in 3D. Exact rings with swirl are computed as steady, axisymmetric ows using a variational method. Asymptotic analysis in the short wave limit, similar to geometric optics, leads to ordinary di erential equations for perturbations along particle paths. These ODE's can be solved for the rings of interest, yielding predicted maximum growth rates for small disturbances. These rates are compared with the direct simulation of sample disturbances using a 3D vortex method to calculate the evolution according to the Euler equations.
Introduction
In recent years there has been considerable interest in understanding the dynamics of ows with localized vortex structures such as laments and rings. Despite considerable progress, relatively little is known about such dynamics in a full 3D setting. The present work is aimed at studying general disturbances to axisymmetric vortex rings with (and without) swirl. Such rings are important as examples of exact solutions to the 3D Euler equations, with the vorticity localized inside a toroidal vortex core. We have computed several vortex rings with swirl numerically, and compared direct numerical simulations of the time-dependent behavior of perturbations to the rings with analytical predictions of instabilities. These predictions are based on a geometric optics, or short-wave approximation, in contrast with much analysis in which it is the low modes that are of primary interest. Further details are presented in 16] .
The structure of vortex rings is governed by a quasi-linear elliptic equation for the streamfunction subject to appropriate regularity conditions. The main di culty in nding exact rings stems from the fact that the location of the vorticity core boundary is not known a priori. Individual vortex rings are characterized by the pro le functions describing the dependence of the azimuthal velocity and vorticity on the streamfunction as well as certain global constraints determining the location of the core boundary.
Until very recently, most analyses of vortex rings were concerned with the behavior in the thin ring limit, i.e., core radius small compared to outer radius, and with the structure of rings without swirl. For a recent review of vortex rings, see 20] . For the theory of thin rings, see 19] . The stability of thin rings has been studied by various authors, including Moore, Sa man, and Widnall. The exact theory of vortex rings without swirl has been developed by Norbury, Fraenkel, and others. Knio and Ghoniem 11] computed instabilities to vortex rings without swirl, using vortex methods, and compared the results with the thin ring theory. For more extensive references, see 20] and 16] .
Vortex rings with swirl have attracted considerably less attention than their no-swirl counterparts, although they represent a more general class of steady solutions of the Euler equations and play an important role in nature. Mo att 17] developed an approach to the description of vortex rings with swirl based on their analogy with toroidal equilibrium con gurations known in magnetohydrodynamics. Turkington 22] proved the existence of exact solutions, using a di erent approach based on the variational formulation of the corresponding quasi-linear boundary value problem. Eydeland and Turkington developed a numerical algorithm based on this approach, allowing one to obtain vortex rings corresponding to a large variety of pro le functions and normalization constraints. This family includes the limiting cases of vortex rings without swirl, for which the vorticity and the velocity are orthogonal, and also the so-called Beltrami rings, for which they are parallel.
Vortex rings with swirl are natural objects of numerical study using vortex methods, because the initial distribution of vorticity is localized in a nite domain and can be chosen to be smooth. (Recall that Hill's vortex has a jump in the vorticity at the boundary of the core.) Such a study is useful for two reasons. First, it helps to assess the validity of 3D vortex methods, and, second, it sheds light on the dynamics of the rings as such. However, to draw sensible conclusions from such a study it is necessary to nd the initial distribution of vorticity inside the vortex core with su cient accuracy and to analyze the stability properties of the corresponding ring in advance. The latter is important to discriminate between the actual dynamics and numerical errors. Such a study was undertaken by Beale, Eydeland and Turkington 4] a few years ago. However, at that time numerical algorithms for generating exact vortex rings were not su ciently accurate for this purpose, while the stability theory for vortex rings with swirl was virtually nonexistent. In addition, the ring used as a test in 4] was not well resolved and not very stable, so that the results were rather inconclusive.
Our objective is a more de nitive study of time-dependent behavior than in 4], with numerics supported by comparison with analytic predictions. There are three compelling reasons for doing this. First, we have considerably improved the equilibrium solver by incorporating into the scheme appropriate matching conditions on the boundary of the computational domain. As a result, we are able to nd the vorticity distribution inside the vortex core with very high accuracy. Second, we can apply a novel theory of stability of vortex rings, based on the geometrical optics approach, which was proposed recently by Lifschitz and Hameiri 12{15] . In this framework we can describe the initial behavior of highly localized perturbations to a given vortex ring analytically. We emphasize that the perturbation growth is similar in many respects to the transient growth observed in other settings. Third, we have developed a modi ed vortex method which is particularly well suited for studying the dynamics of the vortex rings (cf. 21]). We explicitly take into account the presence of the steady background ow in the problem, and also use the fast summation technique.
The asymptotic analysis used here, while familiar in other settings such as linear wave motion, has only recently been developed for applications such as inviscid uid ow. Approximate equations are found for disturbances characterized by a rapid spatial oscillation. The eikonal equation, determining the phase function, has as its characteristics the particle paths of the underlying ow eld. The disturbance is then described by ordinary di erential equations along these particle paths for a wave vector and amplitude. Once an exact vortex ring has been computed numerically by the method referred to above, these ordinary di erential equations can be solved numerically for various choices of particle paths. In this way the maximum rate of growth for short-wave disturbances can be estimated at various locations in the ring. The growth rates obtained depend on the streamfunction, which, roughly speaking, measures the distance from the center of the core of the ring.
The disturbances predicted by the short-wave analysis have been called \broad-band" instabilities 2], since they apply to high wavenumbers, rather than particular ones. A study similar in spirit to this one was carried out by Bayly 2] . He considered instabilities to quasi-two-dimensional steady ow, i.e., a periodic 2D ow with a third component added. He compared short-wave asymptotics with numerical solutions obtained using a spectral method.
In the direct simulations using the vortex method, we study the solutions of the 3D Euler equations corresponding to initial data with small deviation from the numerically computed equilibrium vorticity distributions and reproduce the dynamics (or lack thereof) of such solutions. We also consider initial data deviating by an appropriately chosen perturbation from the equilibrium vorticity distributions and explore the relationship between predictions of the stability theory and the numerical experiments. Typically, the growth rates observed from vortex method simulations are about half the maximum growth rate predicted by the geometric optics theory. Since we have not chosen the initial disturbances in any special way, we could not expect closer agreement without more detailed comparison of the two approaches. The results indicate that the version of the vortex method used in our analysis gives an adequate picture of the vortex dynamics for a relatively long time (on the order of a turn-around period in the poloidal plane), and that the solutions are in reasonable agreement with predictions of the geometrical optics stability theory. We hope that this combined study will improve understanding of the full stability properties of vortex rings, which are unknown even for rings without swirl.
Vortex rings with swirl
The vortex rings of interest here are exact solutions of the Euler equations of inviscid, incompressible ow. Their vorticity is limited to a bounded region; the vorticity can be chosen to be fairly smooth as a function of the spatial variables. The ow is axisymmetric and independent of time except for translation along the axis.
Vortex rings are most naturally expressed in cylindrical coordinates (r; ; z), with the z-axis as the axis of symmetry. Both the velocity and vorticity elds are functions of (r; z); they can have any direction if swirl is included. The -component of the velocity is called the swirl velocity. The vortex core is a toroidal region symmetric about the z-axis. In vortex rings without swirl, the particles move along two-dimensional paths, and the ow has much of the character of two-dimensional ow. In particular, the vorticity can be expressed in terms of a scalar eld which is conserved. Rings without swirl have been studied extensively, and the stability characteristics of thin rings are understood reasonably well. Exact vortex rings with swirl have more general behavior, and less is known about their properties. Within the vortex core of such rings the particles move in helices, and the ow has distinct three-dimensional features. In this sense, vortex rings with swirl serve better to illustrate 3D ow than those without.
We begin by treating vortex rings as steady solutions of the Euler equations: 
We have introduced arbitrary functions f and h of , and f 0 = df=d ; h 0 = dh=d , representing the circulation around circles centered at the axis of symmetry and the Bernoulli head function, respectively. The streamfunction satis es the equilibrium equation
and the boundary conditions = ? on y = 0 and ! ?( + y) as j(y; z)j ! 1:
We are looking for a steady solution with compactly supported vorticity which is embedded in the uniform ow. It is clear that is constant on the boundary of the vortex core, and we can assume that f = 0; h = h 0 > 0 outside the core. The constants and represent the constant value of on the axis of symmetry and the uniform axial velocity at in nity, respectively. The values of and can be determined from two additional constraints expressing conservation of the meridional circulation C and the axial component of linear impulse P , given below.
We choose the structure functions f and h to be
where + = max( ; 0), and h 0 ; ; ; are arbitrary positive constants. (The constant h 0 has no e ect.) After substitution in (5), the equilibrium problem reduces to the equation:
subject to the constraints Z Z 1 y ( + y) + dydz = 1;
Z Z ( + y) + dydz = 1;
and the inhomogeneous boundary conditions (6). Here we assume that P = 1 and C = 1. This normalization guarantees that the linear size of the vorticity core is of order unity. The quantities to be determined are the streamfunction and the constants ; . Turkington 22] proved via a variational method the existence of a solution to this problem in the half-plane. Eydeland and Turkington 9] extended this proof to produce an iterative numerical method for solving the problem (8) , (9), (10) in a nite computational domain R = f(y; z)j0 y Y; ?Z z Zg with the mixed Dirichlet-Neumann boundary conditions. They assumed that the size of the domain R is so large that the numerical boundary does not have an appreciable e ect on the solution inside the vorticity core. Our approach to computing solutions is also based on a reduction of the problem in the halfspace to a problem in a nite computational domain R. However, we replace the mixed DirichletNeumann boundary conditions by the following nonre ective (and nonlocal) conditions on the boundary of R: (12) Here G is the Green's function for the operator L in the free space. It is clear that represents the exact solution on the computational boundary of the half-space problem for + + y. Conditions (11) guarantee that the streamfunctions inside the computational domain can be smoothly extended to in nity. Accordingly, we can restrict ourselves to a much smaller computational domain provided that it contains the vorticity core. This is a crucial step towards improving the accuracy of the numerical method. The actual iterative scheme is an appropriately modi ed version of the one used by Eydeland and Turkington. It is given explicitly in 16].
A variety of vortex rings can be generated by the method discussed here with characteristics governed by the three parameters , , and . In particular, controls the smoothness of the streamfunction on the boundary of the vortex core. Larger values of produce smoother matching at the boundary. In principle, it is desirable to make as smooth as possible to avoid numerical errors. However, requiring too much smoothness at the boundary results in a streamfunction with a complicated structure and a vortex ring which is highly unstable. A particular example of this can be seen in 4] where an exceptionally unstable ring, with = 3, was used as a test problem. Setting = 1:5 seems to be a reasonable compromise. Once is xed, we are left with a two parameter family of vortex rings depending on and . The special case with = 0 produces rings without swirl, for which the velocity and vorticity are perpendicular. On the other hand, setting = 0, produces the so-called Beltrami rings which have parallel velocity and vorticity.
Analysis of local instabilities
Once a vortex ring is constructed by the method of the previous section, we have available an exact solution of the Euler equations of incompressible, inviscid ow. We can predict the behavior of disturbances to this exact solution by numerical simulations, as described subsequently, or by analytical treatment of instabilities. Although there has been considerable research on the stability of thin rings, little is known about the stability of exact rings with swirl. In this section we discuss the stability of general vortex rings using a WKB type method developed by Lifschitz and Hameiri 12, 13, 14, 15], valid for short wavelengths and small amplitude perturbations. Once the growth rates of these instabilities have been calculated, we can compare them with the results of time-dependent numerical simulations. This gives us an opportunity to determine the general applicability of the WKB method.
In the WKB approximation to inviscid ow, short wavelength instabilities are described in terms of localized wave envelopes characterized by the phase and the amplitude. These envelopes move along with the particles in the uid ow, and their behavior is governed by a system of characteristic equations along particle trajectories 12]. This system consists of the trajectory equation for uid particles, eikonal equation for the wave vector and transport equation for the velocity amplitude. The stability properties of the ow are determined by the growth of solutions to this system of ordinary di erential equations.
We begin by assuming a linear disturbance in the form u 1 (t; x) exp (i (t; x)= ) plus lower order terms. If x p is a particular particle location, moving with the ow, we de ne a(t) = u 1 (t; x p ) and k(t) = r (t; x p ). The characteristic equations turn out to be dx dt = u s ; 
supplemented by an initial condition
and the incompressibility condition a k = 0; (17) which is compatible with the characteristic equations. The trajectory equation (13) determines the streamline passing through x 0 . Here u s means the velocity in the undisturbed vortex ring. The eikonal equation (14) determines the evolution of the local wave vector k along this streamline, and similarly the transport equation (15) determines the evolution of the amplitude a.
Lifschitz and Hameiri 15] proved that a vortex ring is unstable in the velocity norm if for certain initial data x 0 ; k 0 ; a 0 such that a 0 k = 0, the corresponding amplitude a(t) grows in time without a bound. This observation allows us to analyze the stability of a given vortex by numerically solving the system of ordinary di erential equations (13), (14) , (15) along streamlines of this ring. Note that the system of characteristic equations has a triangular structure, i.e., the trajectory depends only on x 0 ; the wave vector depends on both x 0 and k 0 ; and nally, the amplitude depends on x 0 ; k 0 , and a 0 . It is therefore natural to solve them in succession. Using the speci c structure of the vortex ring, we can write the equations more explicitly in terms of the streamfunction ; see 16] .
We start with Eq. 13 describing helical trajectories of the uid particles. Projections of these trajectories onto the y; z-plane are closed; we denote the period of rotation by T . Next we consider Eq. 14 for the wave vector. It can be shown that this equation has a special structure which enables one to nd a fundamental system of solutions explicitly. Lifschitz and Hameiri 15] constructed a fundamental system of solutions K i , i = 1; 2; 3, two of which (say K 1 and K 2 ) are periodic with period T , and the third one, K 3 grows linearly in time and becomes asymptotically proportional to tr . Thus Eq. 14 has a two-parameter family of periodic solutions, while all other solutions grow linearly in time.
Finally we consider the transport equation (15) have to study the nite-time behavior of solutions of the transport equation on a certain nite time interval 0 t t , rather than the large time limit. The solutions are determined by the behavior of the projected fundamental solution F . We de ne the nite-time growth rate by the formula t = 1 2t log k F tr (t )F (t ) k; (18) where F tr is the transpose of F . It depends on x 0 and the direction of k 0 . The value of t , maximized over all initial vectors k 0 , gives the largest nite time growth rate associated with the point x 0 . In order to obtain the growth rate which characterizes a stream surface, we average the maximized t over various initial points belonging to the same stream surface. It is this growth rate that we are going to compare with the one observed in the numerical experiments in Section 4.
With these general ideas in mind, we now describe the numerical procedure used to obtain speci c values of the growth rates for various stream surfaces. First, we use the method described in the previous section to generate a vortex ring with speci c choices of the parameters ; ; . In this computation we obtain the values of on the grid points inside the computational rectangle R. Then we extrapolate the values of onto the intermediate points using the bi-cubic splines. In this way we obtain analytical expressions for and its partial derivatives everywhere in R. Using these expressions we solve Eq. 13 and determine the trajectory passing through the point x 0 . Next, we solve Eq. 14 and nd three linearly independent solutions K i ; i = 1; 2; 3 of the eikonal equation. We consider a two-parameter family of k 0 of the form
and compute the corresponding projected fundamental solution for Eq. 15. We then scan the ; -parameter space to nd the maximum value of the nite-term growth rate t with respect to k 0 , using formula (18) . Finally, we average this along the stream surface. The resulting values for representative surfaces are reported for several rings in Section 4. . The calculations reported here exploit fourfold symmetry and also use a fast summation algorithm of Buttke 6] , related to the Greengard-Rokhlin algorithm, to reduce the computational load. In addition the method is modi ed speci cally to calculate perturbations and eliminate the steady solution from the computation. The evolution of the ow eld is represented by a collection of particles moving with the uid. Their locations x j (t) and corresponding values of the vorticity vector ! j (t) are calculated at each time. The velocity eld can then be approximated from the Biot-Savart law as u h (x; t) = X j K (x ? x j ) ! j h where K is a version of the kernel of (20) , smoothed by a blob function. The particle locations x j (t) move according to this computed velocity. The vorticity evolution, given by the equation D! Dt = ! ru (22) can be approximated along the particle paths by
The derivative ru h i can be obtained by a centered di erence quotient after observing that the dot product reduces to a directional derivative. The particles are introduced initially on a square grid of size h covering the vortex core. The blob function used here is a sixth degree radial polynomial within unit radius and zero otherwise. It is chosen to be continuous and fourth order accurate (see 16] or 21]). While there are other possible evolution equations for the vorticity, the one presented here is conceptually simple, is straightforward to implement, and seems to produce the best numerical results (see 4] for a discussion). Finally, the resulting ODE's are discretized in time by the fourth order Runge-Kutta method.
Next we introduce a modi cation which allows us to eliminate the steady part of the ow in the vortex ring calculation and concentrate on the evolution of perturbations. No new error is introduced by doing this. We impose an initial velocity perturbation u 0 (x) on the steady velocity eld of an exact ring, u s (x). We want to nd u(x; t) so that u(x; 0) = u 0 (x) and u s (x)+u(x; t) is a solution to the Euler equations (1). The corresponding steady vorticity and vorticity perturbation are ! s (x) = r u s and !(x; t) = r u respectively. Since u s + u satis es the Euler equations and ! s + ! = r (u s + u), then ! s + ! and u s + u must satisfy (22) and (20) 25) which we solve using the fourth order Runge-Kutta method. Since this procedure does not depend on vortex ring structure, it could be used to model the behavior of perturbations of any steady known solution of the Euler equations.
In studying the growth of instabilities to vortex rings, we can in principle vary the wavelength, shape, direction, and location of the initial disturbance, so that a thorough study would have to be quite extensive. Here we focus on the small amplitude perturbation with initial velocity 
where ? is a smooth cut-o function in with amplitude on the order of 0:003. Using the modi ed vortex method described above, we calculate the evolution of this perturbation for ve vortex rings. In order to compare these results with the analytical work discussed earlier, we need to compute localized growth rates which are compatible in type with the predictions. We examine perturbations by following the evolution in time of special tracking particles introduced near the level curves of de ned by i = i max =10 for 1 i 10. While the velocities and positions of these tracking particles are computed, they are not used in the vortex method calculation. A relative L 2 velocity deviation from the steady ring is then computed and can be compared with the analytical results.
The ve vortex rings we consider here are produced by varying the parameters and in the structure functions (7) . For all of these rings the parameter = 1:5. The perturbed solutions are calculated in time steps of t = 0:2 until t = 9:8, which is roughly the period of a particle near the center of the ring moving in the poloidal cross section; smaller time steps did not a ect the results. Fast summation and fourfold symmetry are used in all calculations. Further information about these rings is contained in Table I . In this table, h is the mesh size and n is the number of vortex elements in 1=4 of the vortex ring.
Average predicted and observed growth rates between t = 0 and t = 9:8 are listed in Table II . The predicted rates are computed from the geometric optics approach by the procedure described in the previous section. The index i in the table refers to the stream surface with = i . Even though the growth rate predictions are made for short wavelength local instabilities, they do seem to be relatively good predictors of the overall stability of a vortex ring. Those with higher predicted growth rates have higher observed growth rates. Notice that the predicted maximum growth rate is generally 2 to 3 times larger than the observed growth rate, except in the rst case. Finally, notice that the rings become less stable as increases while the e ect of on stability is unclear.
It is important to remember that the geometric optics analysis predicts a maximum possible growth rate, while the vortex method calculates the growth rate for a particular perturbation. A particular solution typically will have a growth rate somewhat less than the predicted maximum. A closer comparison might be obtained by specializing the geometric optics prediction to the particular perturbation used in the vortex method calculation. The WKB method only describes the growth of short wavelength local instabilities. Longer wavelength perturbations and nonlocal e ects may also be important in the evolution of a vortex ring. Notice that within a particular vortex ring in Table II , the predicted growth rates vary more than the observed growth rates. We may expect that ESAIM: Proceedings, Vol. 1, 1996, pp. 565{575 nonlocal e ects force perturbations in di erent locations to grow at similar rates. In view of these quali cations, the predicted and observed growth rates seem to be in reasonably good agreement.
