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Résumé
Par opposition à la Réalité Augmentée qui consiste à ajouter des éléments virtuels à
un environnement réel, la Réalité Diminuée consiste à supprimer des éléments réels d’un
environnement. Le but est d’effectuer un rendu visuel d’une scène 3D où les éléments
"effacés" ne sont plus présents : la difficulté consiste à créer une image de sorte que
la diminution ne soit pas perceptible par l’utilisateur. Il faut donc venir compléter la
scène initialement cachée par ces éléments, en effectuant une opération d’inpainting qui
prenne en compte la géométrie de la pièce, sa texture (structurée ou non), et la lumino-
sité ambiante de l’environnement. Par exemple, l’œil humain est sensible à la régularité
d’une texture. L’un des objectifs d’Innersense, entreprise spécialisée dans l’aménagement
virtuel d’intérieurs, est de développer un produit capable d’enlever des éléments pré-
sents dans une pièce d’intérieur. Une fois la suppression virtuelle des meubles existants
effectuée , il sera alors possible d’ajouter des meubles virtuels dans l’espace laissé vacant.
L’objectif de cette thèse CIFRE est donc de mettre en place un scénario de réalité
diminuée pouvant être exécuté sur un système mobile (tablette IOS ou Android) qui
génère des images photo-réalistes de la scène diminuée. Pour cela, à partir d’un modèle
géométrique de la pièce d’intérieur que l’on veut altérer, nous adaptons et améliorons
des procédures d’effacement d’éléments d’une image appelées inpainting dans une image
2D. Ensuite, nous appliquons ces techniques dans le contexte 3D intérieur pour tenir
compte de la géométrie de la scène. Enfin, nous analysons la luminosité pour augmenter
le réalisme des zones complétées.
Dans cette thèse, nous rappelons d’abord les différents travaux académiques et les so-
lutions industrielles existantes. Nous évoquons leurs avantages et leurs limites. Nous
abordons ensuite les différentes techniques d’inpainting existantes pour introduire notre
première contribution qui propose d’adapter une des méthodes de l’état de l’art pour
prendre en compte de la structure du motif de la texture. La problématique de la lumi-
nosité est ensuite abordée en proposant un processus qui traite séparément la texture
et la variation de la luminosité. Nous présentons ensuite une troisième contribution qui
propose un critère de confiance basé sur des considérations radiométriques pour sélec-
tionner une information selon sa qualité dans le processus d’inpainting. Nous proposons
une dernière contribution basée sur la complétion de texture de modèles 3D non pla-
naires reconstruits à partir de peu d’images et donc présentant une texture incomplète.
Enfin, nous montrons les applications développées grâce à ces travaux dans le contexte
des scènes d’intérieur considérées par Innersense.
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Abstract
In contrast to Augmented Reality, which consists in adding virtual elements to a
real environment, Diminished Reality consists in removing real elements from an envi-
ronment. The goal is to visually render a 3D scene where the "deleted" elements are
no longer present : the difficulty is to create an image so that the processing is not
perceptible to the user. It is therefore necessary to complete the scene initially hidden
by these elements, by performing an inpainting operation that takes into account the
geometry of the part, its texture (structured or not), and the ambient brightness of the
environment. For example, the human eye is sensitive to the regularity of a texture. One
of the objectives of Innersense, a company specializing in virtual interior design, is to
develop a product that can remove elements from an interior room. Once the virtual
removal of existing furniture has been completed, it will then be possible to add virtual
furniture in the vacant space.
The objective of this CIFRE thesis is therefore to set up a scenario of diminished rea-
lity that can be executed on a mobile system (IOS or Android tablet) that generates
photorealistic images of the diminished scene. To do this, based on a geometric model
of the interior part that we want to alter, we adapt and improve procedures for erasing
elements of an image called inpainting in a 2D image. Then, we apply these techniques
in the 3D indoor context to take into account the geometry of the scene. Finally, we
analyze the brightness to increase the realism of the completed areas.
In this thesis, we first review the various academic works and existing industrial solu-
tions. We discuss their advantages and limitations. We then discuss the different existing
inpainting techniques to introduce our first contribution which proposes to adapt one of
the state of the art methods to take into account the structure of the texture pattern.
The problem of brightness is then discussed by proposing a process that deals separately
with texture and variation of brightness. We then present a third contribution that pro-
poses a confidence criterion based on radiometric considerations to select information
according to its quality in the inpainting process. We propose a last contribution based
on the texture completion of non-planar 3D models reconstructed from few images and
therefore presenting an incomplete texture. Finally, we show the applications developed
through this work in the context of the interior scenes considered by Innersense.
v
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Chapitre 1
La Réalité Diminuée : contexte et
enjeux
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Dans ce chapitre, nous allons introduire le contexte de la thèse en détaillant les enjeux
économiques de l’entreprise Innersense. Ensuite, nous rappelons la notion de Réalité
Diminuée à travers le prisme de la Réalité Augmentée. Nous présentons ensuite un état
de l’art académique et industriel des concepts et des produits voisins du sujet de la thèse.
Nous faisons ressortir les limites de ces concepts et produits voisins. Nous essayons enfin
de répondre à ces limites à travers les contributions décrites dans les chapitres suivants.
1.1 Contexte de la thèse
Les travaux présentés dans cette thèse s’inscrivent dans le cadre d’une thèse CIFRE
issue d’une collaboration entre l’équipe de recherche REVA du laboratoire IRIT et la
société toulousaine Innersense.
Innersense est une jeune entreprise créée en 2014, fondée sur le constat suivant : pourquoi
aujourd’hui, avec toute la technologie disponible, réaménager son intérieur constitue en-
core une tâche aussi difficile ? Ainsi a germé l’idée fondatrice de la société : faire des
technologies mobiles le nouvel outil standard pour l’aménagement des espaces, permet-
tant aux utilisateurs de se passer de la phase de mesure habituelle, de concevoir leur
projet et de se projeter dans leurs futurs achats. La 3D et la Réalité Augmentée consti-
tuent les fondements de ce nouvel usage, permettant aux utilisateurs d’interagir avec
les produits de l’aménagement ainsi que de les visualiser dans leur pièce existante. La
particularité des applications Innersense repose ainsi sur le fait de pouvoir réaliser des
aménagements in situ, et non pas dans une pièce virtuelle comme c’est le cas dans tous
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les logiciels d’aménagements traditionnels. La qualité du rendu graphique, l’interaction
entre l’aménagement virtuel et la pièce réelle de l’utilisateur, ainsi que l’ergonomie natu-
relle et intuitive des outils réalisés constituent des priorités stratégiques pour Innersense.
La Réalité Diminuée constitue une étape supplémentaire par rapport au concept de
Réalité Augmentée. Il ne s’agit plus uniquement de superposer des objets virtuels sur
un environnement réel, mais d’altérer une capture de cet environnement. Dans une pro-
blématique d’aménagement d’espaces, où les environnements réels des utilisateurs sont
souvent encombrés ou réduits, difficilement modifiables, les usages peuvent être nom-
breux. En ce sens, les problématiques de préparation des données, de segmentation des
objets 3D pour leur effacement, et de reconstruction réaliste des parties effacées seront
au cœur du sujet.
1.1.1 Enjeux économiques
Le secteur de l’ameublement représente à lui seul un marché considérable : 9,27 mil-
liards en France en 2013, dont 3 milliards pour l’ameublement professionnel. Par ailleurs,
l’aménagement d’espaces est un domaine encore bien plus large, englobant les secteurs
du bricolage, les aménagements de la maison (piscine, vérandas, etc.) et l’aménagement
professionnel. La base d’utilisateurs à toucher est ainsi très large. Innersense développe
des outils pour les professionnels du secteur, de toutes tailles, en leur permettant d’amé-
liorer leur relation avec le client final par des outils de pointe. Les technologies travaillées
ici sont inédites dans le secteur des outils d’aménagement d’espace et permettront d’avoir
un impact considérable sur le secteur, permettant de réinventer les outils d’aménage-
ment utilisés au jour le jour par de nombreux professionnels ainsi que tous leurs clients.
L’engagement sur ces thématiques de recherche (segmentation automatique de la pièce,
des objets la composant, puis leur effacement) constitue une vraie priorité stratégique
pour Innersense, afin de se distinguer de la concurrence dans le temps, renforcer l’utilité
concrète de ses produits auprès du grand public et asseoir sa position sur le marché
émergent de l’essayage virtuel pour l’aménagement des espaces.
1.1.2 La R&D à Innersense
Innersense mène depuis ses débuts une stratégie « active » en matière de R&D, réa-
lisée bien sûr en proportion avec ses moyens de jeune entreprise. Une première thèse
CIFRE, lancée en mars 2015 avec le LAAS/ CNRS et finie fin 2018, a porté sur les tech-
nologies de localisation et reconstruction (SLAM) à partir d’images caméra disponibles
sur smartphone et sur les futurs capteurs RGB-D. Il s’agit d’une brique technologique
rattachée à la « perception » de l’environnement utilisateur, permettant d’extraire de
l’information 3D sur celui-ci.
Par ailleurs, Innersense est lauréate depuis fin 2015 d’un appel à projet R&D de la
Région Midi-Pyrénées, réalisé en consortium avec les équipes du LAAS/CNRS et de
l’IRIT/CNRS, intitulé REALISM et portant sur la thématique de la « Réalité Dimi-
nuée ». Le sujet de cette thèse s’inscrit ainsi en cohérence complète avec les démarches
déjà réalisées et en cours, en contribuant à l’étape qui fait suite à la perception de
l’environnement, qui consiste en l’exploitation et l’édition de ces données 3D à des fins
d’aménagement. Cette partie d’exploitation des données est ainsi explicitement distin-
guée de la partie d’acquisition, afin de pouvoir traiter indifféremment des données en
provenance de la brique SLAM / reconstruction 3D, mais également les données obte-
nues par les nouveaux capteurs RGB-D arrivant sur le marché. De cette manière, les
résultats seront exploitables sur l’ensemble des terminaux mobiles du marché pour les
années à venir, quoiqu’il arrive.
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1.1.3 La problématique de la thèse
L’objectif d’Innersense à travers cette thèse est d’améliorer l’aménagement d’inté-
rieur, limité pour le moment à l’ajout de meubles, en proposant la fonction d’édition des
meubles qui sont déjà présents dans l’environnement. Cela passe donc par la fonction
suppression, c’est-à-dire pouvoir effacer des meubles de la pièces afin de les remplacer
par les meubles virtuels affichés via la Réalité Augmentée. Les contraintes et marges de
manœuvre techniques sont assez fortes, délimités par des cas d’usage bien identifiés :
— les algorithmes utilisés doivent fonctionner sur une plateforme mobile, iOS ou
Android, aux capacités de calcul limitées, tout en fournissant des résultats dans
des délais acceptables par un utilisateur (temps interactif) ;
— l’utilisateur est grand public, novice ; l’interaction avec celui-ci doit donc être la
plus simple possible. Cependant, cette interaction avec l’utilisateur existe bel et
bien, et il peut être pertinent de faire appel à lui si nécessaire ;
— les technologies utilisées doivent être fiables dans les conditions d’usage, sans
nécessiter d’expertise particulière, en particulier pour la prise d’images d’intérieur
avec la caméra intégrée au smartphone / tablette ;
— pour que l’expérience utilisateur soit satisfaisante, le réalisme visuel du résultat
doit constituer un critère d’évaluation important ;
— on distingue deux phases d’usage par l’utilisateur : une phase « en ligne », où
l’utilisateur utilise sa tablette pour faire de l’essayage virtuel en temps réel sur
son intérieur, et une phase de travail, sur laquelle l’utilisateur vient concevoir et
réaliser son aménagement en travaillant sur scène statique, à partir de captures
de données réalisées précédemment.
La deuxième phase fait partie intégrante du sujet de thèse vu qu’il faut pouvoir effectuer
le traitement qui efface les objets que l’utilisateur veut enlever de sa pièce et qui génère
un rendu photoréaliste de la scène sans les objets “enlevés”. La problématique de la
thèse est donc d’améliorer les méthodes de complétion dans l’image, ou d’inpainting,
pour qu’elles puissent gérer la structure de la texture, la luminosité de la pièce et la
résolution du rendu.
1.2 La Réalité Diminuée
Dans cette section nous allons décrire le contexte de la Réalité Diminuée en la situant
par rapport aux autres Réalités étudiées en vision par ordinateur. Nous allons mettre
en évidence les défis à relever pour effectuer un scénario de Réalité Diminuée ainsi que
les approches qui essaient de résoudre les problématiques associées. Enfin, nous parlons
des solutions industrielles existantes qui se rapprochent d’une application de Réalité
Diminuée.
1.2.1 Classification des différentes « Réalités »
Avant de continuer, rappelons les différentes réalités utilisées en vision par ordinateur
en commençant par la Réalité Augmentée.
Tout d’abord, La Réalité Augmentée est à la jonction entre la télé-présence (la “vraie”
Réalité ou filtrée à travers une caméra ou un autre dispositif) et la Réalité Virtuelle.
Définition 1.2.1. La Réalité Virtuelle simule la présence physique d’un utilisateur dans
un environnement artificiellement généré par des logiciels. Elle crée donc un environne-
ment 3D avec lequel l’utilisateur peut interagir (voir figure 1.2).
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Figure 1.1 – L’application AR de Nintendo sur 3DS (crédit de l’image : Nintendo).
En Réalité Augmentée, l’utilisateur peut voir le monde réel, avec des objets virtuels
superposés par-dessus le monde réel. La Réalité Augmentée, au lieu de remplacer la
réalité, l’enrichit. Du point de vue de l’utilisateur, les objets virtuels et réels cohabitent
dans le même espace.
Une première définition concernant la Réalité Augmentée a été proposée par Ronald T.
Azuma [Azu97].
Définition 1.2.2. La Réalité Augmentée (abrégée RA) est un système ayant les trois
caractéristiques suivantes :
1. Il combine le réel et le virtuel ; au monde réel en trois dimensions doivent être
intégrés des entités également en trois dimensions
2. Il est interactif en temps réel.
3. Il est recalé dans un espace à trois dimensions ; cela permet de faire coïncider
visuellement les entités virtuelles avec la réalité.
Donnons quelques exemples d’applications et notons lesquels satisfont la définition
donnée par Azuma.
Exemple 1.2.1. La console 3DS de Nintendo a une application qui utilise des marqueurs
représentant des personnages de l’univers de Nintendo pour les visualiser dans le monde
réel (voir figure 1.1). Il est possible de les déplacer et de les faire interagir entre eux.
Cette application est une application de RA car elle remplit les trois conditions :
1. elle combine les personnages virtuels avec les objets déjà présents dans le monde
réel ;
2. elle fait interagir ces personnages en temps-réel ;
3. le marqueur RA posé sur une surface horizontal permet de définir un espace 3D
pour permettre le déplacement des personnages.
Exemple 1.2.2. L’application Pokémon Go qui permet de capturer des Pokémon (cf .
figure 1.3) dans le monde réel n’est pas une application de RA. Bien qu’elle remplisse
les conditions (1) et (2) de la définition 1.2.2, elle n’a pas recalée dans un repère 3D : les
Pokémons semblent flotter dans les airs et sont toujours face à la caméra même lorsque
l’on tourne autour.
À ce stade, nous avons trois types de situations : la télé-présence (tout est réel), l’en-
vironnement virtuel et la RA. On peut noter que tous les trois remplissent les conditions
(2) et (3) qui sont discriminantes (soit les situations les valident, soit elles ne les valident
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Figure 1.2 – Exemple de rendu d’une application de réalité virtuelle via un casque de
réalité virtuelle.
pas). La première cependant peut être variable selon la définition que l’on donne aux
mots “ réel ” ou “ virtuel ”. En effet, on peut considérer la tasse et le bloc-note affi-
chés sur l’écran de la 3DS de la figure 1.1 comme virtuels (car affichés sur l’écran de la
console) alors qu’ils sont effectivement présents dans la réalité. À l’inverse, un meuble
généré à partir d’un modèle 3D et de textures peut avoir un rendu photo-réaliste tel
qu’il peut être assimilé à un objet réel. Pour clarifier cela, Milgram et Kishino [MK94]
proposent une définition claire de ce qui est réel ou virtuel :
Définition 1.2.3. Un objet réel est un objet qui a une existence objective et réelle. Un
objet virtuel est un objet qui existe en essence, mais pas de manière objective ou réel.
Milgram et Kishino proposent d’ailleurs d’étendre la définition d’Azuma via une
taxonomie (voir figure 1.4) qui définit un continuum entre le réel, situé à gauche de
l’axe et le virtuel, situé à droite de l’axe. Les trois situations sont donc présents sur cet
axe : la télé-présence à l’extrême-gauche, l’environnement virtuel à l’extrême-droite et
la Réalité Augmentée au centre-gauche. Cet axe permet de définir une nouvelle réalité
situé au centre-droite : la Virtualité Augmentée.
Définition 1.2.4. La Virtualité Augmentée est une application définie et recalée dans
un espace à trois dimensions, interactif en temps réel et qui combine des objets réels
dans un environnement virtuel.
On peut également affiner la définition de la Réalité Augmentée par rapport à cette
taxinomie.
Définition 1.2.5. La Réalité Augmentée est une application définie et recalée dans un
espace à trois dimensions, interactif en temps réel et qui combine des objets virtuels
dans un environnement réel.
L’ensemble des applications qui valident la définition 1.2.2 sont appelés dorénavant
des applications de Réalité Mixte.
Cependant, cela ne suffit pas à modéliser l’ensemble des possibilités (comment ca-
ractériser l’altération ou la suppression d’un objet réel par exemple ?).
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Figure 1.3 – Exemple de rendu de Pokémon Go (crédit image : Pokémon Company).
Figure 1.4 – Les différentes réalités selon la taxonomie de Milgram. Plus on se rapproche
de la gauche de l’axe, plus on est proche de la télé-présence. Et plus on se rapproche de
la droite de l’axe, plus on est proche d’un environnement virtuel.
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Figure 1.5 – Les différentes réalités selon deux axes : axe Réel-Virtuel en abscisse et
axe d’altération en ordonnée. En haut de l’axe d’altération se trouvent les systèmes
diminuant l’environnement (suppression des objets réels). Au milieu de l’axe se trouvent
les systèmes altérant l’environnement (en changeant la texture d’un objet réel ou en
le déplaçant dans l’espace 3D). En bas de l’axe se trouvent les systèmes augmentant
l’environnement (ajout d’objets virtuels).
En plus de l’axe Réel-Virtuel, Mann [Man02] propose un nouvel axe dit d’altéra-
tion qui rajoute trois degrés d’altération : l’augmentation ou l’ajout, l’altération et la
diminution.
La figure 1.5 nous montre les différentes situations selon le type d’environnement et
le type d’altération appliquée aux objets.
Nous définissons le système qui concerne cette thèse, à savoir la Réalité Diminuée.
Définition 1.2.6. La Réalité Diminuée (abrégée RD) est un système de Réalité Mixte
(interactif temps-réel ; défini et recalé dans un espace 3D) qui consiste à supprimer des
éléments réels d’un environnement réel.
Maintenant que nous avons défini les différentes Réalités, nous abordons dans la
prochaine section les défis à remplir en vision par ordinateur concernant la RD.
1.2.2 Les défis de la Réalité Diminuée
Dans cette sous-section, nous parlons des défis à relever que demandent la Réalité
Diminuée. Nous évoquons d’abord la problématique de l’effacement d’objet. Ensuite,
nous parlons de l’intégration des traitements d’effacement dans le modèle 3D. Nous
évoquons l’apport des capteurs qui peuvent récupérer de l’information 3D et les raisons
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Figure 1.6 – Exemple de rendu d’une application de réalité augmentée (crédit image :
Microsoft).
Figure 1.7 – Exemple de rendu de SwapUp : une application de réalité diminuée
d’Innersense présentée dans le chapitre 8.
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de leur abandon en début de thèse. Enfin, nous mentionnons les autres problèmes n’ayant
pas été abordés dans cette thèse.
Effacement de l’objet : la problématique de la complétion de la zone occultée
La première problématique, probablement la plus immédiate concerne l’effacement
d’un objet. Plusieurs méthodes ont été proposés pour combler cette partie laissée vide
par l’effacement de l’objet. Les première techniques utilisent surtout plusieurs caméras :
l’intérêt est de pouvoir connaître l’arrière-plan de l’objet que l’on veut enlever.
Zokai et al. [Zok+03] proposent par exemple l’utilisation de différents points de vue
afin de reconstruire un arrière-plan d’un espace. Cependant, cette méthode réclame que
l’objet soit suffisamment éloigné de son arrière-plan ; pour cela ils proposent de diviser
la région en plusieurs zones d’égales profondeurs. Les résultats sont assez partagés : d’un
côté, leur méthode fonctionne bien sur des arrières-plans plats (parallèles et non paral-
lèles à l’image à compléter) et non-plats ; mais d’un autre côté, l’objet n’est pas enlevé en
entier vu qu’il existe des portions toujours occultées quelque soit sa position (comme par
exemple, le dessous de l’objet). De plus, cette technique nécessite soit plusieurs caméras,
soit une seule mais on doit abandonner la possibilité du temps-réel.
Jarusirisawad et al. [JHS10] proposent une méthode basée également sur plusieurs
caméras. Ils utilisent pour cela l’algorithme du plane-sweep [SH76] dans un espace pro-
jectif en considérant deux caméras calibrées comme une base de l’espace. Ils projettent
un point de l’espace sur une caméra non calibrée quelconque en utilisant un tenseur
trifocal (tenseur de taille 3ˆ 3ˆ 3) qui établit une relation géométrique entre les trois
images. Leur approche se décompose en trois étapes : définition de la position d’une ca-
méra virtuelle, définition des plans dans l’espace projectif (dans un angle de vision d’une
des caméras de la base), calcul des nouvelles images et suppression de l’objet indésirable.
L’intérêt de cette méthode est de pouvoir trouver la couleur située “derrière” l’objet via
l’algorithme du plane-sweep. Les résultats nous montrent que d’un côté, l’objet occulté
est bien retiré tout en respectant la cohérence spatiale mais d’un autre côté, le rendu est
parfois loin d’être satisfaisant, non seulement dans la périphérie de l’objet indésirable
mais aussi dans des zones de l’espace qui ne sont jamais occultées par l’objet. De plus,
comme l’approche précédente, celle-ci demande l’utilisation de plusieurs caméras, ce qui
est coûteux pour une application temps réel.
Li et al. [Li+13] proposent une approche différente qui s’éloigne des deux précédents
travaux. En effet, l’idée est d’utiliser un grand ensemble de photos disponibles sur In-
ternet (Flickr etc.) prises par exemple par des touristes dont la localisation se fait par
GPS (voir figure 1.8). Le GPS peut, en effet, aider à récupérer l’échelle réelle du modèle.
La reconstruction, quant à elle, se fait par SfM (Structure-from-Motion [SSS06]). Pour
texturer les objets occultés dans l’image courante, ils mappent les photos, qui ont été
prises à la même position que l’image courante et où les objets sont visibles. Le map-
page est effectué via une Transformation Linéaire Directe (Direct Linear Transformation
(DLT)) [HZ04]. Le reste de l’approche reste classique avec une détection-suivi de l’objet
occultant puis une suppression de l’objet en utilisant les informations du set de photos
et des trames obtenues précédemment. L’avantage de cette méthode par rapport aux
précédentes est la possibilité d’exécution en temps réel (il suffirait de stocker l’ensemble
des photos et les informations de localisation). Cependant, l’appareil devra, pour cela,
disposer de suffisamment de mémoire pour exécuter l’application. L’inconvénient majeur
de cette méthode est la limitation de l’environnement : dans un environnement d’inté-
rieur, nous devons avoir suffisamment d’images de la zone cachée par l’objet à effacer ce
qui est peu réaliste du fait que les objets sont souvent adossés à d’autres.
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Figure 1.8 – Scénario de Réalité Diminuée utilisant un ensemble de photos (figure
extraite de [Li+13])
Enfin, Takeda et Sakamoto [TS10] proposent de supprimer des éléments occul-
tant un paysage . Pour cela, ils recherchent des points d’intérêt sur plusieurs images via
notamment l’algorithme SIFT [Low+99]. Ils effectuent ensuite une homographie liant
les deux images afin de trouver la couleur de la partie du paysage située derrière l’objet
occultant. Les résultats sont satisfaisants mais cette méthode est limitée par son envi-
ronnement dans la mesure où elle requiert la connaissance de la zone cachée. Si l’objet
est collé à un mur, cette méthode ne pourra pas être utilisée dans notre contexte d’inté-
rieur (l’information ne sera jamais disponible). De plus, nous avons besoin que la zone
cachée par rapport à l’objet occultant soit située suffisamment loin de la caméra pour
que l’homographie rende des résultats satisfaisants. Cette méthode reste donc limitée
au cas de paysages (fixes et lointains) ou au cas strictement planaire.
Nous évoquons enfin de manière succincte 1 le principe de l’inpainting. L’inpainting
est une technique de traitement de l’image. Elle consiste à compléter une zone dans une
image à partir d’informations situées ailleurs dans l’image. Les méthodes d’inpainting
sont très efficaces pour effacer des éléments d’une photo par exemple comme le montre
la figure 1.9. Cependant, appliquée seule, l’inpainting trouve ses limites dans le contexte
de la Réalité Diminuée. Elle aura du mal à respecter la segmentation entre les murs
d’une pièce ou la déformation de la texture due à la perspective (voir figure 1.10).
Elle doit être couplée à des informations 3D si on veut pouvoir réaliser une application
de Réalité Diminuée. Nous voyons les possibilités d’intégration dans la prochaine sous-
section.
De manière générale, toutes ces approches, bien que proposant des techniques pour
remplir la zone effacée, ne permettent pas de mettre en place une application de Réalité
Diminuée (notamment sur le plan de l’interaction avec l’utilisateur ainsi que l’intégration
dans un modèle 3D). Nous évoquons dans la prochaine sous-section les approches qui
essaient de répondre à cette problématique.
Intégration au modèle 3D
Maintenant que nous avons définit la problématique de l’effacement, il faut discuter
de la manière de l’intégrer dans un modèle 3D. En effet, nous ne voulons pas seulement
effacer un objet et compléter la zone laissée vide dans une image. Nous voulons que cet
1. Le fonctionnement ainsi que les méthodes classiques de la littérature sont développées dans le
chapitre 2.
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Figure 1.9 – Effacement d’un oiseau dans une photo par une méthode d’inpainting
[CPT03]
Figure 1.10 – Limites d’une approche d’inpainting seule. Gauche : photo de la scène
(zone à effacer coloriée en rouge). Droite : photo après effacement des meubles par la
méthode d’inpainting de Daisy et al. [DTL13].
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effacement soit effectif dans tout le modèle 3D,c’est à dire, quelque soit le point de vue.
Par contre, si l’utilisateur change de position, il faut que le rendu de la zone effacée soit
cohérent entre la position initiale et la nouvelle position. Il est donc nécessaire d’inté-
grer l’effacement dans le modèle 3D. Les approches suivantes montrent les possibilités
d’intégration de l’effacement.
Dans le contexte d’une application de réalité augmentée qui utilise des marqueurs
pour repérer la camera dans la scène, Kawai et al. [Kaw+13] proposent premièrement
d’effectuer de l’inpainting sur l’image pour générer la texture destinée à remplacer les
zones cachées par les marqueurs. Une fois la texture générée, ils séparent la composante
diffuse de la composante spéculaire de celle-ci et cachent le marqueur. L’apport majeur
de cette approche consiste à corriger la perspective en utilisant les propriétés du mar-
queur (carré). On peut disposer ainsi d’un motif unifié en terme de taille et de forme. De
plus, on peut déterminer facilement les correspondances entre les pixels de chaque image
pour détecter les changements de luminosité. Les résultats montrent que l’utilisation de
la correction de la perspective améliore le résultat final, malgré les variations de lumi-
nosité pouvant intervenir. Cependant, cette méthode trouve ses limites dans le cas où
le marqueur superpose deux motifs différents. De plus, l’élément à effacer (le marqueur)
n’est pas un objet 3D.
Ils étendent ensuite leur approche [KSY15] à un scénario d’effacement d’objets, dé-
sormais 3D, en incorporant des informations 3D supplémentaires. Ils effectuent un SLAM
(Simultaneous Localization And Mapping) afin de récupérer les matrices de pose des ca-
méra de chaque point de vue et recherchent ensuite des points d’intérêts afin d’estimer
les plans géométriques présents dans la scène. Un premier intérêt des plans géométriques
est de pouvoir effectuer une segmentation pour délimiter les zones de l’images selon leur
appartenance à un plan. Un autre intérêt est de pouvoir calculer une homographie qui
transpose l’image dans un espace où la zone du plan dans l’image est vue de manière
fronto-parallèle ; on parle alors de rectification. On peut ensuite effectuer un procédé
d’inpainting [KY12] et re-projeter le résultat dans l’espace de départ. La figure 1.11
nous montre un résultat de l’approche tout à fait convenable pour un scénario de base,
où un petit objet 3D accolé aux murs est effacé.
Figure 1.11 – Résultats de l’approche de Kawai et al. [KSY15].
Siltanen [Sil15] propose également de diminuer la scène en utilisant des informations
3D. Le scénario diffère lors de l’acquisition de données 3D vu qu’ils utilisent un marqueur
pour récupérer l’équation du plan du sol (voir figure 1.12). L’utilisateur est invité à
tracer ensuite les lignes délimitant le sol des murs de la pièce ce qui permet d’obtenir les
équations des plans de ces derniers. Une segmentation et une rectification sont ensuite
effectuées. Par ailleurs, la variation de luminosité entre les différents pixels de l’image
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rectifiée est gérée via une normalisation d’intensité. Nous parlerons du traitement de la
luminosité dans le chapitre 5. Un procédé d’inpainting est ensuite effectué sur l’image
rectifiée de chaque plan. Ils réadaptent ensuite le résultat à la luminosité ambiante
[KAS10] qui est ensuite projeté dans le plan-image de la caméra.
Figure 1.12 – Effacement d’un meuble en tenant compte de la géométrie et de la
luminosité (figure extraite de [Sil15])
Herling et Broll [HB14] proposent une application appelée PixMix. PixMix est
une méthode capable d’effectuer en temps réel par inpainting la suppression d’un objet
suivi dans une zone d’une image après avoir été choisi par l’utilisateur (voir figure 1.14).
Leur processus d’effacement est également une rectification via une homographie suivi
d’un procédé d’inpainting. Ils ont également ajouté des fonctions de coût qui assurent
la cohérence spatiale et visuelle. De plus, l’inpainting est couplé à un raffinement et une
propagation itératifs qui consistent à appliquer une approche orientée multi-résolution :
l’image est divisée par 2n où n est un degré de profondeur. L’inpainting est appliqué à
cette image de faible résolution puis est ré-agrandie grâce aux pyramides de Lagrange
[Rad12]. Bien que les résultats soient très intéressants, ils restent limités dans la mesure
où ce sont des éléments n’ayant pas de formes 3D.
Globalement, les approches évoquées ci-dessus permettent de résumer certains points.
Premièrement, la géométrie de l’espace 3D est essentielle. Elle permet de localiser dans
l’espace la zone à effacer, une fois celle-ci créée, et de mettre à jour les pixels représen-
tant cette zone dans l’image ou le flux vidéo par l’information complétée via l’inpainting.
Deuxièmement, le procédé d’inpainting n’est pas effectué directement dans l’image de
la caméra. Il est effectué dans une image où les distorsions dues à la perspective ont été
éliminées. Troisièmement, la luminosité ayant un impact pour l’utilisateur, celle-ci doit
être prise en compte durant la diminution.
Cependant, la géométrie de ces approches est très limitée vu que seule une partie de
la scène d’intérieur est modélisée, au lieu d’avoir une modélisation complète. Pour cela,
utiliser des capteurs 3D peut permettre de fournir une géométrie plus complète de la
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Figure 1.13 – Effacement de marqueurs en tenant compte de la luminosité ambiante
(figure extraite de Kawai et al. [Kaw+13]).
Figure 1.14 – inpainting vidéo temps réel avec PixMix (figure extraite de Herling et
Broll [HB14]).
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scène.
Les capteurs 3D : une révolution avortée
Il y eu depuis une dizaine d’année l’émergence d’un nouveau type de capteur : les
capteurs de profondeur. Ces capteurs permettent de récupérer une carte appelée carte de
profondeur qui possède pour valeur la distance entre la caméra et un point de l’environ-
nement. Ces capteurs couplés à un capteur de couleur sont appelés capteurs RGB-D (Red
Green Blue Depth). Ces capteurs RGB-D comme le PiCam [Ven+13], le capteur Struc-
ture [Str] ou encore la tablette Tango de Google, en récupérant la profondeur, ouvrent la
porte à différentes applications de la vision par ordinateur jusqu’alors difficiles à mettre
en œuvre. La possibilité de capter la profondeur ouvre la voie à de nouvelles approches
notamment en terme de Réalité Diminuée.
Nous pouvons penser à la modélisation d’intérieurs qui a toujours été un défi pour
la vision par ordinateur par rapport aux contraintes posées par l’environnement (lumi-
nosité limitée, manque de caractéristiques discriminantes, structures, répétitives). Nous
évoquons les principales approches qui se servent des capteurs 3D pour effectuer un
scénario de Réalité Diminuée.
Zhang et al. [ZCC16] proposent un processus basé sur un scan 3D d’une pièce
(cf . figure 1.15). Leur système permet un rendu réaliste non seulement de la pièce vide
dans les conditions d’éclairage d’origine, mais aussi en autorisant l’ajout de meubles,
la modification des propriétés matérielles des murs ainsi que le ré-éclairage. Bien que
leur rendu soit très réaliste, l’inconvénient majeur est la nécessité d’utiliser une tablette
qui possède un capteur de profondeur (Tango) et d’effectuer un scan complet de la
pièce (environ 20000 frames). Leur approche est donc difficilement transposable sur des
systèmes mobiles qui ne possèdent qu’un capteur colorimétrique.
Technicolor [QFR18] propose une application de Réalité Diminuée basée également
sur Tango (cf . figure 1.16). Leur approche est basée sur la pré-observation. La scène 3D
est d’abord vidée réellement d’objets indésirables pour être ensuite numérisée. Elle est
reconstruite sous la forme d’un modèle 3D texturé à haute résolution. Lors de l’exécu-
tion, les objets ajoutés dans une région d’intérêt sont supprimés en projetant l’arrière-
plan précédemment capté. Les différences de conditions d’éclairage entre la durée de
balayage et la durée d’exécution sont compensées pour obtenir des résultats homogènes.
L’approche proposée n’exige aucune segmentation ou saisie manuelle autre que la défini-
tion de la région 3D d’intérêt à diminuer, et ne repose sur aucune hypothèse particulière
concernant la géométrie de l’arrière-plan. L’inconvénient majeur est d’avoir besoin de
l’information cachée au préalable (ce qui limite fortement son utilisation pour une scène
contenant des objets difficilement déplaçables comme ceux d’une cuisine intégrée).
Nous avons aussi essayé au début de la thèse d’effectuer un déplacement d’un objet
réel de la scène en lui faisant subir une translation et une rotation. L’idée est de détecter
les points 3D appartenant à l’objet, de créer un maillage entre ces points puis d’effectuer
la transformation. Si l’objet est scanné partiellement par le capteur de profondeur, ses
parties non connues peuvent être complétées a posteriori [Li+16]. La figure 1.17 montre
une preuve de concept où une boîte réelle est déplacée d’un point à un autre.
Cependant, la “révolution” de ces capteurs trouve vite ces limites. En effet, la qualité
des images obtenues par des capteurs RGBD est faible par rapport aux capteurs de
couleur du marché. Par exemple, la Kinect de Microsoft génère des images de profondeurs
avec des résolutions deux fois plus faibles que les images couleurs qui elles même ont
déjà une résolution faible de (640ˆ 480), ce qui signifie que tous les pixels ne disposent
pas d’une information de profondeur.
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Figure 1.15 – Approche de Réalité Diminuée de Zhang et al. (figure extraite de
[ZCC16]). À partir d’un scannage RGBD d’une pièce d’intérieur, un modèle de la scène
vidée est produit. Il inclut notamment la luminosité et les données des matériaux pré-
sents. Il est possible de visualiser la pièce vide depuis une pose enregistrée ou directement
sur place. Leur modèle permet aussi l’édition de la scène comme l’ajout de meubles.
Figure 1.16 – Approche de Réalité Diminuée de Technicolor (figure extraite de
[QFR18]). De gauche à droite, de haut en bas. Après avoir scanné une scène 3D vide et
identifiée une zone d’intérêt, tout objet indésirable placé dans cette zone est supprimé.
Aussi, un nouvel objet virtuel peut être inséré dans la scène au même endroit.
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Figure 1.17 – Déplacement d’un objet à partir d’une prise RGB-D après complétion
de la zone cachée par l’objet. À partir de l’image d’origine (en haut, à gauche), l’objet
peut être translaté vers l’arrière (en haut, à droite). Il peut également être tourné dans
un sens (en bas, à gauche) ou un autre (en bas, à droite).
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Ensuite, ces capteurs ne sont pas encore prêts pour une diffusion de masse. On peut
penser notamment à un coût de conception élevé ainsi qu’une autonomie très limitée.
De plus, l’arrivée dernièrement des solutions de RA d’Apple (ARKit [App17]) et de
Google (ARCore [Goo17]), qui peuvent fournir la 3D sans capteur supplémentaire, fait
que la situation de marché n’est pas suffisamment stable pour imaginer la diffusion
prochaine à grande échelle de capteurs RGBD.
Les autres problèmes non abordés durant la thèse
Bien que les problématiques les plus importantes aient évoquées ci-dessus, d’autres
problèmes sont à prendre en compte. Cependant, ils ne seront pas abordés dans le cadre
de cette thèse mais peuvent être considérés comme des perspectives.
Un premier point est la segmentation automatique de l’objet à effacer. Actuellement,
il est nécessaire de faire intervenir l’utilisateur pour désigner l’objet à effacer en défi-
nissant manuellement un masque entourant l’objet sur un rendu de la scène. L’objectif
serait de développer une méthode capable de sélectionner automatiquement un objet de
la scène et de calculer automatiquement son masque dans un rendu de la scène.
Un deuxième point est la modélisation sémantique des objets réels de la scène. Cette
modélisation 3D d’un objet réel permettrait de le considérer comme un objet géométrique
avec un label, qui posséderait des relations avec le sol ou d’autres objets. Une telle
représentation sémantique faciliterait le déplacement des objet réels. Par exemple, si
nous voulons déplacer ou supprimer une table avec une lampe de bureau dessus, il serait
alors possible de déplacer ou de supprimer en même temps la lampe de bureau. Notons
en outre les travaux de Silberman et al. [Sil+12] ou Wong et al. [WCM15] qui essaient
de résoudre cette problématique.
Un troisième point non abordé durant cette thèse est la construction d’un modèle
de luminosité de la pièce comme dans l’approche de Zhang et al. [ZCC16]. Nous consi-
dérons la gestion de la luminosité comme un problème limité au traitement de l’image.
Cependant, disposer d’un modèle complet de luminosité permet d’améliorer le rendu des
zones effacées. De plus, il serait plus simple de changer la luminosité appliquée à des
objets réels après déplacement ainsi que de gérer leurs ombres.
1.2.3 La Réalité Diminuée dans l’industrie
L’aménagement virtuel d’intérieur est une fonctionnalité que beaucoup de fabri-
cants/vendeurs de meubles possèdent ou aimeraient développer.
Par exemple RHINOV [RHI] propose des solutions de rendu de visuels 3D réalistes à
partir de photos d’une pièce à redécorer. Leur scénario est plus proche de la Réalité
Virtuelle que de la Réalité Diminuée. Wayfair [Way], de la même manière, propose de
créer un modèle 3D d’une pièce avec un rendu photo-réaliste. Mais là encore, il n’y a
pas d’interaction avec un utilisateur qui serait réellement dans cet environnement.
À l’opposé, nous avons des entreprises comme Artefacto [Art] qui est spécialisée dans
la Réalité Augmentée et la Réalité Virtuelle appliquées au secteur immobilier. Artefacto
propose des solutions orientées vers la création de contenus 2D/3D, à la réalisation
d’applications et de dispositifs de visualisation et d’interactivité.
Enfin, nous avons des entreprises qui proposent, comme Innersense, des solutions de
Réalité Augmentée qui permettent d’ajouter des meubles virtuels dans un environnement
réel. Nous avons par exemple Amakisa [Ami] (Réalité Virtuelle) ou IKEA [IKE] (Réalité
Augmentée basée sans marqueurs) qui proposent leurs propres solutions d’aménagement
virtuel.
1.3. CONTRIBUTIONS PRINCIPALES DE LA THÈSE 21
Figure 1.18 – Influence de la perspective dans l’effacement d’un objet. Image de gauche :
scène avec l’objet à effacer. Image de droite : scène avec l’objet effacé. Les données de
basse qualité (celles situées au loin) se sont propagées dans la zone du masque.
Cependant, à l’heure actuelle, aucune entreprise ne propose un produit stable qui
effectue un scénario de Réalité Diminuée capable d’effacer les meubles d’une pièce.
1.2.4 Conclusion
Ce tour d’horizon des différentes approches académiques ainsi que des produits exis-
tants a permis de mettre en évidence plusieurs points.
Premièrement, des solutions académiques avec des résultats intéressants, voire im-
pressionnants, commencent à émerger. Or, ces solutions n’ont pas encore été transfor-
mées en brique industriel car, soit le matériel n’est pas suffisamment démocratisé pour
intéresser les entreprises spécialistes du domaine de l’aménagement, soit les processus
actuels ne permettent pas d’effectuer de manière simple et robuste un scénario de Réalité
Diminuée qui soit utilisable par Monsieur et Madame Tout-Le-Monde.
Ensuite, si on se restreint aux solutions basées uniquement sur des capteurs colori-
métriques (on exclut à partir de maintenant le cas des capteurs de profondeurs), on note
à propos des applications existantes :
— Elles ne se contentent que d’effacer un seul objet, généralement de petite taille.
Or, on veut éventuellement effacer tous les éléments d’une pièce (comme une
cuisinière qui prend une grande partie de la place, laissant moins d’informations
disponibles).
— Les méthodes d’inpainting utilisées (notamment par Siltanen [Sil15]) ne prennent
pas compte de la variété des textures d’intérieur. Dans l’exemple de la figure 1.12,
on constate (en regardant de plus près) que la texture du mur a un motif régu-
lier. Le résultat, bien que convenable, ne respecte pas entièrement la structure
du motif de la texture.
— La luminosité peut être mal propagée, notamment dans la figure 1.12 où l’on voit
que l’ombre à gauche n’a pas été effacée correctement.
— Les problèmes de résolution dans l’inpainting dus à la rectification peuvent gé-
nérer, selon les situations, du flou à cause de la propagation des données ayant
une qualité plus faible comme montré dans la figure 1.18.
1.3 Contributions principales de la thèse
La thèse propose diverses améliorations d’un scénario de Réalité Diminuée à partir
d’un ensemble de prises de vue, de leurs poses caméra et d’une géométrie de la pièce
considérée. Pour cela, plusieurs contributions sont détaillées dans les chapitres suivants :
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— Après un état de l’art spécifique concernant l’inpainting développé dans le cha-
pitre 2, nous proposons, dans le chapitre 3, une approche a contrario pour
classer les textures selon la méthode de complétion la plus adaptée. Nous pro-
posons ensuite une nouvelle approche d’inpainting qui se sert d’une initia-
lisation contrainte par la structure de la texture pour mieux compléter la zone
masquée.
— Dans le chapitre 4, nous proposons de prendre en compte la variation de la
résolution [Fay+18e] d’une image rectifiée pour éliminer les effets de flou dus à
la perspective.
— Dans le chapitre 5, nous traitons de la gestion de la luminosité à travers une
formalisation essentiellement basée sur du traitement d’images. Nous améliorons
la propagation de la luminosité en complétant les isocontours traversant la zone
masquée.
Une fois ces contributions expliquées, nous proposons les applications suivantes :
— Dans le chapitre 6, nous détaillons une application de réalité diminuée dans
laquelle des éléments d’une pièce rectangulaire sont effacés à partir de quelques
prises de vue.
— Dans le chapitre 7, nous proposons une extension à la géométrie non pla-
naire [Fay+18d] en complétant les zones de texture non visibles d’un objet 3D
modélisé par des surfaces canal et reconstruit à partir de quelques prises de vue.
— Enfin dans le chapitre 8, nous détaillons SwapUp qui est une application temps
réel de Réalité Diminuée développée par l’équipe R&D d’Innersense et qui
intègre les contributions développées durant cette thèse.
Chapitre 2
L’inpainting : état de l’art et
limites
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Dans ce chapitre, nous allons aborder plus en détails les différentes méthodes de
complétion. Après cela, nous mettrons en évidence les limites d’un scénario de Réalité
Diminuée seulement basé sur une approche d’inpainting.
2.1 Introduction
L’inpainting (littéralement « peindre à l’intérieur ») consiste à remplacer une zone
d’une image en utilisant l’information présente ailleurs dans l’image ou dans d’autres
images. Les deux principaux objectifs de l’inpainting sont les suivants :
— la restauration d’image. Il s’agit d’enlever des défauts souvent de petite taille
(rayures) et répartis plus ou moins uniformément dans l’image (bruit) comme
illustrée par la figure 2.1.
— l’effacement d’éléments. Il s’agit d’enlever des zones de taille moyenne et en quan-
tité limitée qui représentent un objet ou une personne de l’image comme illustrée
par la figure 2.2.
Le procédé en soit n’est pas récent étant donné qu’il a été utilisé sur des peintures ou des
photographies. Cependant, le procédé était essentiellement manuel vu qu’une personne
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devait elle-même recompléter la zone indésirable. Le développement et l’universalisation
de l’outil informatique permet d’exécuter rapidement et sans l’intervention d’un utilisa-
teur une méthode d’inpainting sur une image donnée. Dans la suite du chapitre, nous
allons
— formaliser le procédé d’inpainting tel qu’il est défini dans la littérature ;
— présenter les principales méthodes utilisées ;
— montrer les applications adéquates pour chacune d’entre elles.
Figure 2.1 – Restauration d’une vieille photographie (issue de Bertalmio et al.
[Ber+00])
Figure 2.2 – Voroshilov, Molotov, Staline et Iejov venus examiner les travaux du canal
de la Volga à Moscou. Après l’élimination de Iejov en 1939, celui-ci disparaît de la
photographie jusqu’à la fin de l’Union soviétique en 1991 (photos du domaine public).
2.2 Formalisation du problème
Soit I une image définie sur un domaine O de P2 et à valeurs dans Rn.
I : O Ñ Rn (2.1)
p ÞÑ Ippq (2.2)
où :
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— P “ N dans le cas d’une image discrète et P “ R dans le cas d’une image continue ;
— n “ 1 dans le cas d’une image en niveau de gris et n “ 3 dans le cas d’une image
tri-chromatique.
Pour la suite du manuscrit, nous ne considérons que des images discrètes. On appelle
pixel un élément de O. On définit pour chaque pixel p “ px1, y1q son 4-voisinage V4p sur
O :
V4p “ tq “ px2, y2q P O, |x1 ´ x2| ` |y1 ´ y2| “ 1u . (2.3)
On définit également son 8-voisinage V8p
V8p “ tq “ px2, y2q P O,max p|x1 ´ x2|, |y1 ´ y2|q “ 1u . (2.4)
Nous notons Ω Ă O la zone de l’image à compléter à partir de la zone connue OzΩ.
Nous appelons masque l’image suivante :
fI : O Ñ t0, 1u (2.5)
p ÞÑ 1Ω (2.6)
où 1 est la fonction indicatrice.
Nous notons également BΩi la frontière intérieure de Ω c’est-à-dire l’ensemble des pixels
de Ω qui possède au moins un voisin de OzΩ. Aussi, nous notons BΩe la frontière exté-
rieure c’est-à-dire l’ensemble des pixels de OzΩ qui possède au moins un voisin de Ω. La
figure 2.3 montre un exemple avec les différentes régions.
L’inpainting consiste à trouver une fonction fI définie ainsi :
fI : O Ñ Rn (2.7)
p ÞÑ
#
Ippq, p P OzΩ
fIppq, p P Ω
(2.8)
qui rapproche I d’un résultat qualitativement acceptable par l’œil humain (vu l’absence
de mesures d’évaluation quantitative fiables [AS09]). La zone Ω est reconstruite à partir
des données présentes dans la zone connue OzΩ de l’image I via fI .
Remarque 2.2.1. La fonction fI est indicée par l’image I pour insister sur le fait que la
fonction fI va donc attribuer pour chaque pixel du masque une valeur calculée à partir
des données connues uniquement.
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I
OzΩ
BΩe
BΩi
Ω
Figure 2.3 – Schéma représentant les différentes notations. Les zones vertes (claire et
foncée) font partie du masque Ω. La zone jaune BΩe est la frontière extérieure du masque
et ne fait donc pas partie du masque Ω au contraire de la frontière intérieure BΩi
.
Plusieurs méthodes pour estimer la fonction fI existent et sont regroupées en plu-
sieurs catégories [Buy+15]. Nous présentons l’idée principale de chaque catégorie et nous
énonçons les approches courantes dans la prochaine section.
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2.3 Les différentes catégories d’inpainting
Après avoir énoncé le problème d’inpainting, nous présentons les approches les plus
courantes classées par catégorie et selon la méthode de complétion.
2.3.1 Les méthodes basées diffusion
Les approches de cette catégorie ont été les premières à être développées [Ber+00 ;
CS01a]. Les méthodes basées diffusion consistent à remplir la région manquante d’une
image à travers un processus de diffusion qui propage l’information présente sur les
bords du masque. On peut considérer fI comme une fonction d’interpolation de la zone
masquée Ω à partir des données connues frontalières de BΩe.
Soit I : O Ñ R une image et Ω un masque à compléter. L’approche générale consiste
à effectuer une itération sur n sur une image de départ I0 “ I selon une fonction de
diffusion ft :
In`1pi, jq “ Inpi, jq `∆tftpInpi, jqq (2.9)
où ∆f est le taux de progrès. Par exemple, chez Bertalmio et al. [Ber+00], on a :
ftpInpi, jqq “ ÝÝÑδLnpi, jq ¨ ÝÑN npi, jq (2.10)
où
ÝÝÑ
δLn est l’opérateur gradient du laplacien de In :
ÝÝÑ
δLnpi, jq “ pLnpi` 1, jq ´ Lnpi´ 1, jq, Lnpi, j ` 1q ´ Lnpi, j ´ 1qq (2.11)
Lnpi, jq “ Inxxpi, jq ` Inyypi, jq (2.12)
et
ÝÑ
N est la direction des courbes isophotes (lignes où les pixels ont le même niveau de
gris).
Chan et Shen [CS01a] proposent aussi un modèle basé sur les Équations Différen-
tielles Partielles (EDP) où le coefficient de conductivité dépend de la courbure des iso-
photes. Tschumperlé et Deriche [TD05] étoffe ce modèle en proposant une diffusion
basée également sur les EDP qui se fait de manière isotrope dans les zones homogènes
et de manière anisotrope au niveau des contours. Bornemann et März [BM07] pro-
posent un modèle basé sur le transport des valeurs connues de l’image dont la direction
est estimée via des tenseurs de structure. Shen et Chan [SC02] proposent un modèle
basé sur la Variation Totale (Total Variation (TV)) où une fonction résultat définie pour
minimiser une fonctionnelle appropriée est recherchée.
Ces approches ne fonctionnent cependant que sur des images non texturées. En effet,
ces méthodes ne permettent pas de reproduire une texture car seule la structure est prise
en compte (voir figure 2.5). Chaque méthode possède ses avantages : les méthodes basées
PDE sont très efficaces dans des situations où les textures d’arrière-plan sont uniformes
et ce, même si on veut enlever de multiples petites zones. Les méthodes basées quant
à elles sur la TV fonctionnent bien si la zone à enlever est relativement petite ou si
la partie manquante est sensée être une structure ou une texture simple alors que les
méthodes basées pixels fonctionnent correctement sur de plus grandes zones [Buy+15]
(voir figure 2.5)). Notons enfin Wu et Ruan [WR08] qui améliorent l’approche TV pour
prendre en compte les textures en proposant un modèle mixte mélangeant une partie
structurelle et une partie texturale.
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Figure 2.4 – Exemple de complétion par une approche TV.
2.3.2 Les méthodes basées sur la redondance
Dans cette sous-section, nous traitons de l’inpainting d’images via une représentation
éparse. La représentation éparse d’un signal consiste à utiliser un dictionnaire consti-
tué d’éléments élémentaires appelés des atomes. La combinaison de ces atomes permet
de construire des signaux complexes. Ici, l’image I est considérée comme éparse selon
un dictionnaire D et une représentation R (voir figure 2.6). Ce dictionnaire peut être
initialisé en apprenant directement de la zone connue OzΩ. Il va représenter le contenu
de l’image comme la texture et les contours. L’idée des méthodes de cette catégorie
consiste à compléter la zone masquée Ω en cherchant une représentation de Ω selon le
dictionnaire D calculé ci-dessus.
Elad et al. [Ela+05] proposent pour cela d’utiliser l’analyse des composants morpho-
logiques (morphological component analysis (MCA)). Chan et al. [CSZ06] proposent une
méthode qui associe la variation totale à un modèle de représentation par vaguelettes.
Cai et al. [CCS08] utilisent quant à eux des framelets pour minimiser une fonctionnelle.
Définition 2.3.1. Soit X “ rx1, . . . , xKs , xi P Rd un ensemble de données. Soit D “
rd1, . . . , dns P Rdˆn et R “ rr1, . . . , rKs , ri P Rn. L’apprentissage par dictionnaire
consiste à minimiser }X ´ DR}2F . On dit que D est un dictionnaire et R une repré-
sentation. Un élément de D est appelé atome.
Définition 2.3.2. Soit L2pR2q l’ensemble des fonctions de carré intégrable. On appelle
XpΦq ondelette (ou wavelet) une collection de dilatations et de translations d’un sous-
ensemble de Φ Ă L2pR2q :
XpΦq “
!
2k{2φp2kx´ jq, φ P Φ, k, j P Z
)
(2.13)
Si pour @f P L2pR2q on a f “
ř
φPXpΦq xf, φyφ, alors les éléments φ de XpΦq sont
appelés des framelets. Notons que la famille XpΦq est génératrice mais n’est pas une
base orthonormée. Elle en est une généralisation qui apporte de la redondance ce qui
est pratique dans le cadre de domaines comme le dé-bruitage.
Mairal et al. [MES08] abordent le problème des dictionnaires d’apprentissage pour
les images couleur et étendent l’algorithme de restauration des niveaux de gris basé sur
la décomposition en valeurs singulières.
Ces méthodes donnent des résultats très convaincants dans le cas où la texture
possède peu de structure dominante. Elles vont cependant peiner à produire des résultats
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Figure 2.5 – Avantages et limites des deux grandes catégories d’inpainting : les basées
diffusion et les basées patchs. Nous constatons que la première zone masquée (première
ligne, image de gauche) a été mieux complétée par une approche de diffusion (deuxième
ligne, image de gauche) que l’approche basée patchs (troisième ligne, image de gauche). À
l’inverse, dans le cas de la deuxième zone masquée (première ligne, image de droite), c’est
l’approche basée patchs (troisième ligne, image de droite) qui réussit mieux à compléter
que l’approche de diffusion (deuxième ligne, image de droite).
Figure 2.6 – Principe de la représentation éparse par un dictionnaire D (figure extraite
du livre Encyclopedia of Image Processing [Lap18]).
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Figure 2.7 – Représentation d’un patch dans une image. Le patch est colorié en rouge
et le pixel central est colorié en jaune.
convenables dans le cas de macro-textures où il y a de fortes structures et de la répétition
de motifs.
2.3.3 Les méthodes basées patchs
Dans cette sous-section, nous présentons la dernière catégorie d’approches d’inpaint-
ing orientées sur l’analyse et le traitement de patchs.
Dans cette famille d’approche, la complétion se fait en copiant des patchs de OzΩ
dans Ω qui sont choisis par une fonction de similarité. Ici fI peut-être considérée comme
une fonction de correspondances qui va lier les pixels de Ω aux pixels connus de OzΩ.
Définition 2.3.3. On appelle patch une sous-image Ψ d’une image I de forme carrée.
Un patch est défini par sa demi-taille T et le pixel p situé au centre du patch.
Dans le cas de l’inpainting, les patchs sont de même taille mais doivent être suffi-
samment grands pour être du même ordre de grandeur que l’élément de texture le plus
grand [EL99].
Définition 2.3.4. On appelle fonction de similarité, notée sim, une métrique qui mesure
la distance entre deux patchs :
sim: O2 Ñ R` (2.14)
pΨp,Ψqq ÞÑ simpΨp,Ψqq (2.15)
Remarque 2.3.1. En pratique, la Somme des Différences au Carré (Sum of Squared
Differences ou SSD)) est généralement utilisée comme fonction de similarité pour sa
simplicité et surtout pour son efficacité en terme de temps de calcul :
simpΨp,Ψqq “
ÿ
δPv´T,T wˆv´T,T w
‖ Ipp` δq ´ Ipq ` δq ‖2 (2.16)
D’autres métriques ont été proposées et sont souvent couplées à la SSD. Il y a par
exemple la distance de Bhattacharya [MEG13] ou la distance de Hellinger [MRB12].
Cependant, il n’est pas clairement établi [Buy+15] qu’utiliser ces distances avec la SSD
n’améliore sensiblement les résultats dans des cas génériques.
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Les approches gloutonnes
Une première sous-catégorie de mise en correspondance de patch sont les approches
dites locales ou gloutonnes. Elles consistent à compléter progressivement la zone masquée
Ω en partant de la frontière intérieure BΩi. Pour cela, elles commencent par sélectionner
un patchΨp de la frontière (c’est-à-dire centré en un pixel p de la frontière intérieure BΩi).
On le nomme patch cible. Donc une partie des pixels sont connus car appartenant à Ω
tandis que d’autres sont non connus car appartenant OzΩ. Une recherche est effectuée
pour trouver dans une fenêtre F Ă OzΩ un patch candidat Ψq dont tous les pixels
appartiennent à Ω et qui minimiserait la similarité. Le calcul de la similarité se fait
uniquement entre les pixels connus d’où la ré-écriture de la fonction de similarité de
l’équation (2.16) dans ce cas :
simpΨp,Ψqq “
ÿ
δPr|´T,T |sˆr|´T,T |s
1pp`δqPOzΩ ‖ Ipp` δq ´ Ipq ` δq ‖2 (2.17)
Une fois ceci fait, les pixels du patch cible qui appartiennent au masque sont remplacés
relativement par ceux du patch candidat. Un autre pixel de la frontière est ensuite
sélectionné et son patch associé complété jusqu’à complétion du masque. Tout l’enjeu
de cette catégorie revient à déterminer dans quel ordre considérer les patch cibles pour
effectuer la complétion.
L’approche de Criminisi et al. [CPT03] est la première approche de cette catégorie.
Pour déterminer quel patch cible choisir, ils proposent un calcul de priorité. Cette priorité
est le produit entre deux termes :
P ppq “ CppqDppq. (2.18)
Le premier, nommée C et calculée au centre p du patch, est un score de confiance du
patch cible qui mesure la quantité d’information présente dans le patch Ψp. Le deuxième,
nommée D et calculée également au centre p, est un terme de données qui prend en
compte la présence de structure dans le patch Ψp :
Cppq “
ř
qPΨpXpOzΩq
Cpqq
cardpΨpq Dppq “
|∇IKp ¨ ÝÑnp|
α
(2.19)
où cardpΨpq est le nombre de pixels q présents dans le patch Ψp, ∇IKp est le vecteur
perpendiculaire au gradient en p, ÝÑnp est le vecteur normal au masque Ω en p, α est un
facteur de normalisation (par exemple, α “ 255 pour une image en niveau de gris). La
figure 2.8 montre la complétion progressive de la région recouverte par Ω.
Plusieurs approches améliorent l’algorithme de base de Criminisi et al.. Ils ap-
portent des changements notamment au niveau du calcul de priorité. Chez Huang et
Hsiao [HH10] ce calcul de priorité est modifié pour prendre en compte la variation de
la luminosité. Le Meur et al. [LGG11] améliorent le calcul de la priorité en basant
le terme de données D sur des tenseurs. Dans les images de couleur, l’utilisation des
tenseurs permet de mieux tenir compte de la géométrie de l’image que le gradient. Ils
améliorent leur approche en complétant d’abord l’image en basse résolution [MEG13].
En effet, les structures majeures y sont mieux représentées. Il est plus facile alors de
les propager dans le masque. Ils complètent ensuite l’image en haute-résolution en se
servant du résultat basse résolution. Martínez-Noriega et al. [MRB12] proposent de
changer D pour amplifier la priorité des patchs qui possèdent fortes structures. Guille-
mot et al. [Gui+13], au lieu de modifier D, proposent d’ajouter un troisième facteur
E à P , appelé terme basé contour. Ce terme E accorde une plus grande priorité aux
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Figure 2.8 – Un résultat de [CPT03] qui est la première approche basée patchs locale.
Le masque de l’image (b) est complétée progressivement en sélectionnant, pour chaque
itération, le patch de la frontière intérieure BΩi qui a la plus haute priorité P et en le
complétant avec le patch le plus similaire dans OzΩ. Les images (c) et (d) montrent
cette progression. On peut constater que les patchs de la frontière où une structure est
présente, et qui ont beaucoup de pixels déjà connus, sont complétés en priorité.
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Figure 2.9 – Exemple de complétion par l’approche de [OH13].
patchs qui contiennent des pixels appartenant à des contours. Pour savoir si un pixel
appartient à un contour, une image binaire, appelée carte de contour, est construite via
un filtre de Canny. Wang et al. [Wan+14] proposent de modifier le terme de confiance C
pour ajouter un terme de régularisation R qui va permettre de mieux contrôler le terme
de confiance des pixels situés au centre du masque. Ils font également la remarque que
le patch candidat sélectionné selon la distance de similarité dans la zone connue pour
compléter le patch du masque n’est pas forcément le meilleur visuellement. Ils proposent
alors de garder les patchs candidats les plus proches selon la similarité et de faire un
deuxième tour parmi ces candidats pour sélectionner le plus proche selon une autre dis-
tance, la Normalized Cross Correlation (NCC). Pour réduire les artefacts qui peuvent
subvenir après avoir copié des patchs dans Ω, Daisy et al. [DTL13] proposent de mé-
langer les patchs qui se superposent à un endroit du masque Ω durant la copie par une
fonction de pondération. Un peu à la frontière avec les approches précédentes, Ogawa et
Haseyama [OH13] propose de compléter la zone masquée par une représentation éparse
des patchs via un dictionnaire. L’approche est divisée en deux étapes. Premièrement, ils
génèrent un dictionnaire à partir des données connues de l’image. Cependant, les atomes
sont sélectionnés via le critère appelé index de similarité de structure (SSIM) au lieu
de l’équation de la Définition 2.3.1. Le SSIM est une mesure de qualité appliquée dans
plusieurs domaines du traitement de l’image [Wan+04]. Deuxièmement, le masque est
rempli progressivement en sélectionnant un patch de la frontière du masque via un cal-
cul de priorité. Ce dernier est alors reconstruit en cherchant la meilleure représentation
selon le dictionnaire construit dans la première étape. La figure 2.9 montre un exemple
de complétion par cette approche.
Comme le résultat final va dépendre de l’ordre des patch à compléter, un changement
mineur dans la priorité peut conduire à un résultat différent comme montrée dans la
figure 2.10. De plus, en changeant la taille du patch, le résultat va aussi fortement varier.
Le but des approches évoquées est d’arriver donc à rendre robuste l’effet de la priorité
en tenant notamment compte des structures.
Les approches de minimisation d’énergie
La deuxième catégorie est celle des approches de minimisation d’énergie ou globales.
Elles consistent à analyser les patchs de la partie connue pour ensuite compléter la zone
masquée. Pour cela, elles effectuent une minimisation d’énergie globale représentant la
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Figure 2.10 – Complétion par une méthode basée patch locale en fonction de la taille
du patch. De gauche à droite et de bas en haut, nous avons des patchs de taille 7, 11 et
15 pixels.
cohérence de la complétion. Elles requièrent aussi plusieurs d’itérations pour atteindre
une convergence et ainsi raffiner la partie masquée.
Sun et al. [Sun+05] proposent de séparer la propagation de la texture de la propaga-
tion de la structure. Pour cela, ils invitent d’abord l’utilisateur à indiquer les structures
incomplètes en les traçant. Ensuite, chaque pixel appartenant au tracé et au masque Ω
reçoit un label correspondant à un pixel connu du tracé ; l’attribution du label se fait par
une énergie à minimiser. La texture est ensuite complétée par une approche gloutonne
[CPT03] de la sous-section précédente.
Wexler et al. [WSI07] proposent une complétion en calculant, pour un pixel du
masque, une moyenne pondérée des pixels provenant de plusieurs patchs qui se super-
posent. Ils définissent également une fonction de cohérence globale qui mesure, pour
chaque pixel, la similarité entre les patchs qui le recouvrent et les patchs de la zone
connue :
Coherence “
ź
pPΩ
max
qPOzΩ
simg pΨp,Ψqq , (2.20)
où simg est une fonction de similarité couplée à un noyau gaussien
simgpΨp,Ψqq “ exp
ˆ
´simpΨp,Ψqq
2σ2
˙
, (2.21)
où σ est l’écart-type du noyau gaussien et sim une fonction de similarité. L’intérêt
de cette méthode multi-résolutions est d’utiliser une image construite à une résolution
donnée comme initialisation pour la résolution supérieure. Cette approche couplée avec
l’algorithme PatchMatch est l’approche classique d’inpainting basée PatchMatch et no-
tamment utilisée dans le procédé Content-aware fill de Photoshop. Elle sera notamment
détaillée dans la section 2.4.
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Figure 2.11 – Exemple d’une coupure de graphe dans le cas d’une image (figure extraite
de [BK04]). Les pixels p sont représentés par des carrés blancs. Chaque pixel est lié à ses
quatre voisins et à chaque terminal. Le graphe d’origine montré en (a) est coupé selon
une coupe en (b). Chaque pixel n’est relié qu’à un terminal et aux pixels ayant le même
terminal.
Huang et al. [Hua+13] proposent d’ailleurs de modifier l’algorithme PatchMatch
pour tenir compte d’éléments de structure indiqués par l’utilisateur. He et Sun [HS12b]
proposent d’analyser la statistique des translations entre les patchs de forte similarité.
Cette analyse est ensuite utilisée pour effectuer un photomontage : l’image de départ
est translaté selon les principaux décalages. Les images décalées sont ensuite empilées et
découpées via une coupure de graphe (voir figure 2.11 et figure 2.12). Elle est détaillée
dans la section 2.4 également.
Définition 2.3.5. Soit G “ tV,Eu un graphe pondéré avec n nœuds distincts appelés
terminaux. Une coupe C P E est un ensemble d’arêtes tel que les terminaux soient
séparés dans le graphe inclus GpCq “ tV,E ´ Cu. En plus, aucun sous-ensemble de C
ne sépare les terminaux dans GpCq.
Le coût de la coupe C, notée |C|, est égale à la somme des poids de ses nœuds.
Le problème de coupe minimum est de trouver parmi toutes les coupes possibles séparant
les n terminaux celle qui a le coût le plus faible.
Dans cette situation, les terminaux correspondent aux différents décalages retenus.
À la fin de la coupure, chaque pixel masquée sera attribué à un terminal. Il suffira alors
de récupérer la valeur dans l’image décalée correspondante.
Liu et Caselles [LC13] améliore l’approche ci-dessus en effectuant la coupure de
graphe sur plusieurs résolutions qui permet d’accélérer l’exécution de l’algorithme. Ce-
pendant, pour éviter de perdre des informations de structure et de texture en basse
résolution, ils proposent une manière de représenter les caractéristiques de l’image pré-
sents en résolution d’origine. Cela permet d’améliorer la précision de la correspondance
quand le traitement est effectué en basse résolution. Ruzic et Pizurica [RP15] amé-
liorent la recherche d’un candidat en proposant un framework qui utilise des descripteurs
contextuels (comme les réponses au filtre de Gabor) ainsi qu’une optimisation concernant
l’inpainting qui utilise les champs de Markov aléatoire. Enfin Newson et al. [New+17]
et Zhidan Li [Zhi18] s’intéresse à l’initialisation de l’énergie et aux nombre d’étages
dans la pyramide multi-résolutions. L’idée intéressante est de fournir une initialisation
plus cohérente avec la structure de l’image avant de minimiser l’énergie.
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Figure 2.12 – Complétion par analyse statistique des décalages (figure extraite de
[HS12b]). (a) : image d’entrée. (b) : recherche des patchs similaires dans la zone connue.
(c) : analyse statistique des patchs similaires, seuls les décalages dominants sont retenus.
(d) : Combinaison des images décalées générées à partir des décalages dominants. (e) :
le résultat de l’approche. (f) : la méthode Content-aware fill de Photoshop.
2.3.4 Les méthodes par apprentissage
Ces méthodes très récentes se servent des avancées en apprentissage profond [Sch15]
pour créer un modèle d’apprentissage capable de compléter une zone d’une image.
Comme toutes les méthodes d’apprentissage, il y a une phase d’apprentissage d’un mo-
dèle suivie d’une phase d’application du modèle.
Song et al. [Son+18] proposent de diviser le processus en trois étapes (voir figure 2.13) :
inférence, association et translation. Dans la première étape, un réseau est entraîné pour
initialiser la région masquée avec des prédictions grossières. Ces prédictions sont enre-
gistrées dans un objet appelé carte de caractéristiques. Dans la deuxième étape, chaque
neurone qui est dans la zone masquée est associé à un neurone connu de la carte de ca-
ractéristiques. Dans la troisième étape, un deuxième réseau est entraîné pour permettre
de transformer les caractéristiques trouvées en une image complète.
Wang et al. [Wan+18] proposent de combiner un champ de Markov aléatoire à la
phase où les caractéristiques associés aux neurones masqués sont utilisés pour recons-
truire l’image. Cela permet d’éviter d’avoir des artefacts vu que le champ de Markov
aléatoire agit comme un terme de régularisation. Ils ajoutent aussi une fonction de coût
orientée reconstruction qui contraint la génération des données dans le masque par rap-
port à l’origine des données copiées. Ainsi les données proches du masque auront plus
de chance d’être utilisées que celles éloignées du masque.
Alors que les deux approches ci-dessus se basent sur les Réseaux de Neurones Convo-
lutifs (Convolutional Neural Network (CNN), Zhang et al. [Zha+18] proposent un
modèle qui se rapproche des Réseaux Antagonistes Génératifs (Generative Adversar-
ial Networks (GAN)) (voir figure 2.14). Les GAN sont utilisés pour générer des images
très réalistes. Les méthodes qui les utilisent utilisent généralement deux réseaux qui sont
mis en compétition. Un premier réseau, dit génératif, apprend le modèle de génération
des données en entrée. Le deuxième réseau, dit discriminatif, essaie de discriminer les
données réelles en entrée des données générées par le premier réseau. Le but est de
“tromper” le réseau discriminatif, c’est-à-dire de maximiser l’erreur de classification du
deuxième réseau.
L’avantage de ces méthodes est de pouvoir entraîner le modèle sur un système avec
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une forte capacité de calcul et de l’utiliser ensuite dans un environnement moins contraint
(par exemple, sur un smartphone). Bien que ces méthodes semblent prometteuses, elles
ne sont pas applicables dans notre contexte. En effet, si une approche par apprentissage
est généralisable, il faut la spécialiser pour une catégorie d’image.
Ces approches ne font que de la généralisation locale [Cho17], c’est-à-dire que l’on ne
peut adapter qu’à de nouvelles situations qui soient très proches des données entraînées
(cf . figure 2.15). De plus, leur arrivée tardive dans le cadre de la thèse ne permet de les
analyser et de les tester en profondeur.
Figure 2.13 – Illustration du processus d’inpainting via deux réseaux (figure extraite
de [Son+18]. Un premier réseau (Image2Feature) est utilisé pour deviner de manière
grossière la zone masquée ; une carte de caractéristique en est extraite. Ensuite, chaque
neurone de la zone masquée dans la carte de caractéristique est associé à un neurone
connu. Enfin, un autre réseau (Feature2Image) est utilisé pour traduire la carte de ca-
ractéristique en une image complète.
Figure 2.14 – Résultats de l’approche de [Zha+18].
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Figure 2.15 – Limites d’une approche par apprentissage appliqué à une texture (zone
à compléter coloriée en rouge). Les résultats proviennent de l’approche de Yu et al.
[Yu+18]. Nous avons utilisé les modèles pré-entraînés ImageNet (gauche) et Place2
(droite) pour créer ces résultats. Ces deux modèles sont entraînés pour les images natu-
relles et pour les objets. Bien qu’il soit normal que le premier résultat soit décevant, le
deuxième devait être meilleur.
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2.4 Analyse des méthodes d’inpainting par PatchMatch
et par offsets
Nous présentons plus en détails deux approches basées patchs car elles servent de base
pour nos contributions. Ces deux approches donnent généralement de bons résultats sur
des textures d’intérieur et sont peu coûteuses et de ce fait peuvent être mises en oeuvre
sur des systèmes mobiles dont les capacités de calcul sont parfois limitées.
2.4.1 Approche par PatchMatch
L’approche par inpainting [WSI07] basé sur PatchMatch consiste à utiliser l’algo-
rithme de recherche de correspondances de même nom [Bar+09] pour chercher à établir
une carte de correspondances c entre les pixels de Ω et les pixels de OzΩ. Comme cette
approche est multi-résolutions, l’idée générale est de trouver une correspondance entre la
zone masquée et la zone connue en basse résolution et de l’affiner dans les résolutions su-
périeures grâce à PatchMatch. Depuis, plusieurs approches évoquées dans la section 2.3
[CT14 ; Mor+12 ; Hua+13] ont contribué à améliorer cette méthode.
Dans la suite, nous allons d’abord expliquer l’algorithme de base (dans le cas de deux
images distincts). Puis nous allons détailler son application dans le case de l’inpainting.
Algorithme de base
Nous commençons par décrire l’algorithme de base [Bar+09] qui sert pour la corres-
pondance entre les pixels du masque et le reste de l’image.
Définition 2.4.1. Soient deux images I1 et I2 définies respectivement sur les domaines
U Ă N2 et V Ă N2. On appelle carte de correspondance c la représentation d’une
fonction injective entre une image de départ et une image d’arrivée :
c : U Ñ V (2.22)
px, yq ÞÑ pu, vq (2.23)
La figure 2.16 nous donne un exemple de carte de correspondance. Cet exemple a pour
but d’expliquer la représentation que nous utiliserons pour les cartes de correspondance
dans la suite du manuscrit.
Remarque 2.4.1. Il n’est pas nécessaire que U et V aient les mêmes dimensions. Cela
signifie que l’on peut appliquer PatchMatch à deux images de tailles différentes.
L’algorithme PatchMatch a pour but de calculer une carte de correspondance entre deux
images I1 et I2 qui associe à chaque patch de I1 son plus proche voisin dans I2 selon
une fonction de similarité.
Définition 2.4.2. Soit une image I1 définie sur un domaine U et I2 une définie sur
un domaine V . Soit c : U Ñ V une carte de correspondance. On appelle I1 l’image de
référence dans PatchMatch. On appelle I2 l’ image patch dans PatchMatch.
L’algorithme PatchMatch est divisé en trois étapes (cf . algorithme 1) :
— Étape d’initialisation : Une carte de correspondances c est doit être fournie
entre l’image de référence et l’image patch. Généralement elle est initialisée de ma-
nière aléatoire [BRR11]. Cependant, dans les approches multi-résolutions (comme
par exemple Hu et al. [HSL16] pour résoudre un problème de flux optique) qui
utilisent PatchMatch, la carte de correspondance calculée à une résolution est
considérée comme une nouvelle initialisation pour les résolutions supérieures.
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y
x
p0, 0q
cpx, yq “ px, yq
Figure 2.16 – Représentation d’une carte de correspondance avec c “ Id, “la carte de
correspondance qui mappe chaque pixel en lui même”. Cet exemple permet d’expliquer
le code de couleurs appliqué : si px, yq est un pixel et pu, vq son image par c, u est codé
sur le canal rouge et v est codé sur le canal vert. C’est pourquoi dans cet exemple on a
un dégradé vers le rouge pour les x croissants (u “ x) et vers le vert pour les y croissants
(v “ y).
— Étape de propagation : Répétée niter fois (cf . étape 9 de algorithme 1), cette
étape consiste à regarder la correspondance du voisinage de chaque pixel. Soit
p P O et un de ses voisins p` δ avec δ “ r˘1,˘1s. L’image de p (respectivement
p` δ) par c est récupérée et est notée cppq (respectivement cpp` δq). Si le score
de similarité est meilleure entre p et cpp` δq ´ δ qu’entre p et cppq, l’image de p
par c est dorénavant cpp` δq ´ δ. La figure 2.17 schématise cette étape.
— Étape de casualisation : . Répétée également niter fois (cf étape 13 de l’algorithme 1),
cette étape consiste à sélectionner de manière aléatoire un pixel q situé dans un
disque de rayon ω centré en p. Si le score de similarité est meilleure entre p et q
qu’entre p et cppq, l’image de p par c est dorénavant q. Au départ, ω a un rayon
égal au maximum des dimensions de l’image. La recherche se fait naturellement
sur l’intersection du domaine de l’image et du disque. À chaque itération de la
fonction MiseÀJourAléatoire de l’algorithme 1, le rayon est divisé par 2. La
figure 2.18 schématise cette étape.
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p “ px, yq
q “ px` 1, yq
cppq
cpqq “ pu, vq
pu´ 1, vq
Figure 2.17 – Schéma décrivant l’étape de propagation. Le pixel p est associé au pixel
cppq (flèche noire). Son pixel voisin de droite q est associé au pixel cpqq (flèche bleue). Si
la mesure de similarité entre p et le voisin de gauche de cpqq (flèche rouge) est meilleure
que la similarité entre p et cppq, p va être associé au voisin de gauche de cpqq.
p
q
cppqω
Figure 2.18 – Schéma décrivant l’étape de randomisation. Le pixel q est choisi de
manière aléatoire dans le disque vert centré en p. La similarité étant meilleure entre les
patchs centrés en p et q qu’en p et cppq, q devient la nouvelle image de p par c (flèche
rouge).
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Algorithm 1 Algorithme PatchMatch
Entrée: Image I1, Patch I2 Ź I1 est l’image de référence, I2 est l’image patch
Sortie: Carte de correspondances c
1: Procédure PatchMatch(I1, I2, niter, cinit, ω)
2: Si cinit ‰ H Alors Ź Étape d’initialisation
3: cÐ cinit
4: Sinon
5: cÐ aléap q
6: Fin Si
7: Pour j Ð 1 : niter Faire
8: Pour tout p P I1 Faire
9: MiseÀJourVoisins(p, ´1, 0) Ź Étape de propagation
10: MiseÀJourVoisins(p, 1, 0)
11: MiseÀJourVoisins(p, 0, ´1)
12: MiseÀJourVoisins(p, 0, 1)
13: MiseÀJourAléatoire(p, ω) Ź Étape de randomisation
14: Fin Pour
15: Fin Pour
16: Fin Procédure
17: Fonction MiseÀJourVoisins(p, dx, dy)
18: δ Ð pdx, dyq
19: q Ð cpp` δq
20: Si SSDpp, q ´ δq ď SSDpp, cppqq Alors
21: cppq Ð q ´ δ
22: Fin Si
23: Fin Fonction
24: Fonction MiseÀJourAléatoire(p, ω)
25: Pour j Ð 1 : niter Faire
26: δ Ð paléap1, 2´jωq,aléap1, 2´jωqq
27: q Ð cppq ` δ
28: Si SSDpp, qq ď SSDpp, cppqq Alors
29: cppq Ð q
30: Fin Si
31: Fin Pour
32: Fin Fonction
La convergence est garantie et expliquée dans le papier de Barnes et al. [Bar+09].
Cela vient du fait qu’un pixel aura certainement sa meilleure image par c par l’initiali-
sation aléatoire. Ainsi son voisinage aura une image « correcte » en une itération.
La figure 2.19 montre un exemple d’application de l’algorithme dans le cas de la
recherche de correspondance entre deux images.
Complétion via PatchMatch
L’application de PatchMatch dans le processus d’inpainting (cf . algorithme 2) est
détaillée dans ce paragraphe. La figure 2.20 donne une idée globale du processus.
Soit I une image et Ω un masque. L’idée est de considérer du point de vue de Patch-
Match I|Ω comme l’image de référence et I|OzΩ comme l’image patch. À chaque pixel
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Figure 2.19 – Exemple de recherche d’une carte de correspondance avec PatchMatch.
Nous cherchons une correspondance entre une image (haut-droite) et une image patch,
de taille plus petite (haut-gauche). La taille des patchs est la même entre les deux images,
même si elles sont de taille différente. La carte de correspondance obtenue (bas-gauche)
nous permet de recréer une image (bas-droite) ressemblant à l’image d’origine où la
valeur chaque pixel a été remplacée par celle du pixel correspondant. Le choix de la
taille T du patch est fait de la même manière que dans la sous-section 2.3.3. De manière
empirique, une taille 9ˆ 9 donne des résultats satisfaisants.
de Ω est attribué un pixel de OzΩ de sorte que les patchs centrés en ces deux pixels
minimisent une distance de similarité.
Or I|Ω ne possède pas de valeurs valables. Une première étape consiste à initialiser
la zone masquée pour pouvoir calculer une première estimation de c. Pour cela, une
approche d’inpainting basée diffusion [CS01a] est généralement appliquée en Ω. Cela
permet d’avoir des données globalement valables en basse résolution pour pouvoir com-
parer avec celles présentes en dehors de Ω.
Une pyramide de N résolutions est aussi construite à partir de I. Nous notons Ik l’image
I au k-ième étage de la pyramide. L’ordonnancement de la pyramide est la suivante :
l’étage 0 est la résolution d’origine et monter de chaque étage correspond à diviser la
taille de l’image par 2. Donc l’image Ik de l’étage k de la pyramide aura une taille ˆ2k
plus petite que I0. La taille T des patchs à l’étage k est aussi divisée par 2k.
À l’étage N de plus faible résolution, la carte de correspondance c est initialisée
de manière aléatoire et est mis à jour via PatchMatch (ce qui est possible vu que nous
possédons une donnée valide dans Ω grâce à la diffusion). Ensuite, pour chaque étage k de
la pyramide, la carte de correspondance est récupérée depuis l’étage supérieure k`1 . La
carte de correspondance c est ensuite appliquée à l’image Ik|Ω : cela permet de récupérer
la correspondance de l’étage k ´ 1. Pour cela, il est possible de lisser l’application de c
en appliquant un noyau gaussien sur le voisinage de chaque pixel de Ω [WSI07] :
Ippq “
ř
qPVp
ωqIpcpqqqř
qPVp
ωq
. (2.24)
La carte c est ensuite raffinée en appliquant l’algorithme PatchMatch entre Ik|Ω et I
k
|OzΩ.
La figure 2.21 montre un exemple de zone complétée après effacement du masque.
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Figure 2.20 – Processus de l’inpainting basée sur PatchMatch. À chaque étage k de
la pyramide multi-résolutions, la carte de correspondance ck est obtenue à partir de la
carte ck´1 de l’étage supérieur via Aggrandir (ou initialisée de manière aléatoire à
l’étage N). Elle est appliquée à IkΩ via AppliquerCorrespondance. Elle est ensuite
affinée via la fonction PatchMatch qui met à jour la correspondance entre IkΩ et I
k
OzΩ.
Figure 2.21 – Exemple d’inpainting en utilisant PatchMatch. Gauche : image avec la
zone masquée en surbrillance rouge. Droite : image après traitement.
Avantages et limites L’avantage principal de PatchMatch est de pouvoir effacer ra-
pidement avec un résultat convenable des éléments d’une photo. Il fonctionne très bien
également pour compléter des textures avec peu de structure. Cependant, ses limites
se trouvent dans le cas où la texture à compléter possède des structures fortes (carre-
lage, briques, voir première ligne de la figure 2.22). De plus, si une image possède deux
textures différentes et que l’on doit effacer un objet à la frontière entre les deux, cette
dernière sera mal reconstruite (voir deuxième ligne de la figure 2.22). Notons que cer-
taines approches proposent des améliorations de l’inpainting par PatchMatch. Chican
et Tamaazousti [CT14] proposent, par exemple, de contraindre la recherche de corres-
pondance de PatchMatch [Bar+09] en analysant les décalages entre des points d’intérêt.
Morse et al. [Mor+12] proposent, dans leur contexte de trouver une correspondance
entre deux images stéréo d’ajouter deux étapes. En plus du processus classique de re-
cherche entre la zone connue et la zone masquée, une étape de stéréo-correspondance
et de stéréo-propagation qui cherchent des correspondances entre deux patchs des deux
images stéréo sont ajoutées pour ajouter, à la fin, une cohérence entre les deux images.
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Figure 2.22 – Limites de PatchMatch : exemple sur une texture avec un motif structuré
ainsi que sur image possédant deux textures.
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Algorithm 2 Algorithme d’inpainting avec PatchMatch
Entrée: Image I, Masque Ω
Sortie: Image complétée Ic
1: Procédure Inpaint(I,Ω, N)
2: Appliquer une approche d’inpainting par diffusion à I|Ω
3: Créer une pyramide multi-résolutions pour I and Ω avec N étages
4: Pour iÐ 1 : N Faire
5: Si i “ 1 Alors
6: cÐ aléap q Ź Premier étage, initialisation de la carte de
correspondances
7: Sinon
8: cÐ aggrandirpc, 2q Ź Récupérer la carte de l’étage précédent
9: Fin Si
10: AppliquerCorrespondances(I|Ω, c)
11: Pour j Ð 1 : nPM Faire
12: cÐ PatchMatchpI|Ω, I|OzΩ, niter, cq
13: Fin Pour
14: Fin Pour
15: Fin Procédure
2.4.2 Approche par analyse statistique
Nous avons vu précédemment l’efficacité de l’inpainting par PatchMatch pour com-
pléter les masques de textures sans structure dominante. Cependant, cette approche
rencontre des difficultés dès que celles-ci sont présentes. À l’inverse de PatchMatch qui
peine dans cette situation, l’approche par analyse statistique arrive à gérer ces structures
pour fournir un résultat qui est cohérent.
Dans l’approche proposée par He et Sun [HS12b], l’objectif est d’analyser les déca-
lages entre les points d’intérêts de la structure de la texture et d’utiliser cette analyse
pour remplir la zone masquée Ω. Pour cela, une analyse statistique est effectuée en étu-
diant la similarité des patchs (sous-images centrées en un pixel) dans la zone connue
OzΩ. Une fois l’analyse effectuée, les décalages majeures sont retenus pour remplir la
zone masquée. Pour cela, le remplissage est considérée comme un problème de photo-
montage (détaillé par la suite).
Les offsets sont l’outil principal utilisé dans cette approche pour analyser la texture.
Ces derniers représentent les décalages entre les pixels d’une même structure.
Définition 2.4.3. Soit une image I définie sur O Ă N2. On appelle offset un vecteur
ÝÑo P Z2zp0, 0q qui à un pixel p associe un pixel p ` ÝÑo qui minimise la fonction de
similarité entre les deux patchs centrés en ces pixels :
ÝÑo “ argminuPZ2zp0,0q simpp, p`ÝÑu q (2.25)
Le processus global est présenté dans algorithme 3 :
— La procédure Statistique+Graphcut est la procédure principale. L’image I
et le masque M binaire représentant la zone Ω sont redimensionnées de sorte
à avoir une taille plus petite avec un ratio r qui est un multiple de 2. Réduire
l’image permet d’accélérer l’analyse des offsets et d’enlever les petites structures
qui peuvent provoquer du bruit.
— On obtient la liste est offsets via la fonction CalculerOffsets. Cette fonction
est détaillée dans la sous-section 2.4.2.
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Figure 2.23 – Exemple d’offsets dans une texture
— Une fois la liste obtenue, nous l’utilisons pour attribuer un label à chaque pixel
de Ω qui permet de trouver la valeur à copier grâce à CalculerLabels. Cette
fonction est détaillée dans la sous-section 2.4.2.
— Ces labels étant calculés en basse-résolution, ils sont multipliés par le ratio r et
appliqués à l’image I grâce à AppliquerLabels.
Celui-ci a été amélioré par d’autres approches [Liu+18 ; Yan+16].
Calcul des offsets
Pour calculer les offsets, nous devons chercher, pour chaque patch de OzΩ, le patch
le plus proche par une distance de similarité. Or, la recherche, pour chaque taille 2 ˚ T
de la zone connue de I, est très coûteuse en temps. En effet, selon la taille T , on aurait
des patchs qui auraient 3p2T q2 données. En raison de la dimension élevée des données,
celle-ci sont transposées dans un autre espace (noté ici F ) [Xia+11] où les patchs auront
un nombre de données fixe via une réduction analogue à l’Analyse en Composantes
Principales.
Comme on passe dans un espace plus petit, il ne faut retenir que l’information
pertinente pour la suite Pour cela, chaque patch est transposé dans l’espace de couleur
YCbCr [HS12a] où Y représente la luminance et Cb/Cr représente la chrominance.
L’intérêt de passer d’abord dans cet espace est le suivant : l’œil humain est plus sensible
à la luminance qu’à la chrominance. Il est donc possible de dégrader la chrominance
tout en conservant l’information (la luminance) qui nous intéresse pour la suite.
Ensuite chaque patch est projeté dans les bases représentant les matrices de Walsh-
Hadamard [HH05]. Pour rappel, c’est une transformation de Fourier orthogonale. Dans
cette projection, les 16 premières bases sont utilisées pour le canal Y et les 4 premières
pour les canaux Cb et Cr. L’espace final F est donc un espace, fixe quelque soit la taille
du patch, de dimension 24.
Remarque 2.4.2. Les matrices de Walsh-Hadamard ont pour taille des puissances de
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2.Par conséquence, la taille 2˚T du patch doit être une puissance de 2 ou T “ 2k´1, k ą 1.
En pratique, T prend la valeur 4.
Par la suite, on dit qu’à un patch de l’image I, on associe un point a de F qui repré-
sente sa projection dans cet espace.
Un arbre k´d [OL82] est ensuite construit sur l’ensemble des points de F afin de re-
chercher plus rapidement pour chaque point a de F le point b qui est le plus proche.
Ainsi, à chaque point a de F est attribué un autre point b P F, a ‰ b, qui minimise une
fonction de similarité (ici la norme L2). La norme n’est pas pondérée car les points de F
le sont déjà par la projection via les matrices de Walsh-Hadamard (pour accorder plus
d’importance à la luminance qu’à la chrominance). Une fois ce dernier trouvé, l’offset est
obtenu en calculant la différence entre la position des pixels centraux des patchs repré-
sentés par les points a et b. Cependant, il est probable que le pixel candidat trouvé soit
très proche du pixel traité p. Cela conduit donc à un offset proche du vecteur nul. Pour
contrer cela, un seuil τ est établi pour filtrer le voisinage direct de p. L’équation 2.25
est donc ainsi modifiée :
ÝÑo “ argminÝÑu PZ2,|ÝÑu |ąτ simpp, p`ÝÑu q. (2.26)
Soit O l’ensemble des offsets d’une image I. Soit s la fonction qui à tout pixel p
associe son offset ÝÑo :
s : O Ñ O, p ÞÑ sppq “ ÝÑo . (2.27)
Un histogramme est finalement calculé sur l’ensemble des offsets :
HpÝÑo q “
ÿ
pPO
1psppq “ ÝÑo q. (2.28)
Celui-ci représente les offsets qui ont au moins un pixel valide dans I. Ensuite, ne sont
gardés que les K offsets ayant le plus grand nombre de pixels valides. Cela permet de ne
conserver que les directions majeures et de réduire le temps d’exécution pour la suite.
Dans l’approche de He et Sun [HS12b], K est fixé de manière empirique à 60.
La figure 2.24 montre plusieurs exemples d’images où sont affichés dans la deuxième
colonne les principaux offsets.
Attribution des offsets dans la zone masquée
L’idée de cette étape est de traiter le complétion comme un photo-montage [Aga+04].
Pour rappel, on génère pour chaque offset ÝÑo une image IÝÑo qui correspond à l’image I
« décalée » selon l’offset ÝÑo . On sélectionne ensuite pour chaque image décalée IÝÑo une
partie qui sera collée dans le masque Ω de I. Par ailleurs, ce « copier-coller » doit former
une partition : à chaque pixel de Ω n’est copiée la valeur que d’une seule image IÝÑo .
Pour effectuer ce photo-montage, chaque offset ÝÑo est associé un label l.
Soit L la fonction qui associe à tout offset un label l :
L : O Ñ r|0, N |r (2.29)
ÝÑo ÞÑ l “ LpÝÑo q. (2.30)
Dire qu’un pixel p a pour label l “ LpÝÑo q signifie que l’information présente au pixel
p`ÝÑo (ou au pixel p de IÝÑo ) est récupérée et copiée en p.
L’objectif de cette étape est d’attribuer pour chaque pixel p P Ω un label l corres-
pondant à un offset en minimisant l’énergie suivante :
E “
ÿ
pPΩ
Edpp, lq `
ÿ
pp1,p2q|p1PΩ,p2PΩ
Erpp1, p2, l1, l2q, (2.31)
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Figure 2.24 – Exemple d’offsets obtenus à partir d’une image. Pour chaque ligne, les
points du graphe de droite représentent les offsets retenus dans l’image de gauche pour
la suite de l’approche.
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Algorithm 3 Algorithme Statistique+Graphcut
Entrée: Image I, masque M , ratio r
Sortie: Image complétée Iinpainted
1: Procédure Statistique+Graphcut(I,M, r)
2: Ir Ð réduirepI, rq
3: Mr Ð réduirepM, rq
4: O Ð calculerOffsetspIr,Mrq Ź Étape d’analyse
5: labelsÐ calculerLabelspIr,Mr, Oq
6: labelsÐ aggrandirplabelsq
7: Iinpainted Ð appliquerLabelsplabelsq
8: Retourner Iinpainted, labels
9: Fin Procédure
10: Fonction calculerLabels(I,M,O)
11: Ie Ð I|ΩYBΩ
12: Pour tout p : px, yq P Ie Faire
13: Si p P BM Alors
14: labelsppq Ð 0 Ź Associer aux pixels adjacents le vecteur nul
15: Sinon
16: labelsppq Ð aléap1, |O|q Ź Initialisation aléatoire
17: Fin Si
18: labelsÐ GraphcutpIe, O,Ed, Erq
19: Fin Pour
20: Retourner labels
21: Fin Fonction
22: Fonction Ed(p, t, I,M)
23: Si p P BM OR ppp` tq RMq Alors
24: Retourner 0
25: Fin Si
26: Retourner `8
27: Fin Fonction
où :
— Ed est le terme d’attache aux données pour chaque pixel p. Cette énergie pénalise
les pixels qui choisissent les offsets qui translatent ces premiers dans Ω et non
dans la zone connue OzΩ.
— Er est l’énergie de régularisation pour chaque paire de pixels voisins pp1, p2q.
Cette énergie pénalise les pixels voisins qui ne choisissent pas le même offset afin
de garantir une continuité au sein du masque Ω.
Remarque 2.4.3. La minimisation est faite sur Ωe et non sur Ω pour pénaliser les
discontinuités entre Ω et le reste de l’image.
La minimisation est effectuée par une coupure de graphe [BK04 ; BVZ01] dont les
terminaux sont les labels associés aux offsets et les nœuds sont les pixels de BΩe comme
expliqué dans la section 2.3.3 et montré dans la figure 2.11. Il suffit enfin d’appliquer
pour chaque pixel p l’offset associé au label l sélectionné durant la minimisation. La
figure 2.25 montre un exemple de zone complétée après effacement du masque.
Nous constatons que dans le cas de textures avec un motif fortement structuré,
l’approche fournit de très bon résultats là où l’approche basée sur PatchMatch fournissait
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Figure 2.25 – Exemple d’inpainting en utilisant une approche par offsets. Gauche :
image avec la zone masquée en surbrillance rouge. Droite : image après traitement.
des résultats moyens (par comparaison avec les résultats de la figure 2.22). Cela est dû
au fait que seuls les offsets représentant la structure du motif sont sélectionnés pour
minimiser l’énergie de l’équation 2.31. Le résultat est encore de qualité pour des textures
à forte structure ayant de très légères déformations géométriques et colorimétriques.
Cependant, dès que la texture possède des motifs qui sont moins structurés, le résultat
obtenue est moins concluant (voir figure 2.26).
2.5 Les limites
Nous évoquons dans cette section les limitations d’un scénario de Réalité Diminuée
basé essentiellement sur une approche d’inpainting. Chaque limitation sera détaillée et
traitée dans un chapitre.
2.5.1 La restriction d’une seule approche d’inpainting
Deux points sont à noter. Premièrement, nous pouvons constater que les deux ap-
proches détaillées dans la section 2.4 fonctionne convenablement que selon un type de
texture particulière. D’un côté nous avons l’approche d’inpainting basé sur PatchMatch
qui fonctionne sur des textures ou images avec peu de structure. Cependant, les tex-
tures avec des motifs à forte structure seront difficilement complétées avec celle-ci car
l’information sur ces structures n’est pas prise en compte durant l’effacement.
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Figure 2.26 – Limites de l’approche par analyse statistique : cas d’une texture avec
un motif non structuré. Gauche : vérité terrain. Milieu : résultat avec l’approche par
analyse statistique. Droite : résultat avec l’approche par PatchMatch. Nous constatons
pas mal de discontinuités dans l’image du milieu.
À l’inverse, l’approche basée sur les offsets fonctionne bien sur des textures avec des mo-
tifs fortement structurés. Cependant, elle aura du mal à compléter des macro-textures
avec des motifs très peu structurés.
Or, dans notre contexte de scène d’intérieur, nous devons compléter généralement les
textures présentes sur le sol et sur le mur. Ces textures peuvent avoir un motif fortement
structuré et qui se répètent, comme par exemple du carrelage ou des briques. À l’inverse,
la texture peut avoir un motif qui est peu structuré (du bois par exemple) ou ne pas
avoir de motif du tout (du lino par exemple).
Il faut donc pouvoir choisir quelle méthode choisir pour compléter au mieux la texture
d’une scène d’intérieur.
De plus, on peut avoir des textures comme celles de la figure 2.27 où aucune des
deux approches ne fonctionnent convenablement ; nous proposons de créer une nouvelle
approche, hybride, pour ces textures. Cette approche est décrite dans le chapitre 3.
2.5.2 La variation de luminosité
Dans un environnement d’intérieur, il est fréquent d’avoir une ou plusieurs sources
lumineuses. De ce fait, les textures présentes sur les murs sont assujetties à des variations
d’intensité lumineuse. Or les approches d’inpainting classiques ne tiennent pas compte
de ces variations. Cela peut conduire à des artefacts de luminosité comme l’illustre la
figure 2.28. Ceux-ci ont deux origines :
— la propagation non contrôlée de la texture faiblement éclairée dans une zone où
on attendrait une texture fortement éclairée ;
— l’absence de texture soumise à une intensité moyenne au centre de l’image. On
ne peut donc compléter qu’avec de la texture trop faiblement ou trop fortement
éclairée.
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Figure 2.27 – Cas d’une texture qui n’est complétée de manière optimale ni par Patch-
Match (gauche), ni par les offsets (droite).
Dans le pipeline de Siltanen [Sil15], une première gestion de ces variations est
effectuée. Elle consiste à propager la variation de luminosité via des points de contrôle
situés autour du masque Ω. Cependant, dans des situations comme celle montrée sur
la figure 2.31, on constate que la propagation perd de son efficacité quand on arrive au
centre du masque.
Nous proposons de mieux contrôler la propagation de la luminosité en complétant
les isophotes traversant les masques, souvent de grande taille. Cette méthode est décrite
dans le chapitre 5.
2.5.3 La variation de résolution
Dans le cas d’un scénario de Réalité Diminuée, nous sommes amenés à effectuer
des homographies pour éliminer la déformation perspective des plans dans une image.
Plusieurs approches proposées utilisent ces transformations pour obtenir de meilleurs
résultats.
Huang et al. [Hua+14] améliore également l’approche de He et Sun [HS12b] en
ajoutant une première gestion de la perspective. Pour cela, ils devinent la présence
de plan dans l’image en recherchant, via les lignes de fuite présentes dans l’image, les
points de fuite associés. Ils attribuent ensuite pour chaque pixel une probabilité selon
laquelle ils appartiennent à un plan détecté. Ensuite, ils calculent, pour chaque plan,
une pure transformation de perspective. Ils effectuent ensuite la recherche de décalage
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Figure 2.28 – Problème de respect de la luminosité. (image de gauche) Le masque à
compléter se situe entre une zone plus « claire » et une zone plus « sombre ». (image de
droite) L’inpainting conduit à des artefacts de luminosité, ici, des discontinuités.
dans l’espace rectifiée. Comme ils font la recherche dans l’image d’origine, ils modifient
également l’énergie pour la diviser en deux : une énergie, dite de cohérence, pour évaluer
la ressemblance entre un patch du masque et un patch de la zone connue dans l’espace
rectifiée et une énergie, dite de guidage, pour forcer à associer les pixels qui ont une
probabilité proche d’appartenir à un même plan ainsi ceux qui sont proches.
Si les résultats sont très convaincants dans le cadre de l’effacement d’un élément
dans une seule image, elle reste limitée car elle dépend essentiellement de la recherche
des points de fuite. De plus, il n’y pas de modèle 3D pris en considération ce qui limite
l’utilisation pour un cadre de scénario de Réalité Diminuée. Notons enfin qu’il peut
avoir des problèmes de segmentation à la frontière entre deux plans car la probabilité
qu’un pixel appartient à un des deux plans est identique. Il est donc préférable d’utiliser
le principe de rectification utilisé par Kawai et al. [KSY15] et Siltanen [Sil15] pour
effectuer l’inpainting tout en gérant la perspective et la segmentation.
Cependant, des données ayant la même taille dans l’espace 3D n’ont pas la même
résolution dans l’image selon qu’elles soient proches ou éloignées. Après rectification,
les données les plus éloignées seront plus éparses dans l’image rectifiée que les données
les plus proches. Si cette différence de résolution n’est pas prise en compte, les données
éparses risquent d’être copiées dans une zone où l’on devrait générer une donnée de
meilleure qualité. Cela crée un rendu flou dans cette zone une fois la reprojection dans
l’image d’origine effectuée, comme illustré par la figure 2.31.
Dans cette thèse nous proposons une solution basée sur un critère de confiance. Cette
solution est expliquée dans le chapitre 4.
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Figure 2.29 – Problème de respect de la luminosité. Dans cette configuration, la pro-
pagation de la luminosité dans le masque (zone en bleu de l’image de gauche) par les
points de contrôle [Sil15] n’est plus optimale au centre du masque (image du milieu) car
trop éloigné d’une information de luminosité. Les lignes isophotes (image de droite) ne
sont plus respectées dans le masque.
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(a) (c) (e)
(b) (d) (f)
Figure 2.30 – Approche d’inpainting en tenant compte de la perspective (images ex-
traites de [Hua+14]). Après le calcul des points d’intérêts (b) d’une image (a), les offsets
sont calculés à partir de ces points d’intérêts. On constate une représentation des offsets
qui respecte mieux la structure de la texture dans le cas de transformation de perspec-
tive (c) que dans le cas sans transformation (d). En conséquence, les patchs sélectionnés
en bleu (e) comme candidats sont plus pertinents plus remplir le patch blanc que les
patchs sélectionnés en jaune (f).
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Figure 2.31 – Problème de la variation de résolution.
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Deuxième partie
Contributions principales
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Chapitre 3
Classification des textures et
contraintes dans l’inpainting
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3.1 Introduction
Dans le précédent chapitre, nous avons abordé le principe de l’inpainting. Nous avons
également présenté les différentes catégories de méthodes d’inpainting ainsi que les ap-
proches les plus fréquemment utilisées. Nous avons en particulier mis en lumière les
limites de chaque méthode (strictement en 2D) et notamment la qualité des résultats
selon la structure de la texture.
Nous allons décrire dans ce chapitre les moyens de classer les textures selon leur struc-
ture et en conséquence selon la capacité à être complétées par une méthode d’inpainting
spécifique. Cette analyse nous amène à développer une méthode de complétion origi-
nale donnant des résultats probants quelque soit le type de texture. Cette méthode se
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Figure 3.1 – Complétion de deux images (première colonne) selon deux méthodes dif-
férentes : PatchMatch (deuxième colonne) et approche statistique (troisième colonne)
caractérise par une initialisation de la zone masquée à partir d’une étude des offsets de
l’image.
3.1.1 Les limites d’une seule approche d’inpainting
Nous avons vu plusieurs méthodes adaptées aux traitement des textures. Selon le type
de texture, il est nécessaire d’appliquer une méthode spécifique pour obtenir des résultats
optimaux. Dans la littérature, PatchMatch [Bar+09] est une approche fréquemment
utilisée pour compléter des textures stochastiques et certaines textures semi-régulières.
Cependant, les textures ayant une structure régulière ne sont pas complétées de manière
fidèle car leur structure n’est pas prise en compte durant le processus de complétion.
À l’inverse, une approche statistique par coupure de graphe [HS12b ; Köp+15] sera
optimale pour des textures régulières mais pêchera dès que le motif ne sera plus entiè-
rement structuré. La figure 3.1 nous montre quelques cas limites des deux approches
ci-dessus selon le type de texture. Sur la première ligne, la texture régulière est mieux
complétée avec la deuxième approche. Sur la deuxième ligne, la texture stochastique
semble plus cohérente avec la première approche.
Pour résoudre ces problèmes, nous proposons deux actions :
1. Pouvoir classer les textures en plusieurs catégories suivant leur structure. Cette
classification permettra de choisir quelle algorithme d’ inpainting utiliser. La clas-
sification se fait via une approche a contrario. Nous l’expliquons dans la section
3.2.
2. Construire une nouvelle méthode d’inpainting qui fonctionne indépendamment du
type de texture ; pour cela, il faut gérer la présence ou non de structure majeure
de la texture. Notre méthode se base sur une meilleure initialisation de la zone
masquée. La section 3.3 donne les détails de notre approche. Des résultats sont
présentés dans la section 3.4.
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Figure 3.2 – Spectre des textures qui vont des textures régulières (gauche) aux textures
stochastiques (droite) (image extraite de [Lin+06]).
3.2 Classification par approche a contrario
Dans cette section, nous abordons la problématique de la classification de textures
en fonction de la méthode d’inpainting ayant la meilleure capacité à la compléter. Tout
d’abord, nous rappelons les classifications de textures de l’état de l’art. Nous proposons
ensuite une manière de classer les textures relatif à notre contexte de complétion.
3.2.1 Les types de textures
La classification de texture [TJ93] consiste à associer une image à une catégorie. Pour
cela, chaque catégorie doit avoir des caractéristiques suffisamment discriminantes pour
pouvoir dire si une texture appartient à cette catégorie. La difficulté est de déterminer
ces différentes catégories.
Une classification connue consiste à introduire les textures presque-régulières dans
le spectre des textures composées des textures régulières et des textures stochastiques
[LL03]. Nous avons donc :
— Les textures régulières sont des textures caractérisées par un motif élémentaire
qui est répété de manière identique à intervalles réguliers parfaits.
— Les textures presque-régulières (ou semi-régulières) sont les textures possédant
une structure ayant subi une déformation géométrique ou colorimétrique.
— Les textures irrégulières sont les textures où il n’existe aucune motif régulier
dans la répétition.
— Les textures stochastiques ou aléatoires sont les textures qui ont une structure
aléatoire.
La figure 3.2 issue de [Lin+06] montre le spectre des textures segmenté par la par-
tition définie ci-dessus.
Cependant, cette classification n’est pas suffisante car elle reste ambiguë. Une pre-
mière ambiguïté concerne l’assimilation entre la couleur et la géométrie dans la définition
d’une texture quasi-régulière.
Liu et al. [LLH04] proposent pour cela de distinguer la déformation géométrique de
la déformation colorimétrique en créant deux axes d’évaluation : un pour la couleur et
un pour la géométrie. La figure 3.3 montre des exemples de textures évaluées par ces
deux critères.
Dans son monographe [Sau18], Sauvage étend cette classification à trois dimen-
sions : la distribution du motif (uniforme ou non-uniforme, régulier ou irrégulier), la
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Figure 3.3 – Spectre des textures selon deux axes : un axe de déformation géométrique
(axe des abscisses) et un axe de déformation colorimétrique (axe des ordonnées) (image
extraite de [LLH04]).
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variété des motifs (la répétition ainsi que des variations d’orientation, de formes et d’in-
tensité) ainsi que le type de motif, selon qu’il soit structuré ou non-structuré.
Dans notre contexte de scénario de Réalité Diminuée de scènes d’intérieur, le spectre
des textures étudiées est limité à des textures qui ont une distribution uniforme ainsi
qu’un motif peu variable. En effet, la variation d’intensité (notamment due à la lumi-
nosité) est gérée dans le chapitre 5. Les variations d’orientation et de forme ne sont
pas pris prises en compte dans ce chapitre non plus car nous traitons des textures à
compléter sans variation de perspective (le traitement de la déformation perspective est
l’objet du chapitre 4). Nous nous intéressons donc à deux dimensions : le type du motif
et sa distribution.
Concernant la complétion d’une texture par une méthode d’inpainting, nous pouvons
constater deux choses, d’après l’analyse faite dans le chapitre 2 :
— Les textures ayant une distribution régulière et un motif structuré sont bien mieux
reconstruites avec une approche par analyse des offsets ; elles sont, à l’inverse,
difficilement reconstruites avec une approche basée PatchMatch.
— Les textures ayant une distribution irrégulière ou ayant un motif non-structuré
sont mieux reconstruites avec une approche par PatchMatch qu’avec une approche
par offsets.
Nous pouvons dire que la classification de Liu et al. [LLH04] peut aider à déterminer
quelle méthode d’inpainting choisir. Plus une texture est située proche de l’origine dans
la figure 3.3, plus elle a de chances d’être mieux complétée par l’approche par offsets.
À l’inverse, plus une texture s’éloigne de l’origine, plus elle a de chances d’être mieux
complétée par PatchMatch. Le but de notre classification est d’associer une texture
à la méthode d’inpainting qui complète au mieux une zone masquée de celle-ci. Pour
cela, nous cherchons donc des directions symbolisant la structure et la distribution du
motif. Cela nous amène à construire une méthode basée sur une approche a contrario.
L’intérêt de l’approche a contrario est de détecter des éléments structurels dans une
image. Dans notre cas, les éléments de structure sont les directions caractérisées par les
offsets. Le modèle prédéfini est un modèle définissant une texture stochastique. Nous
détaillons notre approche de détection par une méthode a contrario dans la prochaine
sous-section.
3.2.2 Principe
Remarque 3.2.1. L’objectif de cette section est de résumer de manière succincte le
principe de l’approche a contrario en définissant les paramètres principaux et en propo-
sant un exemple simple pour comprendre le procédé.
Le principe a contrario a été introduit pour la première fois en traitement de l’image
par Desolneux et al. [DMM00]. Il est couramment utilisé dans la détection de primi-
tives géométriques comme des lignes [Gro14] et ou des ellipses [PGG17], mais aussi pour
des structures de plus haut niveau comme des visages [LRP17] ou pour la détection de
changements à partir de séquences d’images satellite [RMH10].
Dans le contexte des images, le principe a contrario stipule qu’il n’est pas possible
d’exclure la détection d’éléments sur une image stochastique.
Il existera toujours (même rarement) des éléments de structure dans une image.
L’idée est donc de mettre en place plutôt un seuil de détection basé sur le nombre
moyen de détections que l’on aurait dans une donnée non structurée, et ainsi considérer
ces données comme de faux positifs. Il faut que ce seuil ne soit pas trop bas, sinon des
détections accidentelles seront comptabilisées ce qui nuit à la classification. À l’inverse,
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ce seuil ne doit pas être trop élevé. En effet, les détections accidentelles, mais aussi les
détections des structures, seront refusées
Nous notons H0 le modèle stochastique générant donc des données non structurées
par nature. Nous appliquons une méthode de détection à une donnée générée par ce
modèle. Nous notons EH l’ensemble des événements de détection d’éléments dans H0.
L’esprit des méthodes a contrario est de lier le nombre de détections dans une donnée
H0 au seuil de détection.
Définition 3.2.1. Les événements de EH sont dits ǫ-significatifs dans H0 si |EH | ď ǫ.
C’est à dire que l’espérance du nombre d’événements détectés dans une donnée générée
par H0 est inférieure à ǫ.
Plus ǫ sera petit, plus petit sera le nombre de faux-positifs acceptés et plus strictes
seront les conditions imposées pour détecter la structure. Considérons une donnée x
quelconque (donc non générée par le modèle H0). Par exemple, dans notre cas, cela peut
être une image d’une texture quelconque. Nous définissons un ensemble C “ tc1, ..., cNCu
de NC de tests à appliquer sur la donnée x. Nous définissons également une fonction
kpci, xq qui mesure le nombre d’occurrence de la structure recherchée dans la donnée x
avec le test ci.
Exemple 3.2.1. Pour la détection de droites, on associe à une image sa carte de direc-
tions (calculée via le gradient de l’image). Un test est effectué sur chaque pixels, donc
l’ensemble des tests est l’ensemble des pixels de l’image.
Une droite est détectée si un ensemble de pixels voisins partagent la même direction.
Dans ce cas, H0 correspond à une distribution uniforme où chaque pixel a autant de
chance d’avoir une direction. On considère EH comme l’ensemble des pixels issus d’une
image générée selon H0 et qui est détecté d’après la fonction kpci, xq. Sans expliciter sa
formulation, kpci, xq va considérer un pixel p comme détecté si les n pixels où passe une
“ligne”, de longueur n partant de p dans la direction donnée par la carte de direction
en p, partagent la même direction (n est un paramètre donnant la longueur minimale
pour considérer une “ligne” comme une droite).
Une autre quantité est définie dans l’approche a contrario. Il s’agit de la quantité
NFApci, xq (Nombre de Fausses Alarmes) associée au candidat ci observé dans la donnée
x. Elle est définie comme le produit entre le nombre de tests NC et la probabilité
d’observer des événements au moins aussi significatifs que dans le modèle stochastique
H0 :
NFApci, xq “ NC ¨ P rkpci, Xq ě kpci, xqs , (3.1)
où X est une donnée qui est générée selon le modèle H0.
Intuitivement, il s’agit du nombre de faux positifs, à savoir les candidats modélisés
à partir du modèle stochastique (donc qui ne devraient pas être détectés) et qui sont
détectés par la fonction k.
Remarque 3.2.2. Notons que plus la mesure kpci, xq est élevée, plus la probabilité
que kpci, Xq ě kpci, xq sera faible. Par conséquence, plus la valeur NFA sera faible ; il
y aura donc plus d’observations significatives. Cette dernière quantité a été introduite
pour fournir un test et valider les événements de la manière suivante : une observation
pci, xq est ǫ-significative si et seulement si
NFApci, xq ď ǫ. (3.2)
Il est facile de vérifier cela vu que le test est équivalent à :
P rkpci, Xq ě kpci, xqs ď ǫ
NC
. (3.3)
3.2. CLASSIFICATION PAR APPROCHE A CONTRARIO 67
Enfin, nous devons définir, pour un test ci, un seuil de détection κi dans une donnée X
modélisée par H0 de sorte que l’observation pci, Xq soit ǫ significative :
κi “ min
"
t P R,P rkpci, Xq ě ts ď ǫ
NC
*
, (3.4)
où X est une donnée générée par H0. La valeur κi correspond au plus petit seuil qui
nous garantit que tout élément détecté au delà de ce seuil n’est pas un faux positif.
3.2.3 Un premier exemple
Pour comprendre l’approche a contrario, nous résumons l’exemple de la détection de
la pression d’un bouton sur un objet détaillé dans [Gro14].
Considérons un premier exemple : nous observons une donnée binaire x. La valeur “0”
(respectivement “1”) correspond à l’absence (respectivement la présence) de pression sur
le bouton. Nous voulons détecter la structure suivante : une suite suffisamment longue
de “1” comme dans l’exemple ci-dessous :
01001001000111111111111111110010000101100110001100 (3.5)
La structure peut être située à n’importe quel endroit de la donnée, chaque position doit
donc être testée. L’ensemble C est défini comme l’ensemble des positions de x d’où peut
partir la détection. Si x est de longueur L alors NC “ L.
Premièrement, une fonction d’observation kpci, xq est définie. Elle permet de mesurer
le degré auquel la structure recherchée est présente dans la donnée x chez le candidat
ci. Dans cette exemple kpci, xq est la longueur de 1 consécutifs à la position ci.
Ensuite, un modèle stochastique H0 doit être défini pour la séquence binaire non struc-
turée. Le choix le plus simple est le modèle du lancer de pièce : lancers indépendants
avec probabilité égales de piles et de faces.
La prochaine étape consiste à définir le seuil κi. Pour cela il faut expliciter la probabi-
lité P rkpci, Xq ě ns Dans cet exemple, il s’agit d’observer une suite d’au moins n “1”
consécutifs commençant à la position ci. En raison de l’indépendance du modèle sto-
chastique, la probabilité est égale à celle où les n premiers binaires commençant à ci
sont tous égaux à 1 soit :
P rkpci, Xq ě ns “ pn, (3.6)
où p est la probabilité d’avoir 1 selon H0.
Pour une séquence d’une longueur totale égale à 50, et avec p “ 1
2
, le NFA d’une
chaîne de longueur n vaut 50 ¨ 2´n. Deux cas de figures peuvent être considérées :
— Si on considère des séries de « un » élément, le NFA vaut 25. Il faut donc détecter
25 séries de « un » éléments avant de considérer la suivante comme significative ce
qui n’est pas intéressant. En effet, il est absurde de déterminer l’existence d’une
structure à partir d’un seul élément binaire.
La conclusion est identique pour des séries de deux, trois ou quatre éléments.
On peut dire que tant le NFA est au dessus de 1, les événements détectés sont
assimilés au bruit, donc non identifiables.
— Si on considère des séries de six éléments, le NFA est en-dessous de “1”. Cela
signifie que la première détection peut être considérer comme significative.
3.2.4 Détection de la régularité d’une texture avec une méthode a
contrario
Dans cette section, nous allons appliquer l’approche a contrario à la recherche d’off-
set dans une texture. Pour cela, nous explicitons le modèle auquel nous appliquons
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l’approche a contrario.
Modélisation des offsets
Nous allons chercher, dans cette sous-section, à quantifier les directions dominantes
d’une image à travers les offsets. Soit une image I : U Ñ Rn, p ÞÑ Ippq. Comme défini au
chapitre 2, un offset ÝÑo est un vecteur de translation qui à un pixel p associe p`ÝÑo tel
que ce dernier soit le pixel qui, au delà d’un seuil τ minimise une fonction de similarité
entre deux patchs centrés en p et q :
ÝÑo “ argminÝÑu PZ2,|ÝÑu |ąτ psim pp, p`ÝÑu qq , (3.7)
où simpp, qq est une fonction de similarité entre les patchs centrés en p et q ; τ est un
seuil pour éviter de considérer la solution évidente p0, 0q.
Nous considérons O Ă Z2 l’ensemble des offsets pour I :
ÝÑo P O ðñ Dp P U,ÝÑo “ argminÝÑo PZ2,|ÝÑo |ąτ psimpp, p`ÝÑo qq . (3.8)
Nous notons s la fonction qui à tout pixel p associe son offset ÝÑo :
s : U Ñ O, p ÞÑ sppq “ ÝÑo . (3.9)
Chaque offset ÝÑo possède une occurrence occurencepÝÑo q définie de la manière suivante :
occurencepÝÑo q “
ÿ
pPU
1 psppq “ ÝÑo q . (3.10)
Pour un offset ÝÑo “ pu, vq P O, on dit qu’il appartient à la droite vectorielle δ “
V ectpuδ, vδq si ˇˇˇ
ˇdet
ˆ
u uδ
v vδ
˙ˇˇˇ
ˇ “ 0. (3.11)
À une droite vectorielle δ on peut associer également une occurrence :
occurencepδq “
ÿ
ÝÑo Pδ
poccurencepÝÑo qq . (3.12)
Nous considérons D de cardinal ND l’ensemble des droites vectorielles possédant au
moins un offset ainsi qu’une relation d’ordre associée :
@pδ1, δ2q P D, δ1 ď δ2 ô occurencepδ1q ď occurencepδ2q. (3.13)
Nous notons Dt “ rδ1, . . . , δns l’ensemble D trié selon la relation d’ordre ci-dessus.
Soit τ P r0, 1s, on définit pour une image I et ses droites Dt :
premierspI, τq “ min
k
˜ ÿ
i“1:k
occpδiq ą τ
ÿ
i“1:ND
occpδiq
¸
(3.14)
et
populationpI, kq “
ř
i“1:k occurencepδiqř
i“1:ND
occurencepδiq . (3.15)
Cette valeur correspond aux k premières droites vectorielles nécessaires pour re-
présenter le pourcentage τ de l’ensemble des droites vectorielles pondérées par leur
occurrence.
Nous avons définies des notions dans cette sous-section qui quantifie les directions à
travers les offsets. Nous allons, à partir de ces notions, construire un modèle de classifi-
cation a contrario qui les intègrent.
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Application de l’approche a contrario
Nous devons définir les paramètres suivants :
— l’ensemble C des tests ;
— la fonction d’observation k modélisant la structure de la texture ;
— le modèle H0 pour les données stochastiques ;
— le nombre de faux positifs NFA ;
— la constante ǫ de ǫ-significativité de la définition 3.2.1.
Nous cherchons à déterminer les directions dominantes de la distribution du motif de
la texture. Nous calculons donc les offsets présents dans l’image pour obtenir l’ensemble
Dt des droites vectorielles défini à la sous-section 3.2.4.
À partir de cet ensemble, nous définissons les tests ci et la fonction d’observation
kpI, ciq pour le test ci. Nous notons un test ci avec i P r1, ns Ă N comme l’ensemble
constituée des n premières droites vectorielles de Dt.
La fonction d’observation est la fonction population définie par l’équation (3.15) et
appliquée à pI, ciq :
populationpI, ciq “
ř
i“1:ci
occurencepδiqř
i“1:ND
occurencepδiq . (3.16)
Quant au choix du modèle stochastique, il en existe plusieurs comme expliqués dans
l’article de Materka et Strzelecki [M+98]. Il y a le modèle auto-régressif (AR) qui
suppose une interaction locale entre les pixels de l’image où l’intensité du pixel est une
somme pondérée des intensités des pixels voisins. Il y a ensuite le modèle des champs
de Markov aléatoires (Random Markov Fields (MRF)) où la probabilité qu’un pixel soit
dans un état défini est fonction des probabilités pour les états des pixels voisins. Il y a
enfin le modèle fractal comme le mouvement brownien utilisé notamment pour modéliser
les textures dont l’irrégularité est invariant selon l’échelle. Vu que l’on veut modéliser
des textures non structurées, nous prenons une loi gaussienne centrée en une couleur µ
avec une variance σ. Varier µ n’influence pas le modèle. σ est choisi de sorte à rester
dans le domaine visible de l’image.
Concernant la détermination de la structure, nous devons déterminer Ppkpci, Xq ě τq
avec τ P R. Pour cela, nous partons de la distribution normale N pµ, σq de la couleur.
Comme nos tests concernent les droites vectorielles de Dt, nous devons construire la
distribution de ces droites. À partir de la distribution colorimétrique N pµ, σq, nous pou-
vons construire une seconde distribution normale N 1pµi, σiq qui modélise distribution de
la population représentée par les ci premières droites vectorielles pour une texture mo-
délisée par H0. Il est facile de prouver, notamment avec un test de normalité, qui vérifie
si une distribution est normal, que cette dernière distribution N 1pµi, σiq est normale. On
a donc :
Ppkpci, Xq ě τq “ 1´ Ppkpci, Xq ă τq “ 1´ FXpτq, (3.17)
avec
FXpxq “ 12
ˆ
1` erf
ˆ
x´ µ?
2σi
˙˙
, (3.18)
où erf est la fonction d’erreur :
erf pxq “ 2?
π
ż x
o
e´t
2
d t. (3.19)
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Figure 3.4 – Évolution du seuil κi en fonction du nombre de droites vectorielles ci
considérées.
Détermination des κi Nous déterminons donc pour chaque candidat ci son seuil κi.
Pour rappel (cf . équation 3.4),
κi “ min
"
τ P R,Ppkpci, Xq ě τq ď ǫ
NC
*
. (3.20)
Ce qui donne, en appliquant les équations (3.17) et (3.18) à l’équation 3.20 :
κi “ min
"
τ P R, 1´ 1
2
ˆ
1` erf
ˆ
τ ´ µ?
2σi
˙˙
ď ǫ
NC
*
. (3.21)
La figure 3.4 nous montre l’évolution de κi selon le candidat ci.
Prise de décision
Maintenant que nous avons pour chaque test ci son seuil κi associé, nous pouvons
appliquer la fonction kpci, xq à une image I représentant une texture T pour tous les
tests ci.
Nous nous retrouvons à la fin avec un vecteur V binaire de taille NC . La valeur 1 est
attribuée pour un test ci si fpci, xq ą κi, 0 sinon.
Nous avons effectué le processus sur chaque texture de deux benchmarks de texture
de la littérature : VisTex [MIT02] et OuTex [Oja+02]. Nous calculons pour chaque tex-
ture la somme du vecteur binaire associé ; nous analysons la distribution de la somme
calculée pour l’ensemble de textures. Une somme nulle ou quasi-nulle signifie que la
texture a une forte chance d’être irrégulière. À l’inverse, une somme proche ou égale à
NC signifie que la texture a de fortes chances d’avoir un motif régulier. La figure 3.5
montre l’histogramme des deux benchmarks évoqués ci-dessus. Nous constatons un re-
groupement des textures aux extrémités de l’histogramme. Cela signifie que tous les tests
effectués sont discriminants pour une grande majorité de textures. La classification par
une approche a contrario est donc une approche fiable dans la mesure de la structure via
les offsets. En effet, dans le cas d’une texture T , seuls quelques tests ci peuvent fournir
un résultat contraire aux autres tests de NC . Seul une infime minorité de textures ont
des résultats aux tests qui se contredisent comme ceux de la figure 3.6.
La distribution est donc bimodale où les modes sont situées aux bords de l’axe. Nous
considérons donc, pour la prise de décision, qu’une texture est suffisamment régulière
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Figure 3.5 – Histogramme de distribution des benchmarks de données OuTex (gauche)
et VisTex (droite). Axe des abscisses : nombre de tests validés par une texture. Axe des
ordonnées : nombre de textures du benchmark validant n tests (n indiqué en abscisse).
Nous constatons un regroupement des textures aux extrémités de l’histogramme. Cela
signifie que tous les tests effectués sur une texture convergent vers la même décision pour
une grande majorité de textures. Si les offsets appartiennent à peu de directions, il n’y
aura que beaucoup de directions dominantes. Donc la quasi-totalité des tests rendront un
résultat positif. Cette texture sera donc assimilée à une texture ayant un motif structuré.
Figure 3.6 – Exemples de textures dont les résultats aux tests se contredisent. Dans les
deux cas on peut constater effectivement une structure horizontale sur les deux textures
mais que ne doit être suffisamment marquée pour être détectée à chaque fois.
pour être complétée par une approche par offsets si et seulement si elle valide le test
final suivant :
NCÿ
i
V piq ą NC
2
. (3.22)
3.2.5 Résultats
Dans cette section, nous testons cette classification sur deux ensembles de textures :
l’un construit par nous-même et deux autres de la littérature. Nous considérons aussi un
ensemble de textures créé aléatoirement avec une couleur moyenne µc “ r200, 100, 100sT
et un écart-type σc “ 20 de 500 images stochastiques de taille 640 ˆ 480 pour générer
la distribution des droites vectorielles selon H0. Un exemple d’image générée est donnée
dans la figure 3.7.
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Figure 3.7 – Exemple d’image générée par le modèle H0 “ pµc, σcq avec µc “
r200, 100, 100sT et σc “ 20.
Figure 3.8 – Exemples de texture du set personnalisé. Première ligne : texture ayant
le label OFFSETS. Deuxième ligne : texture ayant le label PATCHMATCH.
Benchmark personnalisé
Ce benchmark de données est composé de deux labels : PATCHMATCH si la texture est
complétée au mieux avec PatchMatch et OFFSETS si la texture est complétée au mieux
avec une approche par offsets. L’attribution, pour une texture, à un label a été fait en
effectuant une complétion, par les deux approches, dans un masque circulaire situé au
centre de l’image. Le choix a été fait en analysant de manière qualitative le résultat à
l’intérieur du masque. La figure 3.8 montre quelques exemples des deux catégories de ce
benchmark.
Le tableau 3.1 montre le taux de réussite de l’approche a contrario pour chaque
label.
benchmark PATCHMATCH OFFSETS précision
personnel 75.00% 87.36% 81.23%
VisTex 92.24% 54.90% 80.84%
OuTex 81.93% 67.62% 81.93%
Table 3.1 – Résultat de la classification a contrario sur le benchmark personnalisé et
les benchmarks VisTex [MIT02] et OuTex [Oja+02].
3.2. CLASSIFICATION PAR APPROCHE A CONTRARIO 73
Méthode Auteur Approche Technique benchmark Précision
(%)
1
Tou et al.
[TTL09]
matrice
de co-
occurence
GLCM (12
carac.)
N/R 85.73
GLCM (10
carac.)
N/R 78.15
2
Tuzel
et al.
[TPM06]
matrice de
covariance
contours N/R 84.65
GLCM N/R 79.94
filtre de Ga-
bor
N/R 91.86
3
Tou et al.
[TTL09]
Filtres Gabor (12
filtres)
autre 89.74
Gabor (24
filtres)
N/R 91.86
4
Zhao et al.
[Zha+11]
structure et
statistique
LBP Broadatz 79.97
UIUC 57.59
CLBP Broadatz 86.63
UIUC 83.29
5 Tou et al.
[TTL09]
combinaisons GLCM et
Gabor
N/R 91.06
6 proposé a contrario offsets OuTex 81.93
Table 3.2 – Comparaison avec d’autres approches (tableau issu de Patil [Pat13]). N/R :
information non renseignée concernant le benchmark utilisé dans l’article d’origine.
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Benchmarks de la littérature
Les deux autres benchmarks utilisés sont VisTex [MIT02] et OuTex [Oja+02]. Ou-
Tex possède 320 images représentant des textures très diverses (sables, tapis, sol, bois).
VisTex possède 167 images représentant des types de textures diverses (sables, feuilles,
carrelage, briques, bois). Nous nous limitons uniquement aux images représentant une
texture d’intérieur sans perspective. Ce qui fait donc environ 150 images pour VisTex
et 250 images pour OuTex. Les labels de ces deux benchmarks étant nombreux, nous
associons les textures à chaque label, soit au label PATCHMATCH (par exemple les la-
bels barleyrice,crushedstone,flour), soit au label OFFSETS, (par exemple les labels
canvas,carpet,paper,wallpaper). Pour calculer notre taux de précision et comparer
avec les autres méthodes, nous regroupons les labels des benchmarks VisTex et OuTex en
deux catégories : l’une où les textures sont globalement mieux reconstruites avec Patch-
Match et l’autre où les textures sont globalement mieux reconstruites avec les offsets.
Certains labels (par exemple le label tapis) contiennent des textures pour lesquelles
l’approche PatchMatch sera plus optimale alors que d’autre textures du même label
seront mieux reconstruites avec les offsets.
Analyse
Nous constatons que le taux de réussite est globalement bon sans être exceptionnel.
Notons qu’il est supérieur pour les textures se complétant mieux avec les offsets que les
textures se complétant avec PatchMatch. Il est préférable d’avoir ce meilleur taux pour
le label OFFSETS car il est plus pénalisant de compléter une texture à forte structure
avec PatchMatch que compléter une texture irrégulière avec les offsets.
Nous comparons également notre approche avec d’autres méthodes de la littérature. Le
tableau 3.2 résume l’ensemble des méthodes avec leurs taux de précision. Il est difficile de
faire une comparaison dans la mesure où notre objectif n’est pas de classer par exemple
une texture comme du bois ou de la brique mais de classer en fonction de la méthode
d’inpainting la plus adaptée.
Globalement nous constatons que malgré cette différence entre les labels des deux
benchmarks et notre manière de classer, nous obtenons des résultats convenables et assez
proches des taux de précision, voire mieux si on compare par exemple à Zhao et al.
[Zha+11].
3.2.6 Limites
Si cette approche donne des résultats corrects, elle a cependant des limites qui mé-
ritent des approfondissements. Premièrement, elle dépend beaucoup du modèle stochas-
tique qui peut ne pas être le plus représentatif d’une texture irrégulière. Deuxièmement,
elle ne garantit pas la meilleure méthode de complétion possible pour une texture entre
PatchMatch et les offsets si celle-ci ne peut être reconstruite correctement par aucune
deux méthodes utilisée (comme par exemple, la texture de la figure 3.9). Pour reprendre
cette approche dans le cadre du scénario de diminution, nous limiterons son utilisation
uniquement pour décider si l’on peut compléter une texture par une approche de synthèse
(création d’une nouvelle image) ou non. Dans la suite de ce chapitre, nous proposons
une approche de complétion capable de gérer les texture qui ne sont pas correctement
complétées par l’une des deux méthode, comme celle de la figure 3.9.
3.2. CLASSIFICATION PAR APPROCHE A CONTRARIO 75
Figure 3.9 – Cas d’une texture qui n’est complétée de manière optimale ni par Patch-
Match, ni par une approche par offsets.
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ck´1 c
k
Ik
Ik|OzΩ
k ´ 1 k
Figure 3.10 – Schéma de la mise à jour de la carte de correspondances
3.3 Méthode d’inpainting avec contraintes de structure
Face au problème de complétion des textures quasi-régulières, nous présentons une
méthode d’inpainting capable de fournir un rendu optimal quelque soit le type de tex-
ture. Pour cela, nous allons combiner l’analyse statistique des offsets à la méthode de
complétion par l’algorithme PatchMatch. L’idée est de créer une carte de correspon-
dances à l’initialisation de PatchMatch qui tient compte des structures majeures d’une
texture.
3.3.1 Le problème de l’initialisation
Contexte
Soit une image I définie sur un domaine O Ă N2 et un masque Ω Ă O des données
à compléter. Dans PatchMatch, nous devons établir une correspondance entre les pixels
appartenant à Ω et ceux appartenant à OzΩ. Pour la suite, nous notons c la fonction de
correspondance :
c : O Ñ OzΩ (3.23)
px, yq ÞÑ cpx, yq (3.24)
où :
cpx, yq “
#
px, yq si px, yq P OzΩ
pu, vq P OzΩ sinon. (3.25)
Comme énoncé dans le chapitre 2, PatchMatch est une approche multi-résolutions
(ici, nous supposons que nous avons N résolutions). À chaque étage k de la pyramide de
résolutions, la zone masquée de l’image Ik|Ω est reconstruite à partir de la carte de corres-
pondance ck`1 obtenue à l’étage supérieur k ` 1 (résolution plus faible) comme montré
sur la figure 3.10. La carte de correspondances ck´1 est redimensionnée à la résolution
de l’étage k avec une interpolation aux plus proches voisins et une multiplication par 2
de ses valeurs. Il suffit alors d’appliquer PatchMatch entre Ik sur laquelle on a appliqué
une première fois ck et Ik|OzΩ.
Cependant, à l’étage N de plus faible résolution, nous devons créer la carte de cor-
respondance cN de IN sans l’aide d’information d’un étage supérieur. Pour cela, nous
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devons faire une première estimation de IN|Ω qui respecte la continuité à la frontière entre
Ω et OzΩ ainsi que la structure de la texture comme expliqué dans le chapitre 2.
Initialisation par diffusion
L’initialisation par diffusion consiste à appliquer une méthode d’inpainting par dif-
fusion à I|Ω. Cette image initialisée Iinit est ensuite redimensionnée jusqu’à atteindre
l’étape N de la pyramide de résolution. Il suffit ensuite d’appliquer PatchMatch à INinit
et à IN|OzΩ pour créer la carte de correspondances c
N qui sera transférée ensuite vers les
étages inférieurs.
Les méthodes utilisées sont celles présentées durant le chapitre 2 sur l’inpainting
basée diffusion. Nous avons donc les méthodes suivantes :
— Méthode isotrope : la propagation s’effectue de la même manière dans toutes les
directions comme l’équation de la chaleur : BuBt “ k∇2u [Ber+00].
— Méthode de propagation selon les contours [SKC03].
— Méthode par propagation du flux [TD05].
Nous considérons trois textures : une texture stochastique, une texture presque régulière
et une texture strictement régulière. La figure 3.11 présente les résultats de ces textures
complétées.
Nous constatons que quelque soit la méthode de diffusion pour l’initialisation que :
— la texture stochastique est complétée de manière satisfaisante ;
— les textures régulière et presque régulière complétées n’ont pas préservé leur struc-
ture sur la partie complétée.
Cela s’explique par le fait que la diffusion va propager les valeurs des pixels voisins à
Ω selon la direction des gradients des pixels de la frontière extérieure BΩe. Cela garantie
la continuité à la frontière (on ne voit pas d’artefacts entre Ω et UzΩ. Cependant, aucune
information sur la structure globale n’est propagée dans le masque.
Initialisation par pelure d’oignons
Nous expliquons dans cette sous-section la méthode dite par pelure d’oignons ou
onion peel [New+17]. Cette méthode complète une couche à la fois, remplissant progres-
sivement la zone masquée, devenant l’initialisation pour la complétion au niveau N de
résolution. Les premières couches ont une épaisseur d’un pixel et localisées à la frontière
de Ω. Chaque pixel d’une couche est complété en utilisant l’information de la couche
précédente déjà complétée. Les pixels d’une couche sont traité de manière parallèle. Si
la couche à traiter est notée BΩ, ils considèrent uniquement les pixels connus, noté Ψ1p
d’un patch Ψp centré en un pixel p :
Ψ1p “ tq P Ψp, q R Ωu . (3.26)
Une fonction de similarité, notée „, est définie pour comparer les pixels d’un patch centré
en un pixel de BΩ. L’intensité du pixel p est définie comme une moyenne pondérée des
valeurs des correspondants de ses voisins connus dans le patch Ψp :
Ippq “
ř
qPΨ1p
spp, qq Ipcpqqqř
qPΨ1p
spp, qq , (3.27)
où la fonction de pondération spp, qq accorde un poids plus important si sim est faible
spp, qq “ exp
ˆ
simpp, qq2
2σ2
˙
, (3.28)
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Figure 3.11 – Textures complétées par PatchMatch avec une initialisation par diffusion
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Figure 3.12 – Comparaisons d’initialisation (figure issue de Newson et al. [New+17]).
À part la première colonne qui montre la zone masquée (en vert) et la vérité terrain, les
autres colonnes montrent l’initialisation par différentes techniques (première ligne) et le
résultat final associé (deuxième ligne). De gauche à droite, les initialisations sont l’ini-
tialisation aléatoire, l’initialisation par diffusion et l’initialisation par pelure d’oignon.
Nous constatons que seule la dernière initialisation donne un résultat convenable.
et c est la carte de correspondances initialisée de manière aléatoire.
La figure 3.12 présente différentes initialisations. On y constate que la méthode par
pelure d’oignon propose une meilleure initialisation et un meilleur résultat que les autres
initialisations. En effet, les deux première initialisations vont plutôt faire ressortir la
couleur blanche du mur ce qui empêche PatchMatch de sélectionner des patchs venant
du cigare. Notons que cette approche propage non seulement des valeurs de I mais aussi
les valeurs d’une image O Ñ R2 appelée une carte de caractéristiques T définie comme
un gradient normalisé :
Txppq “ 1cardpNpq
ÿ
qPNp
|Ixppq|, Typpq “ 1cardpNpq
ÿ
qPNp
|Iyppq|. (3.29)
L’ajout de cette nouvelle carte essaie donc de respecter la structure locale de la texture.
La figure 3.13 montre trois exemples de rendus finaux de Newson et al. par rapport
à un inpainting par PatchMatch classique. Nous voyons bien que dans le cas des deux
textures où il y a des motifs structurés, l’initialisation par pelure d’oignon arrive à
propager la structure dans le masque ce qui n’est pas le cas de la diffusion.
Cependant, cette manière d’initialiser l’image pour la suite de la complétion ne fait
que propager des valeurs directement voisines de Ω. On n’a aucune garantie d’un res-
pect de la structure globale de la texture car celle-ci n’est pas intégré dans la manière
d’initialiser I.
La figure 3.14 montre des cas de textures où l’initialisation n’a pas permis de fournir
une texture complétée qui respecte la structure globale de la texture.
Nous avons vu que l’initialisation dans l’algorithme PatchMatch a une incidence
sur la suite du résultat. Des initialisations, comme la diffusion, permet de compléter
efficacement des textures ayant un motif non structurée. Cependant, dans le cas des
textures ayant un motif structuré, une initialisation qui tient compte de cette structure
doit être fournit. Newson et al. propose une initialisation basée sur la propagation par
pelure d’oignon. Cette propagation est basée sur une approche d’inpainting gloutonne
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Figure 3.13 – Résultats finaux entre une initialisation par diffusion (colonne de gauche)
et une approche par pelure d’oignons de Newson et al. [New+17] (colonne de droite).
Si les résultats sont équivalents dans le cas de la première texture plutôt irrégulière
(première ligne), ce n’est pas le cas pour la texture régulière (deuxième ligne) et la
texture presque régulière (troisième ligne) où l’initialisation par pelure d’oignon donne
des résultats finaux bien meilleurs que celle par diffusion.
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Figure 3.14 – Cas d’échec de Newson et al. [New+17]. Dans les trois cas, la struc-
ture n’est pas respectée. Deux causes peuvent expliquer cela. Pour les deux premières
colonnes, l’initialisation s’est mal effectuée. Cela est dû à la mauvaise propagation des
contours du carrelage durant la propagation par pelure d’oignon. Ensuite, l’initialisation
se fait sur une résolution où certaines structures ne sont plus visibles (troisième colonne).
Bien que l’initialisation soit correcte, un décalage au niveau de la structure apparaît au
fur et à mesure que l’on remonte dans les résolutions supérieures. D’où la nécessité de
choisir une résolution plus élevée pour initialiser.
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dont la structure a été prise en compte dans la fonction de similarité. Cependant, bien
que l’approche de Newson et al. soit globale dans la recherche de correspondance,
elle reste locale dans l’initialisation. Pour cela, nous proposons une initialisation basée
sur l’analyse des offsets qui assure, en plus de tenir compte de la structure et de la
distribution du motif, une cohérence globale dans la zone complétée. Nous détaillons
cette approche dans la section suivante.
3.3.2 Initialisation par offsets
Dans cette sous-section, nous détaillons notre initialisation via les offsets. L’algorithme 4
montre les modifications apportées dans l’inpainting basée sur PatchMatch en tenant
compte des contraintes de structure. Les modifications sont écrites en rouge. Comme
expliqué dans la section 2.4.2 du chapitre 2, un offset ÝÑo est un vecteur de translation
qui à un pixel p associe p ` ÝÑo tel que ce dernier soit le pixel qui, au delà d’un seuil τ
minimise une fonction de similarité entre deux patchs centrés en p et q (cf . équation 3.7)
Par rapport à l’ensemble O des offsets d’une image I, nous considérons l’ensemble
trié par ordre décroissant Ot selon la relation d’ordre :
ÝÑo1 ď ÝÑo2 ô occpÝÑo1q ď occpÝÑo2q, (3.30)
où occpÝÑo q est l’occurrence de l’offset occpÝÑo q.
O peut donc être considérée comme une liste triée des offsets Ot “ rÝÑo1 , . . . ,ÝÑoN s
avec N “ |Ot|. Nous avons des offsets qui représentent la structure globale mais aussi
des offsets qui représentent le bruit de la texture. Les premiers ont une plus grande
occurrence alors que les deuxièmes n’ont généralement une occurrence très faible. Pour
réduire le temps d’exécution et améliorer la qualité de la coupure de graphe qui suit,
on peut sélectionner un nombre d’offsets qui ont les occurrences les plus élevées. Cette
dernière n’est effectuée ainsi qu’en tenant compte de ce sous-ensemble. Contrairement à
[HS12b], nous ne prenons pas un nombre fixe d’offsets (K “ 50). En effet, si nous avons
une texture fortement régulière, nous n’aurons qu’une dizaine d’offsets de la première
catégorie. Ajouter d’autres offsets « insignifiants » diminue la qualité de la coupure de
graphe. Pour cela, nous ne prenons qu’une majorité Om Ă Ot d’offsets.
Nous considérons la population d’un sous-ensemble O1 Ă Ot définie comme telle :
populationpO1q “
ÿ
ÝÑo PO1
occurencepÝÑo q. (3.31)
Nous définissons la λ-majorité Oλm P PpOtq comme :
Oλm “ rÝÑo1 , . . . ,ÝÑoi s , i ď N, populationpOλmq ě λ populationpOq, (3.32)
avec λ P r0, 1s.
D’ici, nous effectuons une coupure de graphe [BK04 ; BVZ01] sur l’ensemble compre-
nant le masque et sa frontière extérieure Ω en n’assignant comme label que les offsets
de Oλm. L’image de gauche de la figure 3.15 montre un exemple de carte de labels.
Influence de λ
Nous évaluons l’influence de λ, paramètre défini par l’équation 3.32, qui a un impact
à la fois en terme de temps de calcul et de qualité du résultat. Le tableau 3.3 montre
les temps de calcul de plusieurs textures de taille moyenne (600ˆ 800) pour différentes
valeurs de λ. Nous avons naturellement un temps plus élevé pour des valeurs proches
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Figure 3.15 – Un exemple d’une carte de labels (première ligne, à gauche) et d’une carte
de correspondances (première ligne, à droite) pour une image I avec son initialisation
(deuxième ligne). Dans la première image, la couleur grise représente les pixels qui
ne sont pas pris en compte pour la minimisation. Chaque pixel de Ω a une couleur
correspond à un label, soit l’offset qui permet de compléter ce pixel. Dans cet exemple,
une grande majorité de pixels sont assignés au même offset (couleur bleue). Dans la
deuxième image, pour chaque pixel du masque, la couleur indique la position dans
l’image du pixel correspondant selon l’offset attribué (dans cet exemple, les pixels images
sont situés essentiellement à gauche et en haut du masque).
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ratio λ texture 28 texture 55 texture 43 texture 88
0.1 0.701 sec 0.834 sec 0.578 sec 1.167 sec
0.2 0.690 sec 0.799 sec 0.491 sec 1.171 sec
0.3 0.716 sec 0.841 sec 0.438 sec 1.313 sec
0.4 0.820 sec 0.794 sec 0.499 sec 1.497 sec
0.5 0.839 sec 0.727 sec 0.568 sec 1.405 sec
0.6 0.985 sec 0.780 sec 0.627 sec 1.708 sec
0.7 1.052 sec 0.760 sec 0.704 sec 1.735 sec
0.8 1.151 sec 0.911 sec 0.803 sec 1.795 sec
0.9 1.438 sec 1.060 sec 0.873 sec 2.241 sec
1.0 1.338 sec 1.277 sec 0.904 sec 2.312 sec
Table 3.3 – Temps de calcul en fonction du ratio de population sur plusieurs textures.
de 1.0. Cela est dû au fait que nous avons plus de labels à évaluer durant la phase de
coupure de graphe.
La figure 3.16 nous donne des résultats de quelques textures du benchmark de don-
nées de la section 3.2.5 en fonction de λ. On peut y constater la difficulté de choisir
de manière fiable λ : si λ est trop faible, on risque de ne pas avoir assez d’offsets ; si
λ est trop élevé, des offsets non voulus (car ne représentant pas la structure du motif)
peuvent être sélectionnés. Empiriquement, nous posons λ “ 0.75 qui est bon compromis
par rapport à la qualité des résultats.
Modification de la fonction de régularisation
Après avoir discuté de la population d’offsets à choisir, nous abordons la modification
de la fonction de régularisation. Comme dans l’équation 2.31 vue dans le chapitre 2, nous
devons minimiser l’énergie suivante pour chaque pixel p P Ω et chaque label l :
E “
ÿ
pPΩ
Edpp, lq `
ÿ
pp1,p2qPN
Erpp1, p2, l1, l2q, (3.33)
où Ed est le terme d’attache aux données :
Edpp, lq “
#
0 si Ipp`ÝÑol q R Ω
`8 sinon (3.34)
et Er est le terme de régularisation :
Erpp1, p2, l1, l2q “ |Ipp1 `ÝÑol1q ´ Ipp1 `ÝÑol2q| ` |Ipp2 `ÝÑol1q ´ Ipp2 `ÝÑol2q|. (3.35)
N est l’ensemble des paires de pixels voisins.
Nous changeons Er, renommée E1r afin de tenir compte de la structure de la texture
dans la minimisation :
E1rpp1, p2, l1, l2q “ p1´ αqErpp1, p2, l1, l2q ` αEspp1, p2, l1, l2q, (3.36)
avec le terme de régularisation Er de l’équation 3.35 et
Espp1, p2, l1, l2q “ ||∇Ipp1`ÝÑol1q´∇Ipp1`ÝÑol2q||` ||∇Ipp2`ÝÑol1q´∇Ipp2`ÝÑol2q||. (3.37)
E1r mesure ainsi la régularisation avec un terme d’ordre 2.
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Figure 3.16 – Influence de ratio λ sur trois textures. Les λ pris pour la texture de la
première ligne sont, de gauche à droite, 0.1, 0.6 et 1.0. Les λ pris pour la texture de la
deuxième ligne sont, de gauche à droite, 0.5, 0.8 et 1.0. Les λ pris pour la texture de la
troisième ligne sont, de gauche à droite, 0.1, 0.7 et 1.0. L’absence d’offset valable pour un
pixel de Ω est symbolisé par la couleur rouge. Nous pouvons noter qu’une valeur faible
engendre un faible nombre d’offsets ce qui peut se traduire par un manque de labels pour
pouvoir compléter tous les pixels de Ω. À l’inverse, en considérant toute la population
des offsets (λ “ 1.0), nous avons des offsets indésirables et non représentatifs de la
structure du motif qui sont utilisés pour minimiser l’énergie définie dans le chapitre 2.
Cela fausse le résultat notamment dans le cas de la dernière ligne.
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Figure 3.17 – Résultats finaux de deux textures complétées à partir de l’initialisation
par offsets. La zone masquée et coloriée en rouge (première colonne) est complétée pour
chaque texture avec différentes valeurs pour α (cf . équation 3.36). Dans la deuxième
colonne, on prend α “ 0 pour les deux textures. Dans la troisième colonne, on prend
α “ 1 pour les deux textures.
La pondération entre Er et Es via α permet de gérer des textures dont la tuile subit
des variations colorimétriques dans l’image. Elle permet aussi d’accentuer les contours
présents dans l’images. La figure 3.17 permet d’observer l’influence de α dans le calcul
de l’initialisation et donc du résultat final. On constate bien que pour des textures ayant
un motif répétitif soumis à des variations colorimétriques, le résultat est optimal pour
un α proche de 1. Actuellement, le calcul de α n’est pas automatique. Cependant, le fait
de choisir un α proche de 1 permet d’avoir des résultats corrects même pour des textures
(généralement les textures ayant un motif non structuré) qui ont de bon résultats avec
un α “ 0. En effet, avec un α proche de 1, on gomme les variations d’ordre 0 ou 1 de
la texture. Et donc la régularisation sera moins sensible au variation de luminosité par
exemple.
3.3.3 Analyse
L’initialisation par diffusion et par pelure d’oignons, bien qu’efficaces dans la majo-
rité des cas, souffrent des limitations suivantes. Premièrement, la diffusion souffre d’un
problème de “localité” et de propagation comme montré dans la figure 3.19. Le problème
de localité est dû au fait que l’initialisation par diffusion est basée sur l’information si-
tuée à la frontière extérieure BΩe. Les pixels proches ont une valeur proche de ceux de la
frontière tandis que les pixels éloignés de la frontière auront des valeurs qui s’éloignent de
celles de la frontière. PatchMatch a donc plus de chance, dans le deuxième cas, de cher-
cher une correspondance avec un pixel situé ailleurs que proche de BΩe. Par conséquence,
on aura deux régions voisines dans le masque où l’une, proche de la zone connue, aura
une correspondance vers une zone proche tandis que l’autre aura une correspondance
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Algorithm 4 Algorithme d’inpainting avec contraintes
Entrée: Image I, masque Ω, ratio d’initialisation rinit, étage de départ dans PatchMatch
ePM
Sortie: Image complétée Ic
1: Procédure InitialisationContraintes(I,Ω, rinit, rPM )
2: Iinit, labelsÐ Statistique+GraphcutpI,Ω, rinitq
3: Retourner Iinit, labels
4: Fin Procédure
5: Procédure Inpaint(I,Ω, rPM )
6: Iinit, cinit Ð InitialisationContraintespI,Ω, rinit, rPM q
7: Créer une pyramide multi-résolutions pour I and Ω avec N étages
8: Pour iÐ ePM : N Faire
9: Si i “ ePM Alors
10: cÐ cinit Ź Premier étage, on récupère la carte de correspondances créée
par la fonction ci-dessus
11: Sinon
12: cÐ aggrandirpc, 2q Ź Récupérer la carte de l’étage précédent
13: Fin Si
14: AppliquerCorrespondances(I|Ω, c)
15: Pour j Ð 1 : nPM Faire
16: cÐ PatchMatchpI|Ω, I|OzΩ, niter, cq
17: Fin Pour
18: Fin Pour
19: Fin Procédure
pointant vers une zone située plus loin.
Le problème de propagation est dû au fait que les valeurs interpolées de même valeur
vont généralement avoir une correspondance vers la même zone connue. On assiste à une
duplication du même morceau connu de l’image dans la zone masquée. Cela donne un
rendu final où un motif a été propagé de manière non contrôlé (voir les Figures 3.20 et
3.21).
L’initialisation par pelure d’oignon gère la deuxième limitation de la diffusion avec
sa fonction de similarité qui tient compte de la structure du motif. Cependant, comme
dans le cas de la diffusion, cette initialisation ne tient pas compte de la structure globale
de la texture. Cela est dû à la complétion progressive. Celle-ci s’effectue à partir de la
frontière du masque. La propagation de la structure se fait donc selon la normale du
gradient du contour du masque. Il est probable qu’à la fin de l’initialisation, un patch
copié au centre du masque ne respecte pas la structure de la texture.
Notre approche, à l’inverse, cherche des correspondances, dans toute la zone connue.
De plus, les offsets, représentant la structure du motif, nous permettent d’avoir une
initialisation basée sur des informations globales. PatchMatch peut ensuite régulariser
les discontinuités existantes dans les résolutions supérieures (voir la deuxième colonne
de la figure 3.20). Nous obtenons donc un rendu sans artefacts avec un respect global
des structures présentes dans l’image (voir deuxième colonne de la figure 3.21).
Remarque sur le choix de la résolution pour chercher les offsets : comme nous montre
la troisième image de la figure 3.14, une bonne initialisation n’entraîne pas forcément une
bonne complétion. En effet, on constate que l’initialisation calculée respecte la structure
de la texture à la résolution considérée. Cependant, en raffinant via PatchMatch, on
note un décalage au centre de l’image. Cela est dû au fait que la structure, bien que
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(2) (3) (4) (5) (6)
Figure 3.18 – Impacte de la résolution sur l’analyse des offsets et du respect de la
structure dans les résolutions supérieures. Première ligne : initialisation à la résolution
2n fois plus petite par rapport à la résolution initiale (n indiqué au-dessus de l’image).
La zone masquée, qui a été initialisée, est représentée en bleu. Deuxième ligne : rendu
final, obtenu à partir de l’initialisation de le première ligne. On constate la présence de
décalages dans les rendus finaux quand l’analyse des offsets est effectuée dans des très
basses résolution. À l’inverse, on ne voit pas de décalages quand l’analyse est faite à des
résolutions intermédiaires.
correctement devinée, reste grossière. Si la structure n’est pas recontrôlée dans les étages
plus haute résolution de la pyramide multi-résolutions, cela peut engendrer des décalages,
comme illustré.
Notre approche subit également cet effet de décalage selon le niveau où l’on recherche
les offsets. La figure 3.18 nous montre un exemple avec des initialisations à différents
niveaux de résolution. On peut voir que plus la résolution d’analyse est faible, plus
l’estimation des structures dans les résolutions supérieures est difficile. En terme de
compromis entre la recherche rapide des fortes structures et la gestion des décalage, nous
proposons empiriquement une résolution 2 fois plus petite à celle de l’image d’origine.
Le choix de la résolution est débattu dans les perspectives.
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Figure 3.19 – Cartes de correspondances calculées à partir d’une initialisation par diffu-
sion (première ligne) et par offsets (deuxième ligne). La carte de correspondances (droite)
est calculée via PatchMatch à partir de l’initialisation (gauche). Les flèches de couleur in-
diquent les données qui seront copiées dans le masque Ω à l’étage de résolution suivante.
Le couleur verte indique le problème de localité concernant la correspondance tandis que
la couleur jaune indique le problème de propagation des données connues. PatchMatch,
approche de recherche de correspondance globale, va chercher des correspondances entre
un masque initialisée à partir d’informations locales et le reste de l’image. Dans le cas
de l’initialisation par diffusion, les valeurs des pixels sont initialisées par interpolation et
non par copie. PatchMatch va donc trouver une association avec un pixel dont le patch
associé sera le plus similaire. D’un côté les pixels proches de la frontière du masque
vont avoir des valeurs proches des pixels de la frontière de masque ; PatchMatch va leurs
trouver une correspondance avec des pixels proches. De l’autre, les pixels au milieu du
masque, ont une valeur éloignée de ceux qui sont proches de la frontière ; PatchMatch
va leurs trouver une correspondance dans une zone similaire mais qui se situe loin du
masque (flèches vertes).
De même, les pixels situés sur la zone au centre du masque ont des valeurs proches les
uns des autres. Il est donc probable que PatchMatch crée une correspondance pointant
vers la même zone connue. Cela engendre une propagation non contrôlé d’un même mo-
tif (flèches jaunes).
À l’inverse, dans notre approche, l’initialisation générée par les offsets va forcer Patch-
Match à chercher dans la zone où les valeurs des pixels ont été copiées durant l’initiali-
sation. L’impact se fait sentir dans la carte de correspondance. En effet, le vecteur liant
un pixel du masque à son pixel correspondant suit la direction d’un des offsets calculés
(ici les offsets dominants sont les directions horizontales).
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Figure 3.20 – Carte de correspondances ck à différentes étages k, de l’étage de plus faible
résolution (ligne du haut) à l’étage de plus forte résolution (ligne du bas) de la pyramide
de résolution avec l’initialisation par diffusion (colonne de gauche) et l’initialisation
par offsets (colonne de droite). Les images associées sont affichées dans la figure 3.21.
On constate que dans le cas de PatchMatch avec l’initialisation basée diffusion, plusieurs
zones du masque ont leurs pixels qui ont une correspondance pointant vers la même zone
(couleur verte foncée). Dans notre approche d’initialisation par les offsets, la carte de
correspondance possèdent moins de discontinuité. Il y a donc une propagation contrôlée
selon la direction d’un offset (ici la direction horizontale).
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Figure 3.21 – Image Ik à différentes étages k de la pyramide de résolution avec l’ini-
tialisation par diffusion (colonne de gauche) et l’initialisation par offsets (colonne de
droite) à partir des cartes de correspondances de la figure 3.20.
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image PatchMatch Newson et al. [New+17] méthode proposée
carrelage 6.691 sec 37.294 sec 7.080 sec
briques 7.279 sec 74.455 sec 6.001 sec
arbre 6.983 sec 31.495 sec 4.245 sec
saut 4.572 sec 37.778 sec 12.535 sec
paysage 9.654 sec 75.103 sec 6.810 sec
granite 13.144 sec 100.824 sec 7.038 sec
phare 5.298 sec 25.064 sec 3.218 sec
Figure 3.22 – Tableau du temps de calcul des trois approches comparées. Deuxième
colonne : approche d’inpainting basée sur PatchMatch. Troisième colonne : approche
avec initialisation par pelure d’oignon de Newson et al. [New+17]. Quatrième colonne :
notre approche avec initialisation par offsets avec la régularisation d’ordre 2.
3.4 Expérimentations
Dans cette section, nous présentons quelques résultats de notre approche basée sur
une initialisation par offsets et sur une fonction de régularisation d’ordre 2 dans la
coupure de graphe appliquée à différents types de textures.
Nous testons cette approche de contraintes par offsets sur le benchmark personnalisé
de la section 3.2.5 (environ 200 images). De plus, des photos sont ainsi testées pour mon-
trer la robustesse dans des cas non contrôlés, c’est-à-dire des images où non seulement
la structure du motif varie, mais aussi sa distribution ainsi que sa variété (plus ou moins
loin, orienté différemment). Dans la deuxième sous-section nous comparons nos résultats
avec l’approche PatchMatch classique et l’approche de Newson et al. [New+17].
3.4.1 Implémentation et temps de calcul
La méthode proposée est codée en C++. Nous utilisons la bibliothèque CImg [Tsc12]
pour la gestion et le traitement des images. Nous utilisons l’implémentation de l’algo-
rithme de correspondance PatchMatch de cette bibliothèque. Nous utilisons la biblio-
thèque GCO pour la minimisation d’énergie par coupure de graphe pour l’initialisation
par offsets. Nous avons recodé l’approche d’inpainting basée sur PatchMatch (à ne pas
confondre avec l’algorithme PatchMatch déjà fourni par CImg) puis l’avons modifié pour
tenir compte de l’initialisation calculée en première partie.
Le tableau 3.22 donne un temps de calcul des trois approches comparées sur plusieurs
exemples montrés dans ce chapitre. Nous avons choisi des images de texture par notre
ensemble de textures qui posent problème à l’approche d’inpainting basé sur PatchMatch
ainsi qu’à l’approche de Newson et al. (initialisation contrôlée par pelure d’oignon).
L’exécution a été effectuée sur une machine Linux Mint machine équipée d’un processeur
i7-6700HQ cadencé à 2.6GHz et avec 8GB de RAM. Il n’y a pas d’optimisation GPU.
Cependant, il est possible d’implémenter sur un GPU la section concernant la recherche
de correspondance entre les pixels de la zone masquée et ceux de la zone connue en
utilisant l’algorithme jump flood [RT06]. La recherche des offsets ainsi que la mise à jour
via PatchMatch est multi CPUs en utilisant OpenMP.
Nous constatons que notre approche a généralement un temps de calcul équivalent à
celui de PatchMatch (moins de 7.080 sec par image). Notre approche est aussi beaucoup
plus rapide que la méthode de Newson et al. [New+17]. Notre approche, par sa vitesse
d’exécution, est intéressant dans le cadre de ressources limitées sur système mobile.
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image PatchMatch Newson méthode proposée
texture 60 0.9404 0.9498 0.9554
texture 27 0.7899 0.8016 0.8027
texture 84 0.8392 0.8167 0.8121
texture 0 0.9116 0.9174 0.9142
texture 2 0.8817 0.8899 0.8821
texture 5 0.8702 0.8527 0.8642
Figure 3.23 – Tableau des mesures selon la SSIM des trois approches comparées.
Deuxième colonne : approche d’inpainting basée sur PatchMatch. Troisième colonne :
approche avec initialisation par pelure d’oignon de Newson et al. [New+17]. Quatrième
colonne : notre approche avec initialisation par offsets avec la régularisation d’ordre 2.
Chaque texture est complétée selon un masque circulaire créé au centre de l’image. Plus
une valeur est proche de 1, plus la texture complétée est proche de la vérité-terrain. Les
textures sont numérotés selon leur indexation dans le benchmark personnalisé.
3.4.2 Rendu final
Les figures 3.24 à 3.27 sont organisés en groupes de quatre images de la manière
suivante :
— haut-gauche : Vérité terrain avec zone masquée en rouge
— haut-droite : Résultats de PatchMatch [Bar+09]
— bas-gauche : Résultats de Newson et al. [New+17]
— bas-droite : Notre approche d’initialisation par offsets avec la régularisation d’ordre
2
L’évaluation des résultats d’inpainting reste délicate dans la mesure où il n’existe
pas de mesure quantitative fiable. Le PSNR, par exemple, se base sur la moyenne aux
moindre carrées ; elle ne représente généralement pas la perception de la qualité par
l’œil humain [HG08]. La SSIM, mesure la similarité au niveau de la structure. Pour
cela, elle compare l’intensité des pixels selon la luminance et le contraste. Dans notre
contexte de respect de la structure dans l’inpainting, nous effectuons une SSIM sur
quelques textures de notre benchmark. Le tableau 3.23 montre les mesures effectuées sur
les résultats des trois méthodes utilisées par ces deux métriques. On peut noter que les
approches PatchMatch et de Newson et al. [New+17] ont une mesure meilleure que la
nôtre pour la texture 2 (texture du bas de la figure 3.24) et la texture 0 (texture du
bas de la figure 3.26). Pourtant, la qualité du rendu effectuée est clairement meilleure
que celle des deux autres approches. Nous nous baserons dans ce document sur une
évaluation purement qualitative.
Remarque 3.4.1. Isogawa et al. [Iso+18] proposent une nouvelle méthode d’évalua-
tion quantitative qui crée un modèle d’entraînement pour estimer la qualité du résultat
de l’inpainting. Celui-ci se sert de la similarité comme relation d’ordre. Des niveaux de
dégradation sont créés en prenant par exemple non pas le meilleur patch mais le n-ième
patch similaire. Evaluer notre méthode avec cette mesure est une perspective de cette
thèse.
Sur les Figures 3.24 à 3.26 qui contiennent des images de texture avec des motifs
respectivement structurés et irréguliers et semi réguliers, nous constatons que notre ap-
proche donne les meilleurs résultats. Dans tous les cas, l’approche classique PatchMatch
ne s’en sort que pour les textures irrégulières. L’approche de Newson et al. [New+17]
donne des résultats satisfaisants sur la texture de brique de la figure 3.24 et sur les tex-
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tures irrégulières de la figure 3.25, et notre approche donne des résultats relativement
similaires dans ces cas mais sensiblement meilleurs dans le cas de la figure 3.25. Dans
le cas des textures difficiles type carrelage montrées dans la figure 3.26, on constate que
notre méthode sort du lot par rapport à l’approche de Newson et al..
Bien que cela soit à la limite du contexte de la thèse, nous avons quand même testé
notre approche sur des images de paysage comme montré dans la figure 3.27. Nous
constatons que notre approche complète ces images de manière respectueuse de leurs
contenu et tout à fait satisfaisante alors que l’approche de Newson et al. échoue à
compléter convenablement.
Notons enfin les résultats de la figure 3.27 où un masque de grande taille est dessiné.
Nous constatons que notre approche remplit de manière correcte l’intérieur du masque,
bien que la qualité du résultat soit inférieure à celle d’un résultat où un masque de
petite taille est dessiné. À l’inverse, PatchMatch et surtout Newson et al. échouent à
compléter fidèlement le masque.
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Figure 3.24 – Résultats sur des textures régulières d’intérieur. Chaque bloc de quatre
images représentant une texture. En haut à gauche, la vérité terrain avec la zone masquée
(coloriée en rouge). En haut à droite, inpainting PatchMatch [Bar+09] classique (initia-
lisation basée diffusion). En bas à gauche, l’approche de Newson et al. [New+17]. En
bas à droite, notre approche. Pour la première texture, nous constatons que PatchMatch
échoue à compléter correctement alors que Newson et al. et notre approche com-
plètent convenablement. Pour la deuxième texture, nous constatons que PatchMatch et
Newson et al. échouent à compléter correctement alors que notre approche complète
convenablement.
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Figure 3.25 – Résultats sur des textures irrégulières d’intérieur. En haut à gauche, la
vérité terrain avec la zone masquée (coloriée en bleu pour la première texture, coloriée
en rouge pour la deuxième texture). En haut à droite, inpainting PatchMatch classique
(initialisation basée diffusion). En bas à gauche, l’approche de Newson et al. [New+17].
En bas à droite, notre approche. Pour les deux textures, les trois approches fournissent
un résultat convenable. Notons cependant que l’approche de Newson et al. et la nôtre
fournissent un résultat plus réaliste dans le cas de la deuxième texture (la structure
noire horizontale est mieux propagée).
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Figure 3.26 – Résultats sur des textures difficiles. En haut à gauche, la vérité terrain
avec la zone masquée (coloriée en rouge). En haut à droite, inpainting PatchMatch
classique (initialisation basée diffusion). En bas à gauche, l’approche de Newson et al.
[New+17]. En bas à droite, notre approche. Pour la première texture, nous constatons
que PatchMatch et Newson et al. échouent à compléter correctement alors que notre
approche complète convenablement. Concernant la deuxième texture et dans le cas de
notre approche, bien que la couleur ne soit pas totalement respectée au sein d’un carreau,
la structure du motif est respectée.
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Figure 3.27 – Résultats sur des photos variées (ici paysage d’extérieur). Chaque bloc
de quatre images représentant une texture. En haut à gauche, la vérité terrain avec
la zone masquée (coloriée en rouge). En haut à droite, inpainting PatchMatch classique
(initialisation basée diffusion). En bas à gauche, l’approche de Newson et al. [New+17].
En bas à droite, notre approche. Nous constatons que notre approche arrive de manière
honorable à effacer des éléments d’une image. À l’inverse, Newson et al. n’a pas réussi
à initialiser correctement l’horizon d’où un résultat médiocre.
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Figure 3.28 – Résultats sur des photos variées (paysages). En haut à gauche, la vérité
terrain avec la zone masquée (coloriée en rouge). En haut à droite, inpainting PatchMatch
classique (initialisation basée diffusion). En bas à gauche, l’approche de Newson et
al. [New+17]. En bas à droite, notre approche. Sur des photos variées, nous pouvons
constater que notre approche fournit un résultat équivalent à celui de Newson et al..
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Figure 3.29 – Résultat sur une texture avec un masque de grande taille. En haut à
gauche, la vérité terrain avec la zone masquée (coloriée en rouge). En haut à droite,
inpainting PatchMatch classique (initialisation basée diffusion). En bas à gauche, l’ap-
proche de Newson et al. [New+17]. En bas à droite, notre approche. Remarquons que
dans le cas d’une grande zone à compléter, PatchMatch et surtout Newson et al. n’ar-
rivent pas compléter avec le peu d’information disponible. À l’inverse notre approche
arrive à produire un résultat meilleure mais qui reste imparfait par rapport à une situa-
tion où la zone à compléter est plus petite.
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3.5 Conclusion et perspectives
Dans cette section nous présentons les limites de notre approche ainsi que des élé-
ments de résolutions possibles.
3.5.1 Gestion des offsets indésirables
Problématique
Notre approche dépend fortement des offsets calculés durant la première étape du
calcul. Il peut arriver d’obtenir des offsets qui ne reflètent la répétition de la structure
de la texture et pourtant d’occurrence suffisamment importante pour être pris en consi-
dération. Cela se produit généralement quand la structure ne ressort pas suffisamment
par rapport à la couleur, les offsets sont sélectionnés pour des similarités de couleur
et non de texture. Aussi, si nous devons compléter une image avec peu de texture,
l’analyse statistique sera de mauvaise qualité et des offsets non désirables risque d’être
sélectionnés.
Si ces offsets sont gardés en tant que label pour la minimisation de l’énergie décrite
dans l’équation 3.33, la carte de correspondances transmise à PatchMatch ne sera pas
optimale.
offset occurrence
p0, 22q 22
p0, 24q 18
p0, 124q 14
p´54, 72q 6
Figure 3.30 – Tableaux d’offsets de l’image de figure 3.31 classés de manière décrois-
sante selon leur occurence. Seul les offsets dominants ont été écrits. Les offsets incorrectes
sont écrits en rouge.
Figure 3.31 – Cas d’échec d’une texture. Gauche : initialisation avec les offsets cal-
culés représentés par des flèches. Droite : rendu final. Les offsets trouvés sont dans le
tableau 3.30. Les flèches rouges représentent les offsets non voulus. Les flèches rouges
représentent les offsets qui respectent la structure de la texture.
Les Figures 3.31 et 3.30 montrent le tableau des offsets de plus forte occurrence
ainsi que l’initialisation d’une image. Nous constatons que l’initialisation nous donne un
résultat qui n’est pas conforme au motif du carrelage.
102 CHAPITRE 3. CLASSIFICATION ET CONTRAINTES
Éléments de résolution
Généralement, une texture est composée de plusieurs gammes de fréquences :
— les basses fréquences représentent la couleur ainsi que la structure globale de la
texture
— les hautes fréquences représentent le motif ainsi que le détail de la texture
Actuellement, le fait d’analyser les offsets en basse résolution est équivalent à effec-
tuer un passe-bas sur l’image. Or, on pourrait, à la place, effectuer plusieurs passes-bande
selon une bande-passante à définir. On effectuerait notre analyse d’offsets sur chaque
image filtrée. Une idée serait alors de diviser I en un ensemble d’images grâce à une
transformation par vaguelettes a trous [FU99] et de traiter l’initialisation sur l’ensemble
d’images et de ne considérer que les offsets qui ne ressortent que dans la majorité des
images. Enfin, une autre idée serait d’améliorer l’énergie de minimisation, notamment
au niveau du terme de régularisation. Pour cela, le terme d’ordre 2 ne serait plus basée
sur le calcul de gradient. Il serait basé plutôt sur le calcul de tenseurs de structure qui
fournit une information plus complète à propos de la structure de la texture.
3.5.2 Conclusion
Nous avons abordé dans ce chapitre le cas de la structure de la texture et comment
gérer les différents cas possibles pour effectuer une complétion optimale. Nous avons
d’abord tenté de distinguer les textures ayant une structure suffisamment régulière qui
nécessite une approche d’inpainting différente des autres textures, qui peuvent être fa-
cilement complétée par une approche d’inpainting par offsets.
Cette classification permet de traiter de façon satisfaisante les textures qui sont
clairement d’un type identifié, soit par un inpainting de type, PatchMatch soit par un
inpainting de type offsets, Par contre certaines textures semi-régulières ne sont bien trai-
tés par aucune des deux approches d’inpainting considérées. Nous avons donc développé
une approche basée sur une meilleure initialisation qui combine les deux méthodes dé-
taillées dans le chapitre 2 qui améliore les résultats par rapport à ces deux méthodes et
leurs améliorations proposées dans l’état de l’art.
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4.1 Introduction
Dans ce chapitre, nous abordons le passage à la 3D de l’inpainting qui a été considéré
sur des images 2D dans les chapitres précédents. Comme nous avons vu dans le chapitre
1, le fait d’appliquer un processus d’inpainting directement à l’image de la prise de vue ne
fournit que des résultats médiocres. Cela pose des problèmes de segmentation notamment
à la frontière entres les plans de la scène. Aussi, il y a le problème d’échelle des motifs
de la texture : le même motif sera déformé dans une image selon sa position dans la
scène 3D (plus petit car loin, les lignes parallèles du motif ne sont parallèles en raison
de la déformation de perspective). Pour contrer cela et améliorer le rendu fourni par
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l’inpainting, des approches comme Kawai et al. [KSY15] et Siltanen [Sil15] changent
l’espace de traitement en exploitant les caractéristiques d’intérieur : au lieu d’appliquer
directement l’inpainting sur l’image rendue de la scène, ils utilisent l’avantage d’avoir une
géométrie planaire par morceaux pour mieux guider le processus d’inpainting. En effet, ils
calculent, pour chaque prise de vue, une matrice de transformation appelée homographie
entre le plan de la caméra et le plan 3D considéré (sol, mur). Cette transformation,
appelée rectification, est appliquée à la région d’un plan visible dans l’image. Ainsi, la
texture retrouve sa régularité en terme de motif et d’échelle. Cependant, les méthodes
d’inpainting classiques ne tiennent pas compte la variation de la qualité des données
de l’image dans l’espace rectifié. Cela peut générer des résultats d’inpainting dégradés.
Nous proposons de quantifier la qualité des données rectifiées. Pour cela un critère de
confiance est estimé sur l’image rectifiée et nous l’utilisons pour améliorer le processus
d’inpainting.
Le chapitre est organisé de la façon suivante. Tout d’abord, nous rappelons quelques
éléments de vision par ordinateur concernant le modèle classique de caméra ainsi que
la définition de l’homographie. Ensuite, analysons la qualité de l’information durant la
rectification ainsi que les conséquences dans le processus d’inpainting si la variation de
résolution n’est pas prise en compte. Nous introduisons ensuite notre critère de confiance
qui est basé sur des critères radiométriques (dont les notions sont rappelées en début de
section). Nous présentons des applications de ce critère notamment en terme d’inpainting
où les approches détaillées dans le chapitre 2 comme l’approche basée sur PatchMatch
ou l’approche par offsets sont modifiées pour tenir compte de ce critère ; un flou avec un
noyau variable est également introduit. Nous montrons l’efficacité de la prise en compte
de ce critère dans une approche d’inpainting basée patchs à travers des résultats sur
des scènes de synthèse ainsi que dans des situations réelles où ces modifications sont
appliquées. Nous concluons en énonçant les perspectives possibles.
4.2 Homographies : rappels et utilisation
Dans cette section, nous rappelons le modèle de la caméra, la notion d’homographie
et son application dans le cadre de l’élimination de perspective.
4.2.1 Les coordonnées homogènes
Pour rappel, les coordonnées homogènes sont un outil de base en vision par ordina-
teur, notamment pour caractériser les espaces projectifs. Elles reposent sur une notation
dans laquelle un vecteur d’un espace de dimension n est représenté par un vecteur
de dimension n ` 1. Dans le cas de l’espace vectoriel Rn, on appelle Pn “ Rn`1z t0u
son espace projectif associé. Deux points M,N P Pn dénotent le même point de l’es-
pace projectif si leurs coordonnées sont proportionnelles à un scalaire λ non nul près :
M “ pM1,M2, . . . ,Mnq “ N “ pλM1, λM2, . . . , λMnq, avec λ ‰ 0. Un point de l’espace
projectif Pn est dit “normalisé” si sa dernière cordonnée est 1. Dans ce cas, les autres
coordonnées correspondent alors aux coordonnées du point l’espace vectoriel d’origine
R
n.
Exemple 4.2.1. Un point 3D M “ pMx,My,Mzq P R3 de l’espace 3D sera représenté
dans l’espace projectif P3 par tous les vecteurs pλMx, λMy, λMz, λq.
Les coordonnées homogènes permettent aussi de définir des points à l’infini, ou vec-
teurs. Néanmoins, dans le contexte de cette thèse, nous ne considérons que des points
projectifs de dernière coordonnée non nulle.
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4.2.2 Du modèle de la caméra à l’homographie
Nous rappelons ici le modèle de la caméra couramment utilisé en vision par ordina-
teur. Il s’agit du modèle sténopé [HZ04] (ou pinhole) qui modélise la caméra par une
projection perspective.
Pour commencer, considérons la projection en trou d’épingle.
Soit un pointM “ pMx,My,Mzq P R3 de l’espace, face à la caméra placée à l’origine
du repère avec son plan image parallèle au planXY et placé à une distance f de l’origine ;
celui-ci est projeté dans le plan image au point m par la transformation M ÞÑ m
suivante :
pMx,My,MzqT ÞÑ
ˆ
fMx
Mz
,
fMy
Mz
˙T
. (4.1)
En utilisant les coordonnées homogènes, cette projection perspective s’exprime comme
une application linéaire, c’est à dire, un produit matriciel :
»
–fMxfMy
Mz
fi
fl “
»
–f 0f 0
1 0
fi
fl
»
——–
Mx
My
Mz
1
fi
ffiffifl , (4.2)
où f désigne la distance focale du plan image. Le résultat sont les coordonnées homogènes
du point m dans le plan image. En utilisant la propriété d’équivalence des points de
l’espace projective, on peut réécrire l’équation 4.2
»
—–
fMx
Mz
fMy
Mz
1
fi
ffifl “
»
–mxmy
1
fi
fl “ λ
»
–f 0f 0
1 0
fi
fl
»
——–
Mx
My
Mz
1
fi
ffiffifl avec λ “ 1Mz . (4.3)
On décompose ensuite l’équation 4.3 pour avoir :
»
–mxmy
1
fi
fl “ λ
»
–f f
1
fi
fl
»
–1 01 0
1 0
fi
fl
»
——–
Mx
My
Mz
1
fi
ffiffifl . (4.4)
On obtient finalement :
m “ λ K 3ˆ3
“
I 3ˆ3|03ˆ1
‰
M “ P 4ˆ3M. (4.5)
Nous avons la relation entre un point de l’image et un point 3D de l’espace. Or le point
M est actuellement exprimé dans le repère caméra. En général, les points de l’espace
sont exprimés par rapport à un repéré “monde” arbitraire. Si on note C le centre de
la caméra dans le repère monde, R la matrice de changement de base linéaire entre le
repère monde et le repère caméra, Mcam un point 3D dans le référentiel caméra et M
le même point 3D dans le référentiel monde, nous avons la relation suivante :
Mcam “ R pM´Cq, (4.6)
ou, de manière équivalente, sous forme matricielle
Mcam “
„
R ´ RC
0 1

M. (4.7)
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L’équation 4.5 devient alors :
m “ PMcam “ K
“
I |0‰Mcam “ K “ I |0‰
„
R ´ RC
0 1

M “ K “ R |t‰M “ PM (4.8)
La matrice P 3ˆ4 “ K 3ˆ3
“
R 3ˆ3|t3ˆ1
‰
est appelée la matrice de projection. La ma-
trice
“
R 3ˆ3|t3ˆ1
‰
, quant à elle, est appelée la matrice des paramètres extrinsèques
de la caméra et la matrice K 3ˆ3 est appelée la matrice des paramètres intrinsèques.
Nous nous intéressons maintenant à la matrice K car il faut considérer d’autres élé-
ments.
Actuellement, l’origine du repère dans le plan-image est le centre de l’image. Comme
le traitement des images se fait généralement avec un repère dont l’origine se trouve
dans un des coins (souvent en haut, à gauche), une translation du repère est effectuée.
L’équation 4.4 devient donc :
»
–mxmy
1
fi
fl “ λ
»
–f pxf py
1
fi
fl
»
–1 01 0
1 0
fi
fl
»
——–
Mx
My
Mz
1
fi
ffiffifl , (4.9)
avec p “ ppx, pyq le vecteur de translation entre le centre de l’image est le coin de l’image
considéré comme origine du repère image.
Ensuite, les caméras CCD n’ont pas une représentation en pixel, il faut donc faire une
association entre les éléments CCD et les pixels. Les grandeurs kx et ky sont introduites
pour effectuer la conversion : kx (respectivement ky) désigne le nombre de pixels par unité
de longueur suivant la direction x (respectivement y). La matrice K de l’équation 4.9
devient ainsi :
K “
»
–kx ky
1
fi
fl
»
–f pxf py
1
fi
fl “
»
–fx cxfy cy
1
fi
fl , (4.10)
où cx et cy (en pixels) désignent les coordonnées de l’intersection de l’axe optique avec
le plan image (théoriquement au centre de l’image) et fx “ fkx et fy “ fky désignent
la focale de la caméra en nombre de pixels suivant les directions x et y respectivement.
Comme les pixels sont supposés carrés, nous posons kx “ ky
Enfin, pour compléter le modèle de projection et tenir en compte de la non orthogo-
nalité éventuelle des lignes et des colonnes, on peut introduire dans l’équation 4.10 un
paramètre θ (appelé skew factor) :
K “
»
–fx fx cot θ cx ` cy cot θ0 fy
sin θ
cy
sin θ
0 0 1
fi
fl . (4.11)
Cependant, dans les caméras CCD modernes, le procédé de fabrication est tel que on
peut raisonnablement assumer θ “ π
2
. On retiendra pour K l’équation 4.10 plutôt que
l’équation 4.11. Au final, K est appelée la matrice des paramètres intrinsèques de
la caméra. Pour résumer, la figure 4.1 rappelle les trois transformations élémentaires
successives pour passer d’un point 3D à un point-image :
— la transformation entre le repère monde et celui de la caméra ((1) de la figure 4.1),
— la transformation entre le repère de la caméra et le repère capteur (plan rétinien)
((2) de la figure 4.1),
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Figure 4.1 – Modèle sténopé de la caméra (figure appartenant au domaine public et
issue de http://www.optique-ingenieur.org) (1) représente la transformation entre
le repère monde Rw et celui de la caméra Rc. (2) représente la transformation entre
le repère de la caméra Rc et le repère capteur (plan rétinien) Rr. (3) représente la
transformation entre le repère capteur Rr et le repère image.
— la transformation entre le repère capteur et le repère image ((3) de la figure 4.1).
Maintenant, considérons le cas particulier où les points M appartiennent à un même
plan ∆. De façon arbitraire, on peut placer le repère monde de sorte que les points de
ce plan vérifient Mz “ 0. Nous appliquons l’équation 4.8 à ce cas particulier :
»
–mxmy
1
fi
fl “ λ K “ R |t‰
»
——–
Mx
My
0
1
fi
ffiffifl . (4.12)
Nous simplifions l’équation 4.11 pour ne plus tenir compte de la coordonnée en z :»
–mxmy
1
fi
fl “ λ K R
»
–1 00 1 t
0 0
fi
fl
»
–MxMy
1
fi
fl “ λ K “r1 r2 t‰
»
–MxMy
1
fi
fl “ λ H
»
–MxMy
1
fi
fl (4.13)
où R “ “r1 r2 r3‰. La matrice de projection H 3ˆ3 “ λ K 3ˆ3 “r1 r2 t‰3ˆ3 dans ce
cas particulier est appelée l’homographie entre le plan ∆ et le plan image de la caméra.
4.2.3 Utilisations
La formulation de l’homographie H de l’équation 4.13 montre que l’homographie
dépend des paramètres de pose de la caméra. Si la caméra est calibrée ( K connue)
et si nous avons calculé l’homographie H , nous pouvons facilement retrouver la pose
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Figure 4.2 – Calcul de l’homographie H entre les points du plan et leur projection dans
l’image d’une caméra (figure extraite d’une présentation de Christiano Gava).
de la caméra (c’est-à-dire R et t) par décomposition de H [MV07]. Si les projection
de points du plan ∆ sont connues dans le plan image, on peut estimer H : au moins
4 correspondances entre les points du plan et leurs points associés sur le plan image
sont nécessaires [HZ04]. Les applications de Réalité Augmentée utilisent souvent des
marqueurs dont la structure est connue. Cela permet d’estimer facilement H et donc
d’en déduire la pose de la caméra. Dans l’exemple de la figure 4.2, les 4 coins du marqueur
en forme d’échiquier sont connus (car on connaît la taille du marqueur). Ainsi, H peut
être calculée à partir des correspondances entre les 4 coins et leurs points sur le plan
image de droite.
L’homographie H étant la transformation entre les points (en 3D) du plan ∆ et des
points de l’image (donc dans le plan image), elle permet donc de passer d’un espace
planaire à l’autre. En outre, l’homographie élimine la distorsion perspective de l’image
d’un plan pour obtenir une image “rectifiée” du plan. Dans notre contexte de Réalité
Diminuée, l’objectif de la rectification est de trouver l’homographie H qui, à un facteur
d’échelle près, transforme une image définie sur un domaine du plan caméra en une
image définie sur un domaine d’un plan parallèle à un plan de la pièce d’intérieur (sol
ou mur).
La figure 4.3 montre les étapes de la rectification par un rapport à un plan ∆. À partir
d’une image I prise par une caméra C, les pixels sont transformés par l’homographie
calculée H (cf . l’équation 4.13). Une fois la rectification effectuée, nous disposons d’une
nouvelle image appelée image rectifiée. Nous utilisons ensuite notre méthode d’inpainting
du chapitre 3 pour compléter la zone masquée rectifiée Ωr ainsi que les zones non visibles
par rapport à la caméra C (zone en rouge dans la figure 4.3). Une fois l’inpainting, il suffit
d’appliquer H -1 à l’image rectifiée pour retrouver les valeurs du point de vue d’origine.
La rectification permet d’envoyer les points et les lignes de fuite à l’infini et d’enlever
la perspective de la texture du plan considérée (les lignes appartenant au même plan ∆,
parallèles en 3D dans la scène, sont parallèles dans l’image rectifiée). L’avantage est de
disposer ainsi d’une image où la texture peut être considérée comme étant vue de face.
La complétion par l’inpainting s’en retrouve facilitée car les motifs de la texture et leur
distribution sont réguliers dans l’image rectifiée (voir figure 4.4). Il suffit ensuite d’ap-
pliquer l’homographie inverse à l’image rectifiée complétée et de remplacer les valeurs
de la zone masquée Ω par celles complétées dans l’image rectifiée.
Cependant, la rectification implique d’interpoler les valeurs des pixels où l’informa-
tion est éparse car trop peu détaillée dans l’image d’origine. Dans la prochaine section,
nous allons caractériser ce problème de résolution et ses conséquences dans le cadre de
l’inpainting.
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Figure 4.3 – Étape de rectification d’une texture. À partir de l’image de la prise de vue
(en haut, à gauche) et de l’homographie calculée, on en obtient une image rectifiée (en
haut, à droite) où la déformation due à la perspective a été enlevée. La zone masquée
(cercle colorié en rouge) ainsi que la zone inconnue coloriée en rouge (une zone où nous
n’avons pas d’information depuis le point de vue considéré) sont ensuite complétées par
une approche d’inpainting (en bas, à gauche). L’image complétée est de nouveau projetée
dans l’espace d’origine via l’homographie inverse (en bas, à droite).
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Figure 4.4 – Résultat de complétion par une approche basée offsets sur une texture
régulière (première ligne). Sur la deuxième ligne, l’image de gauche est complétée sans
rectification tandis que l’image de droite est complétée avec rectification. Nous pouvons
constater que l’image complétée, où aucune rectification n’a été faite, a un résultat qui
ne respecte pas la structure de la texture. À l’inverse, la structure a été respectée dans
l’image où la rectification a été effectuée.
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4.3 Le problème de la résolution
Figure 4.5 – Rectification d’une image par rapport au plan du sol. Les deux zones
entourés dans l’image de gauche ont une aire différente dans l’image rectifiée de droite.
Comme la zone verte est plus proche de la caméra, sa zone projetée sera plus petite que
la zone rouge située plus loin de la caméra.
Dans notre processus de Réalité Diminuée, nous appliquons une approche d’inpaint-
ing à une image rectifiée. Celle-ci a sa structure qui n’est plus déformée à cause de la
perspective. Cependant, cette vue non déformée ne possède pas une qualité d’informa-
tion uniforme. En effet, considérons une prise de vue où l’on voit le plan du sol comme
dans la figure 4.5. Nous avons des données qui sont détaillées comme la texture en bas
de l’image (entourée en vert) car cette partie de la texture est proche de la caméra. À
l’inverse, la partie de la texture située à la frontière avec les deux autres plans (entourée
en rouge) est beaucoup moins détaillée car éloignée du point de vue.
En appliquant l’homographie qui permet de rectifier l’image, deux patchs de même
taille (l’un venant de la zone verte, l’autre de la zone rouge) auront leur projection dans
l’image rectifiée qui aura une surface différente (la surface de la projection du patch de
la zone rouge sera bien plus grande que celle du patch de la zone verte). Or dans l’image
rendue de la scène, chacune de de ces zones contient la même quantité d’information. Du
coup, sur l’image rectifiée, l’information dans le cercle rouge sera bien plus éparse que
dans le cercle vert. Au final, la zone verte sera très détaillée alors que la zone rouge sera
plus floue. Nous allons voir maintenant comment cette différence de résolution a une
influence sur le processus d’inpainting. Pour cela, considérons un plan texturé Π vu par
une caméra C selon un angle γ par rapport à la normale ÝÑn du plan comme schématisé
dans la figure 4.6.
Nous générons plusieurs points de vue en faisant varier l’angle γ. Cela va accentuer
l’angle d’inclinaison de la caméra par rapport à la normale du plan. Nous notons Iγ
l’image représentant une prise de vue selon l’angle γ. La figure 4.7 montre différentes
images Iγ (colonne (a)) en fonction de l’angle γ. La zone encadrée en rouge correspond
au masque d’effacement. Chaque image est rectifiée selon l’homographie H γ associée
(colonne (b)). Ensuite, la zone masquée est complétée par un procédé d’inpainting (ici
PatchMatch). Nous constatons que la zone de l’image où l’information est la plus éparse
s’est propagée dans toute la zone masquée, créant des différences de résolution dans la
zone complétée ; ces différences sont d’autant plus visibles et gênants que l’angle γ est
élevé (colonne (c)). L’effet est beaucoup plus visible une fois l’homographie inverse H -1γ
appliquée. En effet, on constate une zone floue dont l’intensité est fonction de l’angle γ
dans la zone masquée (colonne (d)).
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γ
Π
C
nˆ
Figure 4.6 – Position de la caméra par rapport au plan Π et à l’angle γ.
Cela est dû au fait que les approches comme PatchMatch sont des approches multi-
résolutions. Les grandes lignes de la carte de correspondance (à savoir, où chercher
l’information dans les résolutions supérieures) sont dessinées en basse résolution. Or, à
ce niveau de résolution, la qualité des données éparses est équivalente à celle des données
détaillées. L’approche PatchMatch va donc sélectionner des pixels sans identifier cette
différence de détail, uniquement visible en haute résolution. De plus, comme la zone des
données avec peu de détail a une surface bien plus grande que celle avec beaucoup de
détail, la probabilité de sélectionner un pixel représentant une information peu détaillée
est donc très élevée d’où une propagation de ces données.
Dans la prochaine section, nous introduisons un critère permettant de contrôler cette
propagation.
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(a) (b) (c) (d)
Figure 4.7 – Influence de la perspective sur le processus d’inpainting sur plusieurs
images de synthèse générées avec, en descendant de ligne en ligne, un angle γ égal à
60˝, 70˝, 75˝, 80˝ et 85˝. De gauche à droite : (a) l’image d’entrée avec la zone encadrée
qui est effacée par l’inpainting, (b) l’image rectifiée du plan du sol, (c) l’image rectifiée
complétée par un inpainting classique, (d) l’image de sortie complétée.
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4.4 Critère de confiance radiométrique
Dans cette section nous explicitons notre critère de confiance calculé sur l’image
rectifiée. Nous cherchons à associer à un chaque pixel un score caractérisant la qualité
de sa projection lorsqu’il est transformé par l’homographie vers l’image rectifiée. Après
avoir énoncé quelques éléments de notation, nous présentons la loi de Bouguer ainsi que
le cheminement qui conduit à notre critère de confiance.
Éléments de notation
Nous rappelons d’abord la notion d’angle solide qui est l’analogue tridimensionnel
de la notion d’angle dans un plan.
Définition 4.4.1. Soit une sphère S de rayon R et de centreA. L’angle solide d’un cône
de sommet A est numériquement égal au rapport entre l’aire Ac de la calotte sphérique
Sc découpée par ce cône sur la sphère S et du rayon R de S élevé au carré :
Ω “ Ac
R2
(4.14)
L’unité est le stéradian (sr).
Nous donnons également la définition d’un angle solide élémentaire de sommet A
par rapport à une surface infinitésimale centrée en un point M :
dΩ “
ÝÑu ¨ ÝÑn
r2
dS (4.15)
où dΩ est l’angle solide élémentaire, dS est la surface élémentaire et ÝÑn sa normale, ÝÑu
est le vecteur unitaire porté par
ÝÝÑ
AM et r est la distance séparant le sommet de l’angle
solide élémentaire A et l’élément de surface dS.
Nous donnons quelques définitions spécifiques à la radiométrie.
Définition 4.4.2. Un flux énergétique (noté F ) est une quantité d’énergie par unité de
temps, exprimé en Watt (W).
Le flux énergétique est une puissance. Elle ne donne aucune information sur la dis-
tribution angulaire du rayonnement ou la géométrie de la source. Deux autres grandeurs
sont alors introduites : l’éclairement énergétique et l’intensité énergétique.
Définition 4.4.3. L’éclairement énergétique (noté E) est une densité de flux énergétique
reçu par unité de surface :
E “ dF
dS
(4.16)
Il s’exprime en Wm´2
Définition 4.4.4. L’intensité énergétique (notée I) est le flux émis par unité d’angle
solide dans une direction d’observation donnée, exprimé en W sr´2. Sauf pour des cas
particuliers (étoiles, sources lambertiennes), l’intensité d’une source est en général non
isotrope, c’est à dire qu’elle dépend en général de la direction d’observation.
Loi de Bouguer
Nous énonçons et analysons dans cette sous-section la loi de Bouguer.
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Énoncé
Notre critère repose sur la loi de Bouguer qui mesure le flux lumineux dF d’une
source lumineuse d’intensité I à travers une surface dS vu sous un angle solide dΩ.
L’équation de cette loi est la suivante :
dF “ I dΩ “
ÝÑu ¨ ÝÑn
r2
dS “ I cos θ
r2
dS. (4.17)
où r est la distance entre le centre de la surface et la source lumineuse, θ est l’angle
entre le rayon lumineux et la normale ÝÑn de la surface dS. La figure 4.8 schématise
l’application de cette loi.
Avant d’appliquer cette loi dans notre problème de vision par ordinateur, nous ex-
pliquons dans la prochaine sous-section ce qu’elle signifie intuitivement.
I
θ
r
dS
F pI, r, θq
dΩ
nˆ
Figure 4.8 – Application de la loi de Bouguer pour une source lumineuse d’intensité I
sur une surface dS.
Analyse
Nous nous permettons de faire quelques analogies. Nous avons l’intensité lumineuse
qui est une grandeur caractérisant une source ponctuelle selon une direction donnée.
Elle n’est également pas évaluable du point de vue d’un récepteur. À l’inverse, le flux
caractérise la puissance lumineuse, telle qu’elle est perçue par le récepteur (par exemple
l’œil humain). Le flux est conservatif ce qui signifie qu’il est constant pour un même
angle solide. Cela se vérifie d’ailleurs dans l’équation 4.17 en divisant par dΩ :
dF
dΩ
“ I (4.18)
et car I est constant selon une direction. Par exemple dans l’image de gauche de la
figure 4.9, le flux reçu sur les surface S1 et S2 est le même car représentant le même
cône généré par l’angle solide Ω.
Cependant, si on prend une surface de taille fixe dS et qu’on la déplace dans l’angle
solide Ω, le flux reçu sur cette surface va varier en fonction de plusieurs variables. Les
variables sont la distance et l’angle entre la direction du rayon lumineux et la normale
au plan tangent à la surface. En considérant cette surface comme infinitésimale, nous
arrivons à la grandeur de l’éclairement. Celle-ci correspond à la sensation en cette surface
de la puissance lumineuse reçue.
Nous prenons maintenant deux exemples de la vie courante. Le premier exemple
illustre la variation du flux pour une surface donnée en fonction de la distance. Nous
considérons une ampoule près de laquelle nous plaçons notre main à 1 cm, la paume
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face à l’ampoule. Nous déplaçons notre main dans la direction d’un rayon lumineux
en l’éloignant de l’ampoule. Nous avons une sensation de chaleur plus élevée lorsque
notre main se trouve à 1 cm que lorsqu’elle est à 5 cm. Cela correspond à la situation
des éléments de surface de l’image de gauche figure 4.9 où dS1 va recevoir un flux plus
élevée que dS2. Le deuxième exemple, quant à lui, illustre l’influence de l’angle entre la
normale de la surface et le rayon lumineux (voir la deuxième image de la figure 4.9). On
considère deux personnes présentes sur la surface de la Terre, en exagérant un peu l’angle
de l’axe de rotation de la Terre, durant la période du mois de décembre, l’un étant dans
l’hémisphère Sud et l’autre dans l’hémisphère Nord. Ces deux personnes agissent comme
deux éléments de surface dont leurs normales correspondent à la position debout. De
plus, la distance séparant les deux personnes est négligeable devant la distance entre la
Terre et le Soleil. Nous pouvons supposer que les deux personnes sont à la même distance
du Soleil. Pourtant, la première personne aura une sensation de chaleur plus élevée alors
que la deuxième aura plutôt une sensation de froid. Cela s’explique par l’influence de
l’angle entre la normale de la surface et le rayon lumineux dans la loi de Bouguer.
I
S1
S2
Ω
r1 r2
dS1
dS2
I
r
r
dS1
dS2
Figure 4.9 – Loi de Bouguer : influence de la distance et de l’angle dans le calcul du flux.
Dans les deux exemples, la surface dS2 recevant le flux coloré en vert a un éclairement
plus faible que la surface dS1 recevant le flux coloré en jaune.
Dans les deux cas, la sensation de chaleur correspond à l’intensité du flux surfacique
dF
dS
. Plus cette grandeur est élevée, plus la sensation de chaleur l’est également.
4.4.1 Application à la vision par ordinateur
Maintenant que nous avons expliqué la notion de flux à travers la loi de Bouguer,
nous allons montrer que cette quantité est appropriée pour notre critère de confiance.
Nous partons, pour cela, de l’équation 4.17 Nous considérons une caméra C et un plan Π
arbitraire. Nous considérons C comme une source lumineuse avec une intensité lumineuse
I (voir figure 4.10).
L’éclairement (à savoir le flux lumineux selon un élément de surface) est donc :
E “ dF
dS
“ I cos θ
r2
. (4.19)
Nous exprimons l’éclairement, en chaque point P du plan image, ainsi que l’éclairement
de son projeté Q sur le plan Π en utilisant équation 4.19 ce qui donne :
EpPq “ I cosφ
r2P
“ I cos
3 φ
f2
(4.20)
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Figure 4.10 – Transposition de la loi de Bouguer dans le cas de la vision par ordinateur.
Le pointsQ est la projection du pointP du plan image sur le plan Π et sa surface associée
dS.
où φ est l’angle entre le rayon lumineux pCPq et l’axe de la caméra C.
EpQq “ I cos θ
r2Q
“ I cos
3 θ
d2
, (4.21)
où f est la distance focale de la caméra C et d est la distance entre C et Π. Notons que :
rP “ fcosφ, rQ “
d
cos θ
(4.22)
Nous définissons notre critère nommé trust comme le ratio entre l’éclairement du
point Q et l’éclairement du point P (en utilisant (4.20) et (4.21)) :
trustpPq “ EpQq
EpPq “
ˆ
f
d
˙2ˆ cos θ
cosφ
˙3
. (4.23)
Notons que les valeurs diminuent pour une distance d croissante et pour un angle θ
croissant. Les pixels qui représente des régions du plan Π proches de la caméra et vue
sous un angle presque nul vont avoir une valeur élevée par la fonction trust alors que
les pixels qui représentent des régions du plan Π éloignées de la caméra et/ou vues sous
un angle très prononcé vont avoir une valeur plus faible par la fonction trust. Les pixels
ayant une qualité élevé auront donc une valeur de confiance élevée alors que les pixels
ayant une qualité basse auront une valeur de confiance faible
Carte de confiance
Nous avons définit notre critère de confiance pour un point P de l’espace. Nous de-
vons maintenant caractériser le critère pour un pixel p de l’image rectifiée. Nous consi-
dérons P comme le centre du pixel p de l’image. Nous définissons la carte de confiance
C pour chaque pixel du domaine U Ă N2 de l’image rectifiée
C :
#
U ÝÑ R
p ÞÝÑ Cppq “ trustpPq (4.24)
avec Cppq “ 0 si p n’est pas une projection d’un point du plan caméra. La figure 4.11
montre un exemple de la carte appliquée à une image de synthèse.
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Figure 4.11 – Carte de confiance d’une image. Gauche : image d’entrée d’un plan du sol
(texture verte). Centre : image rectifiée du plan. Droite : carte de confiance C de l’image
rectifiée, le code couleur (valeurs élevées e, rouge et valeurs basses en bleu) montre que
la valeur de trust pour les pixels qui ont une qualité d’information basse, à savoir ceux
situés en haut à droite de l’image.
Dans la prochaine section, nous montrons comment nous intégrons notre critère dans les
deux méthodes d’inpainting analysées dans le chapitre 2. Notons que notre critère n’est
pas restreint à ces méthodes et qu’il peut être appliqué à d’autres applications comme
le filtrage ou dans d’autres approches d’inpainting.
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4.5 Applications à l’inpainting
Dans cette section, nous abordons les modifications effectués dans l’approche d’in-
painting basée sur PatchMatch [Bar+09] et l’approche basée sur l’analyse statistique
des offsets [HS12b], et par extension, à notre approche du chapitre 3. Nous y ajoutons
une fonction, dite de validation, qui va contrôler la propagation des pixels ayant une
confiance faible. Nous y détaillons également une dernière application de ce critère, à
savoir un flou gaussien dont l’intensité varie en fonction dudit critère afin de réduire les
discontinuités créées après la copie des informations de qualité haute dans les régions de
qualité moindre.
4.5.1 Fonction de validation
Premièrement, nous proposons de définir une fonction prédicat qui sera utilisée dans
les deux approches d’inpainting énoncées ci-dessus. Cette fonction permet de gérer la
sélection d’un pixel candidat en utilisant la carte de confiance C. Cela permet d’éviter
la sélection de données de « basse qualité » :
validationpp1,p2, C, αq “ Cpp2q ď α Cpp1q, (4.25)
où p1 est le pixel à compléter, p2 est le candidat proposé par l’approche et α P s0, 1s
est un paramètre de tolérance.
4.5.2 Prise en compte de la résolution dans PatchMatch
Comme expliqué dans le chapitre 2, PatchMatch [Bar+09] cherche efficacement des
correspondances entre les patchs de deux images ou entre la zone masquée et la zone
connue dans le cadre de l’inpainting selon une fonction de similarité. La carte est initia-
lisée de manière aléatoire ou via une analyse d’offsets comme dans notre approche du
chapitre 3. Elle est ensuite affinée avec une pyramide multi-résolutions et en effectuant
deux mises à jour : (a) les correspondances les plus pertinentes sont propagées aux pixels
voisins, et (b) une recherche aléatoire autour du pixel candidat est effectuée pour trouver
un pixel avec un meilleur score.
Dans PatchMatch, les patchs candidats sont équiprobables, indépendamment de la
qualité de la rectification, particulièrement en basse résolution. Cela conduit à une pro-
pagation des données de mauvaise qualité à travers le masque.
Pour éviter la propagation de données de faible résolution, nous modifions la phase
de propagation ainsi que dans la phase de randomisation (texte écrit en rouge dans
l’algorithme 5). On vérifie, pour un patch à compléter de Ω, qu’un patch candidat a
un meilleur score de similarité que le patch assigné courant dans la carte de correspon-
dance ; nous nous assurons aussi que le pixel central q du patch candidat a une meilleure
confiance que le pixel central p du patch à compléter. Pour cela, nous utilisons la fonc-
tion de validation en prenant α “ 1 dans ce cas.
La figure 4.12 illustre visuellement les effets de cette modification. On y voit la carte
de correspondance obtenue après l’inpainting par PatchMatch. Nous avons utilisé le sys-
tème de couleur de sorte que les données de forte qualité apparaissent vertes tandis que
les données de faible qualité apparaissent rouges. La couleur à l’intérieur du masque Ω
correspond à l’endroit où l’information a été copiée. Nous constatons que dans l’image
de gauche, beaucoup de données labellisées en rouge ont été copiés dans une zone où
l’on attend une donnée de forte qualité (en bas, à gauche). À l’inverse, dans l’image de
droite, ce sont plutôt les données labellisées en vert qui ont été copiées dans la zone du
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Figure 4.12 – Les effets de nos modifications dans PatchMatch. Dans une image rectifiée
I comme celle utilisée dans la figure 4.11, nous utilisons une carte avec un code-couleur
pour identifier la position de chaque pixel. La couleur rouge indique une zone de faible
qualité et la couleur verte indique une zone de forte qualité. Nous affichons la carte
de correspondance finale dans le masque Ω (chaque couleur dans le masque indique de
quelle zone de I l’information a été prise). Sur l’image de gauche, la carte d’origine
contient beaucoup de pixels rouges venant de zones de faible qualité. Cela signifie que
l’information copiée dans Ω provient de pixels ayant une faible confiance. Sur l’image
de droite, notre carte d’origine utilise plutôt des pixels venant plutôt de zones de forte
qualité (les pixels verts sont plus proches de la caméra). Cela signifie, à l’inverse, que
l’information copiée dans Ω provient de pixels ayant une forte confiance. Nous avons
donc contrôlé la propagation des données de faible qualité dans le deuxième cas, ce qui
n’est pas le cas dans le premier cas.
masque Ω. Ce sont donc les données de forte résolutions qui ont été propagées dans le
masque dans le deuxième cas, qui correspond à notre approche.
4.5.3 Prise en compte de la résolution dans une approche par analyse
statistique
Comme expliqué dans le chapitre 2, l’approche par analyse statistique et plus adaptée
que PatchMatch pour compléter des textures avec un motif structuré. L’ algorithme 6
rappelle les étapes de l’algorithme proposé par He et Sun [HS12b]. Considérons une
image I. L’approche par analyse statistique calcule pour chaque patch de la zone connue
OzΩ le patch le plus proche selon une fonction de similarité. Le vecteur de translation
ÝÑo liant ces deux patchs est appelé offset :
ÝÑo “ argminÝÑu ,}ÝÑu }ąτ sim
´
Ψp,Ψp`ÝÑu q
¯
(4.26)
où sim est la fonction de similarité et τ est un seuil pour éviter de sélectionner des patchs
qui sont trop proches du patch considéré (notamment la solution évidente, à savoir lui-
même). Ensuite, pour chaque offset, son occurrence est calculée et les K offsets les
plus influents sont sélectionnés (ils caractérisent, a priori, la structure du motif de la
texture). Enfin, une coupure de graphe est effectuée (6.5) pour créer une carte de label
en minimisant l’énergie suivante :
E “ Edatapp,ÝÑo q ` Eregpp,q,ÝÑo p,ÝÑo qq, (4.27)
où Edata mesure le coût de l’association entre l’offset ÝÑo et le pixel p et Ereg est le terme
de régularisation utilisé pour exprimer la consistance visuelle entre les pixels voisins.
4.5. APPLICATIONS À L’INPAINTING 121
Comme PatchMatch, cette approche est multi-résolution (les offsets sont calculés en
basse résolution). Il n’y a là non plus, aucune distinction entre les données de faible et de
forte qualité durant la minimisation de l’énergie. De ce fait, des données de faibles qualité
peuvent être utilisées pour compléter une zone où une qualité plus forte est attendue.
Pour éviter cela, nous introduisons notre critère dans Edata de la manière suivante : pour
un pixel p et un offset ÝÑo , Edatapp,ÝÑo q vaut 0 si p`ÝÑo n’appartient pas au masque ET
si validationpp,p`ÝÑo , C, αq “ 1 avec α “ 1. Dans le cas contraire, l’énergie en ce pixel
vaut `8. Les changements sont écrits en rouge dans l’algorithme 6. Concrètement, cela
signifie que nous acceptons un pixel candidat uniquement s’il a une valeur connue et s’il
a confiance supérieure ou égale à la valeur au pixel à compléter. Notons qu’au moment
où le processus d’inpainting débute, la confiance est calculée en tout point de l’image
rectifiée, y compris les points de Ω.
Dans le cas de textures à forte structure, il peut arriver que nous ne trouvions
pas d’offsets qui permette de compléter un pixel car seuls les offsets qui passent la
fonction validation pointent vers un pixel appartenant au masque. Nous n’avons donc
pas d’information connue pour compléter le masque. Dans ce cas, nous pouvons autoriser
un pixel p avec une valeur de confiance Cppq à utiliser un offset qui pointe vers un pixel
q avec une confiance Cpqq inférieure mais qui reste proche de Cppq. Pour cela, nous
nous servons du paramètre de tolérance α de l’équation 4.25 de la manière suivante. Au
début de la coupure de graphe, α est initialisée à 1. Si nous manquons de candidats pour
trouver le bon label associé à un pixel masqué, nous diminuons α par une valeur fixée de
sorte à réduire la contrainte due à la confiance. On peut ainsi utiliser une donnée d’une
qualité légèrement moindre.
Cependant, bien que ces changements dans les deux méthodes d’inpainting empêche
la génération de flou, elles créent une discontinuité entre les pixels de la zone masquée
ayant obtenue une information de qualité élevée et les pixels connus ayant une informa-
tion de qualité basse. Cela crée une netteté plus forte dans la zone masquée que prévue.
Pour retrouver un rendu plus réaliste, nous proposons dans la prochaine sous-section
d’altérer le résultat via un flou gaussien variable, dépendant lui aussi de la fonction de
confiance.
4.5.4 Flou gaussien variable
Dans cette sous-section, nous proposons une nouvelle application de notre critère de
confiance. Nous voulons dégrader l’image obtenue dans la sous-section précédente. En
effet, comme nous avons copié des données de qualité haute dans une zone du masque
Ω où la confiance attendue est beaucoup moins élevée, une discontinuité se crée entre la
qualité de l’information des pixels du masque et ceux qui sont à la périphérie du masque
(voir l’image de gauche de la deuxième ligne de la figure 4.13). Si cette discontinuité en
soit n’est pas gênante, elle peut créer un rendu trop net du point de vu de l’utilisateur
qui verra la différence sur l’image finale entre les données réelles et les données copiées
(voir l’image de gauche de la troisième ligne de la figure 4.13).
Pour cela, appliquer un flou basé sur un noyau gaussien est possible. Or, l’appliquer
sur toute l’image va dégrader l’information de la même manière, et pour un pixel de
haute qualité et pour un pixel de basse qualité.
Pour éviter cela, nous faisons varier l’intensité du flou en fonction de la confiance du
pixel considéré : nous appliquons un noyau gaussien varie en fonction de la confiance
d’un pixel de l’image définie dans la section 4.4 .
Soit un pixel p du masque Ω de confiance Cppq. Ce pixel hérite de la valeur d’un pixel q
de confiance Cpqq ě Cppq pour éviter toute propagation des données de moindre qualité.
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Or, si le pixel p a une confiance éloignée de q, il reçoit une information de qualité trop
élevée par rapport à la qualité attendue en ce pixel. La netteté de la texture au pixel
p sera plus prononcée car supérieure à celle des pixels proches de Ω. Nous effectuons
donc notre dégradation par rapport à cette différence de confiance. Si la différence de
confiance entre les pixels est faible, la dégradation doit donc être minime. À l’inverse, si
cette différence est élevée, la dégradation doit être plus forte. Nous proposons de faire
varier l’intensité du flou gaussien en fonction de la différence entre les deux valeurs de
confiance.
Rappelons que le flou gaussien est défini comme une convolution entre l’image I et un
noyau de convolution G définie de la manière suivante :
Gpx, yq “ 1
2πσ2
e
´ px
2`y2q
2σ2 (4.28)
où σ est la variance du flou appliqué à l’image. En général, avoir σ ă 1 signifie que l’on
veut réduire le bruit. Si σ ą 1, c’est dans le but d’effectuer un flou sur l’image (comme
dans notre situation). Plus σ est élevée, plus le flou sera important. Si le flou est défini
en un pixel p par un noyau gaussien Gp de variance σp, nous définissons σp de la façon
suivante :
σp “ 1` β|Cpcppqq ´ Cppq| (4.29)
où cppq est le pixel de confiance Cpcppqq d’où provient l’information pour remplir p et β
est un paramètre qui fait varier l’intensité du flou en fonction de la différence. Actuelle-
ment, le choix de β n’est pas automatique. L’automatisation est l’une des perspectives
évoquées en fin de chapitre. Nous posons, de manière empirique, β “ 2 Donc le noyau
de convolution du flou appliquée en p vaut :
Gpx, yq “ 1
2πσ2p
e
´ px
2`y2q
2σ2p (4.30)
Nous obtenons aussi le comportement attendu : si p et cppq ont une confiance proche,
le flou sera faible ; à l’inverse, si les confiances de p et de cppq sont éloignées, le flou sera
important.
La figure 4.13 montre un exemple d’application de ce flou variable dans une image
rectifiée complétée et dans son rendu associé. Nous voyons qu’à la frontière entre la zone
connue et masque (deuxième colonne, deuxième et quatrième ligne), nous n’avons plus
cette la discontinuité due à la propagation des données de haute qualité dans des zones
de basse qualité a été gommée.
Dans la prochaine section, nous montrons des résultats de ces approches modifiées.
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Figure 4.13 – Influence du flou gaussien variable sur une image de synthèse. Colonne
de gauche : sans flou, colonne de droite : avec flou. Première ligne : image rectifiée
complétée avec critère de confiance. Deuxième ligne : zoom sur la zone encadrée en bleu
dans l’image au-dessus. Troisième ligne : rendu final avec critère de confiance. Quatrième
ligne : zoom sur la zone encadrée en bleu dans l’image au-dessus. Dans la colonne de
gauche, nous avons une discontinuité due à la copie des données de haute qualité des
zones de masque où l’on attend une qualité moindre. On a donc un rendu trop net dans
cette zone. À l’inverse, dans la colonne de droite, la discontinuité a été fortement réduite
grâce au flou gaussien variable sans altérer les données de qualité haute. Le rendu final
est donc bien plus photo-réaliste.
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Algorithm 5 Algorithme PatchMatch avec critère de confiance
Entrée: Image I1, Patch I2 , Carte de confiance C Ź I1 est l’image de référence, I2 est
l’image patch
Sortie: Carte de correspondances c
1: Procédure PatchMatch(I1, I2, niter, cinit, ω, C)
2: Si cinit ‰ H Alors Ź Étape d’initialisation
3: cÐ cinit
4: Sinon
5: cÐ aléap q
6: Fin Si
7: Pour j Ð 1 : niter Faire
8: Pour tout p P I1 Faire
9: MiseÀJourVoisins(p, ´1, 0, C) Ź Étape de propagation
10: MiseÀJourVoisins(p, 1, 0, C)
11: MiseÀJourVoisins(p, 0, ´1, C)
12: MiseÀJourVoisins(p, 0, 1, C)
13: MiseÀJourAléatoire(p, ω, C) Ź Étape de randomisation
14: Fin Pour
15: Fin Pour
16: Fin Procédure
17: Fonction MiseÀJourVoisins(p, dx, dy, C)
18: δ Ð pdx, dyq
19: q Ð cpp` δq
20: Si SSDpp,q ´ δq ď SSDpp, cppqq ET validationpp, q, C, 1q Alors
21: cppq Ð q ´ δ
22: Fin Si
23: Fin Fonction
24: Fonction MiseÀJourAléatoire(p, ω, C)
25: Pour j Ð 1 : niter Faire
26: δ Ð paléap1, 2´jωq,aléap1, 2´jωqq
27: qÐ cppq ` δ
28: Si SSDpp,qq ď SSDpp, cppqq ET validationpp,q, C, 1q Alors
29: cppq Ð q
30: Fin Si
31: Fin Pour
32: Fin Fonction
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Algorithm 6 Algorithme Statistique+Graphcut avec critère de confiance
Entrée: Image I, masque M , ratio r, carte de confiance C
Sortie: Image complétée Iinpainted
1: Procédure Statistique+Graphcut(I,M, r, C)
2: Ir Ð réduirepI, rq
3: Mr Ð réduirepM, rq
4: O Ð calculerOffsetspIr,Mrq Ź Étape d’analyse
5: labelsÐ calculerLabelspIr,Mr, O, Cq
6: labelsÐ aggrandirplabelsq
7: Iinpainted Ð appliquerLabelsplabelsq
8: Retourner Iinpainted, labels
9: Fin Procédure
10: Fonction calculerLabels(I,M,O, C)
11: Ie Ð I|ΩYBΩ
12: Pour tout p : px, yq P Ie Faire
13: Si p P BM Alors
14: labelsppq Ð 0 Ź Associer aux pixels adjacents le vecteur nul
15: Sinon
16: labelsppq Ð aléap1, |O|q Ź Initialisation aléatoire
17: Fin Si
18: labelsÐ GraphcutpIe, O, C, Ed, Erq
19: Fin Pour
20: Retourner labels
21: Fin Fonction
22: Fonction Ed(p, t, I,M, C)
23: Si p P BM OU ppp` tq RMq ET validationpp,p` t, C, αq Alors
24: Retourner 0
25: Fin Si
26: Retourner `8
27: Fin Fonction
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4.6 Résultats
4.6.1 Implémentation
L’implémentation a été faite en C++. Nous utilisons CImg [Tsc12] pour la gestion
des images ainsi que pour l’algorithme PatchMatch. Nous utilisons l’implémentation
d’interpolation de Thevenaz et al. [TBU00] pour la rectification des images. Nous
utilisons l’implémentation de Kolmogorov et Zabih [KZ04] de coupure de graphe
[BK04 ; BVZ01] pour la labellisation des pixels dans l’approche par offsets. Nous partons
de l’algorithme d’inpainting proposé au chapitre 3. Les étapes gérées par PatchMatch et
les offsets ont été modifiées pour tenir du critère de confiance de la section 4.5.
4.6.2 Résultats sur des images rectifiées
La figure 4.14 montre les résultats de deux images rectifiées contenant des textures
de synthèse : une texture irrégulière et une texture régulière. Le masque, en rouge, a été
défini en supprimant des objets (voir la première ligne de la figure 4.14). Nous utilisons
l’approche classique d’inpainting par l’algorithme de PatchMatch pour le premier cas
(première colonne, deuxième ligne) et l’approche par offsets dans le second cas (deuxième
colonne, deuxième ligne), et par extension, l’approche de l’approche du chapitre 3. La
seconde ligne montre que le rendu sans critère est très flou car la donnée de faible
qualité a été propagée dans une zone du masque on l’on attend une qualité plus élevée.
La troisième ligne utilise l’algorithme proposé dans la section 4.5 basé sur notre critère
de confiance et la fonction de validation ; on constate que la complétion est effectuée
sans propager des données de basse résolution. Cependant, dans le cas de la texture
de gauche, on constate une répétition d’un même motif. Cela est dû au fait que peu
d’information de forte qualité est disponible. La probabilité de copier le même motif est
donc élevé.
4.6.3 Résultats sur des rendus finaux
La figure 4.15 montre les résultats concernant le rendu final de notre processus de
Réalité Diminuée sur une image de synthèse (première ligne, image de gauche) et de
deux image prises en situation réelle (première ligne, images du milieu et de droite). La
méthode d’inpainting est choisi avec la méthode de classification vue au chapitre 3. Pour
les images prises en situation réelle, la luminosité n’est pas contrôlée. Nous avons donc
appliqué la méthode qui sera expliquée dans le chapitre 5 pour normaliser et adapter la
luminosité présente dans l’image rectifiée. Cela permet d’avoir un rendu plus réaliste.
Pour chaque cas (première colonne), nous apercevons que la donnée de basse qualité a
été propagée dans la zone où une qualité élevée est attendue. À l’inverse, le fait d’ajouter
notre critère via la fonction validation dans les deux approches d’inpainting permet de
mieux gérer la propagation.
Notre implémentation donne de bon résultats avec les textures irrégulières, même
dans des situations complexes. Dans le cas de la texture régulière, nous ajustons le
paramètre α comme expliqué dans la section 4.5. Nous appliquons également le flou
variable pour contrôler la propagation des données de haute qualité dans les zones de
basse qualité.
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Figure 4.14 – Résultats de l’approche basée PatchMatch (gauche) et de l’approche
basée offsets (droite) sur une zone vide coloriée en rouge (première ligne) sans le critère
validation (deuxième ligne) et avec un critère de validation (troisième ligne).
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Figure 4.15 – Résultats du processus global de Réalité Diminuée. Première ligne :
images d’entrée avec la zone à effacer encadrée en rouge. Pour les lignes suivantes.
Première colonne : résultat avec l’approche de l’état de l’art. Deuxième colonne : résultat
avec notre approche. Pour le troisième cas de figure, une approche d’inpainting couplée
au critère de confiance est appliquée au plan du mur et du mur de gauche tandis qu’une
synthèse par coupure de graphe [Kwa+03] est appliquée au mur de droite.
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4.7 Conclusion
Dans ce chapitre, nous avons proposé un critère de confiance pour mieux guider la
sélection d’un patch dans des méthodes d’inpainting dans les images rectifiées, générées
grâce à la géométrie planaire par morceaux de la scène. Cela permet ainsi de gérer la
propagation des données de basse qualité.
Nous avons montré également que ces traitements supplémentaires dans l’image rectifiée
évite la génération de flou dans le rendu final. Nous avons en outre utilisé le critère de
confiance a posteriori pour retrouver une continuité de la qualité dans la zone complétée.
Une perspective possible concerne la partie sur le flou gaussien variable énoncé dans la
sous-section 4.5.4. Le paramètre d’intensité β défini dans l’équation 4.29 est actuelle-
ment calculé empiriquement. La prochaine étape sera de trouver un moyen qui permette
de le calculer automatiquement.
Une autre perspective est de contrôler la répétition d’un même motif quand nous avons
peu d’information de forte qualité. Pour cela, il est possible de pénaliser le choix d’un
motif à partir du nombre d’occurrence d’une correspondance dans PatchMatch.
Nous avons traité de la problématique de la complétion en fonction du type de la
texture dans le chapitre 3 puis de celle concernant la différence de résolution dans ce
chapitre. Dans le chapitre suivant, nous abordons la problématique de la luminosité et
des solutions proposées pour gérer ses variations dans le processus de diminution.
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Chapitre 5
Luminosité : modélisation et
traitement dans la complétion
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5.1 Introduction
Après avoir abordé les contraintes liées à la structure de la texture et à la différence
de résolution, nous traitons dans ce chapitre de la nécessité de gérer la luminosité dans
la complétion des images rectifiées. Les environnements d’intérieur possèdent différentes
sources de lumières qu’elles soient naturelles (lumière extérieure) ou artificielles (lampe).
Celles-ci modifient la perception que nous avons de l’environnement et sont particuliè-
rement importantes pour le réalisme. De plus, elles impactent l’exposition de la caméra
selon son point de vue.
Les variations de l’éclairage dans une image peuvent être représentées par le modèle
de Phong [Pho75]. Celui-ci calcule la luminosité en un point de l’image rendue à partir
des paramètres suivants : la position du point observé par la caméra, la position des
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sources lumineuses, la couleur et l’intensité des sources lumineuses ainsi que les proprié-
tés physiques de l’objet (lisse, rugueux, soyeux, etc.).
Ce modèle est constitué de 3 termes d’illumination :
— L’illumination ambiante modélise la lumière réfléchie par les autres objets dans
la scène ; c’est la lumière de l’environnement.
— La composante diffuse caractérise la réflexion des rayons qui frappent un objet
de la scène. Elle tient compte de l’inclinaison avec laquelle la lumière incidente
arrive sur la surface car la quantité de lumière en un point de la surface dépend
de l’angle entre vecteur normal et du vecteur incident de la lumière. Elle suppose
aussi que l’intensité est la même quelque soit la direction que prend le rayon
réfléchi ; elle ne dépend donc pas de la position de l’observateur.
— La composante spéculaire tient compte du fait que, pour certains matériaux,
l’illumination change en fonction de la position de l’observateur, pour des surfaces
« brillantes », comme le plastique. Cela crée des tâches brillantes, appelées tâches
spéculaires, dans les cas où ces matériaux sont éclairés par une lumière forte.
La somme de ces 3 termes forment le modèle de Phong [Pho75].
Dans ce chapitre, nous expliquons dans la section 5.2 comment nous gérons l’illumi-
nation ambiante en adaptant l’exposition en utilisant des méthodes de l’état de l’art.
Ensuite, dans les sections 5.3 et 5.4, pour gérer la composante diffuse, nous proposons
une méthode originale pour gérer la variation de luminosité, notamment en terme de
propagation au sein d’une image rectifiée. Enfin, dans la section 5.5, nous nous servons
de deux méthodes de la littérature [STB18 ; MT14] pour gérer la composante spéculaire.
5.2 Calibrage de l’exposition
Dans cette section, nous traitons du problème de calibrage de l’exposition dans notre
problématique de Réalité Diminuée. Nous expliquons comment ce problème est traitée
à partir des méthodes existantes.
5.2.1 Problématique
Comme expliqué dans le chapitre 4, chaque image rectifiée représentant un plan de la
pièce d’intérieur est la concaténation de plusieurs images. Ces images proviennent d’une
même caméra ayant une position et une orientation différentes. Cependant, cette caméra
subit une exposition différente selon son orientation par rapport aux différentes sources
de lumière. Une même texture va paraître claire ou sombre selon le degré d’exposition de
la caméra. Si cette différente d’exposition entre plusieurs images n’est pas gérée durant
la complétion, des artefacts peuvent apparaître. Un artefact est, par exemple, la frontière
entre deux zones complétées avec des données venant d’images d’expositions différentes
comme montré dans la figure 5.1.
5.2.2 Modèle complet
Nous rappelons le modèle complet d’exposition proposé par Goldman [Gol10]. Nous
notons I une image issue d’une caméra C. Cette caméra est soumise à une exposition
α P R qui représente la quantité de lumière atteignant un capteur numérique, par unité
de surface. Elle possède également une courbe de réponse nommée R : R Ñ r0, 255s.
Cette fonction définit la couleur du pixel dans l’image en fonction de la quantité de
lumière arrivant sur le capteur. En raison de la loi de Bouguer, le flux lumineux reçu
varie selon l’incidence du rayon lumineux par rapport au plan de la caméra. Cet effet
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Figure 5.1 – Différence d’exposition. Première image : image rectifiée construite à
partir de deux prises de vue avec des expositions différentes. Deuxième image : masque Ω.
Troisième image : résultat de l’inpainting à partir de ces deux images de deux expositions
différentes. On y voit que la complétion utilise les deux zones de différentes expositions.
Sans gestion, cela conduit à une frontière au sein de la zone masquée ce qui n’est vraiment
pas souhaitable sur une région à l’origine homogène.
s’appelle le vignettage. Le vignettage est modélisé par la fonction de vignettage M :
R Ñ R, r ÞÑ Mprq où r est le rayon entre le pixel p et le centre de l’image. À chaque
pixel p est associée une valeur Lppq nommée radiance indépendante de l’exposition ou
du vignettage. Le modèle complet est le suivant :
Ippq “ Rpα LppqMprpqq, (5.1)
où Ippq est la valeur du pixel p dans l’image I.
Par la suite, comme les micro-lentilles actuelles réduisent l’effet de vignettage sur les
photos, nous considérons le terme de vignettage M négligeable et la courbe de réponse
R connue dans l’équation 5.1 , nous avons donc l’équation :
Ippq “ Rpα Lppqq. (5.2)
Si la courbe de réponse n’est pas connue, Goldman [Gol10] montre que cette formulation
du problème définit des familles de paramètres (exposition, vignettage, radiance, courbe
de réponse) qui produisent les même valeurs de pixels dans l’image. Il suffit alors de
trouver n’importe quelle solution de cette famille pour retrouver les vraies valeurs des
paramètres. Il reste finalement Lppq et α qui sont encore inconnus. Dans la prochaine
section, nous expliquons comment déterminer ces valeurs.
5.2.3 Calcul de l’exposition
Nous considérons un ensemble de prises de vues Ii dont nous cherchons une ex-
position αi. Nous notons I∆,i la zone de l’image Ii transformée par l’homographie de
rectification H i associée au plan ∆. Nous rappelons que l’image rectifiée globale I∆ est
la concaténation de toutes les images rectifiées I∆,i. Nous associons pour chaque pixel
p P I∆ la valeur radiance Lppq définie dans la sous-section précédente. Cette valeur cor-
respond à la couleur du pixel indépendamment de l’exposition. L’avantage de considérer
I∆ est de disposer de plusieurs valeurs pour un pixel de I∆ construites à partir de la
même valeur radiance mais de plusieurs coefficients d’exposition.
La recherche de ces expositions ressemble à la méthode utilisée dans le recollage
d’images panoramiques [Gol10]. Une correspondance y est cherchée entre les pixels des
différents points de vue. Les pixels (qui représentent le même point d’intérêt) peuvent
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donc avoir différentes valeurs alors qu’ils ont la même radiance dans l’image panora-
mique. Tous les pixels représentant le même point d’intérêt dans différentes images sont
projetés sur le même pixel de l’image panoramique. La radiance de chaque point d’inté-
rêt et l’exposition de chaque point de vue peuvent donc être retrouvées simultanément
en minimisant l’erreur de projection dans l’image panoramique. L’erreur à minimiser,
pour tous les pixels p et pour toutes les prises de vue tiu, est la suivante :
min
αi,Lppq
ÿ
i,p
d
`
Xip, RpαiLppqq
˘
, (5.3)
où d est une fonction de distance, ici | ¨ |2, Xip est la valeur du pixel p dans le point de
vue i, αi est le coefficient d’exposition de la caméra associé au point de vue i et Lppq
est la radiance d’un pixel p. La résolution de ce problème aux moindres carrés se fait en
utilisant le complément de Schur [Tri+00].
Dans notre cas, le modèle de correspondance est basé sur des considérations géomé-
triques [ZCC16]. Deux pixels p et q de deux images Ii et Ij vont être en correspondance
s’ils sont projetés au même endroit dans I∆. Ainsi, pour pouvoir minimiser cette erreur,
il est nécessaire d’avoir des zones où au moins deux images sont projetées dedans.
La formulation du problème ressemble à celle de l’ajustement de faisceaux (ou bundle
adjustement [HZ04]) :
min
T i,up
ÿ
i,p
d
`
Xip, K T i.up
˘
, (5.4)
où K est la matrice des paramètres intrinsèques, T i est la matrice des paramètres
extrinsèques de la caméra à la position i et up la position du point 3D dans le référentiel
monde et Xip est la position du point 3D dans le plan-image de la caméra à la position
i.
Nous adaptons donc l’équation 5.3 à notre problème :
min
αi,Lppq
ÿ
i,p
d
`
I∆,ippq, RpαiLppqq
˘
, (5.5)
où I∆,ippq est la valeur du pixel p dans l’image rectifiée I∆,i associée au point de vue
i, avec αi comme coefficient d’exposition, Lppq est la radiance du pixel p dans l’image
rectifiée I∆.
La figure 5.2 montre un exemple du calcul de l’exposition sur une image rectifiée
composée de deux images d’expositions différentes. Le résultat montre bien que l’expo-
sition a correctement été estimée. Cela permet d’avoir une bonne base pour la suite du
processus de gestion de la luminosité.
Une fois l’exposition trouvée pour chaque image I∆,i, ses valeurs sont divisées par
son exposition :
I∆,i Ð
I∆,i
αi
. (5.6)
Le terme ambiant est traité. Cependant, comme expliqué dans le chapitre 1, il reste
à corriger la variation de luminosité, à travers les composantes diffuse et spéculaire, si
on veut pouvoir appliquer un processus d’inpainting dans les meilleures conditions. Nous
traitons de cela dans la prochaine section.
5.3 Propagation de la luminosité : méthodes actuelles
Nous abordons dans cette section les méthodes qui proposent une gestion de la lu-
minosité au sein d’un scénario de Réalité Diminuée.
5.3. PROPAGATION : ÉTAT DE L’ART 135
Figure 5.2 – Exemple de gestion de l’exposition dans le cas de deux images rectifiées
(une “foncée” sur la ligne du haut, une “claire” sur la ligne du bas) en utilisant la
zone centrale (encadrée en rouge) commune aux deux images comme données pour la
minimisation de l’erreur. La colonne de gauche montre les deux images rectifiées sans
l’adaptation de l’exposition. La colonne de droite montre les deux images rectifiées avec
l’adaptation de l’exposition. Nous montrons la gestion dans le cas de plusieurs images
dans le chapitre 7.
À ce stade, nous disposons pour un plan ∆ de son image rectifiée dans laquelle les
variations d’exposition globales ont été effacées :
I∆ “
ď
i
I∆,i
αi
. (5.7)
Cependant, il faut maintenant gérer les différences de luminosité plus locales présentes
au sein de cette image. Sans gestion, la complétion ne sera pas optimale comme montrée
dans la première image de la figure 5.3. En effet, les techniques traditionnelles d’inpaint-
ing ne vont pas prendre en compte :
— les différences entre les pixels ayant une forte luminosité et ceux ayant une faible
luminosité,
— l’absence probable de pixels ayant une luminosité intermédiaire pour compléter
la zone masquée.
Il existe trois méthodes pour gérer cette variation de luminosité dans la complétion.
Kawai et al. [KSY15] prennent en compte directement la gestion de la luminosité dans
leur approche d’inpainting. Elle consiste à minimiser l’énergie suivante dans une zone Ω1
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encadrant le masque Ω :
E “
ÿ
xiPΩ1
ωxi
`
sim1pxi, xj , Txi,xj q ` λ sim2pxi, xjq
˘
, (5.8)
où xi est un pixel de Ω1, xj est un pixel de OzΩ1, ωxi et λ sont des poids, Txi,xj est une
matrice de transformation entre deux pixels xi et xj . La prise en compte de la luminosité
se trouve dans la définition de la fonction de similarité sim1 :
sim1pxi, xj , Txi,xj q “
ÿ
pPW
`
Ippq ´ αxi,xjIpTxi,xjpq
˘2
, (5.9)
où W est l’ensemble des pixels du patch centré en xi et αxi,xj est le coefficient de
luminosité. Ce dernier ajuste la luminosité de la texture dans la zone de données pour
éviter les différences excessives entre celle-ci et la zone masquée. La fonction de similarité
sim2 est définie de la manière suivante :
sim2pxi, xjq “ ‖W ‖
1` e´K‖xi´xj‖´X0 , (5.10)
où ‖ W ‖ est le nombre de pixels dans un patch ; K et X0 sont des hyper-paramètres
globaux (fixés de manière empirique pour toutes les images). Cette fonction favorise
les pixels qui sont proches du masque Ω. Le coefficient αxi,xj est défini, en pratique,
comme le ratio entre les moyennes des valeurs des pixels situés autour de xi et de
xj . L’avantage de cette méthode est d’intégrer directement la prise en compte de la
luminosité dans la fonction de similarité pour compléter le masque. L’inconvénient est
d’avoir, cependant, des hyper-paramètres dont il est nécessaire d’ajuster si on veut avoir
des résultats convenables.
Siltanen [Sil15] dissocie la gestion de la luminosité de la complétion de la texture.
L’image I∆ est d’abord normalisée par l’opération suivante :
I∆,n “ I∆ ` I∆,m ´A, (5.11)
où I∆,m est l’image qui à chaque pixel p associe sa valeur médiane d’un patch centré en p,
A P R est la moyenne des valeurs de l’image I∆,m. Nous avons donc I∆,n qui ne contient
que la texture. La carte de luminosité est obtenu en soustrayant I∆,n à I∆. Le procédé
de complétion est appliqué ensuite à I∆,n. Pour retrouver ensuite les valeurs de la carte
de luminosité dans Ω, une adaptation de luminosité est effectuée. Celle-ci va utiliser
les valeurs d’un ensemble de points de contrôle situés autour de Ω pour la propager
dans Ω. Nous nous baserons pour la suite de ce chapitre sur la méthode de Siltanen
[Sil15].L’avantage de cette méthode est de faire abstraction des variations de luminosité
dans l’inpainting. En effet, l’image qui est traitée par l’inpainting est l’image normalisée
I∆,n. Or, celle-ci, ainsi construite, ne possède pas de variation de luminosité. Il n’est donc
pas nécessaire de modifier l’approche d’inpainting du chapitre 3. La propagation de la
luminosité est effectué dans un traitement indépendant. Ce traitement de la propagation
de la luminosité est détaillée dans la sous-section suivante. L’autre avantage est qu’il est
simple d’intégrer cette méthode dans notre processus de Réalité Diminuée expliqué dans
le chapitre 6.
Enfin, Herling et Broll [HB14] proposent de sélectionner un sous ensemble de
pixels c de la frontière extérieure BΩe qui permettent de représenter/modéliser les va-
riations de la luminosité sur la frontière du masque. À partir des valeurs connues d’une
trame clef où les variations de luminosité sont connues en ces pixels c, une fonction de
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Figure 5.3 – Gestion de la luminosité durant la complétion. La ligne du haut montre
la vérité terrain avec le masque Ω colorié en rouge. La ligne du bas montre les résultat
d’inpainting : sans gestion de luminosité (image de gauche) et avec gestion de la lumi-
nosité (image de droite). On constate que sans gestion de la luminosité, la structure de
la texture est respectée mais des artefacts d’intensité lumineuse créés dans le masque
rendent le résultat exécrable. À l’inverse, le résultat est bien meilleur et beaucoup plus
réaliste si la gestion de la luminosité est prise en compte dans le processus d’inpainting.
correction est estimée entre ces mêmes pixels dans la trame courante :
ψpcq “ 1
θpcq
|ΩKe |ÿ
j“1
`
IKpbKj q ´ IF pbFj q
˘
e´|c´b
K
j
|
1
2
, (5.12)
avec ΩKe représentant la frontière extérieure dans la trame clef et contenant les points
bK1 . . . b
K
|ΩKe |
; ΩFe représentant la frontière dans la trame actuelle et contenant les points
bF1 . . . b
F
|ΩFe |
. Le terme θpcq est un facteur de normalisation défini de la manière suivante :
θpcq “
ΩKeÿ
j“1
e´|c`b
K
j
|
1
2
. (5.13)
Chaque pixel p de la zone masquée est ensuite corrigé par une interpolation bilinéaire
en considérant les coefficients des points du contour les plus proches suivant les quatre
directions cartographiques.
Il n’est donc pas nécessaire de modifier notre approche du chapitre 3 pour tenir compte
de la luminosité vu qu’il suffit d’appliquer la normalisation dans l’image rectifiée I∆. Ce-
pendant, la propagation de luminosité dans le masque Ω de Siltanen [Sil15] a plusieurs
limitations et peut être améliorée. Nous abordons ces limites et notre amélioration dans
la section suivante.
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5.4 Complétion de la carte de luminosité
Dans cette section, nous abordons la manière de compléter la carte de luminosité
générée à partir de la méthode de Siltanen [Sil15] énoncée dans la sous-section précé-
dente. Nous définissons et mettons en évidence les propriétés de ces cartes de luminosité.
Nous décrivons ensuite les méthodes actuellement utilisées pour compléter la zone mas-
quée Ω de la carte de luminosité. Enfin, nous présentons notre méthode pour compléter
les pixels du masque Ω dans la carte de luminosité.
5.4.1 Définition et propriétés
Soit U un domaine de N2, nous définissons Clum comme l’image à valeurs réelles
suivante :
Clum : U Ñ R (5.14)
px, yq ÞÑ Clumpx, yq (5.15)
Clum a les propriétés suivantes :
1. Clum est bornée sur U , on notera zmin et zmax son minimum et son maximum,
tous les deux atteints en un ou plusieurs points ,
2. Clum est de classe C1.
Nous considérons les lignes de niveaux (ou isocontours) définies de la manière suivante :
Hz “
 px, yq P R2,Clumpx, yq ´ z “ 0( (5.16)
pour un ensemble de valeurs échantillonnées dans l’intervalle z P rzmin, zmaxs.
5.4.2 Construction de la carte de luminosité
Pour commencer, l’image I∆ est définie de la manière suivante :
I∆ “ T∆ ` Clum∆, (5.17)
où T∆ est la carte de texture (ou image normalisée) et Clum∆ est l’image de variation de
luminosité (ou carte de luminosité). La séparation est obtenue à partir de l’équation 5.11.
La carte de luminosité Clum∆ est obtenue partir de l’image normalisée I∆,n, qui est
soustraite à I∆ :
Clum∆ “ I∆ ´ I∆,n “ A´ I∆,m, (5.18)
où, pour rappel, I∆,m est l’image qui contient, pour chaque pixel, la valeur médiane
d’un patch centré en celui-ci et A P R est la moyenne des valeurs de l’image I∆,m. Cette
séparation permet de traiter séparément la complétion de la texture de la complétion
de la luminosité. En effet, les deux cartes, par leur propriétés différentes, demandent
chacune une méthode de complétion différente :
— La complétion de T∆ est effectuée par la méthode d’inpainting présentée au cha-
pitre 3.
— La complétion de Clum∆ est effectuée par une méthode différente. Celle-ci, au
lieu de faire des copies de patchs dans le masque Ω, va interpoler les valeurs
du masque à partir des informations d’intensité des pixels situés sur la frontière
extérieure BΩe.
Une fois les pixels de Ω complétés dans T∆ et Clum∆, nous retrouvons I∆ par simple
addition. La figure 5.4 montre un exemple des types de cartes, obtenue à partir d’une
image rectifiée.
Nous présentons maintenant les méthodes couramment utilisées pour la zone mas-
quée Ω de Clum∆.
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Figure 5.4 – Exemple de carte de texture (image de gauche) et de carte de lumino-
sité (image du milieu), extraites à partir d’une image rectifiée (image de droite) via
l’équation 5.11.
Figure 5.5 – Sélection des points de contrôle selon les 8 directions (figure extraite de
Siltanen [Sil15]). Dans l’image de gauche, le masque Ω est centré dans la zone connue
(coloriée en bleu), la valeur de chaque pixel du masque est calculée à partir des valeurs
de 8 points de contrôle. À l’inverse, dans l’image de droite, le masque est au bord de la
zone connue, les pixels n’ont donc que 4 points de contrôle ce qui peut poser problème
dans la propagation des valeurs de ces derniers dans le masque.
5.4.3 Méthodes existantes
Nous présentons les deux principales méthodes utilisées pour corriger la variation de
luminosité dans un cadre de scénario de Réalité Diminuée.
Siltanen [Sil15] propose d’utiliser un ensemble de points de contrôle ci situés autour
du masque Ω pour propager leur valeur dans le masque. Ces points sont sélectionnés de
façon à être répartis de manière uniforme autour du masque. Ensuite, la luminosité de
chaque point du masque p P Ω est calculée comme une combinaison affine de coefficients
inversement proportionnel [She68] à la distance entre p et chacun des points de contrôle :
Ippq “
řn
i“1 ‖ p´ ci ‖´4 Ipciqřn
i“1 ‖ p´ ci ‖´4
, (5.19)
où n est le nombre de points de contrôle considérés et ‖ ¨ ‖ est la norme euclidienne.
Le choix d’utiliser la puissance ´4 est justifiée de manière empirique dans la mesure
où celle-ci apporte une atténuation naturelle des sources de lumière dans des scènes
d’intérieur. En plus, pour réduire le temps de calcul, ils proposent de réduire le nombre
de points de contrôle utilisés par pixel. Pour cela, ils ne considèrent que , pour un pixel
p, les huit points de contrôle les plus proche de p dans les 8 directions majeures comme
montré dans la figure 5.5.
La figure 5.6 montre un exemple de résultat par cette méthode. On constate en effet
que le rendu après adaptation (image du bas) est bien plus réaliste que le résultat sans
adaptation (image du haut).
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Figure 5.6 – Adaptation de la luminosité sur une image complétée (figure extraite
de Siltanen [Sil15]). Sur l’image du haut, on constate clairement la frontière entre le
masque Ω et la zone connue car la texture normalisée n’a pas été traitée pour tenir
compte de la luminosité. À l’inverse, l’image du bas, pour laquelle la luminosité a été
calculée explicitement, fournit un rendu bien plus réaliste.
Si les résultats sont convenables, on constate que la luminosité n’est pas propagée
de manière rigoureuse, surtout pour des masques de grande taille. De fait, l’approche
de Siltanen [Sil15] peut être analysée comme une approche d’inpainting par diffusion
simplifiée : si l’on considère l’ensemble des points de la frontière extérieure BΩe comme
des points de contrôle, on effectue de l’inpainting par diffusion. Or, comme expliqué dans
le chapitre 2, les approches d’inpainting basées diffusion, si elles sont efficaces sur des
petits masques réparties de manière éparses dans l’image, peinent à compléter fidèlement
des masques de grande taille.
Said et al. [STB18] se concentrent sur la complétion de tâches spéculaires qui
peuvent survenir si la surface d’un plan reflète les rayons lumineux d’une source. Pour
cela, ils proposent de modéliser la tâche via une représentation par ellipse. Ils estiment,
à partir des isocontours présents dans la zone connue, les ellipses qui les modélisent. Il
suffit alors de compléter dans le masque Ω les isocontours à partir des paramètres des
ellipses. Nous détaillons cette méthode dans la section suivante.
Bien que cette méthode fonctionne bien pour des tâches spéculaires, le modèle
contraint de l’ellipse empêche de l’utiliser pour une carte de luminosité ayant des iso-
contours qui ne sont pas modélisables par des ellipses. Cependant, nous nous basons
dessus et généralisons leur approche (estimation des isocontours puis propagation) pour
développer notre propre méthode qui est indépendante de la forme des isocontours. Bien
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que leur méthode gère la composante spéculaire, nous pouvons nous en inspirer car les
cartes de luminosité peuvent aussi bien représenter les tâches spéculaires que les varia-
tions de luminosité dues à la composante diffuse. Nous détaillons notre méthode dans
la prochaine sous-section.
5.4.4 Complétion par isocontours
Dans cette section, nous décrivons notre approche de complétion de carte de lumi-
nosité. Cette approche se sert des courbes de Hermite pour compléter les isocontours
au sein d’un masque Ω. Une fois des isocontours complétés, les valeurs estimées sont
propagées par une approche de diffusion classique.
Estimation des isocontours dans la zone connue
À partir de la carte de luminosité Clum, nous devons créer un ensemble d’isocon-
tours. Pour cela, nous utilisons un histogramme de quantification pour segmenter Clum
en plusieurs niveaux d’intensité. Nous considérons qu’un pixel p d’intensité Clumppq est
sur un isocontour Hz si Clumppq “ z et si au moins un pixel de son 4-voisinage V4p a
une intensité Clumppq égale à z´ 1. Concernant le nombre d’isocontours à générer, nous
estimons de manière empirique quel est le nombre minimum de niveaux d’intensité pour
reconstruire la carte Clum à partir de ces isocontours. Un nombre trop faible de niveaux
ne reconstruit pas fidèlement la carte Clum. À l’inverse, un nombre trop élevé n’est pas
nécessaire pour reconstruire fidèlement la carte de luminosité. La figure 5.7 montre l’in-
fluence de ce nombre. On peut y voir qu’un nombre minimal d’isocontours est nécessaire
pour pouvoir reconstruire convenablement la carte Clum. Nous choisissons dans nos ap-
plications d’échantillonner sur 32 niveaux d’intensité, répartis de façon régulière entre
zmin et zmax, ce qui fournit un résultat de reconstruction quasi-parfaite pour toutes les
cartes de luminosité testées. La prochaine sous-section présente notre proposition pour
compléter les isocontours dans le masque Ω.
Détermination des isocontours dans le masque
Maintenant que nous connaissons les isocontours dans la zone connue OzΩ, nous
devons estimer leurs parcours dans le masque Ω. Nous commençons par estimer les
isocontours selon leur niveau d’intensité. Pour cela, nous notons Ik l’ensemble des pixels
de la frontière extérieure BΩe ayant une intensité égale à k :
Ik “ tp P BΩe,Clumppq “ ku (5.20)
Tour d’abord, nous supposons Ω fermé et connexe sans trou, donc avec une seule frontière
continue ; nous avons de ce fait card Ik “ 2n. Comme les isocontours sont continus, tout
isocontour qui entre dans le masque est sensé sortir du masque.
Pour estimer le parcours de chaque isocontour, nous devons maintenant déterminer le
pixel d’entrée ainsi que le pixel de sortie tout en respectant les propriétés de la carte de
luminosité Clum, notamment le fait que deux isocontours ne doivent pas se croiser. Nous
représentons le problème via un graphe circulaire G “ pN,Aq (voir figure 5.8).
Chaque nœud de N est un élément de Ik. Comme δΩ est fermée, nous pouvons créer
une relation de voisinage entre chaque élément de Ik et le graphe ainsi créé est un cycle
simple. Deux points de Ik sont voisins si on peut aller de l’un à l’autre en parcourant
la frontière extérieure sans rencontrer un autre point de Ik. Les arêtes du graphe G
représentent cette relation de voisinage. Dans la figure 5.8, le pixel p1 est voisin avec p2
et p6. Par cette représentation, chaque élément de Ik a exactement 2 voisins.
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Figure 5.7 – Influence du nombre de niveaux d’intensité dans la reconstruction de la
carte de luminosité. Première ligne : vérité terrain. Les lignes suivantes montrent la
reconstruction de Clum avec 8, 12, 16 et 32 niveaux d’intensité. On peut constater que
pour un faible nombre de niveaux (de la deuxième à la quatrième ligne), des détails de
la carte n’ont pas pu être retrouvés. À partir de 32 niveaux d’intensité, la reconstruction
est égale à la vérité-terrain.
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p1 p2
p3p4
p5p6
Ω
Hh
p1
p2
p3
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p5
p6
Figure 5.8 – Représentation par un graphe circulaire d’isocontours traversant le masque
Ω d’une carte de luminosité Clum. Gauche : un isocontour Hh traversant le masque Ω
en 6 points. Droite : la représentation par graphe associée.
L’objectif est maintenant d’associer chaque élément p de Ik avec un autre élément q ‰ p
de Ik. Cette représentation nous permet d’éliminer les combinaisons, qui créent des
intersections entre isocontours. Par exemple, en reprenant l’exemple de la figure 5.8, la
combinaison pp1, p5) n’est pas possible car l’isocontour entrant dans le masque par p6
serait obligé de traverser l’isocontour passant par p1 et p5. En généralisant, on peut
dire qu’une liaison ppi, pjq est valable s’il existe un nombre pair de points de Ik entre les
pixels pi et pj . La figure 5.9 montre les combinaisons possibles qui respectent la propriété
ci-dessus dans le cas où card Ik “ 6.
p1
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p3
p4
p5
p6
p1
p2
p3
p4
p5
p6
p1
p2
p3
p4
p5
p6
p1
p2
p3
p4
p5
p6
p1
p2
p3
p4
p5
p6
Figure 5.9 – Ensemble des combinaisons valables pour le cas à 6 pixels où passe un
isocontour, en utilisant la configuration de la figure 5.8.
Malgré cela, il peut y avoir des configurations où effectivement des isocontours
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peuvent se croiser en raison de la position des pixels et de leur gradient à la fron-
tière extérieure. Pour sélectionner la meilleure combinaison parmi les possibles, nous
minimisons l’énergie suivante :
E “
ÿ
p1,p2PIk
Ed pp1, p2q `
ÿ
p1,p2,p3,p4PIk
Er pp1, p2, p3, p4q (5.21)
avec
Ed pp1, p2q “ longueurpcpp1, p2qq (5.22)
où longueurpcpp1, p2qq est la longueur de la courbe représentant l’isocontour et passant
par p1 et p2 et Er pp1, p2, p3, p4q “ `8 si les courbes générées par pp1, p2q et p3, p4 se
croisent, 0 sinon.
La première énergie favorise les combinaisons qui produisent des isocontours entre
des pixels proches. La deuxième élimine les combinaisons où deux isocontours se croisent.
Maintenant que nous avons expliqué comment sont sélectionnées les combinaisons, nous
décrivons dans la prochaine sous-section comment nous complétons un isocontour pas-
sant dans le masque Ω.
Construction par les courbes de Hermite
Soit un isocontour passant dans le masque Ω joignant les points M1 et M2 de la
frontière BΩe. Les tangentes normalisées de l’isocontour aux points M1 et M2 sont
respectivement notées ÝÑm1 et ÝÑm1. Pour compléter un isocontour dans le masque Ω,
nous utilisons des polynômes cubiques de Hermite. On appelle polynôme cubique de
Hermite un polynôme de degré trois qui est le polynôme de degré minimal interpolant
une fonction en deux points et leurs tangentes. Nous définissons d’abord l’interpolation
de Hermite.
Définition 5.4.1. Cas d’une fonction à une variable
Soit f une fonction de classe C1 d’une variable définie sur un segment ra, bs et à va-
leurs réelles. Soient x1 et x2 deux points distincts de ra, bs. Si fpx1q “ y1, fpx2q “ y2 et
f 1px1q “ m1, f 1px2q “ m2, alors il existe un unique polynôme P pXq “ aX3`bX2`cX`d
de degré 3 tel que
P px1q “ y1, P px2q “ y2, P 1px1q “ m1, P 1px2q “ m2 (5.23)
Définition 5.4.2. Cas d’une courbe paramétrée
Soit cptq “ pxptq, yptqq une courbe de classe C1 de R2 définie sur un intervalle rt1, t2s. La
courbe c atteint le pointM1 “ px1, y1q (respectivementM2 “ px2, y2q) à t “ t1 (respecti-
vement t “ t2) avec une tangente égale à ÝÑm1 “ pu1, v1q (respectivement ÝÑm2 “ pu2, v2q).
Il existe un polynôme P pXq “ a1X3 ` b1X2 ` c1X ` d1, à valeur dans R2, de degré 3
tel que :
P pt1q “ px1, y1q, P pt2q “ px2, y2q, P 1pt1q “ pu1, v1q, P 1pt2q “ pu2, v2q (5.24)
(5.25)
L’avantage des polynômes de Hermite est d’utiliser la valeur de la tangente aux
points d’entrée et de sortie pour définir le parcours de l’isocontour.
Cependant, si les points sont connus, nous devons décider de la norme des tangentes
(actuellement normalisées) ainsi que de l’intervalle rt1, t2s.
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Figure 5.10 – Influence de la norme de la tangente dans le calcul des polynômes de
Hermite. Une norme faible conduit à des courbes dont l’allure ressemble à des droites
(deuxième ligne, image de gauche). À l’inverse, une norme élevée conduit à des problèmes
de courbures (deuxième ligne, image de droite). L’image de droite de la première ligne
montre un cas intermédiaire où les isocontours ont des courbures attendues.
Choix des normes des tangentes Le choix de la norme des tangentes ÝÑm1 et ÝÑm2
aux points M1 et M2 où l’isocontour traverse le masque Ω a une influence sur la forme
de la courbe comme le montre la figure 5.10. Une valeur faible crée une courbe avec
une courbure plus forte aux points M1 et M2 et faible à l’intérieur du masque (nous
sommes proches d’une droite). À l’inverse, une valeur élevée va créer des courbes avec très
“raides”, c’est-à-dire avec les courbures très faibles aux points M1 et M2 et concentrer
la courbure vers les paramètres au centre de l’intervalle créant presque des “cassures”.
Pour gérer les deux situations, nous proposons de baser la norme sur la distance entre les
points d’entrée et de sortie de l’isocontour dans le masque Ω, de ce fait la paramétrisation
induite sera cohérente entre les courbes. Cette cohérence entre les différentes courbes
est importante car nous souhaitons éviter les intersections entre isocontours.
‖ ÝÑmi ‖“‖M2 ´M1 ‖2 . (5.26)
Choix de l’intervalle rt1, t2s Intuitivement, l’intervalle rt1, t2s représente le temps
pour parcourir la courbe entre les points M1 et M2. Donc des intervalles de même
longueur vont créer les mêmes courbes : on peut fixer arbitrairement l’une des extrémités
de l’intervalle. Par commodité et sans perte de généralité, nous fixons t1 “ 0, nous
devons maintenant choisir t2. La première ligne de la figure 5.11 nous montre l’influence
du choix de ce paramètre dans la génération des courbes. Une valeur t2 proche de t1 “ 0
va laisser un temps court pour parcourir la distance entre M1 et M2 et donc tendre
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Figure 5.11 – Influence de l’intervalle rt1, t2s dans le calcul des polynômes de Her-
mite. Un intervalle de longueur élevée va laisser un temps long et créer des courbes plus
amples ce qui est favorable pour les courbes qui ont des tangentes d’entrée et de sortie
de directions opposées (première ligne, image de droite). À l’inverse, un intervalle ayant
une longueur faible va tendre les courbes (car elles ont moins de temps pour parcourir
la distance entre les deux points) ; ce qui est attendu pour les courbes dont les tan-
gentes partagent la même direction (deuxième ligne, image de gauche). L’image de la
deuxième ligne montre notre proposition de gestion dynamique de l’intervalle en fonc-
tion du produit scalaire (cf . équation 5.27) entre les deux tangentes (ici avec α “ 1.5).
Notre résultat est celui qui se rapproche au mieux de la vérité-terrain (première ligne,
image de gauche, le masque Ω est encadré en jaune).
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les isocontours ; ceci est souhaitable si les tangentes d’entrée et de sortie ÝÑm2 et ÝÑm2
sont proches. Par contre, les courbes dont les tangentes d’entrée et de sortie ont des
directions opposées vont générer une courbe en boucle, et donc doivent pouvoir répartir
la courbure le long d’une courbe plus longue. De ce fait, une valeur t2 plus élevée va
créer des courbes plus amples, de forme attendue pour celles qui des tangentes d’entrée
et de sortie ayant des directions opposées. Par contre, les courbes, dont les tangentes
d’entrée et de sortie ont la même direction, vont avoir une courbe en boucle alors qu’on
attend une courbure plus faible. Pour gérer de manière dynamique les deux situations,
nous proposons de calculer le terme t2 en utilisant le produit scalaire entre les deux
tangentes :
t2 “
‖
ÝÝÝÝÑ
M1M2 ‖ 1
2
‖ ÝÑmi ‖2 ´ α p
ÝÑm1|ÝÑm2q (5.27)
où ‖ ¨ ‖2 est la norme euclidienne, est la distance centripète [YSK11] et α est un pa-
ramètre pour contrôler l’influence du produit scalaire dans la génération des courbes.
L’image de gauche de la deuxième ligne de la figure 5.11 montre un exemple de com-
plétion d’isocontour avec un intervalle rt1, t2s variant en fonction de l’équation 5.27. On
peut constater que les deux types d’isocontours sont gérés, ce qui n’est pas le cas des
images de la première ligne.
Cas d’un masque ouvert
Nous avons considéré précédemment que le masque Ω était fermé. Cependant, il est
possible que celui-ci soit ouvert. En effet, dans notre contexte de Réalité Diminuée, les
objets à effacer sont souvent collés aux murs. Cela génère, dans les images rectifiées, des
masques qui se situent aux bords. Dans cette situation, il est probable qu’un isocontour
qui entre dans le masque, sorte par la frontière intérieure du masque qui est située aux
bords. Or, n’avons donc pas de frontière extérieure dans cette partie de l’image, c’est-à-
dire, que nous n’avons pas d’information utilisable pour construire les isocontours.
Nous devons donc imaginer le point de sortie d’un isocontour donné ainsi que sa tan-
gente en ce point. Pour cela, nous proposons de faire une diffusion anisotrope [TD05]
uniquement sur la zone du masque Ω qui se situe au bord de l’image afin d’avoir une
estimation qui respecte la continuité de la carte de luminosité. Il suffit après, pour un
niveau d’intensité donné, d’ajouter les points des bords de l’image au graphe défini dans
la section 5.4.4. La figure 5.12 montre deux cas où le masque est situé aux bords de
l’image. On peut constater la diffusion fournit une estimation correcte de la position des
points de sortie ainsi que de leur tangente.
Génération de la carte de luminosité
Une fois les courbes des isocontours reconstruites dans le masque Ω, on peut générer
simplement la carte de luminosité par une approche de diffusion [TD05]. Auparavant, si
notre méthode de sélection via un graphe nous garantit que les isocontours de même in-
tensité ne se croisent, cela n’est pas le cas si les isocontours ne sont pas de même intensité.
Nous devons nous assurer que les isocontours d’intensité différente ne se croisent pas.
Cette régularisation est abordée dans les perspectives. Un flou gaussien est finalement
appliqué pour lisser les rares isocontours qui auraient été mal reconstruites.
5.4.5 Résultats
Dans cette sous-section, nous présentons des résultats de notre méthode, qui est
comparée avec l’approche par point de contrôle de Siltanen [Sil15] et par une approche
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Figure 5.12 – Construction d’isocontours dans des cas où le masque est aux bords de
l’image (encadré en jaune). Le fait d’initialiser avec une diffusion le long du bord de
l’image permet d’avoir une bonne estimation pour compléter chaque isocontour dans le
masque Ω.
classique de diffusion [CS01b].
Nous comparons d’abord les résultats concernant la complétion des isocontours. Nous
comparons ensuite les cartes de luminosité complétées des trois approches. Enfin, nous
comparons le rendu final avec la carte de texture associée. Dans ce dernier cas, nous
utilisons notre approche d’inpainting expliquée dans le chapitre 3.
Comparaisons des isocontours
Nous comparons dans les figures 5.13 et 5.14 les isocontours reconstruites dans un
masque Ω. Nous pouvons constater que notre méthode fournit un meilleur respect de
la trajectoire des isocontours que les deux autres méthodes, notamment au centre du
masque et au bord du bas de l’image.
Comparaisons des cartes Clum
Nous comparons les cartes de luminosité Clum à partir des situations des figures 5.13
et 5.14. Les figures 5.15 et 5.16 montrent les cartes complétées. Nous pouvons consta-
ter globalement que notre méthode arrive à compléter convenablement des masques de
grande taille dans des cartes de luminosité. Le fait de guider la diffusion via les iso-
contours construits via les polynômes de Hermite fournit un meilleur résultat qu’une
diffusion classique ou qu’une propagation par points de contrôle.
Comparaison d’images rectifiées (avec texture)
Nous comparons ici le rendu final d’une image rectifiée. Pour rappel, celle-ci est di-
visée en deux images : une carte de texture et la carte de luminosité. La première est
complétée avec la méthode d’inpainting du chapitre 3. La variation de la résolution est
contrôlée avec le critère de confiance du chapitre 4.
Nous pouvons constater que notre méthode permet d’avoir un rendu bien plus réaliste
qu’avec une propagation classique. Dans la figure 5.17 par exemple, nous pouvons aper-
cevoir une tâche d’ombre au centre du masque (image de gauche), ce qui n’est pas le cas
avec notre méthode (image de droite). Comme la carte de luminosité peut aussi représen-
ter la composante spéculaire, nous avons testé sur une texture non mate (cf . figure 5.18).
Notre méthode fournit également de bons résultats par rapport aux autres méthodes,
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Figure 5.13 – Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en jaune ; image de droite :
méthode des points de contrôle de Siltanen [Sil15]. Deuxième ligne : image de gauche,
méthode par une propagation basée diffusion [CS01b] ; image de droite : notre méthode
par reconstruction des isocontours avec les polynômes de Hermite. On peut constater
des problèmes de discontinuités à la frontière dans le résultat de Siltanen [Sil15]. De
plus, le résultat aux bords est très éloigné de la vérité-terrain. L’approche diffusion et
la nôtre arrivent à respecter le trajet des isocontours par rapport à la vérité-terrain.
Notons que nos isocontours sont plus lisses que ceux de la diffusion.
notamment en terme de propagation de l’intensité. Les deux premières approches (pre-
mière ligne, image de droite et deuxième ligne, image de gauche) vont propager plus loin
de prévu les valeurs élevées d’intensité lumineuse alors que notre méthode (deuxième
ligne, image de gauche) contrôle mieux cette propagation.
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Figure 5.14 – Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en jaune ; image de droite :
méthode des points de contrôle de Siltanen [Sil15]. Deuxième ligne : image de gauche,
méthode par une propagation basée diffusion [CS01b] ; image de droite : notre mé-
thode par reconstruction des isocontours avec les polynômes de Hermite. Comme dans
la figure 5.13, nous observons des problèmes aux bords pour les approches par point
de contrôle [Sil15] et par diffusion [CS01b]. Notons aussi les problèmes de propagation
dans le masque. En construisant les isocontours d’abord, notre méthode permet de mieux
gérer la structure dans les grands masques.
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Figure 5.15 – Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en rouge ; image de droite :
méthode des points de contrôle de Siltanen [Sil15]. Deuxième ligne : image de gauche,
méthode par une propagation basée diffusion [CS01b] ; image de droite : notre méthode
par reconstruction des isocontours avec les polynômes de Hermite.
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Figure 5.16 – Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en rouge ; image de droite :
méthode des points de contrôle de Siltanen [Sil15]. Deuxième ligne : image de gauche,
méthode par une propagation basée diffusion [CS01b] ; image de droite : notre méthode
par reconstruction des isocontours avec les polynômes de Hermite.
Figure 5.17 – Application d’une carte de luminosité à une texture Gauche : avec une
méthode par diffusion [CS01a]. Droite : avec notre méthode de reconstruction des iso-
contours. On peut constater sur l’image de gauche une ombre au milieu du masque, ce
qui casse le réalisme du rendu. À l’inverse, notre méthode fournit un rendu bien plus
réaliste car la luminosité a été bien mieux propagée.
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Figure 5.18 – Comparaison des méthodes de complétion sur une image fronto-parallèle
non mate. En haut, à gauche : vérité-terrain (masque encadré en rouge). En haut, à
droite : avec la méthode des points de contrôle [Sil15]. En bas, à gauche : avec une
méthode par diffusion [CS01a]. En bas, à droite : avec notre méthode de reconstruction
des isocontours. Les deux premières méthodes propagent plus loin qu’attendu les valeurs
d’intensité les plus élevées de la tâche spéculaire du bas. À l’inverse, notre méthode
contrôle mieux cette propagation.
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5.5 Gestion des tâches spéculaires et perspectives
Après avoir abordé la gestion de la luminosité ambiante et de la composante diffuse,
nous traitons dans cette section de la gestion de la composante spéculaire. Cette com-
posante n’a pas été approfondie durant la durée de la thèse car nous supposions que la
surface était une surface de Lambert. Nous proposons une extension possible en inté-
grant deux approches qui traitent du cas spéculaire. Premièrement, nous détaillons une
méthode [MT14] permettant de détecter les tâches spéculaires dans une image. Deuxiè-
mement, nous expliquons la méthode [STB18] évoquée dans la section précédente pour
compléter les tâches spéculaires dans une image.
5.5.1 Distinction entre les composantes diffuse et spéculaire
Comme mentionné dans la section 5.4, la carte de luminosité peut aussi bien repré-
senter l’illumination venant de la composante diffuse que celle venant de la composante
spéculaire. Notre méthode peut donc aussi bien compléter une zone masquée d’une
carte Clum qui représente la composante spéculaire d’une image rectifiée I∆. Cependant,
comme énoncé en introduction, les tâches spéculaires varient en fonction de la position
de l’observateur. On peut confondre les deux composantes (spéculaire et diffuse) dans
le cas d’une image rectifiée construite à partir d’un seul point de vue. Par contre, il est
nécessaire de les traiter de manière différente dans le cas où l’image rectifiée est obte-
nue à partir de plusieurs points de vue. La normalisation (cf . équation 5.11) permet de
séparer la texture, représentée par la carte de texture T∆, de la luminosité stockée dans
Clum∆. Il faut donc encore dissocier la composante spéculaire de la composante diffuse
dans Clum∆. Nous proposons pour cela d’utiliser deux méthodes de l’état de l’art :
1. Une première méthode [MT14] qui détecte dans une image les tâches spéculaires
présentes.
2. Une deuxième méthode [STB18] qui complète les tâches spéculaires cachées en
partie par un masque Ω présent dans l’image.
5.5.2 Détection des tâches spéculaires
Morgand et Tamaazousti [MT14] proposent, pour détecter les tâches spéculaires,
de définir un seuillage dynamique. Celui-ci est appliqué dans l’espace de couleur HSV
car cela permet de mieux représenter la sensibilité de l’œil humain à la lumière [OT06].
De plus, les tâches spéculaires sont caractérisées, dans l’espace HSV, par une saturation
faible S et une valeur V élevée.
Tout d’abord, ils effectuent un pré-traitement dans le cas où une image est saturée.
Pour cela, ils calculent, une valeur appelée « brillance » B associée à l’image. Celle-ci
est comparée à un seuil de brillance Tb. Si B ą Tb, le contraste est réduit sur l’ensemble
de l’image de manière progressive jusqu’à ce que la nouvelle valeur de B soit inférieure
au seuil Tb.
Ensuite, ils calculent le seuil idéal Tv selon la valeur V à partir de la brillance B sachant
que empiriquement, le seuil idéal Tv est deux fois supérieur à B. Quant au seuil de
saturation Ts, il est laissé constant, quelque soit l’image considérée. Un pixel p fera
partie d’une tâche spéculaire si :
V ppq ą Tv et Sppq ă Ts. (5.28)
Les pixels sont ensuite regroupés [Sb85] pour former des régions qui représentent des
tâches spéculaires possibles. Enfin, un post-traitement est effectué pour éliminer les faux
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positifs détectés dans le cas d’images saturées. Pour cela, ils font varier les deux seuils
Ts et et Tv sur les régions détectées. Une région sera considérée comme spéculaire si la
variation de l’aire est constante par rapport à la variation des deux seuils.
La carte de luminosité Clum∆ peut maintenant être considérée comme la somme des
images suivantes (ce qui est possible d’après le modèle de Phong [Pho75]) :
Clum∆ “ Clum∆,d`Clum∆,s (5.29)
où Clum∆,d est la carte de la composante diffuse et Clum∆,s est la carte de la composante
spéculaire. La carte Clum∆,s est obtenue en récupérant les valeurs des pixels appartenant
aux régions détectées précédemment. La carte diffuse Clum∆,d est obtenue en complé-
tant les zones considérées comme des tâches spéculaires dans Clum∆ (elles font partie
dorénavant du masque Ω). Les parties du masque Ω dans Clum∆,s sont complétées avec
la méthode de la sous-section suivante.
5.5.3 Complétion des tâches spéculaires
Said et al. [STB18] se concentrent sur la complétion de tâches spéculaires qui
peuvent survenir si la surface d’un plan reflète les rayons lumineux d’une source. Pour
cela, ils proposent de modéliser la tâche spéculaire via une représentation par ellipse.
Ils partent du principe qu’une tâche spéculaire génère des isocontours qui sont concen-
triques. Les isocontours peuvent donc être modélisés par des ellipses. Ils estiment donc,
à partir des isocontours présents dans la zone connue, les caractéristiques des ellipses qui
les modélisent. Or, comme dans notre méthode, les isocontours estimés dans le masque
peuvent se croiser. Pour contrer cela, Said et al. [STB18] se servent du fait que les
isocontours sont concentriques dans le cas spéculaire. Les ellipses qui ne respectent pas
cette propriété sont retirées du processus. Ensuite, les pixels passant par une ellipse
obtiennent la valeur de l’isocontour associé. À partir de ces estimations, ils propagent
dans la zone masquée les valeurs reconstruites en utilisant les splines Thin-Plate comme
moyen d’interpolation.
La figure 5.19 montre un exemple de propagation de la luminosité dans le cas spéculaire.
À partir d’une zone connue entourant le masque Ω (images de gauche), chaque isocon-
tour est estimé par une ellipse. Cette estimation permet alors de compléter les pixels
qui font partie de cette ellipse (images du milieu). Il est alors possible de compléter la
luminosité à l’intérieur du masque (images de droite).
5.5.4 Cas de la régularisation
Comme évoqué dans la section 5.4, il faut s’assurer que les isocontours que nous
avons complétés ne se croisent pas. À l’inverse de Said et al. [STB18], nous n’avons pas
l’hypothèse de concentricité (il peut y avoir des “cols” dans la carte Clum). Une idée
naïve est de ne pas tenir compte de ces isocontours pour générer la carte de luminosité.
Cependant, une idée plus intéressante est de faire varier a posteriori les intervalles de
temps et les normes des tangentes de chaque isocontour en minimisant par exemple une
énergie qui pénaliserait les courbes qui se croisent.
5.6 Conclusion
Dans ce chapitre, nous avons abordé le cas de la luminosité dans le cadre d’un scé-
nario de Réalité Diminuée. Nous avons rappelé les trois composantes de la littérature
[Pho75] qui définissent la luminosité dans un environnement. Pour chacune des trois
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Figure 5.19 – Propagation de la luminosité par estimation des isocontours via une
représentation par ellipse des tâches spéculaires (figure extraite de Said et al. [STB18]).
Chaque ligne correspond à une image issue d’une frame. Colonne de gauche : image
d’entrée, la zone encadrée en rouge est la zone masquée, la zone encadrée en violet est la
zone d’estimation des isocontours. Colonne du milieu : chaque isocontour est défini par
une ellipse ; il est possible alors, pour chaque isocontour, d’interpoler son passage dans
la zone masquée. La propagation de la luminosité est ensuite guidée par ces isocontours.
Colonne de droite : rendu final.
composantes, nous avons utilisé des méthodes existantes adaptées à notre problème,
notamment dans le cas de l’illumination ambiante et de la composante spéculaire.
Pour la composante diffuse, nous avons proposé une amélioration des méthodes cou-
rantes pour compléter la carte de luminosité qui représente l’illumination diffuse. Pour
cela, nous avons d’abord construit les isocontours qui traversent le masque en utilisant
les polynômes de Hermite. À partir de là, il est possible de générer efficacement la carte
de luminosité dans la zone masquée.
Dans les prochains chapitres, nous aborderons les applications que permettent les dif-
férents chapitres de cette partie. Nous parlerons notamment dans le chapitre 6 du cas
où nous avons plusieurs vues à projeter dans l’image rectifiée. La problématique sera de
décider notamment quelle donnée copier si des pixels de plusieurs vues sont projetées
au même endroit de l’image.
Nous parlerons également dans le chapitre 7 de l’extension à la géométrie non planaire
à travers la texturisation de modèles représentés par des surfaces canaux.
Enfin, nous présenterons dans le chapitre 8 une application temps-réel de Réalité Dimi-
nuée qui fait la synthèse de toutes les approches utilisées et développées durant cette
thèse.
Troisième partie
Applications
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Chapitre 6
Scénarios de Réalité Diminuée à
partir d’une ou plusieurs images
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Dans ce chapitre, nous allons aborder deux scénarios de Réalité Diminuée qui se
basent sur les notions abordées dans les précédents chapitres. Ces scénarios sont illustrés
à travers deux applications de preuve de concept chez Innersense. Faisant partie de
l’équipe R&D d’Innersense, j’ai beaucoup participé à ces intégrations.
6.1 Scénario à partir d’une image : l ’application « feuille
blanche »
L’application « feuille blanche » est la première application interactive développée
par le pôle R&D d’Innersense où les travaux de cette thèse ont été intégrés. Réalisée
en 2017, le critère de confiance (cf . chapitre 4) était la seule contribution développée et
intégrée dans l’application. Elle avait pour objectif d’effectuer un scénario de Réalité Di-
minuée basée sur une unique image dans laquelle on voit une page blanche A4. L’idée est
d’utiliser les dimensions connues de la feuille blanche pour la considérer comme un mar-
queur de Réalité Augmentée. L’avantage de cette application est de n’avoir besoin que
d’une seule image, une contrainte forte est d’apercevoir clairement une feuille blanche A4.
Pour détecter la feuille A4, l’utilisateur est invité à sélectionner le centre de la feuille
dans l’image. Les coins sont ensuite automatiquement calculés à partir de ce centre. Pour
cela, nous nous basons sur le fait que la feuille soit blanche pour appliquer un seuillage
sur l’image afin de ne garder que les valeurs les plus élevées. Ensuite, nous effectuons
un agrandissement de région (ou region growing) sur l’image binaire générée à partir
du seuillage. Pour rappel, le principe du region growing est d’étendre la zone autour de
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pixels clefs appelés seed points à partir d’un critère de sélection utilisé pour comparer
les pixels autour des seed points. Si un pixel voisin à un seed point valide le critère de
sélection, il devient à son tour un point clef, ou seed point. La zone s’agrandit donc, de
manière itérative, en comparant la frontière extérieure avec la frontière intérieure de la
zone. Dans notre cas, le centre de la feuille sélectionné par l’utilisateur est notre seed
point tandis que le critère de sélection est le fait de partager la même intensité (qui vaut
ici 1 au pixel du centre de la feuille). Enfin, nous sélectionnons les pixels représentant les
coins de la feuille en adaptant le critère Cppq de Criminisi et al. [CPT03] et explicité
dans l’équation 2.19 du chapitre 2. L’idée du critère est la suivante : les pixels des coins
de la feuille ont moins de pixels voisins qui appartiennent à la région générée précédem-
ment que les autre pixels de la feuille. Ils auront donc une valeur Cppq plus faible que
celle des autres pixels. Nous sélectionnons donc les quatre pixels dont le critère Cppq est
le plus faible.
Une fois les coins calculés, nous pouvons calculer l’homographie H associant les
coins visibles dans l’image et leurs coordonnées dans le plan du sol. La matrice K
des paramètres intrinsèques est supposée connue puisqu’elle est fournie directement par
Android ou iOS. Comme expliqué dans le chapitre 4, nous pouvons en déduire la matrice“
R | T‰ des paramètres extrinsèques de la caméra.
La position de la caméra étant maintenant connue, les plans des murs sont détermi-
nés à partir d’un tracé interactif de lignes par l’utilisateur sur la frontière séparant les
deux plans dans l’image rendue.
Les zones de chaque plan sont ensuite rectifiées selon l’homographie appropriée. Chaque
image rectifiée voit sa luminosité normalisée (cf . chapitre 5). La zone cachée par le
masque était complétée par une approche d’inpainting couplé au critère de confiance
défini au chapitre chapitre 4. Au moment où l’application était développée (les contri-
butions du chapitre 3 n’étaient pas encore implémentées), l’utilisateur était invité à
choisir l’algorithme d’inpainting adapté à la texture. La figure 6.1 montre un exemple
de rendu de cette application.
6.2 Scénario à partir de plusieurs images : RemoveMyK-
itchen
Alors que l’application précédente ne permettait qu’une interaction statique (une
seule image), RemoveMyKitchen propose d’effectuer un scénario de Réalité Diminuée
permettant d’obtenir un modèle complet d’une pièce vidée de tous ses éléments (sauf les
portes et les fenêtres). RemoveMyKitchen se base notamment sur les travaux la thèse de
Gohard [Goh18] sur la reconstruction d’intérieur afin d’obtenir la structure d’une pièce
simple à partir d’un ensemble de prises de vue ainsi que les poses caméras associées.
6.2.1 Reconstruction de la pièce
Nous abordons dans cette sous-section la reconstruction de la pièce à partir de plu-
sieurs images prises par l’utilisateur. Les images enregistrées servent à la reconstruction
mais aussi à la diminution expliquée dans la prochaine sous-section. Nous expliquons de
manière succincte la première étape.
Tout d’abord, l’utilisateur est invité à prendre plusieurs photos de la pièce. Les pho-
tos doivent former un ensemble qui couvre toute la pièce. Cependant, il est nécessaire
d’apercevoir sur chaque photo prise par l’utilisateur un coin à l’intersection entre trois
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Figure 6.1 – Effacement d’une pièce à partir d’une seule image via l’application « feuille
blanche ». Le plan du sol est complété via un inpainting basé PatchMatch avec critère
de confiance. Le plan du mur de droite est complété via une synthèse et un recalage
(expliqué dans la suite du chapitre). Le plan du mur de droite est complété via un
inpainting basé PatchMatch. La fenêtre est et traitée à part (sélection manuelle par
l’utilisateur) et complétée via un inpainting basé offsets.
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Figure 6.2 – Reconstruction d’une pièce à partir des données fournies par l’utilisateur.
Le tracé vert représente la reconstruction avant optimisation tandis que le tracé bleu
représente la reconstruction après optimisation (figure extraite de Gohard [Goh18]).
plans de la pièce (généralement le plan du sol et deux plans du mur). Celui-ci doit vrai-
ment être visible. Sur chaque image, les droites correspondant aux intersections entres
deux murs voisins sont également fournies par l’utilisateur (dessinées de façon interac-
tive). La connaissance des coins et des droites permet d’avoir une première estimation
de la géométrie de la pièce 1. La résolution se fait via g2o [Küm+11]. La figure 6.2 nous
montre la représentation géométrique d’une pièce avant et après optimisation.
Nous demandons à l’utilisateur de pointer, pour chaque plan, le centre d’une zone conte-
nant une tuile répétitive d’une texture à structure régulière pour pouvoir appliquer une
synthèse à partir de cette zone si nous manquons d’information pour effectuer une com-
plétion par inpainting dans ce plan. Enfin, l’utilisateur est invité à encadrer, dans chaque
image, les objets à effacer.
Nous nous retrouvons avec à ce stade avec les données suivantes :
— l’ensemble de prises de vue utilisées durant la reconstruction de la pièce,
— les poses caméra associées à chaque prise de vue,
— les plans délimités de la pièce,
— les masques des objets à supprimer (définis par l’utilisateur),
— les zones de textures à synthétiser.
6.2.2 Diminution de la scène
Nous détaillons dans cette section la brique de diminution de la scène à partir des
données obtenues précédemment. La figure 6.3 montre les différentes étapes de ce pro-
cessus.
Dans la suite du chapitre, nous utilisons la convention du la figure 6.4 concernant
le repère caméra : l’axe ÝÑz part du centre C de la caméra pour aller vers l’arrière de la
caméra.
Calcul de l’homographie
Pour rappel, nous calculons, pour chaque plan, une homographie pour éliminer les
distorsions dues à la perspective. Nous définissons une image I∆ rectifiée correspondant
au plan ∆. Celle-ci représente le plan ∆ vu de face. Pour chaque prise de vue Ii, nous
calculons plus particulièrement l’homographie H∆i qui projette la zone appartenant au
1. Si le lecteur veut plus d’informations, il est invité à lire le chapitre 5 de la thèse de Gohard [Goh18].
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Figure 6.3 – Détails de la brique de diminution de RemoveMyKitchen
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Figure 6.4 – Schéma de la convention utilisée pour le repère caméra.
plan ∆ dans l’image Ii dans l’image rectifiée I∆. Pour cela, nous associons quatre points
de Ii et quatre points de I∆.
Nous proposons de trouver des candidats à partir des coins du plan ∆. Les coins du
plan ∆ sont connus en 3D suite à l’étape de reconstruction de la pièce présentée dans la
sous-section 6.2.1. Nous définissons plusieurs types de plans selon qu’ils soient visible ou
pas par rapport à l’image que l’on veut rectifier. Nous adoptons, à partir de maintenant,
la convention de la figure 6.4 pour le modèle caméra.
Définition 6.2.1. Soit un point p P P4, l’espace projectif de R3 et C une caméra
définie par les matrices K de taille 3ˆ4 (paramètres intrinsèques) et T´1 de taille 4ˆ4
(contenant la rotation R et la translation t associées à la pose caméra). p est observable 2
selon C si :
p T´1pqz ă ´f (6.1)
où p T´1pqz est la coordonnée selon ÝÑz de T´1p et f est la focal de la caméra C.
Définition 6.2.2. Soit ∆ un plan fini délimité par les 4 coins ci, i P r1, 4s et soit C une
caméra définie par K et T .
∆ est observable selon C s’il existe au moins un coin ci qui est observable selon C.
∆ est strictement observable selon C si tous les coins ci sont observables selon C.
∆ est non observable selon C si aucun des coins ci n’est observable selon C.
Nous appelons zone observable d’un plan fini ∆ (notée vp∆q) l’ensemble des points
observables de ∆. On a donc :
∆ est observable selon C si vp∆q ‰ H
∆ est strictement observable selon C si vp∆q “ ∆
∆ est non observable selon C si vp∆q “ H
La figure 6.5 montre plusieurs exemples de plans définis ci-dessus.
Soit un ∆ un plan observable, on note L∆ l’ensemble des coins de ∆ réordonnés dans
l’ordre croissant selon l’axe ÝÑz de la caméra et orienté par la convention de la figure 6.4.
Nous construisons à partir de L∆ un ensemble Lv∆ où tous les coins sont visibles. Soit
cv P L∆ le coin le « plus loin » de C :
cv “ argmaxcv
`
T´1czv ă T´1cz
˘
(6.2)
Nous définissons également une relation d’équivalence entre deux plans finis
2. Dans la littérature [HZ04], on dit plutôt qu’un point p valide le cheirality test . Le terme n’ayant pas
d’équivalent français, nous utilisons le terme observable. Cependant, si le lecteur veut plus d’information
à ce sujet, il devra plutôt utiliser le terme anglophone.
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Figure 6.5 – Exemples de plans observables (milieu), strictement observables (gauche)
et non observables (droite) ar la caméra C. Chaque plan est représenté vu de dessus.
La zone observable (respectivement non observable) est coloriée en vert (respectivement
en rouge). La droite dC représente l’intersection entre le plan géométrique généré par le
plan-image et le plan ∆ (encadré par les coins ci).
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Figure 6.6 – Exemple de relations d’équivalence entre plusieurs plans finis représen-
tant un même plan géométrique. Dans cet exemple, nous avons ∆1 (composé des coins
tci, i P r|1, 4|su et ∆2 (composé des coins tci, i P r|5, 9|su) qui sont équivalents. Mais ∆1
et ∆3 (composé des coins tci, i P r|10, 13|su) ne partagent pas la même zone visible ; ils
ne sont donc pas équivalents.
Définition 6.2.3. Soient deux plans finis ∆1 et ∆2 d’une même plan géométrique. Soit
C une caméra On dit qu’ils sont équivalents selon C si
vp∆1q “ vp∆2q (6.3)
La figure 6.6 montre quelques exemples de plans équivalents.
Plusieurs cas se dessinent :
— Soit le plan est strictement observable : tous les coins ont une projection dans le
plan image de C. Nous posons simplement Lv∆ “ L∆
— Soit le plan est non observable : Lv∆ “ H. Nous ne traitons pas ce plan pour cette
prise de vue.
— Soit le plan est observable : Nous cherchons un plan strictement observable équi-
valent. Pour cela, nous notons Lnv∆ Ă L∆ l’ensemble des points non visibles. Nous
cherchons pour chaque coin c P Lnv∆ un ou plusieurs points observables. Pour cela,
nous considérons la fonction de projection sur le plan image de C proj suivante :
proj : R3 ˆ Lv∆ Ñ R3 (6.4)
pp,pvq ÞÑ p` αÝÝÝÝÑpv ´ p (6.5)
où α est calculé de sorte que projppq soit dans le plan image de C, pv P Lv∆ et
p P Lnv∆ .
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Figure 6.7 – Recherche d’un plan strictement observable équivalent à un plan observable
selon une caméra C : présentation des trois cas possibles. Première ligne : les trois types
de plans observables. Deuxième ligne : les équivalents strictement observables de chaque
plan de la première ligne.
Trois cas se présentent comme montrés sur la figure 6.7.
— Seul un coin est non observable, nous appliquons proj à ce dernier avec ces deux
coins voisins (et donc observables).
— Deux coins sont non observables, nous appliquons proj à chaque coin non obser-
vable avec pour chacun son coin voisin observable.
— Un seul coin est observable, nous appliquons proj à ses coins voisins non obser-
vables.
Nous retrouvons donc avec un plan strictement observable.
Nous projetons chaque coin dans le plan image. Ensuite, nous calculons l’intersection
entre le quadrilatère projeté et formé des coins du plans et du domaine de l’image. Cela
permet d’avoir la zone à rectifier ainsi que des points dont nous pouvons connaître la
position dans l’image rectifiée pour calculer l’homographie H associée.
Ajout dans l’image rectifiée globale
Une fois l’homographie H calculée, nous l’appliquons à I∆,i la partie de l’image de
la frame considérée qui appartient au plan ∆. Cependant, nous ne faisons pas un ajout
brut du projeté de I∆,i en raison de deux éléments :
— Il peut y avoir une donnée déjà existante dans l’image rectifiée. Il faut donc
décider quelle donnée garder.
— La frame a une exposition différente. Il faut donc réadapter l’exposition de la
frame traitée.
6.2.2.1 Choix de la donnée
Définition 6.2.4. Soit I une image définie sur un domaine O Ă N2 et à valeur dans Rn.
Nous appelons le domaine connu DpIq Ă O l’ensemble des pixels de O qui possèdent
une valeur de couleur autre que le noir.
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Figure 6.8 – Reconstruction d’une image rectifiée I∆ à partir de plusieurs points de vue
(image de droite). La sélection est assurée par la carte de confiance (image de gauche).
Notons I∆,i l’image contenant la rectification de la capture i par rapport au plan ∆.
Cette image a des dimensions égales à I∆. Si DpI∆,iq XDpI∆q ‰ H, nous déterminons
quelle donnée doit être gardée dans I∆. Pour cela, nous utilisons le critère de confiance
défini durant le chapitre 4.
Pour rappel, grâce à ce critère, nous disposons pour un plan ∆ et une caméra C une
carte de confiance C (cf . équation 7.1 du chapitre 4) :
C :
#
U ˆ V ÝÑ R
p ÞÝÑ Cppq “ trustpPq (6.6)
où trust est la fonction de confiance construite à partir de ce critère radiométrique.
Nous changeons ainsi les pixels connus de I∆ si la carte de confiance de I∆,i en ces
pixels est supérieure à celle de I∆ soit pour tout pixel p
I∆ppq Ð 1 pCippq ě Cppqq I∆,ippq ` 1 pCippq ď Cppqq I∆ppq (6.7)
Cela permet de sélectionner le pixel de meilleure résolution.
Le domaine connu DpI∆,iq est également actualisé pour tenir compte des données
utilisées :
DpI∆,iq Ð 1 pCippq ě CppqqDpI∆,iq (6.8)
La figure 6.8 montre un exemple de I∆ construite à partir de plusieurs points de vue.
Correction de l’exposition et normalisation de la luminosité
Comme expliqué dans le chapitre 5, nous cherchons pour chaque frame i son coef-
ficient d’exposition αi à partir des données projetées dans l’image I∆. Pour cela, nous
résolvons le problème d’optimisation défini par l’équation 5.2 sur
Ş
iDpI∆,iq. La valeur
cible choisie est la valeur de α de la frame dont la valeur moyenne de sa carte de confiance
est Ci la plus élevée. La figure 6.9 montre l’image I∆ avant et après la correction de l’ex-
position. L’image rectifiée I∆ est ensuite séparée entre sa carte de texture T∆ et sa carte
de luminosité Clum∆. La figure 6.10 montre un exemple de cette étape.
Complétion de la texture
Nous disposons, à ce stade, pour chaque plan ∆ d’une carte de texture T∆, d’une
carte de luminosité Clum∆ et d’un masque Ω∆ des zones à compléter. Pour les cartes de
texture et les cartes de luminosité, nous effectuons un processus de complétion différent.
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Figure 6.9 – Correction de l’exposition. Avant : sans correction. Après : avec correction.
Complétion de la carte de texture Pour rappel, la carte de texture T∆ correspond
au motif de la texture appliqué au plan ∆ indépendamment de la luminosité appliquée à
celui-ci. Pour le compléter, nous avons le choix entre effectuer un processus d’inpainting
sur la zone masquée Ω∆ ou d’effectuer une synthèse de texture à partir d’une tuile.
Le deuxième choix se justifie dans le cas où nous n’avons pas assez d’information dans
l’image rectifiée pour pouvoir faire efficacement de l’inpainting. L’inpainting complète
un masque d’une image à partir des informations situées ailleurs dans l’image. Il faut
donc suffisamment d’informations pour pouvoir compléter correctement le masque. À
l’inverse, la synthèse de texture va créer une nouvelle image à partir d’une tuile généra-
trice. Elle a juste besoin de connaître la tuile considérée pour fonctionner ; cette tuile est
d’ailleurs connue grâce à l’utilisateur dans la première étape. La figure 6.11 montre un
exemple où l’inpainting n’arrive pas à remplir le masque de l’image rectifiée ; à l’inverse,
le résultat est bien meilleur en faisant une synthèse de texture.
Le choix va se faire en fonction du type de structure et de la quantité d’information
disponible.
Pour déterminer le type de la texture, nous utilisons les définitions et la méthode a
contrario proposée au chapitre 3.
Pour quantifier la quantité d’information disponible, nous devons nous poser les ques-
tions suivantes. Comment évaluer la quantité d’information que nous avons à notre
disposition ? Quel est le seuil pour déterminer si nous avons suffisamment d’information
pour procéder à une complétion par une approche d’inpainting tout en ayant un résultat
convenable. Premièrement nous utilisons l’expression suivante pour quantifier :
|DpT∆q| “
řÝÑo PO occurencepÝÑo q
|U | (6.9)
où O est le numérateur est le nombre des offsets et |U | est le nombre de pixels dans
l’image. Nous estimons que nous avons suffisamment d’information pour appliquer une
méthode d’inpainting si |DpT∆q| est supérieur à un seuil τ . L’idée de cette expression
est de considérer que plus nous avons d’offsets à disposition par rapport aux dimensions
de l’image, plus l’analyse statistique qui en découle sera pertinente. En fonction du type
de structure de la texture et de la quantité d’information disponible, nous définissons
6.2. SCÉNARIO À PARTIR DE PLUSIEURS IMAGES : REMOVEMYKITCHEN169
Figure 6.10 – Normalisation de la luminosité. L’image rectifiée I∆ (gauche) est divisée
entre sa carte de texture (milieu) et sa carte de luminosité (droite).
Figure 6.11 – Complétion d’une image rectifiée (première ligne). Sur la deuxième ligne,
l’image est complétée via l’inpainting (image de gauche) ou elle est générée via une
synthèse de texture (image de droite). La zone rouge signifie que nous n’avons pas pu
trouver d’offsets pour copier l’information connue dans cette zone.
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Figure 6.12 – Correction du décalage après la synthèse. À partir de l’image rectifiée
(première ligne, gauche), une nouvelle image est créée par synthèse (première ligne,
droite). Cette dernière est décalée (deuxième ligne, gauche) pour correspondre avec
l’image incomplète en cherchant un vecteur de translation. Enfin, la partie vide due à
la translation est complétée (deuxième ligne, droite) par une approche d’inpainting par
offsets.
un seuil τ . Actuellement, τ est fixé empiriquement de sorte que 15% de pixels connus
suffisent pour faire de l’inpainting, la manière pour déterminer τ n’étant pas immédiate.
Une piste pour calculer dynamiquement ce seuil est abordé dans les perspectives. Ce
seuil agit de la manière suivante :
— Si |DpT∆q| ą τ , nous utilisons la méthode d’inpainting expliqué au chapitre 3
pour compléter la zone inconnue.
— Si |DpT∆q| ă τ , nous appliquons la méthode d’inpainting basé PatchMatch
[Bar+09] avec la diffusion comme initialisation si la texture est classée comme
stochastique. Sinon, nous appliquons une synthèse de texture [Kwa+03] en utili-
sant une tuile contenant le motif répétitif.
Dans ce dernier cas, il est cependant nécessaire de recaler l’image synthétisée par
rapport à la position d’origine de la tuile utilisée par la synthèse. La figure 6.12 illustre
le procédé. Le vecteur de translation est trouvé en cherchant une correspondance entre
l’image rectifiée incomplète et l’image synthétisée dans la zone connue DpI∆q. La cor-
respondance est effectuée par PatchMatch. Il nous suffit d’appliquer la translation et de
compléter les zones laissées vide par la translation.
Finalement, nous obtenons une image I∆ où toutes les parties vides ou masquées ont
été complétées.
6.2.2.2 Adaptation de la luminosité
La carte de luminosité Clum∆ contient plusieurs types d’informations qui ne peuvent
être sur la même image. Nous avons à la fois la projection d’une source lumineuse sur la
texture du plan et à la fois, si la surface n’est pas lambertienne, les tâches spéculaires dues
à la réflexion des rayons lumineux. Comme expliqué durant le chapitre 5, nous divisons
cette carte en deux images [STB18] : une image Clum∆,s qui contient l’information
spéculaire et une image Clum∆,d qui contient l’information diffuse.
Pour effectuer la séparation, nous devons détecter les tâches spéculaires. Pour cela,
nous utilisons la méthode de Morgand et Tamaazousti [MT14] qui détecte les tâches
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spéculaires dans une image.
Ensuite, nous utilisons l’approche de Said et al. [STB18] pour reconstruire les tâches
spéculaires présentes dans Clum∆,s.
Quant à Clum∆,d, nous complétons d’abord les isocontours traversant le masque. Nous
appliquons ensuite une méthode d’inpainting basée diffusion qui est guidée par les valeurs
de ces isophotes.
L’image finale rectifiée est donc la suivante :
I∆ “ T∆ ` pClum∆,d`Clum∆,sq (6.10)
Reprojection
Une fois l’image rectifiée globale I∆ calculée pour chaque plan ∆ de la scène d’inté-
rieur, nous projetons dans chaque prise de vue toutes les images rectifiées Ii∆ par l’inverse
de chaque homographie H∆i associée. Le critère de confiance du chapitre 4 assure par
ailleurs qu’il n’y ait pas flou artificiel dans le rendu final et, par filtrage, que toutes les
données soient ramenées à la résolution attendue.
6.2.3 Résultats
Conditions d’expérience
L’application est codée en plusieurs langages de programmation. La brique de dimi-
nution est codée en C++ et utilise des bibliothèques comme CImg [Tsc12] (traitement
de l’image) et Ceres [A+16] (optimisation non linéaire). La brique est ensuite connectée
à une application Android via une interface JNI. Les interactions utilisateurs sont codées
directement au sein de l’environnement Android.
Nous avons testé sur plusieurs cuisines et pièces d’intérieur. Les données d’entrée sont
constituées généralement de trois à quatre images. Le cas de l’ensemble constitué de
trois images correspond à une situation où la pose caméra de la quatrième prise n’était
pas optimale. Nous avons donc préféré la retirer du processus.
L’acquisition des données se fait sur une tablette du marché sous système Android.
Celles-ci sont ensuite transférées sur un ordinateur qui exécutera le processus de géné-
ration de la géométrie de la pièce et de la diminution.
Pour trois/quatre images, le temps de calcul est d’environ deux minutes.
Observations et limites
Les figure 6.13 nous montre un premier ensemble de résultats dans le case d’une
cuisine. Nous pouvons constater un bon rendu notamment au niveau de la luminosité.
Notons également la présence d’éléments du sol sur l’image de droite de la deuxième
ligne alors que cette information n’est pas présente sur l’image de gauche originale. Le
résultat de la troisième ligne montre cependant un mauvais recalage du sol dû au manque
d’information de ce plan dans les autres images. Un résultat analogue est montré dans
le cas d’un open-space dans la figure 6.14. La figure 6.15 nous montre un exemple où
la diminution s’est moins bien déroulée. Cela est dû à une mauvaise estimation de la
géométrie de la pièce et une mauvaise optimisation des poses caméra. Cela est visible
notamment au niveau de la projection d’une partie de la fenêtre de la troisième image
sur la deuxième image. En terme de complétion de la texture des plans, les murs de la
pièce montrée en figure 6.13 ont été complétés par l’inpainting vu au chapitre 3 tandis
que le sol a été reconstitué via la synthèse d’un tuile du carrelage. On peut d’ailleurs
constater le recalage de la texture synthétisée n’a pas été correctement effectuée. Dans
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les autres figures (figure 6.14 et figure 6.15), tous les plans ont été complétées avec la
méthode d’inpainting du chapitre 3. Notons que le mur de briques de la figure 6.14 a été
mal reconstruit car la structure est difficilement identifiable.
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Figure 6.13 – Effacement des éléments d’une cuisine à partir de 3 points de vue avec
RemoveMyKitchen. Notons dans la deuxième prise de vue (deuxième ligne) la projection
d’une partie du sol alors qu’on n’a pas d’information dans cette prise de vue. En effet,
le sol est reconstruit à partir de la troisième prise de vue (troisième ligne).
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Figure 6.14 – Effacement des éléments d’un open-space avec RemoveMyKitchen. Si la
géométrie est bien respectée dans les premières prises de vue (première et deuxième
ligne), celle-ci a été moins bien reconstruit dans la zone visible par la troisième prise
de vue (troisième ligne) vu que l’intersection attendue entre le plan du sol et le mur de
droite n’est pas la même que l’intersection obtenue en calculant la géométrie de la pièce.
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Figure 6.15 – Effacement des éléments d’une autre cuisine avec RemoveMyKitchen.
Nous observons une propagation réaliste de la luminosité dans les zones masquées. Ce-
pendant, il faut noter aussi la mauvaise projection de la fenêtre de la troisième prise de
vue (troisième ligne) dans la deuxième prise de vue (deuxième ligne).
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6.3 Conclusion et perspectives
Nous avons abordé dans ce chapitre les applications possibles de nos contributions
dans un cadre de géométrie planaire. Nous avons, pour cela, présenté deux applications
développées au sein de l’équipe R&D d’Innersense dans lesquelles nous avons intégré les
contributions. Ces deux applications étaient des preuves de concept mais que servent de
base pour l’application détaillée dans le chapitre 8. La première application proposait
de reconstruire une géométrie simple à partir d’une seule image. Malgré cette limitation,
nous avons montré qu’il était possible de mettre en place un scénario de Réalité Dimi-
nuée. La deuxième application est une extension de la première. Elle permet, à partir
de quelques prises de vue, de produire un modèle géométrique complet de la pièce. Il
est alors possible d’effectuer une diminution pour enlever tous les éléments de la pièce.
On peut alors fournir un rendu réaliste de la pièce vidé où l’utilisateur peut, encore de
manière statique, ajouter des meubles virtuels.
Nous abordons maintenant les perspectives envisagées pour améliorer les résultats pro-
posés.
Amélioration de la reconstruction
Comme vu ci-dessus, une mauvaise estimation de la pièce et/ou des caméras peut
réduire la qualité du processus de diminution et aboutir à des résultats de rendu non
idéaux : le non alignement des frontières entre 2 plans est particulièrement visible,
notamment entre 2 plans de couleurs différentes, comme à la figure 6.15. Cela est dû
notamment au faible nombre d’images utilisées pour effectuer cette reconstruction. De
plus, les plans de la pièce peuvent être faiblement texturés. On peut donc manquer
d’information de texture dans les images ce qui conduit à une dérive de l’estimation des
poses caméras. Une extension est proposée par Gohard qui s’appuie sur la détection
de segment, le lecteur intéressé peut aller voir sa thèse
Choix dynamique du seuil de décision τ
Comme dit dans la sous-section précédente, le seuil τ , en-dessous duquel on considère
que nous n’avons pas suffisamment d’information pour effectuer l’inpainting, est assez
naïf car fixé selon les dimensions de l’image rectifiée I∆. Une idée possible est d’analyser
la représentation des premiers offsets les plus influents dans une texture stochastique
en fonction des dimensions de l’image. Si les dimensions de l’image diminuent, la pro-
portion des premiers offsets les plus influents dans l’ensemble des offsets va augmenter.
L’approche a contrario définie dans le chapitre 3 sera biaisée car même les textures
stochastiques seront considérées comme ayant un motif régulier. La valeur de τ peut
être basée sur les dimensions à partir desquelles on ne peut plus distinguer le type de
texture par l’approche a contrario. Une perspective peut-être d’appliquer ici un un test
de significativité significant test.
Dans le prochain chapitre, nous appliquons nos contributions dans le cas d’une géo-
métrie non-planaire.
Chapitre 7
Extension à la géométrie non
planaire
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Dans ce chapitre, nous faisons une extension au contexte considéré dans cette thèse,
c’est à dire, un scénario de Réalité Diminuée de scènes d’intérieur. En effet, les pièces
d’intérieur sont souvent constitués par des murs qui sont planaires. Nous proposons
d’étudier dans ce chapitre la complétion de la texture d’un élément de surface non
planaire. Le contexte de ce chapitre est celui de la reconstruction d’un objet texturé.
Nour prenons, pour cela, le contexte de la complétion de textures d’un objet modélisable
par des surfaces canal et dont le modèle est construit à partir d’un ensemble restreint
de prises de vue.
7.1 Introduction
Au cours de la dernière décennie, de nombreuses méthodes et approches ont été
proposées pour générer un modèle 3D d’un objet à partir d’un ensemble d’images. La
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Figure 7.1 – Illustration du pipeline complet. (a) Acquisitions calibrées de l’objet à
reconstruire. (b) L’objet est reconstruit avec son squelette. (c) Les textures apparentes
sont extraites des images pour chaque branche du modèle. (d) Comme ces textures sont
partielles (par exemple, nous ne pouvons pas voir le dos de la peluche ici), elles sont
complétées par inpainting. (e) Les textures complétées sont appliquées à l’objet, qui peut
être facilement animé.
plupart des approches sont basées sur le Structure-from-Motion et le Multi-View Stereo
(MVS) [FH15], qui permet la reconstruction de l’objet à partir d’un ensemble non or-
donné d’images [SSS06]. Ces méthodes fonctionnent bien si l’objet est suffisamment
texturé, ce qui permet de trouver des ancres (points d’intérêt) pour créer des correspon-
dances entre les images. Le modèle géométrique généré par ces méthodes classiques de
reconstruction est généralement un nuage de points 3D, qui est ensuite triangulé pour
générer un maillage triangulaire. L’étape finale consiste à appliquer la texture sur la
géométrie reconstruite et pour cela (texturation), vise à fournir une texture cohérente
pour le maillage à partir des images sources multiples, et, en particulier, à assurer une
texture cohérente à travers les triangles voisins du maillage [WMG14]. Notons que, pour
obtenir un modèle de bonne qualité, l’objet doit être visible dans suffisamment d’images
prises sous différents points de vue.
Dans ce travail, nous traitons de la reconstruction d’une famille spécifique d’objets
qui peuvent être représentés par un ensemble de surfaces canal (branches) [HC32]. En
particulier, nous nous appuyons sur la méthode de reconstruction géométrique d’objets
tubulaires récemment proposée par Durix et al. [Dur+15 ; Dur+16] (voir figure 7.1) : à
partir d’un nombre limité (généralement de deux à cinq) d’images calibrées (sous-figure 7.1a)
ils génèrent un modèle géométrique de l’objet qui est composé par un ensemble de sur-
faces canal paramétriques (sous-figure 7.1b), i.e. un modèle par morceaux de surfaces
canal. Un des avantages de cette méthode de reconstruction est qu’une reconstruction
complète de l’objet peut être obtenue à partir d’un nombre très limité d’images, sans
nécessairement avoir l’intégralité de la surface de l’objet capté. De plus, la reconstruc-
tion géométrique ne nécessite pas d’images de bonne qualité, ni d’un calibrage élaborée,
et elle est capable de reconstruire des objets même s’ils ont une texture uniforme –sur
laquelle les points d’intérêt seraient difficile à obtenir (cf . figure 7.1). Nous proposons
d’étendre et de compléter leur chaîne de traitement en texturant le modèle géomé-
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Figure 7.2 – Une peluche avec une texture très uniforme est reconstruite et texturée.
Ici, seule la texture avant (a) est visible sur les images, et la texture arrière (b) est
estimée par la méthode proposée. On note que malgré l’absence de points d’intérêt sur
le modèle initial, l’objet entier est reconstruit.
trique reconstruit.
Le problème majeur à résoudre est la complétion de la texture pour les parties de
l’objet qui ne sont pas visibles sur les images d’entrée ou qui sont cachées à cause
des occlusions. Nous proposons une méthode de texturation qui applique les images
d’entrée sur la surface paramétrique de l’objet. Les parties de la surface qui ne sont
visibles dans aucune image d’entrée sont complétées par un processus d’inpainting. Nous
proposons une nouvelle méthode similaire à la technique classique de texturation qui
sélectionne, pour chaque surface canal 3D, les images les plus appropriées et les fusionne
pour appliquer la texture complétée à la surface. Le processus est régulé par un critère
de confiance qui sélectionne les images en fonction de leur position et de leur orientation
par rapport à la surface (sous-figure 7.1c). Nous proposons ensuite deux méthodes pour
compléter la texture dans les parties cachées de la surface en fonction du type de texture
(sous-figure 7.1d). Notre méthode est basée sur un processus d’optimisation globale qui
fusionne les images en tenant compte de leur différence d’exposition et en corrigeant
les problèmes d’alignement. Une fois intégrée dans le pipeline d’origine, un modèle 3D
texturé peut être généré à partir de quelques images d’entrée, même si l’intégralité de
l’objet n’a pas été captée (sous-figure 7.1e).
L’avantage de l’approche proposée est la génération d’un modèle 3D texturé complet
à partir de quelques images d’entrée qui peuvent ne proposer qu’un rendu partiel de
l’objet, certaines parties ne sont visibles sur aucune image. Les principales contributions
de ce travail sont (i) la reconstruction d’une texture pour chaque branche du modèle à
partir des images d’entrée en choisissant l’image la plus appropriée, (ii) la fusion de la
texture issue de différentes images avec correction d’exposition et d’alignement, et (iii)
deux méthodes pour compléter la texture des parties des branches qui ne sont visibles
par aucune caméra (voir figure 7.2b).
Le chapitre est organisé comme suit. La section 7.2 présente l’état de l’art de la
texturation des modèles 3D reconstruits ; la section 7.3 présente les principales étapes
du pipeline proposé et la section 7.4 décrit la méthode proposée pour ajuster l’exposition
de la texture et compléter les parties manquantes. La section 7.5 présente quelques
résultats et une discussion des limites, tandis que la section 7.6 conclut le chapitre avec
les orientations futures et les améliorations, possibles ou à envisager, de la méthode
proposée.
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7.2 État de l’art
Dans cette section, nous passons en revue l’état de l’art de la texturisation des
modèles 3D générés par différentes approches de reconstruction 3D.
7.2.1 Texturation d’un modèle 3D généré par MVS
Comme mentionné dans la section 7.1, l’approche de reconstruction 3D qui donne des
résultats plus prometteurs est la stéréoscopie multi-vues (MVS) [FH15]. A partir d’un
ensemble d’images couvrant toutes les parties visibles de l’objet, des correspondances
entre les images peuvent être calculées et triangulées pour générer un nuage dense de
points 3D [SSS06]. Il en résulte généralement un modèle 3D de l’objet capable de capter
les plus petits détails avec un bon niveau de précision [Kna+17]. Une fois le modèle
de maillage 3D généré, la dernière étape du processus est la texturisation du maillage,
c’est-à-dire l’affectation d’une couleur ou d’une texture à chaque face du maillage. Sou-
vent, comme étape de prétraitement, le maillage est simplifié avant la texturisation afin
d’obtenir des triangles plus grands : alors que la géométrie globale peut être maintenue
avec une précision suffisante, la texture est appliquée sur le modèle basse résolution,
c’est à dire sur les grands triangles, afin de rendre le processus de texturisation plus
efficace [Lue+02]. Le principal problème à résoudre lors de l’attribution d’une texture
à une face est la sélection de l’image source la plus appropriée. Ainsi, la texturisation
peut être considérée comme le problème de la sélection de la ou les meilleures vues
pour chaque triangle, en tenant compte de différents paramètres, tels que la distance
de l’image par rapport à la face, l’angle sous lequel la face est vue par l’image et, plus
généralement, la qualité de l’image (effets de flou, éclairage etc.). De plus, pour obtenir
un modèle 3D photoréaliste, la carte de texture appliquée au modèle doit être indépen-
dante des conditions de lumière dans lesquelles les images originales ont été prises. La
carte de texture doit être rendue correctement lorsque le modèle est montré avec un
éclairage différent. Ceci nécessite de normaliser les images originales et de les mettre en
correspondance pour en déduire un texture indépendante de l’éclairage, par exemple en
optimisant leur cohérence de couleur [BMR01] ou en maximisant l’information commune
entre les images projetées [Cor+13].
Les méthodes de texturisation peuvent être divisées en deux approches principales.
Les approches mono-vue sélectionnent, pour chaque triangle indépendamment, la meilleure
vue [GDA13]. Cette solution n’est optimale que localement, car elle génère inévitable-
ment des artefacts visibles et des discontinuités entre les faces voisines ayant différentes
images associées avec une exposition ou un éclairage éventuellement différents. Le mé-
lange des images aux bords des faces peut atténuer le problème, sinon des techniques
plus avancées utilisent l’étiquetage [Sin+08] ou la minimisation de l’énergie qui péna-
lise les discontinuités [WMG14]. Waechter et al. [WMG14] proposent une procédure
d’étiquetage qui minimise une fonction d’énergie avec deux termes. L’un des termes de
la fonction d’énergie prend en compte, non seulement l’angle de vue par rapport à la
normale de la face, mais aussi la distance ainsi que le “ flou ” de l’image. Un terme de
lissage mesure la différence entre les coutures droite et gauche.
Les approches Multi-vues, quant à elles, fusionnent un sous-ensemble d’images sources
afin d’obtenir une image uniforme et cohérente. Cette approche globale peut souffrir
d’une perte de qualité et de détails lors du mélange d’images de qualité ou résolu-
tion différentes, si elles sont prises à des distances différentes par exemple. Cela néces-
site d’adopter un mélange pondéré qui favorise les images les plus proches du modèle
[Cal+08]. Un autre problème est lié à l’estimation imparfaite de la géométrie et de l’ali-
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gnement des caméras (e.g. étalonnage des caméras), ce qui, encore une fois, peut générer
des artefacts dans l’image fusionnée. Pour surmonter ce problème, Bi et al. [BKR17] a
proposé une synthèse par patch dans laquelle une vue synthétique est générée à par-
tir de deux ou plusieurs images, en tenant compte des décalages géométriques tout en
préservant la cohérence photométrique.
7.2.2 Texturation de modèles 3D générés par d’autres méthodes de
reconstruction
D’autres méthodes de reconstruction utilisent la silhouette de l’objet [HS04], mais
elles nécessitent un étalonnage précis (nécessitant la plupart du temps un environnement
de capture dédié) et un plus grand nombre d’images (au moins 20). Le modèle généré,
appelé le visual hull, est linéaire par morceaux et ne bénéficie d’aucune paramétrisation
naturelle. La texturation à partir d’une image de référence est donc difficile, car aucune
correspondance de la surface à l’intérieur de bords définissant la silhouette avec la texture
rendue depuis un point de vue n’est donnée.
D’autre part, les objets créés par l’homme sont souvent de forme complexe mais
peuvent être décomposées en formes plus simples, en particulier et en surfaces symé-
triques selon un axe de rotation, appelées surface tubulaires. Ces dernières peuvent être
modélisées et reconstruites plus facilement avec des surfaces paramétriques.
Notre approche est similaire à celle de Chen et al. [Che+13], qui génère un modèle
3D à partir d’une seule image de l’objet avec l’interaction de l’utilisateur. Ils segmentent
la forme complexe de l’objet en pièces plus petites et plus simples guidées par une série
de gestes de « balayage » : ceux-ci permettent à l’utilisateur de définir deux dimensions
d’un profil 2D et de « balayer » le long de l’axe courbe de l’objet. Ils récupèrent la texture
de l’image par rétroprojection. Pour les parties cachées, deux approches sont proposées.
En supposant que l’objet est symétrique, la texture visible est reflétée et appliquée sur
les parties cachées OU non visibles. Cependant, des zones sans texture ne peuvent pas
être complétées ainsi lorsque des points symétriques par rapport à l’axe de l’objet ne
sont visibles, ni l’un, ni l’autre. Dans ce cas, l’inpainting est utilisé pour compléter la
texture [Xia+11].
Plutôt que de s’appuyer sur une géométrie définie par un ensemble de points 3D,
nous nous appuyons sur la reconstruction de la géométrie et de la topologie de l’objet
à partir de squelettes [Dur+15 ; Dur+16]. Les modèles de texturation obtenus à l’aide
d’une reconstruction paramétrique font face à d’autres défis. Comme le modèle est une
approximation de la géométrie de l’objet réel, les problèmes d’alignements entre la ca-
méra la géométrie peuvent être plus importants que ceux des pipelines classiques. Ils
doivent être pris en compte lors du mélange et de l’enregistrement des images. Alors que
les méthodes MVS peuvent uniquement reconstruire que ce qui est visible par au moins
deux caméras, la reconstruction par squelette peut reconstruire les parties occultées de
l’objet pour lesquelles les informations photométriques ne sont donc pas disponibles.
Dans ce cas, la texturation doit remplir les “trous” de ces parties. Les méthodes d’in-
painting détaillée dans le chapitre 2 peuvent être utilisé pour “halluciner” les régions
sans texture en propageant la texture des régions voisines.
7.3 Paramétrisation et texturation de la surface
Dans les sections suivantes, nous présentons notre pipeline pour reconstruire la tex-
ture à appliquer au modèle 3D reconstruit à partir d’un ensemble d’images calibrées
pIiqi“1...n.
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7.3.1 Reconstruction de la géométrie
Nous partons d’une reconstruction basée sur des squelettes, qui génère un ensemble
de surfaces canal représentant l’objet 3D capturé [Dur+16 ; CG06]. Nous nous basons
plus particulièrement sur l’approche de Durix et al. [Dur+16]. Cette reconstruction est
basée sur une estimation de la projection du squelette de l’objet 3D sur chaque image ;
Tout d’abord, un objet est capté sur plusieurs images dont la prise de vue est cali-
brée. L’objet est segmenté sur chaque image avec l’algorithme semi-interactif GrabCut
[RKB04]. Cette segmentation génère pour un chaque image un masque binaire de la
projection de l’objet. À partir de cette image binaire et du calibrage, les projections du
squelette sont calculées sur chaque image, et l’utilisateur associe les extrémités de chaque
squelette. Cela permet d’établir une correspondance entre les topologies des différents
squelettes (un par image) dont dérive une correspondance entre les projections d’une
branche sur les différentes images. A l’aide de ces correspondances, chaque branche est
triangulée en 3D et ainsi le squelette 3D est estimé. Chaque branche est reconstruite
séparément, comme une surface de canal. Le squelette 3D ainsi généré est comme une
union de surfaces paramétriques, des surfaces canal [HC32], qui approximent la forme
complexe de l’objet réel. La surface canal est l’enveloppe d’une famille de sphères dont
les centres et les rayons varient selon une courbe continue. Intuitivement, les objets 3D
reconstruits ont un axe médian courbe. Les surfaces canal ont une paramétrisation natu-
relle de leurs surfaces [PP97], relativement régulière (sauf à la fermeture de la surface), ce
qui permet d’appliquer facilement les textures que nous allons estimer OU reconstruire.
7.3.2 Un domaine paramétré pour la texture de la branche
Pour chaque branche b du modèle, nous visons à créer une image de référence Ib.
Chaque branche du modèle est représentée par une surface canal paramétrique Spt, θq,
où t se déplace le long de la courbe du squelette C, et θ tourne autour du point squelette
Cptq sur la surface. Si t varie dans un intervalle A de sorte que tCptq, t P Au décrive
la courbe entière du squelette, nous pouvons prendre dans ce cas A “ r0, 1s. Ainsi,
Aˆ r0, 2πs est le domaine paramétrique de la surface du canal.
Notre but est de reconstruire une image complète Ib sur le domaine A ˆ r0, 2πs 1.
Ensuite, pour chaque image Ii utilisée pour la reconstruction géométrique de la branche,
on peut projeter (en supposant que la caméra soit calibrée) la surface de la branche
sur l’image (voir figure 7.3). Chaque pixel de Ii couvert par la projection d’une branche
correspond à au moins un point 3D Spt, θq. Notons que, comme les branches sont générées
par triangulation d’un squelette 2D à partir de différentes images, la rétroprojection
d’une branche ne correspond pas exactement à l’image. Cependant, comme le masque
de l’objet sur chaque image d’entrée est connu à partir de la reconstruction basée sur le
squelette, nous n’utilisons que les pixels à l’intérieur du masque pour estimer la texture
de chaque branche. Ce filtrage de masque évite de prendre en compte les pixels d’arrière-
plan.
7.3.3 Gestion des occultations
Comme le modèle est composé de différentes surfaces canal, l’un des défis est d’iden-
tifier correctement la texture appartenant à une branche b, par exemple en cas d’(auto-
)occultations entre les différentes parties de l’objet. Pour cela, nous nous appuyons sur
un tampon de profondeur (z-buffer). Nous projetons tous les points de la surface sur
1. Notez que dans l’implémentation réelle nous considérons un domaine échantillonné et discret pour
Aˆ r0, 2pis.
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Figure 7.3 – Images de références crées pour une branche b (ici le visage de la marion-
nette) à partir d’un point de vue i. Chaque image Ii (première colonne) de la branche
est projetée dans une image (partielle) Ibi (deuxième colonne). L’image de texture fi-
nale Ib pour la branche peut être obtenue en fusionnant ces images comme décrit dans
section 7.3.4.
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l’image de référence Ii, et pour chaque pixel de Ii, on retient dans le tampon que le
point Spt, θq le plus proche de la caméra. Ainsi, chaque point de Spt, θq visible sur Ii
retient sa couleur dans l’image Ib. Ensuite, nous générons une carte de label, similaire
à un deuxième tampon z, de sorte que chaque pixel de Ii reçoive le label de la surface
canal la plus proche du point de vue, de la même façon que lorsque nous créons la
carte de confiance au chapitre 4. Cependant, comme chaque objet reconstruit est une
union de plusieurs surfaces canal, certaines surfaces canal sont partiellement à l’inté-
rieur d’autres. Ainsi, ces surfaces cachées n’obtiennent une couleur d’aucune image, ce
qui crée des zones à compléter dans la texture. Néanmoins, compléter toutes les surfaces
cachées, indépendamment de la profondeur, est en fait inutile puisque cette surface est
en 3D à l’intérieur d’une autre, et reste donc non visible. Pour attribuer une couleur à
chaque surface de façon cohérente, on complète donc la couleur des points visibles et leur
voisins uniquement, c’est à dire, à chaque point d’une surface visible et, pour plus de
robustesse, aux points d’une surface cachée donc la profondeur est située à une distance
inférieure à un seuil choisi ǫ de la surface occultante.
7.3.4 Texturation d’une branche à partir de plusieurs images
Comme discuté dans section 7.2, pour chaque point de la surface, il peut y avoir plu-
sieurs images à partir desquelles la texture peut être sélectionnée. Dans notre approche,
étant donné l’ensemble V des images Ii dans lesquelles un point de la surface est visible,
nous appliquons la texture de la meilleure image de l’ensemble qui convient à la surface
S. Pour cela, nous utilisons le critère de confiance défini dans le chapitre 4 et utilisé à
l’origine pour l’inpainting.
Pour rappel, une carte de confiance C est construite à partir de ce critère pour évaluer
la qualité de l’information projetée sur Ii. Elle donne, pour chaque pixel de l’image, un
score de confiance basé sur deux paramètres : la distance entre le point de vue et le plan
tangent de la surface où le pixel est projeté, et l’angle d’inclinaison entre la normale à
la surface et l’axe de la caméra.
La valeur de la confiance diminue à mesure que la distance augmente et que l’angle
d’inclinaison augmente. Des valeurs plus élevées de trust correspondent à des pixels de
bonne qualité, alors que des valeurs plus faibles indiquent des points susceptibles de
représenter des régions du plan éloignées de la caméra et/ou vues sous un angle très
oblique ce qui arrive plus fréquemment que dans le cas planaire où l’angle reste constant
sur un plan.
Sur la base de ce critère, pour chaque point de vue i, nous créons une carte de
confiance Ci pour chaque pixel du domaine de l’image de référence Aˆr0, 2πs discrétisée.
Ci :
#
Aˆ r0, 2πs ÝÑ R
p ÞÝÑ Cippq “ trustpPiq
(7.1)
avec Cippq “ 0 si p n’est pas une projection d’un point du plan Π. La figure 7.4 montre
un exemple de deux cartes de confiance correspondant à deux points de vue distincts,
la seconde image (c) ayant de meilleures valeurs de confiance que la première image (a).
Ensuite, nous construisons l’image de référence Ib de la branche b en sélectionnant
les pixels ayant la plus grande valeur de confiance :
Ibppq “ Iippq, i “ argmaxi Cippq. (7.2)
L’image de sortie fusionne toutes les textures des différents points de vue. Cependant,
comme le montre la figure 7.4, il peut y avoir des zones de l’image pour lesquelles aucune
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(a)
(b)
(c)
(d)
(e)
Figure 7.4 – Carte de confiance de la branche b de la tête selon deux points de vue
différents (sur quatre, les deux autres points de vue ne sont pas affichés). (a,c) : les
images de référence Ibi générées, chacune, à partir d’une image Ii. (b,d) : La carte de
confiance correspondant où les valeurs les plus élevées (respectivement les plus faibles)
sont peintes en rouge (respectivement en bleu). (e) l’image de référence finale Ib où nous
avons fusionné les quatre points de vue.
texture ne peut être récupérée car elles ne sont visibles sur aucune des images d’entrée.
De plus, des artefacts peuvent exister en raison des différentes expositions des images et
de problèmes d’alignement. Nous abordons ces problèmes dans la section suivante.
7.4 Améliorations de la texture
Dans la section précédente, nous avons montré comment retrouver et appliquer les
textures existantes dans le modèle géométrique, comment déterminer la branche cor-
recte, et comment choisir la meilleure image en fonction de la géométrie. Comme indiqué
dans la section 7.3, certains problèmes affectent encore la qualité des textures recons-
truites. Tout d’abord, on peut rencontrer des problèmes d’alignements durant l’appli-
cation des images dans l’image de référence en raison de l’approximation géométrique
entre les points de vue. D’une part, notre modèle 3D ne fait qu’approximer implicitement
la géométrie de l’objet réel par un ensemble de surfaces canal non dégénérées. D’autre
part, une branche 3D est calculée par un processus de triangulation aux moindres carrés
[Dur+16]. Pour ces deux raisons, la géométrie reconstruite est approximative et donc la
texture n’est pas toujours exactement re-projetée dans l’espace des paramètres.
La reconstruction classique utilise une triangulation aux moindres carrés pour re-
construire un point 3D à partir de sa projection dans plusieurs images [HZ04]. Ici, le
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même processus de triangulation est appliqué pour reconstruire une sphère, c’est-à-dire,
un point 3D et un rayon. Les textures de différentes images peuvent avoir des dis-
continuités d’éclairage, en raison d’une exposition différente ou de conditions d’éclairage
différentes. Enfin, certaines parties du modèle peuvent ne pas être visibles sur les images
et la texture correspondante doit être générée. Les sections suivantes introduisent des
améliorations sur les textures que nous avons mises en place pour surmonter ces pro-
blèmes.
7.4.1 Correction de l’exposition
Nous prenons en compte les différentes expositions des images en appliquant séquen-
tiellement un ajustement local et un ajustement global. L’ajustement local est appliqué
séparément pour chaque branche du modèle. Ensuite, une optimisation globale de l’ex-
position est calculée pour toutes les images.
Correction locale
Lors de la construction de l’image de référence d’une branche, différentes images
peuvent avoir des expositions différentes, ce qui entraîne des discontinuités de couleur
et de luminosité dans l’image finale (voir figure 7.6). Pour faire face à la différence
d’exposition, nous appliquons un étalonnage radiométrique de l’exposition dérivé de
Zhang et al. [ZCC16] comme expliqué dans le chapitre 5. Étant donné une branche b et
son ensemble V d’images Ii dans laquelle b est visible, on génère un ensemble d’images
Ibi , paramétrées dans le même domaine A ˆ r0, 2πs comme Ib. Notons qu’en général
(sans considérer les erreurs d’alignement), chaque pixel Ibi ppq est le même pixel pour
chaque i, c’est-à-dire qu’il représente le même point de la surface, éventuellement avec
une couleur différente. Si, pour certaines images de V , la valeur de Ibi ppq n’est pas définie
parce que le point n’est pas visible ou occulté, on fixe sa valeur à une valeur arbitraire de
0. Il faut maintenant fusionner ces images pour obtenir Ib tout en ajustant et corrigeant
l’exposition. Nous formulons ce problème comme le problème d’optimisation non linéaire
suivant :
min
αi,rppq
ÿ
i,p
´
Ibi ppq ´ αi Lppq
¯2
, (7.3)
où αi est le coefficient d’exposition pour Ii et Lppq est la radiance des pixels. La figure 7.6
montre une comparaison visuelle entre l’exposition originale et l’exposition normalisée.
Correction globale
Une fois que les expositions dans les images pIbi q P V ont été corrigées pour chaque
branche b indépendamment, nous ajustons l’exposition de l’objet 3D entier. Les pixels
d’une même image Ii peuvent être projetés sur différentes branches, c’est-à-dire diffé-
rents domaines Ib1i et I
b2
i héritent de différents paramètres de correction d’exposition.
Ainsi, l’exposition peut varier sur les parties adjacentes du modèle 3D. Pour éviter cette
situation, nous ajustons les différentes corrections d’exposition de sorte que la variance
soit minimisée sur une seule image Ii. Nous définissons pour les n images et les p branches
la matrice A nˆp “ pαi,jq, où αi,j est la correction d’exposition de la i-ième image dans
la j-ième branche. Ensuite, pour chaque image Ii nous estimons un coefficient βi qui
minimise la variance du αi,j sur toutes les branches j. Plus formellement, nous considé-
rons une matrice diagonale X “ diag pβ1, β2, . . . , βpq qui, multipliée par A, minimise la
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(a)
(b)
(c)
Figure 7.5 – La correction de l’exposition et l’enregistrement sur une image de référence
globale. (a) : l’image de référence d’une branche sans correction d’exposition montrant
une discontinuité nette entre la texture de deux images. (b) : l’image de référence avec
correction d’exposition menant à une transition plus douce entre les images (c) : l’image
d’une branche avec correction d’enregistrement : la frontière entre sourire et la joue est
maintenant continue.
variance ; nous voulons alors trouver l’ensemble des valeurs Xˆ telles que :
Xˆ “ argminX
˜ÿ
i
Varpp AXqiq
¸
, (7.4)
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où p AXqi est la i-ième ligne de AX. Nous mettons ensuite à jour la texture de chaque
mesh j avec le nouveau coefficient d’exposition αˆj “ βˆj αj La figure 7.7 montre la
différence entre un rendu sans la correction globale (gauche) et avec la correction globale
(droite).
(a) (b)
Figure 7.6 – L’artefact causé par la différence d’exposition des images. (a) : la partie
inférieure du visage de ce personnage est plus claire que la partie supérieure (b) : après
correction de l’exposition, la correction locale conduit à une couleur cohérente entre les
deux parties du visage, la correction globale fixe la différence de couleur entre les deux
bras.
7.4.2 Correction de l’alignement
En raison de différences dans le modèle ou des erreurs d’étalonnage, un décalage
dans l’alignement des paramétrisations des branches peut se produire et causer des
discontinuités dans l’image de texture finale Ib, dans les régions où la texture provient de
vues différentes avec des valeurs de confiance proches (comme illustré sur la figure 7.5b).
Pour cela, nous considérons l’application de texture comme une minimisation de l’énergie
par coupure de graphe [Ari+14]. Pour un pixel p de la texture de l’image Ib, nous
attribuons un label l correspondant à la vue dont p a été pris (comme expliqué dans la
section 7.3.3). L’énergie suivante est alors minimisée :
E “
ÿ
pPIb
Edpp, lq ` λ
ÿ
pp1,p2qPN
Erpp1, p2, l1, l2q, (7.5)
où Ed est le terme d’attache aux données, Er est le terme de régularisation et λ est
un paramètre qui règle l’importance des deux fonctions d’énergie. Dans le terme de
données, nous pénalisons les labels avec une mauvaise confiance pour le pixel p. Ainsi,
nous définissons Ed comme :
Edpp, lq “ fpClppqq, (7.6)
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(a) (b)
Figure 7.7 – Texture générée sans (a) et avec (b) correction globale de l’exposition.
Les artefacts causés par les différences d’exposition sur chaque image sont traités par la
correction globale.
où f est une fonction décroissante pour Cl. Le terme de régularisation pénalise le choix
des pixels voisins appartenant à des vues différentes, afin d’assurer la cohérence des
pixels d’une même région. Nous avons considéré une fonction similaire à celle définie
dans He et Sun [HS12b] :
Erpp1, p2, l1, l2q “ ‖Il1pp1q ´ Il2pp1q‖` ‖Il1pp2q ´ Il2pp2q‖ . (7.7)
Nous utilisons l’image calculée comme expliquée dans la section 7.3.4 comme initia-
lisation de l’étiquetage de chaque pixel p de Ib. La figure 7.5c montre la texture de la
branche après la minimisation de l’énergie, les discontinuités le long de la bouche ont
été fixées.
7.4.3 Complétion des texture par l’inpainting
Dans nos paramètres, la reconstruction ne nécessite qu’un nombre limité d’images,
au contraire des pipelines MVS classiques. Puisque l’objet est modélisé par un ensemble
de surfaces canal, deux à cinq images suffisent généralement pour reconstruire complète-
ment le modèle. De plus, les images n’ont pas besoin de couvrir la totalité de l’objet, ce
qui permet de reconstruire des parties de l’objet qui ne sont pas visibles. Ceci est parti-
culièrement utile lorsque l’on capture, par exemple, des objets allongés sur un support.
Cependant, ceci conduit à une limitation évidente dans la texturation : comme certaines
parties de l’objet peuvent être cachées, quelque soit le point de vue, aucune information
ne peut être récupérée pour la texture. Ainsi, certains pixels de l’image de référence Ib
peuvent ne pas être colorés. Pour texturer l’objet entièrement, nous remplissons les ré-
gions manquantes de Ib par deux méthodes de remplissage selon la nature de la texture.
La classification du chapitre 3 ne permet pas de distinguer les texture circulaires des
autres textures ; l’utilisateur choisit, par branche, le type de texture présente.
Nous considérons deux types de textures : les textures circulaires, où la couleur
d’un pixel ppt, θq est indépendante de θ, et les textures régulières. Par exemple, sur
la figure 7.6, les jambes de la poupée ont, dans l’objet original, un motif symétrique en
rotation, donc de type circulaire. A l’opposé, l’arrière de la tête ou le visage ont une
texture de type régulier. Dans les deux cas, les zones manquantes sont celles du dos, qui
n’a pas été capturé par les images car l’objet était couché sur un plan. Dans les deux
cas, nous appliquons l’algorithme d’inpainting basé sur PatchMatch [Bar+09], mais avec
une étape d’initialisation différente de l’algorithme.
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Dans le cas des pieds, et plus généralement pour les textures à symétrie de révolution,
nous nous appuyons sur la symétrie de la texture pour l’inpainting. L’avantage de la
symétrie est qu’elle résout les problèmes de décalage dans le sens du squelette. On
peut forcer l’initialisation de sorte qu’elle suive la direction de l’axe de révolution. La
figure 7.8 montre les différentes étapes de notre procédure pour une des jambes. A partir
de l’image de référence originale Ib (figure 7.8a), nous créons une nouvelle image Is,
appelée l’image de structure (figure 7.8b) : pour chaque colonne de Ib, nous choisissons
la valeur de pixel avec la confiance maximale sur la colonne, et nous attribuons cette
valeur à la colonne entière. Notez que la structure de l’image peut encore avoir des
régions non remplies si une colonne entière de Ib n’a aucune donnée. Nous utilisons
ensuite l’algorithme de correspondance PatchMatch afin de créer une correspondance
entre l’image de référence originale Ib et Is : pour chaque patch de Is nous trouvons
le meilleur patch correspondant dans l’image originale. Nous appliquons la carte de
correspondance calculée à Is pour générer une nouvelle image qui a une texture plus
similaire à celle d’origine, mais avec les mêmes régions non remplies. Nous appliquons
ensuite l’algorithme classique de PatchMatch pour compléter les régions non remplies
(figure 7.8c). La figure 7.9 montre la branche 3D avec et sans la finition de la texture.
Pour les textures régulières, comme par exemple l’arrière de la tête, nous utilisons la
méthode de classification du chapitre 3 pour choisir l’approche d’inpainting appropriée.
7.5 Résultats expérimentaux
Dans cette section, nous présentons des résultats de notre approche. Nous énonçons
d’abord les détails de notre implémentation. Nous affichons ensuite quelques résultats
de rendu que nous commentons par rapport à aux méthodes existantes.
7.5.1 Détails d’implémentation
Une fois l’objet 3D reconstruit, nous utilisons la bibliothèque OpenCV pour créer
les images de texture à partir des images acquises. Le problème d’optimisation de la
correction d’exposition est résolu avec la bibliothèque Ceres Solver [A+16]. La finition
de la texture est implémentée avec le framework de traitement d’image G’MIC [Tsc16].
L’utilisateur sélectionne pour chaque branche la méthode d’inpainting à utiliser. Pour
chaque branche, la méthode d’inpainting est choisie automatiquement avec l’approche a
contrario du chapitre 3.
La méthode de reconstruction et la méthode de texturation sont implémentées en
C``. Le tableau 7.1 détaille le temps d’exécution pour des peluches, pour chaque étape
de l’algorithme. La reconstruction basée sur le squelette est séparée en trois étapes
principales : d’abord, la projection perspective du squelette est calculée sur chaque
image, puis l’utilisateur associe les différentes extrémités et enfin, la triangulation est
effectuée pour chaque branche. Avant d’extraire la texture des différentes images, un z-
buffer est utilisé pour caractériser la surface du canal visible sur chaque pixel. Le temps
de calcul du z-buffering pourrait être optimisé en effectuant ces calculs en parallèle sur le
GPU. En moyenne, il faut 73 s pour la correction d’exposition, 120 s pour la correction
d’enregistrement et 77 s pour la complétion de la texture. En moyenne, la phase de
texturation prend 4min pour notre implémentation basée CPU sur une machine Linux
Mint équipée d’un CPU Intel i7-6700HQ à 2.6GHz avec 8GB de RAM.
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(a)
(b)
(c)
Figure 7.8 – Complétion du maillage selon la structure de texture. (a) : l’image de
référence d’entrée Ib. (b) : l’image de structure générée Is. (c) : l’image finale complète
(cf . figure 7.9 du rendu final).
7.5.2 Résultats
Les peluches sont de bons candidats car elles peuvent facilement être modélisées par
un ensemble de surfaces canaux. Ils sont principalement remplies de mousse, qui est un
matériel isotrope : cela crée des formes qui se dilatent de façon isotrope autour de l’axe,
ce qui conduit à des surfaces circulaires autour de la direction de l’axe principal. Aucune
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Figure 7.9 – texturation d’une des jambes : (à gauche) la texture originale sans in-
painting et (à droite) le résultat du processus d’inpainting appliquée à la texture.
Peluche Bleue Souris Rouge Ours Lapin
Estimation de la projection du squelette 1.7 s 1.4 s 1.7 s 1.8 s 1.8 s
Triangulation 1.3 s 2.4 s 1.3 s 1.4 s 1.6 s
Z-buffering (CPU) 29 s 39 s 27 s 26 s 28 s
Extraction de la texture des images 9.9 s 15.1 s 9.6 s 8.4 s 9.8 s
Correction de l’exposition 76 s 120 s 71 s 78 s 20 s
Correction de l’alignement 88 s 137 s 145 s 106 s 153 s
Complétion de la texture 58 s 128 s 89 s 51 s 57 s
Table 7.1 – Temps de calcul pour un ensemble de peluches.
hypothèse sur le nombre de pattes ou de queues n’est nécessaire.
La figure 7.10 montre des résultats sur le processus de complétion de la texture
pour plusieurs branches. La première colonne montre pour une seule branche, l’image
de référence lors de la projection de toutes les images sur cette dernière Ib sans aucune
correction. Nous observons des discontinuités de luminosité dans la texture en raison
de l’exposition différente des images. La deuxième colonne affiche la même image de
référence après la correction de l’exposition et après le processus de complétion de la
texture décrit dans section 7.4.3. Selon la branche et le type de texture, nous propageons
la texture autour de l’axe de symétrie (deuxième et quatrième ligne) ou nous utilisons
l’inpainting basé sur PatchMatch. La troisième colonne montre la branche 3D avec la
texturation finale.
La figure 7.11 affiche, pour chaque ligne, le résultat final sur trois peluches différentes.
Les deux premières colonnes montrent le modèle rendu sous deux points de vue différents
avec la texture d’origine, sans aucun ajustement d’alignement et d’exposition. Dans la
deuxième colonne, notons que le dos des peluches n’est pas texturé car elles reposaient sur
un support lors de la capture, aucune image n’est disponible pour ces régions. De plus,
les différences d’exposition et les désalignements de texture sont clairement visibles dans
tous les modèles. Les deux dernières colonnes montrent le modèle texturé reconstruit : la
plupart des discontinuités d’exposition ont été correctement traitées par notre algorithme
d’ajustement et les textures sont plus lisses. Globalement, chaque modèle a une meilleure
exposition globale et la structure des textures régulières est respectée (jambes, oreilles
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Figure 7.10 – Amélioration de la texture de plusieurs branches : la première colonne
montre la texture originale telle que projetée sur l’image de référence Ib tandis que la
deuxième colonne montre la texture complétée. La troisième colonne montre la texture
complétée appliquée à la branche 3D correspondante.
des deuxième et troisième modèles). Des résultats supplémentaires avec les modèles 3D
associés sont disponible en ligne sur la plateforme Sketchfab : le lecteur peut trouver les
modèles 3D avec la texture originale [Fay+18b] et après avoir appliqué notre pipeline
pour améliorer les textures [Fay+18a]. Nous fournissons des résultats supplémentaires :
des modèles avec la texture originale [Fay+18b] et après avoir appliqué notre pipeline
pour améliorer les textures [Fay+18a].
Il reste cependant des limitations ; celles-ci sont abordées dans la section suivante.
7.5.3 Limitations
La méthode de complétion est choisie manuellement par l’utilisateur en fonction du
type de texture (régulière, symétrique en rotation, stochastique etc.). Afin d’automatiser
la tâche, il serait intéressant d’analyser l’image de branche originale Ib afin de classer la
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Figure 7.11 – Complétion de la texture sur cinq peluches. Les deux premières colonnes
montrent le modèle brut avec une application directe de la texture. Les deux dernières
colonnes montrent le modèle avec la texture améliorée par rapport à l’exposition et à
l’alignement et complétée via l’inpainting. Les reconstructions des deux premières lignes
ont utilisé 4 images en entrée, et celle de la troisième ligne (la souris) a utilisé trois
images en entrée.
nature de la texture en circulaire ou régulière.
Notre méthode dépend de l’estimation précise des positions de la caméra pour avoir
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(a) (b) (c)
Figure 7.12 – Un exemple d’objet (a) qui ne satisfait pas nos hypothèses : la tête est
une surface qui ne peut pas être modélisée correctement comme surface canal, affectant
ainsi le mappage de la texture ; la méthode décrite dans section 7.12b aide à obtenir une
meilleure texture de l’objet (c).
(a) (b) (c)
(d)
Figure 7.13 – Quelques résultats obtenus avec le pipeline MVS open-source de la lit-
térature, AliceVision [Ali17], utilisant nos images en entrée. Les objets mal texturés (a)
ou les objets avec des parties minces (b) sont difficiles à reconstruire depuis quelques
images avec des pipelines MVS classiques. L’augmentation du nombre d’images et une
meilleure couverture de l’espace autour de l’objet améliorent la qualité de la reconstruc-
tion finale : (c) et (d) ont été reconstruites à partir de 4 et de 30 images respectivement.
D’autres exemples 3D de reconstruction MVS pour notre jeu de données d’objets sont
disponibles ici [Fay+18c].
une reconstruction fiable. Un calibrage incorrect ou médiocre peut affecter les résultats,
en particulier lors de la projection de la texture de la branche sur l’image de référence Ib.
De plus, la méthode de reconstruction suppose que l’objet est composé d’un ensemble
de surfaces canal et qu’il est basé sur une triangulation aux moindres carrés, qui est
sensible au bruit. La reconstruction d’objets, qui ne satisfont pas cette contrainte, peut
être inexacte. La figure 7.12 montre un exemple de peluche qui ne satisfait pas la géo-
métrie tubulaire, surtout au niveau de la tête qui n’est pas une surface canal typique
(et qui aurait un axe médian en surface). Même si la reconstruction donne un modèle
complet et satisfaisant, le décalage par rapport à la forme réelle affecte l’application
de la texturation (figure 7.12b). Néanmoins, grâce à la correction du problème d’ali-
gnement décrite dans section 7.4.2 nous pouvons obtenir des meilleurs résultats pour la
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texturation (figure 7.12c).
Concernant la correction d’exposition expliqué dans le chapitre 5, nous ne travaillons
que sur l’éclairage : la peluche bleue sur figure 7.11 (deuxième ligne) a différentes varia-
tions de bleu selon l’image. Notre correction n’est pas capable d’unifier ou de lisser les
différentes couleurs. Ces couleurs restent donc inchangées.
La figure 7.13 montre les résultats de reconstruction obtenus avec le pipeline MVS
open-source AliceVision [Ali17] avec nos images en entrée. Une comparaison directe avec
nos résultats n’est pas pertinente, car les hypothèses sont différentes : notre travail se
limite aux objets tubulaires pour lesquels nous reconstruisons un modèle paramétrique
texturé et complet qui se rapproche de la surface réelle, tandis que les approches MVS
reconstruisent des objets plus généraux par triangulation, obtenant ainsi, en général, des
modèles plus fins concernant les détails géométriques. Notre méthode a l’avantage de
reconstruire, à partir de très peu d’images, un modèle texturé. Celui-ci est d’une qualité
suffisante pour servir de base, par exemple, par un graphiste.
Comme le processus de reconstruction ne repose pas sur la recherche de correspon-
dances d’images, notre méthode est capable de traiter des surfaces uniformes en couleurs
ce que ne font pas les méthodes de reconstruction classique.
7.6 Conclusion
Dans ce chapitre, nous avons proposé une méthode de texturation et d’inpainting
pour les modèles reconstruits comme un ensemble de surfaces canaux. La nature pa-
ramétrique du modèle conduit à de bons résultats concernant la texturation, et nous
sommes en mesure de corriger l’exposition et le désalignement, et de reconstruire les
informations de texture manquantes. À partir de quelques images d’une forme tubulaire
3D, un modèle 3D est reconstruit et peut être texturé par la méthode proposée.
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Dans ce chapitre, nous allons aborder une deuxième application à finalité industrielle.
Nous présentons SwapUp qui est une application développée par l’entreprise Innersense.
SwapUp utilise les dernières technologies de Réalité Augmentée en matière de relocali-
sation. De plus, les travaux présentés dans les chapitres précédents sont intégrés pour
effectuer un scénario de Réalité Diminuée d’une pièce d’intérieur.
Comme expliqué dans le chapitre 1, il n’existe pas d’applications grand public qui
proposent de faire de l’aménagement temps-réel de pièces d’intérieur. Les applications
sont actuellement limitées à la visualisation de meubles virtuels ajoutés grâce à la Réa-
lité Augmentée. Elles ne sont pas capables d’effacer de manière interactive des objets
réels et d’afficher en temps réel un rendu de la pièce sans les meubles. Actuellement au
stade de démo, le but de SwapUp est de montrer qu’Innersense est capable dans un avenir
proche, d’effacer des éléments réels de l’environnement et de fournir un rendu réaliste de
l’environnement altéré. L’application a été développée, dans sa première version, entre
le milieu de l’année 2018 et le début de l’année 2019. Actuellement, SwapUp construit
un modèle géométrique de la pièce d’intérieur. L’utilisateur sélectionne, de manière in-
teractive, les éléments à effacer. Une fois les objets sélectionnés, l’application calcule un
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rendu photo-réaliste où les objets ont été effacés. L’utilisateur peut ensuite ajouter un
meuble virtuel issu d’une base de données et l’afficher en temps réel dans la pièce, à la
place d’un objet effacé.
L’objectif de ce chapitre est d’aborder l’architecture de l’application ainsi que les contri-
butions scientifiques présentées dans les chapitres précédents et intégrées dans cette
application. Nous commençons par présenter le processus global de SwapUp. Nous dé-
taillons ensuite chacune des étapes qui composent le processus. Nous finissons enfin par
une conclusion qui aborde les perspectives envisagées pour la suite du développement
de SwapUp.
8.1 Présentation du processus global
Nous présentons rapidement les étapes majeures qui composent l’application Swa-
pUp. SwapUp est divisé en plusieurs briques (voir figure 8.1) :
Étape d’acquisition. Cette première phase consiste à acquérir des informations de
l’environnement (premier bloc bleu en partant du haut de la figure 8.1). Le scan et le
suivi sont assurés par ARKit [App17]. Premièrement, l’utilisateur scanne la scène pour
reconstruire un modèle géométrique de la pièce. Pour cela, il identifie dans SwapUp les
plans qui forment la pièce. Ensuite, il définit les zones 3D à effacer dans l’environnement.
Cela permet de créer les masques 3D des éléments qui seront effacés par la suite. Enfin, il
effectue des captures de la pièce qui contiennent des informations nécessaires, notamment
au niveau de la texture, pour la brique de diminution. Cette phase est optionnelle si nous
avons déjà construit le modèle géométrique de notre environnement. Il suffit alors de
scanner une zone de la pièce pour permettre à SwapUp de resituer le modèle 3D par
rapport à l’environnement réel.
Étape de diminution. Cette brique se charge de récupérer les données créées durant
la phase d’acquisition (images, plans, caméras). Le processus de diminution est ensuite
effectué pour obtenir des textures complétées pour chaque plan majeur de la scène 3D
(murs, sol). Le modèle 3D de la pièce est alors complété avec les textures appliquées
sur chaque plan. Cette étape est également optionnelle si la pièce a déjà été acquise et
complétée lors d’un enregistrement passé. Notons que cette étape ne se fait pas en temps
réel car la complétion des zones masquées met un temps non négligeable à s’effectuer.
Étape de rendu. Comme l’étape précédent s’est effectuée hors-ligne, SwapUp com-
mence par se relocaliser. La masque 2D est ensuite calculé à partir de la zone d’effacement
3D visible dans la frame courante. Ensuite, le modèle 3D complété précédemment est
projeté dans le flux vidéo en remplaçant les pixels du masque de la zone d’effacement
dans l’image. L’utilisateur peut ensuite ajouter des meubles virtuels dans le rendu de la
scène d’intérieur.
8.2 Acquisition de la pièce et des objectifs utilisateur
Dans cette section, nous abordons comment les différentes informations nécessaires
à la diminution et à l’application du rendu sont récupérées et traitées.
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Figure 8.1 – Processus global de SwapUp. À partir d’un environnement d’intérieur,
l’utilisateur construit, si c’est la première utilisation, un modèle virtuel de la pièce d’in-
térieur. Cette construction est divisée en deux étapes. Une première étape, appelée étape
d’acquisition où l’application construit un modèle géométrique de la pièce à partir des
informations 3D obtenues par ARKit [App17]. Ensuite, la deuxième étape, appelée étape
de diminution, complète les plans du modèle avec la texture obtenue dans plusieurs
images clés. Enfin, le modèle 3D texturé est affiché dans le flux de la caméra à la place
des objets réels que l’on veut effacer. On a donc un environnement altéré où l’on peut
ajouter des meubles virtuels à la place des meubles réels effacés.
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Figure 8.2 – scan et sélection des plans. Les zones bleues correspondent aux zones où
ARKit détecte suffisamment de points d’intérêt pour générer des plans locaux. L’utili-
sateur est invité à sélectionner une zone par plan, en commençant par le plan du sol.
Une fois sélectionné, nous retournons le plan local de la zone qui remplit au mieux la
contrainte de surface et la contrainte géométrique.
8.2.1 Scan et suivi de la pièce
Pour cette étape nous nous appuyons sur ARKit [App17], une nouvelle interface
de programmation d’application (API) développée par Apple pour les dispositifs iOS.
Cette interface est mise à disposition des développeurs pour faciliter la réalisation des
applications de Réalité Augmentée. En particulier, ARKit utilise une technique appelée
odométrie visuelle-inertielle [Leu+15] qui combine l’information provenant du capteur
de mouvement inertiel du dispositif avec l’analyse de la scène visible par la caméra du
dispositif. À partir du flux vidéo de la caméra de l’appareil, des points d’intérêt sont
extraits des images. Ces points d’intérêt sont ensuite suivis sur plusieurs frames. Cela
permet d’avoir des informations 3D comme la pose caméra courante et la position de
ces points d’intérêt dans l’espace, et donc une reconstruction 3D éparse de la scène. Ces
informations sont raffinées durant le scan de la pièce. Cette recherche perd cependant
en efficacité si l’environnement est peu éclairé ou s’il y a peu de texture. Concernant la
détection des plans, une fois un nombre minimal de points d’intérêt atteint, ces derniers
sont regroupés pour former des plans locaux de sorte que l’association soit la meilleure en
d’orientation et de position. Ensuite, les plans locaux qui ont les mêmes caractéristiques
sont fusionnés. ARKit nous fournit donc l’ensemble des plans construits au sein d’une
zone (coloriée en bleu dans la figure 8.2)
À partir de là, nous ne voulons garder que les plans représentant au mieux le sol et les
murs. Pour le sol, nous récupérons le plan horizontal ∆sol qui a la hauteur la plus basse
dans le repère monde. Pour chaque mur, nous ne gardons que le plan qui satisfait au
mieux deux contraintes : une contrainte de surface (il doit y avoir suffisamment de points
appartenant à ce plan) et une contrainte géométrique (le plan doit être orthogonal au
plan du sol). La figure 8.2 montre la récupération des plans du sol et d’un mur. Chaque
plan sélectionné est représenté par un cercle appliqué à celui-ci.
8.2.2 Création des masques 3D
Une fois les plans récupérés, un masque 3D englobant l’élément à effacer est construit
par l’utilisateur de manière interactive (voir figure 8.3).
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Figure 8.3 – Création du masque 3D. L’application guide l’utilisateur durant la création
du masque 3D sous la forme d’un cube. Premièrement, l’utilisateur sélectionne un coin
du cube qui appartient au sol. Ensuite, l’utilisateur délimite le masque selon les trois
axes de direction des arêtes du cube. D’abord la délimitation se fait selon les deux axes
horizontaux (un axe puis un autre) puis se finit avec l’axe vertical.
8.2.3 Capture des image clés
Ensuite, l’utilisateur est invité à prendre des captures de la pièce (images clés) qui
seront utilisés durant la prochaine phase, dite de diminution, pour compléter les par-
ties cachées par les objets à enlever. Il est très important que ces images contiennent
suffisamment d’information, notamment concernant les textures des plans pour pouvoir
lancer le processus d’inpainting. Si, au moment de l’écriture de cette thèse, cette opéra-
tion est complètement axée sur l’utilisateur ; l’une des perspectives est d’automatiser et
de guider la capture de photos en associant un score à chaque frame qui représente la
quantité et la qualité d’information contenue dans de l’image. Une piste pour construire
ce score serait de reprendre le critère de confiance défini dans le chapitre 4 et de comparer
et de sélectionner les meilleures images à partir de ce critère.
8.2.4 Détermination des délimitations des plans
À l’issue de l’étape de scan de la pièce, nous disposons d’un ensemble P “ t∆iu
de plans géométriques ∆i. Pour identifier les plans qui effectivement correspondent aux
murs de la pièce, nous travaillons sous l’hypothèse que la scène vérifie le “monde de
Manhattan” [CY99] : nous considérons que le plan sol ∆sol et tous le autres plans
qui soient perpendiculaires à ∆sol et perpendiculaires ou parallèles entre eux. Nous
représentons ces plan via un point du plan Pi “ pxi, yi, ziqT et un vecteur normalÝÑn i “ pai, bi, ciqT . Nous considérons également l’équation cartésienne d’un plan ∆i pour
tout point M “ px, y, zq P R3 :
aix` biy ` ciz ` di “ 0 (8.1)
avec di “ ´
´ÝÝÑ
OPi|ÝÑni
¯
.
Premièrement, nous définissons les limites de chaque plan (ou coins) via les hypo-
thèses fortes définies précédemment. Nous rajoutons l’hypothèse que les plans de la
pièce forme un espace clos. En particulier, nous ne souhaitons garder que les points à
l’intérieur de la pièce et supposons que la pièce est bordée de tout coté par un plan.
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Les coins du plan du sol sont d’abord calculés. Pour cela, nous résolvons le système
linéaire :
Ax “ b (8.2)
où
A T “ `ÝÑn Tsol,ÝÑn Ti ,ÝÑn Tj ˘ , b “ p´dsol,´di,´djqT (8.3)
pour les combinaisons pÝÑn sol,ÝÑn i,ÝÑn jq où ÝÑn i et ÝÑn j sont orthogonaux. Le système ad-
mettant une unique solution pour chaque combinaison, nous nous retrouvons avec N
coins pour le plan du sol où N est le nombre de plans.
Nous notons E∆sol l’ensemble des coins du sol trouvés. Nous devons maintenant
calculer les coins des plans des murs que nous ne connaissons pas, c’est-à-dire ceux
situés au plafond. Soit h la hauteur de la pièce, fournie actuellement par l’utilisateur.
Pour chaque plan ∆mur qui représente un mur, nous récupérons l’ensemble E∆murX∆sol
des coins du plan du sol qui intersectent le mur :
E∆murX∆sol “ tc P E∆sol , c P ∆muru (8.4)
Nous effectuons ensuite la translation t “ hÝÑy à chaque coin de E∆murX∆sol pour obtenir
un nouveau coin, situé dans le plan du plafond de la pièce. Nous obtenons finalement,
pour chaque plan ∆mur, l’ensemble E∆mur des coins qui le délimitent.
8.3 Diminution de la scène
Cette brique prend comme entrées les données suivantes : les images clés, les masques
des objets à effacer dans chaque image clé, les plans géométriques, leurs coins ainsi que
les poses caméra.
Premièrement, pour chaque plan, nous construisons son image rectifiée associée. Nous
calculons pour cela, pour chaque image clé enregistrée précédemment, l’homographie
qui associe le plan-image au plan géométrique. La zone appartenant au plan est ensuite
transformée grâce à cette homographie.
Nous nous retrouvons donc avec une image rectifiée partielle, dans laquelle il manque
probablement de l’information, soit à cause de l’obstruction d’un objet, soit à cause de
l’absence d’acquisition d’information dans cette partie du plan. L’image rectifiée est
ensuite divisée en deux images : la première est appelée carte de texture et la deuxième
est appelée carte de luminosité. Chacune a sa zone masquée complétée par des procédés
de complétion adaptés : une méthode basée motifs pour la carte de texture (cf . chapitre
3) et une méthode basée diffusion pour la carte de luminosité (cf . chapitre 5). Les deux
cartes complétées sont enfin fusionnées pour aboutir à une image rectifiée complétée
pour le plan considéré.
Une fois cette boucle effectuée pour chaque plan de la pièce, nous nous retrouvons
avec un modèle 3D complet de la pièce qui peut ensuite être projeté dans l’environnement
réel grâce à la brique suivante.
8.4 Projection du résultat sur la scène
Nous abordons dans cette section comment le modèle construit à la fin de la brique
précédente est utilisé pour effectuer un rendu de la scène diminuée.
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Figure 8.4 – De gauche à droite et de haut en bas : frame courante, masque 3D projeté
dans la rame courante, le modèle 3D virtuel complété vu du même point de vue que
la frame courante, la frame courante et en superposition, la projection du modèle 3D
virtuel dans la zone du masque.
8.4.1 Relocalisation
La relocalisation est assuré par ARKit. Il suffit de scanner une partie la pièce pour
resituer la caméra de l’appareil mobile dans l’environnement de la pièce.
8.4.2 Affichage de la pièce virtuelle
Comme on connaît la position de la caméra dans l’environnement, on peut appliquer
la pièce virtuellement reconstruite dans le flux vidéo. Maintenant, nous devons récupé-
rer la partie complétée par la brique de diminution dans le rendu purement virtuel et
l’injecter dans le rendu de l’environnement réel.
L’image en bas à gauche de la figure 8.4 montre la reprojection de la pièce virtuelle
vidée par rapport à la pose caméra de la rame courante. Chaque frame a deux zones : la
zone connue OzΩ et la zone masquée Ω, représentée par la projection 2D du masque 3D
(voir l’image en haut, à droite de la figure 8.4). La zone masquée de la frame courante est
remplacée par la projection du modèle 3D (voir l’image en bas à droite de la figure 8.4).
Une fois les pixels changés, il est nécessaire de corriger l’exposition des pixels chan-
gés par rapport à la rame courante. Si cela n’est pas fait, des incohérences au niveau de
l’exposition de la caméra subsistent. Pour cela, nous appliquons l’algorithme de Poisson
blending [PGB03] entre la frame courante et la zone de l’image modifiée par le masque.
La figure 8.5 montre un exemple où l’exposition de la zone complétée a été corrigée. On
constate un très bonne assimilation de la zone complétée dans la frame courante ce qui
renforce le rendu photo-réaliste.
Concernant les temps de calcul de l’étape de diminution, nous avons intégré un para-
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Figure 8.5 – Exemple de correction de l’exposition de la zone complétée par un pro-
cessus de Poisson blending. Gauche : avant traitement. Droite : après traitement.
Figure 8.6 – Ajout d’un meuble virtuel dans la zone effacée. Gauche : avant l’effacement.
Droite : après l’effacement. Dans cette situation, nous avons effectué une opération
physiquement coûteuse. En effet, nous avons supprimé l’ex-croissance de la pièce située
au centre de l’image. L’espace laissé vide est comblé par un modèle 3D de table.
mètre de qualité. Plus ce paramètre est faible, plus le temps de calcul est faible égale-
ment. Généralement, avec un masque dont l’aire représente 30% de l’image, l’étape de
diminution met 5 s a être exécutée pour une qualité minimale tandis qu’il faut 30 s pour
un résultat en qualité pleine. Vu la durée d’exécution, la diminution pourrait être faite
en temps réel mais le résultat ne serait pas de qualité, sauf si l’on veut remplacer un
objet réel effacé par un objet virtuel. Un autre point qui n’est pas actuellement temps
réel concerne le Poisson blending. Ce sont ces deux points de notre pipeline qui mé-
ritent une optimisation afin de coupler une utilisation temps réel et un rendu de qualité
raisonnable.
8.4.3 Ajout de meubles virtuels
Une fois la frame courante corrigée avec le modèle virtuel, il est possible d’ajouter
un meuble virtuel d’une banque de données dans la scène (cf . figure 8.6). Il pourra ainsi
être affiché en 3D à la place d’un objet réel effacé.
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8.5 Conclusion
Ce chapitre a présenté un exemple d’application de Réalité Diminuée qui intègre
les travaux effectués durant cette thèse. L’objectif de cette application est d’effacer des
meubles existants pour les remplacer des meubles virtuels venant d’une base de don-
nées. Cette application utilise les dernières technologies de Réalité Augmentée comme
ARKit. Elle permet, à partir de ces technologies, de mettre en pratique les travaux scien-
tifiques présentés durant les chapitres précédents, notamment en terme de complétion,
de luminosité et de résolution de données.
Plusieurs perspectives sont possibles. La première est une intégration du processus
de Poisson blending dans l’étape de rendu visuel pour gérer en temps réel la correction
de l’exposition du modèle 3D projeté dans la frame courant. La deuxième perspective
envisagée est de gérer des scènes d’intérieur plus complexes dont la structure de la pièce
n’est pas un parallélépipède rectangle.
Enfin, il est prévu de tenir compte des capteurs 3D actuellement disponibles et qui
peuvent être démocratisés au grand public d’ici une année. En effet, ARCore [Goo17]
et ARKit [App17] sont des technologies qui se basent uniquement sur une caméra RGB.
L’utilisation de capteurs 3D permettra d’avoir une géométrie beaucoup plus fournie.
Nous pourrons aussi disposer d’un modèle 3D plus précis. Les briques d’acquisition et
de projection seront modifiées pour tenir compte de cette ajout. On pourra avoir, pour
chaque meuble, un maillage 3D au lieu d’un masque 3D. Il sera alors possible de déplacer
le meuble dans la scène réelle. Pour cela, une idée est de partir de la preuve de concept
évoquée durant la section 1.2.2 du chapitre 1. Leur utilisation dans une application
grand public, par contre, est liée à leur démocratisation et implantation sur la prochaine
génération de dispositifs mobiles, prévision toujours difficile à établir.
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Conclusion
Nous résumons dans cette conclusion les contributions détaillées durant cette thèse
ainsi que les perspectives possibles.
Contributions
Dans le chapitre 1, nous avons vu défini la Réalité Diminuée à travers le prisme de la
vision par ordinateur. Nous avons listé les approches qui se rapprochent de cette défini-
tion. Pour réaliser une application de Réalité Diminuée dans un cadre d’environnement
d’intérieur, nous avons conclu que :
— L’effacement d’un objet dans une scène implique la complétion de la texture des
plans, occultée par cet objet d’où l’utilisation de la technique de l’inpainting.
— Un modèle géométrique 3D de la pièce est nécessaire pour mieux guider le pro-
cessus d’inpainting.
Nous avons mis en évidence les limites de l’existant, à savoir le mauvais respect de la
structure de la texture, la mauvaise propagation de la luminosité dans les zones occultées
ainsi que le problème de résolution de l’inpainting sur les images rectifiées.
Pour cela, dans le chapitre 3, nous avons proposé une méthode de classification basée sur
une approche a contrario qui classe les textures selon la structure et la distribution du
motif afin de choisir la méthode d’inpainting qui complète au mieux cette texture. Pour
les textures ambiguës, nous avons proposé une approche qui combine deux méthodes
d’inpainting de l’état de l’art : l’approche basée PatchMatch [Bar+09] et l’approche par
offsets [HS12b] en contrôlant l’initialisation en basse résolution.
Ensuite, dans le chapitre 4, nous avons proposé un critère de confiance radiométrique
pour contrôler la propagation des données de basse qualité dans le masque de l’image
rectifiée ; ce qui conduit à des zones floues dans le rendu final. Nous avons d’ailleurs
proposé trois applications de ce critère : deux pour améliorer les deux méthodes d’in-
painting utilisées ci-dessus et une dernière pour contrôler les discontinuités de résolution
après complétion.
Dans le chapitre 5, nous avons adapté les méthodes de correction d’exposition au cas
de l’inpainting. Nous avons ensuite proposé une méthode pour mieux guider l’inpainting
dans les cartes de luminosité en complétant les courbes isophotes.
Grâce à ces contributions, nous avons pu développer des applications à portée indus-
trielle. Nous avons vu dans le chapitre 6 deux applications de Réalité Diminuée qui
vident une pièce à partir de quelques prises de vue et d’un modèle géométrique recons-
truit.
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Le chapitre 7 propose une extension de l’inpainting à la géométrie non-planaire en com-
plétant la texture d’objets reconstruits par des surfaces canal.
Enfin, dans le chapitre 8, nous avons présenté l’application SwapUp qui met en pratique
un scénario de Réalité Diminuée temps-réel. Celle-ci sert de base pour le développement
de futurs produits chez Innersense visant à améliorer l’expérience d’aménagement d’in-
térieur en proposant l’effacement d’objets réels en plus de l’ajout d’objets virtuels déjà
existant.
Perspectives scientifiques
Nous avons évoqués au fur et à mesure de cette thèse plusieurs perspectives. Premiè-
rement, nous avons parlé d’une meilleure analyse des offsets dans les cas d’échec évoqués
dans le chapitre 3 en analysant l’image sur plusieurs bandes de fréquence, ou encore en
adaptant les critères de sélection des offsets.
Dans les applications évoquées dans le chapitre 6, les perspectives sont d’utiliser l’infé-
rence statistique pour déterminer de façon plus rigoureuse si la quantité d’information
est suffisante pour enclencher le processus d’inpainting ou s’il est nécessaire d’utiliser
sur une synthèse de texture.
Le renforcement de la gestion de la luminosité est une perspective prévue également.
Elle est actuellement considérée comme un problème de traitement d’image dans le
chapitre 5. Créer un vrai modèle de luminosité en 3D renforcerait de manière significa-
tive le photo-réalisme.
Perspectives industrielles
Dans le chapitre 8, nous prévoyons de rendre l’application plus robuste. Pour cela,
nous devrons gérer des environnement plus complexes (qui n’ont pas juste une forme
parallélépipédique). Nous devrons également optimiser le code qui exécute l’étape de
diminution ainsi que l’étape de Poisson blending.
Comme énoncé dans le chapitre 1, il y reste des problématiques non abordées durant
la thèse pour développer une application permettant au grand public d’effectuer, de
manière confortable, d’aménager son espace d’intérieur Une première problématique
concerne l’interaction utilisateur. Celui-ci doit sélectionner manuellement les éléments à
effacer en traçant les contours du masque d’effacement. Cela peut gêner l’expérience uti-
lisateur. En effet, l’utilisateur doit, par exemple dans SwapUp, tourner autour de l’objet
pour construire un masque 3D. Il faut donc avoir de l’espace pour permettre à l’utilisa-
teur de construire le masque. Ensuite, il n’existe pas de modélisation sémantique dans le
modèle 3D. Une deuxième perspective prévue est de pouvoir enrichir la scène avec une
représentation sémantique. Cela facilitera le déplacement des objets réels. et permettrait
d’envisager des interactions entre objets de la scène, potentiellement jusqu’aux interac-
tions entre objets réels et/ou virtuels. Ces deux perspectives associées augmenteraient
considérablement l’expérience utilisateur : ce dernier n’aurait qu’à pointer un objet dans
le rendu de l’application, et le déplacer comme un objet virtuel.
L’arrivée des capteurs 3D “grand-publics”, comme celui annoncé par Apple [App19],
peut aider à réaliser ces perspectives. Les capteurs 3D vont permettre de construire un
maillage dense de la pièce. Nous pourrons alors développer des méthodes, en s’inspirant
notamment des approches de Silberman et al. [Sil+12] et de Wong et al. [WCM15],
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pour générer le modèle sémantique de la pièce. Enfin, le développement des approches
de Deep-Learning ont eu un impact dans la communauté scientifique. Il sera intéressant
d’analyser ces méthodes, notamment pour guider la segmentation et créer la représen-
tation sémantique.
Nous aurons finalement une application de Réalité Diminuée capable d’effectuer le fa-
meux “Couper/Coller” d’objets dans un espace d’intérieur ; et permettre à Innersense de
fournir une expérience d’aménagement virtuelle d’intérieur inédite.
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4.13 Influence du flou gaussien variable sur une image de synthèse. Colonne
de gauche : sans flou, colonne de droite : avec flou. Première ligne : image
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zone encadrée en bleu dans l’image au-dessus. Troisième ligne : rendu final
avec critère de confiance. Quatrième ligne : zoom sur la zone encadrée en
bleu dans l’image au-dessus. Dans la colonne de gauche, nous avons une
discontinuité due à la copie des données de haute qualité des zones de
masque où l’on attend une qualité moindre. On a donc un rendu trop net
dans cette zone. À l’inverse, dans la colonne de droite, la discontinuité
a été fortement réduite grâce au flou gaussien variable sans altérer les
données de qualité haute. Le rendu final est donc bien plus photo-réaliste. 123
4.14 Résultats de l’approche basée PatchMatch (gauche) et de l’approche ba-
sée offsets (droite) sur une zone vide coloriée en rouge (première ligne)
sans le critère validation (deuxième ligne) et avec un critère de validation
(troisième ligne). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
4.15 Résultats du processus global de Réalité Diminuée. Première ligne : images
d’entrée avec la zone à effacer encadrée en rouge. Pour les lignes suivantes.
Première colonne : résultat avec l’approche de l’état de l’art. Deuxième
colonne : résultat avec notre approche. Pour le troisième cas de figure,
une approche d’inpainting couplée au critère de confiance est appliquée
au plan du mur et du mur de gauche tandis qu’une synthèse par coupure
de graphe [Kwa+03] est appliquée au mur de droite. . . . . . . . . . . . 128
5.1 Différence d’exposition. Première image : image rectifiée construite à
partir de deux prises de vue avec des expositions différentes. Deuxième
image : masque Ω. Troisième image : résultat de l’inpainting à partir de
ces deux images de deux expositions différentes. On y voit que la com-
plétion utilise les deux zones de différentes expositions. Sans gestion, cela
conduit à une frontière au sein de la zone masquée ce qui n’est vraiment
pas souhaitable sur une région à l’origine homogène. . . . . . . . . . . . 133
5.2 Exemple de gestion de l’exposition dans le cas de deux images rectifiées
(une “foncée” sur la ligne du haut, une “claire” sur la ligne du bas) en
utilisant la zone centrale (encadrée en rouge) commune aux deux images
comme données pour la minimisation de l’erreur. La colonne de gauche
montre les deux images rectifiées sans l’adaptation de l’exposition. La
colonne de droite montre les deux images rectifiées avec l’adaptation de
l’exposition. Nous montrons la gestion dans le cas de plusieurs images
dans le chapitre 7. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.3 Gestion de la luminosité durant la complétion. La ligne du haut montre la
vérité terrain avec le masque Ω colorié en rouge. La ligne du bas montre les
résultat d’inpainting : sans gestion de luminosité (image de gauche) et avec
gestion de la luminosité (image de droite). On constate que sans gestion
de la luminosité, la structure de la texture est respectée mais des artefacts
d’intensité lumineuse créés dans le masque rendent le résultat exécrable.
À l’inverse, le résultat est bien meilleur et beaucoup plus réaliste si la
gestion de la luminosité est prise en compte dans le processus d’inpainting. 137
5.4 Exemple de carte de texture (image de gauche) et de carte de lumino-
sité (image du milieu), extraites à partir d’une image rectifiée (image de
droite) via l’équation 5.11. . . . . . . . . . . . . . . . . . . . . . . . . . 139
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5.5 Sélection des points de contrôle selon les 8 directions (figure extraite de
Siltanen [Sil15]). Dans l’image de gauche, le masque Ω est centré dans
la zone connue (coloriée en bleu), la valeur de chaque pixel du masque
est calculée à partir des valeurs de 8 points de contrôle. À l’inverse, dans
l’image de droite, le masque est au bord de la zone connue, les pixels
n’ont donc que 4 points de contrôle ce qui peut poser problème dans la
propagation des valeurs de ces derniers dans le masque. . . . . . . . . . 139
5.6 Adaptation de la luminosité sur une image complétée (figure extraite de
Siltanen [Sil15]). Sur l’image du haut, on constate clairement la frontière
entre le masque Ω et la zone connue car la texture normalisée n’a pas été
traitée pour tenir compte de la luminosité. À l’inverse, l’image du bas,
pour laquelle la luminosité a été calculée explicitement, fournit un rendu
bien plus réaliste. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.7 Influence du nombre de niveaux d’intensité dans la reconstruction de la
carte de luminosité. Première ligne : vérité terrain. Les lignes suivantes
montrent la reconstruction de Clum avec 8, 12, 16 et 32 niveaux d’intensité.
On peut constater que pour un faible nombre de niveaux (de la deuxième
à la quatrième ligne), des détails de la carte n’ont pas pu être retrouvés.
À partir de 32 niveaux d’intensité, la reconstruction est égale à la vérité-
terrain. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.8 Représentation par un graphe circulaire d’isocontours traversant le masque
Ω d’une carte de luminosité Clum. Gauche : un isocontour Hh traversant
le masque Ω en 6 points. Droite : la représentation par graphe associée. 143
5.9 Ensemble des combinaisons valables pour le cas à 6 pixels où passe un
isocontour, en utilisant la configuration de la figure 5.8. . . . . . . . . . 143
5.10 Influence de la norme de la tangente dans le calcul des polynômes de
Hermite. Une norme faible conduit à des courbes dont l’allure ressemble
à des droites (deuxième ligne, image de gauche). À l’inverse, une norme
élevée conduit à des problèmes de courbures (deuxième ligne, image de
droite). L’image de droite de la première ligne montre un cas intermédiaire
où les isocontours ont des courbures attendues. . . . . . . . . . . . . . . 145
5.11 Influence de l’intervalle rt1, t2s dans le calcul des polynômes de Hermite.
Un intervalle de longueur élevée va laisser un temps long et créer des
courbes plus amples ce qui est favorable pour les courbes qui ont des tan-
gentes d’entrée et de sortie de directions opposées (première ligne, image
de droite). À l’inverse, un intervalle ayant une longueur faible va tendre
les courbes (car elles ont moins de temps pour parcourir la distance entre
les deux points) ; ce qui est attendu pour les courbes dont les tangentes
partagent la même direction (deuxième ligne, image de gauche). L’image
de la deuxième ligne montre notre proposition de gestion dynamique de
l’intervalle en fonction du produit scalaire (cf . équation 5.27) entre les
deux tangentes (ici avec α “ 1.5). Notre résultat est celui qui se rap-
proche au mieux de la vérité-terrain (première ligne, image de gauche, le
masque Ω est encadré en jaune). . . . . . . . . . . . . . . . . . . . . . . 146
5.12 Construction d’isocontours dans des cas où le masque est aux bords de
l’image (encadré en jaune). Le fait d’initialiser avec une diffusion le long
du bord de l’image permet d’avoir une bonne estimation pour compléter
chaque isocontour dans le masque Ω. . . . . . . . . . . . . . . . . . . . 148
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5.13 Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en jaune ; image
de droite : méthode des points de contrôle de Siltanen [Sil15]. Deuxième
ligne : image de gauche, méthode par une propagation basée diffusion
[CS01b] ; image de droite : notre méthode par reconstruction des isocon-
tours avec les polynômes de Hermite. On peut constater des problèmes
de discontinuités à la frontière dans le résultat de Siltanen [Sil15]. De
plus, le résultat aux bords est très éloigné de la vérité-terrain. L’approche
diffusion et la nôtre arrivent à respecter le trajet des isocontours par rap-
port à la vérité-terrain. Notons que nos isocontours sont plus lisses que
ceux de la diffusion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
5.14 Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en jaune ; image
de droite : méthode des points de contrôle de Siltanen [Sil15]. Deuxième
ligne : image de gauche, méthode par une propagation basée diffusion
[CS01b] ; image de droite : notre méthode par reconstruction des isocon-
tours avec les polynômes de Hermite. Comme dans la figure 5.13, nous ob-
servons des problèmes aux bords pour les approches par point de contrôle
[Sil15] et par diffusion [CS01b]. Notons aussi les problèmes de propagation
dans le masque. En construisant les isocontours d’abord, notre méthode
permet de mieux gérer la structure dans les grands masques. . . . . . . 150
5.15 Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en rouge ; image
de droite : méthode des points de contrôle de Siltanen [Sil15]. Deuxième
ligne : image de gauche, méthode par une propagation basée diffusion
[CS01b] ; image de droite : notre méthode par reconstruction des isocon-
tours avec les polynômes de Hermite. . . . . . . . . . . . . . . . . . . . 151
5.16 Isocontours complétés dans Ω avec différentes méthodes. Première ligne :
image de gauche : vérité-terrain avec le masque encadré en rouge ; image
de droite : méthode des points de contrôle de Siltanen [Sil15]. Deuxième
ligne : image de gauche, méthode par une propagation basée diffusion
[CS01b] ; image de droite : notre méthode par reconstruction des isocon-
tours avec les polynômes de Hermite. . . . . . . . . . . . . . . . . . . . 152
5.17 Application d’une carte de luminosité à une texture Gauche : avec une
méthode par diffusion [CS01a]. Droite : avec notre méthode de reconstruc-
tion des isocontours. On peut constater sur l’image de gauche une ombre
au milieu du masque, ce qui casse le réalisme du rendu. À l’inverse, notre
méthode fournit un rendu bien plus réaliste car la luminosité a été bien
mieux propagée. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
5.18 Comparaison des méthodes de complétion sur une image fronto-parallèle
non mate. En haut, à gauche : vérité-terrain (masque encadré en rouge).
En haut, à droite : avec la méthode des points de contrôle [Sil15]. En
bas, à gauche : avec une méthode par diffusion [CS01a]. En bas, à droite :
avec notre méthode de reconstruction des isocontours. Les deux premières
méthodes propagent plus loin qu’attendu les valeurs d’intensité les plus
élevées de la tâche spéculaire du bas. À l’inverse, notre méthode contrôle
mieux cette propagation. . . . . . . . . . . . . . . . . . . . . . . . . . . 153
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5.19 Propagation de la luminosité par estimation des isocontours via une re-
présentation par ellipse des tâches spéculaires (figure extraite de Said et
al. [STB18]). Chaque ligne correspond à une image issue d’une frame.
Colonne de gauche : image d’entrée, la zone encadrée en rouge est la zone
masquée, la zone encadrée en violet est la zone d’estimation des isocon-
tours. Colonne du milieu : chaque isocontour est défini par une ellipse ; il
est possible alors, pour chaque isocontour, d’interpoler son passage dans
la zone masquée. La propagation de la luminosité est ensuite guidée par
ces isocontours. Colonne de droite : rendu final. . . . . . . . . . . . . . 156
6.1 Effacement d’une pièce à partir d’une seule image via l’application « feuille
blanche ». Le plan du sol est complété via un inpainting basé PatchMatch
avec critère de confiance. Le plan du mur de droite est complété via une
synthèse et un recalage (expliqué dans la suite du chapitre). Le plan du
mur de droite est complété via un inpainting basé PatchMatch. La fenêtre
est et traitée à part (sélection manuelle par l’utilisateur) et complétée via
un inpainting basé offsets. . . . . . . . . . . . . . . . . . . . . . . . . . . 161
6.2 Reconstruction d’une pièce à partir des données fournies par l’utilisateur.
Le tracé vert représente la reconstruction avant optimisation tandis que le
tracé bleu représente la reconstruction après optimisation (figure extraite
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6.5 Exemples de plans observables (milieu), strictement observables (gauche)
et non observables (droite) ar la caméra C. Chaque plan est représenté vu
de dessus. La zone observable (respectivement non observable) est coloriée
en vert (respectivement en rouge). La droite dC représente l’intersection
entre le plan géométrique généré par le plan-image et le plan ∆ (encadré
par les coins ci). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
6.6 Exemple de relations d’équivalence entre plusieurs plans finis représentant
un même plan géométrique. Dans cet exemple, nous avons ∆1 (composé
des coins tci, i P r|1, 4|su et ∆2 (composé des coins tci, i P r|5, 9|su) qui
sont équivalents. Mais ∆1 et ∆3 (composé des coins tci, i P r|10, 13|su) ne
partagent pas la même zone visible ; ils ne sont donc pas équivalents. . 165
6.7 Recherche d’un plan strictement observable équivalent à un plan obser-
vable selon une caméra C : présentation des trois cas possibles. Première
ligne : les trois types de plans observables. Deuxième ligne : les équivalents
strictement observables de chaque plan de la première ligne. . . . . . . 166
6.8 Reconstruction d’une image rectifiée I∆ à partir de plusieurs points de
vue (image de droite). La sélection est assurée par la carte de confiance
(image de gauche). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167
6.9 Correction de l’exposition. Avant : sans correction. Après : avec correction. 168
6.10 Normalisation de la luminosité. L’image rectifiée I∆ (gauche) est divisée
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6.11 Complétion d’une image rectifiée (première ligne). Sur la deuxième ligne,
l’image est complétée via l’inpainting (image de gauche) ou elle est générée
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6.12 Correction du décalage après la synthèse. À partir de l’image rectifiée
(première ligne, gauche), une nouvelle image est créée par synthèse (pre-
mière ligne, droite). Cette dernière est décalée (deuxième ligne, gauche)
pour correspondre avec l’image incomplète en cherchant un vecteur de
translation. Enfin, la partie vide due à la translation est complétée (deuxième
ligne, droite) par une approche d’inpainting par offsets. . . . . . . . . . 170
6.13 Effacement des éléments d’une cuisine à partir de 3 points de vue avec Re-
moveMyKitchen. Notons dans la deuxième prise de vue (deuxième ligne)
la projection d’une partie du sol alors qu’on n’a pas d’information dans
cette prise de vue. En effet, le sol est reconstruit à partir de la troisième
prise de vue (troisième ligne). . . . . . . . . . . . . . . . . . . . . . . . 173
6.14 Effacement des éléments d’un open-space avec RemoveMyKitchen. Si la
géométrie est bien respectée dans les premières prises de vue (première
et deuxième ligne), celle-ci a été moins bien reconstruit dans la zone
visible par la troisième prise de vue (troisième ligne) vu que l’intersection
attendue entre le plan du sol et le mur de droite n’est pas la même que
l’intersection obtenue en calculant la géométrie de la pièce. . . . . . . . 174
6.15 Effacement des éléments d’une autre cuisine avec RemoveMyKitchen. Nous
observons une propagation réaliste de la luminosité dans les zones mas-
quées. Cependant, il faut noter aussi la mauvaise projection de la fenêtre
de la troisième prise de vue (troisième ligne) dans la deuxième prise de
vue (deuxième ligne). . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.1 Illustration du pipeline complet. (a) Acquisitions calibrées de l’objet à re-
construire. (b) L’objet est reconstruit avec son squelette. (c) Les textures
apparentes sont extraites des images pour chaque branche du modèle. (d)
Comme ces textures sont partielles (par exemple, nous ne pouvons pas
voir le dos de la peluche ici), elles sont complétées par inpainting. (e) Les
textures complétées sont appliquées à l’objet, qui peut être facilement
animé. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
7.2 Une peluche avec une texture très uniforme est reconstruite et texturée.
Ici, seule la texture avant (a) est visible sur les images, et la texture arrière
(b) est estimée par la méthode proposée. On note que malgré l’absence
de points d’intérêt sur le modèle initial, l’objet entier est reconstruit. . 179
7.3 Images de références crées pour une branche b (ici le visage de la marion-
nette) à partir d’un point de vue i. Chaque image Ii (première colonne)
de la branche est projetée dans une image (partielle) Ibi (deuxième co-
lonne). L’image de texture finale Ib pour la branche peut être obtenue en
fusionnant ces images comme décrit dans section 7.3.4. . . . . . . . . . 183
7.4 Carte de confiance de la branche b de la tête selon deux points de vue
différents (sur quatre, les deux autres points de vue ne sont pas affichés).
(a,c) : les images de référence Ibi générées, chacune, à partir d’une image Ii.
(b,d) : La carte de confiance correspondant où les valeurs les plus élevées
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7.5 La correction de l’exposition et l’enregistrement sur une image de réfé-
rence globale. (a) : l’image de référence d’une branche sans correction
d’exposition montrant une discontinuité nette entre la texture de deux
images. (b) : l’image de référence avec correction d’exposition menant à
une transition plus douce entre les images (c) : l’image d’une branche
avec correction d’enregistrement : la frontière entre sourire et la joue est
maintenant continue. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
7.6 L’artefact causé par la différence d’exposition des images. (a) : la partie
inférieure du visage de ce personnage est plus claire que la partie supé-
rieure (b) : après correction de l’exposition, la correction locale conduit
à une couleur cohérente entre les deux parties du visage, la correction
globale fixe la différence de couleur entre les deux bras. . . . . . . . . . 188
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Les artefacts causés par les différences d’exposition sur chaque image sont
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7.8 Complétion du maillage selon la structure de texture. (a) : l’image de
référence d’entrée Ib. (b) : l’image de structure générée Is. (c) : l’image
finale complète (cf . figure 7.9 du rendu final). . . . . . . . . . . . . . . 191
7.9 texturation d’une des jambes : (à gauche) la texture originale sans in-
painting et (à droite) le résultat du processus d’inpainting appliquée à la
texture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192
7.10 Amélioration de la texture de plusieurs branches : la première colonne
montre la texture originale telle que projetée sur l’image de référence Ib
tandis que la deuxième colonne montre la texture complétée. La troisième
colonne montre la texture complétée appliquée à la branche 3D corres-
pondante. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.11 Complétion de la texture sur cinq peluches. Les deux premières colonnes
montrent le modèle brut avec une application directe de la texture. Les
deux dernières colonnes montrent le modèle avec la texture améliorée par
rapport à l’exposition et à l’alignement et complétée via l’inpainting. Les
reconstructions des deux premières lignes ont utilisé 4 images en entrée,
et celle de la troisième ligne (la souris) a utilisé trois images en entrée. . 194
7.12 Un exemple d’objet (a) qui ne satisfait pas nos hypothèses : la tête est
une surface qui ne peut pas être modélisée correctement comme surface
canal, affectant ainsi le mappage de la texture ; la méthode décrite dans
section 7.12b aide à obtenir une meilleure texture de l’objet (c). . . . . 195
7.13 Quelques résultats obtenus avec le pipeline MVS open-source de la lit-
térature, AliceVision [Ali17], utilisant nos images en entrée. Les objets
mal texturés (a) ou les objets avec des parties minces (b) sont difficiles
à reconstruire depuis quelques images avec des pipelines MVS classiques.
L’augmentation du nombre d’images et une meilleure couverture de l’es-
pace autour de l’objet améliorent la qualité de la reconstruction finale :
(c) et (d) ont été reconstruites à partir de 4 et de 30 images respective-
ment. D’autres exemples 3D de reconstruction MVS pour notre jeu de
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8.1 Processus global de SwapUp. À partir d’un environnement d’intérieur,
l’utilisateur construit, si c’est la première utilisation, un modèle virtuel
de la pièce d’intérieur. Cette construction est divisée en deux étapes. Une
première étape, appelée étape d’acquisition où l’application construit un
modèle géométrique de la pièce à partir des informations 3D obtenues
par ARKit [App17]. Ensuite, la deuxième étape, appelée étape de diminu-
tion, complète les plans du modèle avec la texture obtenue dans plusieurs
images clés. Enfin, le modèle 3D texturé est affiché dans le flux de la
caméra à la place des objets réels que l’on veut effacer. On a donc un
environnement altéré où l’on peut ajouter des meubles virtuels à la place
des meubles réels effacés. . . . . . . . . . . . . . . . . . . . . . . . . . . 199
8.2 scan et sélection des plans. Les zones bleues correspondent aux zones où
ARKit détecte suffisamment de points d’intérêt pour générer des plans lo-
caux. L’utilisateur est invité à sélectionner une zone par plan, en commen-
çant par le plan du sol. Une fois sélectionné, nous retournons le plan local
de la zone qui remplit au mieux la contrainte de surface et la contrainte
géométrique. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
8.3 Création du masque 3D. L’application guide l’utilisateur durant la créa-
tion du masque 3D sous la forme d’un cube. Premièrement, l’utilisateur
sélectionne un coin du cube qui appartient au sol. Ensuite, l’utilisateur
délimite le masque selon les trois axes de direction des arêtes du cube.
D’abord la délimitation se fait selon les deux axes horizontaux (un axe
puis un autre) puis se finit avec l’axe vertical. . . . . . . . . . . . . . . 201
8.4 De gauche à droite et de haut en bas : frame courante, masque 3D projeté
dans la rame courante, le modèle 3D virtuel complété vu du même point
de vue que la frame courante, la frame courante et en superposition, la
projection du modèle 3D virtuel dans la zone du masque. . . . . . . . . 203
8.5 Exemple de correction de l’exposition de la zone complétée par un pro-
cessus de Poisson blending. Gauche : avant traitement. Droite : après
traitement. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 204
8.6 Ajout d’un meuble virtuel dans la zone effacée. Gauche : avant l’efface-
ment. Droite : après l’effacement. Dans cette situation, nous avons effectué
une opération physiquement coûteuse. En effet, nous avons supprimé l’ex-
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