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1. INTRODUCTION 
This paper is devoted to the problem of the absence of eigenvalues 
imbedded in the continuous spectrum, and to that of the exponential decay 
of eigenfunctions at infinity. The first of these problems began to develop 
after A. Y. Povsner [l] put forward the following conjecture: If the poten- 
tial q(x) of the Schrbdinger operator 
H= -A + q: L?(W) + P( R”) (1.1) 
tends at infinity to zero sufficiently rapidly, then H has no positive eigen- 
values. T. Kato [2] proved the following more general statement: If U(X) is 
a solution of the Schrodinger equation 
in the domain 
-Au + q(x)u = Ilu (1.2) 
where 2~0, Y= 1x1, 
.a,= (XER” 1 r>p}, (1.3) 
q=o(r-‘), r+co (1.4) 
and u E L’(Q,), then u = 0 in 4,. 
S. Agmon [3], using another method, obtained a series of results by 
imposing some conditions on the derivative dq/dr or on a linear com- 
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bination of q, dq/ih-. A typical, but not the most general, example of these 
results is the following: If q -+ 0 as r + 00 and 
a4 hm sup r ay = &, 
T’cc 
then the point spectrum is absent for I > &/2. For il, = 0, it was proved by 
B. Simon [4]. 
W. Jager [S] obtained Kato’s result for the elliptic operator 
(1.5) 
under the condition 
lu,,-6,,+,bi+l~/+l~I=0(‘-‘“), E>O. 
In [6] I presented new proof of Kato’s theorem, using the method 
apparently more suitable for the generalization regarding more complicated 
operators (see [7]). With the help of this method, S. N. Rose [S] obtained 
Jager’s result in the case bj = 0 under weaker conditions imposed on aj,. In 
the recent paper of V. Vogelsang [9] the above-mentioned results of 
Agmon were transferred to the case of the operator (1.5). Using an 
improved variant of our method, Vogelsang proved the absence of eigen- 
values in the case where the coefficients a,,, q satisfy some one-sided dif- 
ferential inequalities. R. Frose, I. Herb& M. Hoffmann-Ostenhof, and 
T. Hoffmann-Ostenhof [IO] have given a generalization of the results of 
Agmon, Kato, and Simon. These authors imposed compactness conditions 
on some operators connected with q instead of pointwise conditions 
imposed on q (cf. [ 111). M. Skriganov [12], using Rose’s result [S], 
proved the absence of positive eigenvalues for the Schrodinger operator 
with the rapidly oscillating potential q(x) satisfying the conditions 
Q(x) := I*‘ d5 s* q(#) drj E C2(R”), 
I 5 
(1.6) 
I@1 + IV@J( +rp2 ILf,cq =o(r-*), r+co, (1.7) 
where 
and d, is the Laplace-Beltrami operator on S”- ‘. In the paper of H. Kalf 
and V. Krishna Kumar [ 133 the same result is obtained for the spherically 
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symmetric potential q(r) satisfying the condition of the existence of the 
integral 
s 
co 
rq( r ) dr. (1.8) 
P 
It is relevant to mention to work [14], which contains results for the 
system (1.2) with matrix potential q and the work [15], concerning the 
Dirac equation. 
Despite a lot of criteria for the non-existence of eigenvalues on the con- 
tinuous spectrum, there are examples of differential operators with the 
above-mentioned eigenvalues (see [16] for the one-dimensional 
Schrodinger operator, [6] for the three-dimensional operator 
A2 + q: L*( R3) -+ L2( R3), 
where q(x) has a compact support). That is why the problem of the 
exponential decay of such eigenfunctions arises. This problem is dealt with 
in [6, 111. 
There exists a rich literature [ 17, 18, 191 and references quoted therein), 
devoted to the case where the eigenvalue does not belong to the continuous 
spectrum. Agmon [ 193 has proved that if the differential operator L - i is 
positive definite in some generalized sense on smooth functions with a com- 
pact support, then the eigenfunctions of the operator L, corresponding to 
the eigenvalue i, decay exponentially at infinity. 
In this paper we shall study the non-self-adjoint differential operator 
N:= -A+B(x)V+q(x) 
where B(x): R” -+ C”, q(x): R” --, C, and in IF!” 
141 + PI d c, 
aq2 
4’Yl +-p 
B=B,+Z, 
91, B, E CW’), q2, &E C’(fV, 
k/l + P,l = o(l), r-co, 
i= 1, 2, s is a given function, s: R” -+ W, SE C’(W), and in w  
Isl = 1, 
/Vsl < c. 
(1.9) 
(1.10) 
(1.11) 
(1.12) 
(1.13) 
(1.14) 
(1.15) 
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We consider the operator N on complex-valued functions u E L2 n HP, 
JVU E L2. Then N is a closed operator in L2. In Section 2 we prove that 
any eigenfunction of N belonging to an eigenvalue J. E C, where A < 0 or 
Im A # 0, decays exponentially at infinity. This statement follows from the 
Agmon results [ 191 only in the special case B, = 0. In Section 3 we con- 
sider the case 1, > 0, B, = 0 substituting (1.13) for the stricter condition 
Iqil + IBjl = 4r--‘), t-400, (1.16) 
j= 1, 2. Under these conditions, we prove there are no positive eigenvalues. 
This result is in a certain sense a generalization of the theorems given in 
[12, 13,201. 
Section 4 is devoted to the Maxwell operator in the context of the 
inhomogeneous medium. If the medium is non-isotropic, we obtain suf- 
ficient conditions for the exponential decay of eigenfunctions. In some 
special cases (including the isotropic case), we obtain sufficient conditions 
for the absence of eigenvalues. In Section 5 (Appendix), we prove several 
auxiliary theorems regarding vector fields. It is possible that some of them 
are of independent interest. 
We shall use the following designations: 
Qp=(XEW IXl>P}, 
L$‘= {XER” 1 p< 1x1 <PI), 
s,= {XER” ( 1x1 =p}, 
au au a% u,=- 
ar’ “I=%,? ‘ji=~,: 
-f&g if f=f(r). 
If a, b E C”, then 
a = (a”‘,..., a’“‘), 
b = (b(l),..., b’“‘), 
u(j) E c, 
b”’ E @ ,
ca, b) = i J+(j). 
j=l 
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By c, cI we designate different constants; by 6(r) we designate different 
functions of r such that 6(r) + 0 as y--t co. 
g.h(j): = f g,h(O. 
J 
/=I 
2. THE NON-SELF-ADJOINT ELLIPTIC OPERATOR OF THE SECOND ORDER 
Here we shall consider the equation 
M = AlA (2.1) 
in the domain Qnp,,, p0 > 0, where the differential operator A’” is defined by 
(1.9), II = p + Ei and at least one of the conditions 
E #O, (2.2) 
P<O (2.3) 
is fulfilled. The function UE Hp(Q,,), satisfying Eq. (2.1) almost 
everywhere (a.e.) in QP,,, will be called the solution of (2.1) in the domain 
Qm. 
Condition T. The functions B, q are said to be satisfying the condition 
T if (l.lO)-(1.15) are valid. 
LEMMA 2.1. Let Condition T and at least one of (2.2), (2.3) be satisfied, 
and u E L*(Q,,) be a solution of (2.1) in QpO. Then for any I> 0 
r’u E L2(Q,,), (2.4) 
r’ [Vu/ E L2(s2,,). (2.5) 
ProoJ It follows from UE L2(Qp,), (l.lO), and (2.1) that UE H,(Q,,+,), 
6 P- 0. Thus for p > p0 the following equalities hold: 
j IVul’dx=ps lu12dx-Re s (q(u(2+tiBVu)dx-iiu,dx (2.6) 
% *, ( QP > 
E fD, lu12dx=Im(~QO(q lul’+iiBVu)dx+~ iiu, dx 
% 
). (2.7) 
By (1.12) we have 
s iiBVu dx = s iiB,Vu dx + s aBy ii - u .s(‘) dx Rp ax, J . (2.8) QP 0, 
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By means of the integration by parts, we obtain 
iiBVudx= ziB’i’u .s(‘)x,dx 2 J 
-.I Q” 
dx- B$J’iiujVs dx- 
I 
iiB$+s”‘ujldx 
QP (2.9) 
We shall use the inequality 
s 1 Q,j,,:, l~j~12d~~~JQoe, (IVu12+ l~u12)dx, (2.10) 
where p 2 p,, + 1, c does not depend on p. By (2.1), (2.9), and (2.10) we 
have 
iiB Vu dx 
(lu12+ IVu12)dx+jsp(lu12+ lVul’)dx). (2.11) 
In the same way we obtain the estimate 
Now we obtain from (2.6), (2.7), (2.11), and (2.12) for p apO+ 1 the 
estimates 
j lVu12dx<pj- 
% QP 
lu12dx+cj”so(lu12+IVu12)dx 
+&P) r*, (142+IW2Wx, (2.13) 
Ll 1 
& j 142W%p)j- (lu12+lVu12W 
*o Q,-I 
(2.14) 
If E # 0 or p < 0, then it follows from (2.13), (2.14) that there exists a num- 
ber P1>Posuch that for pbpl, 
s (lu12+ IVu12dx % 
(lu12+ lVu12) dx . 
> 
(2.15) 
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Integrating this inequality with respect to p from a fixed p 3 p,, + 1 to co, 
we obtain 
s 5 
Oc) dr (lul’+ IVu12)dx62c (lu12+ IVul’)dx. (2.16) 
P a, I a,-I 
On the other hand, 
~~~~~~~,~l~12+l~~12~~~=~~~,~~-y)(l~12+lVu12)dx. (2.17) 
Thus ,,& U, fi /Vu/ eL2(Bp,). Repeating the integration of (2.16) with 
respect to p, we obtain (2.4), (2.5) for any I > 0. 
THEOREM 2.1. Let the conditions of Lemma 2.1 be fu@lled. Then there 
exists t > 0 such that 
z4 exp(tr) E L2(Qp,), (2.18) 
IV24 exp(tr) E L’(Q,,). (2.19) 
Proof. Suppose for m > 1 
u =v’= rmu. m . (2.20) 
Then in Q,, 
~v2u,-&7u+ ,.+m(mI:+2)_q+m~~)u=0. (2.21) 
r ( r 
Let g(r) be a certain function with the following properties: 
gEc”(0, a), 06 gd 1, 
g=o for r E (0, pd, 
g=l for rE(Po+ 1, co), 
I g’l < c&P2 for rE(0, Go). 
Suppose for p > p0 + 1 
g,(r) = dr - (P - h)). 
Multiplying (2.21) by rPg,& where p > p0 + 1, p E R, integrating over QP, 
and using Lemma 2.1, we obtain 
i, g,rP Ivv12dx=~jao g, rp ~~~‘dx+rn(rn--n+2)~~~ g,rpp2 Iul*dx 
+Ja0g,.r’(5B*--p) lv/2dx-/Q~g,rPvBVudx 
-2m g,rP-%v,dx- s 
( g,rp)’ Vv, dx. (2.22) 
QP 5 
R, 
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By (l.lO), (2.22) we have 
where c here (and below) does not depend on p, m. Hence 
s QP r~~~~~2dxg~(~~~gyrp(~~~gprp(l+~)lv12dx+m2~~m), (2.23) 
where p2 = p + 1. By setting p = 0 in (2.22) we obtain 
=Re - 
( j % 
g,VBVvdx+ i,J*&7) g, ,v)2dx 
-j 
% 
g;r- 1 [VI2 dx, (2.24) 
E J gp lu12 dx=Im g,iTBVv dx+ 2m s g,r-%v, dx *o *, 
+ s,,, g, (q-;Bi) lv12dx+ s,, giW+ (225) 
We shall use the estimate 
s g, b,,12dx6c (IVu12+lAv12)dx, i (2.26) 4 % 
where c does not depend on ma 1, p3p0. By (1.12) 
1 gpVBVvdx= s @B, Vu dx + s - (,) dB$j) gpys vj ax, - dx. (2.27) % *, % 
Integrating by parts in the last integral of (2.27) we obtain from (2.26) 
(2.27), (1.13) the estimate 
1 ((~1~+lV~l~+Idul~)dx+mp:~ (2.28) 
*o 
where m > 1, 6(p) does not depend on m. From (2.21) 
(2.29) 
409/106/2- I 7 
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It follows from (2.23) (2.28), (2.29) that 
where m, 6(p) as above. In the same way we can estimate the other terms 
in the right member of (2.24), (2.25). Thus there exists a number p1 B p0 
such that for p > pI, m > 1 the following inequality is valid: 
I jv12dx,<cm4 rP4 Iu(“dx+p$” , -% > (2.31) 
where c does not depend on m, p. Now assume p is fixed, p 3 pi . By (2.3 1) 
we have for 0 3 2 
(2.32) 
Applying this inequality to the terms of the sum 
where N 3 4, 
we obtain 
where c does not depend on N. Thus (2.18) is proved (this argument was 
used by Vogelsang [9]). From (2.1) (2.18) we obtain (2.19). Theorem 2.1 
is proved. 
Note 2.1. The integral exponential decay of any eigenfunction of the 
operator Jlr, treated in L*(W), obviously follows from Theorem 2.1 if the 
corresponding eigenvalue 1$ (z E C ( z 3 0 > and the condition T is satisfied. 
Hence it follows the pointwise exponential decay of eigenfunctions (see 
C191). 
3. THE CASE 2 > 0 
Here we shall consider the operator Jf under the following: 
Condition T1. The functions B, q satisfy the condition T, if 
(l.lO)-(1.12) (1.16) (1.14) (1.15) are valid. 
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LEMMA 3.1. Let the condition T1 be satisfied, and UE L2(sZ,,) be a 
solution of (2.1) in Q,,,, where A > 0. Then the inclusions (2.4), (2.5) hold for 
any I> 0. 
Proof. Multiplying (2.1) by rii, and integrating over B,, p b pO, we 
obtain after the integration by parts 
(3.1) 
Using (3.1) and the condition T,, we obtain 
+ j 
SP 
lu12)dx. 
(3.2) 
Because of (2.10), (3.2) there exists a number p, such that p1 2 p,, and for 
PBPl 
s (Ju12+JVuJ2)dx<c 0, (J (lu12+ IW2) dx R” p-1 
+ j (lu12+\Vu[2)dx (lV~~~--~lu~~)dx. 
SP 
Repeatedly integrating this inequality with respect to p from a fixed p > p,, 
to CD, we obtain (2.4) and (2.5) as in the proof of Lemma 2.1. 
THEOREM 3.1. Let the conditions of Lemma 3.1 be satisfied. Then the 
inclusions (2.18 ), (2.19) hold for any t > 0. 
ProoJ: We introduce the function u by (2.20) and use the equation 
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(2.21), multiplying it by rPgPU,, where p= 3 -n, p >p,,, and integrating 
over 0,. Applying Lemma 3.1, we obtain 
I g P rP-‘((2m+p- 1) Jv,)‘+A jul*)dx % 
+ Re 
m(m;2n+2)) lo)‘+2 ,v,/‘-lVol*)dx=O. 
(3.3) 
We shall assume 
2man. 
Using the condition T,, we obtain from (3.3) the estimate 
(3.4) 
s g,rP-’ /u12 dx QP 
< cm2pzm+ l + 4~) ik,,. gprP-’ ((l+$)(/~l*+lV~(i)+ f lujA’)dx, 
,./= 1 
(3.5) 
where p2 = p + 1, p >po, 6(p) does not depend on m and c does not 
depend on m, p. Since the following inequality is valid, 
I g,rP-’ i lu,,,12dx<cj rpP’((Vu12+ Idu(*)dx, (3.6) % j,l= 1 % 
where m > 1, p > po, and c does not depend on m, p, we obtain from (3.5) 
s rp-’ (~I~dx<crn*p:~+~ % 
+ h(p)/ rpP1 
QP 
(Jul*+ IVul*)+ Ido/* dx. (3.7) 
By (2.23), (2.29), (3.7) 
s nyrP-1 joi2dx<S(p)jQo(l+$) lu12dx+cm4p~m+1. (3.8) 
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Therefore 
where p > pO, 2m > n, 6(p) does not depend on m, c does not depend on 
m, p. Now we use (3.9) in the same way as we have used the inequality 
(2.31) in Theorem 2.1. Because 6(p) +O as p + co, we obtain (2.18) for any 
t > 0. Now (2.19) follows from (2.21). This completes the proof of 
Theorem 3.1. 
THEOREM 3.2. Let the condition T, be satisfied and B, = 0 in Q,,. Then 
any solution 24E L2(Qp,) of (2.1) in Q,,, where il> 0, is equal to zero a.e. in 
QPO. 
Proof: The function 
w  E w  . = f . etru 3 
where t > 1, is a solution of the equation 
(3.10) 
Aw-2tw,-BVw+ t*-- 
( 
n-l 
r 
t+J++tB$-q w=O 
1 
(3.11) 
in Q,,. Multiplying (3.11) by gprpW,, where p 3 pO, p= 3 -n, and 
integrating it over Q2,, we obtain with the help of Theorem 3.1 
i % 
(2tr+p-1) Iw,i’+i 
= --jQ,+, g~rp(~w~~*-$f+~(t2+L+~) Iwi*)dx-ReI,,, 
where 
(3.12) 
I, = 
s 
g,rP((q - tB2) w + BVw) W, dx. 
RP 
Assuming 
the inequality 
2tpo+p-120, (3.13) 
(3.14) t2 s Qo g,rP-’ ~w~*dx~ct2p2e2*~~+ jI,1, 
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where p2 = p + 1, follows from 
IVwJ2=eztr(t2 lu12+2t Re(tiu,)+ jVuj2). (3.15) 
Using T,, where B, = 0, we obtain 
g/(BVw-twBQw,dx ~6(~)~~lg,rP~1(tz~w12+/V~~2)dx, 
(3.16) 
where 6(p) does not depend on t 2 1 and t satisfies the condition (3.13). By 
(3.11) 
s rppl IVw(*dx<ct2 U gprP-’ lw12 dx + e2rp* . > (3.17) Q, *, 
From (3.16) (3.17) for t>max(l,2(2p,))‘(l -p)), 
Ij % 
g,r’(Ww-twB~)~~dxl~t2~(p)(j~~g,r~-1lwl2dx+e2fn2). (3.18) 
Now we shall estimate the integral 
rp : = JQ, g,@qwW, dx = 12) + p), 
where 
fp= s _ a 0 
j-l 
g/ww, -& Sj, j= 1, 2. 
*P 
We repeat the argument which led to (3.18) in order to obtain 
If;)1 d t* 6(p) jDfi g,rP-’ lwl* dx+e21Pi). (3.19) 
Using the condition T, and (3.17), we obtain 
+ jQp g,rP-’ I4 i lwj,l dx 
j,l= 1 > 
(3.20) 
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Since the inequality 
s RP g,F’ t lwjl12dx<cj rP-1((V~12+~A~~2)dx (3.21) &I= 1 % 
holds for t> 1, p>po, where c does not depend on p, t, it follows from 
(3.20), (3.17), (3.11) that 
1~~2)1 d t2 6(p) P 
By (3.18) (3.19) (3.22) 
F-l Iw12dx . (3.22) 
(3.23) 
If p = p 1 is chosen so large that 2S(p 1 ) < 1, then we obtain from (3.15) and 
(3.23) 
where t 2 max(1, (2p,)- ‘(1 - p)) and c does not depend on t. It follows 
from (3.24), (3.10) that u = 0 a.e. in Q,,. Because of the unique con- 
tinuation of solutions of the second-order elliptic equations [21], u = 0 a.e. 
in Q,,. The theorem is proved. 
Note 3.1. If follows from Theorem 3.2 that the self-adjoint realization of 
the operator N, treated in the space L2( W”), where B = 0 and the condition 
T, is satisfied, has no positive eigenvalues. 
EXAMPLE 3.1. Let us consider the Schrodinger operator ( 1.1) in the 
special case, where n = 2 and outside a sphere 1x1 = p. 
$1 7 cos(r2x2). 
It follows from the identity 
where s = (xzr-‘, -xlr-’ ), and from Theorem 3.2, that operator has no 
positive eigenvalues. This result does not follow from [ 12, 13,201. 
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4. THE MAXWELL OPERATOR 
We shall consider the Maxwell operator with variable matrix medium 
characteristics. Let A = (A’“), 1, m = 1,2, 3 be a matrix, depending on 
XE R3. Assume L*= L2(R3), Hk = Hk(R3), HP= HF(R3), //./lL2= (I.(I, 
Condition P. The matrix A is said to be satisfying the condition P if 
A’” E R, A” = A”‘, A’“(x) E C1(R3), 
IA’“1 + (VA”” Gc,,, (4.1) 
(A& 5) B Y(5>5), (4.2) 
where I, m = 1,2, 3, x, 5 E R3, co does not depend on x, y does not depend 
on x, 4, y is positive. 
Let Aj = (A;?), j = 1, 2, be two given matrices satisfying the condition P. 
Let us introduce the Hilbert space G = {a}, where 
cI= al(x) 
i > Q*(X) ’ 
a,(x): R3 + c3, alE L*. The metric in G is defined as 
The metrics in the spaces G and L2 x L2 are equivalent. Let G, be the 
orthogonal complement in G of the set 
where qj(X):R3+c, qjECF([W3), j-1,2. If UEG~, u~EH~, then a.e. 
in R3 
gja, = 0, (4.4) 
where j= 1, 2, 
g,t = Wit), 
5: R3 --t c3. Conversely, if a E G, aje HP, and (4.4) holds a.e. in R3, then 
aEG,. 
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Let us define the Maxwell differential operator M as follows 
M= ( 0 A;’ curl -A;‘curl > 0 ’ (4.5) 
Let M, be the operator (4.5) defined on the domain 
D,,={uEG~ \a,~C~(R~),j=l,2}. 
Then R,, c G,, where R,, denotes the range of Mr. The closure li;r, of Mr 
in G, is the skew self-adjoint operator in G,. Its domain is 
Da,= {uEG, 1 u~EH~,MuEG~}. 
Then 
Ker li;i, = (0). 
Let a be the eigenfunction of the operator ii;l,, corresponding to the eigen- 
value 1. Then il = oi # 0, o E IR, and 
curl uj = ( - l)jiwA,u,, (4.6) 
where j= 1, 2, s= 1 +hlj. 
LEMMA 4.1. Let the matrices Ajsutisfy the condition P and aj, j= 1, 2, 
be a solution of (4.6) in the domain Qp,, uje L2(Q,,)n Hp(Q,,,), co ~0. 
Then for any E > 0 we have uje H,(Q,,+,), j= 1,2. 
This lemma follows from Corollary 5.2 (see Appendix). 
LEMMA 4.2. IfA:” E C2(Q), where 0 c [w3, j= 1,2,1, m = 1, 2, 3, (4.2) 
holds for 5 E Iw3, x E Q, and a, E HP”(Q) is a solution in Q of the system (4.6), 
where o #O. Then a,E HP(O), j= 1,2. 
This lemma follows from Theorem 5.2 (Appendix). 
Lemma 4.2 implies that uj, j= 1,2, is a solution in D of the second-order 
system 
V(Vuj) -Aa, = (- l)'io curl(A,u,), j= 1, 2. (4.7) 
Condition Q. The matrices Aj, j= 1, 2, are said to be satisfying the con- 
dition Q if they satisfy the condition P, Aj~ C*(W’) and for x E R3 
@A’? 
I I 
- <c 
axkax, ' (4.8) 
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j= 1, 2, I, m, k, q= 1, 2, 3, 
Aj = AyI+ clj, j= 1, 2, (4.9) 
where I denotes the unit matrix, A; is the positive constant, ai is the 
matrix such that 
clj= o(r-1) as r-+co. (4.10) 
LEMMA 4.3. Let the condition Q be satisfied. Then for any solution aj, 
j= 1, 2 in apO of the system (4.6), where o #O, Im o = 0, ajE L2(s2,,) CI 
H:“‘($12,,,), and for an]’ number m > 0 the following inclusions are valid: 
rmaj E L’(!Z,,), 
r maa,- z - L2(Q,,), I 
j= 1, 2, I= 1, 2, 3. 
ProoJ By Lemma 4.2, aj E Hy(2,,). Since o # 0, we obtain from (4.6), 
(4.9 ), 
Vaj= -(Ag)p’V(a,jaj). (4.11) 
Using (4.9) we write the equations (4.7) in the form of 
V(Vaj)-Aaj-paj=02A~crjaj+(-l)jio[V, a,a,], (4.12) 
j= 1, 2, p =w2AyAi, [., .] denotes the vector product in R3. Since (4.8), 
(4.10)-(4.12) there exists a number p, 2 p0 + 1 such that the inequality 
holds for j == 1, 2, 1, m = 1, 2, 3, p > pi, and c does not depend on p. Mul- 
tiplying the equation (4.12) by Ci and integrating over Q,, p 2 pO, we 
obtain because of (4.10), (4.11), and Lemma4.1 
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where c does not depend on p. Multiplying (4.12) by raj and integrating 
over Q,, we obtain in the same way the existence of the limit 
and the estimate for p > pO 
Now we multiply (4.12) by r da,/& and repeat the same procedure, using 
(4.13), (4.14) and Lemma 4.1. We obtain the existence of a number 
p”)>/p,, such that for p>p”’ 
5 
(F, +F,)dx< i Cl 
( J 
F,dx+c, 
s 
Fj dx 
0, j= I 
+C,+,d;l:if,l~121,,,,, 
+ Cj+dP Re jsp (92-T) V(ajaj) dx), (4.16) 
where 
Fj=Jaj12+ i ,g 
2 
, 
I= I I I I 
C m, m = I,..., 6, do not depend on p. Now we integrate this inequality with 
respect to p from p = p’ to p = p”, where p” 2 p’ b p(l). Next we remove the 
differentiation from the function oljaj in the last integral of obtained 
inequality, using the integration by parts. After the passage to the limit as 
p” + co, we obtain, using (4.13), (4.15), and substituting p for p’, the 
following inequality that holds for p 2 p(l): 
‘$ J” u3 dt Jot Fj dx < c 2 (J’ Fj dx + P S, Fj dx) . (4.17) 
j-1 P j= 1 Qy-1 
Consecutively integrating (4.17) with respect to p, we obtain 
rmFjdx<co, m = 1, 2,... . 
Lemma 4.3 is proved. 
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THEOREM 4.1. Let the conditions of Lemma 4.3 be satisfied. Then for any 
t>O, j= 1, 2, I= 1, 2, 3 
e*‘aj E L*(sZ,,), (4.18) 
efrzE L2(RpO). 
I 
(4.19) 
Proof: Let m > 0, bj,,, = rmaj, j= 1, 2. Then the vectors bj,,, satisfy the 
system 
Abj,,,-F+“+ p+ 
( 
m(m+l) b, r2 
1 
/m 
=V(Vbjm) -F (-12 Vbjm + V(2bjm)) + “‘y2+ l) (jb,,)i 
- co2A;cribj,,, + (- 1) j+ ‘io[V, asbsm] -5 [a, asbsm] 
(4.20) 
It follows from (4.11) that 
V(ajbjM) -T a(Ajbjm) (4.21) 
We multiply (4.20) by g,(ab,,/&) and integrate over 0,. After the 
integration by parts, using (4.21) and Lemma 4.3, we obtain 
s 
rzmpl laj(*dxdm4 r2”~5()a1)2+~a2~2)dx+cp~m+~ , (4.22) 
*, > 
where p2= p + 1, j= 1,2, m > 1, 6(p) does not depend on m, c does not 
depend on m, p. From (4.22) by the argument given in the proof of 
Theorem 3.1, we obtain (4.18), (4.19). 
COROLLARY 4.1. Let the matrices Aj, j= 1, 2 satisfy the condition Q. 
Then for any eigenfunction aj, j = 1, 2 of the operator Ml, the inclusions 
(4.18), (4.19) are valid. 
We can prove the absence of eigenvalues of the operator M, provided 
that the matrices Ai satisfy more restrictive conditions than Q. 
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THEOREM 4.2. Let the matrices Aj satisfy the condition Q, Aj~ C2(R3), 
and the matrices 
g (rAj), j=l,2 
he positive definite for x E R3. Then the operator ii?, has no eigenvalues. 
Proof. Let I. = oi be the eigenvalue of the operator &I, and 
a1 a= 0 a2 (4.24) 
be the corresponding eigen-element. Then o #O and because of Lem- 
mas 4.1, 4.2 
aj E H, n Hy”. 
BY (4.6) 
curl(A, ’ curl a,) = u2Ajaj, (4.25) 
wherexEjW3, j=l,2,s=1+6,,. From (4.25) 
Re(r~,curl(Aj1curlaI))~z=,2Re(r~,Aja~)~~ (4.26) 
Since the identity 
aa. 
( > 
acurla. 
curl r-1 =curlu,+r------! 
ar dr 
is true, we obtain from (4.26), (4.6) the equality 
i (g (rAj) ap aj)L2 = 0. 
j= 1 
Since the matrices (4.23) are positive definite, we have by (4.27) that uj = 0 
a.e. in [w3. 
THEOREM 4.3. Let T(c,,, y) be the set of matrices A E C2(R3) satisfying 
the condition P with the constants q,, y in (4.1), (4.2) and possessing a limit 
as 1x1 + og. Then for every m, > 0 there exists a number E > 0, depending 
only on m, cO, y such that if A,, A,ET(c,, y) and in R3 
(1 +r) JAj”-A:“l <E, (4.28) 
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where j= 1, 2, I, m = 1, 2, 3, Aj= (Ajm), 2;“’ are constant in R3, then the 
operator R, has no eigenvalues ,I = oi in the interval 
-m,dw6m,. (4.29) 
Proof: Let 2 = wi be the eigenvalue of the operator li;i, and (4.24) be 
the corresponding eigen-element. Using the integration by parts, we can 
write the equality (4.27) in the form of 
-2Re 
From (4.28), (4.30) 
(4.30) 
(4.31) 
where c depends only on y. By (4.6) 
LZjai = 0. (4.32) 
The following inequality will be proved in the Appendix: 
llajllff, G 4llajll + ll~jajll + Icurl ajll)y (4.33) 
where aJ denotes any function belonging to H,, ai( R3 -+ C3, and c 
depends only on cO, y. Applying (4.33) to eigenfunctions of I@, and using 
(4.32) we obtain 
aa. 
1 I $ d4llajII + llcurl ajllh 
BY (4.6) 
J$, [Icurl aJll <co 2 Ilaill, 
j= I 
(4.35) 
where c depends only on cO. Now by (4.29), (4.31), (4.34), (4.35) 
,f IIajl12~~41 +m,) f Ilajll”, 
j=l j= I 
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where c depends only on cO, y. Thus if E is chosen in the following way, 
c(1 +mr)E< 1, 
then uj = 0 a.e. in R3. Theorem 4.3 is proved. 
Now we shall consider the case where Ai are scalar functions, satisfying 
the condition Q. Then if uj is a solution of (4.6), where w  # 0,. we must have 
V(Ajczj) = 0. 
Hence 
va.= -VA, 
J A, aJ’ 
Using (4.6), (4.36) we can rewrite (4.7) in the form of 
(4.36) 
+~2A~oljuJ+(-l~+1iocurl(a,~a,)=0, (4.37) 
j= 1, 2. The system (4.37) has the form of the vector equation 
-AU+ c bjUj+qU=XJ, 
J=l 
(4.38) 
jti > 0, with matrix coefficients. That is why we can apply to (4.37) the 
method of Theorem 3.2. We limit ourselves to formulating the final result. 
THEOREM 4.4. Let Ai( j= 1,2 be scalar functions defined in R3 and 
satisfying the conditions Aje C2( R3), Aj > 0 in R3, 
IAi-& + IVAil =o(r- ‘), r-+co, j=l,2, 
where 3 = const > 0, 
a2A. 
I I 
2 <c 
ax,ax, 7 
j=l,2,1,m=l,2,3. 
Then the operator I%?, has no eigenvalues. 
5. APPENDIX 
We shall introduce some designations and classes of functions defined in 
R3. Let 
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A = (Ak’), k, I = 1, 2, 3, denotes a fixed matrix satisfying the condition P, 
CSA b : = V(Ab), (5.1) 
where b(x): R3 + @, 
924 : = 9A(vu) E-& (Ak’U,). 
k 
(5.2) 
The differential operator 9 generates the self-adjoint operator J? in L2 
with domain 
D(8)= {#EL2 1 UEH:OC, 924E L2). (5.3) 
It is known that 
wa = HI (5.4) 
and 
I (Ivul*+ l~ul*)dx, (5.5) 
where k,l=l,2,3 and VEH~, c depends only on cO, y in (4.1), (4.2). For 
u E D(Y), we have ukl E L*. We shall apply the Friedrichs inequality 
IW’UII d 2 IIWI, (5.6) 
which is true if 
s j$ dx<co. (5.7) 
The following statement is trivial: 
LEMMA 5.1. Z’JUEA, 
s?u=o, (5.8) 
then u = o a.e. in R3. 
Now we shall consider the equation 
nYu = VF, 
where 
(5.9) 
FE {F, : lR3 + C3 1 F1 E L2 n H:““, VF, E L*}. (5.10) 
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The equation 
J?u - Eiu = VF, (5.11) 
E =const >O, has the unique solution U, ED(Z). It follows from (5.5), 
(5.6), (5.11) that 
Ilr-‘41 Q 2 IIVu,ll <c IIFII, 
where c depends only on y, 
(5.12) 
d 4 IlFll + VFII h (5.13) 
where c depends only on c,,, y. From (5.5), (5.11), (5.12), (5.13) we obtain 
the compactness of U, as E + 0 in H, . rot Let u E HP be a limit point. Because 
of (5.11)-(5.13), we have UEA,, 
Ilr-+4I G 2 llvull <c IIFII, (5.14) 
Ildl G 4IIFlI + IIVFII h (5.15) 
and u is a solution of (5.9). Because of Lemma 5.1, U, + u as E + 0 in Hp. 
We have obtained 
LEMMA 5.2. For any F satisfying the condition (5.10), there exists the 
unique solution ME A, of (5.9), and estimates (5.14), (5.15) are valid, where c 
depends only on cO, y. 
LEMMA 5.3. Assume v: R3 -+ C, v E HP, VVE L2, Au E L2. Then there 
exists the constant c, EC such that v + c, E A,. 
Proof: By Lemma 5.2 there exists the solution u E A, of the equation 
Au = V(Vv). 
Then the function w  = u - v is the harmonic function in R3. Since VW E L2, 
we obtain w=c,. Thus v+c,=u~A,. 
LEMMA 5.4. Let UE HP be a solution of the equation (5.8) in R3 such 
that VUE L2. Then u is a constant a.e. in R3. 
Proof We obtain from (5.5), (5.8) that Au E L2. By Lemma 5.3 there 
exists c1 E C such that 
ql:= u+c,eA1. 
But cp is a solution of (5.8); hence by Lemma 5.1 cp = 0 and u = -cl a.e. in 
R3. 
W9/106/2-I8 
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LEMMA 5.5. Let b(x): R3 + C3, b E L2 n HP be a solution of the system 
curl b = 0, (5.16) 
g,b=O. (5.17) 
Then b = 0 a.e. in R3. 
ProoJ It follows from (5.16) that there exists the function g(x): lR3 + @, 
g+z H:““, such that 
b=Vg. 
Then Vge L* and from (5.17) 
Yg=O. 
Because of Lemma 5.4 we obtain b = 0 a.e. in R3. 
THEOREM 5.1. Let the condition P be satisfied, b: R3 -+ C3, b E L2 n HP, 
curl b E L*, gA b E L2. Then b E HI and there exists the unique decomposition 
b=Vg, +s, (5.18) 
where g, E A,, b”~ H,, 
L&6=0, (5.19) 
llVs~ll~,~c(ll4l + ll~~bll), (5.20) 
II~II H, 6 4 llbll + Ilcurl bll 1, (5.21) 
where c depends only on cO, y. 
Proof: The uniqueness of decomposition (5.18) follows from 
Lemma 5.5. In order to prove the existence of (5.18) we shall solve the 
following three problems: 
Problem 1. It is necessary to find the function b,(x): R3 + C3 such 
that 6, E H,, 
curl 6, = 0, 
aAb, =gAb. 
We shall seek b, in the form of 
6, =Vg,. (5.22) 
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Then 
Tg, = gA 6. (5.23) 
By Lemma 5.2 we obtain the existence of solution g, E A, of (5.23) and 
I/Vg,II 6 NIL 
llk,M Gc(Ilbll + ll~‘44l). 
Thus b, E H, and 
IMI G cll~ll3 (5.24) 
Il~Ill,Y,~4Il4l + ll~,44lL (5.25) 
where c = c(c,, y). 
Problem 2. It is necessary to find the function b,(x): R3 + C3 such 
that 6, E H,, 
curl b, = curl b, (5.26) 
Vb, = 0. (5.27) 
It is known from the field theory that there exists the solution b2 and 
llbzll G cllbll, (5.28) 
ll~211H,dc(llbll + llcurl WY (5.29) 
where c is the absolute constant. 
Problem 3. It is necessary to find the function b,(x): R3 + C3 such 
that b3 E H,, 
curl 6, = 0, (5.30) 
gAb3 = -gAb2, (5.31) 
where b, is the solution of Problem 2. 
We shall seek b, in the form of 
b, =Vg3, 
where g, E Hp. Then 
c!Zg, = -V(Ab,). 
(5.32) 
(5.33) 
Because b, E H, we have 
Ab, E L2, V(Ab,) E L2. 
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By Lemma 5.2 there exists the solution g, E A r of (5.33) and 
IIVg3II G c Il~zll, 
Il(gMl ~c(Il~,ll + ll~,4~*Il), 
c = c(c,, y). Thus we obtain from (5.28), (5.29) (5.32) 
llhll d c IIM, 
c = c(c,, Y). 
IMIH, G 4Ilbll + Ilcurl 411, 
Now we can obtain the decomposition (5.18). Let 
g=b,+b3. 
Then b”~ H, and 
curl E= curl b, 
c%$b”= 0, 
ll~ll G c Ilbll, 
ll~ll H, G ~(Ilbll + curl 4 ). 
((5.34) 
(5.35) 
(5.36) 
(5.37) 
(5.38) 
(5.39) 
(5.40) 
Assume 
d= b - (6, + 8). 
Then do L* n H’“’ and 1 
curl d = 0, 
gAd=O. 
By Lemma 5.5 d= 0 a.e. in R3 and 
b=b,+& (5.41) 
Now (5.18) follows from (5.22), (5.41), (5.38). Because of (5.22) and 
g, EA 1, we have b E H,. The inequalities (5.20) (5.21) follow from (5.25), 
(5.40). 
COROLLARY 5.1. Let the conditions of Theorem 5.1 be satisfied. Then 
Ilbll,, G 4Ilbll + Ilcurl bll + II~Abll), (5.42) 
where c = c(y, c,,). 
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COROLLARY 5.2. Let Qj, j= 1,2 be simply connected domains in R3, 
0, c Sz,, with smooth boundaries a!Sj; 6 >O be the distance between 
XI,, a02 and b(x): 0, -, C3, b E Hp(sZ,) n L2(Q2), curl b E L2(sZ2), 
9*b E L2(Q2), where the codition P is satisfied. Then b E H,(Q,) and 
llbll H~VW 6 c(II~II~~w,) + Ilcurl WI L2(n2) + ll%bll L~co2,), (5.43) 
where c depends only on 6, cO, y. 
In order to prove (5.43) it is enough to apply (5.42) to the function {b, 
where 5 is a scalar cutoff function. 
THEOREM 5.2. Let the conditions of Theorem 5.1 be satisfied and 
A E C’( R’), curl b E HP, 9A b E Hp. Then b E Hp. 
ProoJ: Returning to the proof of Theorem 5.1, we obtain g, E Hy 
because of (5.23), A E C2, BA b E Hp. Then 6, E Hp. In the same way we 
obtain b,, b3 E HF”. Now the statement of Theorem 5.2 follows from (5.36), 
(5.41). 
Note 5.1. The expansion (5.18) is orthogonal with respect to the scalar 
product (Aq, (P)~z. 
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