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В работе представлен общий подход к вычислению некоторых числовых характери-
стик распределений дискретных случайных величин. В частности, рассмотрены геомет-
рическое, биномиальное распределения и распределение Пуассона (например, в [1]). 
В работе [2] рассмотрены взаимосвязи между начальными, центральными и соот-
ветствующими факториальными моментами случайных величин, способы вычисления 
одних моментов, используя другие, и вычисление моментов случайных величин, исполь-
зуя числа Стирлинга первого и второго рода. 
Геометрическим называют распределение дискретной случайной величины X , 
принимающей целые неотрицательные значения 0,1,2,k   с вероятностями 
( ) (1 )k kkP X k p p p pq     , где 0 1p   − параметр геометрического 
распределения ( 1q p  ). 
Пуассона распределение − распределение вероятностей случайной величины X , 
принимающей целые неотрицательные значения 0,1,2,k   с вероятностями 
( )
!
k
kP X k p e k
    , где 0 − параметр. 
Биномиальным (распределением Бернулли) называют распределение вероятностей 
случайной величины X , принимающей целочисленные значения 0,1,2, ,k n  с 
вероятностями соответственно 
( ) ( , ) (1 )k k n k k k n kk n nP X k p n p C p p C p q
      , 
где !
!( )!
k
n
nC
k n k


 − биномиальный коэффициент, 0 1p   − параметр биноми-
ального распределения ( 1q p  ), называемый вероятностью положительного исхода. 
Моментом n-го порядка ( 0,1,2,n ) случайной величины X  относительно чис-
ла a  называется математическое ожидание   nM X a . 
Начальным моментом n-го порядка ( 0,1,2,n ) случайной величины X  отно-
сительно числа a  называется  nn M X  . Заметим, что 0 1  , 1 ( )M X  . 
Центральным моментом n-го порядка ( 0,1,2,n ) случайной величины X  (от-
носительно центра распределения, т.е. числа  a M X ), называется 
   nn M X M X   . Очевидно, что 0 1  , 1 0  ,  2 D X  . 
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Факториальным моментом n-го порядка ( 0,1,2,n ) случайной величины X от-
носительно числа а называется математическое ожидание 
     1 1M X a X a X a n      . 
Начальным факториальным моментом n-го порядка ( 0,1,2,n ) случайной ве-
личины X относительно числа а называется  
  nn M X   . 
    1 1M X X X n    Заметим, что  0 1  ,  1 ( )M X  . 
Центральным факториальным моментом n -го порядка ( 0,1,2,n ) случайной 
величины X (относительно центра распределения, т.е. числа  a M X ) называется 
    
  nn M X M X             1 1M X M X X M X X M X n      . 
Заметим, что  0 1  ,  1 0  ,    2 D X  . 
Начальные факториальные моменты n-го порядка  n  могут быть найдены по фор-
мулам:   !
n n
n n q p
  для геометрического распределения [3],  
n
n   для рас-
пределения Пуассона [4],  
 m m
m n p   для биномиального распределения [5]. 
Начальные моменты n-го порядка n  случайной величины связаны с ее начальными 
факториальными моментами соотношением [2] 
 
( )
1
n
n
n m m
m
S 

 , (1) 
где коэффициенты ( )nmS  − числа Стирлинга второго рода. Тогда для геометрического 
распределения получим формулу ( )
1
n
n m m
n m
m
q p  

 , где коэффициенты 
( ) ( ) !n nm mS m   (последовательность A019538 в OEIS (англ. On-Line Encyclopedia of 
Integer Sequences, Энциклопедия целочисленных последовательностей)) и могут быть 
получены с помощью рекуррентной формулы  ( ) ( 1) ( 1)1n n nm mmm     , полагая 
( ) 0nm  , если 1m  или m n . Для распределения Пуассона формула (1) примет 
вид ( )
1
n
n m
n m
m
S 

 . Используя формулу (1), начальные моменты n-го порядка би-
номиального распределения могут быть вычислены так:  1 1 np    − математи-
ческое ожидание,  
      22 2 1 1n n p np       , 
          3 23 3 2 13 1 2 3 1n n n p n n p np             и т.д. 
Центральные моменты n-го порядка случайной величины X связаны с ее начальными 
моментами соотношением [2] 
1
0
( 1)
n
m m m
n n n m
m
C  

  . (2) 
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Тогда для геометрического распределения формула (2) примет вид 
( )
1
mn
n
n m m
m
q
p
 

 , где коэффициенты ( )nm  определяются соотношением 
 ( ) ( )
0
( 1) !
m
n j j n j
m n m j
j
C S m j 

    [3]. Центральный момент n-го порядка распре-
деления Пуассона, с учетом формулы (2), можно найти по формуле 
2
1
0
n
i
n n i
i
C  



  . Для биномиального распределения получим: 
     22 2 22 2 1 1 1n n p np np np np np p             ; 
 3 23 3 2 1 13 2 2 3 1 ;np p p           
  2 4 2 4 3 2 24 4 3 1 2 1 14 6 3 3 6 2n n p p p np np                 и т.д. 
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Рассмотрим набор 
0
( ) 1 2j ij i
i
f z f z j … k
∞
=
= , = , , ,∑  (1) 
голоморфных в нуле функций или формальных степенных рядов. Зафиксируем произ-
вольные целые неотрицательные числа 1 2 kn m m … m, , , , . По определению полагаем 
1
k
ii
m m
=
=∑ , j jn n m m= + − ,  1 2j … k= , , , . Известно (см. [1]), что при 1 2j … k= , , ,  су-
ществуют такие многочлены ( )mQ z , ( )j
j
nP z , mdeg Q m≤ , j
j
n jdeg P n≤ , для которых  
 
1( ) ( ) ( ) ( )
j
j j n m
n m m j n jR z Q z f z P z A z …
+ +
, = − = + .  (2) 
