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Abstract (250 words maximum) 
 
Growing evidence suggests that synchronized oscillatory activity in distributed local networks of 
neurons may lead to functional integration in the brain. Neural synchronization is typically revealed by 
a consistent phase delay between two signals generated in two separate neuronal sources. Here we 
show that local field potentials recorded from the frontal and visual cortical areas of mice during motor 
quiescent (passive state) and while actively exploring environment (active state) become synchronized 
without phase delay in the theta band. We then investigated whether theta oscillations in the 
hippocampus could be responsible for anterior-posterior isochronal synchronization. To achieve this 
goal, the two behavioral states (passive and active) were modeled with a recurrent network involving 
the hippocampus, acting as a relay element, and the two cortical areas. Results provided by the model 
are in agreement with experimental evidence. Synchrony without time lag between frontal and visual 
cortices was found to occur simultaneously with prominent theta oscillations in the hippocampal 
formation during both passive and active behavioral states. We hypothesize that this zero-lag long-
range synchronization mediated by hippocampal relay may play a crucial role in integrating top-down 
and bottom-up control mechanisms during spatial navigation and memory formation.  
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Introduction (500 words maximum) 
 
Synchronization by neural oscillations contributes to the formation of functional circuits at different 
spatial scales through a broad range of frequencies (Kahana et al., 2001; Kahana, 2006; Buzsáki, 2002; 
Buzsáki and Draguhn, 2004; Buzsáki, 2006). Specific patterns of neural synchronization have been 
associated with perceptual, motor skills, and higher cognitive functions, providing insights into how 
large-scale integration can be assisted by oscillations in the mammalian brain (e.g., Varela et al., 2001; 
Cantero and Atienza, 2005; Womelsdorf and Fries, 2007; Uhlhaas et al., 2009; Crespo-Garcia et al., 
2010; Gutierrez et al., 2010). The phase relationship of synchronized elements has been suggested as a 
critical mechanism for the efficiency of such exchange of information between neurons located in 
distant brain regions (Fries, 2005; Womelsdorf et al., 2007). 
 
In vivo and in vitro experiments suggest that zero-lag neuronal synchrony occurs in the mammal 
nervous system even in the presence of large axonal conduction delays (Roelfsema et al., 1997, 
Rodriguez et al., 1999; Soteropoulus et al., 2006). From the theoretical viewpoint, modeling zero-lag 
synchronization in long delayed systems has typically being a challenging task, and different 
mechanisms have been proposed to account for this phenomenon (Ermentrout and Kopell, 1998; 
Kopell et al., 1998; Knoblauch and Sommer, 2003). Recently, Fischer et al. (2006) introduced the 
concept of synchronization via dynamical relaying. This concept suggests that two distant neuronal 
populations can synchronize at zero or near zero time lag if a third element acts as a relay between 
them. The role of the relay is to symmetrically redistribute its incoming signals among the two other 
regions. Interestingly, this mechanism has demonstrated to be remarkably robust for a broad range of 
conduction delays and cell types (Vicente et al., 2008). A requirement for achieving synchrony without 
time lag is that the involved brain generators oscillate endogenously or by coupling with other areas. In 
this context, the thalamus has been recently proposed as a pivotal region generating isochronal 
synchronization between distant cortical areas by means of dynamical relaying mechanisms (Gollo et 
al., 2010). 
 
Here we suggest that the dynamical relaying phenomenon might also contribute to the zero-lag 
synchronization between anterior and posterior areas of the brain when the hippocampus acts as a relay 
center. This hypothesis is supported by local field potential (LFP) recordings in mice during 
spontaneous motor exploratory behavior and motor quiescence. We find that zero-lag synchronization 
between frontal and visual cortices occurs simultaneously with prominent theta oscillations in the 
hippocampal formation in both experimental conditions. The difference between the exploratory and 
motor quiescence behaviors reflect in a reduction of the correlation among the areas in the latter, while 
peaks in the cross correlograms remain markedly similar. To the best of our knowledge, this is the first 
experimental evidence of the dynamical relaying mechanism in the neocortical-hippocampal neuronal 
system.  
 
 
Materials and Methods 
 
Experimental protocol 
Mice (n=4, 5 months old) were implanted with electrodes in the CA1 subfield of the hippocampal 
formation and in two distant neocortical regions (frontal and visual cortex) under stereotaxic guidance. 
The common reference electrode was located above the cerebellum (1 mm posterior to lambda on 
midline). Following completion of experiments, mice were deeply anesthetized with a lethal dose of 
Nembutal. For verification of electrode placement, sections were mounted on gelatin-coated slides, 
stained with the Nissl method, dehydrated, and studied with light microscopy. 
 
LFPs were recorded in the animal’s home cage with a sampling rate of 200 Hz. 60-s of continuous 
artifact-free LFP recordings were selected both during exploratory motor behaviour (active state) and 
motor quiescence (passive state) in each animal. Running speed was similar in both groups of mice. 
Averaged spectral power was estimated by applying the Welch´s modified periodogram method (4-s 
segments, 1 Hz resolution, 50% overlapping, and Hanning windowing) to selected LFP recordings in 
each LFP derivation. Theta (5-11 Hz) peak frequency was identified as the maximum spectral power 
value for each cerebral site and animal, separately, by using custom scripts written for Matlab v. 7.4 
(The MathWorks Inc., Natick, MA). 
 
Modeling theta synchronization in large-scale systems 
We aimed at modeling theta synchronization patterns of the hippocampus, frontal and visual cortices 
supporting the emergent coherent behavior associated to spontaneous exploratory motor behavior and 
motor quiescence, separately. To this end, we consider three neuronal populations composed of 500 
randomly connected neurons, 80% excitatory and 20% inhibitory, with excitatory innervating 
monosynaptic pathways linking any two of the three regions. We model excitatory and inhibitory 
neurons of the cortex with the following set of equations (Izhikevich, 2003, 2007): 
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where v is the neuron’s membrane potential, u the recovery variable that accounts for the K+ and Na+ 
ion currents and Isyn the total synaptic current. When the membrane potential reaches the 30 mV value, 
v is reset to c and u to u + d. For excitatory neurons we take the parameters (a,b)=(0.02, 0.2) and 
(c,d)=(-65,8)+(12,-6)r2, where r is a uniformly distributed random variable within the interval (0,1). 
According to this distribution, cortical excitatory neurons can operate in the regular spiking, 
intrinsically bursting or chattering modes (Izhikevich et al. 2004). For inhibitory neurons we take the 
parameters (a,b)=(0.02, 0.25)+(0.08,-0.05)r and (c,d)=(-65,8). These parameter values correspond to 
fast spiking and low-threshold spiking firing modes. Excitatory neurons of the hippocampus are 
described with a slightly modified set of equations (Izhikevich, 2007): 
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In this case when v reaches the value 40 mV, v and u are reset as described previously. In this case the 
parameters (c,d)=(- 65,50)+(15,10)r favor the bursting mode rather than the regular spiking regime (Su 
et al., 2001; Izhikevich, 2007). Inhibitory neurons of the hippocampus are also modeled with the set of 
equations (1) using identical parameters as for inhibitory neurons of cortical regions. In any case, we 
have checked that different distributions of parameters yield similar results. The synaptic current is 
given by: 
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where the synaptic conductances are described as follows. Each neuron receives the same number of 
synapses from randomly selected neighbors of the same population (50 for the cortical populations 
which means a 10% connectivity, and 35 for the hippocampus, i.e., with a 7% of connectivity) and 
three long-range excitatory synapses from excitatory neurons randomly selected from the other 
populations. Conduction delays τk, associated to excitatory long-range connections, were assumed to be 
8 ms for cortico-cortical connections and 20 ms for the connections between the cortical regions and 
the hippocampus. Synapses are modeled by exponential decay functions (Dayan and Abbott, 2001) 
with time constants τAMPA=5.26 ms for excitatory and τGABA=5.6 ms for inhibitory synapses (other 
decay times produce qualitatively similar results). Synapses dynamics are described by: 
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where δ stands for the Dirac delta function, tk is the time at which excitatory firings occur in 
presynaptic neurons and tl is the equivalent for the spikes of the inhibitory neurons. Each population is 
subject to an external driving given by independent Poisson spike trains, resulting from 100 excitatory 
neurons, at rate r =15.4 Hz on each neuron in the passive state and 16.3 Hz in the active state. The 
equations are integrated with the Newton method with time steps of 0.05 ms. 
 
Modeling theta synchronization in different behavioral states 
In our model, differences between active and passive states are attributed to the rate of the uncorrelated 
external driving. We assume that when the animal is performing the exploratory task not only the main 
areas that we consider are active but also many other regions contribute. On the contrary, during motor 
quiescence, we assume that there are fewer regions involved and consequently the total external driving 
is considerably weaker. The dynamical relaying mechanism is remarkably robust to reproduce the 
observed patterns, although similar results could also be reproduced in other ways. We have checked, 
for instance, that by using a correlated external driving or by changing the coupling strength among 
neurons (either for intra-population connectivity, for inter-population synapses, or for both) qualitative 
similar results are obtained (data not shown).   
  
Synchronization measurements from correlation function 
Our results describe theta synchronization patterns between cortical areas and hippocampus during 
different behavioral states in the alert animal. We use correlation analyses to determine the level of 
synchrony of the hippocampo-neocortical and cortico-cortical networks, separately. Data are analyzed 
from the time series using both ensemble average voltage and spike time coincidences. These results 
provide additional information that is not accessible in our experimental procedure. The mean voltage 
of the time series is filtered in the dominant frequencies of the spectrum corresponding to the theta 
band (from 6.5 to 7.5 Hz) and the cross-correlation function is applied via a sliding window of 600 ms, 
displaced 50 ms from each other, over the 60-s of continuous artifact-free LFP recordings for each 
behavioral state and mouse, separately. Maximum peaks of cross-correlation in each window are 
averaged and displayed in a normalized histogram window with delays ranging from -110 to 110 ms. In 
the simulations, the number of spike coincidences are measured from the activity of neurons belonging 
to the same population (auto-correlation) in 2 s with 50,000 pairs randomly chosen in bins of 2 ms. 
 
 
Results 
 
We determine the emergence of zero-lag long-range synchronization between the frontal and visual 
cortical areas involved in the large-scale system integration when the mouse explores its cage and theta 
oscillations dominated the brain dynamics. In this particular case, we find both experimentally and 
numerically that cortico-cortical zero-lag correlation is about 45% stronger when compared to the 
neuronal activity of the alert quiet animal (passive). The hippocampus (relay element) activity happens 
to be delayed by ~ 30 ms which is a strong signature of the dynamical relaying phenomenon (Fischer et 
al., 2006; Vicente et al., 2008; Gollo et al., 2010).  
 
In the following we show results obtained from numerical simulations and LFP recorded data. We start 
analyzing the neuronal and population dynamics and show how theta frequency emerges in the system. 
Next, we simulate the synchronization patterns of a mouse in passive and active states. Finally we 
compare the simulations with the experimental data to further justify our approach. 
 
Neuronal diversity and hippocampal oscillations 
The capacity of the rodent hippocampus to generate theta rhythm is well documented (Buzsaki, 2003; 
Buzsaki, 2002; Leung, 1998, Goutagny et al., 2009) In this line, we assume in the model that the 
hippocampus is mainly composed of neurons operating in a burst regime whose activity is modulated 
by slow theta frequencies (ranged from 6.5-7.5 Hz) and an interspike frequency of 35-45 Hz. As 
previously mentioned, most neurons in the cortical areas are in the regular spiking regime. Diversity 
within each population is added to the internal neuronal parameters but it is not strikingly expressed in 
the voltage time traces when neurons are embedded in the network. The spiking pattern of each 
cerebral region considered in the present study is shown through time traces of ten randomly chosen 
neurons, eight excitatory (black) and two inhibitory (gray) in Fig. 1 A, B and C, corresponding to the 
hippocampus, visual and frontal cortical regions, respectively. In this figure, cerebral regions are 
assumed to be disconnected which means that there is no correlation among their activity since random 
initial conditions are used. In the hippocampus, most spikes occur in the burst mode and the ensemble 
average voltage (Fig. 1D) exhibits marked global oscillations in contrast with the cortical areas. Each 
area is in fact composed of two clusters with different dynamics, one of excitatory neurons (black) and 
one of inhibitory neurons (grey), as depicted in the raster plot (Figure 1E). Coherent behavior can be 
seen in cortical areas in a reduced scale. To quantify the level of synchrony we compute the number of 
coincidences in the auto-correlation function as shown in Fig. 1 F. 
 
 
 
 
Figure 1. Dynamical characterization of disconnected cerebral regions: hippocampal oscillations and 
population diversity. A, B and C show the time traces of 10 randomly chosen neurons (8 excitatory in 
black and 2 inhibitory in grey) of each population. D, ensemble average voltage of each area: Frontal 
cortex (F), Visual cortex (V) and the Hippocampus (H). E, raster plots. F, Average number of 
coincident spikes of neuron pairs of the same population (autocorrelation) subtracted from the mean 
number of coincidences over the delay window. Top panel displays cortical groups and bottom panel 
stands for the hippocampus. External driving is set at rate r =16.3 Hz. 
 
Dynamical relaying in the theta rhythm 
Our numerical results predict the existence of zero-lag synchrony between frontal and visual cortices, 
but not between cortical regions and the hippocampus. The mean features that are observed 
experimentally, as will be discussed below, are captured by a reduced model. The large-scale 
integration is attained by interconnecting the cortical populations and the hippocampus assuming long 
delayed synapses. Our simple motif suffices for achieving the two different behavioral states, 
corresponding to the active and passive state of the animal, as depicted in Fig. 2 A. The circuit 
dynamics shows zero-lag synchronization of the cortical areas, as can be seen in the mean voltage time 
traces, Figs. 2 B and C, as well as in the raster plots, Figs. 2 D and E. An in-depth analysis reveals that 
cortical activity locally synchronizes when the connections between the different areas is activated. The 
raster plot also reveals the presence of the two different groups of neuronal activity in each area even in 
the full connected network: one of excitatory neurons (black) and the other of inhibitory ones (grey). 
Unlike cortical areas that synchronize without phase delay, hippocampal neurons spike out of phase 
with respect to the cortical neurons.  
 
 
 
Figure 2. Modeling neural dynamics underlying passive and active behavioral states. A, motif 
representation of the used model. Each neuron is driven by independent Poisson process with rate 
r=16.3 Hz (r =15.4 Hz) for active (passive) state. In B and C we plot the ensemble average voltage for 
the passive and active cases, respectively. In E and F we plot the corresponding raster plots.  
 
Zero-lag synchrony is enhanced during exploratory behavior 
The reduced model proposed here is justified due to the remarkable equivalence with experimental data 
in neocortical-hippocampal neuronal systems during both behavioral states. Although results from 
simulation might seem to reveal only a keen difference for the two states, we demonstrate that 
noticeable differences can be unveiled simply by filtering the LFP time traces in the dominant 
frequency of the theta band (6.5- 7.5 Hz ) and performing a peak density analysis in the sliding window 
cross-correlation. Filtered simulated and experimental time traces for the two behavioral states are 
qualitatively compared showing a much weaker phase locking in the passive condition. Results in the 
active state appear to be more coherent (higher values of cross-correlation) and a prevailed phase-
locking protrudes (Fig. 3). It can be observed that the cortical areas are mostly synchronized at zero-lag 
while the hippocampus is typically delayed by 15-30 ms in the active state and by 15-45 ms in the 
passive state. The zero-lag correlation is about 45% larger in the active state than in the passive state, 
which has a larger variability in its activity (Churchland et al., 2010). Synchronization levels between 
hippocampus and cortical areas are also stronger during active exploration when compared to motor 
quiescence. Simulations are in remarkably good agreement with the experimental data obtained in our 
study. The cross-correlation between the hippocampus and the cortical areas are very similar in the 
model due to the symmetry assumed in the conduction delay. Results closer to the experimental ones 
can be obtained by reducing the conduction time (few ms) between the hippocampus and visual cortex, 
see Figure in supplemental material.   
 
 
 
Figure 3. Spatio-temporal synchronization for real data and simulations. Density of peaks in the sliding 
window of the filtered time series cross-correlation. The window has 600 ms length and is shifted by 50 
ms steps analyzed over the 60-s of continuous artifact-free LFP recordings for each behavioral state 
and mouse, separately, and normalized in a frame of -110 to 110 ms. Simulations show good agreement 
with experimental results for both active and passive behavioral states. 
 
 
 
Discussion 
 
Theta neural dynamics between frontal regions and hippocampal formation have been extensively 
studied (Siapas et al., 2005; Jones and Wilson, 2005a,b). This functional circuitry has demonstrated to 
be state-dependent (Young and McNaughton, 2009; Hyman et al., 2005; Cantero et al., 2003) and 
specifically modulated by cognitive demands (Paz et al., 2008, Doyère et al., 1993; Hasselmo, 2005; 
Koene et al., 2003; Mcintosh, 1999; Ranganath and D’Esposito, 2005; Vertes, 2006; Wall and Messier, 
2001). Nevertheless the mechanism inducing coherent neural activity between these distant areas 
remains unknown (Hyman et al., 2010). Here we propose to extend the circuit to the visual cortex 
which should contribute to the integration process in the freely behaving mouse. This view allows us to 
use the dynamical relaying framework to explain the collective neuronal process behind the 
synchronization pattern observed. 
 
The role of theta band synchronization in long-range integration 
Our findings suggest that theta rhythm is critical for long-range integration between the hippocampus 
and cortical areas, mainly when the animal is exploring the environment. Moreover, according to the 
proposed dynamical relaying mechanism, theta oscillations must be present whenever the hippocampus 
is acting as the relay station which putatively facilitates zero-lag synchrony between distant cortical 
areas. It leads to the possible coexisting of dynamical relaying in different frequency bands, say for 
example in gamma range (Vicente et al., 2008) which could be mediated by the thalamus (Gollo et al., 
2010) or other cortical areas (Chawla et al., 2001). A better understanding of the synchronization in 
distinct frequency bands is a promising and challenging question since it could set the bases for a 
parallel processing via binding by synchrony.  
 
Dynamical relaying and phase relation  
A typical signature of the dynamic relaying mechanism in neuronal systems connected via significant 
delays is the zero-lag synchrony coexisting with the out of phase synchrony between the relay element 
and the cortical areas (Fischer et al., 2006; Vicente et al., 2008; Gollo et al., 2010). The novelty of the 
present model lies in the inclusion of the visual cortical areas in addition to frontal cortex and 
hippocampus. Previous studies have already taken into account the synchronization in theta band in the 
prefrontal cortex and the hippocampus (Siapas et al., 2005). In this study the hippocampus is leading 
the dynamics and the spike time of neurons if the prefrontal cortex is delayed. Due to the course 
grained nature of our experimental data we do not have access to the neuronal spike time. However, 
after a filtering procedure it becomes clear that the hippocampus is delayed with respect to the cortical 
areas.  
 
It is well known that hippocampus plays a crucial role in spatial navigation and memory formation. But 
for this endeavor, hippocampus requires contribution of other regions typically involved in automatic 
and voluntary control of attention. We hypothesize that anterior-posterior synchrony at zero lag 
mediated by hippocampal theta relay may facilitate integration of these top-down and bottom-up 
control mechanisms of attention. 
 
To the best of our knowledge, this study provides the first empirical description of theta oscillatory 
dynamics underlying hippocampal-neocortical networks in different behavioral states, and also offers 
an explanation to the observed phase locking relation involving relevant brain areas. It further provides 
the first experimental realization of the dynamical relaying for theta oscillations in neocortical-
hippocampal systems. 
 
Final remarks 
We have numerically and experimentally studied the zero-lag synchronization of cortical areas in the 
theta range mediated by the hippocampus in freely behaving mice. Our results suggest that the 
hippocampus might play the role of relay element mediating between anterior and posterior regions of 
the brain during spontaneous motor exploratory and motor quiescence behaviors. We find that zero-lag 
synchronization between these distant regions occurs simultaneously with prominent theta oscillations 
in the hippocampal formation in both behavioral states. The simple model of spiking neurons we 
proposed is capable of reproducing most relevant features of the experimentally observed synchronized 
pattern. In particular, the model reflects the difference in the amount of the cortico-cortical zero-lag 
synchrony via dynamical relaying of hippocampus which is significantly enhanced during exploratory 
motor behavior. 
 
 
References 
 
Buzsáki, G. (2002) Theta oscillations in the hippocampus. Neuron 33:325– 340(16). 
Buzsáki G, Buhl DL, Harris KD, Csicsvari J, Czéh B, Morozov A. (2003) Hippocampal network 
patterns of activity in the mouse. Neurosc 116:201-11. 
Buzsáki, G. (2006) Rhythms of the brain. Oxford University Press. 
Buzsáki, G., Draguhn, A. (2004) Neuronal Oscillations in Cortical Networks. Science 304:1926–1929. 
Cantero JL, Atienza M, Stickgold R, Kahana MJ, Madsen J, and Kocsis B (2003) Sleep-dependent 
theta oscillations in the human hippocampus and neocortex. J Neurosc 23:10897-10903. 
Cantero, J. L., Atienza, M. (2005) The role of neural synchronization in the emergence of cognition 
across the wake-sleep cycle. Rev Neurosci 16:69–83. 
Chawla, D., Friston, K.J., Lumer, E.D. (2001) Zero-lag synchronous dynamics in triplets of 
interconnected cortical areas. Neural Netw 14:727–735. 
Churchland MM et al. (2010) Stimulus onset quenches neural variability: a widespread cortical 
phenomenon. Nat Neurosci 13:369-78. 
Crespo-Garcia M, Cantero JL, Pomyalov A, Boccaletti S, Atienza M. (2010) Functional neural 
networks underlying semantic encoding of associative memories. Neuroimage  50: 1258–1270. 
Dayan, P. & Abbott, L. F. 2001 Theoretical Neuroscience: Computational and Mathematical Modeling 
of Neural Systems, MIT Press, Cambridge, Massachusetts. 
Doyère, V., Burette, F., Negro, C., Laroche, S. (1993) Long-term potentiation of hippocampal afferents 
and efferents to prefrontal cortex: implications for associative learning. Neuropsychologia 31:1031–53. 
Ermentrout, G. B., Kopell, N.1998 Fine structure of neural spiking and synchronization in the  presence 
of conduction delays. Proc Natl Acad Sci 95:1259–1264. 
Fischer, I., Vicente, R., Buldu, J. M., Peil, M., Mirasso, C. R., Torrent, M. C., Garcia-Ojalvo, J. (2006) 
Zero-lag long-range synchronization via dynamical relaying. Phys. Rev. Lett. 97:123902. 
Fries, P. (2005) A mechanism for cognitive dynamics: neuronal communication through neuronal 
coherence. Trends Cog Sci 9:474–480. 
Gollo, L. L., Mirasso, C., Villa, A. E. (2010) Dynamic control for synchronization of separated cortical 
areas through thalamic relay. NeuroImage available online.  
Goutagny, R., Jackson, J., Williams, S. (2009) Self-generated theta oscillations in the hippocampus. 
Nat Neurosci 12 :1491–1493. 
Gutierrez, R., Simon, S. A., Nicolelis, M. A. L. (2010) Licking-Induced Synchrony in the Taste-
Reward Circuit Improves Cue Discrimination during Learning. J Neurosci 30:287–303. 
Hasselmo, M. E. (2005) What is the function of hippocampal theta rhythm?  linking behavioral data to 
phasic properties of field potential and unit recording data. Hippocampus 15:936–949. 
Hyman, J., Zilli, E., Paley, A., Hasselmo, M. (2005) Medial prefrontal cortex cells show dynamic 
modulation with the hippocampal theta rhythm dependent on behavior. Hippocampus 15: 739–749. 
Hyman, J. M., Zilli, E. A., Paley, A. M., E., H. M. (2010) Working memory performance correlates 
with prefrontal-hippocampal theta interactions but not with prefrontal neuron firing rates. Frontiers in 
Integrative Neurosc. available online. 
Izhikevich, E. M. (2003) Simple model of spiking neurons. IEEE Transac  Neural Net 14:1569–1572. 
Izhikevich EM. (2007) Dynamical Systems In Neuroscience. Cambridge, MA: MIT Press. 
Izhikevich, E. M., Gally, J. A., Edelman, G. M. (2004) Spike-timing dynamics of neuronal groups. 
Cerebral Cortex 14:933-944. 
Jones, M. W., Wilson, M. A. (2005a) Phase precession of medial prefrontal cortical activity relative to 
the hippocampal theta rhythm. Hippocampus 15:867–873. 
Jones, M. W., Wilson, M. A., (2005b) Theta rhythms coordinate hippocampal-prefrontal interactions in 
a spatial memory task. PLoS Biol 3:e402. 
Kahana, M., Seelig, D., Madsen, J. (2001) Theta returns. Curr Opinion in Neurobiol 11:739–744. 
Kahana, M. J. (2006) The Cognitive Correlates of Human Brain Oscillations. J. Neurosci. 26:1669–
1672. 
Knoblauch, A., Sommer, F. T. (2003) Synaptic plasticity, conduction delays, and inter-areal phase 
relations of spike activity in a model of reciprocally connected areas. Neurocomp 52-54:301–306. 
Koene, R. A., Gorchetchnikov, A., Cannon, R. C., Hasselmo, M. E. (2003) Modeling goal-directed 
spatial navigation in the rat based on physiological data from the hippocampal formation. Neural Netw 
16:577–584. 
Kopell, N., Ermentrout, G. B., Whittington, M. A., Traub, R. D. (1998) Gamma rhythms and beta 
rhythms have different synchronization properties. Proc Natl Acad Sci 97:1867-1872. 
Leung LS (1998). Generation of theta and gamma rhythms in the hippocampus. Neurosci Biobehav 
Rev 22:275-290. 
Mcintosh, A. R. (1999) Mapping cognition to the brain through neural interactions. Memory 7, 523–
548(26). 
Paz, R., Bauer, E. P., Par, D., 2008. Theta synchronizes the activity of medial prefrontal neurons during 
learning. Learning and Memory 15 (7), 524–531. 
Ranganath, C., D’Esposito, M. (2005) Directing the mind’s eye: prefrontal, inferior and medial 
temporal mechanisms for visual working memory. Curr Opin Neurobiol 15:175–82. 
Rodriguez E et al. (1999) Perception’s shadow: long-distance synchronization of human brain activity. 
Nature 397:430–433. 
Roelfsema PR, Engel AK, Konig P, Singer W (1997) Visuomotor integration is associated with zero 
time-lag synchronization among cortical areas. Nature 385:157–161 
Siapas, A. G., Lubenov, E. V., Wilson, M. A. (2005) Prefrontal phase locking to hippocampal theta 
oscillations. Neuron 46:141–151. 
Soteropoulus DS, Baker S (2006) Cortico-cerebellar coherence during a precision grip task in the 
monkey. J. Neurophysiol. 95:1194–1206 
Su H, Alroy G, Kirson ED, Yaari Y (2001) Extracellular calcium modulates persistent sodium current-
dependent burst-firing in hippocampal pyramidal neurons. J Neurosci 21: 4173-4182. 
Uhlhaas, P., Pipa, G., Lima, B., Melloni, L., Neuenschwander, S., Nikolić, D.,  Singer, W. (2009) 
Neural synchrony in cortical networks: history, concept and current status. Front. Integr. Neurosci. 3. 
Varela, F. J., Lachaux, J. P., Rodriguez, E., Martinerie, J. (2001) The brainweb: phase synchronization 
and large-scale integration. Nat Rev Neurosci  2, 299–230. 
Vertes, R. P. (2006) Interactions among the medial prefrontal cortex, hippocampus and midline  
thalamus in emotional and cognitive processing in the rat. Neuroscience 142:XXXXXXX. 
Vicente, R., Gollo, L. L., Mirasso, C. R., Fischer, I., Pipa, G. (2008) Dynamical relaying can yield zero 
time lag neuronal synchrony despite long conduction delays. Proc. Natl. Acad. Sci. 105:17157–17162. 
Wall, P., Messier, C. (2001) The hippocampal formation - orbitomedial prefrontal cortex circuit in the 
attentional control of active memory. Behav.  Brain Res 127:99–117. 
Womelsdorf, T., Fries, P. (2007) The role of neuronal synchronization in selective attention. Curr Opin 
Neurobiol. 17;154–60. 
Womelsdorf, T., Schoffelen, J.-M., Oostenveld, R., Singer, W., Desimone, R.,  Engel, A. K., Fries, P. 
(2007) Modulation of Neuronal Interactions Through  Neuronal Synchronization. Sci 316:1609–1612. 
Young, C. K., McNaughton, N. (2009) Coupling of Theta Oscillations between Anterior and Posterior 
Midline Cortex and with the Hippocampus in Freely Behaving Rats. Cereb. Cortex 19:24–40. 
 
 
 
Email addresses: leonardo@ifisc.uib-csic.es (Leonardo L. Gollo ), 
claudio@ifisc.uib-csic.es (Claudio Mirasso), matirui@upo.es (Mercedes Atienza), mcrega@upo.es 
(Maite Crespo García), jlcanlor@upo.es (Jose L. Cantero). 
Supplemental Material 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Effects of an asymmetric inter-population conducting time delay. If the time delay 
between the hippocampus and the visual cortical area (x in the figure) is slightly shorter 
than that between the hippocampus and the frontal area (20 ms), the maxima of the 
cross-correlations between the hippocampus and the cortical areas do not coincide, as is 
observed in the experiments. 
