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Abstract
The server load prediction and energy load forecasting have available a wide range of
approaches and applications, with their general goal being the prediction of future load
for a specific period of time on a given system. Depending on the specific goal, different
methodologies can be applied.
In this dissertation, the integration of additional temporal information to datasets, as
a mean to create a more generalized model is studied. The main steps involve a deep
literature review in order to find the most suited methodologies and/or learning methods.
A novel dataset enrichment process through the integration of extra temporal information
and lastly, a cross-model testing stage, where trained models for server load prediction and
energy load forecast are applied to the opposite field. This last stage, tests and analyses the
generalization level of the created models through the temporal information integration
procedure.
The created models were both oriented to short-term load forecasting problems, with
the use of data from single and combined months, regarding real data from Wikipedia
servers of the year 2016 in the case of server load prediction and real data regarding
the consumption levels in April 2016 of the city of Leiria/Portugal for the energy load
forecasting case study. The learning methods used for creating the different models
were linear regression, artificial neural networks and support vector machines oriented
to regression problems, more precisely the Smoreg implementation. Results prove that
it is possible to tune the dataset features, e.g., granularity and time window to improve
prediction results and generalization. Results from this work, as well as an optimization
approach through the use of genetic algorithms, normalization effects, split ratio vs cross-
validation influence and different granularities and time windows were peer-reviewed
published.
Keywords:(Load Prediction, Server load prediction, Energy load forecasting, Regres-
sion problems, Linear regression, Artificial neural networks, Support vector machines,
Model generalization)
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Resumo
As áreas de estudo de previsão de carga em servidores e a previsão de carga elétrica em
áreas urbanas, possuem inúmeras abordagens e aplicativos. O objetivo de uma forma geral,
é a previsão de carga futura por um específico período no tempo num determinado sistema.
Dependendo do objetivo, diferentes metodologias e/ou técnicas podem ser aplicadas.
Nesta dissertação, estuda-se a integração de informação temporal adicional em datasets,
como forma de criar modelos mais generalizados/genéricos. As principais etapas envolvem
uma profunda e detalhada revisão da literatura existente, com o intuito de encontrar metod-
ologias e /ou métodos de aprendizagem mais adequados a este tipo de problema(previsão
de carga), o enriquecimento de datasets através do um novo método de indução de in-
formações temporais e por fim, uma última etapa de testes envolvendo a troca de modelos.
Modelos treinados para previsão de carga de servidor e a previsão de carga elétrica são
aplicados à área/espectro que lhe é oposto. Nesta última etapa é testado e avaliado o
nível de generalização que os modelos criados por meio dos procedimentos de indução de
informações temporais atingem/possuem.
Todos os modelos criados foram construídos para problemas de previsão de carga a
curto prazo(short term load forecasting). Estes modelos foram desenvolvidos/treinados
com recurso a dados dos servidores da Wikipédia de vários meses do ano de 2016 e a
combinação destes meses. Os dados são provenientes do fluxo de dados/pedidos reais
feitos a estes servidores da Wikipédia. No caso dos dados referentes a previsão de carga
eléctrica, os dados também são reais e contêm o consumo real no mês de abril de 2016
registado pela EDP na cidade de Leiria - Portugal. Os métodos de aprendizagem que foram
selecionados para criar os diferentes modelos foram a regressão linear, as redes neurais e
as support vector machines orientadas para problemas de regressão, mais precisamente a
implementação Smoreg. Os resultados confirmam que é possível ajustar a configuração dos
datasets, por exemplo, granularidade e janela de tempo(time window) de forma a optimizar
as previsões e a capacidade generalização do modelo. Os resultados deste trabalho, bem
como uma otimização de configuração de datasets através do uso de algoritmos genéticos,
efeitos de normalização, influência da aplicação do split ratio vs cross-validation e a
aplicação de diferentes granularidades e janelas de tempo foram publicados em conferências
internacionais e nacionais e em revista.
Palavras-chave:(Previsão de carga, Previsão de carga em servidores, Previsão de
carga de eléctrica, Problemas de regressão, Regressão linear, Redes neuronais, Support
vector machines, Capacidade de generalização)
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“ An unsophisticated forecaster uses statistics as a drunken man useslamp-posts - for support rather than for illumination. ”
Andrew Lang, (1844 – 1912)
Since the earliest of times, humanity has used forecasting in daily life decisions. In those
early days, forecasting was often associated with fortune-telling. However, nowadays the
difference between fortune-telling and forecasting is clear and stands on the transparency
of the methods used to reach the predictions. In forecasting, it is possible to replicate
the forecasting process by using the same model and data and thus obtaining the same or
equivalent results. However, with fortune-telling that is not the case, the crystal ball and
the fortune-teller’s words are the only things to rely on.
Forecasting brings humanity the ability to anticipate events, to better adapt to changes,
and to possibly alter outcomes. Be it a farmer in ancient Rome who predicted a storm
because of his back pain, or an XXI century meteorologist whose job is to predict the
weather. Forecasting goes as far back as 650 B.C., when the Babylonians tried to predict
weather changes based on optical phenomena and the outlook, quantity, and patterns of
clouds in the sky [1].
Nowadays, forecasting appears in our society in many forms, sometimes implicitly
without us even noticing it. For instance, when we decide to take an umbrella when leaving
the house even though it is not raining. There can be a multitude of factors on why we took
the umbrella, for example, it might have rained all week before. No matter the reason, we
probably based our decision in past experiences and/or existing information.
The act of forecasting is also found and used in a variety of different areas, such as,
commercial, industrial, scientific, and economic activities [2]. It thus, results in a variety
of distinct types of forecasting. In this work, we focus on load forecasting, which can be
defined as the science or art of predicting the future load in a specific period ahead on a
given system [3]. Forecasts are obtained by analysing past and/or present data in search
for patterns or relevant relations in the data. These patterns can be used to forecast a few
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minutes ahead or as far as 50 years into the future. Usually, an accurate load model is
created to mathematically represent the relationship between all influential variables and
the load [3].
The forecasting of load derived from the need to find a breakeven between supply and
demand in a specific area, which is usually hard to achieve. It emerges in a variety of
areas, such as, electric load forecasting, load forecasting in computer servers, commonly
known as server load prediction, sales forecasting, dam water levels forecasting or traffic
forecasting. [4–8].
1.1 Motivation
In this work, we focus on problems associated to energy load forecasting and server load
prediction. Energy load forecasting aims to determine the energy demand if the system
and therefore determine the necessary supply levels. Energy in general, and electric power
particularly, has an incredible importance in modern society. All electrical appliances, and
a vast number of infrastructures, have it as one of their main supports to operate. Electricity
is a given in our lives and it is almost impossible to imagine our society without it. This
electric power system is a complex system that spreads from the end costumer, to the
distribution infrastructures that transport it through the electric network, and finally to the
power plant, which is responsible for the production of electricity. At any given time, it is
crucial to preserve the equilibrium between consumption and production, or supply and
demand, otherwise, it could become difficult to guarantee the stability of the power system.
In situations where this equilibrium is unsettled, the worst-case scenario of a blackout
could occur, leading to a monetary loss of billions and uncountable damage to our society.
Server load prediction on the other hand sets its goal in determining the future load
of servers/datacentres, either in terms of data volume or number of connections. The
load in these types of environments tends to be more mutable than other fields such
as supercomputing settings or common science environments [9], where the tasks to
be supported are easier to predict ahead. Datacentres technicians challenge themselves
every day to minimize waste in resource usage and maximize their profit range. Efficient
resource management is key in the viability of a datacentre, ensuring that workloads have
the necessary resources without breaching Service Level Agreements (SLA). To efficiently
adjust resource allocation, prediction algorithms are used to forecast incoming load and/or
resources needed to guarantee the performance of the datacentre for every kind of specific
load [10].
However, since our society continuously develops a bigger and healthier conscience
towards our planet, datacentres nowadays try also ensure that they fulfil their part to keep
this world a healthy place for future generations to come. The use of load forecasting lets
datacentres minimize resource consumption, reducing energy consumption and, as a result,
reduce their carbon footprint [11].
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1.2 Objectives and Contributions
In this work we have two fundamental areas of study of application of load forecasting
systems. Hence, we can set two main goals, namely (i) to develop a load forecast archi-
tecture that allows for the prediction of load in a web server, using previous records of
users’ connections and transferred data; and (ii) to develop a load prediction system that
can determine the energy demand in the city of Leiria/Portugal based on historical data on
energy consumption.
With these goals we can outline the main contributions of this work:
1. Review of the state-of-the art in both scenarios, including the most relevant works
and techniques to tackle energy load prediction and server load prediction;
2. Definition, characterization and analysis of two case studies that represent each
individual area;
3. Definition of data pre-processing methods/guidelines applied in different areas of
study;
4. Develop and publish two frameworks/Application Programming Interface (API).
One that automates the data creation and manipulation on numerical datasets and
another one that gathers, manipulates and validates the Wikimedia datasets;
5. Create a novel methodology that increases model performance and generalization by
adding extra temporal information to datasets;
6. Cross train and test the two case studies for model generalization analysis;
7. Publish the work carried out in the scientific available means;
1.2.1 Publications
From this work resulted the publication and respective presentation of three scientific
papers and one journal article:
1. Conference Paper: ”A Comparison Approach for Load Forecasting”: CENTERIS
2018 - Conference on ENTERprise Information Systems/ProjMAN 2018.
2. Conference Poster: “Granularity and time window on forecasting regression prob-
lems”: RECPAD 2018 – Portuguese Association for Pattern Recognition.
3. Conference Paper/Book publication: “Server load prediction on Wikipedia traffic:
influence of granularity and time window”: SoCPaR 2018 - Proceedings of the Ninth
International Conference of Soft Computing and Pattern Recognition.
4. Journal: "Model Optimisation for Server Loading Forecasting with Genetic Al-
gorithms": International Journal of Computer Information Systems and Industrial




Sideways to the published work, contributions for future researchers were made in the
form of two different APIs:
1. The WikiGather API was created from the need to download large raw data quantit-
ies from the Wikimedia foundation, with a simple and efficient tool. The API allows
an easy integration in researchers python projects. It was published and publicly
made available through GitHub at WikiGather: URL
2. The Dataset transformation API is a simple and efficient tool that adds extra
temporal information to time-series datasets, although it can also be applied in
any numeric only/non-time-series datasets. The API allows an easy integration in
researchers python projects. It was published and publicly made available through
GitHub at Dataset transformation API: URL
1.3 Document structure
The rest of the document is structured as follows. In Chapter 2, an explanation in a
detailed manner regarding the load forecasting problem is presented. Error measures,
forecasting accuracy and cyclic behaviour are thoroughly described. Subsequently, server
load prediction and energy load forecasting are presented and explained, along with a
literature review for each area.
Chapter 3 gives the reader the knowledge needed in machine learning for further
chapters. An introduction to machine learning is made, covering supervised and unsuper-
vised learning, benefits and disadvantages; regression and classification problems, time
series problems and lastly the learning methods adopted in this work.
Chapter 4 focuses on the proposed approaches, which are presented and described in
detail. The description and justification of the implementation of the above-mentioned
APIs into the overall architecture is also presented in the chapter .
In Chapter 5 all the steps taken throughout server load prediction testing and evaluation
process are presented. These steps involve, amongst others, dataset generation, evaluation
metrics definition, and dataset optimization. Results regarding each test environment are
presented and discussed.
In Chapter 6, the energy load forecasting case study is presented and analysed. Testing
and evaluation procedures are identical to server load prediction. Subsequently, the model
exchange scenario is presented, tested and analysed.




In this chapter a literature review is conducted, based on the most recent published research
studies on load forecasting. An introduction to the definition of load forecasting is made,
followed by the description of the most common approaches used in load forecasting
problems, including the main challenges for a successful forecast of load, description of
several load forecasting methods, and the different types of load forecasting. Subsequently,
an analysis of server load prediction and energy load forecast is made.
2.1 Load forecasting
Load forecasting emerged as a support to predict and prevent resource imbalance [12].
Previous methodologies, such as the pull system, which initiated a new task/work only
when there was customer demand for it, presented chronic flaws, such as the way they
handled unexpected events. For instance, new milk was only made available, when
costumers had nearly emptied the shelf and demand for milk existed. This meant that the
restocking process was not proactive, but merely reactive. The restocking process was only
triggered (the pull needed in a pull system) when shortage and demand occurred. This
method only worked if milk was available and reachable to the restocking staff. If this
was not the case, for example, there was no milk in the warehouse, the process of ordering
and shipping new stock could mean loss in revenue. To overcome these drawbacks, load
forecasting methods can help predict consumption rates, preventing resource imbalance,
along with several unforeseen events [13].
A common challenge in load forecasting is the seasonality in the data. Load series tend
to be fairly intricate and present different levels of seasonality, e.g., the load in a specific
hour can be correlated to the load of the previous hour, but also correlated to the load of
the exact same hour from the same day on the previous week [14].
The implications for organizations that do not use load forecasting or have incorrect
forecasts can be extremely negative. The inability to identify these problems may trigger a
snowball effect on the long run. Overestimation might lead to overstock, which could be
impossible to resell with profit. On the other hand, underestimation could result in revenue
loss or in the incapability to fulfil the organization’s goals. When forecasting load, it is of
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the utmost importance to keep a balance between resources and demand, avoiding stock
outs or over stocking.
The above mentioned factors led to load forecasting becoming one of the major research
fields in various areas, such as, electric load forecasting, load forecasting in computer
servers, also commonly known as server load prediction, sales forecasting, dam water
levels forecasting, traffic forecasting, etc. [4–8].
In any category, a precise load model that depicts the mathematical relationship between
the influential variables and the load is needed. This accurate relationship is commonly
defined by the role each variable plays in the load model. With the construction of the
mathematical model, model parameters are identified and calculated through different
estimation techniques [3]. These parameter estimation techniques provide the necessary
tools that enable the efficient use of data, in the aid of constant estimation, used in the
mathematical model creation process [15]. In the last 50 years, parameter estimation tech-
niques used in load forecasting have been mostly based on the least squares minimization
criterion [15].
Different approaches and applications of load forecasting have appeared through time,
with the general goal remaining the prediction of future load. By definition, load forecasting
is exactly that, i.e., the science or art of anticipating the future load on a given system, for
a specific period of time [3]. Depending on the more specific goal, different time ranges
can be used. Industry usually requires forecasts ranging from short-term forecasts, just a
few minutes, hours, or days ahead within one, two, or three years of available data [16],
up to long-term forecast, that can predict up to 50 years ahead. However, due to the fact
that most variables such as weather, traffic, or energy demand are progressively harder to
accurately foresee as time advances, long-term predictions tend to be less accurate.
2.1.1 Types of load forecasting
Load forecasting methods can be divided according to the forecast time horizon, which is
usually problem dependent. It can be set by the specific goal of the prediction to achieve,
or it can be constrained by the availability and accuracy of data. Therefore, each forecast
horizon is used for different purposes and/or restrictions. According to Gross [17], these
horizons can be divided as:
• Very-Short Term Load Forecasting (VSTLF);
• Short-Term Load Forecasting (STLF);
• Medium-Term Load Forecasting (MTLF);
• Long-Term Load Forecasting (LTLF).
VSTLF has a forecast horizon lower than an hour, STLF has a forecast horizon of up to
30 days, MTLF has a forecast horizon of up to one year, and LTLF has a forecast horizon
higher than year. LTLF and MTLF can be usually found in transport and distribution
capacities, schedule maintenance, plan production among others. STLF can be used in
the planning of daily tasks. VSTLF on the other hand, with a maximum time horizon of
one hour, can be used in cases where adjustments are needed every hour, such as, resource
adjustment in mainframes.
Along with the distinct types of load forecasting, a large variety of load forecasting
methods exist that aid in the forecast process. Some methods evolved with the goal of
achieving better results in a certain type of load forecasting, such as the case of time series,
which achieve better results in VSTLF and STLF forecasts.
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2.1.2 Load forecasting methods
Over the last decades, numerous forecasting methods have been created. The econometric
approach and end-use methods are the most commonly used for medium and long-term
forecasting. The econometric model uses a system of relationships between variables
such as exchange rates or inflation and tries to apply different methods, e.g., statistical
techniques to find relevant data econometrics among the economic variables [18]. For the
end-use approach, a list is created containing different users for a product/instance, which
is the target of the forecast. The users are then asked about their individual preferences;
from this information, a demand forecast is ascertained [19].
Short-term forecasting uses a selection of methods, such as, regression models, Neural
Networks (NN), time series, similar day approach, fuzzy logic, statistical learning al-
gorithms or expert systems [16]. The continuous development, investigation and improve-
ment of tools, lead to more accurate load forecasting methodologies.
When taking a statistical approach on load forecasting, a mathematical model is needed
to represent the different variables and the load. Two commonly mentioned categories
when using this approach are multiplicative and additive models. The main difference
between these two models is how the load is represented. In the case of additive models,
the load is a sum of different instances of the load, while in multiplicative models, the load
is a multiplication of the different variables.
An example of an additive model, was defined by Chen as a load constituted by the
sum of four different sources [20]:
L = Ln + Lw + Ls + Lr, (2.1)
where L represents the total load, Ln represents the "normal" load, Lw is the weather
sensitive load, while Ls is the special load, which only occurs when there is a big deviation
from the usual load pattern; Lr is the load that originated from noise.
On the other hand, an example of a multiplicative model is:
L = Ln ∗ Lw ∗ Fs ∗ Fr (2.2)
where Ln and Lw, are the normal load and weather sensitive load, respectively. Fs and
Fr are correction factors, which have positive values and can decrease or increase the
final load. These correction factors are based on special events and random fluctuation
respectively.
Lastly, another approach that can be taken when analysing load forecasting methods is
to divide them between STLF methods and MTLF and LTLF methods.
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Short-term load forecasting methods
STLF uses artificial intelligence and statistical techniques, such as, regression methods,
similar day approach, time series, Artificial Neural Networks (ANN), expert systems or
Support Vector Machines (SVM).
Regression methods: One of the most used statistical techniques for STLF is re-
gression. Regression methods use statistical processes for estimating the relationships
between variables. Through these methods, it is possible to comprehend how the value of
a dependent variable varies with the value oscillation of an independent variable. Electric
companies use widely these types of techniques. Their load forecasts commonly present
the relationship between load consumption and the other variables, e.g., costumer class,
weather or day type. A large variety of regression models try to predict the next day
peek consumption levels. These regression models often include deterministic influences
such as holidays, exogenous influences, for instance, weather, and stochastic influence,
for example, average load. Common methods include linear and non-linear regression or
Bayesian methods [16].
Similar day approach: The similar day approach is based on the search of historical
data for a certain day or days within a certain interval of time that contains similar features
as the day to be forecasted. Such features could be the day of the week, the date or even
the weather. In this approach, the total load of a day is considered as forecast. Forecasts
can also be regression procedures or linear combinations composed of several similar
days [16].
Time series: When using time series, it is crucial that the data used has an internal struc-
ture, i.e., seasonal variation, autocorrelation or trend. Time series forecasts detect and base
their analysis in such structures. The most common time series methods are Autoregressive
Integrated Moving Average (ARIMA) [21], Autoregressive Moving Average (ARMA) [22],
Autoregressive Integrated Moving Average with Exogenous Variables (ARIMAX) [23]
and Autoregressive Moving Average with Exogenous Variables (ARMAX) [24].
ARMA models are used for stationary processes, while ARIMA models, which are an
extension of ARMA, are used for nonstationary processes. ARIMA and ARMA use, in
most cases, only two input parameters, which are the load and time. ARIMAX is used in
the more traditional time series models and depend mainly on the time of the day and the
weather. ARMAX models are frequently used with evolutionary programming, which is a
stochastic optimization algorithm [25]. Evolutionary programming is used to identify the
ARMAX model parameters [16].
Expert systems: Expert systems started being used in the 1960’s for geological pro-
specting and computer design. Expert systems are software created with human knowledge,
usually, experts in the field of application, which integrate procedures and rules used and/or
defined by them. The created software is often able to make forecasts without human
aid. Expert systems are typically based on a set of rules, which are created using mainly
heuristics [16].
Artificial neural networks: ANN are inspired by brain functions and the brain it-
self. ANN are algorithms which represent, and process information based on methods
created from those brain analogies. Most ANN systems are composed by processing
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units commonly referred as artificial neurons, analogous to biological neurons, which are
interconnected to other computing units via connection strengths, analogous to synaptic
junctions/axon terminal. Comparably in a biological neuron the dendrites receive signals,
the cell body processes them, and the axon is used to send signals out to other neurons.
ANN make use of a variety of different architecture types, a common type used is
feedforward. Feedforward architectures have for example the input units/layers connec-
ted to a set of output units/layers, or the input units/layers are connected to the hidden
units/layers, which are connected to the output units/layers. Besides different architectures,
ANN can also use different types of learning algorithms, which are used to train the
ANN system. Error-correction learning or classical Hebbian learning rule are examples
of learning algorithms [26]. In load forecasting the most common training algorithm is
backpropagation [16].
Support vector machines: SVM are a technique for solving regression and classifica-
tion problems and originated from Vapnik’s statistical learning theory [27]. SVM use a
high dimensional space in which they create a non-linear mapping of the data, through
the aid of kernel functions. Kernel functions enable SVM to perform operations in an
input space, instead of a high dimensional feature space, decreasing the area in which the
mapping is done.
Medium and long-term load forecasting methods
When performing a medium or long-term load forecast, the most common methods used
are econometric modelling, end-use modelling and a combination of both methodologies.
Econometric method: The econometric method uses statistical techniques with eco-
nomic theories to make load forecasts. Econometric methods estimate the relationship
between the load and the dependent variables. The estimation process is done through time
series or least-square methodologies. A common approach in econometric methods is to
aggregate different econometric models from different areas that are related to the load
into a single one [16].
End-use method: Detailed information regarding the end user or the main objective
of the area in which the load was generated, are the main columns in which the end-use
methodology builds its forecasts. For instance, information concerning the end user, e.g.
gender, ethnicity or age, is used as basis for the forecasts. The causes or the end use in
load generated in a web-server are also factors that the end-use methodology uses when
making forecasts. Through end-use methodologies, it is possible to understand, which user
category influenced the load and to what purpose [16]. This type of methodology is very
sensitive regarding the quality and the amount of data. However, the forecasts tend to be
very accurate.
Econometric and end-use methodologies: Econometric and end-use methodologies
are dependent to a large amount of data regarding the load. Human interaction is needed
when using these methodologies due to their high complexity and the unavailability of
essential information. Experienced staff can usually fill the missing information with
satisfactory results.
Another challenge when using a combination of these two methods is the different
formats that each load might have [16]. The statistical model of Feinberg [28] is used in
these situations. Using this model increases the forecast accuracy and combats some of
the above-mentioned problems. This method uses mainly historical data to learn the most
adequate parameters for the created model.
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2.1.3 Forecasting performance
The process of evaluating a load forecasting method is a challenging task. When choosing a
viable metric to measure forecast errors, the choice is in most cases difficult, since different
measures can be useful in some problems and disadvantageous in others [29]. Gardner
proposed that performance of results is directly connected to the type of data and error
measures used [30].
Reducing the forecast error measures to just one is in most cases undesirable, since dis-
tinct types of forecast errors may give the results different dimensions. Each measurement
has an individual method of calculation, which might produce complementary information.
By just limiting the error measures to one, valuable information could be sacrificed/lost.
When analysing each forecasting measure, in order to select which one is the most suitable
to the problem, it is possible to get a more complete picture concerning the forecasting
methods.
Nevertheless, error metrics should not be the only ones used for model evaluation;
the opinion of experienced staff can sometimes debunk promising errors. For instance,
researchers concluded that lower inventory cost and better customer service level, were not
directly correlated to a better/lower error performance [31]. Thus, low forecasting errors
should be considered as a tool for a goal and not a goal itself.
Nonetheless when analysing, forecasting performance from the statistical perspective,
the focus goes mainly on error calculation. This error represents the difference between
the actual value and the forecasted value for a certain period of time. The formula below
represents the calculation of the forecast error.
Et = At − Ft (2.3)
where E is the error of the forecast or residual at the period t, A is the actual value at the
period t and F is the forecast value at period t.
In addition to the forecast error, there are other error metrics used to better evaluate
the accuracy of a forecast. These metrics can be split between absolute errors and relative
errors. Absolute errors are always in the same scale as the data used as input. This means
that it is impossible to compare results from data with different scales. Relative errors, on
the other hand, are commonly used to compare results between different datasets since
they are scale independent. The disadvantage of using this type of errors, relies in the fact
that they tend to be infinite or undefined the closer the actual value is to zero. This is due
the formula used in calculating the percentage value:
Pt = 100 ∗ (Et/At) (2.4)
Load forecasting metrics
As aforesaid, when evaluating the performance of a model, a statistical analysis is the most
common approach. There are two types of metrics used: the first one is the absolute meas-




The most common absolute errors used in load forecasting are Mean Error (ME), Mean
Squared Error (MSE), Mean Absolute Error (MAE) or Mean Absolute Deviation (MAD),
Root Mean Squared Error (RMSE) and Residual Standard Error (RSE).







where n is the number of measurements/iterations, et is the forecast error at the period t,
which was presented in Equation 2.3. Its value should be close to zero. This proximity of
zero means the absence of any kind of trend in the prediction values, i.e., the absence of
divergence of the results, or bias.








MSE measures forecasting errors and its variance, it is related to standard deviation of
forecast errors. The mean forecast error is only usable when it deviates from zero and is
sensitive to errors and outliers smaller than one [13].







It measures variance just like MSE. MAE is usually easier to interpret than MSE. This
is mainly due to the fact that the error has the same dimension as the forecast. Contrary
to MSE, MAE is not as sensitive to outliers as MSE. This is mostly due to the use of an
absolute value instead of a quadratic value [13].








is the mean of the total error values squared. The evolution of the quadratic error contributes
to emphasise the disparities between the target value and the result obtained by the forecast
model.







measures the dispersion of error values around zero. The RSE value is a measure of standard
deviation and is used to generate forecast intervals on the mean error, thus, ensuring that
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the distribution of error values approaches a normal distribution. The parameters used for
the absolute analysis of the error should not be seen in an individualized way but evaluated
as a whole [32].
It is frequent to adopt the minimization of error during the learning process as decision
criteria of the forecast model. However, obtaining good results in terms of error, does not
guarantee a good model performance. Sometimes, in the adjustment phase, error values
can be reduced by increasing the complexity of the model, which does not always translate
into an increase in forecast performance [32]. This type of occurrence is usually referred
to as over-fitting. Other statistical metrics are directly linked to the analysis of the relative
error measure. According to the comparative study developed by Hippert, the most widely
used benchmark in load forecasting problems is the Mean Absolute Percentage Error
(MAPE) [33].
Relative errors/Percentage errors
The most common relative errors used in load forecasting are Percentage Error (PE),
Mean Percentage Error (MPE), MAPE, R-Squared (R2) and Adjusted R-Squared (R̄2 ).





where Yt is the actual value and Ŷ is the predicted value. This metric represents the ratio
between the target value and the result of the forecast at the period t.







and just like ME, the value of MPE should be close to zero.







Contrary to MPE, the MAPE metric uses the absolute values/modulus of the errors to avoid
error cancellation.
Lastly the metrics R2 and R̄2 are presented. The metric R2, also commonly referred to




t=1(Yt − Ȳ )2
, (2.13)
where Ȳ is the sample mean of the predicted/observed values. This metrics depicts the
percentage of the variance of the observed value which can be described by the input
variables/predictors. The main problem with this metric is that adding input variables
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increases the value of R2, without differentiating between useful and useless input variables.
R̄2 , which is described in the equation below, tackles this exact problem.
R̄2 = 1− (1−R2)
[
n− 1
n− (k + 1)
]
, (2.14)
where n is the number of the sample size tested and k is the number of independent
variables that are present in the regression equation, i.e., all the variables that are not the
objective class/prediction.
Only an overall analysis of all the previous indicators is revealing of the performance
of a model. In the chapter of tests and results each metric is analysed in a more detailed
manner adjusted to the problems studied in this work.
2.1.4 Crucial factors for load forecasting
Throughout the evolution of load forecasting, numerous factors have been researched, in
terms of influence in the load forecasting process [34–42].Geng [43] divided these factors
into three types, short-term influence factors, middle-term influence factors and long-term
influence factors:
• The short-term factors, usually appear in a single timed situation, and tend to not
possess a temporal dimension. An example of this are sudden weather changes.
• The middle-term factors, tend to be more continuous then short-term factors. These
types of factors have a temporal dimension, as in the case of seasonal climate changes.
• The long-term factors, as the name suggests, occur throughout a long period of
time. During this period, more than one forecast is usually made. The temporal
dimension in these cases, is larger. For example, the population of a country or the
GDP (gross domestic product) of a country.
According to Cavallaro [44], the main factors that can influence load, depending on the
type of problem are:
• Economic factors, such as, newly created industrial sites, demand side manage-
ment, economic trends, i.e., expansion or recession, and price changes in electricity.
Economic factors influence may vary depending on the location, for instance, the
electricity consumption, throughout the day in an underdeveloped country has its
maximum between 6:00 pm to 9:00 pm. However, in developed countries the
maximum occurs between 11:00 am to 4:00 am [45]. The cost of electricity also
influences the load variations. With high electricity prices, the consumption is usu-
ally lower when compared to lower prices. Companies usually make use of different
prices for different periods of the day. For instance, the night times are usually
cheaper than day times.
The researchers in [45] defined the most impactful categories as GDP (Gross Do-
mestic Product), GNP (Gross National Product), economic trends, such as, expansion
and recession, petroleum price, the number of cold and hot days, electricity prices,
industry development and population.
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• Temporal (calendar) factors, for example, the yearly holy-days such as Christmas,
the seasonal load differences between summer and winter, holydays, the increase or
decrease of daylight hours, the weekly cycles, the difference between weekends and
weekdays, the differences between day and night. Temporal factors can range from
a daily spectrum, up to several years. These factors are for instance, working days,
time factors, such as, daily routine activities, night activities versus day activities,
the season of the year, weekend, weekdays, etc. Usually, through analysis of these
patterns, it is possible to identify the working hours, resting hours or leisure hours.
• Meteorological factors, for instance, humidity, temperature, snow, cloud formation,
and rain. Load forecasting might also be influenced by factors from meteorological
origin, such as, humidity, snowfall, wind speed, rain, cloud formations or temperat-
ures. In addition, to their individual influence, meteorological factors often correlated
with each other. For example, rain is correlated to humidity and cloud formations
are correlated to temperature.
• Random events such as, television shows, sporting events, natural disasters, tend to
be factors with high impact. Yet, some of them can be hard to foresee, e.g., natural
disasters.
2.2 Energy load forecasting
One of the first people studying load forecasting in the electric industry was Samuel Insull.
He discovered that consumers exhibited a pattern when consuming energy, for instance,
households and commercial buildings consumed more electricity during daytime, whilst
industry and street lighting consumed more electricity during the night time [46].
Since those early times, the electric industry has come far. Nowadays, our modern
society depends on electricity, and one of the challenges the industry faces is the difficulty
and cost to store larger quantities of electricity, making it crucial to keep an equilibrium
between consumption and production. The maintenance of this equilibrium is extremely
important since it guarantees the stability of the power system and minimizes costs. Energy
load forecasting helps in finding this equilibrium.
Energy companies create accurate models for electric power load forecasting, which
are essential to their planning and operation. It aids them in making important decisions
regarding the generation and or purchasing of electricity. In addition to keeping power
systems stable, load forecasting also helps with electricity distribution, energy suppliers,
security of supply, system planning, power market design and power market operation [16].
2.2.1 Related work
One of the earliest studies published regarding energy load forecasting, was made by
Reyneau in the year 1918. His work consisted in predicting load on residence circuits [47].
Between 1918 and 1941 not many articles where published. The researchers from that
period studied mainly load forecast of energy consumption and cost comparison resulting
from the analysis of load forecast [48–52].
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After the 1940’s the use of weather factors, started to become a crucial component in
energy load forecasting. Dryar’s article was one of the first to use these factors [53]. He
used successfully energy load forecasting together with diverse weather factors, such as,
temperature, wind speed and degree of cloudiness, to predict energy peak consumption.
One of his conclusions was that on days with open sky, the morning peak would occur at
8:30 am, and on hot summer days it would occur at 11:00 am. These forecasts were all
related to data from the year 1944. In the same year, Davison, used the same approach to
make his own energy load forecasting regarding electric utilities.
Between the 1940’s and 1950’s more and more researchers used external variables to
increase their models [54–61]. Some researchers create models specifically for a season,
for instance, in the article [56] a model was created using weather variables, such as, winter
temperatures, wind speed or sunshine. Their forecast was also related to a season; in this
case, it was the electricity consumption with the purpose of heating.
In four articles that were published in 1955, three of them, studied the influence of
weather and atmospheric conditions on the load forecast [62–64]. The fourth article
analysed the effect of temperature on the consumption of electrical energy [65].
From that period, Hooke’s study is one that stands out amongst others. He published
one of the first studies where critical factors for energy load forecasting were defined [66].
He considered that, firstly, the data used should come from as many different sources as
possible and, secondly, the staff involved in the load forecasting process should also come
from different areas. The forecast should be based on studies of the various components
which together would determine the demand for electricity. Along with the demand, a
forecast related long-term growth of industry should also be made. With these factors, it
would be possible to create a load forecast regarding system-peak values.
In the 1960’s, time series approaches started to be published, along with articles using
different forecast horizons [67–69]. An article from that corresponding period, described
the calculation of smoothing and prediction operators when applying time series to energy
load forecast [70].
Chen and Winters tried to forecast the peak demand for an electric utility with a
hybrid exponential model. They forecasted the peak load demand for and electric utility,
with a STLF horizon, i.e., one day in advance. When using their method, they achieved
better results with less data than other methodologies already in use by other energy
companies [71].
In 1966, Heinemann and Nordman, proposed a regression approach for energy load
forecasting. They concluded that during summer, air conditioning contributed significantly
to an electric utility system peak load. They separated the total system load into two
components, temperature-sensitive load and non-temperature-sensitive load. Through the
examination of historical data, they found that temperature-sensitive loads depended not
only upon coincident but also antecedent weather conditions [72].
In 1968, one of the first approaches of energy load forecast with an online component
was published. The researchers, created a statistical method for online load prediction,
based in spectral decomposition. In the spectral decomposition method, the load was
represented by the sum of a long-term trend, a component fluctuating with the day of week,
together with a component which varies from day to day and hour to hour. Their method
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was implemented as part of an automatic load-dispatching program for the control of a
power system, and even though their offline tests gave satisfactory results, their method
was affected by measurement errors when applied online [73].
After the 1970’s, the time-series approach started to resurface in energy load forecasting
[74]. Before that, researchers based their studies mainly in statistical methods. Nevertheless,
the recurrence of time series did not mean that the already existing techniques stopped
being used.
In [75] the use of the Box-Jenkins time series analysis technique in STLF was demon-
strated. The model used by them was ARIMA. One of their focal points in the model
was the inclusion of weather variables in the model, in which the forecast was a linear
combination of load and temperature values and forecasting errors. The load in their study
was the hourly mean electricity generated by the energy company, as well as, imported
electricity. The created forecast was used in the daily production planning. The researchers
concluded that the use of Box Jenkins time series analysis in load forecasting led to a
simple, fast and accurate forecasting algorithm, which achieved also good results in other
forecasting problems arising from electrical energy systems.
The main research areas from that decade were energy load forecasting with the use of
weather information [76–82], energy load forecasting with focus on the statistical methods
used [83–93], being the most common approach used the stochastic models, energy load
forecasting with an online perspective [94–98] and lastly, making energy load forecast
using the time-series approach [99–104], the main methodology used was Box-Jenkins
time series analysis.
In the decades of 1980 and 1990, ANN started to regain enthusiast in load forecasting
[105–110], one reason being the use of backpropagation in ANN, as suggested by Werbos
[111]. Back propagation is nowadays one of the most popular ANN learning algorithms
for energy load forecasting [16].
One of the most renown articles from those decades [110], presented an improved
ANN approach, in addition to a new method for selecting the training cases for the ANN.
Their new method used the minimum distance measurement to identify the appropriate
historical patterns of load and temperature readings. This was then used to estimate the
network weights. Through their approach, they avoided the problem of holidays and
sudden weather changes. This had a positive effect in the training of the network. The use
of their methodology, improved accuracy over other methods when tested using two years
of utility data.
Researchers developed a ANN for STLF used by a Greek power corporation in [112].
They used a fully connected three-layer feedforward network with back propagation. Their
input variables were temperature, day of the week and historical hourly load data. The
model they created could forecast load for up to seven days.
A Neural Network Based Electric Load Forecasting System (ANNSTLF), was proposed
in [113]. This system is based on several ANN strategies that capture various trends in
the data. The researchers used a multilayer perceptron trained with backpropagation. The
model analyses the humidity and temperature effect on the load. This method had an
improved approach in [114], were the researchers used two ANN instead of one. One
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network predicted the changes in the load and the second predicted the base load. Their
ANN considered the electricity price as one of the main characteristics of the system load.
Lastly, researchers created a multi layered feed forward neural network for STLF [115].
In the model, three different types of data were used as inputs to the ANN: weather related
inputs, historical loads and season related inputs.
Many studies use ANN with other forecasting techniques, such as, time series [116],
regression trees [117] or fuzzy logic [118].
With the evolution of machine learning, a new and simpler technique appeared, that
gradually overtook ANN in terms of popularity, SVM [119], which were introduced
by Vapnik [120]. Besides simplicity, another key factor for SVM popularity was its
performance. SVM took first place in the EUNITE competition on load forecasting [121].
The researchers created a model for mid-term load forecasting that predicted the daily
maximum load of the next 31 days. SVM became one of the main techniques used in load
forecasting [122–127].
In [128], a method based on SVM for the electric power system STLF was presented.
The SVM were trained with load and weather data to a STLF problem with a prediction
time of 24 hours. The algorithm improved both training time and accuracy when compared
to ANN.
The authors in [129], created a hybrid two-stage model for STLF. In the first stage, the
daily load was forecasted using time-series methods. In the second stage, the deviation
caused by time-series methods is forecasted using SVM. The results are then added to the
result of the first stage. Their methodology made the forecasting procedure more adaptive
and accurate.
Another variation of SVM is presented in [130], where the authors proposed a fixed size
Least Squares Support Vector Machines (LSSVM) using a nonlinear model. Their study
concluded that, in the case of STLF, using large time-series outperformed the LSSVM
using a linear model.
Nowadays, Support Vector Regression (SVR) is the main technique used in the load
forecasting community, a variation of SVM used to estimate the regression function [131].
In [126], researchers presented a SVR model to forecast the electric loads, using an immune
algorithm to determine the parameters of the SVR model. They concluded that their model
presented better results in forecasting performance than other methods, such as, the ANN
model.
The researchers in [132] created a recurrent SVR model for LTLF based on Recurrent
Neural Networks (RNN) [133]. They used genetic algorithms to determine the optimal
parameters for their model. The conclusion was that their model outperformed other
models, such as regression models or ANN. The same researchers proposed a hybrid model
of SVR with simulated annealing to forecast long-term electric load [134]. Their study
indicated that their model was superior to ARIMA models in terms of MAPE and MAD.
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2.2.2 Areas of application
The applicability of energy load forecasting is quite diverse, energy companies, electri-
city pricing, wind power, structure planning, peak demand identification or datacenter
energy consumptions are examples of areas in which energy load forecasting is involved.
With the information from energy load forecasting, electricity pricing can be forecasted.
By analysing consumption trends, it is possible to adapt electricity prices to upcoming
variations.
Price forecasting importance to the energy industry is immense, since they generally
cannot pass their costs on to the end consumers. The costs of under or over producing of
power for an inadequate demand are extremely high. The results can be huge financial
losses or even bankruptcy. Price forecasts from a few hours to a few months ahead are
common practice in the energy industry. Forecasting loads and prices in electricity markets
are mutually connected activities, and error in load forecasting will propagate to price
forecasting. Companies who can forecast the volatile prices with a reasonable level of
accuracy, with the support of load forecasting can adjust production or consumption
schedule in order to reduce the risk and maximize profit [135].
In the energy industry, balance between electricity demand and consumption is indis-
pensable in order to avoid supply or quality issues. However, the wind power generation,
which is directly related to wind speed, availability of wind power is not constant. Wind
power generation is subject to seasonal variations, daily cycles or temperature changes.
Managing the inconsistency of wind power generation is a key aspect for its usability in the
energy industry [136]. Energy load forecasting can help tackle that problem. Through load
forecast, engineers can predict the consumption demand and as a result use wind power
when available instead of traditional non-renewable resources.
Energy load forecasting has also its fair-share in the structure planning process. It aids
companies in understanding better their future consumption [137]. For instance, during
the planning process of a new supermarket, researchers can predict what the electricity
consumption will be. Minimizing the risks for companies, by understanding the short-term
or long-term electricity consumption helps them to plan and make economically viable
decisions.
Load forecasting helps also in planning the future location, size and or type of power
systems, by identifying areas or regions with high or growing demand [137]. It eases also
the decision and planning for maintenance by knowing the future demand. Power plants
can schedule better maintenance interventions and ensure that it has the minimum impact
on consumers. An example of this is when energy companies decide to do the maintenance
on residential areas during daytime, when most people are at work.
Power plants, responsible for producing power, can, through the forecast of future
demand, quantify the required resources to operate. The identification of peaks or trends in
the consumption helps energy companies maximize the utility of power plants. Forecasting
avoids under or over power generation.
Another area of application for energy load forecasting is the real-time control of power
systems. Short-term forecasts can support the on-line or offline tasks, like maintenance
scheduling, security analysis, and on-line load flow solutions. It helps in coordinating
forecasted load changes with the generation of power [138].
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Energy companies also make use of energy load forecasting when making decisions on
expansion and/or enhancement of their infrastructures, power generation augmentation and
regional energy exchange. Frequently when sealing bilateral contracts between suppliers
and consumer energy, load forecasting is necessary for successful negotiations [137].
Companies tend to also use the created forecast for promotional events/operations, for
instance, cheaper prices on lower consumption periods.
Lastly, energy load forecasting can be applied on datacenters. Companies like Google,
Amazon or Microsoft, who have enormous datacenters, use energy forecast to foresee
their datacenter consumption and thus analyse options that guarantee the ecological and
economic viability of their datacenters.
Nonetheless, with the many applicability’s of energy load forecasting, come a similar
number of challenges.
2.2.3 Energy load forecasting challenges
One of the greatest challenges of energy load forecasting is the weather, mainly due to
its unpredictability and inability to control. Forecasts can be based on expected weather
conditions, however, the weather data used in the forecasts might differ from the real
weather and thus the forecasted outcome might differ from the real weather. Sudden
variations in the weather can affect the electricity demand. This can have a direct impact
on revenues, especially if the power plant generates more than the demand.
Most experienced utility forecasters use manual methods that rely on a thorough under-
standing of a wide range of contributing factors, based on upcoming events or particular
datasets. Relying on the manual forecasting is not sustainable due to the increasing num-
ber and complexity of forecasts. Utilities must therefore look for technologies that can
accurately give results and eliminate problems that may occur if experienced forecasters
retire or leave employment.
Different areas may also influence the electric consumption and as a result, individual
forecast models, from these different areas, might be needed. Which in the end will be
used for the final energy load forecast. This increases also the complexity in forecasts and
increases the chances of errors.
Getting accurate and usable data for the forecast can be another challenge since the
data might have missing values, wrong values, or outdated ones. Another problem with the
data, can be wrong or outdated trends; these trends may vary depending on the seasons
and the total consumption; for two similar seasons, it is very possible to have two different
trends.
Creating a complete dataset is also difficult. Numerous complex factors that affect
demand for electricity can be useful in one dataset, but inappropriate in another one. Even
with one reliable dataset, the problem of too much dependency of said dataset might occur.
Ultimately, a wrong forecast might have devastating consequences and an acceptable
margin of error for the forecast must always be analysed and readjusted when needed.
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2.3 Server load prediction
In server load prediction, the most common goal is to determine the load that will be put
on the servers by users, either in terms of data volume or number of connections. Efficient
resource management is essential in the viability of the datacenter, ensuring that workloads
have the necessary resources without breaching SLA. To efficiently adjust resource alloc-
ation, prediction algorithms are used to forecast incoming load and/or resources needed
to guarantee the performance of the datacenter for every kind of specific load [139]. In
addition, load forecasting lets datacenters minimize resource consumption, reducing energy
consumption and, as a result, reducing carbon emission [140].
2.3.1 Related work
Literature review in server load prediction, contrary to energy load forecasting, does not
present a chronological order. The review classifies articles by their main area of study.
The first area of analysis is automatic scaling, one of the most studied areas in server
load prediction. By scaling the resources that an application has access to, depending on
the workload it has and through a react approach, it is possible to reduce significantly
the company’s costs. However, one downside that comes with automatic scaling, is that,
resources made available tend to lag after the demand, i.e., extra resources will get allocated
after an overload situation already started. When downscaling, the reactive approach can
release resources that will be needed in near future, e.g., the load goes over the upscaling
threshold just after the release of resources. By using automatic scaling with load prediction
these problems can be tackled.
In [141], researcher’s created a hybrid cloud environment, with automatic scaling where
traffic could change location when traffic spike occurred. With the use of load forecasting
they redirect traffic from a heavy used server to a less used ones, where the future load was
also predicted.
Automatic scaling is also very important when talking about green computing. A
common approach to lower the systems consumption is the use of Dynamic Voltage and
Frequency Scaling (DVFS), which adapts the required frequency and/or voltage of the
CPU, according to its demands. In [142, 143], researchers used DVFS and ANN to predict
the number of machines needed in the next 5 minutes. The researchers in [144], used
DVFS and power actuation. They had a forecast horizon of 10 minutes where they also
predicted the number of machines needed at that time.
In anomaly detection, another area of study, the objective is to use a prediction method
with a small forecasting horizon and raise alert when the actual value is significantly
different from the prediction. The researchers in [145], used self-organizing maps to detect
when the system parameters were abnormal. Another method used by researchers was the
PREPARE system [146]: when the system detected an anomaly, it increased the memory
or CPU allocations of the Virtual Machines (VM) or migrated them.
Another area of study is the performance simulation, where the forecast is used to
anticipate the performance a task would have in different systems. In [147], the researchers
had a heterogeneous grid computing system and predicted the execution time of a task in
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that environment. A benchmark from different machine types and workloads was analysed
by k-means regression. The resulting model could estimate the run time and workload of a
profiled task on different machines.
The last area of study considers the forecast method used. A vast number of studies
present new forecasting methods and compare them with others. In [148], the researchers
presented a summary of forecasting methods implemented in the R statistic language,
along with their strong and weak points. They created an algorithm for automatic method
selection based on prediction goals and, to a lesser degree, input data.
In [5], researchers worked on data from cloud servers of Amazon EC2. The solution
estimated the server load average based on the website user’s activities and assumed the
number of transactions and activities in the server. They created different prediction models
using different types of algorithms. Information was extracted from the collected website
access and server uptime logs from a web application company’s website, creating the
datasets from this information. Predictions from this model had below average results
in terms of accuracy, yet in terms of identification of trends the outcomes were relevant,
despite some assumptions that did not reflect real life data.
The performance of different NN algorithms was evaluated to correctly predict the CPU
load of a host in [149]. A multilayer NN, taking as input patterns collected from the load
traces and predicting the future load statistics, was used. Subsequently, tests were carried
out using different models with quick propagation, backpropagation, with and without mo-
mentum and the resilient propagation algorithms for the load traces. Resilient propagation
algorithms had a better prediction accuracy compared to the remaining algorithms.
In [150], SVM were used to predict server load and a novel method of selecting free
parameters was proposed to increase the prediction precision. Firstly, they reconstructed
the phase space, where the embedded dimension was the key value to be decided. Secondly,
they tested different parameter values and tried to achieve the best possible model. Lastly,
they defined the prediction’s steps with which they wanted to get the prediction values.
They concluded that, by using SVM to predict server load in the future in addition with
their novel approach to select free parameters for SVM, they could efficiently predict time
series, including stationary and non-stationary.
2.3.2 Areas of application
Server load prediction is a fairly new research area, when compared to energy load
forecasting. New areas of applicability appear at a high rate. Examples of such areas are:
cloud computing, grid computing, utility computing, virtualization, automated service
provisioning or server load prediction.
The National Institute of Standards and Technology (NIST) defines cloud computing as
a model that enables on-demand network access to a shared pool of configurable computing
resources, such as, servers, networks, applications, services and storage, that can be rapidly
supplied and/or released with minimal service provider interaction [151]. Cloud computing
uses the predictions of load of different components to adjust its resources to an optimal
state in a proactive approach. For example, the predictions of CPU load, enables the system
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to adjust the number of cores to an optimal state, releasing or allocating further resources
when needed.
Grid computing is another field that uses server load prediction, it coordinates network
and computational resources to achieve a common computational objective. Grid comput-
ing can be often found in scientific applications, due to their usually computation-intensive
tasks. The difference between cloud computing and grid computing relies in the absence of
virtualization and in the goal [151]. In grid computing the resources might be allocated to
just one goal, while on cloud computing, resources can be allocated taking in consideration
different applications that run on the system. Load prediction lets researchers, analyse the
resources needed to run, and adjust the resources in accordance to a minimal and optimal
computational time, without compromising the whole system.
Server load prediction is also frequently found in utility computing. Utility computing
provides resources on-demand and charges customers based on usage, instead of hardware.
Server load prediction enables service providers to truly maximize resource utilization and
minimize their operating costs.
Another filed of applicability for server load prediction is virtualization. Virtualization
is a technology that overlooks the physical hardware and provides virtualized resources
for applications. A virtualized server, which is frequently referred as VM, provides
the capability of merging computing resources from clusters of servers and dynamically
allocate or re-allocate virtual resources to applications on-demand [151]. VM bring also the
advantage of migration, which helps systems such as cloud computing to better balancing
load across the datacenters. Through the use of load prediction, it is possible to test the
optimal hardware configuration needed for a VM.
Autonomic computing aims to build computing systems capable of self-management.
The system reacts to internal and external actions without human intervention. The goal
of autonomic computing is to overcome the complexity of managing computer systems
and avoid human interaction that may cause failures to the system. The IBM’s mainframes
are an example of autonomic computing: through the analyses of future load, the system
independently readjusts the resources for upcoming load.
The process of load prediction in autonomic computing involves usually predicting
the number of application instances required to handle demand at each particular level,
periodically predict the future demand and determining resource requirements, and lastly
automatically allocate resources using the predicted resource requirements [151].
Improving energy efficiency in datacenters is another major area in server load pre-
diction. It has been estimated that the cost of powering and cooling accounts for 53%
of the total operational expenses of datacenters [152]. Companies such as Google or
Amazon are under enormous pressure to reduce energy consumption. The goal is not
only to cut down energy cost in datacenters, but also to meet government regulations and
environmental standards. Energy-aware job scheduling [153] is one way to do this, as well
as reducing power consumption by turning off unused machines. For any of these solutions
load prediction is indispensable since, by foreseeing future load, it is possible to adequate
schedule energy-aware jobs or turn of machines with no load running on them.
Server load prediction became an indispensable tool for the commercial viability of
products like Amazons web service, Google App Engine, Microsoft Windows Azure
platform, or IBM’s mainframe.
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Amazon Web Services (AWS) [154] is a set of cloud services, providing cloud-based
computation, storage and other functionality that enable organizations and individuals to
deploy applications and services on an on-demand basis. One of AWS cloud services is
Amazon Elastic Compute Cloud (Amazon EC2), which enables cloud users to launch and
manage server instances through tools or APIs. EC2 instances are virtual machines running
on top of the Xen virtualization engine [155]. Users have only control over the software part
of the EC2 instances. Amazon is solely responsible for automatically scale the resources
to the applications needs. Server load prediction supports Amazon’s decisions, by trying to
identify trends in the applications resource consumption.
Another use that server load prediction has in Amazon is the security and intrusion
detection. This is done by predicting future load: if the real number differs highly from the
predicted one, this might indicate a security flaw, triggering further investigations [156].
Google App Engine are Google-managed datacenters on which web applications
run [157]. Applications can be developed using Django, Pylons, web2py or CherryPy, as
well as a custom Google-written web application framework similar to JSP or ASP.NET.
Google deploys the application to a cluster and monitors the application. Through load
prediction, Google adjusts the resources needed for that application. In some occasions, if
the application has problems, instead of allocating extra resources, Google shuts down the
application [157].
Microsoft’s Windows Azure platform has three different components, each one provid-
ing a specific set of services to cloud users [158]. Windows Azure, which runs applications
and stores data on servers in datacenters, is one of that components. Users can create web
applications using technologies such as ASP.NET that run on the platform. Through load
prediction, the system automatically adjusts the resources to the necessary demand.
Lastly, IBM’s mainframes make use of load prediction [159]. The operating system
of IBM’s mainframes, z/OS, has a dedicated component called Work Load Management
(WLM), that predicts the future load on the system. WLM has two different objectives
when it comes to load forecasting. Firstly, it verifies the business goals defined in the
system and automatically assigns resources to the load based on their importance level and
goal. Secondly it analyses load forecast to achieve an optimal use of resources from the
system’s perspective [160].
2.3.3 Server load prediction challenges
Server load prediction evolved a lot since its earliest steps and several techniques have
been developed as a support for it. Server load prediction, will certainly continue to evolve
alongside society’s needs, being society responsible to dictate the direction in which it will
evolve.
A challenge that server load prediction faces, which is mainly due to its tender age in
the scientific community, is the quantity of research done compare to other load forecasting
areas such as energy load forecasting. Although server load prediction has been widely
adopted by the industry, the research on server load prediction is still at an early stage.
Many existing issues have not been fully addressed, while new challenges keep emerging
from industry applications [161].
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Numerous artificial intelligence and statistical techniques, created for short, medium
and long-term load forecasting, operate on servers without a previous thorough planning. A
thoughtful analysis on the created models must be done, in order to create a mathematical
theory that explains the development and convergence of the used techniques [162].
Another field of research in server load prediction in need, is the categorization of
relevant factors, a priori, that can identify a suitable algorithm for a specific type of
load. Applicability and limitations of developed techniques must be tested, as well as, an
investigation regarding the creation of a more generalized technique, that has a wider scope
of application. Lastly, server load prediction and resource allocation systems must develop
alongside, sharing contribution in each field [163].
2.4 Conclusion
In this chapter, background knowledge regarding load forecasting was presented, explaining
in detail the different types of load forecasting, load forecasting methods, the performance
of forecasts and crucial factors that must be taken in consideration when forecasting load.
A literature review was conducted concerning server load prediction and energy load
forecasting, each field was explained and related work in each field was presented and
analysed. The applicability of server load prediction and energy load forecasting was also
exhibited, along with their challenges. The obtained information is sufficient to give a good
overview of the state of the art in load forecasting and aids in deciding which research
topic to pursue.
In the following chapter, machine learning concepts and methods, some of which were
already mentioned in the load forecasting methods, will be introduced and explained. The




In this chapter we introduce machine learning concepts along with necessary information
for understanding the machine learning methodologies applied in this dissertation. We also
describe the challenges and areas of application followed by the machine learning methods
used in this work. Common software used in machine learning is introduced and explained,
with focus on the Waikato Environment for Knowledge Analysis (WEKA) framework.
3.1 Machine learning overview
Researchers define machine learning as the ability of a computer program to develop
and/or acquire new skills or knowledge from already existing information, with the goal of
optimizing the performance criterion. The popularity of machine learning has significantly
risen in recent years [164]. The fact that it may help to reduce costs and tedious and
repetitive human tasks, are among the causes for its popularity. A definition that suits
machine learning applied to load forecasting is given by [165].
The implementation of automation processes increased the already large amount of data
produced every day. The analysis of these data is frequently a costly, slow and complex task.
Machine learning techniques can tackle these problems, already proven in a vast area of
applications, e.g., bio-surveillance [166–168], text and speech recognition [169–171], credit
card fraud detection [172–174], medical diagnosis [175–177], computer vision [178–180],
among many others.
The common approach when using machine learning is illustrated in Figure 3.1.
In the first step, data is selected and reviewed in an attempt to find quality issues and/or
verify its usability for the final solution. If the available data does not present the necessary
quality or quantity to proceed to further steps, the change to a completely new source of
data might be a necessary action to be taken.
In step 2, data pre-processing, the data is transformed so that it can be easily used as
input for the model. This step can be an iterative process when trying to create a satisfactory
data input for the model. Although machine learning methods may work with raw input
data, it is advisable and a good practice to prepare data prior to analysis. Data gathering
methods are often created with little to no filters resulting in various data quality issues.
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Figure 3.1: Machine learning process
For example, out of range value, e.g., height = -1.71m , missing values, impossible
data combinations, such as, Gender: Male and Pregnant = Yes, etc. . . If the analysis is
not made correctly, the obtained results might be misleading. Along with incorrect values
in data, redundant, irrelevant, unreadable and/or noisy data can increasingly difficult the
learning process of the algorithm. Data pre-processing involve tasks such as data cleaning,
normalization, feature selection and extraction, normalization and/or transformation. These
tasks are non-trivial and hence, careful considerations must be made, in order to succeed
in modelling. The product of the data pre-processing step is the final dataset. Data
pre-processing methods can be divided into the following categories:
• Data cleaning: The collected data is often incomplete or does not meet the quality
standards of the used machine learning algorithm. Attributes might miss values
or even be completely left out of the data. Inconsistency in data might be another
problem, which along with noise, is commonly found in data prior to cleaning. Data
cleaning routines try to identify and solve these problems by filling missing values,
smooth the noise in data, identify and resolve inconsistencies and remove outliers
when needed.
Dirty data can cause problems to machine learning algorithms. Although most
algorithms possess routines to deal with these problems, they tend to be very simple
and limited when used. Therefore, most researchers use their own created routines
based on frequently occurring problems. Common approaches are missing values
routines, which are triggered when many records appear with no values in them. The
routine can opt to ignore the records; this is done more frequently in classification
problems that miss their label. They can also fill in the missing values, with average
value for instance, or they can simply use a global constant that represents a missing
value, e.g., the “N.a” value.
In case the data presents a high level of noise, frequent techniques used are clustering,
which helps identifying outliers. Binning methods, which use the neighbourhood
approach to smooth the data that stands out among its neighbours. Regression
methods can also prove useful when smoothing noise out of data: by finding an
equation that best fits the data, noise is frequently automatically smoothed out.
26
Lastly, human interaction is a valuable asset for smoothing. Trained staff can
frequently identify and verify if some value is actually noise or not. Data that
presents inconsistencies can sometimes be manually corrected through the use of
external references, e.g., data with a partial inconsistency can be verified using a
simple piece of paper. In these situations, the revision of code in routines is essential
to rectify the errors. Functional dependencies between attributes can often be used
to identify values that contradict the functional constraints.
• Data integration: Data integration involves combining data from different sources
in a single dataset. These sources may include multiple datasets, different databases
or single files, as seen in Figure 3.2 .
Figure 3.2: Data integration example
However, the process can involve a certain number of issues that must be taken into
consideration. Identity identification is one such issue. For instance, the id field
related to a costumer in one database might not refer to the same in another database,
dataset or file. Another issue that might occur is redundancy in data. This typically
occurs because an attribute had different names in different sources, resulting in the
import of two differently named attributes that represent the same data. The addition
of metadata is a common solution for this problem, since it characterizes the data
and removes ambiguity.
• Data transformation: Data is consolidated and transformed in the data transforma-
tion process. Normalization is one approach used. In normalization the attributes are
scaled in order to fall within a certain range, for example, values between -100 and
100 can be scaled to range between -1 and 1, as seen in Figure 3.3.
Smoothing is another approach used in data transformation. It works in the same way
as described in the data cleaning process. Generalization of data is also frequently
used when transforming the data. For instance, in categorical attributes a street name
can be rewritten to a city or country to better suit the overall syntax of the dataset.
The same can be done with numerical values, where instead of the age as a number,
the age is represented as a category such as, child, adult or senior. Lastly, aggregation
can be used to transform the data. Aggregations or summary operations are used, to
better suit the overall data. For example, the daily sales can be aggregated in order
to create an attribute of monthly sales.
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Figure 3.3: Data transformation using normalization
• Data reduction: Large datasets can be arduous tasks to analyse. In some cases, a
large dataset can prove to be infeasible or impractical to analyse. In such situations
data reduction is used. Data reduction techniques reduce the size of the dataset
without compromising the integrity of the data. It often involves reducing the
number of records or the number of attributes in the data. Figure 3.4 depicts in a
simple way such process.
Figure 3.4: Data reduction exemplification
Frequent methods used in data reduction are dimension reduction, data compression,
discretization and concept hierarchy generation or numerosity reduction. Dimension
reduction involves removing redundant, weakly related or irrelevant attributes; data
compression uses encoding mechanisms to reduce the size of the dataset, much
like software such as WinRAR use. Numerosity reduction, replaces a large set of
data with a representation of it, for instance, parametric models which save only the
model parameters instead of the complete data.
Subsequently, to the data pre-processing step comes the model training step. This step
involves selecting the machine learning algorithm/learning method better suited to the
problem. After selecting the learning method, the modelling assumptions must be verified.
This includes, for instance, confirming if missing values are allowed or if all attributes
must have uniform distributions. Before creating a model, the learning process should
be defined, describing in detail: training, testing and evaluating. The learning process
should also have defined how to split the dataset into training, test and/or validation data
sets. After defining the learning process, the model is created. The creation of a model
encompasses the definition and selection of the algorithm parameters. If the created model
is not satisfactory, step 2 can be re-done in order to create a better suited input for the
model.
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As for the evaluation step, the results from the created model are compared to the
defined goals. At the end of this step, it is important to summarize the results in terms of
business success criteria, stating if the model is capable to meet the company’s objectives.
When a model meets the success criteria it becomes an approved model. After having one,
the reviewing of the evaluation process starts, reconsidering all previous steps and trying
to identify important tasks or factors that may have been overlooked. The last task in the
evaluation step is to decide if the model is deployed or if a new iteration is started.
The last step in the machine learning process is the deployment of the model. In this
step a deployment plan is created, which summarizes the deployment strategy, including
the necessary steps and how to perform them. After deploying a model, monitoring and
maintenance of the model are essential to avoid any serious complications.
3.2 Supervised learning vs. Unsupervised learning
In supervised learning the objective is to automatically infer a model (hypothesis) from a
set of labelled examples that is capable to make forecasts given new unlabelled data. A
label y is the desired forecast of an instance x. Labels can be a set of finite values, such
as, male and female, which are commonly called classes. These classes can sometimes be
encoded by integer numbers, to better suit the used learning method, e.g., male = 1 and
female = -1. This type of encoding is frequently used in binary problems, being one class
called the positive class and the other the negative class. In general, an encoding does not
imply a structure in the classes, i.e., y = 1 and y = 2 are not necessarily closer than y = 1
and y = 7. In supervised learning, the data consists in a set of pairs, containing an instance
x and a label y and is denominated as labelled data [181].
Supervised learning includes regression problems, where the label is a continuous
value, for example, the electric consumption in a city or the blood pressure level of a person
based on the height and/or weight of that person [181].
In contrast, in unsupervised learning, the algorithm has no access to the labels of the
data. The goal in unsupervised learning is to model the distribution or structure in the data
in order to acquire useful information to better understand the supplied data. It tries to
identify inherent similarities between the data and separate them into groups accordingly,
assigning its own new label to each group.
One of the most common unsupervised learning tasks is clustering, where the goal
is to identify potentially useful clusters/groups in the data. For instance, a server might
gradually develop a concept of “huge traffic days” and “low traffic days”.
To conclude, supervised learning is the most commonly learning task used. Supervised
learning uses learning methods, such as, linear and logistic regression, multi-class classific-
ation, and SVM. Supervised learning requires that the output is already known and that the
data used to train the learning method is correctly labelled.
On the other hand, unsupervised learning is more closely aligned with the task of
identifying complex patterns and/or processes. Some examples of unsupervised learning
algorithms are k-means clustering and association rules [182]. For instance, in load
forecasting an example of unsupervised learning is the creation of clusters that categorize
the data patterns into different categories. Taking our two case studies as examples, the
created clusters could divide the data into workdays load and weekend load.
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3.3 Classification vs Regression problems
The classification problem definition can be delimited to a two-class problem without the
loss of generality. The goal in a classification problem is to separate the two classes through
a function calculated from the available examples. The created function, commonly referred
to as classifier, will try to correctly divide (classify) the data on unseen examples [182].
Figure 3.5 depicts such classification attempt.
Figure 3.5: Classification example on linearly separable data
In the presented example, it is possible to use various linear classifiers to separate
the data, however, there is only one that maximizes the margin, which is the distance
between the linear classifier and the nearest data point of each class. This linear classifier
is denominated as optimal separating hyperplane.
The classification in the example given has linearly separable data, i.e., it is possible
to completely divide the data into two separate groups with just one separating plane.
In general, this will not be the case. Figure 3.6 depicts a simple, yet more accurate
classification problem.
In this example it is impossible to find a linearly separating hyperplane that successfully
divides the data into two separate groups. In these situations, the introduction of a cost
function associated with misclassification is the suitable approach. This approach helps
the algorithm to define the width of the hyperplanes margin, since it sets a cost value for
each point that is wrongly classified within the hyperplane. Learning methods, such as
SVM use this type of approach. The final hyperplane divides the data into two separate
groups, with some elements inside the hyperplane, and in some cases when appropriate
with some elements on the wrong side of the classification. Common learning methods
used in classification problems are decision trees, naive Bayes, linear Support Vector
Classifier (SVC), K Nearest Neighbours, logistic regression, ANN, etc. [182].
In regression problems, the objective is to predict a continuous value, e.g., predicting
the hourly load on a server for a given hour. There are several types of regression techniques.
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Figure 3.6: Classification with non-linearly separable data
The oldest and simplest technique of regression is linear regression. Linear regression
estimates the relationship between two variables. The mathematical formula used is y =
mx + b and creates a straight line, as seen in Figure 3.7. This means that in a graph with a
X and Y-axis, the relationship between X and Y is a straight line with some outliers. For
instance, the increase in population should have a direct effect in food consumption and
might increase at the same rate. If this is the case, the relationship is referred as a strong
linear relationship between the two variables.
Figure 3.7: Regression problem example
More advanced techniques, such as multiple regression, forecast the relationship
between multiple variables, e.g., the correlation between level of education, yearly income
and residence. However, the addition of variables increases significantly the complexity of
the forecast. There are several techniques used in multiple regression, such as standard,
hierarchical, or stepwise regression [182].
Standard multiple regression: In standard multiple regression all variables are con-
sidered at the same time when forecasting. For example, the relationship between the
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education and income are taken in consideration at the same time when forecasting the
residence. Standard multiple regression analyses the degree of influence of each individual
variable on the forecast.
Hierarchical regression: The hierarchical regression is a sequential process where the
variables used for forecast are used as input for the model in a pre-specified order defined
in advance. The algorithm does not determine the order in which the variables are used for
forecast.
Stepwise multiple regression: An algorithm that uses stepwise multiple regression
analyses which variables are better suited for the forecast. The stepwise model evaluates
the order of importance each variable has and selects the most relevant subset.
Stepwise regression: Stepwise regression, which is different from stepwise multiple
regression, does not analyse a single variable, it analyses sets of variables. The final
solution results from the addition of all the relevant subset. This can result in situations
where the final solution excludes completely a subset of variables.
When transcribing the types of regression into the load forecasting problem, there is no
clear type that transcends the others. It is more a trial and error process that tries to find the
best suitable regression type to the specific load problem and data.
3.4 Challenges and applicability
Machine learning problems have usually large datasets associated to them. The required
amount of computer processing capacity and memory for these large datasets tends to
be huge, with processors needing to have multiple cores with high speeds. Researchers
continuously try to improve the efficiency in their machine learning approaches, since
improving their existing hardware is usually a costly option. These hardware and code
limitations are critical challenges researchers face; often it is simply impossible to wait for
a solution for days [182].
Another challenge in machine learning is obtaining the first useful result/solution.
Before the refining/tuning process starts, a first useful result/solution must be obtained,
refining/tuning a result that does not satisfy the initial goals of the problem, can result in
valuable loss of resources and time towards the deadline. However, even with a useful
result which is already refined/tuned, another challenge occurs: it is utmost necessary to
verify if the created result has not been over-refined/tuned, i.e., the current result is too
fragile and will probably no work outside a specific dataset.
In some occasions the challenge might lie even before achieving and refining/tuning
a result. Researchers might have defined their goals wrongly and keep refining/tuning
learning methods that are not suited to answer correctly their goals. In order to use the
hardware and machine learning approach efficiently, researchers need sometimes to step
back and review their goals/objectives.
Researchers might also rely too much on their intuition. The first step of a machine
learning problem is usually the creation of a hypothesis that will solve a problem. With
regard to achieve this, researchers use their intuition to create a starting point, which will
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aid in discovering a solution for the problem. However, the intuition might be sometimes
wrong, and researchers may have to rethink/redefine their initial assumptions.
Lastly, machine learning can be found in many applications. Since the symbiosis
between applications and machine learning often functions very well, the end user tends
to completely ignore its existence. Common areas of applications are automation, fraud
detection, resource management, complex analysis, customer service, machine efficiency,
animal protection, predicting waiting times and access control [183].
3.5 Learning methods
Algorithms in machine learning play a vital part; almost every action taken in machine
learning has a connection with the algorithms/learning methods. These algorithms are
formulas or procedures that are used to solve a problem. The domain of the problem will
directly affect the choice of algorithm used. The basic premise is however always the same:
to solve the defined problem.
Algorithms can be compared to a box that stores a method that solves a specific problem.
They process the data and try to create an output that solves said problem. The created
output/solution tends to be specific to the type of problem being solved.
Frequently used techniques in machine learning are [183]:
• Bayesian inference: Bayesian inference basis its forecasts in various statistical
methods. Since statistical methods can create more than one seemingly correct
solution, the choice of a function that has the highest probability of succeeding
becomes the core objective. For instance, a set of symptoms can be used as input and
the output can be the probability of a disease that has these symptoms. Assuming
that multiple diseases share a large set of symptoms, the probability of each disease
will be different. However, the highest probability might not be the correct disease;
it is important to present the different outputs with the corresponding probability
so that in the end, a lower probability disease, which may be the correct one, is not
discarded.
Ultimately when using Bayesian inference, the main idea is to never completely trust
a hypothesis without analysing the steps used to create the said hypothesis. One of
the most recognizable solutions that resulted from Bayesian inference is the spam
filter [184].
• Nature inspired meta-heuristics: Evolutionary algorithms rely, as the name sug-
gests, on the principles of evolution to solve problems. They often use methodologies
such as survival of the fittest, which removes solutions that do not achieve the de-
sired output. Another nature inspired algorithm commonly used, is the artificial bee
colony algorithm [185], which is inspired on the bee foraging behaviour. It focuses
on numerical optimization, extending combinatorial, constrained and multi-objective
optimization problems. Ant colony, which is another example, is inspired on the
ant communication behaviour through pheromones when creating paths [186]. Ant
colony focuses in graph and combinational problems. Lastly, particle swarms also
basis its approach on animal flocking behaviour. Particle swarms are mainly used in
numerical optimization problems [187].
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• Learning by analogy systems: Learning by analogy systems use kernel machines
to identify and recognize patterns in data. The analogy system identifies a pattern
in the input data and compares them with already known patterns of outputs to
create a solution for a problem. The objective in these systems is to use the pat-
terns/similarities in data to determine the best suited solution for a problem. The
main thought is that since a particular solution already proved to be efficient on a
given problem, using the same or similar solution might also prove to be efficient on
similar problems [188]. The recommend function in Amazon for example, resulted
from the application of such systems.
• Time series analysis: A time series has a series of data entries which are arranged
in a chronological order. Time series analysis, studies the data with the intention of
extracting important characteristics or statistics in the data [189]. A common method
used in time-series analysis is Box-Jenkins.
• Regression analysis: In regression analysis a set of statistical procedures are used
to estimate relationships between variables. Regression analysis helps identifying
dependence in variables and uses these dependencies for forecasts [190].
• Artificial neural networks: ANN are a network of neurons, where each neuron
solves a small part of the whole problem, the final solution is created by using the
whole network. Through the use of backward propagation or backpropagation of
errors, ANN try to determine the conditions under which errors are removed from
the network. The ANN may be trained using the backpropagation algorithm until the
actual output matches the desired output. The output created by a neuron is only part
of the whole solution, neurons pass their output to the next neurons until a group of
neurons creates a final output [191].
• Support vector machines: SVM are supervised learning models, that use asso-
ciative learning algorithms to analyse data used as input. SVM can be used for
regression or classification problems. Initially, the training set is divided into two
categories, SVM try to assign each new record to one of the two categories. In case
the input data is non-linear divisible, SVM use the kernel trick two transform the
problem in a linear divisible problem and perform its usual task [192].
The focus in this dissertation will be on the learning methods linear regression, ANN
and SVM.
3.5.1 Linear Regression
Linear regression uses the relationship between an independent variable or variables, the
input, and the dependent variable, the output, to build its model. Its applicability is mainly
in regression problems, however, sometimes it can be used in classification problems to
identify the correlation between attributes. Linear regression estimates the coefficients
for a hyperplane or line that best fits the training data, as seen in Figure 3.8. It is a very
simple regression algorithm when compared to ANN or SVM. Due to its simplicity it is
fast to train. Nonetheless, its simplicity does not imply bad performance. On the contrary,
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linear regression has great performance in situations where the output variable is a linear
combination of the inputs [193].
Linear regression can be classified as simple linear regression or multi linear regression.
In simple linear regression only one independent variable exists, whereas in multi linear
regression, as the name suggests, two or more independent variables exist.
Simple linear regression studies and summarizes the relationships between two con-
tinuous variables, as mentioned above. The independent variable is sometimes referred as
explanatory or predictor amongst researchers and is commonly denoted as x. The depend-
ent variable, is amongst other names, referred as outcome or response and is commonly
denoted as y.
Figure 3.8: Linear regression example
In order to find which line better fits the training data the following equation is used:
ŷi = α + βxi, (3.1)
where ŷi is the predicted response or fitted value for experimental unit i, xi is the
predictor value for experimental unit i. When using Equation 3.1 to calculate ŷi, the
forecast value usually has an error, commonly denoted as prediction error or residual error,
associated to it, which can be defined as:
ξi = yi − ŷi (3.2)
From these two equations it is possible to conclude that the line that best fits the training
data will be one for which the n prediction errors, one per observed data point, has the
smallest overall value. This goal can be achieved through the use of the least squares




(y − ŷ)2 (3.3)
The squaring of the prediction error is done in order to avoid that the positive and
negative prediction errors cancel each other out when summed and therefore yield 0. The
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problem that arises when using Equation 3.3 is that it just gives one value per calculated
regression line, i.e., in order to have the best possible result, the implementation of Equation
3.3 must be done in an infinite number of possible lines. This problem can be tackled by




(yi − (α + βxi))2 (3.4)
However, in order to achieve this, the missing values α and β of Equation3.1 must be





α = ȳ − βx̄,
(3.5)
where x̄ and ȳ are the average values of the observation in x and y, respectively. Since
β and α are derived using the least squares criterion, the resulting Equation 3.1 is often
referred to as least squares line or least squares regression line.
3.5.2 Artificial Neural Networks
ANN, as a proposal applied to short-term prediction, have had a considerable development
since the eighties. However, its application is not exempt from some constraints and repairs,
either due to intrinsic limitations of the methodology itself or to constructive difficulties
of the models [113]. The overwhelming majority of ANN-based models for short-term
forecasting are used in the electrical energy production sector [17].
According to researchers in [194], ANN were developed based on the principle of
“operational likelihood" of the cerebral NN. An ANN thus consists of an interconnection
of several Processing Units (PU), with a configuration similar to that of the brain neuron.
Due to this similarity of functioning, the name of neuron is also given to PU. Figure 3.9
depicts an artificial neuron and a biological one.
The entries and exits of the PU correspond, similarly, to the synapses and axons of
the brain neurons. Each new input presented is weighted by a synaptic weight, which is
indicative of the strength of the bond. Connection strengths are adjusted by the learning
algorithms, in an iterative learning process resulting from experiments. Each PU performs
very simple operations, starting with the weighted sum of the inputs by the weights of the
respective connections, consequently resulting in the activation value of the PU.
The activation function(s) inserted in the PU are indispensable in the intermediary
layers. The introduction of such functions is one of the reasons that makes ANN extremely
popular amongst researchers [195]. An activation function from a neuron transfers values
coming from the input layers. The information regarding an activation function becomes
the input of the upcoming activation function and whose output is the value of the PU.
Usually, the activation function is non-linear and differentiable everywhere and it is the
same for the whole ANN. The values transported are often between 0 and 1 or -1 and 1.
PU whose source is outside the ANN are categorized as input units. Computing units
whose function it is to generate the activation values, used for generation and interpretation
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Figure 3.9: Biological neuron vs Artificial neuron
of actions in other system are categorized as output units. Computing units which have
neither function are categorized as hidden units.
Although several types of ANN exist, the most commonly used are multilayer feedfor-
ward networks [196], which is the one used in this work.
Multilayer feedforward networks possess one or more hidden layers between their
input layers and output layers. The most common constellation in research is a multilayer
feedforward network with only one hidden layer. Hidden layers are constituted by hidden
neurons sometimes also referred as hidden units.
A common way of describing a ANN topology is through a sequence of numbers,
e.g., 3-4-3; this network would consist in 3 input neurons, 4 hidden neurons which would
help in the calculation of the final solution, and 3 output neurons, Figure 3.10, shows the
implementation of a multilayer feedforward network with a 2-3-2 topology.
Usually, fully connected networks are used. In these networks, units from one layer are
all connected to all units of the next layer. In load forecasting the most common approach
is to multilayer feedforward networks trained with the backpropagation algorithm, which
is illustrated in Figure 3.11 [16].
Backpropagation can be divided into two distinct phases, a forward and a backward
passing phase. In the forward phase, the weights are not altered and only the sum and the
activation values are computed within the ANN. After an output is created, an associated
error is calculated, and retro propagated successively to the previous layers. As seen in
the figure, each neuron calculates an error with the retro propagated information. After
calculating a new error, the respective weights that connect the next layer are updated. This
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Figure 3.11: Backpropagation example
phases operate on the same data points and only change to the next data points after both
phases are completed.
In backpropagation the activation functions should be differentiable. The most common
are: linear, hyperbolic tangent and sigmoid, as seen in Figure 3.12 [197]. Usually, the
sigmoid functions are preferable, since a small change in the weights may produce a change
in the output, making it possible to analyse its evolution. The transfer function for the
output layer is usually chosen as a function of the data. For continuous values, for which
the value limits are not known, linear functions are commonly used [26].
ANN can also be trained focusing on supervised and unsupervised learning. In the
first case, for each of the input vectors the respective outputs are known, the error value is
calculated through the difference between the output value of ANN and the known value.
The updating of the weights of the connections is done through the learning algorithm.
With the presentation of the new input vectors, a new error value is calculated, ending this
learning process when the error value becomes acceptable [26].
In unsupervised learning the weights of the connections are modified only in response
to the inputs and the outputs are unknown. The Hebb rule [198], for example, and which
was one of the first rules to be proposed, states that the weight of the connection between
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Figure 3.12: Different types of transfer functions
the neurons X1 and X2 should increase whenever an increase in the output of X2 results in
an increase in the output of X1.
Backpropagation is responsible for the wide application of ANN. About 80% of the
networks use it [199] and it is predominantly used in STLF [26].
3.5.3 Support vector machines
SVM are supervised learning models that use learning algorithms for solving classification
and regression problems. They were firstly introduced by Vapnik and its co-workers in
1990 [200]. SVM are learning algorithms focused on two class discriminant functions.
Their application can be found in handwriting recognition, gene expression, data analysis,
text categorization or load forecasting, amongst other. Researchers have developed different
methods for SVM in order to increase their applicability in different areas, such as, factor
analysis, clustering or regression.
Since SVM is a supervised learning model, its input data is constituted by a set of input
attributes x1, x2, . . . , xn, and a desired output value y. The output of the SVM are a set of
weights w, one per feature, whose linear combination predicts y.
SVM use a combination of convex optimization [201] and statistical learning [27] to
find a suitable plane/margin in a data space that can separate the data into two different
classes.
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• Convex optimization: In convex optimization the objective is to use convex func-
tions to eliminate local minimums, a common problem in optimization problems.
Since the function has a convexity, the local minimum is always a global minimum,
as seen in Figure 3.13 [202].
Figure 3.13: Convex function with a local/global minimum
• Statistical learning: In statistical learning the goal is to define a particular mathem-
atical formation for the generic concept of learning. The starting point in statistical
learning is to use a finite set of input values with known output values to learn the
assumed but unknown function that represent the relationship between input and
output values. The objective of the learning process is to find a prediction rule for
the output that can efficiently predict new instances of data.
Statistical learning assumes that all input values x are contained in a known set
X , describing the range and format of the input value and all output values y are
contained in a known set Y that describe the range and format of the output values.
The collected data sequence can be described as D = ((x1, y1), ...., (xn, yn)) and the
learn function can be denoted as f : X → Y . f(x) will try to find the best output
value y for an arbitrary x. In statistical learning this is guaranteed by assuming
that all the pairs of data (x, y) in D are independently generated by the same yet
unknown probability distribution P on X × Y . This is a two steps process: firstly,
the input values x are marginally distributed by Px; secondly, the output values y
are generated by the conditional probability P (y/x) on Y given x. In order to test
the quality of an estimated output f(x), the common approach is the use of a loss




L(x, y, f(x))dP (x, y), (3.6)
where L(x, y, f(x)) is the loss function, which measures the quality of the learning
function f for a particular choice of (x, y).
SVM represent their data as points in a high or infinite dimensional space. A hyperplane
is created in order to correctly divided the data into different categories. SVM can then
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predict to which category new data belongs. A hyperplane should have the largest margin
possible, which is the minimal distance between the hyperplane separating the two classes
and the closest data points to the hyperplane. These closest data points are commonly
referred to as Support Vectors (SE). Figure 3.14 depicts a hyperplane with its SE and
respective margin.
Figure 3.14: Hyperplane with respective SE
The SE are crucial elements and must be taken extra care when interacting with the
training set since if deleted, the position of the dividing hyperplane would be changed.
Figure 3.15 depicts a hyperplane with the initial SE and the new hyperplane after the SE
were changed. If the changed datapoints are not SE, the hyperplane will not suffer any
change, as seen in Figure 3.16.
The problem to find the optimal hyperplane is often tackled by optimization techniques.
One of the most common used is the Lagrange multiplier. Lagrange multipliers, sometimes
referred to as dual variables, are scalar variables that calculate function extremes in mathem-
atical optimization with constraints [203]. The optimization algorithm for the hyperplane
generates the weights of the output so that only the SE are taken into consideration when
calculating the weights.
SVM were initially developed to solve classification problems, however, nowadays its
applicability has been extended to the domain of regression problems. This led to an update
in the literature terminology for SVM, since initially SVM referred to classifications with
support vector methods and also regressions with support vector methods. At the present
time, the term SVM refers more to the generic concept of the learning method without the
definition of classification or regression. The terms Support Vector Classification (SVC)
and Support Vector Regression (SVR) are the current nomenclature used by researchers to
denominate SVM for classification and regression problems, respectively.
The simplest model in SVC, is called maximal margin classifier or hard margin and
is more used as a theoretical example then in real-world use case since it requires the
data to be linearly separable. The initial dataset in constituted by linearly separable data
S = (x1, y1), ..., (xn, yn), where X ⊂ R and denotes the input space; Y = {−1,+1}
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Figure 3.15: Hyperplanes with initial and new support vectors
represents the output domain for binary classification. The equation used when defining a
hyperplane in SVC is:
H0 : w · x+ b = 0, (3.7)
where w is the weight of the vector, x is the input vector and b is the bias. Equations
3.8 and 3.9 refer to the lines that limit the hyperplane, being -1,1 the binary classification
values.
H1 : w · x+ b = −1 (3.8)
H2 : w · x+ b = 1. (3.9)
When trying to maximize a margin, the objective is to increase the distance between
H1 and H2, therefore the distance between H0 and H2 can be written as:
|w · x+ b|/||w|| = 1/||w||, (3.10)
Which makes the calculation of the whole distance, i.e., H1 and H2:
2/||w|| (3.11)
From these equations, it is possible to conclude that, in order to maximize the margin,
||w|| must be minimized, with the condition that there are no datapoints between H1 and
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Figure 3.16: Datapoint changed without direct impact in the hyperplane
H2. In the case of linearly separable data, the support vector algorithm simply tries to
create a separating hyperplane with largest margin, by reducing the ||w||. Therefore, it is
possible to formulate the following optimization problem:
yn(xn · w + b)− 1 ≥ 0. (3.12)
As mentioned above, these types of problems can be solved using the Lagrange
multiplier.
Although the hard margin method produces a hypothesis that is perfectly consistent
with the training data, it has almost no applicability in the real world since most of the data
is not linearly separable and possesses noise. Researchers developed a method based on the
maximal margin algorithm that enables the use of it in nonlinearly separable data, the soft
margin classifier [204]. This method tolerates outliers and noise in data without altering
drastically the final solution, making the data linearly separable. In order to achieve this,
the learning method allows misclassification on the training data when necessary, this is
done by introducing a cost ξn to the Equation 3.12, resulting in the equation:
yn(xn · w + b)− 1 ≥ 1− ξn n = 1, ..., δ
ξn ≥ 0 n = 1, ..., δ,
(3.13)
where δ is the total number of data points and xn and yn are the values/labels at the
given δ.
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From these equations, it is possible to conclude that the corresponding ξn must exceed
unity and consequently,
∑
n ξn stipulates the upper bound for the number of training errors.







s.t. yn(xn · w + b) ≥ 1− ξn,∀n,
(3.14)
where C is a parameter defined by the users that influences how much misclassification
errors suffer penalization, i.e., a larger C will penalize higher the errors. k stipulates the
type of problem the function becomes. For instance, for a X ⊂ N, the problem is a convex
problem, except for k = 0, which eliminates completely ξ. For k = 1, 2, the problem,
along with the convex optimization problem also becomes a quadratic programming
problem [205].
Even though the creation of a soft margin method increased the usability of SVM, the
most common problems in the real world remain of non-linearly separable, even with the
appliance of the soft margin technique, as seen in Figure 3.17. Therefore, to simplify the
problem and make it linear separable again, it is necessary to have a higher dimension
space. The data points should be mapped into an alternative higher dimensional space,
denominated as feature space [206].
Figure 3.17: Two-dimensional data points that cannot be separated by a linear hyperplane
The use of a kernel functions enables the operations to be in the input space rather than
the potentially high dimensional feature space, which would have increased the complexity
of the problem. Nevertheless, the learning process is still dependent upon the number of
training patterns and a large training set, to provide a good data distribution for a high
dimensional problem.
The conclusion made in the kernel theory is based on the work Reproducing Kernel
Hilbert Spaces (RKHS) [207]. This work concluded that an inner product in feature space
had an equivalent kernel in input space:
K(x, x′) = |(x), (x′)| . (3.15)
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This means that the kernel can represent a legitimate inner product in feature space,
coming from the input space. This core concept enables the transformation of a non-linearly
separable problem into a linearly separable problem by just increasing its dimension. The
resulting linearly separable problem can be solved by SVM. Figure 3.18 exemplifies a
non-linearly separable problem transformed into a linearly separable problem through the
use of the kernel function.
Figure 3.18: Dimensional space before and after application of kernel function
Data normalisation might be required for certain kernels; therefore, data normalisation
must be taken in consideration depending on the used kernel function. Common kernel
functions used by researchers are:
• Polynomial: Polynomial kernel function is frequently used in non-linear modelling.
There are two formulas used for this, being the second one the preferable since it
avoids problems with zero.
K(x, x′) = |x, x′|n, (3.16)
K(x, x′) = (|x, x′|+ 1)n, (3.17)
Where n is the dimension.
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• Multi-layer perceptron kernel: The multi-layer perceptron kernel is a variant of
the Multi-layer Perceptron (MLP) learning algorithm presented in the ANN with a
single hidden layer implementation:
K(x, x′) = tanh(ρ|x, x′|+ %), (3.18)
where tanh represents the hyperbolic tangent function, ρ is the scale of the values
and % is an offset value. In the MLP kernel implementation, the SE corresponds to
the first layer while the Lagrange multipliers correspond to the weights.
• Radial basis function kernel (RBF kernel): Radial Basis Function (RBF) kernel
are mostly used in SVC. They produce a piecewise linear solution, which are
attractive when discontinuities are tolerated.




where σ is an input constant parameter.
• Dirichlet kernel: The Dirichlet kernel, sometimes referred as Fourier series kernel,
is a less used kernel, since it has already been shown its poor performance [208]. It













], and n ⊂ N.
• Tensor product kernel: Through the use of tensor product of kernels, which is the
product of two vectors creating a vector space, it is possible to create multidimen-
sional kernels [209]:
K(x, x′) = ΠKn(xn, x
′
n) (3.21)
• Additive kernel: Another approach taken by researchers is the addition/sum of
different kernels to create a more complex kernel. This is guaranteed since the sum






• Splines and bsplines kernel: Spline and bsplines kernels have a large appeal in the
research community since they have a high level of flexibility. Their implementation,
however, requires a higher level of statistical knowledge when compared to the
previous mentioned examples.
SVM, when applied to regression problems, are denominated as mentioned above as
SVR. SVM can change their area of application to regression by introducing an alternative
loss function [210]. In order to accomplish this, the loss function must be modified to
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Figure 3.19: Examples of loss functions
include a distance measure. Possible loss functions can be quadratic, Laplace, Huber and
ε-sensitive, as exemplified in Figure 3.19
The loss function in the quadratic example corresponds to the conventional least
squares error criterion. It is the simplest to explain and use. Assuming that the problem of
approximating the set of data,
D =
{
(x1, y1), ..., (xl, yl), x ∈ Rn, y ∈ R,
}
, (3.23)
whose linear function is defined by:
f(x) = |w · x|+ b, (3.24)










where C is an input value, pre-specified and ξ−n and ξ
+
n are variables that represent the
upper and lower constraints of the created output.
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The Laplacian loss function is less sensitive to outliers than the quadratic loss function.
Huber proposed the loss function in the example above as a robust loss function that
has optimal properties when the underlying distribution of the data is unknown. These
three loss functions produce no sparseness in the SE. Sparseness in SE reflect in fewer
non-zero values and, since the prediction time for SVM, is proportional to the number of
non-zero dual variables, it will create lower prediction times [210]. Vapnik proposed the
loss function ε-sensitive, in order to tackle the sparsity problem. It is an approximation to
Huber’s loss function that enables a sparse set of SE to be obtained.
The above examples of loss functions work mainly with linearly separable data and,
just like its classification counterpart, SVR can use kernel functions to transform non-linear
data into linear data and thus making a prediction in regression problems with different
types of data distribution.
3.6 Software tools
The importance of machine learning in many industries along with the interest that the
research community has, originated a variety of frameworks to support machine learning
solutions. The frameworks can be for generic general use in machine learning or they can
be created for a specific type of machine learning problem. In this section, the frameworks
presented will be of the generic type.
Load forecasting is just one sub-area of machine learning’s applicability, therefore,
the number of generic frameworks, and consequently its user base, highly outnumbers
the specific load forecasting frameworks. The vast majority of researchers in the load
forecasting area use these generic frameworks instead of specific ones. This is mainly due,
as mentioned above, to the fact that specific frameworks are usually limited to specific
data. There are many different frameworks in machine learning, nevertheless, there are a
set of frameworks that tends to be more popular amongst researchers. Amid these set of
frameworks Tensorflow [211], Mllib: Machine learning in apache spark [212], Caffe [213],
Torch [214], Amazon Machine learning [215], Microsoft CNTK [216], Singa [217], IBM
Watson [218], Rapidminer [219] and WEKA [220] standout, being WEKA the framework
used in this work.
• Tensorflow: Tensorflow is an open source framework developed by Google Brain
[221] for different language understanding and perceptual tasks. It has a broad area
of applications in machine learning, being deep learning the one that stands out
most. Tensor Flow is compatible with most new GPUs and CPUs, it incorporates
many Google services such as Speech recognition, Google Photos, Gmail, or Google
Search.
Google’s framework provides a different set of APIs ranging from high-level APIs
up to kernel APIs. The programming languages used are Python, C++, Java and
Go. Tensorflow has also broad use cases in the optimization area. It uses data flow
graphs to perform these tasks. The mathematical computations are calculated using
a directed graph containing nodes and edges. These nodes can act as the endpoints
where data is fed or used to implement the operations. The edges represent the
input/output associations between different nodes.
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• MLlib: Machine learning in apache spark: Machine Learning in Apache Spark
(MLlib) is Spark’s largest distributed machine learning open source library. MLlib
is an implementation of standard learning methods for common learning settings,
which includes classification, regression, clustering, dimensionality reduction and
collaborative filtering. It was developed in Scala and includes Python, Scala and
Java APIs.
MLlibs rapid growth and adoption, is mainly due its open-source community, which
contains contributions from over 140 people. MLlib tries to simplify the development
of machine learning use cases by providing developers with a wide range of tools.
• Caffe: Caffe is a machine learning framework that works with C, C++, Python, and
MATLAB . The Caffe machine learning framework has its focus points in speed and
modularity. The main area of application is computer vision/image classification by
leveraging Convolutional Neural Networks (CNN) [222]. One of the appeals that
Caffe has, is the large collection of pre-trained models that does not require coding
or implementation.
Caffe is often described as the better suited framework for application development,
differing from other frameworks such as Tensorflow, who are suited better for
research. However, Caffe is not a suitable framework when working with areas such
as sound, text or time series. Its applicability is mainly centred in computer-vision.
• Torch: Torch is often referred as the simplest machine learning framework in
the research community. It is easy to setup and its learning curve is easier when
comparing to other machine learning frameworks. It was developed in 2002 and
is mainly used in an Ubuntu environment. It can be found in companies such as
Facebook or Twitter. Its programming language is a scripting language, LuaJIT,
although a python version exists called Pytorchs. Its scripting language is one
of the reasons for Torch’s appeal, due to its simplicity and ease in reading and
understanding.
The goal of Torch is to increase flexibility and speed in developing scientific al-
gorithms while maintaining a low complexity in the process. Torch has a large
ecosystem API’s in areas such as, computer vision, parallel processing, signal pro-
cessing, audio, image, video, etc.
• Amazon Machine learning: Amazon machine learning services, Amazon Machine
Learning (AML), are a collection of tools used for developing learning models
without the need to code. AML is included in Amazon webservices. The technology
behind AML is used by Amazon’s internal data scientists to power their Amazon
Cloud Services. AML can interact with Amazons S3 data, RDS or Redshift and can
perform binary classification, regression or multi-class categorization.
• Microsoft CNTK: Microsoft CNTK is an open-source machine learning framework,
mainly used in speech recognition. Nonetheless, it can also be used for image and
text. CNTK uses CPUs and GPUs for their calculations and is similar to Caffe,
working with programming languages such as Python, C++, and even command line.
CNTK provides higher performance and scalability when compared to TensorFlow;
it also supports multiple simultaneous operating machines.
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• Apache Singa:Apache Singa sets its focus on distributed deep learning [223].
Singa’s main areas are image recognition and Natural Language Processing (NLP).
Singa is divided into three components: IO, Model and Core. The IO component
contains classes used for reading/writing data to the network and disk. The Model
component focus on the algorithms and data structures used for machine learning
models and the core component handle tensor operations and memory management
functions.
• IBM Watson: IBM Watson is a machine learning framework that focuses on ques-
tion answering, a sub-area of natural language analysis [224]. It applies advanced
natural language processing, knowledge representation, automated reasoning, in-
formation retrieval and diverse machine learning algorithms when doing text analysis.
Even though its focus relies on question answering, IBM Watson is largely used by
the research community in diverse other machine learning areas such as, hardware
optimization. IBM Watson API’s are usable through IBMs webservice platform
Bluemix [225]. IBM Watson can be used in applications that try to replicate human
actions such as, hearing, talking, seeing, reading, tasting, interpreting or learning.
• Rapidminer: Rapidminer is a software platform that englobes data preparation pro-
cesses, machine learning application, and predictive model deployment. It uses a drag
and drop approach throughout most of its solution creation process, which reduces
the need for pre-needed programming knowledge. Along with machine learning pro-
cedures, it also provides data mining procedures, such as, the Extract,Transform,Load
(ETL) process commonly used in data loading and transformation. Through the use
of python and R, users can extend already implemented learning schemes, models
and algorithms.
• Weka: WEKA is a framework that allows users to apply different machine learning
techniques. Users can use already implemented learning methods or implement
their own learning methods that can be used without the need to re-implement data
manipulation or scheme evaluation. The WEKA framework is released as an open
source software, enabling users’ free access to the source code, which leads to a
facilitated creation of projects that incorporate or extend WEKA.
The main focus in WEKA relies on providing a comprehensive collection of machine
learning algorithms and data pre-processing tools. The variety of already implemen-
ted machine learning methods in addition with a simple graphical user interface,
allows users to quickly use and compare different machine learning methods on
new data sets. WEKA provides a JAVA API, which users can use to automate the
integration of new learning methods. The framework includes learning methods for
classification, regression, association rule mining, attribute selection and clustering.
WEKAs main graphical user interface is the Explorer, as seen in Figure 3.20.
It is built on a panel-based interface and is where most of the researcher work is done.
Each panel corresponds to a different task. In the "Preprocess” panel, users can load
and transform their datasets through the use of already implemented WEKA data
pre-processing procedures. The WEKA framework calls these “filters”.
In the “Classify” tab users can apply and configure different machine learning
methods, define their training set or use cross-validation. Figure 3.21 depicts an
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Figure 3.20: WEKA Explorer
example with one of the dissertations Wikipedia datasets, where an SVM variant
was applied.
Figure 3.21: WEKA Classify example with Wikipedia dataset
In the “Classify” tab, users have an output panel that enables them to easily analyse
their model performance, from a pre-defined metric selected by them. The “Cluster”
panel enables users to run a clustering algorithm on their datasets. It provides simple
statistics for evaluation of clustering performance. WEKA also has a dedicated panel
for attribute selection, “Select attributes”, where the users can apply algorithms
and evaluation criteria for identifying the most important attributes in their dataset.
The last tab in the standard version of WEKA is the Visualize one, this panel has a
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color-coded scatter plot matrix, regarding the distribution of datapoints between a
set of variables.
Along with the standard tabs, WEKA has a dedicated time series analysis envir-
onment developed by Pentaho [226] that can be installed through WEKA packet
manager, that updated adds additional tabs to WEKA, as seen in Figure 3.22. This
time series framework uses WEKA regression algorithms in conjunction with a
process of formatting data. The formatting of the data consists in removing the
temporal ordering of individual input examples and encode instead their temporal
dependencies via additional input fields.
Figure 3.22: Pentaho time series framework incorporate in the WEKA GUI
The model construction approach is identical to the one taken with standard WEKA.
However, in terms of output it differs substantially from standard WEKA. It is
possible to define multiple objectives in a single run, predict for more than one
instance upfront or choose additional evaluation metrics, such as MAPE, which is
not available in standard WEKA.
3.7 Conclusion
This chapter presented generic concepts of machine learning along with the terms and
approaches of supervised and unsupervised learning and regression and classification
problems. A literature review was presented concerning the challenges and applicability
of machine learning. Linear regression, ANN and SVM were explained in detail. The
necessary information needed for understanding their application in the dissertation was
also presented. Lastly, a review on the most used software tools in machine learning was
conducted and presented. In the following chapter, the proposed approach adopted in this




The proposed approach chapter introduces a generic solution architecture along with the
description of all the steps involved in its process, disclosing the specific data and therefore
inherent changes to each problem. Following the generic solution architecture presentation,
its application is described in detail for both case studies.
4.1 Solution architecture overview
Figure 4.1: Generic solution architecture diagram
Figure 4.1 presents the generic architecture of the solution developed in this work. The
approach is applied in the Wikipedia and Energias de Portugal (EDP) problems, with each
step adjusted in accordance with the data and needs of each individual problem.
4.1.1 Data gathering, analysis and cleaning
In the first step, the data gathering process, the data is treated and collected from single or
multiple sources and stored locally. This is achieved through a manual approach and/or
using scripts.
After the gathering process, the data is analysed and cleaned. Data analysis tools, such
as, WEKA Graphical User Interface (GUI), text editors, Microsoft Excel and data source
documentation are examples of tools that were/can be used. In the cleaning process, the
methodologies used are correlation coefficient analyses, to eliminate irrelevant or repetitive
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data, direct manipulation in the dataset through Microsoft Excel and/or text editors, e.g.,
wrongly formatted data, correctly re-formatted. The use of average values to fill in missing
values and/or the application of a cleaning script, which incorporates all the above methods
plus some extra ones. This last one, however involves a detailed analysis and understanding
of the data and the problems contained in it.
4.1.2 Data subset configuration and transformation module
Subsequently to the cleaning step, the configuration values for different train and test sets
are defined. This method enables the possibility of testing different dataset configurations,
a partial grid search approach presumably [227], avoiding thus the use of a complete
grid search methodology, which would be extremely resource consuming. The subset
configuration values used in this dissertation were define in accordance with the human
interaction/patterns. For the granularity the values 1,8 and 24 where chosen, while for the
time window 1, 4, 8, 12, 24, 48 and 168 were used.
After defining the configuration values, the transformation module is pursued. This
module involves a set of mandatory transformations to the train and test sets, selected in
the Data subset configuration step. Each transformation cycle is applied, one at a time, to a













Figure 4.2: Steps involved in the data transformation module
The dataset aggregation step is only applied in cases where more than one train and
test sets is available. The module takes multiple train and test sets and creates new train
and test set, containing the different possible combinations of the aggregated pairs. For
instance, taking this work as an example, a resulting train and test can contain the data
from sets of the months of January, February and March. If required, it is possible to define
a specific set of pairs as input for the train and test set. For example, a resulting train and
test set from such input can be the combination of the months January, April, June and
August.
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Afterwards, the next module applies a granularity value to each record. The granularity
defines the level of detail in the data, which in this work is always in an hourly scale.
Figure 4.3 portrays a scenario before and after the granularity application process. The
initial data consisted of three different records, with three attributes. The records had a
time dimension inherent to the order of the records, i.e., the first record represented the
data from the first hour, the second record the data from the second hour, and so forth until
the end of the dataset. Through the application of a granularity value, the initial dataset
was transformed into a dataset with records of G granularity, which in the example is equal

























Figure 4.3: Data example where granularity of 3 was applied
Following the granularity step, the time window definition step can be applied or not.
In this step the number of time window units back in time a record will contain is defined.
Taking again this work as an example, each record would contain TW hours back in time.
Since the granularity step is applied a priori, the created history/time-window shares the





























































Figure 4.4: Data example where time window of 3 was applied
Subsequently, to the appliance of granularity and time window comes the attribute
selection step. The different sets of possible/desired combinations of attributes are defined
in this step, creating different combinations of training and test sets. Just like the time
window step, this step can be applied or not.
The last step in this approach, consists in applying normalization on the resulting train
and test set. For each train and test set that is normalized, there is another one that remains
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unaltered. This is done in order to evaluate how normalization affects the performance of
the created model. The transformed train and test set, thus results from a different set of








Figure 4.5: Final dataset composition diagram
4.1.3 Tests, evaluations and model deployment
For each newly created train and test set pair, a model is created and evaluated. Through
this process, it is possible to select the most suitable sub-set of datasets. This step also
functions as a validation point: if the subset of data presents unviable results for further
testing, a new iteration of steps is initiated. When finally, a suitable model for each problem
is found, the resulting model is deployed.
In this work, a grid search approach was initially taken in consideration. However, as
mentioned above, this was impractical, which eventually led to the adaptation of a subset
approach. The total number of created, and tested datasets can be calculated through the
following formula:
TotalDatasets = M ×G× TW × A× 2, (4.1)
where M is the number of different months, G is the number of different values of
granularity applied, TW is the highest value of Time Window a dataset can have, A is the
number of attributes before the application of the transformation module and, lastly, the
value 2, which represents the normalization and non-normalization of datasets.
In the case of the Wikipedia problem, a total of 169344 datasets were needed to be
created and tested through the application of a grid search approach, which translates to
approximately 4.65 Terabytes of initial raw data. Through the use of a subset approach
only 1440 train and test sets were used. For the EDP problem, 8064 datasets were needed
for a grid search approach. The lower number of datasets when compared to Wikipedia
is due to the availability of only a single month of data and a lower number of attributes,
provided by EDP. Nevertheless, by using the subset approach only 120 train and test sets
were needed.
4.2 The Wikipedia problem
Server load prediction can be used in many different scenarios. However, the scenarios
in which its use stands out are clearly the ones with high activity. Wikipedia falls into
such category. Each day, an enormous quantity of load is generated in the servers, which
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Figure 4.6: Wikipedia problem overview
of course takes a toll on Wikipedia’s servers. Correct adjustment of resources is utmost
important when creating a reliable solution for Wikipedia users. Figure 4.6 depicts an
overview of the problem Wikipedia servers face every day and how the approach developed
in this dissertation can tackle does problems.
Each Wikipedia server has an initial resource configuration, that is set in accordance
with the foreseen incoming load. However, this type of configuration is not the most suited
throughout the whole day. Resources must be adapted continuously in order to guarantee
SLA. Server resources must be optimized from an economical perspective and from the
hardware’s lifespan perspective. Server load prediction can achieve this. By analysing
the load patterns of previous data, a model can be constructed that predicts incoming load
and even though the load is generated mainly by human interaction, past load patterns
might not be enough to create a reliable model. The inclusion of external variables, such as
calendar information and/or global events information, can increase the models accuracy.
With a created model, resources can be adjusted upfront for load peaks and low points,
thus maintaining the adequate resource for the SLA, economical variability, hardware
lifespan and/or green computing.
4.2.1 Solution approach in the Wikipedia problem
Figure 4.7 depicts the solution architecture that resulted from adapting the general archi-
tecture to the needs of the Wikipedia problem. The initial steps involve downloading,
formatting, and cleaning the data available from the Wikimedia foundation and later on
store said data locally. With the stored data, a transformation module is applied to each
dataset, which creates new training and test sets. The original datasets are preserved for
future modelling and testing and as functioning benchmark baseline. The newly created
train and test sets are submitted to the model creation and testing module. This module
creates models based on linear regression, ANN and SVM. After finishing the modelling
and evaluation process, two distinct files are created, one file contains all the raw unselected
testing results and a second file that contains the information from the runs of desired
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Figure 4.7: Wikipedia solution architecture diagram
Data overview
The initial data acquired for the Wikipedia problem was collected from the Wikimedia
foundation. Whenever a request of a page is made to Wikipedia, whether for reading or
editing, the made request always passes through one of Wikipedia’s internal hosts. From
this request, the project name, the size of the page, and the title of the page are collected.
The resulting data is written into a page view raw dataset where one record is the hourly
aggregate of the pageviews/requests and size of an individual page. The datasets are stored
under the nomenclature showed in Figure 4.8.
Figure 4.8: Wikimedia dataset storing naming nomenclature adopted
The time used in this nomenclature is in Coordinated Universal Time (UTC) time
zone, it refers to the end period of the hourly aggregate. This information is crucial when
analysing data day-wise, since the nomenclature might suggest that a day worth of data is
from hour 0 to 23 of the same day. However, the correct data regarding a full day is hour
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1 to hour 0 of the following day. Figure 4.9 exemplifies five records of data of the initial
dataset.
Figure 4.9: Record structure example
Each attribute is split by a space, having a record a total of four attributes. The first
attribute refers to the language the page is written in. In the example given, all records start
with en followed by a dot as second parameter, e.g., the first line has en.b. The en refers
to the Wikipedia language, which in this example is English. The second parameter after
the dot indicates what type of page that was requested. Table 4.1 enumerates the different
page types. Attributes that do not contain any second parameter are Wikipedia projects.
Table 4.1: Different page types from Wikipedia










The second attribute is the name of the retrieved page. In the example given, for the
first record this would be 19_Century_Literature. The third attribute indicates the number
of times a specific page was requested within that hour. These request numbers are not
solely unique visits. The last attribute is the size of the returned content. In the given
example, the first record had just one request which accounted in total for 8422 response
bytes.
Each hourly dataset was composed by multiple of dozens of millions of records, with
each record having a total of four attributes. Although the raw data presents an enormous
quantity of data, the resulting dataset was significantly reduced by containing hourly
aggregates of data, instead of unique page requests. On average, a final hourly dataset for a
month has 720 records and is composed by nine different attributes, nevertheless, this will
be explained in detailed manner in the next subsection.
An early data analysis was conducted on this data, which led to the following conclu-
sions:
• Downloading and storing all data locally was not feasible since a day worth of data
translates to between 20 Gb and 40 Gb of storage occupancy.
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• Non-consistent and incomplete data was found in the raw dataset. For instance, the
language attribute referring to the English language was found with the values of
EN, en and En. Another common problem found were records containing just partial
information, with attributes often left blank.
• Due to the nature of this project different workstations were used, which led to
problems with the encoding of the data. The raw dataset contained data from a
variety of languages, which led to problems with certain languages, such as, Chinese.
The solution found was the re-encoding of the original data into a readable format
for the sake of not discarding English related data wrongly interpreted.
• The data contained outliers, which in most cases was residual and easily corrected.
However, the month of April of the year 2016 was an extreme case were data
corresponding to around one fourth to a half of the month was an outlier.
Dataset collecting and cleaning module and concurrent system
In the data gathering and cleaning process an initial python script was developed. The
objective was to automate processes associated with all data gathering, formatting and
cleaning tasks. Through the script it was possible to treat the large data quantities involved
as small, temporary, data fragments and keep the process running non-stop.
Through a literature review, it was concluded that there were no current implemented
solutions for the above-mentioned task. As a contribution for future researchers who would
like to use the Wikipedia datasets locally and without data problems, an API based on the
initial script was developed and published through GitHub at WikiGather: URL.
Figure 4.10 depicts the different functions available for single hour treatment, through
the API.
The first API function presented in the figure is the encoding() function. This function
was implemented to act as a counter measure to encoding problems that users with work-
stations from special regions might find. It is a mere support function, with no influence in
the dataset.
The get_URL() function creates a list of URLs containing all hourly datasets to be
treated. Users can define what period in a month they would like to use and/or a period
from various different months. The resulting list will be used by the dataset creation
functions. create_ds() allows users to create a dataset consisting of nine attributes. The
created dataset contains information from all languages available in the raw files. The
attributes of the created dataset are the number of requests made in an hour, generated
load in an hour, average requests and load, standard deviation of requests and load, one
using sample data and the other using the population and lastly, the number of unique
page appearance differentiated by language. The create_ds_lang(), on the other hand,
presents a similar approach to create_ds(). The main difference relies in the fact that the
information used in the dataset consists only of a single language, which is defined by the
user. The attributes of created dataset are the same, with the exceptions of the number of
unique pages per language. This attribute is deleted since its impact in a single language
scope is almost none. The attribute would mostly increment with each record, rendering
60
Figure 4.10: WikiGather API: single hour API functions
its usability null. In any of the create functions, the hourly raw files are just temporarily
decompressed for the information gathering process and deleted after that, thus avoiding
storage problems.
In cases where users only desire to calculate the attributes without creating a dataset,
users have at their disposal the calculate_all() function. The keener users can update this
function to use statistical metrics that better suit their problems needs. Changes made in
this function will automatically be used when calling any of the creation functions.
For situations where users wish to erase all changes already taken, they can use
clear_data(). This function deletes all the steps already taken by other functions and
completely cleans all information stored in the memory. Lastly, the write_CSV() function
enables the user to store locally all the datasets created, e.g., an user has the possibility to
store a complete dataset and/or save single parts of a train and test set combination.
The functions mentioned thus far, were conceived with only a one-hour time-window
in mind. However, if users need a different level of time-window they have at their disposal
a set of functions which were conceived for a four-hour time-window range. Figure 4.11
presents the overview of the four-hour time-window function available through the API.
All the above functions were based on their one-hour granularity counterpart. Adjust-
ments were made so that in the end each record contained the initial eight attributes of a
specific language, and the eight attributes of time window 1,2 and 3.
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Figure 4.11: WikiGather API: four-hour time-window API functions
Due to the fact, that the dataset creation process initially took between 5 and 6 days
to accomplish, a concurrent system based on threads was implemented. This reduced
the operation time to 1, 2 days and optimized the whole process. Figure 4.12 depicts
an overview of the parallel system along with different tasks taken in the collecting and
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Figure 4.12: Collecting and cleaning module task overview with parallelism
As seen in the figure, the process starts by creating a list containing all the verified
Uniform Resource Locator (URL) regarding a complete month. This step involves explor-
ing and validating the data, since some of the raw datasets were corrupted and/or wrongly
named, e.g., the attributes contained in the data were not the correct ones, instead being the
attributes regarding a different pageview/raw file.
With the URL list successfully created, the next step is to forward this list to a splitter
module which is responsible for dividing the list into equal X sub-lists, where X is the
number of virtual CPU cores available in the workstation. In all our used workstations
the number of cores were 8, hence why the example ranges from 1 to 8. Nevertheless, the
module was written so that it can dynamically detect the number of available cores and
adjust accordingly, which widens the horizon of applicability. Subsequently to the sublist
creation, each list is fed to a thread and the data treatment process is initiated, which is
exemplified in Figure 4.13.
The first task in the data treatment process is to download the files, which, as mentioned
already, come in a compressed format. The files are then temporarily decompressed, treated
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Figure 4.13: Data treatment: original row transformed into a dataset record
compressed raw file is deleted. With this methodology, it is possible to analyse the large
data quantities without depleting the storage capacity. This process is repeated until all
parts of data of a month are treated.
The succeeding step involves reading the data referring to an hour line by line. During
this procedure, an algorithm tries to find and correct anomalies in a line, for instance,
the number of requests and/or load may contain text information. In such situations the
algorithm identifies and removes the incorrect data, re-using if possible the remaining
information. Each line is then divided by white spaces, creating a total of four different
attributes.
From these four attributes, the attribute project type is used to identify and analyse if
the row contains data regarding our desired language or not. If this is not the case, the row
is discarded without further treatment. In the next step, from the four resulting attributes,
project type and page name are discarded from the final dataset. This is due to each row
from the final dataset referring to the hourly aggregate of the desired language and these
attributes refer to singular occasions.
When the process of creating a simple dataset row is finished, a data row enrichment
process is initiated. This process is responsible for creating attributes that will be used
in the dataset enrichment phase. The attributes originated in this process are the number
of unique wiki pages that were requested in an hour, average values for aggregate load
and number of requests and the standard deviation of load and number of requests. The
standard deviation was calculated also using the population and a sample. The sample data
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contained only information from weekends and the population information from all week.
When all data of a single pageview/raw file is successfully treated, the algorithm passes
to the next hour, repeating the process until all the datasets from a sublist entrusted to a
thread are treated.
The thread synchronization process is then responsible for collecting across the different
threads each hourly dataset and reorganize them correctly so that, in the end, a dataset is
created with the correct temporal order in the records. With the collecting and treatment
process successfully completed, the last step is to store the dataset in .csv format on the
local storage partition. However, before starting the writing to file process, an algorithm
checks if the format of each record and the number of attributes and records is correct.
4.3 The EDP problem
The EDP company, as an energy providing facility, faces a big challenge when trying
to keep a balance between supply and demand. The Electrical Energy Storage (EES),
depicted in Figure 4.14, refers to the process of transmuting electrical energy from a power
network into a storable form [228]. It is a key factor when adjusting the production level.
The storage of energy usually occurs in situations where the supply surpasses the demand
and a peak in consumption is not foreseen.
Figure 4.14: Energy storage in a Grid Load Profile
However, there are two problems in the process of storing energy: the quantity that can
be stored and the time that energy can be stored before dissipating. Identifying consumption
trends/patterns and adjusting production accordingly is thus indispensable. Figure 4.15,
presents an example regarding the energy production levels throughout a day, commonly
referred to as Grid Load Profile (GLP) [229].
Baseload generation is kept throughout the whole day. These generators are usually low
on cost and/or face a penalty when turned off, for instance, modern coal units or nuclear
power plants. The next instance in the grid is renewable energy, such as, solar and wind
energy. This type of energy production has a downside in terms of its availability. Since,
consumption peaks may not coincide with the renewable production time window, another
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Figure 4.15: GRID during a day: baseload, renewable, intermediate load and peak load
source of supply may be required, the intermediate load. This type of generation tries to
adapt to the consumption level, i.e., the production units, follow the ups and downs of
the consumption load patterns. The units responsible for this type of energy tend to have
higher prices and/or high operational flexibility, e.g., older coal plants and hydroelectric
units. The last instance of the GLP is the peak load energy. The units involved in this
type of energy have the highest cost, such as, diesel generator or open cycle natural gas
combustion turbines. The use of this units occurs mostly in situations with exceptionally
high consumption levels and/or unavailability of other energy sources.
Due to the volatility of renewable energy and the difficulties found in the storage of
energy, the adequate use of stored energy is crucial for the correct functioning of the power
system. For instance, the use of stored energy in situations where a high production level
on renewable energy is foreseen or the risk of energy dissipation is high, increases the
efficiency of the overall power system.
Nevertheless, the use of stored energy must be taken cautiously. If stored energy is
frequently used, the power system might incur in a deficit in crucial situations with unusual
high consumption levels. Accurate load forecasts in consumption and production levels
can tackle such situation.
An accurate load forecast is an imperative tool for the correct operations of a power
system, e.g., maintenance, contract evaluation, tariff rates adjustment, and/or scheduling
[230]. Accurate load forecasts play also a vital part when defining new energy policies
[231].
However, in order to create an accurate load forecast, there are various variables that
must be taken into account. Weather variables such as, temperature, dew point, wind speed,
cloud clover and humidity have a strong impact in the final forecast. Historical load data is
another crucial variable. In order to achieve a better forecast result, an adequate number of
input variables must be found. Lastly, the use of accurate load forecasts plays a key role
when implementing new concepts of smart building and/or smart grids [232].
Figure 4.16 presents an overview of the overall problem along with solutions provided
by the approach developed in this dissertation.
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Figure 4.16: EDP problem overview with respective implemented solution
4.3.1 Solution approach in the EDP problem
















Figure 4.17: EDP solution architecture diagram
The main difference is in the gathering and treatment process. The whole process starts
with the acquisition of the dataset. This step was facilitated by, Eng. José Manuel Terras,
a staff member from EDP distribution, who provided the necessary dataset for further
analysis. The dataset contained data from the month of April 2016 exclusively from the
city of Leiria. The dataset was then manually analysed, treated and stored locally. The
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treatment was fairly straightforward since the whole dataset presented a simple structure.
The focus relied mainly on deleting unnecessary attributes, correct wrongly formatted data
and/or value and convert the data to hourly records, i.e., the data came as fifteen minutes
records. In order to have comparable results between, the two solutions, the granularity
was adjusted to the same time interval/scale, which is an hourly scale. When this process
was concluded, the following procedures were identical to the Wikipedia architecture. This
was done in order to minimize the differences between the two architectures, so that the
generalization level in each model can be compared.
Data overview
The initial dataset had information regarding the energy consumption of the city of Leiria
in the month of April 2016. The raw dataset came with five attributes, electrical tension,
electrical current, two geographical labels denominated Nível 1 and Nível 2 and a combined
attribute containing the date and hour. Figure 4.18 presents an example of the record
structure of the raw dataset file.
Figure 4.18: EDP dataset record structure example without treatment
The granularity presented in this dataset was of 15 minutes intervals and, as already
mentioned, this needed to be adjusted to the hourly range, reducing the initial number of
records from 2880 to a total of 720.
Following the granularity adjustment, the quality of the attributes was evaluated. The
attribute date-hour was the first to be excluded from the final dataset. Due to the granularity
adjustment, each record represented the aggregate of an hour instead of the initial 15
minutes interval. Nonetheless, in virtue of the nature of the dataset, instead of updating the
attribute Data+Hora, it was deleted since the dataset already gave this information, i.e., as
a consequence of the datasets structure, the data already had an inherent temporal factor,
which in this case was an hour per record, thus rendering the date-hour attribute obsolete.
The attributes containing geographical labels and electrical tension were also left out
from the final dataset. These three attributes only presented one value, which in the case of
the geographical labels was Leiria and in the case of the electrical tension was 15000. In
order for an attribute to be relevant to the learning method, it needs to present some kind of
variation in values. When this is not the case, the usefulness of the attributes is rendered
null.
The final dataset was thus composed by the electrical current and a temporal dimension
added to each record. This was done in the transformation module by applying the time
window procedure. Table 4.2 shows an example of a dataset with a temporal dimension of
two extra hours.
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4.4 Datasets transformation module
With the conclusion of the dataset collecting and cleaning module, the datasets transforma-
tion module is initiated. This module is responsible for creating the different combinations
of train and test sets. Like its data gathering counterpart, these group of manipulation
tasks are accomplished through a dedicated script. The script was later converted to an
API, so that other researchers can apply the transformation approach to their problems.
The API enables researchers to enrich their numerical datasets with extra temporal factors.
Although, being mainly developed for time-series, the API can also be used on datasets
which contain only numeric attributes. The API is published and publicly available through
GitHub at Dataset transformation API: URL.
The functions available to users were divided into several different categories, con-
tributing to a simple and efficient work environment. These categories are: Grid search
functions, file configuration functions, single dataset creation functions, configuration
functions and specific task functions.
The grid search functions, as seen in Figure 4.19, are only two. These functions present
the highest-level abstraction for users. The ds_config() function enables users to create
a group of different datasets, by just defining the objective class and the highest value
of time-window and granularity their datasets will possess. The function then creates
combinations of datasets from 1 to the maximum value of granularity and time-window.
The second function, ds_creator_future(), is very similar to ds_config(). In both cases, the
objective class and the maximum values for granularity are defined. The main difference
relies in the future scope of prediction, i.e., the users define a specific prediction scope
instead of the next hour, as done by ds_config().
The above described functions use most of the functions found in the other categories.
This was conceived in order to enable users a simple and efficient start.
However, a user might not want to create all train and tests possible through grid search.
For these situations, a set of functions was created in which a configuration file can be
used to only create the train and test sets with parameters specified in the configuration file.
Figure 4.20 depicts all the functions available to use in conjunction with the configuration
file.
The ds_config_file and ds_config_file_future_exactly functions work identically to the
grid search functions ds_config() and ds_creator_future(), respectively. The main difference
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Figure 4.19: Data transformation API: grid search functions overview
Figure 4.20: Data transformation API: functions that integrate the configuration file
is that these two functions only create datasets with the specific configuration defined
in the configuration file, instead of creating all possible combinations until reaching the
maximum value. The ds_config_file_futureCombinations function adds an extra prediction
layer in comparison to ds_creator_future(). It creates datasets with multiple prediction
scopes, i.e., instead of just having on specific future hour in the prediction scope, it is
possible to define a range of multiple hours ahead to predict.
In situations where a user wants to create just a single dataset file, a set of functions
were created. Figure 4.21 presents an overview of the single dataset creation functions.
The first function available to the user is ds_creator(). This function creates a single
dataset according to the users specifications. The values available for configuration are
granularity, time-window, the attributes to be used and discarded, normalization, and
additional datasets, which will work as source to create a dataset containing the aggregate
data of all datasets. The future_ds() function works similarly to ds_creator(). The only
difference is in the prediction scope. While ds_creator() has a prediction scope of the next
hour, the future_ds() function lets users specify which prediction scope they want.
The add_months() function, provides users with the possibility to use multiple datasets
to create a single aggregate dataset. This function does not alter the data from the datasets;
it merely gathers, orders and aggregates the data into a single dataset.
The granularity_indexer(), history() and normalization() functions work as dataset
manipulators. In cases where users just need to apply a single transformation to their
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Figure 4.21: Data transformation API: create single dataset file
dataset, they can use these functions. The functions granularity_indexer() and history()
allows users to define which granularity and history/time-window they would like to have
in their original dataset. The integrity of the original information contained in the dataset
is guaranteed in the process. The normalization() function applies a normalization process
to the source dataset using min max.
Lastly, the delete_metrics() function, as the name suggests, removes the attributes
specified by the user from the dataset; the integrity of the data is also guaranteed.
In occasions where users only require using the grid search functions, but the current
configuration does not suit their problems needs, a set of configuration functions are
available to adjust the grid search approach. These functions do not interact in any kind
with the dataset; their interaction is solely with the grid search functions.
The last category of functions are specific task functions. These functions, similarly
to the configuration category, do not interact with the dataset. Their main objective is to
support all the transformation functions. Their application scope ranges from reading files
to write a .CSV file of the created dataset.
The overview of the data transformation API serves merely as an introduction to its
capabilities. A more detailed presentation of the generic applicability of the API along
with the description of the functionality of each function is found in the GitHub directories
above mentioned. All the functions available in the dataset transformation API were created
in order to automatize the transformation process presented in Figure 4.2. This process
is shared by the server load prediction and energy load forecast case studies. With the
creation of suitable train and test sets, the model creation and evaluation phase is initiated.
This phase will be presented and explained in detail in the next chapter.
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4.5 Conclusion
This chapter presented a general approach to the load forecasting problems, followed by a
description and adaptation to the server load prediction and energy load forecast problem.
As a consequence of the literature review, regarding the existence and availability of
Wikipedia dataset gathering and general dataset temporal manipulation utensils. It was
concluded that such tools were not available, thus both approaches, developed in this work
were converted and published as APIs.
This chapter presented all the steps taken from the initial step of data gathering and
analyses all the way to creating a ready to use train and test set. Next chapter presents the
tests and results, which include the model creation and evaluation processes.
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Chapter 5
Server load prediction: experimental
setup and tests
In the server load prediction chapter, the experimental setup, test runs and the results of the
experiments are described. On an initial phase, test environment along with the selected
evaluation metrics, are introduced; the information presented is essential for understanding
the remaining of the chapter. Following the definition of test environment and metrics,
comes the experimental run on the server load prediction case study. In this section the
test runs, and results are analysed. Subsequently, a data enhanced version of the dataset is
tested and evaluated. Lastly, a conclusion is presented containing a synthesis of the most
relevant information of this chapter.
5.1 Test environment
In the initial setup of the test environment, a set of data preparation and analysis steps were
required to produce an initial usable dataset. These steps involved the gathering of data,
exploration of the initial raw information, analysis and cleaning of the created datasets
and, lastly, the final preparation of the dataset. All these steps were taken and automated
by dedicated scripts, which were later converted to APIs and which are described in the
previous chapter.
The resulting dataset had two different variations amongst which the transformation
process was built on. These variations were a basic/standard one, containing the most basic
attributes and a enriched/enhanced one, in which the attributes were added to increase the
models performances. Figure 5.1 presents an example of Wikipedia’s datasets variations.
Figure 5.1: Example of Wikipedia’s dataset variations
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Each dataset variation was transformed in accordance to a set of different test configur-
ations, e.g., granularity and time window variations. The resulting different configurations
were also created through the developed API. Table 5.1 shows all the different datasets
configuration attributes that were used.
Table 5.1: Dataset configuration attributes with respective values
Attribute Value Description
Number of months 1 to 8 Defines the number of months to aggregate into a single dataset
Granularity 1, 8, 24 Defines the level of detail (in hours) each record will contain
Time window 1, 4, 8, 12, 24, 48, 168 Defines the number of hours back in time a record will contain
Normalization flag 0 or 1 Flag the triggers the application of normalization to the data
Add months flag 0 or 1 Flag that dictates whether or not to aggregate multiple months into a single dataset
The transformation process originated a total of 672 different datasets, per dataset
variation, to be used in the evaluation process, i.e., from the initial broader scope of
possible dataset configurations (partial-grid search approach described in Chapter 4), a
smaller, more representative group, was selected to proceed to the modelling phase. The
modelling phase was an investigative and experimental process in which the different
datasets were used to create predictive models through linear regression, ANN and SVM.
These models were designed to predict the next hour of the incoming load with a split ratio
of 70/30, i.e., 70% of the data was used for training the model, while 30% was used for
testing, or 10 folds cross-validation. For the split ratio method, the records order remained
unaltered after the splitting.
For the parametrization of each learning method, the objective was to achieve the best
results from an average point of view. After some preliminary experiments, the following
parameterizations were chosen as standard model configurations.
The linear regression model uses the Akaike criterion [233] for model selection, with
the ability to deal with weighted instances. The M5 selection method was also adopted.
This method steps through the attributes removing the one with the smallest standardised
coefficient until no improvement is observed in the estimate of the error given by the
Akaike information criterion. For the ridge parameter a value of 1.0e-8 was chosen.
The ANN model was created with a Multilayer Perceptron architecture and uses the
backpropagation learning algorithm. The number of neurons was defined dynamically
since our dataset varies in the total number of attributes according to the used variant. The
hidden layers were defined by the formula:
Hidden layer neurons = ((NA+NON))/2, (5.1)
where NA is the number of input attributes and NON is the number of output neurons.
A linear output unit with no threshold was also used. For the learning rate, the value
0.3 was selected. This learning rate is a proportionality constant that defines the amount of
change of the weights. The use of 0.3 prevented the network from diverging from the target
output, as well as improved the general performance. A training time of 500 iterations was
defined. To conclude, a momentum of 0.2 for weights updating was applied during the
learning process.
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Lastly, the SVM model implemented was based on the SMOreg variation. This SVM
variation implements a support vector machine for regressions. The RegOptimizer, which is
the learning algorithm, was defined as RegSMOImproved with an e of 1.0e-12 and tolerance
of 0.001. The C parameter, which defines a margin of tolerance where no penalty is given
to errors, was set to 1. With a high parameter value, SVM tries to choose a smaller-margin
hyperplane with fewer support vectors. On the contrary, a very small value of C causes the
SVM to look for a larger-margin separating hyperplane, even if that hyperplane classifies
more points. The value of 1 offered the best compromise. For the SVM kernel, the
Polynomial kernel was used, since it is mostly used in non-linear modelling, which fits our
type of problem.
5.1.1 Evaluation metric definition
The metrics through which the models were evaluated, were selected from the metrics
group presented in Section 2.1.3. The decision were based on the information, advantages
and short-comings that these metrics would carry when adopted to our case studies. The
selection of metrics is identical in server load prediction and energy load forecast.
The first metric analysed was ME, represented in Equation 2.5. This metric calculates
the mean error in the same scale as the problem. Even though this metric seems initially
promising, on a deeper analysis it is possible to verify that the output would probably be
misleading when used in our problems. The metric does not square or uses the absolute
value/modulus, which can lead to positive and negative errors cancelling each other out,
producing a much lower and deceptive error.
The next metric is depicted in Equation 2.6, MSE. This metric does not present any
problem with errors cancelling each other out, since the errors are squared. However, this
produces a value that is not on the same scale of the problem. Additionally, the squaring of
errors amplifies the impact of outliers.
RMSE, presented in Equation 2.8 is frequently mentioned alongside of MSE. The two
equations work in a very similar way; the main difference between RMSE and MSE is
that, with RMSE on the final squared error, the square root is taken. This brings the final
value of RMSE back to the same scale as the problem. The impact of outliers is however
preserved since the root is taken just in the final overall error.
Following RMSE, the metric MAE, described in Equation 2.7 is analysed. MAE works
as MSE, but contrary to this one, it is not sensitive to outliers since it does not square its
errors and uses absolute value/modulus instead. This also guarantees that the final value is
on the same scale as the error.
The last metric of absolute errors analysed is RSE, presented in Equation 2.9. RSE
works similarly to RMSE; the difference between these two metrics is that the first is
used for known values and the other for observed values. In short, known values, are
values that are absolute and do not have any error of measurement associated to them.
Observed values, as the name suggests were taken through a measuring process, which can
have an error of measurement associated. The "-1" value found in the RSE equation is
conventionally adopted to even out these errors of measurement.
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In the case of relative errors/percentage errors, MPE, MAPE and the R-Squared vari-
ations were selected for analysis. MPE defined in Equation 2.11, calculates the ratio
between the target value and the result of the forecast at a specific period in time in percen-
tual form. MPE presents the same core short-coming as ME, the calculation of the error
does not use the modulus, which as with ME, creates a problem of positive and negative
errors cancelling each other out.
The MAPE function presented in Equation 2.12, tackles this short-coming. Similar to
MPE, MAPE calculates the ratio between the target value and the result of the forecast at a
specific period in time in percentual form. However, the target and the forecasted values
are in modulus which prevents the cancellation of errors.
The last metrics are the two variations of R-Squared: R2 and R̄2 . R2 shows the
percentage value that characterises the variations in the objective, which can be explained
through the predictors/input variables. This metric has a big short-coming, hence why, the
R̄2 was created. The R2 can increase with the addition of predictors, i.e., although R2
increases with the addition of extra data, which induces in believing that the performance
of the model is increasing. The truth might be that the model is simply just classifying
noise, R2 cannot differentiate between useful information and noise. R̄2 tackles exactly
this problem. It is a modified version of R2 that takes into consideration the predictors/input
variables. R̄2 increases only if the predictors that were added to the model increase the
overall solution, otherwise it decreases.
From the above-mentioned metric analysis, the metrics MAE, RMSE, MAPE, R2 and
R̄2 were chosen. MAE and RMSE were chosen in conjunction to analyse the error in
the same scale/units as the problem, along with the impact of outliers in data. MAPE
was chosen for its simple, yet efficient error representation, along with the possibility to
compare models from different problems. The metrics R2 in addition with R̄2 were used
to identify the percentage of overfitting present in the models. This is done by subtracting
R̄2 to R2, as R2 indicates the percentage of all input variables that are able to define the
variations in the objective, while R̄2 only indicates the percentage of variables that define
the variations in the objective while at the same time increasing the performance of the
model.
5.1.2 Normalization vs Non-normalization
The normalization of data is a frequent process used in machine learning. When normal-
izing data, the objective is to remove units and/or rescale all variables to the same scale.
Usually the scale used is between 0 and 1. Nevertheless, when speaking of normalization
there are various different types of normalization. The most frequent ones are presented in
Table 5.2 [234].
From the aforementioned types, the one that was most suitable to the problems studied
in this work was the Min-Max Feature scaling. The function which defines this type of
normalization is presented in the equation below:





Table 5.2: Different type of data normalization
Name Description
Standard core Used for normalizing errors when the mean and standard deviation are known.
Studentized residual Used for normalizing errors when the estimation/observation of values was used.
Standardized moment
Used for normalizing values in a specific range by using the standard deviation
as a measure of scale.
Student’s t-statistic Used for normalizing errors when the mean and standard deviation are unknown.
Coefficient of variation Used for normalizing dispersion in data, uses the mean as a measure of scale.
Min-Max Feature scaling
Feature scaling is used to reformat all values between a certain interval [a,b],
the most common interval used is between [0,1].
where Xmin and Xmax are the minimum and maximum values of the specified dataset
and a and b are the scale interval of the normalization. The minimum and maximum values
used in this work were chosen from the complete dataset, i.e., occasionally, researchers
might opt to choose the minimum and maximum just from a certain data spectrum such as,
only the train set. We, however, opted for using the complete spectrum of data. For the
scale interval the values 0 and 1 were chosen.
The decision to use the Min-Max Feature scaling was based on the desire to analyse
the impact of bigger attributes vs smaller attributes in the performance of the models.
Figure 5.2 presents an example of data regarding the basic Wikipedia dataset before
and after the application of normalization.
Figure 5.2: Normalization example: before and after data
The analysis of the impact of normalization was performed on all tests. It was possible
to observe an insensitivity pattern towards normalization, i.e., the performance of the mod-
els was not affected by normalization, being the end result the same as when normalization
was not applied. Nevertheless, this hypothesis was just confirmed at the end of all test
runs, hence why all tests runs were performed with and without normalization. Due to the
results not differing with and without normalization, it was opted to only present below the
results without normalization. A deeper analysis of these results is available through the
published papers.
5.2 Server Load Prediction on basic dataset with cross-
validation
The first test scenario presented was conducted using the basic Wikipedia dataset with
a split ratio of 70/30 and 10 folds cross-validation, as mentioned above. Since results
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between the two approaches were very similar it was opted to only present the cross-
validation results and analysis (and append the split ratio ones) as cross-validation presents
statistically stronger results. The analysis of results was split between quantity of data
(single month data or whole year data) and learning model.
The use of cross-validation is usually done to validate the results from a statistical point
of view and/or to increase the amount of data available through redundancy and thus fortify
the statistical validity of the results.
Similar to split ratio, when creating and evaluating a model, training and test sets are
used. In the split approach a single dataset is divided in two, a percentage of the dataset
is used for training and another is used for testing, in our case 70%/30%. This approach
however can produce non-representative results when the data set is small, i.e., the quantity
of data available for training and testing is too small for representing the real diversity
of the problem. The resulting model may present low error values, these values however
might be deceiving since the variations in the train and test data were possibly minimal; the
model did not learn the pattern and merely memorized the small sample of data available.
In cross-validation, even though the amount of data might be reduced, through the use
of folds this problem is smoothen out. In this process, the data is divided in k folds - the
most common value used is 10 folds - each fold is then used one time for testing and k
times for training.
For instance, a dataset with 300 instances that uses cross-validation with 3 folds, will
be split into three parts. Three different models will be built, each model is trained on
two parts and tested on a third. The first model is trained on part one and two and tested
on part three. The second model is trained on part one and part three and tested on part
two and so on. When all models are built and tested, the average results of these models
will give an overall better understanding of the models performance. The application of
cross-validation enables the model to fortify the validity of its results with lower quantity
of data.
In WEKA the cross-validation approach is a little different. For example, in cross-
validation of 10 folds, WEKA invokes the learning method 11 times, once for each fold
and a final time on the entire dataset. The final time creates the final output model.
The cross-validation applied in the test cases was stratified, i.e., each fold had its data
rearranged so that each fold contained enough information to be a good representative of
the overall dataset/problem.
5.2.1 Test runs and analysis for multiple months dataset
The months used for the multiple months scenario were from January 2016 to August
2016. At the time of the study these datasets were the most recent available through the
Wikimedia foundation. As for the test setup, the months were tested individually not
sharing any information between them. The configurations used were 1, 8 and 24 for




Table 5.3: Result synthesis for all months using linear regression, basic dataset and 10
folds cross-validation



















January 0.9404 0.0296 1.84 ± 1.51 1.12 14.29 70.02 ± 55.79 3.79 1176.98 89.64 ± 59.16 5.13 1454.25
February 0.9464 0.0300 1.79 ± 1.61 1.19 14.28 64.39 ± 51.19 4.20 1189.01 82.42 ± 54.30 6.72 1474.54
March 0.9550 0.0139 2.02 ± 1.46 1.10 14.41 66.49 ± 48.02 3.50 1005.66 82.14 ± 50.52 4.54 1152.11
April 0.8862 0.0673 2.13 ± 1.86 1.21 14.64 74.64 ± 65.52 3.82 1134.41 99.75 ± 70.25 5.36 1383.89
May 0.9441 0.0261 1.96 ± 1.60 1.37 13.82 61.60 ± 48.59 4.30 1031.26 78.51 ± 51.46 5.80 1306.28
June 0.8880 0.0597 1.99 ± 1.72 1.13 13.83 69.74 ± 59.32 3.53 1059.06 91.69 ± 63.28 4.89 1341.73
July 0.8328 0.0355 2.83 ± 2.29 1.51 15.68 86.68 ± 66.54 4.47 788.25 109.49 ± 70.37 6.14 990.08
August 0.9360 0.0330 2.13 ± 1.53 1.51 13.47 18.93 ± 12.65 4.42 288.56 22.80 ± 13.24 5.44 284.31
As can be seen in Table 5.3, R̄2 varied between 83.3% and 98.8%, while overfitting
fluctuated between 1,4% and 6%. The best models had a MAPE between 1.11% and
1.51%, which translates to around 3.50 Gigabytes and 4.47 Gigabytes. Lastly, when
analysing MAE and RMSE, it is possible to verify, through the small difference between
these values, that outliers had minimal effect the models performances.
Having analysed the synthesis of the test run results, an average analysis with regards
to granularity and time window is also performed, as seen in Figure 5.3.
Figure 5.3: Influence of granularity and time window in MAPE and R-Squared for linear
regression with 10 folds cross-validation
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The use of granularity 1 achieved its lowest errors between 4 and 48 time window;
after that, an increase in time window lead to worse models. The variations of R2 were
accompanied by the MAPE variations. This trend was also verified up to granularity 8 and
24. When using a granularity of 8, the models performed better between the 4 and 12 mark
in all months. The months of April and May which have better performance for a time
window of 24 when using split ratio, had also their overall best results in the same range.
Finally, for granularity of 24, the models performed well at time window 4. An increase in
granularity seemed to increase the overall error, as well as to reduce the beneficial effects
of the time window.
Artificial neural networks
Table 5.4: Result synthesis for all months using ANN, basic dataset and 10 folds cross-
validation



















January 0.9051 0.0485 2.10 ± 1.65 1.22 12.93 66.97 ± 49.41 4.37 974.62 83.46 ± 52.12 5.72 1102.84
February 0.9017 0.0555 2.07 ± 1.76 1.29 13.42 66.83 ± 52.05 4.54 838.92 85.09 ± 55.22 6.72 1043.45
March 0.9191 0.0342 2.34 ± 1.72 1.24 15.39 71.35 ± 51.17 3.93 964.50 87.94 ± 53.81 4.94 1185.12
April 0.8134 0.1073 2.79 ± 2.38 1.38 18.90 77.66 ± 67.32 4.39 468.16 103.06 ± 72.00 6.05 606.37
May 0.8586 0.0789 2.40 ± 1.87 1.47 13.40 74.35 ± 56.35 4.57 998.57 93.38 ± 59.48 6.08 1230.55
June 0.8496 0.0668 2.47 ± 2.05 1.24 14.39 87.00 ± 71.86 3.90 1087.65 113.03 ± 76.46 5.38 1381.73
July 0.8631 0.0382 3.32 ± 2.76 1.88 16.40 100.28 ± 81.90 5.49 907.84 129.53 ± 86.98 7.20 1201.10
August 0.9463 0.0219 2.19 ± 1.62 1.62 13.82 18.11 ± 12.42 4.69 245.65 22.16 ± 13.09 5.98 273.70
As shown in the table, the R̄2 fluctuated between 81.3% and 94.6%, a result slightly
worse than the one achieved with linear regression. The percentage of overfitting increased,
as well, ranging amid 3.4% and 10.7%. In terms of best models, results varied between
1.22% and 1.88% slightly worse than linear regression. When analysing the results in
terms of homogeneous data, the impact of outliers was higher when compared to linear
regression.
Subsequent to this analysis the variations of MAPE and R2 was also performed, Figure
5.4 illustrates the variations.
As demonstrated in Figure 5.4, with the use of granularity 1, a time window between 4
and 8 is the most suited. beyond that, the MAPE increases gradually with an increase in
time window. In April, an increase in error can be verified beyond the 48 hour mark. The
R2 value accompanied the MAPE variations in every instance, as can be verified in April,
where the R2 peak occurs at the same time as the MAPE peak.
For granularity of 8, an increase in time window reflected an increase in MAPE. The
best results occurred at time window 4. Beyond the 24 hour mark, however, MAPE values
decreased with the increase in time window. For the month of March this trend appears at
around time window 8. The R2 accompanied the MAPE variations although with a smaller
magnitude, i.e., R2 followed the MAPE trend, but the magnitude in which this happens is
much smaller than for other granularities.
Finally, for granularity 24, the results are more chaotic. In this granularity and with
ANN there was no clear optimal time window for the majority of the months, as can be
verified by comparing January and May. For January, the lowest value was found with
time window 8, while for May with a time window 8 was were the highest MAPE was
achieved. R2, similarly to the other granularity values, accompanied the MAPE variations.
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Figure 5.4: Influence of granularity and time window in MAPE and R-Squared for ANN
with 10 folds cross-validation
To conclude, ANN presents the worst results among all learning methods. However,
on months with outliers, through the use of cross-validation, ANN performed better than
linear regression and SVM. In terms of granularity, an increase in granularity represents
worse results from an average point of view. For time window, the beneficial effect on the
model is achieved with lower time window, for a higher granularity value.
Support vector machine
As seen in Table 5.5, when applying SVM, the majority of months decreased their minimum
MAPE when compared to linear regression and ANN. In terms of R̄2 , the results varied
between 85.75% and 95.33%, while for overfitting, results varied between 1.53% and
7.74%. With regards to the best models, all months were able to achieve MAPE values
under the 1.51% mark. The best models also presented a good performance in terms of
outliers acceptance, i.e., the difference between MAE and RMSE was significantly low.
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Table 5.5: Result synthesis for all months using SVM, basic dataset and cross-validation
10 folds



















January 0.8744 0.0774 1.70 ± 1.42 1.11 12.93 66.97 ± 49.41 4.37 974.62 83.46 ± 52.12 5.72 1102.84
February 0.9355 0.0354 1.63 ± 1.44 1.11 13.42 66.83 ± 52.05 4.54 838.92 85.09 ± 55.22 6.72 1043.45
March 0.9448 0.0227 1.90 ± 1.37 1.10 15.39 71.35 ± 51.17 3.93 964.50 87.94 ± 53.81 4.94 1185.12
April 0.8957 0.0591 1.90 ± 1.60 1.22 18.90 77.66 ± 67.32 4.39 468.16 103.06 ± 72.00 6.05 606.37
May 0.9007 0.0587 1.83 ± 1.49 1.37 13.40 74.35 ± 56.35 4.57 998.57 93.38 ± 59.48 6.08 1230.55
June 0.9003 0.0479 1.89 ± 1.68 1.13 14.39 87.00 ± 71.86 3.90 1087.65 113.03 ± 76.46 5.38 1381.73
July 0.8575 0.0265 2.77 ± 2.22 1.51 16.40 100.28 ± 81.90 5.49 907.84 129.53 ± 86.98 7.20 1201.10
August 0.9533 0.0156 1.98 ± 1.56 1.24 13.82 18.11 ± 12.42 4.69 245.65 22.16 ± 13.09 5.98 273.70
When analysing the impact of granularity and time window, a similar yet improved big
picture of linear regression can been verified. Figure 5.5 illustrates the results achieved.
Figure 5.5: Influence of granularity and time window in MAPE and R-Squared for SVM
with 10 folds cross-validation
The overall results show a uniform pattern between months. Although with the increase
in granularity the fluctuation of MAPE values increase, its magnitude is still low. SVM
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presented the overall best results in terms of MAPE and R2 variations. Peak values that
occur with linear regression and ANN do not occur with SVM, for instance, the month of
April with granularity 1 when using ANN or the month of April with granularity 8, when
using linear regression. Across all months and with any configuration, there was no model
that exceeded a MAPE of 4%.
For granularity 1, the created models achieved MAPE values between 1.10% and
2.20%. The best time windows lied between 4 and 24; beyond that, the error increases
gradually with time window. R2 accompanied MAPE across all time windows, never
falling below 0.96.
With a granularity of 8, the best time windows were between 4 and 8, increasing the
MAPE value on most months beyond that. The R2 variations are also minor with different
time windows in most months.
Last of all, for granularity 24, the results varied a lot more than with lower granularities:
all months had higher MAPE variations, with the best time windows differing between
months. Similar to split ratio, an increase in granularity, resulted in a shorter beneficial
period for time window. The R2 values were the lowest, by a last margin, within this
granularity. The MAPE values, however, did not seem to be affected by these results on
the same scale, as a decrease in almost the double of R2 for July reflected only a minimal
increase in the MAPE.
Model comparison
The best models per learning method for each month are compiled in Table 5.6.
With cross-validation the best performing learning method was linear regression, all
months had their best model with it. All metrics were taken into account when selecting
the most adequate learning method.
For the month of January, linear regression was the best learning method, but only
with a minimal advantage; it achieved a higher R̄2 and handled better outliers, while only
getting 0.01% MAPE above SVM.
In February the difference in values was more significant: SVM was an obvious
exclusion since it achieved the worst results. SVM had higher model overfitting, lower
R̄2 and difficulties with outliers, these three shortcomings justified its exclusion, although
having the lowest MAPE of all learning methods. As for ANN, the reason for its exclusion
was its higher MAPE. ANN achieved very similar results to linear regression, even handling
slightly better outliers; the higher MAPE value worked as tiebreaker.
Linear regression and SVM were the best learning methods for March, April, May,
June and July in terms of MAPE. In these months, MAPE always tied, except for April,
which had only a 0.01% difference. The decision for linear regression in detriment of SVM
lied mainly in its ability to better handle outliers, a recurrent pattern in all months.
Lastly, for August, the best achieving learning model in terms of MAPE was SVM,
however its poor performance in R̄2 , overfitting and outliers handling led to the use of
linear regression, even though it had MAPE 0.27% higher than SVM.
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Table 5.6: Best models with respective time window and granularity configuration for





Overfitting MAPE MAE RMSE
LR 1 12 0.9950 0.0002 1.12 3.79 5.15
ANN 24 8 0.8688 0.0895 1.22 100.86 131.41January
SVM 1 12 0.9949 0.0002 1.11 3.79 5.19
LR 1 12 0.9926 0.0002 1.19 4.20 6.72
ANN 1 4 0.9928 0.0001 1.29 4.54 6.72February
SVM 24 4 0.9424 0.0168 1.11 94.70 128.18
LR 1 24 0.9962 0.0002 1.10 3.50 4.54
ANN 1 12 0.9960 0.0001 1.24 3.93 4.95March
SVM 1 48 0.9957 0.0006 1.10 3.46 4.62
LR 1 8 0.9942 0.0001 1.21 3.82 5.36
ANN 1 12 0.9925 0.0002 1.38 4.39 6.05April
SVM 1 8 0.9941 0.0001 1.22 3.86 5.42
LR 1 4 0.9925 0.0001 1.37 4.30 5.80
ANN 1 4 0.9918 0.0001 1.47 4.57 6.08May
SVM 1 4 0.9925 0.0001 1.37 4.28 5.80
LR 1 12 0.9925 0.0002 1.13 3.53 4.89
ANN 1 8 0.9911 0.0002 1.24 3.90 5.38June
SVM 1 12 0.9924 0.0002 1.13 3.57 4.94
LR 1 24 0.9860 0.0009 1.51 4.47 6.14
ANN 1 4 0.9824 0.0002 1.88 5.49 7.20July
SVM 1 24 0.9858 0.0009 1.51 4.46 6.18
LR 1 8 0.9870 0.0020 1.51 4.42 5.44
ANN 1 24 0.9619 0.0221 1.62 4.69 6.01August
SVM 8 4 0.9002 0.0776 1.24 28.66 42.22
Overall, in all months, except for February, linear regression and SVM achieved similar
results. The decision for linear regression in detriment of SVM lied mostly in minor details.
ANN was the worst performing learning method, with exception as mentioned above, in
the month of February.
In terms of time window and granularity of the best models per learning method, a
clear trend is visible. Figure 5.6 shows the time window and granularity distribution in
these models.
With cross-validation the granularity values were vastly uniform, being predominately
1. Most models had either time window 4 or 12, occupying each time window 29.17%
each of the total distribution.
In terms of results per learning model, a time window of 4 was the predominant value
for ANN and SVM, while for linear regression time window 12 dominated. This outcome
was somewhat unexpected, given the similarity of results between linear regression and
SVM. Linear regression was the only learning method which only used granularity 1,
which is an expected outcome taking into consideration the variations of MAPE and R2
that were shown.
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Figure 5.6: Time window distribution across all best models for single month with 10 folds
cross-validation
All three learning models performed better with lower granularity and lower time
window, a pattern that was visible through analysis of the MAPE and R2 distributions. A
total of 75% of the best models were achieved with time windows smaller than 12 for
linear regression and SVM, while for ANN this percentage rose to 87.5%. SVM is the only
learning method that achieved good results with a time window of 48.
Lastly, a MAPE distribution analysis was made and presented in Figure 5.7.
Figure 5.7: Time window distribution across all best models for single month with 10 folds
cross-validation on basic dataset
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Linear regression and SVM, as expected, presented very similar MAPE distributions.
Their biggest difference lied between the MAPE range 3 and 5, which for linear regression
occupied 13.39%, while for SVM occupied 7,87%. In terms of overall performance SVM
was the best learning method, with 66.14% of the models achieving MAPE values between
1 and 2 percent, linear regression comes close second with 61.42%. ANN was the worst
performing model, with 81.1% of the models having a MAPE between 1 and 3 percent, of
which only 40,94% were between 1% and 2% MAPE.
5.2.2 Test runs and analysis for single year dataset
A synthesis of results of the single year dataset was created and shown in Table 5.7.
Table 5.7: Average and best results for single year dataset using 10 folds cross-validation
Result synthesis for single year dataset



















LR 0.9250 0.0207 2.15 ± 2.12 1.27 12.85 90.49 ± 85.66 4.05 521.33 124.78 ± 92.30 5.88 717.62
ANN 0.8906 0.0288 2.71 ± 2.50 1.35 13.41 119.32 ± 108.14 4.30 560.67 161.30 ± 116.05 5.94 752.04
SVM 0.9258 0.0205 2.16 ± 2.15 1.27 12.83 91.52 ± 86.86 4.06 524.18 126.54 ± 93.72 5.87 741.85






Overfitting MAPE MAE RMSE
LR 1 48 0.99342 0.00012 1.27 4.05 5.88
ANN 1 12 0.99343 0.00003 1.35 4.30 5.94
SVM 1 24 0.99340 0.00006 1.27 4.08 5.92
In terms of average MAPE values, results varied between 2.15% and 2.71%. As for
average R̄2 , results of 92.5% and 92.6% for linear regression and SVM respectively and
89% for ANN were achieved. The overfitting in models on average never surpassed the
3% mark. The best models created by these learning methods had a MAPE of 1.27% for
linear regression and SVM and 1.35% for ANN. The configurations used for these models
were granularity 1 and time window 48, 12 and 24 for linear regression, ANN and SVM
accordingly. With regards to the MAPE and R2 distribution, Figure 5.8 presents the overall
variations of these metrics.
For granularity 1, an increase in MAPE for ANN was verified after time window 24,
the best results were found between a time window of 8 or 24. As for linear regression and
SVM, results were almost identical. The two graphs overlap each other, hence why only
SVM is visible. The variations of values is minimal after a time window of 4. Nevertheless,
the trend of these variations where in the direction of a smaller MAPE. R2 accompanied
all variations of MAPE.
With a granularity of 8, linear regression and SVM again overlapped results. Their
best performing time window were between 8 and 24, after that MAPE would gradually
increase, never to surpass the 3% MAPE mark. For ANN the best performing time window
was 4, after that MAPE gradually increased, stabilizing its value at time window 48 and
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Figure 5.8: Time window distribution across all best models for single year with 10 folds
cross-validation
maintaining its values in the vicinity of the MAPE achieved with time window 48. R2
again accompanied all variations of MAPE.
Finally, with a granularity of 24, linear regression and SVM again overlapped results
but only until a time window 24, after that their results dispersed, with linear regression
achieving slightly better results than SVM. Both learning methods achieved their best
results with time window 4. For ANN the best performing time window was also 4, with
results stabilizing after time window 48. All three learning methods achieved very similar
outcomes after time window 48.
To conclude, the MAPE distribution was also analysed, as depicted in Figure 5.9.
From the presented results it is possible to verify that the best performing learning
method from an overall perspective was SVM , while the worst performing method was
ANN. ANN was also the only learning method that had models with errors between 5%
and 10%.
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Figure 5.9: Time window distribution across all best models for single year with 10 folds
cross-validation
5.3 Server Load Prediction on enhanced dataset with cross-
validation
Equivalent to the basic dataset scenario, different configurations for time window and
granularity were used. The testing and analysis procedures were overall similar to the basic
scenario. The differences between these two test scenarios are the enhanced dataset used
and an initial feature analysis of the dataset. This procedure was not compulsory for the
basic scenario since the dataset only contained two attributes in its initial form.
5.3.1 Feature analysis
On an initial approach, different attributes along with different formats for the same
attributes were tested. For instance, a date attribute was tested as string, numeric, time
stamp, and split into four different attributes: hour, day, month and year. All these variations
for date had a detrimental effect on the models performance (the focus was on MAPE
values). Flag attributes such as indicators of week days or weekends were also tested, as
well as, period of the day: morning, afternoon, evening, midday and midnight. All these
attributes had a detrimental effect in the end result. These initial test results led to the
exclusion of the said attributes. Tests runs showed that statistical attributes were the most
efficient. A reason for this could lie in the creation process of the dataset. Since the dataset
is an aggregate of English language pages, the non-statistical attributes may not perform
so well in non-region locked data, i.e., non-statistical attributes such as time of the day
focus on human activity patterns, since the records were aggregates of data from different
parts of the world, human patterns would most likely not be transferred to the record, thus
rendering these attributes inefficient to the learning methods.
From the testing phase emerged a final dataset, the enhanced dataset depicted in Figure
5.1. Nevertheless, in order to validate the attributes chosen from a statistical point of view,
88
a feature analysis was conducted. A correlation matrix between attributes was created, as
seen in Figure 5.10.
Figure 5.10: Correlation matrix for Wikipedia’s enhanced dataset
All the features presented in the figure are positively correlated among themselves, this
is, when a value of a variable increases or decrease, i.e., changes its direction, all correlated
features change their values in the same direction. The impact of this on each attribute is
usually influenced by the correlation coefficient between these features. When analysing
features in terms of correlation, usually a high correlation, e.g., above 0.95, implies that
the two attributes have more or less the same impact in the models performance, sharing
the same information. In situations like these, the exclusion of one of the attributes or
the fusion of the two attributes into one might be options. Nevertheless, the resulting
model should always be tested before and after the changes, the information that these
attributes do not share might be crucial for the models performance. On the contrary,
a lower correlation coefficient indicates that the variables share very little information
between them, which may indicate low redundancy of information for the learning method.
Testing before and after is again a necessity, as the low correlation coefficient might just be
a symptom from one of the attributes being noise to the learning method and thus having a
detrimental effect in the models performance.
From the information presented in Figure 5.10 the correlation between attributes varies
between 0.03 and 0.86, which indicates that low correlated attributes may be just noise
to the learning method, while high correlated ones suggest an eventual redundancy in
information. Test were conducted for each attribute in order two measure their overall
impact in the models performance. The results allowed to conclude that removing any
attribute would worsen the models performance.
5.3.2 Test runs and analysis for multiple months dataset
With the validation of the enhanced dataset, testing and analysis were carried out. The
testing and evaluation methodologies, as well as the dataset configurations, are identical to
the ones used with the basic dataset.
Linear Regression
From the results shown in Table 5.8, it is possible to confirm that the enhanced dataset
increased the learning methods performances immensely. Minimum MAPE ranged mostly
between 0.11% and 0.3%, while average MAPE was below 1% in the majority of months.
89
Table 5.8: Result synthesis for all months using linear regression, enhanced dataset and 10
folds cross-validation



















January 0.9972 0.0018 0.63 ± 0.52 0.11 12.06 29.74 ± 22.67 0.41 876.90 37.55 ± 24.01 0.60 1062.23
February 0.9974 0.0015 0.75 ± 0.56 0.11 13.15 36.09 ± 25.08 0.50 818.57 44.27 ± 26.43 0.73 911.66
March 0.9855 0.0095 0.68 ± 0.60 0.14 11.96 29.47 ± 27.86 0.52 680.42 41.07 ± 30.29 0.73 1171.78
April 0.8709 0.0947 4.99 ± 9.47 1.74 19.87 156.47 ± 250.42 11.16 1094.51 299.45 ± 289.27 39.76 2001.82
May 0.9953 0.0030 0.73 ± 0.58 0.15 12.42 34.65 ± 25.87 0.48 937.87 43.37 ± 27.33 0.73 1143.39
June 0.9970 0.0018 0.82 ± 0.62 0.13 13.38 38.21 ± 29.40 0.44 1023.59 48.31 ± 31.10 0.65 1261.02
July 0.9300 0.0415 1.06 ± 0.93 0.30 12.75 44.22 ± 39.44 0.87 819.10 60.17 ± 42.75 1.31 1075.16
August 0.9993 0.0004 2.25 ± 1.42 0.14 20.96 15.77 ± 11.69 0.60 153.92 19.70 ± 12.35 0.81 199.56
With regards to granularity and time window influence in the models performances,
Figure 5.11 presents the variations of MAPE and R2.
Figure 5.11: Influence of granularity and time window in MAPE and R-Squared for linear
regression with 10 folds cross-validation on enhanced dataset
Most months benefited from the enhanced dataset. For a granularity 1, the best results
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were found up to the 24-hour mark. MAPE distribution was below 1% in most months up
to a time window of 48. For granularity 8, the best time window performance was up to
time window 8. Similar to the basic scenario, increase in granularity rose the oscillations
of values for MAPE and R2, the relation/influence between these two metrics remained
however intact.
Lastly, for granularity 24, in the majority of months, the best performing time window
was 4. Correlation between MAPE and R2 remained intact. Similar to the basic scenario,
with increased granularity the magnitude of MAPE fluctuation through R2 influence
decreased.
When using enhanced dataset, months with outliers such as July seem to be handled
better by linear regression. However, months with correction procedures (wrong values
were substituted by average values) such as April seem to have more difficulties.
Artificial neural networks
Table 5.9: Result synthesis for all months using ANN, enhanced dataset and 10 folds
cross-validation



















January 0.9907 0.0062 0.91 ± 0.75 0.09 12.86 37.06 ± 30.13 0.31 656.54 47.80 ± 31.99 0.41 875.73
February 0.9636 0.0218 1.38 ± 1.47 0.14 13.28 52.55 ± 45.92 0.49 943.07 70.14 ± 49.26 0.68 1149.88
March 0.9864 0.0091 1.16 ± 0.92 0.11 13.47 40.63 ± 30.46 0.34 527.79 50.87 ± 32.15 0.45 673.13
April 0.9311 0.0426 6.30 ± 18.83 1.10 32.09 191.20 ± 546.64 4.96 821.86 597.05 ± 684.75 12.92 5325.50
May 0.9876 0.0083 1.14 ± 0.89 0.15 13.33 45.69 ± 38.16 0.47 848.46 59.66 ± 40.66 0.64 1187.86
June 0.9787 0.0140 1.25 ± 1.10 0.13 14.03 55.96 ± 53.77 0.40 1067.60 78.08 ± 58.22 0.55 1690.30
July 0.9495 0.0378 1.24 ± 1.05 0.08 13.69 46.55 ± 39.08 0.23 656.15 61.04 ± 41.74 0.39 821.39
August 0.9884 0.0088 1.41 ± 1.03 0.25 13.75 15.29 ± 10.88 0.74 316.97 18.80 ± 11.44 1.03 380.41
Identical to linear regression, ANN models had an overall better performance with
the enhanced dataset. Table 5.9 presents the results synthesis across all months with
cross-validation and enhanced dataset.
In terms of average R2, results in all months were above 0.9311. Average overfitting
results remained overall low with variations in values having almost no influence in the
models. For the average MAPE, the enhanced dataset led to an increase in performance of
the models in all months. Nonetheless, performing still worse than linear regression. The
best models achieved mostly MAPE values below 0.25%. With regards to granularity and
time window influence in MAPE and R2, through Figure 5.12 it is possible to verify their
overall impact.
As illustrated in Figure 5.12, an increase in time window when using a granularity
of 1 increased the MAPE value, the best models were built with a time window lower
than 24. Results were similar in most months. For granularity of 8, the best models were
created with a time window lower than 8. While for granularity 24, the majority of months
achieved their best models with a time window lower than 4.
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Figure 5.12: Influence of granularity and time window in MAPE and R-Squared for ANN
with 10 folds cross-validation on enhanced dataset
Support vector machine
Table 5.10: Result synthesis for all months using SVM, enhanced dataset and cross-
validation 10 folds



















January 0.9979 0.0014 0.65 ± 0.55 0.15 12.23 29.61 ± 24.36 0.53 838.47 38.38 ± 25.90 0.77 1073.84
February 0.9907 0.0055 0.86 ± 0.66 0.18 13.32 40.61 ± 29.71 0.64 795.97 50.74 ± 31.45 0.99 875.48
March 0.9968 0.0021 0.68 ± 0.52 0.21 11.94 26.33 ± 19.20 0.69 615.61 32.67 ± 20.23 0.96 762.64
April 0.9483 0.0292 3.08 ± 5.64 1.06 16.92 119.95 ± 235.51 11.37 1511.21 271.73 ± 281.79 58.06 2352.37
May 0.9965 0.0022 0.75 ± 0.57 0.18 12.51 33.73 ± 23.67 0.56 941.24 41.32 ± 24.87 0.86 1118.90
June 0.9864 0.0082 0.87 ± 0.76 0.17 13.61 42.01 ± 38.88 0.53 1031.36 57.39 ± 41.83 0.78 1362.89
July 0.9876 0.0076 0.96 ± 0.78 0.34 12.97 35.32 ± 26.85 1.01 633.24 44.46 ± 28.38 1.51 787.93
August 0.9977 0.0017 0.93 ± 0.76 0.23 13.15 11.68 ± 9.78 0.70 306.05 15.24 ± 10.42 1.03 402.86
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Akin to linear regression and ANN, the enhanced dataset provided a better performance
in models. All months attained better results in the metrics of average R̄2 and overfitting.
In terms of average MAPE, results were also significantly better in all months. Overall
average MAPE values were predominately under the 1% mark. As for minimum MAPE,
results also improved immensely with most models achieving a MAPE below 0.34.
With reference to granularity and time window impact an increase in performance was
verified, as can be seen in Figure 5.13.
Figure 5.13: Influence of granularity and time window in MAPE and R-Squared for SVM
with 10 folds cross-validation on enhanced dataset
With granularity 1, all months decreased their overall MAPE, the time windows in
which the months performed better lied between 4 and 48. After that the error would
increase gradually with the time window. For a granularity of 8, all months with the
exception of April, achieved results always below the 5% mark, for April even though
it breached the 5% mark results were still an improvement when compared to the basic
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dataset. With regards to optimal time window, results showed that this lied between 4 and
8. Last of all, for granularity 24, the best performing time window was found to be 12 for
April and 4 for the rest of the months.
Model comparison
For the sake of selecting the best model for every month, Table 5.11, containing the best
models per month per learning method was created.
Table 5.11: Best models with respective time window and granularity configuration for





Overfitting MAPE MAE RMSE
LR 24 1 0.999614 0.000106 0.11 9.10 11.13
ANN 1 4 0.999942 0.000003 0.09 0.44 0.56January
SVM 1 4 0.999889 0.000005 0.15 0.53 0.77
LR 24 1 0.999209 0.000234 0.11 9.57 15.37
ANN 1 4 0.999934 0.000001 0.14 0.58 0.81February
SVM 1 4 0.999827 0.000009 0.18 0.64 1.02
LR 24 1 0.999680 0.000088 0.14 10.70 13.59
ANN 1 4 0.999939 0.000003 0.11 0.34 0.45March
SVM 1 8 0.999831 0.000016 0.21 0.69 0.96
LR 24 12 0.884281 0.069431 1.74 137.79 231.43
ANN 1 4 0.998905 0.000054 1.10 7.13 18.11April
SVM 8 1 0.982440 0.001596 1.06 74.53 364.70
LR 1 4 0.999877 0.000006 0.15 0.48 0.73
ANN 1 4 0.999892 0.000005 0.15 0.47 0.65May
SVM 1 8 0.999823 0.000017 0.18 0.56 0.86
LR 24 1 0.998955 0.000299 0.13 9.82 15.37
ANN 1 4 0.999904 0.000005 0.13 0.40 0.55June
SVM 1 4 0.999806 0.000010 0.17 0.53 0.78
LR 1 4 0.999376 0.000030 0.30 0.88 1.31
ANN 1 4 0.999944 0.000003 0.08 0.29 0.39July
SVM 1 4 0.999164 0.000040 0.34 1.01 1.52
LR 8 1 0.999518 0.000321 0.14 3.29 3.92
ANN 1 4 0.998235 0.000612 0.25 1.36 1.80August
SVM 1 4 0.999356 0.000223 0.23 0.71 1.06
With the enhanced dataset, the best models were created all, with exception of one
month, with ANN. The remaining month achieved its best model with linear regression.
For the months of January, February, March and April, ANN was the clear choice since
it outperformed the other learning methods in every metric.
In May, the choice was not so obvious as linear regression and ANN achieved similar
results, with ANN having the upper hand in most metrics. The main differential factor for
selecting ANN was nevertheless the better ability of handling outliers.
For June, ANN and linear regression tied in MAPE, however in all other metrics ANN
performed better, hence why ANN was the learning method selected for June.
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In July, ANN similar to some previous months outperformed completely the other
learning methods. Lastly for August, linear regression was the best performing learning
method, it outperformed all other learning methods in every metric.
Overall, ANN was the best performing learning method, a different outcome to the
split ratio scenario, were linear regression and ANN were the best performing learning
methods.
With regards to time window and granularity of the best models per learning method, a
clear trend is visible, Figure 5.14 demonstrates that lower time windows usually perform
better.
Figure 5.14: Time window distribution across all best models for single month with 10
folds cross-validation on enhanced dataset
For linear regression the best models were created with a time window of 1, 62.50% of
the times. It is important to mention that whenever time window 1 occurred, granularity
was either 8 or 24. The rest of linear regressions’ models were created with time window 4,
25% of the times and time window 12, 12.5% of the times. For ANN, results were uniform,
with all months achieving their best models with time window 4 and granularity 1. Lastly
for SVM, time window 4 with granularity 1 was again the best configuration, with 62.5%.
Followed by time window 8 and 1 with 25% and 12.5% respectively.
Overall time window 4 with granularity 1 was the best configuration, with 62.5% of
all models being created with this configuration. Time window 1 occupied 25% of the
spectrum with either granularity 8 or 24. The least used configurations were, time window
8 and 12 with 8.33% and 4.17% respectively. In terms of granularity, the value of 1 was
the best choice.
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To conclude, in order to better contrast how the use of the enhanced dataset affected
the various models, a MAPE distribution was made and presented in Figure 5.15.
Figure 5.15: Time window distribution across all best models for single month with 10
folds cross-validation on enhanced dataset
Contrary to the selected best models, ANN was not the best performing learning
method, when it comes to create low MAPE models. SVM was the clear winner in this
aspect, with 58.91% of all models achieving a MAPE below 1%. SVM was followed by
linear regression and ANN with 56.59% and 48.29% respectively. In terms of models with
a MAPE above 10%, ANN was again the worst performing learning method, with 2.33%
of all models surpassing this mark. Linear regression came next with 0.78% and SVM
came last, with no created model surpassing the 10% MAPE mark.
5.3.3 Test runs and analysis for single year dataset
When analysing the performance of each learning method when using the yearly dataset,
some similarities to the single month approach were verified. Table 5.12 synthesis the
results of the test runs.
Table 5.12: Average and best results for single year dataset using 10 folds cross-validation
Result synthesis for single year dataset



















LR 0.8811 0.0538 3.01 ± 8.08 1.12 8.18 145.63 ± 372.20 5.09 775.02 403.42 ± 453.72 26.27 1752.81
ANN 0.9774 0.0078 2.63 ± 3.84 0.47 10.97 133.61 ± 274.05 1.69 576.58 306.52 ± 324.52 5.26 1110.96
SVM 0.9417 0.0373 1.40 ± 0.48 0.60 6.88 73.59 ± 197.02 3.94 576.24 215.58 ± 244.09 26.14 866.36






Overfitting MAPE MAE RMSE
LR 24 1 0.987886 0.000451 1.12 101.71 256.39
ANN 1 4 0.999377 0.000004 0.47 1.69 5.37
SVM 24 1 0.991665 0.000310 0.48 54.03 262.27
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Identical to the single month test scenario, ANN was the best performing learning
method, from an absolute point of view. It achieved the lowest MAPE values with 0.47%,
followed by SVM with 0.60% and linear regression with 1.12%. In terms of average
MAPE, SVM was the best learning method, with all learning methods achieving average
values below the 3.01%. With respect to MAPE and R2 variations, Figure 5.16 presents
the variations.
Figure 5.16: Time window distribution across all best models for single month with 10
folds cross-validation on enhanced dataset
For granularity 1 linear regression and SVM performed very similar, with ANN standing
out with higher MAPE values, the best performing time windows were found below 12.
For granularity 8 the best performing time windows were 4 and 8, with SVM performing
better amongst all learning methods. With a granularity of 24 a time window of up to 4
was the best choice, with MAPE values peaking at time window 24 for linear regression
and ANN and 48 for SVM.
To conclude, a MAPE distribution was created and depicted in Figure 5.17.
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Figure 5.17: Time window distribution across all best models for single year with 10 folds
cross-validation on enhanced dataset
In this category linear regression was the worst performing learning method, with no
model achieving a MAPE below 1%. SVM was the best performing learning method with
42.86%, followed by ANN with 33.33%. In terms of models with a MAPE above 10%,
ANN was the worst learning method with 19.05%, followed by linear regression and SVM,
which tied with 4.76%. In summary, the enhanced dataset with cross-validation from an
average perspective brought an immense increase in performance, reducing average errors,
overfitting and increasing R̄2 as well as the learning methods ability to handle outliers.
5.4 Conclusion
In this chapter the test results of the server load prediction case study were presented
and analysed. Through this analysis it was possible to identify that the addition of extra
attributes to the basic or enhanced dataset increased significantly the learning methods
performances. The enhanced dataset outperformed the basic dataset in most occasions.
The use of cross-validation fortified the approach taken from a statistical point of view.
With regards to time window and granularity, a lower granularity presented better results
in most cases, while time windows up to 24 were the most optimal ones. Lastly, the best
performing learning method was SVM, with linear regression coming close second. ANN
was the worst performing learning method from an average point of view. An approach for
granularity and time window optimization through genetic algorithms was developed and
published. It is available for deeper analysis if desired.
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Chapter 6
Energy load forecast and model
exchange: experimental setup and tests
In the energy load forecast and model exchange chapter, experimental setup, test and
results of the energy load forecast, as well as, model exchange test cases are presented and
analysed. On a first stage, the test environment is explained, focus is made on the difference
between server load prediction and energy load forecast. Succeeding the experimental
setup comes the test and results analysis of energy load forecasting test and model exchange
scenario. The chapter is closed with a chapter conclusion containing the synthesis of the
most relevant information.
6.1 Test environment
Identical to the server load prediction environment, data preparation and analysis steps
were taken to produce an initial usable dataset. These steps were the same as in server load
prediction, being the only difference the energy data in processing.
The resulting dataset had also two different variations: a basic/standard one, containing
the most basic attributes and a enriched/enhanced one, in which the attributes were added
to increase the models performances. Figure 6.1 presents an example of EDP datasets
variations.
As can be verified, the basic version only contains a single attribute, Current, as
explained in Chapter 4. This was due to the limited quality of the raw data. In the case of
the enhanced dataset, additional attributes to the ones used in the final enhanced dataset
were tested in terms of model performance. These attributes were: date and time, day of
week, holiday, weekend flag and average, minimum and maximum values for humidity,
pressure, wind and precipitation rate. All these attributes were tested individually and in
conjunction with each other. These attribute were finally excluded as their presence proved
to have a detrimental effect the models performance.
Each created dataset variation was transformed in accordance to the same test configur-
ations presented in Table 5.1 of previous chapter. The transformation process in the energy
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Figure 6.1: Example of EDP’s dataset variations
scenario originated a total of 84 different datasets, per dataset variation, to be used in the
evaluation process.
In the modelling phase predictive models using linear regression, ANN and SVM were
created. These models were designed to predict the next hour of current with a split ratio of
70/30 and 10 folds cross-validation. For the split ratio method, the records order remained
unaltered after the splitting. Similar to server load prediction, results between split ratio
and cross-validation were very similar, hence why it was again opted to only present the
cross-validation results. Split ratio results were published and are available if a deeper
analysis is desired.
For the sake of comparing the impact of the data transformation process in the two test
scenarios, parametrization of the learning methods remained the same as the one used in
server load prediction.
Lastly, identical tests to server load prediction were conducted with normalized and
non-normalized data, results were again very similar, and it was opted to just present the
results of the non-normalized data.
6.2 Energy load forecast on basic dataset with cross-validation
The first test scenario embraces a basic dataset containing data referent to the electrical
consumption in the city of Leiria – Portugal in the month of April 2016. As mentioned
above, the base dataset consisted only of one attribute: current. The tests conducted ahead
were all built on this base dataset.
Due to data availability limitation a multiple month’s scenario was not possible to be
conducted. As a result, the testing approach taken will follow the same procedures as
the ones taken in the yearly dataset tests in the server load prediction case study. The
configurations used in the test scenario were 1, 8 and 24 for granularity and 1, 4, 8, 12,
24, 48 and 168 for time window/history, non-normalization of data (as mentioned above,
normalized test runs were also done, but achieved identical results, hence why it was opted
to only present the non-normalized ones).
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6.2.1 Results analysis
Alike to previous approaches a synthesis of results was made and displayed in a form of a
table, Table 6.1.
Table 6.1: Average and best results for EDP basic dataset using 10 folds cross-validation
Result synthesis of all test runs



















LR 0.7373 0.0469 12.15 ±15.10 6.55 21.35 326.58 ±291.10 18.66 1029.38 438.66 ±312.14 24.13 1283.96
ANN 0.7268 0.0428 14.56 ±16.45 7.55 26.77 440.21 ±382.96 21.35 1723.47 584.51 ±409.44 27.56 2191.36
SVM 0.7908 0.0299 13.06 ±13.89 6.37 22.64 395.65 ±285.04 18.36 1558.93 492.52 ±301.67 24.03 1678.94






Overfitting MAPE MAE RMSE
LR 1 48 0.9322 0.0047 6.55 18.66 24.13
ANN 1 8 0.9140 0.0009 7.55 21.99 27.81
SVM 1 48 0.9336 0.0047 6.37 18.36 24.03
As can be verified from the table, the average values of MAPE, average R̄2 and overfit-
ting had a worse performance when compared to the server load counterpart. A somewhat
expected result when taking into consideration that the base dataset only contained data
from a single month and a single attribute.
Average MAPE values fluctuated between 12.15 ±15.10 and 14.56 ±16.45. As for
R̄2 results varied between 0.7268 and 0.7908, while for overfitting the results were very
promising, with no model surpassing on average the 0.47% mark.
With regards to the best models created by the learning methods, SVM was the best
with a MAPE of 6.37, a R̄2 of 0.9336 and a overfitting of only 0.47%. The ability of
handling outliers was also good as MAE and RMSE did not differ much. Linear regression
came close second with a MAPE of 6.55, R̄2 of 0.9322 and a overfitting also of only
0.47%. ANN was the worst performing learning method, its MAPE was of 7.55, R̄2 of
0.9140 and overfitting of only 0.09%, the lowest overfitting amongst all learning methods.
Overall, all learning methods performed well in all metrics with exception of MAPE. All
learning methods had an overfitting below the 0.5% mark, a R̄2 above the 91% and MAE
and RMSE close to each other, an indicative of high outlier handling capability.
Subsequently to the results synthesis analysis, an average analysis with regards to
granularity and time window was performed, Figure 6.2 presents the variations.
With granularity 1, linear regression and SVM were almost identical in terms of results.
Their MAPE decreases with the increase in time window, but just up to a time window of
48, which was the best performing time window, after that MAPE gradually increased. For
ANN the best performing time window was 4. After that, MAPE had an overall tendency to
increase with time window. R2 accompanied the MAPE variations across all time windows.
For granularity of 8, linear regression and SVM did not overlapped results. However,
the best performing time window was identical in both learning methods: time window
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Figure 6.2: Influence of granularity and time window in MAPE and R-Squared for EDP
basic dataset
12. For ANN the best performing model was found with a time window of 48. The worst
performing window however, was found to be in all learning methods 24. R2 accompanied
most MAPE variations,
Finally, with a granularity of 24, all learning methods presented similar patterns. Time
window 4 was the best performing time window in all learning methods. After that, MAPE
increased drastically with time window, stabilizing its MAPE value at time window 12.
These patterns were verified in all learning methods. The influence of R2 was also much
smaller when compared to lower granularities.
To conclude the results analysis of the first test scenario, a MAPE distribution appraisal
was made, Figure 6.3 presents these distributions.
As it is possible to verify, in terms of overall MAPE distribution, all learning presented
the same distribution, an expected result when taking into consideration that average
MAPE and minimum MAPE values were all close across the three learning methods. This
outcome indicates that although time window and granularity have a very positive effect in
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Figure 6.3: Time window distribution for EDP basic dataset
the learning models performance, decreasing initial MAPE value of 22.64% to 6.37%, in
the case of SVM. The shortage in data still is the biggest challenge for this test scenario, a
problem that will be tackled with the enriched dataset test scenario.
6.3 Energy load forecast on enhanced dataset with cross-
validation
Similarly, to the basic dataset scenario, different configurations for time window and
granularity were applied. Testing and analysis procedures were overall identical to the
basic test scenario, being the main difference the feature analysis of the dataset. Identical
to server load prediction this procedure was not compulsory for the basic scenario since
the dataset only contained a single attribute.
6.3.1 Feature analysis
As aforesaid different attributes were tested before a final selection of attributes to be used
in the enhanced dataset was made. Similar to server load prediction statistical attributes
were the most efficient, with exception for the temperature attributes. From the different
tests conducted emerged the final enhanced dataset depicted in Figure 6.1. Nonetheless, in
order to validate the attributes chosen from a statistical point of view, a feature analysis was
conducted. Figure 6.4 presents the correlation matrix of the enhanced dataset attributes.
As evidenced, all features are positively correlated among themselves. Only Av-
erage_current with Current, achieved a correlation higher than 0.95. Usually a high
correlation, above 0.95, could imply that the two attributes had more or less the same
impact in the models performance, sharing the same information, redeeming one of the
attributes redundant and useless. Nevertheless, the learning methods were tested with and
without these attributes and it was concluded that removing one of the attribute weakened
the models performance.
103
Figure 6.4: Correlation matrix for EDP’s enhanced dataset
On the contrary, a lower correlation coefficient can indicate that the variables share very
little information between themselves, an indicator that the variables might just be noise
to the learning method. Test were also conducted for lower correlation on each attribute.
Results concluded that removing any of the selected attributes would have a detrimental
effect in the overall models performance.
6.3.2 Results analysis
Having certified the validation of the enhanced dataset, testing and analysis were held. The
testing and evaluation procedures, as well as the dataset configurations, were equivalent to
the ones used with the basic dataset.
Table 6.2: Average and best results for EDP enhanced dataset using 10 folds cross-
validation
Result synthesis of all test runs



















LR 0.9153 0.0363 4.19 ±9.07 0.05 14.09 203.51 ±83.81 1.23 1011.38 227.54 ±88.33 1.46 1014.76
ANN 0.9216 0.0338 5.66 ±9.74 0.27 20.63 260.92 ±108.03 1.55 1587.23 288.75 ±112.64 10.90 1759.93
SVM 0.9238 0.0326 4.13 ±9.11 0.05 16.30 185.75 ±79.82 1.22 1170.12 212.48 ±85.47 1.45 1175.09






Overfitting MAPE MAE RMSE
LR 8 4 0.99988 0.00011 0.05 1.23 1.46
ANN 24 4 0.99911 0.00056 0.27 20.44 24.18
SVM 8 4 0.99988 0.00011 0.05 1.22 1.45
As shown in Table 6.2, the appliance of the enhanced dataset led to a dramatic increase
in all learning methods performances. All average MAPE values fell under the 6% mark, a
vast increase in performance when considering that the basic dataset averaged under the
15% mark. Average R̄2 also increased significantly with all learning methods breaching
the 0.90 mark. From an absolute perspective linear regression and SVM tied, with both
methods achieving in all metrics equivalent results. With regard to MAPE values, both
achieved 0.05%. The models were also created by using a granularity of 8 and a time
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window of 4. R̄2 and overfitting also increased significantly, with values of 0.99988
and 0.00011 respectively. ANN was the least performing method, with all metrics falling
behind linear regression and SVM. The results from an overall perspective were nonetheless
impressive, with a MAPE of only 0.27 and a R̄2 and overfitting of 0.99911 and 0.00056
accordingly. The best ANN model was created with a granularity of 24 and a time window
of 4.
Relative to the MAPE and R2 variations, Figure 6.5 presents an global overview.
Figure 6.5: Influence of granularity and time window in MAPE and R-Squared for EDP
enhanced dataset
For granularity 1, all learning methods performed very identical, up to time window 48.
After that, MAPE increased progressively in all learning methods, with ANN registering the
highest increase, followed by SVM and linear regression respectively. The best performing
time window was in all cases 4.
With a granularity 8, the best performing time window was again 4, with linear
regression and SVM performing very alike and ANN performing slightly worse. MAPE
values started to increase after time window 12, peaking at time window 24 and then
decreasing steadily. At last with a granularity of 24, time window 4 was again the best
choice, with MAPE values increasing after that.
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In all test scenarios, when using the enhanced dataset, the relation/dependence between
MAPE and R2 was clearly verified.
To conclude, a MAPE distribution analysis, depicted in Figure 6.6, was as well per-
formed.
Figure 6.6: Time window distribution for EDP enhanced dataset
Differently from the basic dataset scenario, with the enhanced dataset differences in
MAPE distribution between learning methods were clearly verified. Linear regression and
SVM were the best learning methods with regards to MAPE values below 1%, with 27.78%
of all test runs beating this mark. As for ANN, only 16.67% of the test runs achieved
this goal. In terms of models with a MAPE above 10%, ANN was once more the least
performing learning method with 33.33%, followed by SVM and linear regression with
22.22% and 16.67% respectively. Overall, all learning methods performed great with the
enhanced dataset, a lower time window in conjunction with a granularity of 8 seemed to
bear the best results in terms of model performance.
6.4 Model exchange
With the conclusion of the server load prediction and energy load forecasting case studies,
the last stage of this work is initiated. This stage consists in training a new model for each
case study and later on trade the test datasets of each field and test them on the model
trained with data from the opposite field. Figure 6.7 shows the architecture of the above
mentioned approach.
As seen in the figure, the first stage involves analysing all the results that originated
from the two case studies. Having conducted a deep analysis of these results, a selection is
then made, taking into consideration the best model configuration for both test scenarios,
i.e., the objective of this selection is to find the common dataset configuration that achieves






















Figure 6.7: Model exchange architecture
With the model selection concluded, the dataset uniformization step is commenced.
This step is one of the most crucial for model exchange. The objective of this procedure is
to remove the attributes that are not mutual to both cases studies datasets, be it the basic
dataset or enhanced dataset. If this procedure was not taken, it would be impossible to test
a dataset trained by a different scenario, e.g., the server load prediction and energy load
forecasting basic dataset were altered to only contain the load as attribute, if the server
dataset would have remained the same, it would be impossible to test it in the trained
energy model, since it contains load and request as attributes and the energy model only
knows load. As such, the uniformed basic dataset contains only the load attribute and the
uniformed enhanced dataset only contains load, average load and standard deviation of
load as attributes.
Having validated the uniformed datasets, the next step is to train and test each model
with the dataset corresponding to its scenario. After that the datasets are switched and tested
in their opposite trained model. The last step is to do a cross model analysis, containing the
results of the baseline test, the uniformed basic and enhanced datasets trained and tested
in their respective scenarios and lastly, the testing of the uniformed basic and enhanced
datasets in the opposite model.
6.4.1 Basic dataset result analysis
The first test scenario will be the uniformed basic dataset, starting with Wikipedia prediction
and succeeding with EDP prediction.
Wikipedia prediction
To better understand the results of this testing step an overview of the Wikipedia prediction
results was created and presented in Table 6.3.
As can be verified three different model types for Wikipedia predictions were tested per
learning method. The first type was the baseline dataset, this dataset contains no dataset
configuration steps applied, having a granularity of 1 and time window of 1. Secondly, the
uniformed basic dataset of Wikipedia is used for training and testing of the model. Lastly,
a model is trained using the EDP’s basic uniformed dataset and tested with the Wikipedia
uniformed dataset. In order to successfully train and test this last type of model, the data
needed to be normalized, as the difference in greatness between the load in Wikipedia
and EDP led to the model only been able to predict values in the same greatness as the
Wikipedia load, a prediction range not viable when predicting EDP’s load.
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Table 6.3: Model exchange results overview for Wikipedia prediction with linear regression,
ANN and SVM on basic dataset
Linear regression results
Model type Avg. R̄2 Overfitting MAPE(Gb) MAE(Gb) RMSE(Gb)
Baseline 0.73655 0.1510 14.64 1134.41 1383.89
Wikipedia prediction with Wikipedia trained model 0.99209 0.0011 3.81 12.07 16.53
Wikipedia prediction with EDP trained model 0.93349 0.0047 8.10 0.03 0.04
ANN results
Model type Avg. R̄2 Overfitting MAPE(Gb) MAE(Gb) RMSE(Gb)
Baseline 0.71645 0.1830 18.90 468.16 606.37
Wikipedia prediction with Wikipedia trained model 0.98212 0.0025 5.62 18.09 25.06
Wikipedia prediction with EDP trained model 0.53374 0.0038 10.39 0.04 0.05
SVM results
Model type Avg. R̄2 Overfitting MAPE(Gb) MAE(Gb) RMSE(Gb)
Baseline 0.73456 0.1740 18.90 468.16 606.37
Wikipedia prediction with Wikipedia trained model 0.99192 0.0011 3.76 11.93 16.73
Wikipedia prediction with EDP trained model 0.54897 0.0028 7.40 0.03 0.04
The baseline model was the worst performing type in all three learning methods,
followed by the model trained by the dataset of the opposite scenario. As expected training
and testing on the same scenario produced the best results, nevertheless through the use of
granularity and time window it was possible to create a generic enough model that operates
cross-scenario wise and still outperforms the baseline results.
The MAPE values of the different model types were computed and compared through
a bar chart, as shown in Figure 6.8.
Figure 6.8: Wikipedia prediction results overview for basic dataset
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As seen, through the application of a granularity and time window in conjunction with
the uniformization of the datasets, it is possible to create a generic enough model that can
cope with datasets of a different load scenario.
EDP prediction
Identical to Wikipedia prediction, an overview was also made for the EDP prediction,
Table 6.4. The different model types and testing approaches were identical to the ones used
in Wikipedia.
Table 6.4: Model exchange results overview for EDP prediction with linear regression,
ANN and SVM on basic dataset
Linear regression results
Model type Avg. R̄2 Overfitting MAPE(Ampere) MAE(Ampere) RMSE(Ampere)
Baseline 0.69078 0.1640 21.35 1029.38 1283.96
EDP prediction with EDP trained model 0.99209 0.0011 7.81 12.07 16.53
EDP prediction with Wikipedia trained model 0.97017 0.0021 8.93 0.03 0.04
ANN results
Model type Avg. R̄2 Overfitting MAPE(Ampere) MAE(Ampere) RMSE(Ampere)
Baseline 0.68161 0.1751 26.77 1723.47 2191.36
EDP prediction with EDP trained model 0.98212 0.0025 8.62 18.09 25.06
EDP prediction with Wikipedia trained model 0.93448 0.0046 11.71 0.04 0.06
SVM results
Model type Avg. R̄2 Overfitting MAPE(Ampere) MAE(Ampere) RMSE(Ampere)
Baseline 0.69796 0.1654 22.64 1558.93 1678.94
EDP prediction with EDP trained model 0.99192 0.0011 7.76 11.93 16.73
EDP prediction with Wikipedia trained model 0.97005 0.0021 8.83 0.03 0.04
As seen in the table, the baseline model was again the worst model type. However,
different to what happened when predicting Wikipedia’s load, on the EDP scenario, model
results were very similar with and without model exchange. Nevertheless, results vastly
outperformed the baseline model. As can also be verified, the models created with and
without model exchange have a very high R̄2 and low overfitting, a good indicator of the
high level of generalization that the models possess. Figure 6.9 shows the different MAPE
values per learning method and model type. The similarity in results with and without
model exchange is clearly visible, another indicator of the high level of generalization that
the approach developed and applied in this work creates.
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Figure 6.9: EDP prediction results overview for basic dataset
6.4.2 Enhanced dataset result analysis
Lastly, the same testing approach is taken for the uniformed enhanced dataset. As men-
tioned above, this dataset contains the load, average load and standard deviation of the
load.
Wikipedia prediction
Table 6.5 presents the results overview for the Wikipedia prediction with the enhanced
dataset.
Table 6.5: Model exchange results overview for Wikipedia prediction with linear regression,
ANN and SVM on enhanced dataset
Linear regression results
Model type Avg. R̄2 Overfitting MAPE(Gb) MAE(Gb) RMSE(Gb)
Baseline 0.81351 0.0352 19.87 1094.51 2001.82
Wikipedia prediction with Wikipedia trained model 0.98842 0.0012 1.07 2.25 9.87
Wikipedia prediction with EDP trained model 0.95417 0.0047 9.48 0.01 0.02
ANN results
Model type Avg. R̄2 Overfitting MAPE(Gb) MAE(Gb) RMSE(Gb)
Baseline 0.75616 0.0562 32.09 821.86 5325.50
Wikipedia prediction with Wikipedia trained model 0.98504 0.0015 1.44 3.00 11.26
Wikipedia prediction with EDP trained model 0.99120 0.0009 8.06 0.00 0.01
SVM results
Model type Avg. R̄2 Overfitting MAPE(Gb) MAE(Gb) RMSE(Gb)
Baseline 0.81342 0.0349 16.92 1511.21 2352.37
Wikipedia prediction with Wikipedia trained model 0.98923 0.0011 0.50 0.57 9.52
Wikipedia prediction with EDP trained model 0.96241 0.0039 6.47 0.00 0.02
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As expected, the baseline model was again the worst performing model type, with some
learning methods performing worse than their basic counterpart. The model without model
exchange clearly outperforms the remaining model types. Nonetheless, as seen through the
R̄2 and overfitting values, a high model generalization was again guaranteed. Figure 6.10
depicts in a simple manner how different model types differ immensely in terms of MAPE.
Figure 6.10: Wikipedia prediction results overview for enhanced dataset
EDP prediction
To conclude the model exchange case study, the uniformed enhanced dataset for EDP was
also tested, Table 6.6 illustrates the results overview.
Table 6.6: Model exchange results overview for EDP prediction with linear regression,
ANN and SVM on enhanced dataset
Linear regression results
Model type Avg. R̄2 Overfitting MAPE(Ampere) MAE(Ampere) RMSE(Ampere)
Baseline 0.79494 0.0465 14.09 1011.38 1014.76
EDP prediction with EDP trained model 0.84711 0.0157 2.86 18733.66 3900340.06
EDP prediction with Wikipedia trained model 0.98842 0.0012 0.95 0.01 0.03
ANN results
Model type Avg. R̄2 Overfitting MAPE(Ampere) MAE(Ampere) RMSE(Ampere)
Baseline 0.81342 0.0316 20.63 1587.23 1759.93
EDP prediction with EDP trained model 0.92236 0.0080 2.38 16126.55 2773813.57
EDP prediction with Wikipedia trained model 0.98532 0.0015 1.91 0.01 0.03
SVM results
Model type Avg. R̄2 Overfitting MAPE(Ampere) MAE(Ampere) RMSE(Ampere)
Baseline 0.79114 0.0461 16.30 1170.12 1175.09
EDP prediction with EDP trained model 0.92500 0.0077 2.23 15410.69 2692709.58
EDP prediction with Wikipedia trained model 0.98923 0.0011 0.11 0.00 0.03
111
This last test run was the most surprising, as all learning methods achieved their best
results when making EDP load predictions on a Wikipedia trained model. Results in terms
of generalization were also the best with the Wikipedia trained model. With regards to
MAPE, SVM was able to achieve results that rival its absolute best model of only 0.05
MAPE. Figure 6.11 depicts the astonishing performance of the Wikipedia trained model
when compared to the remaining model types.
Figure 6.11: EDP prediction results overview for enhanced dataset
6.5 Conclusion
The concluded chapter presented and analysed the test results of the energy load forecast
case study, along with the case study of model exchange. Result analysis in both case
studies confirmed that the addition of extra attributes to the basic and enhanced dataset,
increased significantly the learning methods performances, as well as, their generalization
capability. Similar to server load prediction, the enhanced dataset outperformed the basic
dataset in most occasions. With regards to time window and granularity, identical to server
load prediction, a lower granularity presented better results in most cases, while time
windows up to 24 for enhanced dataset and 48 for basic dataset were the best option. Lastly,
the best performing learning method was again SVM, with linear regression coming close
second. ANN was the worst performing learning method from an average point of view. In
terms of model exchange, the Wikipedia trained models were the best performing when
using the uniformed enhanced dataset, either for Wikipedia predictions or EDP predictions.
Results of this last case study once again confirmed the high level of generalization that
the dataset transformation procedure integrates in the model. Further testing, evaluation
and confirmation of this outcome is found in the papers published.
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Chapter 7
Conclusions and Future work
In this work, a new method for improving model performance and generalization by adding
extra temporal information to the datasets was proposed. Different approaches in the field
of load forecasting were studied and presented. Two different and independent forecasting
solutions emerged from said work. These solutions were based in the above mentioned
integration of temporal information to a dataset through granularity and time window. The
results achieved by these solutions can challenge other approaches of similar problem
spectra. The published per-reviewed papers provide a deeper analysis and confirm of this
statement.
For the web server/datacenter solution, real data from the Wikipedia servers, publicly
made available by Wikipedia through the Wikimedia project, was used for model training
and testing. The created models were able to predict the hourly load on Wikipedia’s servers
with a MAPE on average below the 0.15 mark, for the months of January to August of
the year 2016. For the yearly dataset, a MAPE on average below the 0.75 mark for hourly
load prediction was achieved. All the created Wikipedia models were able to achieve these
results while keeping a high level of generalisation.
For the energy problem, the data used was provided by EDP and contained real life data
regarding the energy consumption levels of the city of Leiria for the month of April 2016.
The created models predicted the energy consumption levels on an hourly basis. Similar to
the Wikipedia case study, research regarding this specific dataset is not publicly available,
hence why results comparison can be just made to problems of similar problem spectrum
but with different data. Studies regarding these results comparisons can also be found on
the published papers. The resulting model was able to predict the next hour consumption
levels with a MAPE of only 0.05, while keeping a level of overfitting extremely low and
consequently a high level of generalization. On both case studies, a time window up to 24
and lower granularity achieves the best results.
Each final model was tested as well, with data from the opposite field. This approach
had the goal to analyse how both models of load forecasting would behave when the
environment in which they were used was switched. Results concluded that the level
of generalization that the integration of temporal information gave to the models was
extremely high, with the Wikipedia trained enhanced dataset applied to EDP, surpassing
the trained and tested enhanced EDP model.
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Throughout the developed work , a set of tools were needed to facilitate and accomplish
several tasks. These tools were later on adapted and published in the form of API for other
researchers to use.
With regards to future work, switching from CPU usage to GPU usage would be
the first step to take, since the actual procedure contains models that took between one
and two months of training time. Increasing the range of different values for granularity
and time window would also be important, as it could add robustness and validity to the
applied approach. Further optimization of model parameters may also result in better
model performance. The addition of different learning methods would most certainly
provide a better understanding of how well the applied approach overall performs. Lastly,
the application of the developed approach to different problems/case studies, as well as,
cross-testing the different trained models, would be advantageous.
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Appendix A
Server Load Prediction with split ratio
A.1 Server Load Prediction on basic dataset for split ra-
tio
The first test scenario presented was conducted using the basic Wikipedia dataset with
a split ratio of 70/30. The analysis of results(subchapters) was split between quantity of
data(single month data or whole year data) and learning model.
A.1.1 Test runs and analysis for multiple months dataset
The months used for the multiple months scenario were from January 2016 to August
2016. At the time of the study these datasets were the most recent available through the
Wikimedia foundation. As for the test setup, the months were tested individually not
sharing any information between them. The configurations used were 1, 8 and 24 for
granularity, 1, 4, 8, 12, 24, 48 and 168 for time window/history and normalization and
non-normalization of data.
Linear Regression
The linear regression test results were synthesised in Table A.1. The results presented show
the average, minimum and maximum values divided by month. The prediction scope used
lied always within the next hour.
From the results presented, it is possible to verify that across all months the addition of
temporal attributes/time windows enabled the models to have an R̄2 above the 91% mark,
i.e., from an average perspective the approach applied enabled the models to explain the
variation in the prediction values by 91% and above through the predictors/input variables.
The created models had also a low level of noise classification/overfit, varying average
results between 0,2% and 5,3% of overfitting. From a percentual error perspective, the
approach created models that reduced the error significantly as can be confirmed when
comparing the average MAPE values with the baseline MAPE values. From real life
perspective this represents that through the application of this methodology , for instance
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Table A.1: Result synthesis for all months using linear regression, basic dataset and split
ratio 70/30



















January 0.988 0.002 2.17 ± 1.57 0.86 25.36 84.69 ± 54.46 4.76 2185.40 101.74 ± 57.19 6.22 2496.68
February 0.975 0.017 2.53 ± 1.47 1.00 21.88 104.18 ± 42.03 3.54 1439.34 118.04 ± 44.41 4.53 1439.34
March 0.985 0.003 3.29 ± 1.53 0.87 21.07 121.20 ± 43.26 3.70 804.37 130.34 ± 44.34 4.77 830.18
April 0.943 0.039 2.09 ± 1.54 0.67 16.31 75.72 ± 50.23 3.60 1212.01 91.67 ± 52.81 4.69 1322.29
May 0.975 0.007 2.49 ± 1.66 1.15 17.89 79.71 ± 40.88 4.71 644.08 91.04 ± 42.51 6.46 706.24
June 0.910 0.053 2.10 ± 1.52 1.02 15.78 85.07 ± 52.33 3.22 1225.32 103.61 ± 55.68 4.16 1230.79
July 0.929 0.014 7.18 ± 3.79 1.86 31.90 275.47 ± 139.42 5.63 2351.61 311.71 ± 144.29 7.68 2828.92
August 0.965 0.015 2.08 ± 1.15 0.61 13.71 25.73 ± 7.54 4.81 446.92 27.89 ± 7.84 5.60 446.92
in the month of January, an initial prediction error of 2185.40 gigabytes was reduced, on
average to an error of about 84.69 ± 54.46 gigabytes. From an absolute perspective it was
even possible to create a model that predicted the next hour of Wikipedia traffic with an
error of only 4.76 gigabytes. Additionally, when analysing the results in terms of data
quality it was possible to verify through the MAE and RMSE values, that although outliers
were present in the data, their quantity was moderate, the month which had the biggest
percentage of outliers was July and which might be one reason for its higher average
MAPE value.
From the average analysis it was also possible to observe how granularity in conjunction
with time window influenced the MAPE value. Figure A.1 presents these variations along
with its effect on R̄2 .
Figure A.1: Influence of granularity and time window in MAPE and R-Squared for linear
regression
As can be seen, the use of a time window influenced the values of MAPE and R2. For
the month of August, the results presented are only referent to about a third of the month,
this is due to availability of data.
When using a granularity of just 1 the increase of time window reduced the value
of MAPE, but only up to the 48/50-hour mark, after that, the increase in time window
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lead to a worse performance of the model. The variations of R2 accompanied the MAPE
variations, i.e., from a general perspective when the MAPE increased the R2 value reduced
in a proportional way.
When using a granularity of 8 the increase in time window had a beneficial effect in
a much shorter lifespan. The model performed better between the 4 and 12 mark in all
months, with the exception of April and May, which have presented better performance
for a time window of 24. In terms of R2, the variations were of higher magnitude when
compared to the use of granularity of 1. Which again translates in high MAPE values for
low R2 values.
For a granularity of 24, the models performance increased from its predecessor of 8,
with the exception of the month of July which had an increase in its overall error. The
reasons for this higher error value might be the increased quantity of outliers in the data, as
can be verified in the average RMSE value, which was the highest amongst all months. In
terms of MAPE values, the models performance seems to behave best with a time window
of 24. For lower a time window, the MAPE value fluctuates on average between the 1 and
2 percent. In terms of R2 the increase of granularity seems to have a worsening effect since
the fluctuation is the highest among all the three granularity configurations. The impact of
R2 however in terms of model performance appears to be lower, as the variations of R2
have a reduced impact in the MAPE value.
It is important to mention that the different scales in the x axis referent to the different
granularities where due to effect of data compression when increasing the granularity.
When increasing the granularity, a record would contain more information regarding
different hours, while using the same available data. This as a result decreases the range of
time window, since a time window of 24 with granularity 1 has the same total data as a
time window of 3 with a granularity of 8.
Artificial neural networks
Similar to the linear regression, the ANN test results were synthesised in a table, Table
A.2.
Table A.2: Result synthesis for all months using ANN, basic dataset and split ratio 70/30



















January 0.985 0.004 2.43 ± 1.63 1.36 15.36 79.25 ± 57.06 4.74 758.85 98.08 ± 60.15 6.29 1012.59
February 0.927 0.054 2.34 ± 1.49 1.22 18.92 99.18 ± 44.52 4.35 1553.17 115.53 ± 47.59 5.73 1553.17
March 0.983 0.003 2.92 ± 1.52 0.84 17.61 114.87 ± 44.98 3.68 1315.27 125.18 ± 46.30 4.74 1392.58
April 0.914 0.064 2.61 ± 1.81 1.30 16.03 85.48 ± 51.37 4.76 1186.54 100.74 ± 53.76 6.04 1343.25
May 0.972 0.006 3.13 ± 2.17 1.61 17.14 109.61 ± 65.21 4.93 1132.15 129.17 ± 68.21 6.60 1436.76
June 0.883 0.076 2.50 ± 1.81 1.11 15.88 87.70 ± 56.38 3.52 1166.64 105.75 ± 59.27 4.63 1417.78
July 0.795 0.061 6.65 ± 3.72 1.61 19.02 208.63 ± 93.53 5.99 1413.00 231.95 ± 96.60 7.70 1476.06
August 0.965 0.016 2.08 ± 1.20 0.74 14.35 22.50 ± 8.93 3.43 183.12 25.16 ± 9.32 4.21 205.35
In most months the addition of temporal attributes/time windows increased R̄2 , only
June and July presented an average R̄2 below the 90% mark. The created models had
also an overall low level of noise classification/overfit, which was nevertheless higher
when compared to linear regression. The average results varied between 0,4% and 7.6%.
From a percentual error perspective, the approach created models that reduced the error
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significantly as can be confirmed when comparing the average MAPE values with the
baseline MAPE values. The average MAPE values were similar to the linear regression
ones.
When analysing the results in terms of data quality it was possible to verify through
the MAE and RMSE values, that outliers had a bigger impact factor in terms of model
performance when compared directly the linear regression models.
In terms of granularity and time window influence, Figure A.2 presents the variations.
Figure A.2: Influence of granularity and time window in MAPE and R-Squared for ANN
As illustrated by the figure, the use of a time window influenced the values of MAPE
and R2. When using a granularity of just 1 the increase of time window reduced the value
of MAPE visibly up to the 24-hour mark, after that an increase in time window lead to
a worse performance of the model, although not in the same magnitude as in the linear
regression. The month of July presented an exception to this pattern, being again one the
most probable reason, the impact of outliers in the models. The variations of R2 again
convoyed the MAPE variations, with the impact of outliers again present in the month of
July.
For a granularity of 8, the models performed better with a time window of 8, presenting
the months of February and July also good results with a time window of 24. July was
again an outlier in terms of results. With regard to R2, the variations were minimal with
different time windows, with the exception of July.
Finally, for granularity 24, the results were more chaotic, with all months having higher
MAPE variations. The best time windows were however 8 and 12. The impact of R2 in the
final MAPE outcome was higher, when compare to the same situation in linear regression.
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Support vector machine
Akin to the previous analysis, a condensed version of the test results was presented in a
table, as seen in Table A.3.
Table A.3: Result synthesis for all months using SVM, basic dataset and split ratio 70/30



















January 0.989 0.002 2.06 ± 1.40 1.41 13.14 79.23 ± 46.62 4.88 1117.57 92.56 ± 48.57 6.30 1208.67
February 0.979 0.014 1.86 ± 1.04 0.94 19.19 85.45 ± 32.08 3.35 1575.38 96.76 ± 34.16 4.32 1575.38
March 0.985 0.003 2.95 ± 1.26 1.09 16.89 114.12 ± 34.08 3.51 1254.98 120.25 ± 34.72 4.54 1285.40
April 0.949 0.034 2.09 ± 1.47 0.96 15.66 75.08 ± 48.25 3.51 1160.03 89.88 ± 50.56 4.49 1304.98
May 0.976 0.006 2.38 ± 1.62 0.74 17.64 72.41 ± 39.03 4.76 662.08 83.13 ± 40.58 6.57 709.55
June 0.903 0.060 1.93 ± 1.53 1.02 15.21 70.51 ± 54.51 3.20 1114.36 89.93 ± 57.97 4.15 1343.91
July 0.907 0.027 6.47 ± 3.17 1.89 15.34 218.76 ± 82.47 5.71 960.23 238.88 ± 85.28 7.69 990.47
August 0.966 0.016 1.94 ± 0.93 1.17 13.88 23.70 ± 5.01 4.75 376.48 24.72 ± 5.12 5.59 376.48
When compared to ANN, it was possible through the use of SVM to obtain an average
R̄2 above the 90%. When it comes to noise classification/overfit, the SVM models
presented similar results to linear regression, varying on average between 0.2% and 6%.
With regard to percentual errors, the created models on average reduce their error 10%,
when compared to its initial baseline. The data quality impact in the model was similar to
linear regression and lower to ANN, as can be verified from the MAE and RMSE difference.
In terms of granularity and time window influence, Figure A.3 shows these variations.
Figure A.3: Influence of granularity and time window in MAPE and R-Squared for SVM
As can been seen, the MAPE and R2 variations with SVM were of less magnitude
in contrast to the ANN variations. The month of July confirms this trend, as its error
variations were the most outstanding amongst all months.
When using a granularity of 1, the increase of time window reduced the value of MAPE,
with a comparable range as in linear regression, i.e., up to the 48/50 mark. An increase in
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time window, after this period, lead to an inferior performance of the model. The variations
of R2 again, went along the MAPE variations, although with a much smoother variation
then the other learning models.
With a granularity of 8, a time window between 4 and 12 was the best choice, with
exemption of July which achieved a better performance with a time window of 24. The R2
variations were minor with different time windows, being July again an omission to this
pattern.
Lastly, for granularity 24, the results were more disordered, all months had higher
MAPE variations. The best results were proven to be found with a lower time window,
being on average the best results with 4 and 8 time window. The exception to this norm
was this time also found in another month with the exception of July, March. July and
March presented very similar symptoms with lower time windows, they started with higher
MAPE value, decreased, reaching a lower peak at around 4 time window and then start to
increase again. March however, contrary to July, does not reach the high level of MAPE
value on its next peak, which almost hits baseline level.
The variations of R2 accompanied the MAPE until around a time window of 12, after
that its impact was significantly lower. July was non-restricted by this pattern.
Model comparison
With the individual learning method analysis concluded, a comparison is made between all
learning models in order to find the best possible model. An initial pre-selection was made
containing all the best models per learning method, from this pre-selection a single final
model was chosen per month. Table A.4, presents these pre-selections.
For the majority of months, the decision of an ideal month was an more or less straight
forward choice. Between the learning methods of each month the difference between the
ideal model and the others were usually significant enough to justify the choice. However,
for the months of March, June, July and August this choice was not so obvious.
In the case of March, an initially choice might fall for the model created through ANN,
since the MAPE of this model is lower than the one using linear regression. However,
basin the decision of the best model just on MAPE might be deceiving. Although ANN
presents a lower MAPE, the values of R̄2 and model overfitting, present us with overall
better understanding of the model. The model using ANN has an lower error when making
prediction on the testing data used, however due to the lower value of R̄2 and higher of
overfitting it is rational to assume, that the model doesn’t take as much advantage of the
input data as linear regression and also presents a higher level of noise classification, which
on the long run might create more impactful errors with the use of new data.
As for the month of June, the crucial factor of decision was the capacity to handle
outliers. In this month, the MAPE, R̄2 and model overfitting couldn’t be used as differential
factor since between the models created through linear regression and SVM all values are
equal, as such, the metrics MAE and RMSE were used as differential. As shown in Table
A.4, the MAE for both learning models is the same, through the difference between MAE
and RMSE it is possible to extract information about the impact of outliers, the lower this
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Table A.4: Best models with configuration for Linear regression, ANN and SVM with





Overfitting MAPE MAE RMSE
LR 24 4 0.979 0.002 0.86 4.76 6.22
ANN 1 8 0.993 0.0004 1.36 4.74 6.29January
SVM 1 8 0.992 0.0004 1.41 4.91 4.11
LR 1 12 0.997 0.003 1 3.54 4.53
ANN 1 4 0.995 0.0001 1.22 4.34 5.72February
SVM 1 12 0.996 0.0003 0.94 3.35 2.72
LR 24 4 0.988 0.003 0.87 3.7 4.77
ANN 24 4 0.916 0.0104 0.83 62.06 53.88March
SVM 24 4 0.929 0.0088 1.09 79.71 33.3
LR 24 8 0.981 0.009 0.67 3.6 4.69
ANN 24 4 0.896 0.0129 1.3 51.86 112.17April
SVM 24 8 0.892 0.0134 0.96 74.09 61.11
LR 24 1 0.982 0.002 1.15 4.71 6.46
ANN 1 8 0.988 0.0007 1.61 4.93 4.39May
SVM 24 1 0.982 0.0022 0.74 54.22 51.75
LR 1 4 0.993 0.002 1.02 3.22 4.16
ANN 1 4 0.991 0.0002 1.11 3.51 3.01June
SVM 1 4 0.993 0.0002 1.02 3.22 2.63
LR 1 48 0.967 0.015 1.86 5.63 7.68
ANN 24 12 0.911 0.0423 1.61 119.6 56.98July
SVM 1 48 0.965 0.015 1.89 5.14 7.69
LR 8 8 0.995 0.011 0.61 4.81 5.6
ANN 24 1 0.999 0.0002 0.61 51.1 51.1August
SVM 24 1 0.966 0.011 1.17 26.77 9.77
value, the less the impact of outliers is present in the model. From this analysis the model
chosen for June was the one using SVM.
With regards to the month of July, the approach taken for deciding a model was similar
to the one used in June. Although on initial analysis the model using linear regression
might seem the obvious choice, the proximity of the values achieved through the use of
SVM is significant enough to perform an deeper analysis. From the standpoint of R̄2
and overfitting, the difference between these two learning models is almost inexistent. In
terms of MAPE, the difference of just 0.03% is not sufficient to justify the choice of one in
detriment of the other. As such, the impact of outliers must again be used as differentiator,
from this point of view linear regression presents a better performance than its SVM
counterpart.
To conclude, for the month of August the decision for the model created by ANN was
justified, by all other metrics with the exception of MAPE, which was the only value that
achieved equal results between linear regression and ANN. All other metrics were in favour
of the model created through ANN.
Having selected the best models for each month, an overall analysis of these models
was performed in terms of the impact of time window and error distribution across the
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learning methods. This analysis granted a better insight from the overall performance of
the models in the case study. By this very nature, the graphics presented in Figure A.4
were created regarding this time window distribution.
Figure A.4: Time window distribution across all best models for single month with split
ratio
As shown in the figure, in terms of time window distribution and disregarding the
different learning models, a time window of 4 was in 37.50% of the cases the best choice,
followed up by a time window of 8 with 25%. Curiously, some months, 16.67%, had their
optimal results for certain learning models when no time window was applied, these cases
however never used a granularity of 1. In general, the best results were achieved when
using a time window lower then 12, an increase in time window after this mark had lower
chances of success as 12.5% of the learning models achieved optimal results with time
window of 12 and only 8.33% achieved it for a time window of 48.
In terms of results per learning model, a time window of 4 and 8 was the best choice,
compromising about 62.5%, 75% and 50% of the results for linear regression, ANN and
SVM respectively. It was also possible to confirm that SVM had more ease in handling
higher time windows than other learning methods, with ANN specially having these
difficulties, as no optimal model used a time window of 48.
When analysing the MAPE distribution regardless of the learning method and/or if it
was an optimal model, it is possible to get a big picture of how the use of granularity and
time window affects the performance of created models. Figure A.5 shows the pie charts
regarding this information.
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Figure A.5: Time window distribution across all best models for single month with split
ratio
In terms of distribution, linear regression and SVM presented very similar patterns.
Most MAPE values lied in the range of 1% and 2%. For linear regression and SVM this
was their dominant range of values, having 45,59% and 50% respectively. As for ANN this
distribution was also the most predominant of the error spectrum. In terms of errors above
the 10 percent mark, linear regression was clearly the worst model with 5,88%, which
was almost double of SVM which had 2,94% and almost six times more than ANN which
had only 0,75%. Having ANN the lowest percentage of errors above 10%, when it comes
to errors below 1%, ANN unfortunately also presented the lowest percentage with only
1,49%, significantly lower than linear regression which achieved 3.68% and SVM which
had 5,15%.
Summing up, linear regression and SVM presented very similar outputs, having the
last one a slight advantage in terms of performance. As for ANN the models created were
mostly average, i.e., the percentage of models with errors above the 10% were very low,
however the models with MAPE below 1% were also very low. A total of 67.91% of the
models created with ANN had a MAPE between 1 and 3 percent.
A.1.2 Test runs and analysis for single year dataset
For the single year test, the datasets from the single month scenario were aggregated and
used as a singular year dataset. The prediction scope for this dataset similar to the previous
test scenario remained for the next hour. From the point of view of granularity and time
window, the configurations were kept identical. However, differently from the single month
test scenario the results in this scenario were not split by learning method. As such the
generic and absolute analysis was summarized in a single table, Table A.5.
As shown in the table, the baseline MAPE improved significantly when compared to
the single month scenario. SVM specifically stands out with a MAPE of only 6.91%, an
impressive increase in performance when taking into consideration that the lowest baseline
MAPE for the single month was of 13.14%, almost double. This result might indicate a
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Table A.5: Average and best results for single year dataset using split ratio
Result synthesis for single year dataset



















LR 0.9222 0.0363 2.50 ±1.96 1.20 11.94 101.79 ±75.90 4.12 454.80 127.47 ±80.20 6.22 524.59
ANN 0.8678 0.0297 4.60 ±3.51 1.24 13.37 233.01 ±166.21 4.24 1101.86 287.56 ±175.12 6.26 1228.26
SVM 0.8951 0.0459 2.20 ±1.79 1.22 6.91 93.72 ±73.27 4.18 380.97 119.34 ±77.68 6.26 465.50






Overfitting MAPE MAE RMSE
LR 1 48 0.9932 0.0004 1.20 4.14 6.22
ANN 1 8 0.9936 0.0001 1.24 4.24 6.26
SVM 1 24 0.9933 0.0002 1.22 4.18 6.28
bigger adaptability from SVM to the year dataset scenario when compared to the other
learning methods.
In terms of average perspective of overfitting the results got worse, with average values
of 0.9222, 0.8678, 0.8951 for linear regression, ANN, SVM respectively. This outcome
though, was somewhat expected since the increase in data in conjunction with the time
window appliance would eventually amplify subtle noise and/or redundancy found in
the single months. This amplifying pattern was also found, although not in the same
magnitude, in the impact of outliers, which from the average perspective had also increased.
Nonetheless, for months with huge outlier impact such as June the aggregation of months
had a benevolent, mitigating effect.
In terms of absolute results, the best models fit in between the results of the single
month scenario. These results presented an increase in performance for months with a
higher percentage of outliers, such as, June, but had slightly higher MAPE when compared
to the “regular” months. The R̄2 , which although with not much of a difference, was
higher in the year scenario, which contradicted to some extent the average results landscape.
Figure A.6 shows the graphical representation of the baseline classification and the best
model classification.
Figure A.6: Linear regression learning method with actual and predicted values for baseline
and best models.
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As it is possible to verify, the baseline model, predicted with a deficit, which in the case
of the Wikipedia could represent the not allocation of resources in need. However, with the
best model, the curves overlap in most situations. When analysing the overall performance
of the learning methods with regards to the influence of granularity and time window a
better big picture is possible to be taken, Figure A.7 presents the graphical representation
of this influence.
Figure A.7: Time window distribution across all best models for single month with split
ratio
One of the things that stands out in this test scenario is the relation between R2 and
MAPE, i.e., contrary to the single month scenario, the increase in granularity does not
weaken the bond between these two metrics. Throughout the whole test scenario, a lower
MAPE comes with a higher R2 and every subtle variation in one of the metrics effects the
other.
When observing the results with granularity one, it is possible to confirm that the lowest
MAPE values are present in this range, which translates also in the highest R2 values. The
models seem to perform better between a time window of 4 and 24, a decrease in range
when compared to the single month test scenario. In terms of learning methods, linear
regression and SVM had very similar output, which is proven by the fact that the line
plot regarding linear regression is totally overlaid by the line plot of SVM. ANN was the
worst performing model, which is a trend maintained and amplified with the increase in
granularity.
Opposing to the previous test scenario, an increase in granularity did not reduced the
range of time window in which the model performed better. For linear regression and
SVM this range window lied between 4 and 48/50 time window. ANN did not follow this
pattern however, its MAPE peaks at around 48 time window, decreasing gradually after
that, never to reach however the same values as the other learning methods in their prime
time window.
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Lastly, with a granularity of 24 the models created presented the highest MAPE values.
ANN was again the worst performing model, presenting however again a decrease in
MAPE after its peak, which occurred again at around time window 24. MAPE and R2 had
the biggest oscillations in this granularity.
Regarding the MAPE values distribution a synthesis was created and illustrated through
pie charts, as shown in Figure A.8.
Figure A.8: Time window distribution across all best models for single year with split ratio
Confirming the initial hypothesis form granularity and time window influence, it is
possible to verify that linear regression and SVM, present very similar results. Both
learning models have 66.67% of MAPE values between 1 and 2 percent. ANN had the
worst results, with comparably only 28.57% between 1 and 2 percent. The main difference
between linear regression and SVM in terms of results, lied in the percentage of MAPE
above the 10 percent, which SVM had none and linear regression had 4.76. The biggest
percentage of MAPE values above 10 was achieved with ANN. The distribution of MAPE
in ANN was overall more evenly distributed.
A.2 Server Load Prediction on enhanced dataset for split
ratio
Equivalent to the basic dataset scenario, different configurations for time window and
granularity were used. The testing and analysis procedures were overall similar to the basic
one. The difference between these two test scenarios were the enhanced dataset used and
an initial feature analysis of the dataset, this procedure was not compulsory for the basic
scenario since the dataset only contained 2 attributes in its initial form.
A.2.1 Feature analysis
On an initial approach, different attributes along with different formats for the same
attributes were tested. For instance, a date attribute was tested as string, numeric, time
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stamp, and split into 4 different attributes: hour, day, month and year. All these variations
for date had a detrimental effect on the models performance, focus was on MAPE values.
Flag attributes such as indicators of week days or weekends were also tested, as well, as
period of the day: morning, afternoon, evening, midday and midnight, all these attributes
had a detrimental effect in the end result. These initial test results led to the exclusion of
said attributes. Tests runs showed that statistical attributes were the most efficient. A reason
for this might be the creation process of the dataset. Since the dataset is an aggregate of
English language pages, the non-statistical attributes may not perform so well in non-region
locked data, i.e., non-statistical attributes such as time of the day focus on human activity
patterns, since the records were aggregates of data from different parts of the world, human
patterns would most likely not be transferred to the record, thus rendering these attributes
inefficient to the learning methods.
From the testing phase emerged a final dataset, the enhanced dataset depicted in Figure
5.1. Nevertheless, in order to validate the attributes chosen from a statistical point of view,
a feature analysis was conducted. A correlation matrix between attributes was created, as
seen in Figure A.9.
Figure A.9: Correlation matrix for Wikipedia’s enhanced dataset
All the features presented in the figure are positively correlated among themselves, that
is, when a value of a variable increases or decrease, i.e., changes its direction, all correlated
features change their values in the same direction. The impact of this on each attribute is
usually influenced by the correlation coefficient between these features. When analysing
features in terms of correlation, usually a high correlation, e.g., above 0.95, implies that the
two attributes have more or less the same impact in the models performance, sharing lot a
of the same information. In situations like these the exclusion one of the attributes or the
fusion of the two attributes into one might be options. Nevertheless, the resulting model
should always be tested before and after the changes, as high correlated attributes may
share a lot information, however, the information that they do not share might be crucial
for the models performance. Analogous a lower correlation coefficient indicates that the
variables share very little information between them, which may indicate low redundancy
of information for the learning method. Testing before and after is again a necessity, as the
low correlation coefficient might just be a symptom from one of the attributes being noise
to the learning method and thus having a detrimental effect in the models performance.
In the information presented in Figure A.9 the correlation between attributes varies
between 0.03 and 0.86, which indicates that low correlated attributes may be just noise
to the learning method, while high correlated ones suggest an eventual redundancy in
information. Test were conducted for each attribute in order two measure their overall
impact in the models performance, the results concluded that removing any attribute would
worsen the models performance.
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A.2.2 Test runs and analysis for multiple months dataset
With the validation of the enhanced dataset, testing and analysis processes are initiated.
The testing and evaluation methodologies as well as the dataset configurations are identical
to the basic dataset.
Linear Regression
Table A.6: Result synthesis on enhanced dataset for all months using linear regression with
split ratio



















January 0.9964 0.0035 1.58 ± 1.07 0.10 16.44 59.20 ± 39.62 0.55 459.39 71.60 ± 41.57 0.79 546.26
February 0.9997 0.0002 1.54 ± 0.70 0.06 13.51 78.24 ± 24.85 0.46 1108.48 85.70 ± 25.99 0.59 1108.48
March 0.9955 0.0043 2.40 ± 1.29 0.15 18.47 104.99 ± 53.00 0.62 1184.28 118.77 ± 54.84 0.81 1340.56
April 0.7534 0.1689 7.43 ± 5.30 2.27 29.72 224.56 ± 158.76 7.11 809.68 277.74 ± 167.77 9.60 1058.62
May 0.9938 0.0060 2.13 ± 1.27 0.10 14.94 75.52 ± 36.84 0.47 497.66 85.13 ± 38.14 0.75 523.40
June 0.9987 0.0010 2.09 ± 1.55 0.14 13.09 84.18 ± 56.61 0.43 603.08 102.20 ± 59.50 0.64 653.61
July 0.9406 0.0573 2.86 ± 1.70 0.62 12.97 94.93 ± 51.80 1.79 533.89 109.57 ± 53.94 2.35 611.31
August 0.9989 0.0009 3.61 ± 1.76 0.21 17.81 51.54 ± 15.65 0.59 316.59 54.84 ± 16.03 0.66 331.46
As can be seen in Table A.6, linear regression’s performance across all months increased
in almost all metrics when compared to the basic dataset. The month of April was the only
one in which linear regression performed worse. All months with exception of April and
June achieved average R̄2 above 0.9938. These results indicate that the addition of the
statistical attributes helped the models to classify the missing variations in the predictions
from the basic dataset scenario. In terms of model overfitting the results remained very
similar to the basic dataset, which suggests that the increase in R̄2 and R2 where not related
to noise classification.
The minimum MAPE and MAE values were the most obvious differences in the models,
as all months with exception of April and July achieved a MAPE below 0.21%, which
translates to around 0.59 Gigabytes difference in the actual load value. These results are
also reflected in the average MAPE values, all months with exception of April and June
presented lower average values when compared to the basic dataset scenario.
With regards the time window and granularity influence, most of the months benefited
from the enhanced dataset, repeating the above presented pattern, Figure A.10 illustrates
the variations.
In terms of most effective time window range, results remained identical for granularity
1, this is, up to the 48/50-hour mark. However, when it comes to MAPE distribution a
different outcome is visible. Results through the enhanced dataset were able to achieve
more extreme values, i.e., the minimum and maximum values of linear regression decreased
and increased respectively. As for R2 its influence in MAPE was clear, the oscillations of
values increased when compared to the basic scenario.
For granularity 8, the time window performance range remained almost identical to
the basic scenario, with exception of time window 8. Time window 8 achieved the highest
MAPE values in all months. Similar to the basic scenario increase in granularity increased
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Figure A.10: Influence of granularity and time window in MAPE and R-Squared for linear
regression on enhanced dataset with split ratio
the oscillations of values for MAPE and R2, the relation/influence between these 2 metrics
remained however intact.
Lastly, for granularity 24 the minimum and maximum values decreased and increased
as well. Correlation between MAPE and R2 remained intact. Similar to the basic scenario,
with increased granularity the magnitude of MAPE fluctuation through R2 influence
decreased.
When using enhanced dataset, months with outliers such as July seem to be handled
better by linear regression, however, months with correction procedures(wrong values were
substituted by average values) such as April seem to have more difficulties.
Artificial neural networks
Table A.7: Result synthesis on enhanced dataset for all months using ANN with split ratio



















January 0.9630 0.0365 1.52 ± 1.00 0.18 10.08 55.08 ± 37.76 0.62 460.92 67.62 ± 39.90 0.81 635.05
February 0.9933 0.0059 2.82 ± 1.63 0.22 19.42 91.39 ± 37.60 0.79 859.41 103.42 ± 39.57 0.95 859.41
March 0.8931 0.1058 1.49 ± 0.95 0.15 9.28 52.74 ± 29.64 0.42 584.86 61.59 ± 30.96 0.58 690.87
April 0.9280 0.0378 5.45 ± 3.81 0.54 16.60 172.83 ± 107.76 1.71 820.11 205.51 ± 112.84 2.31 878.22
May 0.9520 0.0475 1.98 ± 1.24 0.16 12.70 69.13 ± 38.29 0.50 454.62 80.03 ± 39.87 0.64 547.15
June 0.9906 0.0083 2.19 ± 1.76 0.20 10.87 91.57 ± 68.81 0.62 706.72 115.18 ± 72.83 0.92 909.27
July 0.9937 0.0034 2.72 ± 1.54 0.30 11.70 95.72 ± 46.92 0.89 636.61 108.22 ± 48.64 1.22 732.56
August 0.9975 0.0020 1.29 ± 0.85 0.24 7.71 17.44 ± 5.38 0.65 268.94 19.21 ± 5.68 0.88 268.94
From Table A.7 it is possible to verify that average and standard deviation MAPE
values decreased when compared to the basic scenario. As for R̄2 the enhanced dataset
had an overall increasing effect. The performance of ANN in terms of overfit had also
increased, with the exception in the months of March and May. The best achieving models
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from a MAPE perspective also significantly increased their performance, attaining in all
months values below the 0.54% mark. Finally, when analysing ANN performance in
handling outliers, the results remained similar to the basic dataset. The use of an enhanced
dataset, similar to linear regression, had an overall beneficial effect when compared to its
basic counterpart.
When it comes of granularity and time window influence, most months performed
similarly. Contrary to the basic dataset July, which contained most outliers, did not perform
worst. Identically to linear regression April was the worst performing month. Figure A.11
all the MAPE and R̄2 variations.
Figure A.11: Influence of granularity and time window in MAPE and R-Squared for ANN
on enhanced dataset with split ratio
With granularity 1 a lower time window presented a better performance in all months
with exception of February and April. Through most time window variations, R2 values
oscillated in the same manner as MAPE. When increasing granularity to 8, a lower time
window achieved better results, peaking the MAPE values at time window 24, after that
MAPE decreased gradually, however, never reaching same levels as with a lower time
window. With granularity 8 the only month with out of the norm behaviour was April.
To conclude, with a granularity of 24, results where more consistent when compared to
the basic. A lower time window was again a synonym of lower MAPE. With granularity
24, the month of April presented identical variations to other months. An increase in
granularity seem to diminish the malevolent effects on the models performance, present in
lower granularities.
Support vector machine
In like manner as linear regression and ANN, SVM presented an increase in performance
when compared to the basic dataset version, Table A.8 present the synthesis of the results.
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Table A.8: Result synthesis on enhanced dataset for all months using SVM with split ratio



















January 0.99262 0.00713 1.09 ± 0.74 0.20 8.03 49.01 ± 30.33 0.75 634.39 58.42 ± 31.85 1.12 796.07
February 0.99899 0.00072 1.65 ± 0.75 0.17 13.55 84.40 ± 28.88 0.58 1112.17 93.08 ± 30.20 0.76 1112.17
March 0.99082 0.00857 1.07 ± 0.66 0.28 8.15 40.59 ± 22.98 0.90 594.99 47.74 ± 24.12 1.15 668.19
April 0.89752 0.09264 4.17 ± 3.07 0.56 16.03 168.26 ± 110.76 4.30 1231.41 201.96 ± 115.85 5.39 1467.32
May 0.99041 0.00928 1.68 ± 0.96 0.18 11.92 65.34 ± 32.40 0.57 519.79 74.28 ± 33.70 0.92 549.18
June 0.99698 0.00220 1.91 ± 1.48 0.21 11.83 89.24 ± 59.93 0.64 908.24 108.57 ± 63.11 0.98 991.92
July 0.92728 0.07068 2.42 ± 1.35 0.55 12.41 84.96 ± 41.49 2.03 538.49 95.75 ± 42.92 2.65 616.91
August 0.99852 0.00118 1.34 ± 0.79 0.13 9.37 24.61 ± 7.63 0.37 219.71 26.60 ± 7.90 0.56 226.14
April was again the only month that did not benefited from the enhanced dataset, but
just from an average perspective, in terms of best possible model the enhanced dataset was
also a success.
With exception of April, all months achieved average R2 above 0.92728, a slight
increase to the basic dataset. In terms of average MAPE and respective standard deviation,
SVM performed better in all months, excluding April. The minimum achievable metrics
MAPE,MAE and RMSE were the only metrics were all months, including April, presented
far better results than its basic counterpart. Proving that although from an average point
April might perform worst, when it comes to best possible model it is still possible to
create a very efficient model. Lastly, with regards to metric analysis, the enhanced dataset
also diminished the impact of outliers, as can be verified by the increase in performance of
July, the month that contains most outliers.
Concerning the time window and granularity influence, Figure A.12 presents identical
to previous analysis the variations.
Figure A.12: Influence of granularity and time window in MAPE and R-Squared for SVM
on enhanced dataset with split ratio
Figure A.12 confirms the outlier behaviour of April, indicted by the metrics analysis.
With a granularity 1, SVM presents the same pattern found in the basic scenario. The
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main difference relies in the range of values, i.e., the pattern is identical in both scenarios,
however, the values presented by the enhanced scenario are lower. R2 behaviour remained
also identical.
For a granularity of 8, a lower granularity achieves a better model performance, peaking
the error at 24 time window, after 24 the error decreases again, however never reaching the
same level as found in time window 8 and lower. R2 were inversely proportional to MAPE.
To conclude for granularity 24, similar to what happened in linear regression and ANN,
the chaotic results achieved with the basic dataset were smoothen out. Contrary to ANN,
April kept its outliers results even with a higher granularity. In terms of lower MAPE, a
time window of 4 presents in most cases the best results.
Model comparison
The best achieving models per learning method were selected and presented in Table A.9.
Table A.9: Best models with configuration for Linear regression, ANN and SVM on





Overfitting MAPE MAE RMSE
LR 24 4 0.99918 0.000537 0.10 8.42 11.02
ANN 1 4 0.99988 0.000018 0.18 0.62 0.82January
SVM 1 4 0.99979 0.000034 0.20 0.75 1.13
LR 24 4 0.99994 0.000633 0.06 4.81 5.96
ANN 1 4 0.99993 0.000012 0.22 0.79 0.95February
SVM 1 4 0.99991 0.000003 0.17 0.58 0.76
LR 24 4 0.99980 0.000320 0.15 11.62 13.81
ANN 1 4 0.99997 0.000001 0.15 0.42 0.58March
SVM 24 4 0.99643 0.002333 0.42 31.53 33.60
LR 1 4 0.97637 0.003882 2.27 7.11 9.60
ANN 1 4 0.99895 0.000039 0.54 1.71 2.31April
SVM 8 4 0.99915 0.000263 0.56 14.89 19.91
LR 24 4 0.99972 0.000454 0.10 6.99 9.94
ANN 24 4 0.99760 0.001572 0.16 11.97 13.07May
SVM 1 4 0.99975 0.000039 0.18 0.57 0.92
LR 1 4 0.99983 0.000028 0.14 0.43 0.64
ANN 1 4 0.99974 0.000010 0.20 0.62 0.92June
SVM 1 4 0.99964 0.000060 0.21 0.64 0.98
LR 1 12 0.99667 0.001637 0.62 1.79 2.35
ANN 1 4 0.99944 0.000090 0.30 0.89 1.22July
SVM 8 4 0.99400 0.003921 0.55 12.97 16.93
LR 1 4 0.99992 0.000020 0.21 0.59 0.66
ANN 1 4 0.99950 0.000134 0.24 0.65 0.89August
SVM 1 4 0.99980 0.000053 0.13 0.37 0.56
All months with exception of August achieved their best models with either linear
regression or ANN. All months were able to achieve models with R̄2 above 0.998 and a
MAPE below 0.54. All months achieved their best model with a time window of 4 and
granularity 1 or 24.
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For January the best model was achieved with linear regression, were it achieved the
best results in terms of MAPE. However, in terms of R̄2 , overfit and outlier handling linear
regression was the worst performing learning method. The decision to nevertheless use
linear regression relied on the fact that the detail needed to measure these differences was
so high that in the end their effect on the end model was almost residual. In the month of
February, the best performing learning method was also linear regression. The reasons
for choosing linear regression were identical to the month of January. For the month of
March linear regression and ANN achieved identical results in terms of MAPE and R̄2 , the
differentiating factor was the models overfit, were ANN performed better, thus leading to
the selection of ANN. In April the selection of an ideal model was relatively easy, as ANN
outperformed the other learning methods in every metric. For the months of May, June and
July the best performing learning methods were linear regression for May and June and
ANN for July. The reason for selecting these learning methods was identical to April, as
these learning methods in their respective months outperformed the other learning methods
in every metric. Lastly, for August the best performing method was SVM. SVM completely
outperformed ANN in every metric and just performed worse than linear regression in
overfit, although just slightly higher.
With regards to the overall performance of the best performing models, the impact of
time window and error distribution across the learning methods was studied. The graphics
presented in Figure A.13 show the time window distribution for these models.
Figure A.13: Time window distribution across all best models for single month with split
ratio and enhanced dataset
As evidence from the figure, most models, with 95.83%, were achieved with a time of
4. Only one model used a different time window, linear regression for the month of July
with a time window of 12. In terms of granularity, a granularity 1 was the best performing
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overall. Contrary to the basic scenario, with the enhanced dataset the optimal time window
seems to be consistent in most month, while in terms of granularity the diversity of values
remains similarly to what happens in the basic scenario. In both scenarios a granularity of
8 was the least occurring value when it comes to optimal models.
For the MAPE distribution, across all test runs, a study was also carried out, results are
shown in Figure A.14.
Figure A.14: Time window distribution across all best models for single month with split
ratio and enhanced dataset
Different to what Table A.9 indicted, SVM was not the worst performing learning
method, from an average perspective. Although only August achieved its best model
with SVM, SVM outperformed linear regression and ANN in terms of average MAPE
distribution. From all the conducted test runs, 51.85% of the runs were able to create
a model with a MAPE below 1%, a significant increase when compared to the 46.67%
and 39.26% of linear regression and ANN respectively. Moreover, SVM was also the
best performing month in terms of least models with a MAPE above 5% and 10% with
6.67% and 0.74% respectively. Linear regression had 7.41% of the models above the 10%
MAPE and ANN had 2.22%. In terms of average performance SVM was the clear winner,
followed by linear regression and ANN.
A.2.3 Test runs and analysis for single year dataset
For the single year test scenario, Table A.10 presents the average and absolute results.
With the enhanced yearly dataset, linear regression and SVM increased their perform-
ance in all metrics, ANN was the only method to perform worse than its basic dataset
counterpart, from an average point of view. All methods were able to create optimal models
with a MAPE below 1%. In terms of time window and granularity, a time window under 12
achieved better results while 24 and 1 were the best choices for granularity. With regards to
R̄2 linear regression was the only month with a slightly worse results, with ANN and SVM
achieving R̄2 above 0.9982. Linear regression was the overall worst model, achieving
lower R̄2 higher overfit and MAPE and presenting the most difficulties with outliers in
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Table A.10: Average and best results for single year enhanced dataset using split ratio
Result synthesis for single year dataset



















LR 0.9746 0.0153 2.68 ±2.18 0.94 10.17 89.07 ±63.10 78.11 780.00 109.29 ±66.29 105.98 942.47
ANN 0.8692 0.0974 16.00 ±16.67 0.55 15.83 419.00 ±597.12 1.88 837.47 735.98 ±677.15 2.90 1616.17
SVM 0.9933 0.0041 2.60 ±2.06 0.51 14.37 94.42 ±64.83 42.18 1134.57 114.64 ±67.92 47.45 1360.69






Overfitting MAPE MAE RMSE
LR 24 8 0.8454 0.1321 0.94 78.11 105.98
ANN 1 12 0.9986 0.0001 0.55 1.88 2.90
SVM 24 1 0.9982 0.0002 0.51 42.18 47.45
data. ANN and SVM achieved very similar results, with SVM having a slight advantage
over ANN, being the best overall learning method for the enhanced yearly dataset.
With regards to granularity and time window influence in the overall models perform-
ance, Figure A.15 illustrates the variations.











Test results using granularity 1











Test results using granularity 8











Test results using granularity 24










































Figure A.15: Time window distribution across all best models for yearly dataset with split
ratio and enhanced dataset
Through the analysis of the figure, it is possible to see that from an average point of
view ANN was the worst performing learning method. Across all granularities, ANN was
always the first month to increase its MAPE drastically with the increase in time window.
For granularity 1 and 24, ANN was also the worst performing month in terms of MAPE,
only with granularity 8, was ANN outperformed in terms of high MAPE by SVM.
Through the figure in is also possible to identify a clear pattern of lower time windows
performing better. With the increase in granularity, the time windows efficiency range
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seems to decrease. Throughout most runs a proportionality inverse relationship between
MAPE and R2 was verified.
To conclude, the MAPE distribution was also studied, Figure A.16 depicts the results.
Figure A.16: Time window distribution across all best models for single year with split
ratio and enhanced dataset
From an average perspective, SVM outperformed linear regression and ANN. SVM
was able to achieve a MAPE below 1% in 47.62% the runs conducted. A great difference
when compared to 4.76% and 23.81% for linear regression and ANN respectively. Between
linear regression and ANN, linear regression was more even in its results, it had less models
with MAPE below 1% but also less models above 10% MAPE than ANN. When compared
to the basic dataset, the performance also improved as no learning method with basic
dataset was able to achieve models with a MAPE below 1%.
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