Abstract. The stability of one-dimensional inverse scattering is discussed. The analysis is performed analyticdly using pelturbation theory for reflection coefficients that are rational functions of the wavenumber and numerically for realistic reflection coefficients. It is shown that the Same instability features occur for real reflections as for rational reflection coefficients. There are three types of emr considered which are common in the application of the data.
Introduction
Inverse scattering problems, originally introduced for potential scattering in quantum mechanics [l] , have become fundamental problems of great interest in a wide variety of scientific and technological fields. However, in practical problems the exact inverse scattering algorithms are rarely used. This is due to the fact that these algorithms require an amount of data that cannot usually be recorded, such as complex reflection coefficients for all wavenumbers, and because of the unstable behaviour of the inverse scattering algorithm [Z, 31. However. inverse scattering algorithms can be used to investigate what the result of errors in recorded data is on the reconstructed model. In this work the following issues are clarified using the special case of the one-dimensional Schrodinger equation. First, it is shown how the reconstructed potential changes under small changes in the data. Second, it is made clear when the inverse problem becomes unstable, and the physical reason for this instability is shown. This is illustrated by three examples.
The inverse problem for the one-dimensional Schrodinger equation can be solved using the Marchenko equation or the Gel'fand-Levitan equation. The Marchenko and Gel'fandLevitan equations are based upon the Jost and regular solutions of the Schrodinger equation, respectively. The Gel'fand-Levitan and Marchenko algorithms are both exact inverse scattering algorithms, but in this work only the stability of the Marchenko equation is analysed. Bunidge [4] showed that the inverse problem of the one-dimensional wave equation can also be solved by making use of the Marchenko equation. The Marchenko equation relates a reflection time series, subsequently referred to as 'the data set', to an integral kernel from which the potential can be recovered. The data set is equal to the Fourier transform of the reflection coefficient in the wavenumber domain. Sabatier [SI solved this integral kernel in the Fourier domain for reflection coefficients that are rational functions of the wavenumber (rational reflection coefficients). This method is used for the t E-mail: donen@geof.ruu.nl 0266-561 1/94/040865+16$19.50 @ 1994 IOP Publishing Ltd analysis of the stability of the inverse problem. Using a perturbation technique, analytical expressions for the perturbation of the potential due to a perturbation in the data are obtained.
With respect to the stability of inverse problems two aspects are important. The first aspect is the ill-posedness of the inverse problem which can be due to several reasons.
Following the definition given in [6] the two most important reasons for ill-posedness are the band-limitation of the recording instrument, which gives rise to a non-unique inverse problem, and the occurrence of noise, which can lead to discontinuities in the mapping from the data space to the model space. The second important aspect which causes an unstable inverse problem is numerical instability due to the ill-conditioning of the matrices involved. In the literature these two aspects are usually treated separately, but in this work we will show that a link between the numerical stability problem and the analytical properties of the inverse problem exists. This paper has the following structure. In section 2 we consider the stability of the inverse problem for rational reflection coefficients. This stability analysis is carried out using a straightforward calculation starting from a perturbation in the data and ending by quantifying the perturbation of !he potential. The mathematics involved is fairly straightforward and can be found in [7] . The features observed in section 2 are illustrated by three examples in section 3. In section 4 we show that the instability behaviour demonstrated in section 2 for rational reflection coefficients also occurs in potentials with non-rational reflection coefficients. We conclude with a discussion. Technical matters are included in two appendices.
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The stability of the inverse problem
For the one-dimensional Schrodinger equation, the forward problem consish of a mapping from the model space, i.e. the space of all potentials V(x) in the Faddeev class (appendix A), onto the space of the corresponding reflection coefficients. The forward problem is represented by the Schrodinger equation (1) For reasons of simplicity the following restrictions are imposed. First, it is assumed that x E R and V(x) : W+ + R. Second, only incoming waves from the left are taken into account. The solutions of the Schrodinger equation (1) satisfy (appendix A)
The third assumption is that the potentials have no bound states, so that the inverse problem has a unique solution [7] . In the following, the data set is defined by the function A+@). The relation between the data set A + @ ) and the spectral reflection coefficient R+(k) of the 
(4)
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The precise definition of the Jost solution is given in appendix A. The potential is obtained from the integral kernel K + ( x , y ) by [71 In quantum mechanics, the measurement of R+(k) is problematic, because the quantity IR+(k)*I is obtained from measurements. This implies that the phase information is lost. However, in acoustic or elastic applications the measurements can be carried out in the time domain so that A ( t ) is measured. The function R+(k) is obtained by a Fourier transform of A ( t ) , see equation (3). In this case the phase information is retained.
In order to analyse the stability of the inverse problem, we want to solve the Marchenko equation analytically in such a way that we can use perturbation theory to find analytical expressions for a perturbed potential. In principle, rational reflection coefficients form a complete basis set of Lc?(R), and also allow us to use Sabatier's method [5] described in appendix A. They are therefore a good choice when performing the stability analysis. Using this method, the kemel K + ( x , y ) is found for rational reflection coefficients by calculating F+(k. x ) directly from the reflection coefficient R+(k) in the Fourier domain. If the data set A+@) is perturbed with a function ~A l ( t ) ( E being a small number), which is also the Fourier transform of a rational reflection coefficient, the effect of this perturbation on the reconstructed potential can be calculated using first-order perturbation theory. We perform the following perturbation
which implies that the reflection coefficient satisfies
The determinant D+(x), defined by Sabatier [5] , plays a crucial role in the stability of the inverse problem. The precise definition of the determinant D+(x) is given in appendix A. The kernel, K+(x. x ) . for the unperturbed inverse problem is given by 
where the number n is equal to the number of poles in Rl(k). According to equation (A14), this yields for the perturbed kernel K+(x. x) Using (6), the first powers of the expansion of V ( x ) are given by In addition to this we want to remark that if the determinant D+(x) becomes small, at least one of the eigenvalues of the matrix (I -A) becomes very small. This means that the numerical problem associated with this situation becomes ill-conditioned. It is clear that under practical conditions this problem can be solved by removing this eigenvalue from the matrix (I -A). This also implies that information is removed from the inverse problem. In section 4 we will see that if we add an error to the data set which contains poles close to the origin in @+ then the retrieved potential contains a large error compared to the unperturbed potential.
The factors IRi/(pc + p,)l are large either if the poles pi and pi are positioned close to the origin in the complex plane or if lRjl is large. The latter case can be identified with a strong potential. If we write the data set as a function of poles and residues we find, after solving (3) and making use of contour-integration in @+
PAC+ Equation (15) shows that the Fourier components of the time series A + @ ) are determined by the residues, Ri, and the pole positions pi. It is trivial to see that if a pole is situated close to the origin, the decay of the corresponding component in A+([) is slow, and that the period of this component of A + ( [ ) is long. Suppose we have the situation of an incoming particle with energy E that is scattered from a potential V ( x ) . The local wavenumber of this particle is equal to
The stability of one-dimensional inverse scattering ~ ' 869 the function V ( x ) vanishes and the local wavenumber is energy of the incoming particle is small compared to the If we are outside potential energy inside the potential we find
Inside the potential, the solutions of Schrodinger's equation are exponentially decaying with a decay constant K(x). The stronger the potential V ( x ) is, the faster the solutions inside the potentials decay. Note that in the limit E + 0, the decay constant has a limited value that is independent of the energy. The penetration of the wave inside the potential therefore also depends on the value of the potential energy. From equation (U), it follows that these long-period components of the data set A+(t) correspond to poles close to the origin in the upper half-plane. This means that we can relate poles in C+ close to the origin to the energy components of the spectrum that do not penetrate sufficiently deep into the potential barrier to provide significant sampling of the potential [SI. In the next section we give three examples to illustrate these principles.
. Examples
Sabatier [5.7] has given a general expression for an S-matrix consisting of rational reflection and transmission coefficients. The reflection and transmission coefficients satisfy (A10)-(A12). For the special case of three poles we obtain
The poles of R+(k) are given by p 1 = iy, p z = -ip and p 3 = -ib. A unitary S-matrix requires that if p1 and p z are in the upper half-plane, p3 must be in the lower half-plane
[5,7]; this implies that I yI2 = 2bZ.
In the case of a reflection coefficient with two poles in the upper half-plane, the time series A @ ) can be obtained for f > 0 by solving (3) by contour integration in C?. A(t) is real if P I = -p; and if R I = -R; The perturbed potential can be calculated using (6) and (9). It is given by the full curve in . However, the error function Rl(k) that contaminates the physical reflection coefficient R+(k) has generally no residues that are functions of the pole positions. In fact, the function R I ( k ) is often not a physical reflection coefficient, the same applies to the sum R+(k) + eRl(k). From our point of view, noise in the data is nothing more than the addition of new poles and residues to the data, or a modification of the existing poles and residues. The reflection coefficient that is measured is determined by a collection of poles and residues, some of which contain physical information about the potential, and some of which are due to noise. The smcture of 'D+(x) allows us to treat the pole positions and residues independently. By this we mean that in the investigation of the stability of an inverse problem it is not necessary to consider the residues as functions of the pole positions. This enables us to investigate the circumstances under which errors in pole positions and residues cause an instability in the inverse problem.
The first error that is examined explicitly is that of a small error in the DC level of the data. Of come, if the error is a proper DC error, it can be removed from the data, since the reflection coefficient for k = 0 is given by R+(k = 0) = -1 171. We choose to examine this type of error because it is a prototype of a low-frequency error that is slowly decaying in time. The perturbed time series is given by (W We assume that A is a real positive number much smaller then E . The time series A ( t )
is thus contaminated with a slowly exponentially decaying function. In the limit A + 0, this perturbation is a true DC error. Fourier transformation of equation (24) leads to the perturbation of the reflection coefficient 
Equation (27) is nothing more than an expansion of the determinant (26) to the last column.
The first term follows from the expansion to a33 of equation (26). The function H h ( x ) follows from the expansion of (26) to the entries a13 and a=. We consider two important cases. The first is where the poles Ipjl of the determinant (26) are large compared to A.
This corresponds to components in the data that are rapidly oscillating and quickly decaying in time. In this case, the function Hh(x) in (27) can be neglected and the dominating factor in (27) is ~/ 2 h . This implies that in this special case the potential is not affected by the perturbation, because the term (1 + 6/21) cancels in the quotient in equation (9).
The second important case that can be considered is where Hh(x) in (26) is not negligible. This is the case if the reflection coefficient has poles for which lpjl x A. If the perturbed function D+(x) vanishes then singularities in the reconstructed potential occur.
From the exampIe of a reflection coefficient consisting of two poles and residues we can conclude that if a reflection coefficient has poles close to the origin, a DC error strongly perturbs the reconstructed potential. In the next section it is shown that these results can be extended to more general reflection coefficients. Due to the structure of equation (Al), we can conclude that the reconstructed potential is sensitive to small DC errors if its spectral reflection coefficient contains poles very close to the origin. Whether the reconstructed potential contains singularities depends on the structure of Hh(x). The inverse problem appears to be stable in the case of two poles and residues if /pi1 >> A. The reconstruction of the full curve in figure 1 in the case of a DC error ( E = 0.01) is indicated by the curve represented by open squares. The error in the data is less than 1% of the maximum amplitude of the data. The error in the reconstructed potential due to this error in the DC level is also less then 1% of the maximum amplitude of the potential (figure 1).
The second example that is examined is that of an amplitude error. The reflection coefficient in this case is subjected to the error
(28)
Such an error may be due to a magnification error in the recording instrument or to a poorly calibrated incident wave. For the reflection coefficient of (19) this leads to the following exact perturbation of D+(x)
From the structure of (30), (31) and (22) it can be concluded that if the poles are close to the origin then D, ( x ) and Dz(x) are numerically large, because in this case u and j3 are small. We can therefore draw the same conclusions as in section 2 the inverse problem is unstable if the poles of the reflection coefficients are close to the origin and the effect is stronger when the potential is stronger. If the poles and residues are chosen as in the previous examples, the broken curve in figure 1 is the reconstructed potential for the case of an amplitude error E = -0.01. It is observed that an error of only about 1% in the maximum amplitude of the data set A ( t ) causes a singularity in the reconstructed potential. The shape of the reconstructed potential is completely dominated by the singularity. In the case of an amplitude error the reconstructed potential and the true potential converge to each other for large values of x . In figure 2 the functions D+(x) for the potentials of figure 1 are shown on an expanded scale. The full curve is the determinant D+(x) in the case of no amplitude error. The long broken curve is the determinant D+(x) in case of an amplitude error E = -0.01. It is observed that the singularity of the reconstructed potential in figure 1 occurs where the perturbed determinant D+(x) has a zero for x x 0.3. Because of equation (9) this causes a simple'singularity in the function if+(x, x ) . The differentiation (6) then yields a double singularity for V ( x ) , this type of singularity can clearly be seen in the broken curve in figure 1.
Koehler and Taner [3] used a transfer matrix method [9, IO] to examine the stability of the inverse problem for the elastic wave equation in horizontally layered media. They used equation [ l l ] . Koehler and Taner [3] observed that time errors in the reflected waves can lead to instabilities in the inverse problem. The time error of Koehler and Taner [3] leads to the following transformation of the data set this type of error could be caused by a clock with an erroneous speed.
A Fourier transform of equation (32) gives the reflection coefficient Expansion of R + ( k / ( l + E ) ) in powers of E gives for small E 1 Ri -+
Ri 2pi
(1 + E)* 2pi
(34)
The analysis is now similar to that of the amplitude error. We give no numerical example for this effect of time errors because, from the previous example, it can be concluded that, depending on the poles or residues, small time errors may cause large changes in the reconstructed potential. In the next section it is shown that for realistic potentials the same instability behaviour occurs as for potentials with rational reflection coefficients. We can therefore draw the same conclusions as made for data contaminated with an amplitude error: low energy components in the spectral data are responsible for instabilities in the inverse problem.
Numerical experiments
In this section numerical results are presented for potentials with realistic reflection coefficients. The forward problem of the one-dimensional Schrodinger equation is solved with the method described by Tromp and Snieder [121 using invariant imbedding. They derive Ricatti differential equations for the transmission coefficient T(k), the reflection coefficient for incoming waves from the left R+(k) and for incoming waves from the right R-(k). The Riccati equation for R+(k) is solved using a fourth-order Runge-Kutta integration scheme [13] . In order to show if this scheme is adequate, a comparison between the analytical solution of the scattering coefficients of a block potential and the solution obtained by the RungeKutta scheme showed a difference of less then 1%. For the inverse problem of the Marchenko equation, equation (4) was solved for the kernel K+(x, x ) on the plane x < y on lines of constant x . Following GE [14] , the change of variables x = f + q and y = f -q is made. This change of variables is a rotation in the x-y plane and provides a more efficient use of the grid after discretization. The Marchenko equation now becomes
After discretization of (35), using f = id and q = jd we obtain
1=0
The trapezoidal rule is applied on the integral and C, is the weighting factor which is 1/2 at the first and last points of the sum and 1 for the other points. The block structure of M(A) ensures that K can be solved for every x separately. Equation (38) is solved making use of a least-squares algorithm [15]. Once the kernel K has been found, the recovered potential is given by In the numerical examples the potential given by the full curve in figure 3 is used. This potential can be reconstructed in good agreement making use of the methods described in this section. If we try to reconstruct a potential of the same shape, but with a larger amplitude than the example shown in figure 3 , errors occur deep in the reconstructed potential. An example is given in figure 4 where the reconstructed potential suffers from instabilities for x =-1.2. These errors are due to numerical noise in the synthetic data, to the cumulative effect of truncation errors in combination with a signal level late in the reflection time series that is extremely weak. In the following experiments. we try to reproduce the potential given by the full curve in figure 3. For this potential the unperturbed data leads to an accurate reconstruction of the potential.
The first experiment that is performed, is the reconstruction of the potential in figure 3 in the case of a DC error that is only 0.5% of the maximum of the reflected time series A+(t). The corresponding reconstructed potential is given by the broken curve in figure 3 . It is observed that an error in the DC level of less than 0.5% of the data causes a singularity in the reconstructed potential. The theory in the previous section predicts such a behaviour if the spectral reflection coefficient involved contains poles very close to the origin. Poles very close to the origin can be expected if the potentials have finite range [8, ch 121. It can be expected that these potentials are very sensitive to small errors in the components of the data that correspond to poles close to the origin.
The second emor that is examined is that of an amplitude error. The reconstruction for an amplitude error = 0.01 is shown by the chain curve in figure 3 . This is again an error~of less than one per cent in the data. It is observed that a singularity occurs at x x 1.27. This behaviour is similar to the singularity shown in figure 1 for the reflection coefficient that is a rational function of k. If these experiments are carried out for a potential that has the same shape as the potential given by the full curve in figure 3, but with a larger amplitude, even smaller errors in the data can cause singula~ities in the potential. This is in agreement with the conclusions in section 2, where is argued that the inverse problem is more sensitive to small errors in the data if the potential is stronger. In the numerical case, the discretized form of the solution K+(x, x ) is given by M (A)-] A. If the determinant of M(A) has zeros, the inverse problem has singularities. From the features observed in the case of rational reflection coefficients it can be expected that M(A) has zeros if its corresponding reflection coefficient has poles close to the origin. This means nothing more than that the matrix M(A)-'A becomes ill-conditioned. In section 2 we showed analytically that if the data set has poles close to the origin in C+, the inverse problem becomes ill-conditioned. In the case of a DC error, a pole close to the origin is introduced and we see from the numerical example that instabilities arise.
The last example is that of the time error (32) in the data set. The reconstructed potential for E = 0.01 is given by the long broken curve in figure 3 . The reconstruction has a~singularity for x $s 1.28. This is the same behaviawas follows from the theory of rational reflection coefficients.
From the example given in figure 4 , where the potential is strong and instabilities occur due to the numerical noise, the following conclusions can be drawn. For values of k2 << 50 the Born approximation is not valid and the mapping between V ( x ) and R+(k) is strongly nonlinear. The mean value of the potential barrier between x = 0.1 and x = 0.6 is equal to v ( n ) = 50. This is also observed in the case of rational reflection coefficients, where the low-energy components of the signal are responsible for an instability in the inverse problem. The inverse problem is very sensitive to errors in this spectral region of the data set. Due to the high barrier in the first part of the potential in figure 4 , one can expect that for k2 << 50 most of the energy is reflected. The unstable behaviour in figure 4 must be due to a lack of energy penetrating deep into the potential for k2 << 50. This is in agreement with the conclusions of section 2 where it is predicted that the inverse problem becomes more sensitive to small errors in the data if the potential becomes stronger.
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Discussion
This work clarifies how a reconstructed potential associated with rational reflection coefficients changes under small errors in the data set. The general formula for the reconstructed potential is given in section 2. It is shown that small errors in the poles of the spectral reflection coefficient close to the origin of the complex plane are responsible for an instability in the inverse problem. The inverse problem becomes more sensitive to small errors in the data if the amplitude of the potential involved becomes larger. This effect is larger if the potential is stronger. It is also shown that poles close to the origin in the complex plane correspond to low-energy components in the data. We can therefore conclude that low-energy components in the data are responsible for the unstable behaviour of the inverse problem. We can also conclude that approximate inverse techniques are stable in a high-energy limit and break down for low-energy scattering. The physical reason behind this is that in the case of low-energy scattering an insufficient amount of energy is penetrating deep enough into the potential to provide a significant sampling of the deeper parts of the potential. The deeper parts in the potential are not sufficiently sampled and small errors in the reflection coefficients cause large errors in the reconstructed potential ( figure 4) . From our point of view, noise in the data is equivalent to adding more poles and residues to the inverse problem (in the case of a DC error), or to a modification of the poles and residues in the inverse problem (for the amplitude error and time error). One must realize that in most practical situations it is impossible to remove the noise from the data. This implies that the poles and residues of the reflection coefficient ;contain information about the data and the noise. This is also the case if the reflection coefficients are not rational functions of the wavenumber. From equation (AI) it follows that if bound states are absent, the inverse problem is solved if the poles and the residues of the inverse problem are known. Due to the residue theorem the integral on the right-hand side of equation (Al) is dependent on the poles of the reflection coefficient R+(k). If the reflection coefficient has poles positioned close to the origin, these will make a large contribution to the right-hand side of (AI). This is also the caSe if the reflection coefficient is not a rational function of the coefficient. The conclusions about the stability of the one-dimensional Marchenko equation in the case of rational reflection coefficients can therefore be extended to cases with non-rational reflection coefficients. This explains why the same results are observed in the numerical problem.
Carrion [Z] concluded from numerical studies that the inverse problem is stable in the case of small uncertainties in the spectrum for high energy, and is not stable in the case of small uncertainties in the low-energy part of the spectrum. We do not only confirm this observation, but we also provide a physical and mathematical explanation and show that the errors in the reconstructed potential can be dramatically large. We show that these features are fundamental and independent of the numerical code that is used to solve the inverse problem.
How do these conclusions affect the use of inverse problems in practical situations. One of the main points is that low-frequency components in the data set which correspond to insufficiently penetrating energy components of the spectrum are responsible for instabilities in the inverse problem. In a practical experiment the frequency response of the recording instrument has a finite bandwidth. This can be seen, for example, in reflection data where the reflected waves usually have a short and finite duration, while the low-frequency components would produce large tails in the arriving waves. There are now two possibilities. If the low-frequency cut off of the instrument is for low frequencies that are high compared to the frequencies for which the inverse problem is unstable, the instabilities will not affect the reconstructed model. However, if frequencies are recorded that are sufficiently low to be affected by the instability of the inverse problem, one has to take active measures to stabilize the inverse problem in some way.
The perturbation analysis by Snieder [ 161 of nonlinear inverse problems can also explain the instability of the inverse problem when the reflected waves are strong. As shown by Snieder [16] , the Marchenko equation essentially reconstructs the single-scattered waves from the total recorded data by implicitly subtracting the multiplescattered waves from the data. This subtraction process is inherently unstable. When the scattering is strong, the multiple-scattered waves dominate the signal and the instability of the subtraction process is greatly enhanced. mathematics see Chadan and Sabatier [7] . Our starting point is the equation 
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They satisfy the integral equations
It is quite we11 known [7J that the functions f*(k,x), and therefore aIso the functions F*(k, x). are holomorphic in @+. The potential V(x) has to be in the Faddeev class LI
The scattering coefficients R+(k), R-(k) and T(k) are defined by the asymptotic behaviour of the physical solution of the Schrodinger equation
In the case of rational reflection coefficients they take the form [5] In (B3), D>+m(~) is the minor of D++(x) with respect to row i , and column n + m. In (B6), the factors D:;;::.',,n+,(x) are no longer dependent on E . The summation over the terms z~,,"+L defines a polynomial of order m. This number is just equal to the number of poles due to the noise added to the reflection coefficient.
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