Abstract. We study large, sparse generalized eigenvalue problems for matrix pencils, where one of the matrices is Hamiltonian and the other skew Hamiltonian. Problems of this form arise in the numerical simulation of elastic deformation of anisotropic materials, in structural mechanics and in the linear-quadratic control problem for partial di erential equations. We develop a structure-preserving skew-Hamiltonian, isotropic, implicitly-restarted shift-and-invert Arnoldi algorithm (SHIRA). Several numerical examples demonstrate the superiority of SHIRA over a competing unstructured method.
1. Introduction. In this paper we study the numerical computation of a small number of eigenvalues (and the associated eigenvectors) of large-scale generalized eigenvalue problems having a certain structure that arises frequently in applications. where I n is the n n identity matrix, then skew-Hamiltonian matrices satisfy (N J) T = ?(NJ) and Hamiltonian matrices satisfy (HJ) T = HJ.
An SHH pencil and in particular its spectrum have considerable structure. The eigenvalues occur in quadruplets ( ; ; ? ; ? ), or in real or purely imaginary pairs ( ; ? ) 24, 25, 26] . The objective of this paper is to develop algorithms that preserve This work has been supported by Deutsche Forschungsgemeinschaft within project A8 of SFB393 Numerische Simulation auf massiv parallelen Rechnern and by Deutscher Akademischer Austauschdienst within the program HSP III, F rderung ausl ndischer Gastdozenten. 1 and exploit this structure. The payo s are more e cient and more accurate algorithms. In some cases preservation of the structure is crucial to the stable solution of a problem. Typical applications require the few eigenvalues that are smallest in magnitude or closest to the imaginary axis. To achieve this we must apply transformations that have the e ect of shifting the desired eigenvalues to the periphery of the spectrum, so that they can be computed e ciently by Krylov subspace methods, e.g. Arnoldi or Lanczos, possibly with implicit restarts. This is a standard procedure in methods for large sparse eigenvalue problems, 33, 39] . What is special to this paper is that our transformations and our Krylov subspace methods respect the structure of the problem. This procedure is analogous to the technique by which a symmetric pencil A? B, with B positive de nite, is transformed to a standard eigenvalue problem using a Cholesky decomposition B = LL T . Because of the symmetry of the decomposition, the matrix L ?1 AL ?T inherits the symmetry of A. In the current context, if we introduce the skew-symmetric inner product hx; yi J = y T Jx, we nd that a matrix is Hamiltonian if and only if it is skew symmetric with respect to this J-inner product, i.e. hHx; yi J = ?hx; Hyi J for all x; y 2 R 2n . The relationship between Z 1 and Z 2 given in (1.3) implies that Z 2 is (plus or minus) the adjoint of Z 1 with respect to the Jinner product, i.e. hZ 1 x; yi J = hx; Z 2 yi J for all x; y 2 R 2n . Thus the decomposition N = Z 1 Z 2 is a symmetric, Cholesky-like decomposition of N. Consequently W = Z ?1 1 HZ ?1 2 inherits the J-skew symmetry of H; that is, W is Hamiltonian.
We discuss two approaches that make di erent transformations of the Hamiltonian operator W. The rst maps W to a skew-Hamiltonian operator, from which the eigenvalues can be extracted by an implicitly restarted Arnoldi method that has been modi ed to preserve the structure. For this approach we provide numerical results demonstrating its e ectiveness. The second approach maps W to a symplectic operator by a generalized Cayley transform. The desired eigenvalues can then be extracted by an implicitly restarted symplectic Lanczos method. We only outline this approach and discuss its advantages and disadvantages.
2. Applications. The need to solve SHH generalized eigenvalue problems arises in many applications. The best-known example is the linear quadratic optimal control problem for descriptor systems, where the pencil typically has the particular form E 0 0 E T ?
A ?BB T C T C ?A T ; (2.1) with B of size n m, C of size p n and m << n; p << n, see 3, 4, 26] . Large sparse problems of this type arise for example in the control of semidiscretized parabolic partial di erential equations 18, 31, 32] .
Here the skew-Hamiltonian matrix can be written in factored form as The application that we will discuss in detail in this paper arises from quadratic eigenvalue problems of the form 2 Mx + Gx + Kx = 0; (2.3) where M = M T is positive de nite, K = K T and G = ?G T .
Large sparse eigenvalue problems of this form arise for example in nite element discretization in structural analysis 35] and in the elastic deformation of anisotropic materials 19, 21, 34] . In these applications M is a mass matrix and ?K a sti ness matrix. Depending on the applications, di erent parts of the spectrum are of interest, typically one is interested in the eigenvalues with smallest real part or the eigenvalues smallest or largest in modulus.
At rst glance the quadratic eigenvalue problem (2.3) and the SHH generalized eigenvalue problem (1.1) seem not to have much in common. However, it is well known that the eigenvalues of (2. Since Z 1 , Z 2 , and N are sparse matrices, they can be applied easily. The only question, then, is how to apply operators of the form (H ? N) ?1 inexpensively. This question will be discussed in connection with speci c applications in Section 4.
We now consider the structural properties of R 1 ( 0 ; W) and R 2 ( 0 ; W), beginning with a well known lemma. for all x, y 2 S. In other words, S is isotropic i JS is orthogonal to S with respect to the standard inner product on R 2n , see 2]. The beauty of skew-Hamiltonian operators is that the Krylov subspaces that they generate are isotropic. We now introduce an isotropic Arnoldi process, which will form the basis for our numerical method. At rst we allow A to be an arbitrary 2n 2n real matrix. Recall that the Arnoldi process starts with an arbitrary unit vector q 1 and produces orthonormal vectors as follows. Given orthonormal vectors q 1 ; : : : ; q j , the next vector q j+1 is generated by forming Aq j and then orthogonalizing it against q 1 ; : : : ; q j . Thus q j+1 h j+1;j = Aq j ?
where h ij = q T i Aq j , i = 1; : : : ; j, and h j+1;j is a positive constant chosen so that j jq j+1 j j 2 = 1.
If we wish to build isotropic subspaces, we should orthogonalize against the vectors Jq 1 ; : : : ; Jq j as well. Thus the j-th step of the isotropic Arnoldi process is q j+1 h j+1;j = Aq j ?
Jq i t ij ; (3.5) where h ij = q T i Aq j and t ij = (Jq i ) T Aq j ; (3.6) and h j+1;j is a positive constant chosen so that j jq j+1 j j 2 = 1. This generates orthonormal vectors that span isotropic subspaces.
If A is real skew Hamiltonian, then the coe cients t ij in (3.5,3.6) will all be zero, by Proposition 3.3. Thus the isotropic Arnoldi process reduces to the ordinary Arnoldi process in this case, at least in theory.
If the quantity on the right-hand side of (3 .5) (3.9) and H is in Hessenberg form.
The multiplicity of the eigenvalues of N is re ected in the structure of the matrix in (3.9). For each double eigenvalue of N, one copy resides in H, and the other copy is in H T .
When we apply the Arnoldi process to a large, sparse matrix in practice, we have neither the time nor the storage space to carry the process to completion. Instead we stop after k steps with k n. The coe cients h ij computed to this point, form a k k submatrix of H whose eigenvalues (Ritz values) we can compute and use as estimates of eigenvalues of H, hence of N. Since the eigenvalues do not appear in duplicate in H, we get each eigenvalue once, not twice. This is important to the success of the numerical method. If we make the e ort to compute, say, six eigenvalues, we would like to get six distinct eigenvalues, not three eigenvalues in duplicate.
The developments outlined here are valid only for real matrices. However, it has been shown in 10] that for complex problems an embedding of the problem into a double sized real problem can be used to get a real skew Hamiltonian problem from which all the spectral information can be obtained. The use of symplectic matrices has several advantages and disadvantages compared with skew-Hamiltonian matrices. First of all, in contrast to the skew Hamiltonian case, not every symplectic matrix has a symplectic Schur form 22]. What is worse in the symplectic case is that in order to achieve a symplectic Hessenberg like form with an orthogonal symplectic transformation matrix Q, we must choose a rst column of Q that has a very special form 2]. Thus Arnoldi methods, with or without restarts, cannot be used with symplectic matrices, which is de nitely a disadvantage of this rational transformation. Any method that preserves the symplectic structure must extract quadruplets intact. This can be achieved by structure-preserving Lanczos-like methods that employ both S and S ?1 in a symmetric manner. See 5, 6, 16] for structure-preserving implicitlyrestarted Lanczos-like methods applicable to symplectic problems. These are the sorts of methods we must apply to S 1 and S 2 .
Another disadvantage of the Cayley transform is that it is e ective only if the target 0 is not too close to the imaginary axis. Notice that if 0 is purely imaginary, then S 1 = I, which is not useful for extracting spectral information about W.
An advantage of the Cayley transform approach is that, unlike the skew-Hamiltonian approach, it can be extended to complex matrices and matrix pencils in a straightforward way. 4 . Applying the operators. In our two applications the matrices N, H, Z 1 , and Z 2 have further structure that can be used to simplify the formulas. There are several other ways to apply (W ? I) ?1 e ciently to a real vector for real W and complex . One possibility is described in 30]. Another possibility is to embed the matrix in a double sized real matrix and then use a real factorization. Which of these di erent approaches is best will depend on the structure of the matrices G, K, amd M and also on the choice of shifts.
To derive the formulas for applying the operator R 1 , we rst discuss the application of R 2 . If we combine expressions (4.6) and (4. by combining two copies of (4.9), one with 0 replaced by 0 . Combining two matrices in the middle of the product, we eliminate one sparse matrix-vector product and one saxpy operation. Thus the cost of applying R 1 is just slightly less than twice that of applying R 2 . We summarize the costs in the following table. which can be readily translated into an algorithm for applying the operator S 2 . The total work for multiplying S 2 ( 0 ; W) by a vector is summarized in the next Table.  Table 3 Operation count for applying the operator S 2 , assuming a sparse LU factorization of Q( 0 ) is available. Juxtaposing two copies of (4.11), we obtain the following expression for S 1 ( 0 ; W) S 1 Table.  Table 4 Operation count for applying the operator S 1 , assuming a sparse LU factorization of Q ( 0 ) is available. 4.3. Skew-Hamiltonian versus symplectic operators. We have already discussed some of the advantages and disadvantages of the two rational transformations that lead to skew-Hamiltonian and symplectic operators, respectively.
The advantage of the skew-Hamiltonian operator is that we can apply the implicitly restarted Arnoldi method, while for the symplectic operator we have to use special symplectic Lanczos methods with all their possible stability problems due to breakdowns or near breakdowns. Due to the possible breakdowns, these latter methods are also more di cult to implement in practice, see 15] . Furthermore, as we have discussed, the symplectic operator cannot be used when the target shift is close to or on the imaginary axis, which is a frequent situation in optimal control problems.
But the symplectic operators also have advantages, since the cost of applying the operator is roughly half of that for the skew Hamiltonian operator, and the method is also applicable for complex pencils. It should be noted, though, that in the symplectic Lanczos method we need to apply both the operator and its inverse at each step.
Taking this comparison into account, we have implemented the implicitly restarted Arnoldi method based on the skew-Hamiltonian operator for its simplicity and numerical robustness, and since we can also use it with shifts near or on the imaginary axis.
5. Implementation of the skew-Hamiltonian Arnoldi Method. We implemented a modi ed version of the implicitly restarted Arnoldi (IRA) method 39] that applies the skew-Hamiltonian operator R 1 (3.4). Since our method is a skewHamiltonian, isotropic, implicitly-restarted Arnoldi method, we call it SHIRA.
In order to preserve the structure, instead of a standard Arnoldi step we use the isotropic Arnoldi step (3.5), (3.6) with A = R 1 . In exact arithmetic the coe cients t ij should all be zero, but in practice roundo errors cause them to be nonzero. By subtracting out the tiny components Jq i t ij , we ensure that the spaces spanfq 1 ; : : : ; q j g are isotropic to working precision. For accuracy we use the modi ed Gram-Schmidt method 17] to compute the coe cients h ij and t ij , rather than applying the formulas (3.5) literally. Finally, since modi ed Gram-Schmidt does not always generate vectors that are orthogonal to working precision 12], we perform two orthogonalization sweeps on q 1 , . . . , q j . After j steps of the isotropic Arnoldi process we have vectors q 1 , . . . , q j+1 satisfying AQ j = Q j H j + JQ j T j + q j+1 h j+1;j e T j ; (5.1) where Q j = q 1 q j ], and H j and T j are matrices of coe cients. Our method ignores T j and so depends on the fact that the elements of T j are tiny. Our implementation of IRA is standard 39]; the shifts are chosen to select for the eigenvalues of A of largest magnitude. Each implicit restart, i.e. each iteration of the IRA method, produces a new con guration of the form (5.1) with a di erent starting vector q 1 and, typically, a smaller h j+1;j . After several restarts h j+1;j becomes negligible, and we have, up to roundo errors, AQ j = Q j H j :
The eigenvalues of H j are j of the eigenvalues of A = R 1 ( 0 ; W), and they are typically the j largest in magnitude. If we actually want fewer than j eigenvalues, we can monitor h k+1;k for k j. If we stop when h k+1;k is negligible, we get k eigenvalues.
5.1. Eigenvalue computation. The Arnoldi process yields eigenvalues of the matrix R 1 ( 0 ; W), but we actually want eigenvalues of the Hamiltonian matrix W. for , then compute p to get the eigenvalues. Unfortunately (5.2) has two solutions, only one of which corresponds to eigenvalues of W. Thus one is faced with deciding which is the correct one.
We have adopted a di erent approach, which dodges this decision and also allows us to make a nal test of the backward stability of the result. Once h k+1;k is negligible, It is interesting to note that the practical need for such a stability test is related to our insistence upon enforcing isotropy. In principle a Krylov subspace can contain at most a one-dimensional subspace of a multi-dimensional eigenspace, so the Arnoldi process will nd at most one copy of a geometrically-multiple eigenvalue. However, as is well known 40], roundo errors will turn multiple eigenvalues into simple ones and hence we will detect di erent approximations of the multiple eigenvalues. This is mostly a nuisance for us, because the eigenvalues of W 2 are all geometrically multiple, and we would rather not pay to calculate two copies of each eigenvalue. Therefore we use the isotropic Arnoldi method which enforces isotropy. It has the e ect that each eigenvalue is picked up only once in practice. It has the unfortunate side e ect that when a four-dimensional invariant subspace of R 1 consists of two two-dimensional invariant subspaces of W 2 , only one vector from that space is found, from which it is impossible to deduce eigenvectors of W 2 . Fortunately the merging of eigenspaces is a rare event.
Finally we should note that this approach to eigenvalue calculation requires ap- To apply M ?1 , we need to compute the Cholesky decomposition of M. Typically the Cholesky factor is quite sparse, and this step does not add substantially to the overall computing time. At this point in the computation we no longer need the LU factors of Q( 0 ) (used for applying R 1 ), so we can use that storage space for the Cholesky factor of M.
Eigenvector Computation.
In the course of the eigenvalue computation we can easily obtain the corresponding Ritz vectors, which are eigenvectors of W 2 . Each of these is a particular member of a two-dimensional eigenspace of W 2 but in general not an eigenvector of W. Thus, if we want eigenvectors to go with our eigenvalues, we need to do more work. This is a shortcoming of the skew-Hamiltonian approach.
Given eigenvalues, the quickest way to obtain corresponding eigenvectors is to perform inverse iteration. In the case of the quadratic eigenvalue problem, in view If the complex eigenvalue has eigenvector v, then has eigenvector v.
In summary, the cost of computing the eigenvectors associated with a pair f ; ? g or a quadruple f ; ? ; ; ? g is one sparse LU decomposition plus four sparse triangular solves. If several sets of eigenvectors are wanted, they can be computed in parallel, given available processors and memory, or they can be computed sequentially, reusing the memory space for the LU decompositions. Suppose we want to use SHIRA to compute the 12 eigenvalues that are closest to the imaginary axis. Then, supposing that we know nothing about where the eigenvalues lie, our safest course of action is to choose a target shift 0 that lies on the imaginary axis. Table 5 shows the op counts for computing these eigenvalues using three di erent choices of purely imaginary target. Results are given for our structured method SHIRA and a competing unstructured method, which applies IRA (in complex arithmetic) to the shifted inverted Hamiltonian operator (W ? 0 I) ?1 , see (4.7). Because of the shift, this operator has no structure. 44.9 98.2 We see that both methods bene t from a good choice of shift, but regardless of shift, SHIRA outperforms the unstructured method by a factor of two or more. SHIRA applies IRA (in real arithmetic) to the skew-Hamiltonian operator R 1 (3.2) and nds the six largest eigenvalues (three complex-conjugate pairs), which correspond to three quadruplets of eigenvalues of (6.1). We used 10 Arnoldi steps per implicit restart.
Using the shift 0 = i, for example, the competing method nds the six eigenvalues (in the upper half plane) that are closest to the shift, not realizing that they constitute three pairs ( ; ? ). We then deduce six other eigenvalues by taking complex conjugates. Again we used 10 Arnoldi steps per implicit restart. For both methods we used a de ation tolerance of 10 ?10 . In all cases the errors in the computed eigenvalues and eigenvectors were less than 10 Using SHIRA with an appropriate tolerance and any reasonable shift (e.g. 0 = 0, i, or 0.5), we can compute these eigenvalues quickly, with any desired accuracy up to machine precision. The purpose of this example is to show that an unfortunate choice of shift can cause our eigenvalue computation scheme to fail. If we take 0 =^ 0 = p ( 2 1 + 2 2 )=2, then the two eigenvalues 2 19, 21, 34] . The matrices have dimension 2223. Suppose we wish to nd the twelve eigenvalues closest to the imaginary axis. It is known a priori that the eigenvalues lie near the real axis, so it makes sense to use a real target shift. In fact, the six smallest eigenvalues in the right half-plane are The ops needed to compute these eigenvalues by SHIRA using R 1 ; R 2 and the unstructured method using various choices of real target shift are given in Table 6 . 10 ?10 . We see that SHIRA can bene t from a good choice of 0 but also does well if a good shift is not known. In particular it performs well even for the poor but safe choice 0 = 0. In each case SHIRA computes the six largest eigenvalues of R 1 ( 0 ; W) or R 2 ( 0 ; W), which turn out to be one complex pair and four real eigenvalues. These yield twelve eigenvalues of W, one complex quadruplet and four real f ; ? g pairs. In all of these runs we used nine Arnoldi steps per implicit restart.
In contrast with SHIRA, the unstuctured method is highly dependent on a good choice of shift. Given a good shift, such as 0 = 1:2, the unstructured method was nearly competitive with SHIRA. It computed the six positive eigenvalues closest to 0 , which turned out to be the eigenvalues that we wanted. We then deduced the six negative eigenvalues ? 1 ; : : : ; ? 6 from the structure. We used nine Arnoldi steps per implicit restart. The problem with the unstructured approach is that if we choose a target that is too large, we might miss the smallest eigenvalues. On the other hand, if we take a shift that is too close to the origin, then since an unstructured method does not re ect the relationship between the paired eigenvalues ; ? ; ; ? , we end up computing some of the left half-plane eigenvalues explicitly. For example, in the case 0 = 0:3, 6 is not among the six smallest eigenvalues of the shifted operator. We had to compute nine eigenvalues in order to nd 1 ; : : : ; 6 ; we also got ? 1 , ? 2 , and ? 3 . We took twelve Arnoldi steps per restart.
Using the shift 0 = 0, the safest choice, we have to compute all twelve eigenvalues explicitly. We used fteen Arnoldi steps per restart. As Table 6 shows, many more ops were needed in this case than in all other cases. Table 6 shows only the cost of the eigenvalue computation, which is SHIRA's strength. If one wants eigenvectors as well, the cost is an extra 15:7 10 7 ops for SHIRA and only 2:3 10 7 ops for the unstructured approach. If one adds these numbers to those in Table 6 , one sees that SHIRA is still faster, indeed much faster in the cases where the best shift is not known in advance.
