We study the Fourier spectrum of functions f : {0, 1} mk → {−1, 0, 1} which can be written as a product of k Boolean functions f i on disjoint m-bit inputs. We prove that for every positive integer d,
Introduction
In this paper we study tests on n bits which can be written as a product of k bounded real-valued functions defined on disjoint inputs of m bits. We first define them formally. More generally, the range of each function f i can be C ≤1 := {z ∈ C : |z| = 1}, the complex unit disk [GKM15, HLV18] , or the set of square matrices over a field [RSV13] . However, in this paper we only focus on the range [−1, 1]. As we will soon explain, our results do not hold for the broader range of C ≤1 .
Definition 1 (Product tests
The class of product tests was first introduced by Gopalan, Kane and Meka under the name of Fourier shapes [GKM15] . However, in their definition, the subsets I i are fixed. Motivated by the recent constructions of pseudorandom generators against unordered tests, which are tests that read input bits in arbitrary order [BPW11, IMZ12, RSV13, SVW14], Haramaty, Lee and Viola [HLV18] considered the generalization in which the subsets I i can be arbitrary as long as they are of bounded size and pairwise disjoint.
Product tests generalize several restricted classes of tests. For example, when the range of the functions f i is {0, 1}, product tests correspond to the AND of disjoint Boolean functions, also known as the well-studied class of combinatorial rectangles [AKS87, Nis92, NZ96, INW94, EGL + 98, ASWZ96, Lu02, Vio14, GMR + 12, GY14] . When the range of the f i is {−1, 1}, they correspond to the XOR of disjoint Boolean functions, also known as the class of combinatorial checkerboards [Wat13] . More importantly, product tests also capture readonce space computation. Specifically, Reingold, Steinke and Vadhan [RSV13] showed that the class of read-once width-w branching programs can be encoded as product tests with outputs {0, 1}
w×w , the set of w × w Boolean matrices. In the past year, the study of product tests [HLV18, LV17] has found applications in constructing state-of-the-art pseudorandom generators (PRGs) for space-bounded algorithms. Using ideas in [GMR + 12, GY14, LV17, CHRT18], Meka, Reingold and Tal [MRT18] constructed a pseudorandom generator for width-3 read-once branching programs (ROBPs) on n bits with seed lengthÕ(log n log(1/ε)), giving the first improvement of Nisan's generator [Nis92] in the 90s. Building on [RSV13, HLV18, CHRT18] , Forbes and Kelley significantly simplified the analysis of [MRT18] and constructed a generator that fools unordered polynomial-width read-once branching programs. Thus, it is motivating to further study product tests, in the hope of gaining more insights into constructing better generators for space-bounded algorithms, and resolving the long-standing open problem of RL vs. L.
In this paper we are interested in understanding the Fourier spectrum of product tests. We first define the Fourier weight of a function. For a function f : {0, 1} n → R, consider its Fourier expansion f = S⊆[n]f S χ S .
Definition 2 (dth level Fourier weight in L q -norm). [Man95, Tal17] , read-once branching programs [RSV13, SVW14, CHRT18] , and low-sensitivity functions [GSW16] . More specifically, these papers showed that they have bounded L 1 Fourier tail, that is, there exists a positive number b such that for every test f in the class and every positive integer d, we have
One technical contribution of this paper is giving tight upper and lower bounds on the L 1 Fourier tail of product tests. 
Theorem 3 applies to Boolean functions f i with outputs {0, 1} or {−1, 1}. Moreover, the parity function on mk bits can be written as a product test with outputs {−1, 1}, which hasf [ 
We note that Theorems 3 and 4 are incomparable, as one can take m = 1 and k = n, or m = n and k = 1. 
This matches the upper bound
in Theorem 3 up to the constant in the O(·). Moreover, applying Theorem 4 to the product test f in Claim 5 gives
Therefore, for all integers m and d ≤ 2 O(m) , there exists an integer k and a product test f such that the upper bound
is tight up to the constant in the O(·).
We now discuss some applications of Theorems 3 and 4 in pseudorandomness. PRGs against different classes of tests [TX13, GKM15, GY14, RSV13, SVW14, CSV15,  HLV18, HT18, ST18, LV17, CHRT18, FK18, MRT18, DHH18] . Recently, a beautiful work by Chattopadhyay, Hatami, Hosseini and Lovett [CHHL18] developed a new framework of constructing PRGs against any classes of functions that are closed under restriction and have bounded L 1 Fourier tail. Thus, applying their result to Theorems 3 and 4, we can immediately obtain a non-trivial PRG for product tests. However, using the recent result of Forbes and Kelley [FK18] and exploiting the structure of product tests, we use the AjtaiWigderson framework to construct PRGs with much better seed length than using [CHHL18] as a blackbox.
Theorem 6. There exists an explicit generator G : {0, 1} ℓ → {0, 1} n that fools the XOR of any k Boolean functions on disjoint inputs of length ≤ m with error ε and seed length O(m + log(n/ε))(log m + log log(n/ε)) 2 =Õ(m + log(n/ε)).
HereÕ(1) hides polynomial factors in log m, log log k, log log n and log log(1/ε). When mk = n or ε = n −Ω(1) , the generator in Theorem 6 has seed lengthÕ(m + log(k/ε)), which is optimal up toÕ(1) factors.
We now compare Theorem 6 with previous works. Using a completely different analysis, Lee and Viola [LV17] obtained a generator with seed lengthÕ((m + log k)) log(1/ε). When m = O(log n) and k = 1/ε = n Ω(1) , this isÕ(log 2 n), whereas the generator in Theorem 6 has seed lengthÕ(log n). When each function f i is computable by a read-once width-w branching program on m bits, Meka, Reingold and Tal [MRT18] obtained a PRG with seed length O(log(n/ε))(log m + log log(n/ε)) 2w+2 . When m = O(log(n/ε)), Theorem 6 improves on their generator on the lower order terms. As a result, we obtain a PRG for read-once F 2 -polynomials, which are a sum of monomials on disjoint variables over F 2 , with seed length O(log n/ε)(log log(n/ε))
2 . This also improves on the seed length of their PRG for read-once polynomials in the lower order terms by a factor of (log log(n/ε)) 4 . Our generator in Theorem 6 also works for the AND of the functions f i , corresponding to the class of unordered combinatorial rectangles. In fact, we have the following more general corollary.
Corollary 7.
There exists an explicit pseudorandom generator G : {0, 1} ℓ → {0, 1} n with seed lengthÕ(m+ log(n/ε)) such that the following holds. Let f 1 , . . . , f k : {0, 1}
I i → {0, 1} be k Boolean functions where the subsets I i ⊆ [n] are pairwise disjoint and have size at most m. Let g : {0, 1} k → C ≤1 be any function and write g in its Fourier expansion
Proof. Let G be the generator in Theorem 6. Note that χ S (f 1 (x I 1 ), . . . , f k (x I k )) is a product test with outputs {−1, 1}. So by Theorem 6 we have
Note that the AND function has L 1 [AND] ≤ 1, and so the generator in Corollary 7 fools unordered combinatorial rectangles. Previous generators for unordered combinatorial rectangles use almost-bounded independence or small-bias distributions, and have seed length O(log(n/ε))(1/ε) [CRS00, DETT10] .
When the functions f i in the product tests have outputs [−1, 1], we also obtain the following generator.
Theorem 8. There exists an explicit generator G : {0, 1} ℓ → {0, 1} n that fools any product test with k functions of input length m with error ε and seed length O(m + log(k/ε)) log(k/ε) (log m + log log n) =Õ(m + log(k/ε)) log(k/ε).
When m = o(log n) and k = 1/ε = 2 o( √ log n) , Theorem 8 gives a better seed length than Theorem 6. Thus the generator in Theorem 8 remains interesting for f i ∈ {−1, 1} when a product test f depends on very few variables and the error ε is not so small.
Previous best generator [LV17] has an extraÕ(log(1/ε)) in the seed length. However, the generator in [LV17] works even when the f i have range C ≤1 , which implies generators for several variants of product tests such as generalized halfspaces and combinatorial shapes. (See [GKM15] for the reductions.)
Finally, when the subsets I i of a product test are fixed and known in advanced, Gopalan, Kane and Meka [GKM15] constructed a PRG of the same seed length as Theorem 6, but again their PRG works more generally for the range of C ≤1 instead of {−1, 1}.
F 2 -polynomials. Chattopadhyay, Hatami, Lovett and Tal [CHLT19] recently constructed a pseudorandom generator for any class of functions that are closed under restriction, provided there is an upper bound on the second level Fourier weight of the functions in L 1 -norm. They conjectured that every n-variate
. In particular, a bound of n 1/2−o(1) would already imply a generator for polynomials of degree d = Ω(log n), a major breakthrough in complexity theory. Theorem 4 shows that their conjecture is true for the special case of read-once polynomials. In fact, it shows that
for every positive integer t. Previous bound for read-once polynomials gives
The coin problem. Let X n,ε = (X 1 , . . . , X n ) be the distribution over n bits, where the variables X i are independent and each X i equals 1 with probability (1−ε)/2 and 0 otherwise. The ε-coin problem asks whether a given function f can distinguish between the distributions X n,ε and X n,0 with advantage 1/3. This central problem has wide range of applications in computational complexity and has been studied extensively for different restricted classes of tests, including bounded-depth Proof. We may assume bε ≤ 1/2, otherwise the result is trivial. Observe that we have
Lee and Viola [LV18] showed that product tests with range [−1, 1] can solve the ε-coin problem with ε * = Θ(1/ √ m log k). Hence, Fact 9 implies that Theorem 4 recovers their lower bound. Moreover, their upper bound implies that the dependence on m and k in Theorem 4 is tight up to constant factors when d is constant. Claim 5 complements this by showing that the dependence on d in Theorem 4 is also tight for some choice of k.
The work [LV18] also shows that when the range of the functions f i is C ≤1 , the right answer for ε * is Θ(1/ √ mk). Therefore, one cannot obtain for a better tail bound than the trivial bound of ( √ mk) d when the range is C ≤1 .
Techniques
We now explain how to obtain Theorems 3 and 4 and our pseudorandom generators for product tests (Theorems 6 and 8).
Fourier spectrum of product tests
The high-level idea of proving Theorems 3 and 4 is inspired from [LV18] . For intuition, let us first assume that the functions f i have outputs {0, 1} and are all equal to f 1 (but defined on disjoint inputs). It will also be useful to think of the number of functions k being much larger than input length m of each function. We first explain how to bound above
Since the functions f i of a product test f are defined on disjoint inputs, each Fourier coefficient of f is a product of the coefficients of the f i , and so each weight-1 coefficent of f is a product of k − 1 weight-0 and 1 weight-1 coefficients of the f i . From this, we can see that
Because of the term
it is natural to consider taking f 1 to be a function with expectation E[f 1 ] as close to 1 as possible, i.e. the OR function. In such case, one would hope for a better bound on W 1,1 [f 1 ]. Indeed, Chang's inequality [Cha02] (see also [IMR14] for a simple proof) says that for a [0, 1]-valued function g with expectation α ≤ 1/2, we have
(The condition α ≤ 1/2 is without loss of generality as one can instead consider 1 − g.) It follows by a simple application of the Cauchy-Schwarz inequality that
below for a proof). Moreover, when the functions f i are Boolean, we have 2
, and so ln(1/α) ≤ √ m. Plugging these bounds into Equation (1), we obtain a bound of 
We 
Pseudorandom generators
We now discuss how to use Theorems 3 and 4 to construct our pseudorandom generators for product tests. Our construction follows the Ajtai-Wigderson framework [AW89] that was recently revived and refined by Gopalan, Meka, Reingold, Trevisan and Vadhan [GMR + 12]. The high-level idea of this framework involves two steps. For the first step, we show that derandomized bounded independence plus noise fools f . More precisely, we will show that if we start with a small-bias or almost-bounded independent distribution D ("bounded independence"), and select roughly half of D's positions T pseudorandomly and set them to uniform U ("plus noise"), then this distribution, denoted by D + T ∧ U, fools product tests.
Forbes and Kelley [FK18] recently improved the analysis in [HLV18] and implicitly showed that δ-almost d-wise independent plus noise fools product tests, where
. Using Theorem 4, we improved the dependence on δ to (m ln k) −Ω(d) and obtain the following theorem. n , and U be the uniform distribution over {0, 1} n . Then
where "+" and "∧" are bit-wise XOR and AND respectively.
The second step of the Ajtai-Wigderson framework builds a pseudorandom generator by applying the first step (Theorem 11) recursively. Let f : {0, 1} n → {0, 1} be a product test with k functions of input length m. As product tests are closed under restrictions (and shifts), after applying Theorem 11 to f and fixing D and T in the theorem, the function
is also a product test. Thus one can apply Theorem 11 to f D,T again and repeat the argument recursively. We will use different progress measures to bound above the number of recursion steps in our constructions. We first describe the recursion in Theorem 8 as it is simpler.
Fooling [−1, 1]-valued product tests. Here our progress measure is the maximum input length m of the functions f i . We show that after O(log(k/ε)) steps of the recursion, the functions f i of the restricted product test have their input length halved with high probability. Therefore, repeating above for O(log m) steps, the product test is restricted to a constant function. This simple recursion gives our second PRG (Theorem 8).
Fooling Boolean-valued product tests. Our construction of the first generator (Theorem 6) is more complicated and uses two progress measures. The first one is again the maximum input length m of the functions f i , and the second is the number k of the functions f i . We reduce the number of recursion steps from O(log(k/ε)) log m to O(log m). This requires a more delicate construction and analysis that are similar to the recent work of Meka, Reingold and Tal [MRT18] , which constructed a pseudorandom generator against XOR of disjoint constant-width read-once branching programs. There are two main ideas in their construction. First, they ensure k ≤ 16 m in each step of the recursion, by constructing another PRG to fool the test f for the case k ≥ 16 m . We will also use this PRG in our construction. Next, throughout the recursion they allow one "bad" function f i of the product test f to have a longer input length than m, but not longer than O(log(n/ε)). Using these two ideas, they show that whenever m ≥ log log n during the recursion, then after O(1) steps of the recursion all but the "bad" f i have their input length restricted by a half, while the "bad" f i always has length O(log(n/ε)). This allows us to repeat O(log m) steps until we are left with a product test of k ′ ≤ polylog(n) functions, where all but one of the f i have input length at most m ′ = O(log log n). Now we switch our progress measure to the number of functions. This part is different from [MRT18], in which their construction relies on the fact that the f i are computable by read-once branching programs. Here because our functions f i are arbitrary, by grouping c functions as one, we can instead think of the parameters k ′ and m ′ in the product test as k ′′ = k ′ /c and m ′′ = cm ′ , respectively. Choosing c to be O(log n/ log log n), we have m ′′ = O(log n) and so we can repeat the previous argument again. Because each time k ′ is reduced by a factor of c, after repeating this for O(1) steps, we are left with a product test defined on O(log n) bits, which can be fooled using a small-bias distribution. This gives our first generator (Theorem 6).
Organization In Section 2 we prove Theorems 3 and 4. In Section 3 we construct our pseudorandom generators for product tests, proving Theorems 6 and 8. In Section 4 we prove Lemma 10, which is used in the proof of Theorem 4.
Fourier spectrum of product tests
In this section we prove Theorems 3 and 4. We first restate the theorems. 
We defer its proof to Section 4. We remark that a similar upper bound was proved by Keller and Kindler [KK13] . However, the upper bound in [KK13] was proved in terms of
2 , where
]).
We will also use the following well-known fact that bounds above
Proof. By the Cauchy-Schwarz inequality, 
where the function g :
Proof. For notational simplicity, we will use
. So,
Hence,
Define f
Note that for every integer d ≥ 1, we have
. Plugging the bound above into Equation (2), we have
where the function g : (0, 1] k → R is defined by
We now prove Theorems 3 and 4. For every (α 1 , .
We note that the upper bound in Theorem 3 is sufficient to prove Theorem 6.
Proof of Theorem 3. We will bound above g(α 1 , . . . , α k ) in Lemma 13. Recall that
, and so ln(1/α i ) ≤ cm + 1. For every subset S ⊆ [k], the set {z ∈ [m] S : i z i = d} has size at most
By Maclaurin's inequality (cf. [Ste04, Chapter 12]), we have
Because the function x → e −2x x ℓ is maximized when x = ℓ/2, it follows that
Therefore,
Plugging this bound into Lemma 13, we have
We now prove Theorem 4. Recall that we let α :
k . We will show that the maximum of the function g defined in Lemma 13 is attained at the diagonal (α, . . . , α). We state the claim now and defer the proof to the next section.
Claim 14. Let g be the function defined in Lemma 13. For every
(α 1 , . . . , α k ) ∈ (0, 1] k , we have g(α 1 , . . . , α k ) ≤ g(α, . . . ,
α).
Proof of Theorem 4. We first apply Claim 14 and obtain
We next give an upper bound on g(α, . . . , α) that has no dependence on the numbers z i . By the weighted AM-GM inequality, for every subset S ⊆ [k] of size ℓ and numbers z i such that
For every subset S ⊆ [k], the set {z ∈ [m]
S : i z i = d} has size at most
For every ℓ ∈ [k], define g ℓ : (0, 1] → R to be
We now bound above the maximum of g ℓ over x ∈ (0, 1]. One can verify easily that the derivative of g is
Observe that when x ≤ ℓ/4k, then g
, which is at most
(In the case when ℓ/4k ≥ 1, we have g ℓ (x) ≤ g ℓ (1) ≤ e −2k (ek/ℓ) ℓ .) Therefore, plugging this back into Equation (3),
Putting this back into the bound in Lemma 13, we conclude that
proving the theorem.
Schur-concavity of g
We prove Claim 14 in this section. First recall that the function g : (0, 1] k → R is defined as
where for every positive integer z, the function φ z : (0, 1] → R is defined by
The proof of Claim 14 follows from showing that g is Schur-concave. Before defining it, we first recall the concept of majorization. Let x, y ∈ R k be two vectors. We say that y majorizes x, denoted by x ≺ y, if for every j ∈ [k] we have A function f : D → R where D ⊆ R k is Schur-concave if whenever x ≺ y we have f (x) ≥ f (y). We will show that g is Schur-concave using the Schur-Ostrowski criterion. 
for every x ∈ D, and every 1 ≤ i = j ≤ k.
Claim 14 then follows from the observation that (
Claim 16. For every x ∈ (0, 1] we have 
ln(e/x
2 ) ≤ ln(e 2 /x 2 ) = 2 ln(e/x) that φ
Lemma 17. g is Schur-concave.
Proof. Fix 1 ≤ u = v ≤ k and write g = g 1 + g 2 , where
We will show that for every α ∈ (0, 1] k , whenever α v ≤ α u we have (1)
and (2) ∂g 2 ∂αu − ∂g 2 ∂αv (α) ≤ 0, from which the lemma follows from Theorem 15.
where in the second equality we simply renamed z u to z v . We now show that 
Since ψ zu,zv (α u , α u ) = 0, we have ψ zu,zv (α u , α v ) ≤ 0 whenever α v ≤ α u , and so
because the values φ z i are non-negative.
Lower bound
In this section we prove Claim 5. We first restate our claim. 
Proof. Let k = d · 2 m and f 1 , . . . , f k : {0, 1} mk → {0, 1} be the OR function on k disjoint sets of m bits. It is easy to verify thatf i (∅) = 1 − 2 −m and |f i (S)| = 2 −m for every S = ∅. Consider the product test f :
Pseudorandom generators
In this section, we use Theorem 4 to construct two pseudorandom generators for product tests. The first one (Theorem 8) has seed lengthÕ(m + log(k/ε)) log(k/ε). The second one (Theorem 6) has a seed length ofÕ(m + log(n/ε)) but only works for product tests with outputs {−1, 1} and their variants (see Corollary 7). We note that Theorem 6 can also be obtained using Theorem 3 in place of Theorem 4. Both constructions use the Ajtai-Wigderson framework [AW89, GMR + 12], and follow from recursively applying the following theorem, which roughly says that 2 −Ω(m+log(k/ε)) -almost O(m + log(k/ε))-wise independence plus constant fraction of noise fools product tests. n , and U be the uniform distribution over {0, 1} n . Then
where "+" and "∧" are bit-wise XOR and AND respectively. n , respectively. Then
Proof. We slightly modify the decomposition in [FK18, Proposition 6.1] as follows. Let f be a product test and write f = k i=1 f i . As the distribution D + T ∧ U is symmetric, we can assume the function f i is defined on the ith m bits. For every i ∈ {1, . . . , k}, let
where
We now show that the expressions on both sides of Equation (4) are identical. Clearly, every Fourier coefficient on the right hand side is a coefficient of f . To see that every coefficient of f appears on the right hand side exactly once, let α = (α 1 , . . . , α k ) ∈ {0, 1} mk and
Then the dth 1 in α must appear in one of α 1 , . . . , α k . Say it appears in α i . Then we claim that α appears in H i f >i . This is because the coefficient indexed by (α 1 , . . . , α i ) appears in H i , and the coefficient indexed by (α i+1 , . . . , α k ) appears in f >i . Note that all the coefficients in each function H i have weights between d and d + m, and because our distributions D and T are both almost (d + m)-wise independent, we get an error of 2 −d + γ in Lemma 7.1 in [FK18] . The rest of the analysis follows from [FK18] or [HLV18] .
Generator for product tests
We now prove Theorem 8.
Theorem 8. There exists an explicit generator G : {0, 1}
ℓ → {0, 1} n that fools any product test with k functions of input length m with error ε and seed length O(m + log(k/ε)) log(k/ε) (log m + log log n) =Õ(m + log(k/ε)) log(k/ε).
The high-level idea is very simple. Let f be a product test. For every choice of D and T in Theorem 11, the function f
is also a product test. So we can apply Theorem 11 again and recurse. In Lemma 19 below we show that if we repeat this argument for t = O(log(k/ε)) times with t independent copies of D and T , then for every fixing of D 1 , . . . , D t and with high probability over the choice of T 1 , . . . , T t , the restricted product test defined on {0, 1} t i=1 T i is a product test with k functions of input length m/2. Now we simply repeat above for O(log m) =Õ(1) steps so that f becomes a constant function and we are done.
Lemma 19. If there is an explicit generator
n that fools product tests with k functions of input length m/2 with error ε ′ and seed length ℓ ′ , then there is an explicit generator G : {0, 1} ℓ → {0, 1} n that fools product tests with k functions of input length m with error ε ′ + ε and seed length
Proof. Let C be a sufficiently large constant.
n to output n bits of which the positions in S are the first |S| bits of x0 |S| and the rest are 0. Our generator G outputs
We first look at the seed length of G. By [NN93, Lemma 4.2], sampling the distributions D i and T i takes a seed of length
Hence the total seed length of G is ℓ ′ + s = ℓ ′ +Õ(m + log(k/ε)) log(k/ε).
We now look at the error of G. By our choice of δ and applying Theorem 11 recursively for t times, we have
Next, we show that for every fixing of D and most choices of T , the function f D,T (y) := f (D + T ∧ y) is a product test with k functions of input length m/2, which can be fooled by G ′ .
Because the variables T i are independent and each of them is δ-almost d-wise independent, for every subset I ⊆ [n] of size at most m ≤ d, we have
It follows by a union bound over the k subsets I 1 , . . . , I k that for every fixing of D, with probability at least 1 − ε/2 over the choice of T , the function f D,T is a product test with k functions of input length m/2, which can be fooled by G ′ with error ε ′ . Hence G fools f with error ε ′ + ε.
Proof of Theorem 8. We apply Lemma 19 recursively for r := O(log m) =Õ(1) times. Note that a product test of input length 0 is a constant function, which can always be fooled with zero error. Hence we have a generator that fools product tests with k functions of input length m, with error r · ε and seed length r·O (m+log(k/ε))(log m+log log(k/ε))+log log n log(k/ε) =Õ(log(k/ε)+m) log(k/ε).
Replacing ε with ε/r proves the theorem.
Almost-optimal generator for XOR of Boolean functions
In this section, we construct our generator for product tests with outputs {−1, 1}, which correspond to the XOR of Boolean functions f i defined on disjoint inputs. Throughout this section we will call these tests {−1, 1}-products. We first restate our theorem.
Theorem 6 relies on applying the following lemma recursively in different ways. From now on, we will relax our tests to allow one of the k functions to have input length greater than m, but bounded by O(m + log(n/ε)).
Lemma 20. There exists a constant C such that the following holds. Let m and s be two integers such that m ≥ C log log(n/ε) and s = 5(m + log(n/ε)). If there is an explicit generator
n that fools {−1, 1}-products with k ′ ≤ 16 m+1 functions, k ′ − 1 of which have input lengths ≤ m/2 and one has length ≤ s, with error ε ′ and seed length ℓ ′ , then there is an explicit generator G : {0, 1} ℓ → {0, 1} n that fools {−1, 1}-products with k ≤ 16 2m+1 functions, k − 1 of which have input lengths ≤ m and one has length ≤ s, with error ε ′ + ε and seed length ℓ = ℓ ′ + O(m + log(n/ε))(log m + log log(n/ε)) = ℓ ′ +Õ(m + log(n/ε)).
The proof of Lemma 20 closely follows a construction by Meka, Reingold and Tal [MRT18] . First of all, we will use the following generator in [MRT18] . It fools any {−1, 1}-products when the number of functions k is significantly greater than the input length m of the functions f i .
Lemma 21 (Lemma 6.2 in [MRT18]
). There exists a constant C such that the following holds. Let n, k, m, s be integers such that C log log(n/ε) ≤ m ≤ log n and 16
2m . There exists an explicit pseudorandom generator G ⊕Many : {0, 1} ℓ → {0, 1} n that fools {−1, 1}-products with k non-constant functions, k − 1 of which have input lengths ≤ m and one has length ≤ s, with error ε and seed length O(s + log(n/ε)).
Here is the high-level idea of proving Lemma 20. We consider two cases depending on whether k is large with respect to m. If k ≥ 16 m , then by Lemma 21, the generator G ⊕Many fools f . Otherwise, we show that for every fixing of D and most choices of T , the restriction of f under (D, T ) is a {−1, 1}-product with k functions, k − 1 of which have input length ≤ m/2 and one has length ≤ s. More specifically, we will show that for most choices of T , the following would happen: for the function with input length ≤ s, at most s/2 of its inputs remain in T ; for the rest of the functions with input length ≤ m, after being restricted by (D, T ), at most ⌈s/2m⌉ of them have input length > m/2, and so they are defined on a total of s/2 positions in T . Now we can think of these "bad" functions as one function with input length ≤ s, and the rest of the at most k "good" functions have input length m/2. So we can apply the generator G ′ in our assumption.
Proof of Lemma 20. Let C be the constant in Lemma 21 and C ′ be a sufficiently large constant.
Let
. . , T 50 be 100 independent δ-almost dwise independent distributions over {0, 1}
n . Define |S| → {0, 1} n to output n bits of which the positions in S are the first |S| bits of x0 |S| and the rest are 0. Our generator G outputs
We first look at the seed length of G. By Lemma 21, G ⊕Many uses a seed of length O(s + log(n/ε)) = O(m + log(n/ε)). By [NN93, Lemma 4.2], sampling the distributions D i and T i takes a seed of length O(s log s) = O m + log(n/ε) (log m + log log(n/ε)) =Õ(m + log(n/ε)).
Hence the total seed length of G is ℓ ′ + O(m + log(n/ε))(log m + log log(n/ε)) = ℓ ′ +Õ(m + log(n/ε)).
We now show that G fools f . Write f = k i=1 f i , where f i : {0, 1}
I i → {−1, 1}. Without loss of generality we can assume each function f i is non-constant. We consider two cases.
k is large: If k ≥ 16 m , then for every fixing of D, T and G ′ , the function f
is also a {−1, 1}-product with the same parameters as f . Note that we always have k ≤ n and so m ≤ log n. Hence it follows from Lemma 21 that the generator G ⊕Many fools f ′ with error ε. Averaging over D, T and G ′ shows that G fools f with error ε. k is small: Now suppose k ≤ 16 m . For every fixing of G ⊕Many , consider f ′ (y) := f (y + G ⊕Many ). Again, f ′ is a {−1, 1}-product with the same parameters as f . In particular, it is a {−1, 1}-product with k functions with input length s. So, by our choice of δ and applying Theorem 11 recursively for 50 times, we have
Next, we show that for every fixing of D and most choices of T , the function f
is a {−1, 1}-product with k functions, k − 1 of which have input lengths ≤ m/2 and one has length ≤ s, which can be fooled by G ′ . Because the variables T i are independent and each of them is δ-almost d-wise independent, for every subset I ⊆ [n] of size at most d, we have
Without loss of generality, we assume I 1 , . . . , I k−1 are the subsets of size at most m and I k is the subset of size at most s. We now look at which subsets T ∩ I i have length at most m/2 and which subsets do not. For the latter, we collect the indices in these subsets.
and BV := {j ∈ [n] : j ∈ i∈B (T ∩ I i )}. We claim that with probability 1 − ε/2 over the choice of T , we have |BV | ≤ s. Note that the indices in BV either come from I k , or I i for i ∈ [k −1]. For the first case, the probability that at least s/2 of the indices in I k appear in BV is at most
For the second case, note that if at least s/2 of the variables in i∈[k−1] I i appear in BV , then they must appear in at least ⌈s/2m⌉ of the subsets T ∩ I 1 , . . . , T ∩ I k−1 . The probability of the former is at most the probability of the latter, which is at most
because k ≤ 16 m and m ≤ s. Hence with probability 1 − ε/2 over the choice of T , the function f ′ D,T is a product g · h, where g is a product of |G| ≤ k − 1 functions of input length m/2, and h is a product of |B| + 1 functions defined on a total of |BV | ≤ s bits. Recall that k ≤ 16 m , so by our assumption G ′ fools f ′ D,T with error ε ′ . Therefore G fools f with error ε + ε ′ .
We obtain Theorem 6 by applying Lemma 20 repeatedly in different ways.
Proof of Theorem 6. Given a {−1, 1}-product f : {0, 1} n → {−1, 1} with k functions of input length m, we will apply Lemma 20 in stages. In each stage, we start with a {−1, 1}-product f with k 1 functions, k 1 − 1 of which have input lengths ≤ m 1 = max{m, 2 log(n/ε)} and one has length ≤ s := 5(m + log(n/ε)). Note that k 1 ≤ 16 2m 1 +1 . Let C be the constant in Lemma 20. We apply Lemma 20 for t = O(log m 1 ) times until f is restricted to a {−1, 1}-product f ′ with k 2 functions, k 2 − 1 of which have input lengths ≤ m 2 and one has length ≤ s, where m 2 = C log log(n/ε), k 2 ≤ 16 2m 2 +1 ≤ (log(n/ε)) r , and r := 8C + 4 is a constant. This uses a seed of length t · O(m + log(n/ε))(log m + log log(n/ε)) ≤ O(m + log(n/ε))(log m + log log(n/ε)) 2 =Õ(m + log(n/ε)).
At the end of each stage, we repeat the above argument by grouping every ⌈log(n/ε)/m 2 ⌉ functions of f ′ that have input lengths ≤ m 2 as one function of input length ≤ 2 log(n/ε), so we can think of f ′ as a {−1, 1}-product with k 3 := k 2 /⌈m 2 /(log n)⌉ ≤ (log(n/ε)) r−1 log log n functions, k 3 − 1 of which have input lengths ≤ log(n/ε) and one has length ≤ s.
Repeating above for r + 1 = O(1) stages, we are left with a {−1, 1}-product of two functions, one has input length ≤ C log log(n/ε), and one has length ≤ s, which can then be fooled by a 2 −Ω(s) -biased distribution that can be sampled using O(m+log(n/ε)) bits [NN93] . So the total seed length is O(m + log(n/ε))(log m + log log(n/ε)) 2 =Õ(m + log(n/ε)), and the error is (r + 1) · t · ε. Replacing ε with ε/(r + 1)t proves the theorem.
Level-k inequalities
In this section, we prove Lemma 10 that gives an upper bound on the dth level Fourier weight of a [0, 1]-valued function in L 2 -norm. We first restate the lemma. To prove this claim, we will use the following concentration inequality for functions with Fourier degree k from [DFKO07] . We also need to bound above the integral of e Proof. First we apply the following change of variable to the integral. We set s = By our choice of t 0 , the second term is at most 2et 
