A novel rate-optimal rate allocation algorithm is proposed for parallel transmission of scalable images in multichannel systems. Scalable images are transmitted via fixed-length packets. The proposed algorithm selects a subchannel as well as a channel code rate for each packet, based on the signal-to-noise ratios (SNR) of the subchannels. The resulting scheme provides unequal error protection of source bits. Applications to JPEG2000 transmission show that significant UEP gains are achieved over equal error protection (EEP) schemes.
INTRODUCTION
Parallel channels are often used in multimedia transmission for more reliable communication or more efficient bandwidth usage. They have attracted significant research interest, and yielded many modern communications techniques, such as multicarrier modulation (MCM) or discrete multitone (DMT).
1, 2 Those techniques are well known for their advantages of bandwidth efficiency, excellent ISI performance, and immunity to multi-path fading or time dispersion.
It is well known that joint source-channel coding can improve system performance. Pradhan and Ramchandran 3 propose a multi-resolution modulation to achieve UEP for different resolution layers, but within each layer, equal error protection (EEP) is assigned across subchannels. Turbo-coded OFDM-based interactive video telephony is proposed by Cherriman et. al. 4 A modulation mode is chosen to maximize throughput while keeping estimated BER lower than a target BER. In addition to the frequency diversity provided by MCM modulation, other diversities, such as space and time diversity, are also studied and utilized in communication systems. An OFDM system with spatial diversity is proposed for image transmission by Song and Liu.
5 Their scheme uses space-time block codes (STBC) and Reed Solomon codes. Parallel subchannels are assumed to have the same SNR. Source and channel rates are jointly optimized to maximize the expected number of source bits correctly received. Sun et. al. 6, 7 propose the transmission of scalable images over space-time coded OFDM systems. Fast joint source-channel rate allocation is performed for a given average SNR (BER). Chan et. al. 8 propose to combine multiple description coding and frequency diversity. Parity levels in the FEC-based multiple description coding are optimized for a given SNR.
The above algorithms can be categorized as serial transmission. Such algorithms aim to optimize system performance for a given average SNR (over subchannels). In other words, they try to remove the difference between subchannels to yield the same BER. On the other hand, parallel transmission of a layered source over spectrally shaped channels using MCM is proposed by Zheng and Liu.
9 Given the constraint on frame power and frame throughput, bit rates and powers are allocated such that channel distortion is minimized. Channel distortion is modelled based on vector quantization for image and video transmission. Only a single bit error within one codeword is assumed in the model. The source layers are predetermined before allocation. Subchannels are ordered by SNR and the earlier (more important) layers select subchannels of higher SNR. The number of subchannels used by each layer is governed by the length of that layer. Resource allocation in multichannel systems are also proposed by Zhao et. al. 10, 11 In their schemes, subchannels are assigned to layered images/videos first, then rates and power levels are allocated jointly between channels.
In this paper, we consider a joint optimal rate allocation for parallel transmission in multiple channels. The proposed system offers UEP for robust image transmission. Source and channel rates are tailored to the SNR differences of subchannels. Scalable sources are transmitted via fixed-length packets. For each packet, the proposed algorithm selects a subchannel among all available subchannels, and chooses a channel code rate, such that the expected length of the correctly received source data is maximized. We verify the proposed algorithm in different channel models. Two models are chosen for this purpose. The first one is a model of independent parallel Gaussian channels. This model is chosen because it can represent a non-white Gaussian noise channel or other spectrally shaped channels arising in various applications, such as DMT or MCM modulation, multiple input multiple output (MIMO) systems, and orthogonal frequency division multiplexing (OFDM), etc.
The second model is chosen to demonstrate the suitability of the proposed scheme in a specific channel. To this end, a plastic optical fiber (POF) model is selected. Optical fiber systems have many advantages, such as large bandwidth, low attenuation, secure communications, etc. These advantages make the optical fiber a suitable media for multimedia transmission. POF is a newly developed type of optical fiber. One major advantage of POF over glass fiber is that it is inexpensive and extremely simple to install. POF can be used for Gigabit Ethernet, local area networks (LAN), and high definition television (HDTV) delivery.
12-14 Randel et. al. 15 provide results with 1 Gbit/s transmission in a step-index POF link. In this second example, we apply our algorithm in the POF channel with OFDM modulation.
The paper is organized as follows. The optimization problem is formulated and solved in Section 2. In Section 3, the proposed algorithm is applied to image transmission. The two channel models mentioned above are tested. Section 4 concludes the paper.
OPTIMIZATION PROBLEM
Suppose that scalable sources are transmitted via fixed-length packets. There are a total of N packets transmitted over M subchannels. Subchannel m transmits N m channel packets, with
we treat the more general case here. Define the set of available channel code rates as R = {r 1 , r 2 , ..., r L } and the set of subchannels as S = {s 1 , s 2 , ..., s M }. A code rate from R and a subchannel from S are chosen for each packet. Ideally, a code rate from R and a subchannel from S are chosen for each packet to minimize the end-toend expected distortion. This distortion-based optimization problem is hard to solve in the single channel case, and is even harder for the multi-channel case, since the search space is expanded from N L to N L×M . The number M is usually large, e.g., 128 for a practical OFDM system. In such cases, the expansion of the search space from single channel to multi-channel is prohibitively complex. It has been shown by Hamzaoui et al. 16 for the single channel case, that the rate-optimal solution provides a good approximation to the distortion-optimal solution for efficient embedded coders. Chande and Farvardin 17 proposed a rate-optimal solution for fixed-length information block (variable length packets), and Stankovic et al. 18 extended it to fixed-length packets and proposed a fast algorithm. In this paper, we study the multi-channel optimization problem, and derive a linear time rate-optimal solution.
The problem can be formulated as follows. Let E N (R) denote the expected value of the correctly received source length associated with rate assignment scheme R. L i (R) represents the received source length associated with the event that the first error happens in the (i + 1) th packet under rate assignment scheme R, and P i (R) represents the probability of this event. A rate-optimal error protection scheme (EPS) maximizes the expected length of correctly received data,
where
and l(r kj ) is the number of source bytes in one packet, which is determined by the channel code rate assigned to the packet. The above expressions assume progressive decoding, and that if one or more errors are detected in one channel packet, this packet and all the following packets are discarded.
We give two lemmas and two corollaries before we derive the optimal solution.
Proof is given in the Appendix.
is rate optimal, and if
for all r k ∈ R, and s k ∈ S, then the N -packet EPS (r *
is rate optimal. Proof is given in the Appendix.
The next two corollaries follow from these lemmas. If the N -packet EPS (r *
This result shows that an N -packet EPS can be obtained by first calculating a 1-packet EPS (which is trivial), and recursively adding one packet (N -1) times.
Corollary 2: Denote subchannel s n having a smaller bit error rate than s
From the above two corollaries, the rate-based optimization algorithm can be formulated as follows: Algorithm:
and
; go to step 3.
In the above algorithm, the assignment starts from the worst subchannel in step 2 (from Corollary 2). The N -packet EPS is derived from a 1-packet EPS, and obtained recursively (from Corollary 1). Whenever each of the packets in the current subchannel has been assigned a channel code rate, the packets in the next worst subchannel will be assigned. The procedure continues until all N packets in all M subchannels are assigned code rates.
APPLICATIONS TO IMAGE TRANSMISSION
In this section, we apply the proposed algorithm to scalable image transmission. Two channel models are used as examples. The first assumes independent parallel Gaussian channels. The second derives from a plastic optical fiber (POF). The first channel model is chosen as a general example, which can represent various environments such as non-white Gaussian noise channels or spectrally shaped channels. The second channel model is chosen because of its increasing popularity in optical communication systems. Before discussing the two cases individually in subsections 3.2 and 3.3, we describe the image coding and channel coding techniques used in the experiments.
Source and channel coding
JPEG2000 coded images are used as source images. JPEG2000 19 is the state-of-art image compression standard, which can generate highly scalable codestreams. JEPG2000 divides the subbands from a discrete wavelet transform into rectangular regions called codeblocks. Each bitplane of each codeblock is coded into a number of (compressd) coding passes. Generally, an image is encoded into multiple layers. Each layer contains differing numbers of coding passes from each codeblock. During the encoding procedure, a distortion-rate slope is computed for each coding pass. The distortion-rate slope values characterize the contribution of the coding pass to the quality of the image. Coding passes with larger slope values are more important than those with smaller slope values. A slope threshold is generated to guide the assembly of one layer. All coding passes having slope values larger than the threshold are included in that layer. Hence, these thresholds identify the importance of layers. Consecutive layers have slope thresholds (importance) in descending order. The coding passes in each layer are collected into a number of JPEG2000 packets. These packets are not to be confused with the channel packets described in previous sections.
At the beginning of a codestream, there is a main header, which contains crucial information for the decoder to decode the codestream correctly. Similarly, each JPEG2000 packet has a packet header. If these packet headers are corrupted, the source decoder will not be able to decode the corresponding packets. Thus the optional JPEG2000 packed packet header marker segments (PPM) are used in our experiments to move all JEPG2000 packet headers to the main header. The main header (including the relocated packet headers) is then assigned the lowest code rate (highest protection).
In what follows, we consider the case where multiple images are transmitted through a common channel. These images may be entirely unrelated. However, in Part III of the JPEG2000 standard (referred to as Motion JPEG2000), each frame of a video sequence is compressed independently. Thus, the multiple images transmitted through the channel (using our proposed system) could be frames of a video.
We examine two methods to transmit multiple images. We first consider transmitting each image with an equal number of channel packets. For example, if 256 packets are used to transmit 4 images, each image occupies 64 packets. In this case the total available resources are divided equally. We next consider multiplexing the images together and adjusting the available resources between the images according to their characteristics. The multiplexing is done by combining all the layers from all the images. All the main headers are also combined and placed at the beginning of the resulting codestream. Since each layer is associated with a threshold slope value, all the layers (from all images) can be ordered by their threshold slope values. The combined codestream can be viewed as a large "pseudo" image. Packetization and rate allocation can then be performed on the "pseudo" image using the algorithm described in Section 2 above. At the channel output, the "pseudo" image is split into individual images, each of which is decoded separately by a JPEG2000 decoder. If one or more errors are detected in one channel packet, this packet and all the following packets are discarded. This procedure is based on the assumption that later layers cannot be decoded without the reception of earlier layers. This assumption is not strictly satisfied since an error in an image will not affect the decoding of another image. Nevertheless, we make the assumption here for the sake of simplicity. 
Independent Parallel Gaussian Channels
As a first example, independent parallel Gaussian channels are assumed. BPSK modulation is used. Four greylevel 512×512 images are used as source images: Lena, Goldhill, Whitehouse, and Lighthouse. We choose 32 AWGN channels with equally spaced SNRs between 1.0 dB and 3.0 dB. Multiple source images are multiplexed together using the method described in 3.1. Then the rate allocation algorithm described in Section 2 is used to assign a channel and code rate to each packet. For comparison purposes, an EEP scheme is tested. In the EEP scheme, the images are not multiplexed. Rather, each source image is assigned the same number of channel packets. For example, suppose that a total of 256 packets are to be transmitted through 32 subchannels, with each subchannel transmitting 8 packets. Assume there are four source images. Each image is then allocated two packets from each subchannel. All the packets are protected by the same code, with a code rate equal to the average code rate used in the UEP scheme described before. In both the schemes, headers are protected by a code of rate 1/3.
Simulation results are listed in Table 1 . A total number of N = 256 packets are used for an average rate of 1.0 bpp/source, including all header and parity info. The resulting MSE values (from 1000 simulations) are reported for each image. The average MSE over all images is reported at the bottom of the table. The average PSNR is obtained by converting the average MSE. By means of the rate allocation method proposed in this paper, resources are distributed to minimize the average MSE over all source images at the output of the noisy channels. By comparing the results from UEP and EEP, it can be concluded that proposed rate allocation significantly improves the average system performance. Intuitively, resources are taken from the "easy" images, to improve the quality of the "difficult" images in a way so that average quality is maximized. An added benefit is that the quality variance is reduced significantly from image to image.
Plastic Optical Fiber Channel
In addition to the general model of independent parallel Gaussian channels discussed in the previous section, a graded-index plastic optical fiber (GI-POF) channel model with OFDM modulation is considered as the second example.
The impulse response of GI-POF can be modelled as
Its transfer function (Fourier transform) is
where α = √ 2 ln 2T b /2πf n , T b is the pulse coded modulation (PCM) bit time, and f n is the channel bandwidth normalized to the PCM data rate.
OFDM modulation
22 is considered. For completeness, a brief introduction on OFDM is presented below. The information sequence is subdivided into K groups (subchannels). For coded OFDM systems, information bits are first passed through a channel encoder for each subchannel. The OFDM modulator consists of K independent subchannels. K signal points, X k , are chosen from certain constellations according to any phase shift keying (PSK) or quadrature amplitude modulation (QAM) signaling set (symbol mapping). BPSK modulation is tested in our experiments. Those symbols can be viewed as values of the discrete Fourier transform (DFT) of an OFDM signal x(t). A cyclic prefix is appended to avoid intersymbol interference (ISI). The signal is transmitted through some channel after D/A conversion. The received signal may be expressed as r(t) = x(t) h(t) + n(t), where represents convolution, and n(t) is additive noise corrupting the signal. At the receiver end, inverse procedures are taken to recover the original information symbols, X k . For a coded system, the output bits are decoded by a channel decoder.
In our experiments, we employ the GI-POF channel. The non-flat shape of the transfer function of the POF channel causes the subchannels to have different channel gains. In particular, the signal x(t) is convolved with the impulse response of the channel (see Equation 5 ). Equivalently, the subchannel symbols X k are multiplied by the transfer function of the channel (see Equation 6 ). We assume the additive noise in the system is AWGN, and SNR is denoted by γ 0 . From Equation 6, the gain ρ k of each subchannel can be estimated. More importantly, the equivalent SNR of each subchannel can be estimated as γ k = ρ 2 k γ 0 . The same image sources are used as in the previous example. In the experiments, the OFDM system has 128 subchannels. A channel SNR of γ 0 = 3dB and f n = 1.3 are selected. The bit rate of the system is 2.5Gb/s, and a total of 256 packets are transmitted. The results are listed in Table 3 .3. It can be seen from the table that UEP provides about 2.2 dB gain.
CONCLUSION
In this paper, a multi-channel rate allocation algorithm is proposed. A fast algorithm assigns unequal error protection to each segment of a source to maximize the expected value of the correctly received source length. Differences between subchannels are utilized. The algorithm can be applied to many systems that suffer from nonideal channels. Applications to JPEG2000 transmission shows the superiority of the proposed algorithm by exploiting the differences between subchannels instead of using the average subchannel SNR. Significant UEP gains are achieved over EEP schemes. (r kN , s kN ) ]. (r kN , s kN ) ].
APPENDIX

Proof of Lemma 1
E N [(r k1 , s k1 ), · · · , (r kN , s kN )] = l(r k1 ) N i=1 P i (R) + N i=2 P i (R) i j=2 l(r kj ) = l(r k1 )(1 − p(r k1 , s k1 )) + N i=2 P i (R) i j=2 l(r kj ) = l(r k1 )(1 − p(r k1 , s k1 )) + (1 − p(r k1 , s k1 )) × E N −1 [(r k2 , s k2 ), · · · , (r kN , s kN )].
Proof of Lemma 2
E N [(r 1 , s * 1 )) × E N −1 [(r k2 , s k2 ), · · · ,
This in turn yields
Similarly, we can get
Proof of Corollary 2
From Corollary 1, we have 
