ABSTRACT. We consider the 2D Muskat equation for the interface between two constant density fluids in an incompressible porous medium, with velocity given by Darcy's law. We establish that as long as the slope of the interface between the two fluids remains bounded and uniformly continuous, the solution remains regular. The proofs exploit the nonlocal nonlinear parabolic nature of the equations through a series of nonlinear lower bounds for nonlocal operators. These are used to deduce that as long as the slope of the interface remains uniformly bounded, the curvature remains bounded. The nonlinear bounds then allow us to obtain local existence for arbitrarily large initial data in the class W 2,p , 1 < p ≤ ∞. We provide furthermore a global regularity result for small initial data: if the initial slope of the interface is sufficiently small, there exists a unique solution for all time.
Introduction
In this paper we study solutions of the one dimensional nonlinear nonlocal equation ∂ t f (x, t) = particular rate, and it can be even weaker than a Dini modulus (and thus the Calderón commutator in v and the nonlinear terms would not necessarily yield bounded functions). Regarding our small data result, we draw the attention to the fact that the smallness is assumed only on the initial slope, not on the W 2,p norm.
The main tools used in our analysis are various nonlinear maximum principles for the evolution of f ′′ , in the spirit of the ones previously developed in [CV12, CTV15] for the critical SQG equation. The robustness of the pointwise and integral lower bounds available for the nonlocal operator L f defined in (2.8) below allows us to treat all values of p ∈ (1, ∞] and enables us to analyze the long time behavior of the curvature, cf. (1.5). The endpoint case W 2,1 , which scales as W 1,∞ , remains however open.
Next we state our results more precisely. First we establish a low regularity local-existence result for (1.1) with initial datum that has integrable, respectively bounded, second derivatives. THEOREM 1.1 (Local-existence in W 2,p ). Assume the initial datum has finite energy and finite slope, that is f 0 ∈ L 2 ∩ W 1,∞ . Let p ∈ (1, ∞], and additionally assume that f 0 ∈ W 2,p . Then there exists a time T = T ( f 0 W 2,p ∩W 1,∞ ) > 0 and a unique solution f ∈ L ∞ (0, T ; W 2,p ) ∩ C(0, T ; L 2 ∩ W 1,∞ ) of the initial value problem (1.1) with initial datum f (x, 0) = f 0 (x).
The main result of this paper is: We note that in Theorem 1.2 we do not require the modulus of continuity ρ to vanish at 0 at any specific rate. For example, it can be guaranteed by a condition f ′ ∈ L ∞ (0, T ; C β ) for β > 0. The remarkable feature of conclusion (i), however, is that the control on f ′′ is furnished by the initial data only. If however the initial slope f ′ is small enough, then we can show that the condition f ′′ ∈ L p can be propagated without any further assumptions on the continuity of the slope. And that way we can obtain a global existence in the corresponding class. THEOREM 1.3 (Small slope implies global existence). Consider initial datum f 0 ∈ L 2 , with maximal slope that obeys 
for all t ≥ 0, (ii) for p ∈ [2, ∞) the solution obeys the L p energy inequality
for all t ≥ 0, (iii) for p ∈ (1, 2) the solution obeys
for all t > 0, for some sufficiently large constant C > 0 that may depend on p.
We note that the assumption (1.4) together with the maximum principle for f ′ established in [CG09, Section 5] show that (1.4) holds at all times t > 0. Now we see that bounds established in (i), (ii), (iii) also prove maximum principles at the level of the curvature. We complement existence result with the following uniqueness statement which in part shows that solutions of Theorems 1.1, 1.2, 1.3 are unique. THEOREM 1.4 (Uniqueness). Let f 0 ∈ L ∞ , and assume that f is a solution to (1.1) on time interval [0, T ] with the following properties:
holds for some modulus of continuity ρ. Then f is the unique solution with f 0 (x) = f (x, 0) satisfying all the listed properties.
We note that the only essential assumption in the list of Theorem 1.4 is the same uniform continuity from Theorem 1.2. The remaining assumptions are present to justify the application of the Rademacher Theorem, see the Appendix, and we believe these additional assumptions may be avoided. For instance, a sufficient condition which ensures that
x for some p > 1, or that the modulus ρ obeys the Dini condition.
We also note that in the course of proving Theorems 1.1 and 1.3 we follow the standard strategy: we obtain all necessary a priori estimates and construct solutions by passing to the limit in the regularized system as elaborated for instance in [CCG + 13a]. To avoid redundancy, the proofs in this paper only consist of these a priori estimates.
Preliminaries
For the remainder of the manuscript we shall use the following notation for finite-difference quotients:
α for x ∈ R and α ∈ R \ {0}. After integration by parts (1.1) becomes
or equivalently,
where we have defined the velocity field
In particular, from (2.2) it is immediate that the maximum principle for the global bound on f holds (see [CG09] ). Moreover it is known that the maximum principle also holds for the energy (see
holds for p = 2 and p = ∞.
Equation for the first derivative. The equation obeyed by
(2.5)
Equation for the second derivative.
The equation obeyed by the second derivative is
(2.6)
We now pointwise multiply (2.6) by f ′′ (x, t) and obtain
where we have denoted
for any smooth function g, and T 1 , . . . , T 4 are as given by (2.6). It will be useful to also consider (2.7) where the transport term is written in divergence form, namely,
(2.11)
Note that when f ≡ c, where c is a constant, the above operators become
We further note that
(2.14)
for all x ∈ R.
2.3. Evolution of the pth power of the second derivative, for p ≥ 2. When p ∈ [2, ∞), we consider the function ϕ p (r) = |r| p/2 , and we multiply (2.7) by ϕ ′ p (|f ′′ (x, t)| 2 ). The convexity of ϕ p (which holds if p ≥ 2) ensures that ϕ
and we thus obtain
Moreover, we may again write this in divergence form as
where T 5 is as defined in (2.11).
2.4. Evolution of the pth power of the second derivative, for p ∈ (1, 2). When p ∈ (1, 2), the above trick does not work, since the function ϕ p is in this case concave. Instead, we consider the function ψ p (r) = |r| p which is convex, and obeys for all r, s ∈ R. Thus, for p ∈ (1, 2) we are lead to consider the nonlocal operators
Note that for p = 2, we have D 2 = D, and that for g ∈ L ∞ ∩ C 1 the above integrals are well-defined (even without a principal value), since p > 1. Using (2.17) we may show that upon multiplying (2.6) by 18) or in divergence form,
in analogy with (2.15) and (2.16).
Bounds for Taylor expansions.
The finite difference quotient may be bounded directly as
for any α, x. We note that we may expand
The bound
is immediate due to f ′ L ∞ ≤ B, but if additionally f ′ has a modulus of continuity ρ, then we have the improved bound
Without loss of generality we assume ρ is not linear near the origin, since then the conclusion and the assumption of the theorem are identical. It will be convenient to denote
and
as the first order and the second order expansions of f ′′ (x − α) around f ′′ (x). For these terms we have pointwise in x estimates and α in terms of the dissipation present on the right side of (2.7). First, we have that
for any α > 0, for some universal constant C > 0. The bound for all α = 0 trivially holds upon replacing α 1/2 with |α| 1/2 . Similarly, it follows that
for any α > 0, for some universal constant C > 0. The bound for all α = 0 trivially holds upon replacing α 3/2 with |α| 3/2 . Lastly, we note that for p ∈ (1, 2) in a similar way to (2.24) and (2.25) we may bound
with a constant C = C(p) > 0.
Nonlinear lower bounds
In this section we use (1.2) in order to obtain lower bounds for D f [f ′′ ](x) at any x ∈ R. These lower bounds follow in a similar way to the bounds previously established in [CV12, CTV15] 
holds pointwise for x ∈ R. Moreover, for p ∈ (1, 2), we have that
holds for all x ∈ R.
The above lower bound however will only suffice to prove a small B result. For large values of B we must obtain a better lower bound. If we additionally use a modulus of continuity obeyed by f ′ , we obtain: 
holds pointwise for x ∈ R, and we have that
at a rate that depends on how fast lim r→0 + ρ(r) = 0.
Next we provide two lower bounds whose proofs follow by similar arguments to those in Lemma 3.1 (see also [CV12, CTV15] ).
LEMMA 3.3. Assume that f is Lipschitz continuous with Lipschitz bound B, and let p ∈ (1, ∞). Then the following lower bound
holds for all x ∈ R. Moreover, for p ∈ (1, 2) we have that
holds.
LEMMA 3.4. Assume that f is a regular function with Lipschitz bound B. Then the following lower bound holds for any
PROOF OF LEMMA 3.1. For this purpose, let r > 0 to be chosen later, and let χ be an even cutoff function, with χ = 1 on [1, ∞), χ = 0 on [0, 1/2], and χ ′ = 2 on (1/2, 1). We then have
Integration by parts yields
Letting r = 24B |f ′′ (x)| in the above estimate, we arrive at the bound (3.1).
Let p ∈ (1, 2). In order to prove (3.2) we appeal to the inequality |r − s| p ≥ |r| p 1 − p s r which holds for any r, s ∈ R and all p > 1. It follows that
Upon choosing r = 48B |f ′′ (x)| the proof of the Lemma is completed. PROOF OF LEMMA 3.2. Similarly to the above proof, we bound D f from below as
In this case we choose r = r(|f ′′ (x)|) as the smallest r > 0 which solves
The existence of such an r is guaranteed by the intermediate value theorem, and by computing the limits at r → 0+ and r → ∞ of the right side of (3.10). Indeed, these limits are
since ρ is not Lipschitz, and
ρ(α) α 3 dα = 0. Note that with this choice we have lim y→∞ r(y) = 0.
(3.11)
With the choice (3.10), the lower bound obtained on
where the function L B (y) is defined on (0, ∞) implicitly by
, with r(y)
A short computation shows that since r(y) is Lipschitz continuous on (0, ∞), which implies that L B is also Lipschitz continuous on this interval. The important aspect to notice is that since ρ(0) = 0, we have
which means that the lower bound (3.12) is sharper than (3.1), when |f ′′ (x)| ≫ 1.
In order to prove (3.14), note that L B (y)
ρ(α) α 3 dα. Therefore, in view of (3.11), the limit in (3.14) indeed diverges if we establish that
Clearly, it is sufficient to verify that
Indeed, since ρ is a modulus of continuity of f ′ and we have that f ′ L ∞ ≤ B, we obtain
On the other hand, it is easy to see from the monotonicity of ρ that
PROOF OF LEMMA 3.3. In order to prove (3.5) we proceed as in (3.8), but we do not integrate by parts in the second term. This yields
for all p > 1. The desired inequality follows upon choosing
Similarly, for p ∈ (1, 2) in order to prove (3.6), we consider (3.9), but we do not integrate by parts in the second term. We obtain
Choosing exactly as above concludes the proof of the Lemma.
PROOF OF LEMMA 3.4. We consider the inequality analogous to (3.8) with f ′′ replaced by f ′′′ . After integrating by parts once, the same argument used to prove Lemma 3.1 yields (3.7).
Bounds for the nonlinear terms
In this section we give pointwise in x bounds for the nonlinear terms T i (x), with i ∈ {1, . . . , 5} appearing on the right sides of (2.7) and (2.10). We first fix a small constant ε ∈ (0, 1] to be chosen later. The bounds we obtain depend on this ε, and ε will be chosen differently in the proofs of Theorem 1.1, Theorem 1.2, and Theorem 1.3 respectively. The main result of this section is: LEMMA 4.1. Let B > 0 be such that (1.2) holds and fix ε ∈ (0, 1]. There exists a positive universal constant C > 0 such that the bounds
hold for all x ∈ R where f ′′ (x) = 0.
In addition, we need a pointwise estimate for the nonlinear terms in terms of the dissipative term
LEMMA 4.2. Let B > 0 be such that (1.2) holds, let p ∈ (1, 2), and fix ε ∈ (0, 1]. There exists a positive universal constant C > 0 such that the bounds
PROOF OF LEMMA 4.1. Throughout this proof, we fix a cutoff radius (for α)
Note that at the points x where f ′′ (x) = 0, there is no estimate to be done for T i (x) terms as they are multiplied with f ′′ (x) in (2.7) and (2.10).
Estimate for the T 1 term. We decompose T 1 into an inner piece and an outer piece according to
Using the pointwise in x and α bounds (2.20) and (2.24), and the definition of η in (4.5), we obtain
for some universal constant C > 0. Combining (4.6) and (4.7) we arrive at
for some universal C > 0. This bound is consistent with (4.1). Estimate for the T 2 term. We decompose T 2 as
By appealing to (2.25) and (2.24) we may estimate the inner terms as
while the outer terms may be bounded as
for some universal C > 0. Combining (4.9), (4.10), (4.11), using the identity (2.13) and the CauchySchwartz inequality we arrive at
for some universal C > 0. This bound is consistent with (4.1).
Estimate for the T 3 term. We bound T 3 as
Using (2.25) we may further estimate
Similarly, we have that
Combining (4.13)-(4.14), leads to the estimate
for some positive universal constant C > 0. This bound is consistent with (4.1). Estimate for the T 4 term. We decompose T 4 as
Using (2.24) we may estimate
By also appealing to (2.25) we obtain the bound
On the other hand, for the outer term we obtain
Combining (4.16)-(4.18), and using the Cauchy-Schwartz inequality we arrive at
for some positive universal constant C > 0. This bound is consistent with (4.1). Estimate for the T 5 term. Recall that T 5 is computed by taking the derivative of (2.3) as
The main idea here is that in order to decompose T 5 into an inner and an outer term, we first need to subtract and add
The contribution from this term is bounded by
where H is the Hilbert transform. The difference is now decomposed further as
where
Next we use that |K f (x, α)| ≤ 2, for any value of ∆ α f (x) and f ′ (x).
Decomposing further, it is possible to find
For the outer term we directly obtain
We recall that η = η(x) = εB|f ′′ (x)| −1 . For the inner term, we appeal to (2.25) and (2.24) and obtain that
Summarizing, (4.21) and (4.22) and using the Cauchy-Schwartz inequality, we obtain the desired bound
which combined with (4.20) yields the desired bound (4.2).
PROOF OF LEMMA 4.2. The proof closely follows that of Lemma 4.1, but uses (2.26)-(2.27) instead of (2.24)-(2.25). We letε ∈ (0, 1] to be determined, and as in (4.5) let
In this proof the constant C may change from line to line, and may depend on p, but not onε, B, or x. Estimate for the T 1 , T 2 , T 3 , and T 4 terms. We first claim that
for some constant C > 0, and all x ∈ R. We verify this estimate by checking each term individually. For T 1 , similarly to (4.6) and (4.7), by using (2.26)-(2.27) we have that
so that by Cauchy-Schwartz we obtain that T 1 is bounded as in (4.23). For the T 2 term, as in (4.9), (4.10), and (4.11), but using (2.26)-(2.27), we obtain
so that by Cauchy-Schwartz it follows that T 2 obeys the bound (4.23).
For T 3 , we proceed slightly differently from (4.6) and (4.7), but still use (2.26)-(2.27) and obtain
which is consistent with (4.23). Lastly, for the T 4 term, we use bounds similar to (4.16), (4.17), and (4.18), combined with (2.26)-(2.27), to deduce
which concludes the proof of (4.23). In order to prove (4.3), we now use (4.23) in which we chooseε depending on two cases:
We thus obtain the desired estimate
where in the last inequality we have appealed to the ε-Young inequality and the essential fact that 2 < p + 1. Estimate for the T 5 term. The first step is to show that
holds when p ∈ (1, 2). For this purpose, similarly to (4.20), (4.21), and (4.22), by using (2.26)-(2.27) we arrive at
Combining the above estimates proves (4.25). We now use (4.25) in which we chooseε precisely as in (4.24) to obtain the desired estimate
In the last inequality we have appealed to the ε-Young inequality and the fact that 1 < p + 1.
Proof of Theorem 1.2, part (i), Blowup Criterium for the Curvature
We evaluate (2.7) at a pointx =x(t) where the second derivative achieves its maximum, i.e. such that
At this pointx we have
By Rademacher's theorem whose use is justified by the assumptions, we may then show that
In order to complete the proof, we estimate the right hand side of (5.1). The dissipative term D f [f ′′ ](x) is non-negative, and is bounded from below explicitly as in (2.14), (3.1), and (3.3). In order to estimate the T 1 , . . . , T 4 terms on the right side of (2.6), we appeal to the upper bound (4.1) obtained in Lemma 4.1. We thus obtain
for some universal constant C 0 ≥ 1. We now choose the value of ε in Lemma 4.1 as
is a constant that depends solely on B. To close the argument, we recall cf.
and that L B is continuous, which shows that there exists
Therefore, we obtain
, which concludes the proof of the theorem.
Proof of Theorem 1.1, Local Existence
In view of the available L p maximum principle for f , cf. (2.4), the proof consists of coupling the evolution of the maximal slope
Our goal is to obtain an a priori estimate of the type
from which the existence of solutions on a time interval that only depends on B(0) 2 + M p (0) 2 follows by a standard approximation procedure. For the evolution of M p (t) we split the proof in three cases:
. We however note that in all of these three cases, but the 1D Sobolev embedding, as soon as f ′′ ∈ L p , we have f ′ ∈ C (p−1)/p , and we have the bound
for some positive constant C that may depend on p. In particular, it follows from (2.21) that the bound
for all x, α ∈ R, and all p ∈ (1, ∞]. In view of this estimate, we immediately notice that the uniqueness of solutions in W 2,p follows directly from Theorem 1.4, whose proof is given below.
Evolution of the maximal slope B(t).
We first multiply equation (2.5) by f ′ (x, t) and arrive at the equation
pointwise in (x, t), where we have denoted
Letx =x(t) be a point such that |f ′ (x(t), t)| = B(t). Using equation (6.2) and Rademacher's theorem we find that
for almost every t. Here we used that at a point of global maximum ∂ x |f ′ | 2 = 0. Note that also that atx we have L f |f ′ | 2 ≥ 0. It remains to bound T 6 (x, t). For this purpose we decompose T 6 as follows
where ε = ε(x) > 0 is to be determined, and we ignore the t-dependence of all factors. Using (6.1) and the fact that L f |f ′ (x)| 2 ≥ 0 we may estimate
while the bound (2.20) yields
in the above three estimates, we arrive at
for some positive constant C that may depend on p ∈ (1, ∞].
Case (i), p = ∞.
We recall the evolution of M ∞ (t), cf. (5.2), in which we take
to arrive at the a priori estimate
Combining (6.4) with (6.5) we obtain that
for some positive constant C. Integrating (6.6), we obtain that there exists
which the solution may be shown to exist and have finite W 2,∞ norm.
6.3. Case (ii), 2 ≤ p < ∞. We consider the evolution of |f ′′ | p in divergence form, cf. (2.16), apply the upper bound given by Lemma 4.1 for the terms T 1 , . . . , T 5 on the right side of (2.16), and the lower bound given in Lemma 3.3, estimate (3.5), and the bound given by (2.14) for the dissipative term D f [f ′′ ] on the left side of (2.16), to arrive at
pointwise in x and t. Choosing
we conclude from (6.7) that
where C = C(C 1 ) > 0 is a constant. At this stage we integrate (6.8) for x ∈ R. First we note that
This fact may be seen by changing variables x → x−α. We thus obtain an a priori estimate for the evolution of
by also using that the Hilbert transform is bounded on L p . Furthermore, since for p > 1 we have p + 1 < 2p, we may interpolate
which combined with (6.10) and the ε-Young inequality, yields
(6.12)
In conclusion, we obtain
which combined with (6.4) gives
5p/(p−1) (6.13) for some positive constant C. Integrating (6.13), we obtain that there exists
which the solution may be shown to exist and have finite W 2,p ∩ W 1,∞ norm.
6.4. Case (iii), 1 < p < 2. We proceed similarly to the case p ≥ 2, but instead of applying to (2.16), we use (2.19). For the dissipative term on the left side of (2.16), we use the minimum between the lower bounds provided by (3.5) and (3.6) in Lemma 3.3 and (2.14). For the nonlinear terms on the right side of (2.19) we use the minimum between the upper bounds provided by Lemmas 4.1 and 4.2. The resulting pointwise in (x, t) inequality is
for some constant C 2 > 0. Choosing
we conclude from (6.14) that
Upon integrating (6.15) for x ∈ R, using the identity (6.9), the boundedess of H on L p , and the interpolation bound (6.11), we thus arrive at
Similarly to (6.12)-(6.13), since p + 1 > 2, and by using the ε-Young inequality, we conclude from (6.16
Combining with (6.4) we finally arrive at
Integrating (6.13), we obtain that there exists
on which the solution may be shown to exist and have finite W 2,p ∩ W 1,∞ norm.
Proof of Theorem 1.3, Global Existence for Small Datum
The proof follows closely the estimates in Section 6. The major difference is that assumption (1.4) and the maximum principle for f ′ established in [CG09, Section 5] show that
for all t > 0. Thus, we do not need to consider the evolution of B(t), as we have
where T > 0 is the maximal existence time in W 2,p . For simplicity, we split the proof in three cases based on the value of p ∈ (1, ∞]:
7.1. Case (i), p = ∞. We use the estimate (5.2), but here we apply lower bound (3.1) instead of (3.12), and we set ε = 1. We arrive at
wherex =x(t) is a point at which M ∞ = |f ′′ (x, t)|. For B small enough, so that
holds, we thus obtain
Integrating the above ODE we obtain that
100B t for all t ≥ 0, which proves (1.5).
7.2. Case (ii), 2 ≤ p < ∞. We use the first line of estimate (6.8), but instead of using (3.5) to bound the dissipative term D[f ′′ ] from below, we appeal to (3.1). We arrive at
Integrating the above over x ∈ R, similarly to (6.10) we obtain
for some C > 0. If B is chosen small enough so that
Integrating the above in time and noting that
concludes the proof of (1.6).
7.3. Case (iii), 1 < p < 2. We use estimate (6.15) in which we bound from below the dissipative terms from below by appealing to Lemma 3.1, and arrive at
Integrating the above over x ∈ R, and using that H is bounded on L p in this range of p, we thus arrive at
Lastly, choosing B small enough so that
which upon integration in time concludes the proof of (1.7) and thus of the theorem.
Proof of Theorem 1.2, part (ii), Blowup Criterium for Smooth Solutions
We shall study the evolution of the f H k (t) norms for k ≥ 3. We show that they can be controlled by sup [0,T ] 
Then Theorem 1.2 concludes the proof. In fact, the H k norm of a solution with k > 3 can be controlled already by H 3 -norm as shown in [CCG + 13a], Section 5.2. Therefore we may assume k = 3. We start by dealing with the evolution of f ′′ (t) 2 L 2 . We use inequality (7.2) with ε small enough and p = 2, to obtain
and therefore
We use equation (2.1) to split
In I 1 it is possible to decompose further and obtain
We bound I 1,1 as
In I 1,1,1 one finds extra cancelation in such a way that splitting in the regions |α| < r and |α| > r and optimizing in r, it is possible to obtain as before
by using the ε-Young inequality. This yields
Using (2.14), (2.13) together with (3.7) in I 1,2 we arrive at
Adding the last two estimates it is possible to obtain
We are done with I 1 . For I 2 we rewrite as
Inequality (2.24) allows us to get
These last to inequalities give the appropriate bound for I 2 such that adding (8.2) we obtain
It is possible to decompose further in I 3 as follows
The identity
allows us to get
L 2 . An analogous approach for I 3,2 gives
For the I 3,3 term, we decompose further:
:=I 3,3,in + I 3,3,out .
For the outer term, inequality f ′′ 2
allow us to obtain for the inner term
After comparing I 3 with I 1 + I 2 in (8.3) we obtain
For the last term, we decompose using Leibniz rule to find I 4 = I 4,1 + I 4,2 + I 4,3 + I 4,4 + I 4,5
In I 4,1 we bound as follows
L 2 , where the last inequality is given using interpolation inequality f ′′ 4
together with (8.5). The same approach allows us to conclude for I 4,2 that
Using identity (8.6) in I 4,3 we arrive at
L 2 . The same procedure yields
Finally, in I 4,5 we use next splitting
.
Above estimates allow us to conclude that
f ′′′ Ḣ1/2 32(1 + B 2 ) .
Adding to (8.7) we obtain that
The bound for f ′′ L 2 in (8.1), the control of f ′′ L ∞ and integration in time yield the desired result.
Proof of Theorem 1.4, Uniqueness
We consider two Muskat solutions f 1 and f 2 satisfying the hypothesis of the theorem with the same initial data f 0 (x). From (2.1) and a small computation we obtain the equation for the difference g = f 1 − f 2 ,
where v 1 (x, t) is as defined in (2.3) in terms of f 1 (x, t), L f 1 is defined as in (2.8), and
(f ′ 2 (x, t) − ∆ α f 2 (x, t)) (∆ α f 1 (x, t) + ∆ α f 2 (x, t)) (1 + (∆ α f 1 (x, t)) 2 )(1 + (∆ α f 2 (x, t)) 2 ) dα.
Let B = sup t∈[0,T ],j=1,2 f ′ j ∞ . By assumption, f ′ 2 has a uniform modulus of continuity ρ on [0, T ], and thus by (2.21) we may find an ε = ε(B, ρ) > 0 such that
for all |α| ≤ ε, and all (x, t) ∈ R × [0, T ]. We fix this value of ε throughout the rest of the proof. Denote K 1,2 (x, α, t) = (f ′ 2 (x, t) − ∆ α f 2 (x, t)) (∆ α f 1 (x, t) + ∆ α f 2 (x, t)) (1 + (∆ α f 1 (x, t)) 2 )(1 + (∆ α f 2 (x, t)) 2 ) .
It follows from (9.2) that |K 1,2 (x, α, t)| ≤ 1 2 (9.3) for all |α| ≤ ε, while the Lipschitz assumption on f 1 and f 2 directly yields |K 1,2 (x, α, t)| ≤ 2B (9.4) for all |α| ≥ ε, uniformly in x and t. Upon multiplying (9.1) by g(x, t), and recalling the definition (2.9), we obtain
|α|≤ε (δ α g(x)) 2 α 2 K 1,2 (x, α)dα + 2g(x, t)P.V. |α|≥ε δ α g(x) α 2 K 1,2 (x, α)dα =: T 7,1,in + T 7,2,in + T 7,out .
(9.5) First, we notice that in view of (9.3) we have
while in view of (9.4) and the Cauchy-Schwartz inequality, we have
The above two inequalities combined with (9.5) yield that
To conclude, we note that the decay assumptions of the theorem guarantee that there exists a point, denoted by x = x(t), where |g(x, t)| = g(t) L ∞ . At this point of global maximum we have that ∂ x |g| 2 = 0, and L f 1 |g| 2 ≥ 0. Moreover, |T 7,1,in (x(t), t)| ≤ 1 2 (L f 1 |g| 2 )(x(t), t) and thus from (9.6) we obtain that (∂ t |g| 2 )(x(t), t) ≤ 2B 2 ε −1 g(t)
2 L ∞ .
(9.7)
The pointwise differentiability assumptions further warrant the use of the classical Rademacher theorem (see Appendix) which implies that d dt g(t)
2 L ∞ = (∂ t |g| 2 )(x(t), t) (9.8) for almost every t, wherex =x(t) is as above. From (9.7), (9.8), and the Grönwall inequality it follows that
which concludes the proof of the theorem since g(0) = f 1 (0) − f 2 (0) = 0.
