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Abstract
It is proved that the operator Lie algebra ε(T ,T ∗) generated by a bounded linear operator T on Hilbert
space H is finite-dimensional if and only if T = N + Q, N is a normal operator, [N,Q] = 0, and
dimA(Q,Q∗) < +∞, where ε(T ,T ∗) denotes the smallest Lie algebra containing T ,T ∗, and A(Q,Q∗)
denotes the associative subalgebra of B(H ) generated by Q,Q∗. Moreover, we also give a sufficient and
necessary condition for operators to generate finite-dimensional semi-simple Lie algebras. Finally, we prove
that if ε(T ,T ∗) is an ad-compact E-solvable Lie algebra, then T is a normal operator.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Let H be a Hilbert space. The C∗ algebra of all bounded linear operators onH is denoted
by B(H ). On B(H ), we can define a Lie product [·,·]: [T1, T2] = T1T2 − T2T1, for T1, T2 ∈
B(H ). So B(H ) can be seen as a Lie algebra. For all T ∈ B(H ), T ∗ denotes the adjoint
operator of T . The Lie algebra generated by T , denoted by ε(T ,T ∗), means the smallest Lie
algebra containing T ,T ∗, and A(Q,Q∗) denotes the associative subalgebra of B(H ) generated
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property of T . For example:
If T ∈ B(H ) is self-adjoint, then the dimension of Lie algebra ε(T ,T ∗) is one.
If T ∈ B(H ) is normal, then the dimension of Lie algebra ε(T ,T ∗) is less or equal 2, and
ε(T ,T ∗) is solvable. Since T T ∗ = T ∗T , it is easy to know that ε(T ,T ∗) is commutative.
For a general operator on T ∈ B(H ), what properties does ε(T ,T ∗) have? Or what can we
get from ε(T ,T ∗)? These are interesting problems. Beltita˘ and Sabac gave some good results
in [1]. The following lemma can be found in [2, Proposition 2.3].
Let ε1(T ,T ∗) := ε(T ,T ∗), εk(T ,T ∗) := [ε(T ,T ∗), εk−1(T ,T ∗)] for integer k  1.
Lemma 1.1. For every S ∈ εk(T ,T ∗), S is the linear sum of elements which have the form
adT1adT2 · · ·adTm(Tj ), where m is an integer, m  k − 1, and T1, T2, . . . , Tm,Tj ∈ {T ,T ∗}.
When m = 0, adT0 is equal to the identical operator.
In this paper, we mainly consider the latter question.
In Section 2, we give some general results when ε(T ,T ∗) is finite-dimensional. In Section 3,
we give a sufficient and necessary condition when ε(T ,T ∗) is a finite-dimensional semi-simple
Lie algebra. In Section 4, we prove that all self-adjoint ad-compact E-solvable Lie algebras are
commutative.
2. General results
Recall that an operator Lie algebra L is called self-adjoint, if S ∈ L implies S∗ ∈ L. For
T ∈ B(H ), define adT : B(H ) → B(H ), adT (S) := T S − ST , ∀S ∈ B(H ).
Lemma 2.1. For all T ∈ B(H ), ε(T ,T ∗), ε2(T ,T ∗) = [ε(T ,T ∗), ε(T ,T ∗)] are self-adjoint Lie
algebras.
Proof. By Lemma 1.1, for all S ∈ ε(T ,T ∗), S is the linear sum of elements which have the form
adT1adT2 · · ·adTm(Tj ), where m is an integer, m  0, and T1, T2, . . . , Tm,Tj ∈ {T ,T ∗}. When
m = 0, adT0 is equal to the identical operator. So S∗ is the linear sum of elements which have the
form adT ∗1 adT ∗2 · · ·adT ∗m(T ∗j ), where m is an integer, m 0, and T ∗1 , T ∗2 , . . . , T ∗m,T ∗j ∈ {T ,T ∗}.
So S∗ ∈ ε(T ,T ∗). The proof of the latter statement is similar. 
Proposition 2.1. If dim ε(T ,T ∗) < +∞, and ε(T ,T ∗) is solvable, then T is a normal operator.
Moreover, ε(T ,T ∗) is commutative.
Proof. If ε(T ,T ∗) is a finite-dimensional solvable Lie algebra, by [1, Section 25, Theorem 4]
(or Turovskii’s result, cf. [3]), all elements in [ε(T ,T ∗), ε(T ,T ∗)] are quasinilpotent operators.
Clearly [T ,T ∗] ∈ [ε(T ,T ∗), ε(T ,T ∗)], so [T ,T ∗] is quasinilpotent. Since ([T ,T ∗])∗ = [T ,T ∗],
namely, [T ,T ∗] is self-adjoint, so [T ,T ∗] = 0. T is a normal operator. It is clear that ε(T ,T ∗) is
commutative. 
Lemma 2.2. If dim ε(T ,T ∗) < +∞, and ε(T ,T ∗) =  ⊕ G is Levi decomposition, then
[,G] = {0}.
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contain a finite-dimensional commutative nonzero ideal, consisting of nilpotent operators. Sup-
pose, to the contrary, the ideal exists and is denoted by I . For any nonzero operator S ∈ I ,
let L := span{S∗} + I . Then [L,L] ⊂ I ⊂ L. So L is a Lie algebra. Since I is commutative,
L is solvable. Clearly ε(S,S∗) ⊂ L, so ε(S,S∗) is a finite-dimensional solvable Lie algebra. By
Proposition 2.1, S is a normal operator. But S is nilpotent, so S = 0. It is a contradiction since S
is nonzero. 
Lemma 2.3. If dim ε(T ,T ∗) < +∞, and ε(T ,T ∗) =  ⊕ G is Levi decomposition, then all
elements in  are normal operators.
Proof. For every N ∈ , By Lemma 2.1, N∗ ∈ ε(T ,T ∗). So there is an operator V ∈ G, such
that N∗ +V ∈ . By Lemma 2.2, [,G] = {0}. So [N,V ] = 0, [N∗,V ] = [N∗ +V,V ] = 0. For
every S ∈ [ε(N,N∗), ε(N,N∗)], by Lemma 1.1, S is the linear sum of elements which have the
form adT1adT2 · · ·adTm(Tj ), where m is an integer, m  1, and T1, T2, . . . , Tm,Tj ∈ {N,N∗}.
In the expression of S, if we change T1, T2, . . . , Tm,Tj which equals N∗ into N∗ + V , then we
can get a new operator S′ and S′ ∈ ε(N,N∗ + V ), where ε(N,N∗ + V ) means the smallest
Lie algebra containing N,N∗ + V . Note that [N,V ] = 0, [N∗,V ] = 0, we have S′ = S. So
[ε(N,N∗), ε(N,N∗)] ⊂ [ε(N,N∗ + V ), ε(N,N∗ + V )]. Similarly, We can prove [ε(N,N∗ +
V ), ε(N,N∗ + V )] ⊂ [ε(N,N∗), ε(N,N∗)]. So
[
ε
(
N,N∗
)
, ε
(
N,N∗
)]= [ε(N,N∗ + V ), ε(N,N∗ + V )]⊂ [,].
For  is solvable, ε(N,N∗) is solvable. N is normal by Proposition 2.1. 
Lemma 2.4. If dim ε(T ,T ∗) < +∞, and ε(T ,T ∗) =  ⊕ G is Levi decomposition, then  is
commutative, and ,G are self-adjoint.
Proof. The first statement can be easily got by Lemma 2.3 and [4, Problem 193].
Claim.  is self-adjoint.
Proof. For all N ∈ , N∗ ∈ ε(T ,T ∗) by Lemma 2.1 and N is normal by Lemma 2.3. Let L :=
span{N∗} + . Since  is commutative and [,G] = {0}, [N,S] = 0 for any S ∈ ε(T ,T ∗). By
Fuglede’s theorem, [N∗, S] = 0. Namely, [N∗, ε(T ,T ∗)] = {0}. So [L,ε(T ,T ∗)] = {0}, and L
is a solvable ideal of ε(T ,T ∗). If N∗ /∈ , it is a contradiction since  is the largest solvable
radical. So  is self-adjoint. 
Claim. G is self-adjoint.
Proof. Since G is semi-simple, and [,] = {0}, [,G] = {0}, so
G = [G,G] = [ ⊕ G, ⊕ G] = [ε(T ,T ∗), ε(T ,T ∗)]= ε2(T ,T ∗).
G is self-adjoint by Lemma 2.1. 
Now we give the main theorem of this section.
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where N is a normal operator (so ε(N,N∗) is commutative), and ε(Q,Q∗) is a finite-
dimensional semi-simple Lie algebra.
Proof. Suppose that T = N + Q, [N,Q] = 0, where N is a normal operator, and ε(Q,Q∗) is a
finite-dimensional semi-simple Lie algebra. Note that [N,Q] = 0,N is normal, so [N∗,Q] = 0.
Then we have:
ε
(
T ,T ∗
)= ε(N,N∗)⊕ ε(Q,Q∗).
For N is normal, so ε(N,N∗) is finite-dimensional. Since ε(Q,Q∗) is a finite-dimensional semi-
simple Lie algebra, so ε(T ,T ∗) is finite-dimensional.
If ε(T ,T ∗) is finite-dimensional, and ε(T ,T ∗) =  ⊕ G is Levi decomposition, then
[,G] = {0} by Lemma 2.2. By [2, Theorem 2.3], T ,T ∗ can be written in the form T = N +Q,
T ∗ = N1 + Q1, such that [N,Q] = 0, [N1,Q1] = 0, and  = ε(N,N1), G = ε(Q,Q1). Since
, G are self-adjoint by Lemma 2.4, N∗ ∈ , Q∗ ∈ G. So T ∗ = N∗ + Q∗ = N1 + Q1. But
the Levi decomposition is a direct sum, namely  ∩ G = {0}, so N1 = N∗,Q1 = Q∗. That is
 = ε(N,N∗),G = ε(Q,Q∗). N is a normal operator by Proposition 2.1, and G = ε(Q,Q∗) is
finite-dimensional semi-simple Lie algebra. 
It is interesting that there are some relations between operator Lie algebra and decompos-
able operator. One can find the concepts of ‘spectral operator,’ ‘scalar operator,’ ‘generalized
scalar operator,’ and ‘decomposable operator’ in [5]. It is well known that a normal operator is a
scalar operator; a scalar operator is a spectral operator; spectral operators and generalized scalar
operators are decomposable.
Corollary 2.1. If ε(T ,T ∗) is a finite-dimensional Lie algebra, then T is a generalized scalar
operator.
Proof. If ε(T ,T ∗) is a finite-dimensional Lie algebra, by Theorem 2.1, T = N +Q, [N,Q] = 0,
where N is a normal operator, and ε(Q,Q∗) is a finite-dimensional semi-simple Lie algebra. So
Q is a scalar operator of finite type by [1, Section 30, Theorem 1]. N is a normal operator, so N
is also a spectral operator of type 0. Note that [N,Q] = 0, so T = N +Q is a generalized scalar
operator by [5, Proposition 4.3.7]. 
Now we give an example of finite rank operators. Let H be a separable Hilbert space, and
{en} is its orthonormal basis. M := span{e1, e2}. So H = M ⊕ M⊥, and dimM = 2. Let T :=
T1 ⊕ 0 ∈ B(H ), where T1 :M → M . So T1 =
(
a b
c d
)
is a 2 × 2 matrix, ε(T ,T ∗) is finite-
dimensional and dim ε(T ,T ∗)  4. Every operator in ε(T ,T ∗) is a finite rank operator, and
so is trace class. It is clear that tr(T ) = tr(T1) = a + d .
1. If dim ε(T ,T ∗) 2, then T is a normal operator and T1 is a normal matrix.
2. If dim ε(T ,T ∗) = 3, let ε(T ,T ∗) =  ⊕ G be Levi decomposition. Since G is semi-
simple, dimG  3 (or G is solvable). So ε(T ,T ∗) = G is semi-simple. Therefore ε(T ,T ∗) =
[ε(T ,T ∗), ε(T ,T ∗)]. Thus T is the linear sum of commutators, so its trace tr(T ) = 0. Namely,
a + d = 0. Clearly T is not normal. Conversely, if T is not a normal operator, and tr(T ) = 0,
then dim ε(T ,T ∗) = 3. In fact, if T is not a normal operator, then dim ε(T ,T ∗) > 2. Later we
will prove that if dim ε(T ,T ∗) = 4, then tr(T ) = 0. So dim ε(T ,T ∗) = 3.
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[,G] = {0}, so [, ε(T ,T ∗)] = {0}.  = span{I ⊕ 0}, where I is the identical 2 × 2 matrix.
Therefore, T = λI ⊕ 0 + S, where S ∈ G. Similar to the case 2, tr(S) = 0. Hence, tr(T ) =
tr(S) + 2λ = 2λ = 0. In fact, if λ = 0, T = S ∈ G, so ε(T ,T ∗) ⊂ G. But dim ε(T ,T ∗) = 4, that
is a contradiction (because dimG = 3).
3. Semi-simple Lie algebra
By Theorem 2.1, the problem has changed into the case that ε(T ,T ∗) is a finite-dimensional
semi-simple Lie algebra. It is known that the associative algebra generated by a finite-
dimensional semi-simple Lie algebra is finite-dimensional by [1, Section 30, Theorem 2].
Note that the associative algebra generated by T ,T ∗, denoted by A(T ,T ∗), contains ε(T ,T ∗),
and A(T ,T ∗) is the smallest associative algebra containing T ,T ∗. So the associative algebra
generated by ε(T ,T ∗) is the associative algebra generated by T ,T ∗. When ε(T ,T ∗) is a finite-
dimensional semi-simple Lie algebra, A(T ,T ∗) is a finite-dimensional C∗ algebra.
Firstly, we give some sufficient and necessary conditions for some special operators to gener-
ate finite-dimensional semi-simple Lie algebras.
Lemma 3.1. If 0 = Q ∈ B(H ) is a quasinilpotent operator, and dim ε(Q,Q∗) < +∞, then
ε(Q,Q∗) is semi-simple.
Proof. By Theorem 2.1, Q = N + Q1, where N is a normal operator, G = ε(Q1,Q∗1) is finite-
dimensional semi-simple. [N,G] = 0 by Lemma 2.2. So adQ|G = (adN + adQ1)|G = adQ1|G .
Q is a quasinilpotent operator, hence adQ|G is quasinilpotent by Rosenblum’s theorem. Since
G is finite-dimensional, adQ1|G = adQ|G is nilpotent. By [1, Section 30, Theorem 1], Q1 is
nilpotent. But N = Q − Q1, [Q,Q1] = [N + Q1,Q1] = 0, so N is quasinilpotent. Note that N
is normal, therefore N = 0. That is, Q1 = Q, ε(Q,Q∗) is semi-simple. 
Corollary 3.1. If 0 = Q ∈ B(H ) is a nilpotent operators, then ε(Q,Q∗) is finite-dimensional
semi-simple if and only if A(Q,Q∗) is finite-dimensional.
Proof. If A(Q,Q∗) is finite-dimensional, then ε(Q,Q∗) is finite-dimensional, and it is semi-
simple by Lemma 3.1.
Conversely, it is evident by [1, Section 30, Theorem 2]. 
Corollary 3.2. G = ε(Q,Q∗) generated by a nonzero operator Q with single point spectrum is
finite-dimensional semi-simple if and only if Q is nilpotent and A(Q,Q∗) is finite-dimensional.
Proof. If Q is an operator with single point spectrum, by Rosenblum’s theorem, adQ is quasi-
nilpotent. Since G is finite-dimensional, so adT |G is nilpotent. T is nilpotent by [1, Section 30,
Theorem 1]. A(T ,T ∗) is finite-dimensional by Corollary 3.1.
Conversely, it is clear by Corollary 3.1. 
In fact, let T be a nilpotent operator, ε(T ,T ∗) may be not a finite-dimensional Lie algebra.
That is to say that the generalized scalar operator may not generate a finite-dimensional Lie
algebra. For example:
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1,2, . . .} satisfying αi > 0 and αi = αj , if i = j (cf. [4, Problem 61]). So S is a positive operator
onH . Let T = ( 0
√
S
0 0
)
onH ⊕H . Clearly T is nilpotent. If ε(T ,T ∗) is finite-dimensional, then
it is semi-simple by Lemma 3.1. SoA(T ,T ∗) is finite-dimensional by Corollary 3.1. Namely, the
element in A(T ,T ∗) is algebraic, so it must have finite spectrum. But T T ∗ = ( S 00 0
)
has infinite
spectrum. This is a contradiction.
Now we give the hereditary property of semi-simple operator Lie algebra on reducing sub-
spaces. Recall that a reducing subspace of T is the subspace of H which is invariant for T
and T ∗.
Proposition 3.1. Let T ∈ B(H ), Hi, i ∈ {1, . . . , n}, are reducing subspaces of T . H = H1 ⊕
· · · ⊕ Hn. Then ε(T ,T ∗) is finite-dimensional semi-simple, if and only if every restriction of T
on Hi , denoted by T |Hi , generates a finite-dimensional semi-simple Lie algebra.
Proof. T can be written as
T =
⎛
⎝
T11
. . .
Tnn
⎞
⎠ ,
where Tjj = T |Hj , j = {1, . . . , n}. So
T ∗ =
⎛
⎝
T ∗11
. . .
T ∗nn
⎞
⎠ .
Therefore,
[
T ,T ∗
]=
⎛
⎝
[T11, T ∗11]
. . .
[Tnn,T ∗nn]
⎞
⎠ .
For all T (1), T (2), . . . , T (m), T (j) ∈ {T ,T ∗}, we have
adT (1)adT (2) · · ·adT (m)(T (j))
=
⎛
⎜⎝
adT (1)11 adT
(2)
11 · · ·adT (m)11 (T (j)11 )
. . .
adT (1)nn adT (2)nn · · ·adT (m)nn (T (j)nn )
⎞
⎟⎠ .
By Lemma 1.1, for all i ∈ {1, . . . , n}, ε(T ,T ∗)|Hi = ε(Tii , T ∗ii ), ε2(T ,T ∗)|Hi = ε2(Tii , T ∗ii ).
When ε(T ,T ∗) is a finite-dimensional semi-simple Lie algebra, clearly ε(Tii , T ∗ii ) is finite-
dimensional. If ε(Tii , T ∗ii ) is not semi-simple, by Lemmas 2.2 and 2.4, ε(Tii , T ∗ii ) = i ⊕ Gi ,
Gi is semi-simple, and [i ,i] = {0}, [i ,Gi] = {0}. But
ε
(
Tii, T
∗
ii
)= ε(T ,T ∗)∣∣
Hi
= [ε(T ,T ∗), ε(T ,T ∗)]∣∣
Hi
= [ε(Tii , T ∗ii
)
, ε
(
Tii, T
∗
ii
)]= [Gi ,Gi] = Gi ,
that is a contradiction. So ε(Tii , T ∗ii ) is a finite-dimensional semi-simple Lie algebra.
When every ε(Tii , T ∗ii ) is finite-dimensional semi-simple, ε(T ,T ∗) is finite-dimensional. (In
fact, ε(T ,T ∗) ⊂ span{0 ⊕ 0 ⊕ · · · ⊕ ε(Tii , T ∗) ⊕ 0 ⊕ · · · ⊕ 0 | i = 1, . . . , n}.) By Theorem 2.1,ii
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bra, and N,Q ∈ ε(T ,T ∗). Note that Hi, i ∈ {1, . . . , n}, are the reducing subspaces of T , so they
are reducing subspaces of N,Q. We have Tii = T |Hi = NHi + QHi , where NHi := N |Hi is a
normal operator, QHi := Q|Hi , [NHi ,QHi ] = 0, and NHi ∈ ε(T ,T ∗)|Hi = ε(Tii , T ∗ii ). There-
fore [NHi , ε(Tii , T ∗ii )] = {0}. Note that every ε(Tii , T ∗ii ) is finite-dimensional semi-simple, so
NHi = 0. Now we have N = 0, ε(T ,T ∗) = ε(Q,Q∗) is finite-dimensional semi-simple. 
Now we give a sufficient and necessary condition for operators to generate finite-dimensional
semi-simple Lie algebras.
Definition 3.1. Let A(T ,T ∗) be the associative algebra generated by T ,T ∗. If there exists a
*-isomorphism U :A(T ,T ∗) → Mn(C), then one can define:
TrU :A
(
T ,T ∗
)→ C, TrU(S) := tr
(
U(S)
)
,
for all S ∈A(T ,T ∗), where tr(A) denotes the trace of matrix A. Clearly, TrU is a bounded linear
functional on A(T ,T ∗).
Lemma 3.2. If there exists a *-isomorphism U :A(T ,T ∗) → Mn(C), then TrU(T ) = 0 if and
only if ε(T ,T ∗) is finite-dimensional semi-simple.
Proof. Clearly A(T ,T ∗) is finite-dimensional. If TrU(T ) = 0, and ε(T ,T ∗) is not finite-
dimensional semi-simple. By Lemmas 2.2 and 2.4, there exists ,G such that ε(T ,T ∗) =
 ⊕ G and [, ε(T ,T ∗)] = {0}. So [,A(T ,T ∗)] = {0}. [U(),U(A(T ,T ∗))] = {0}. Note
that U(A(T ,T ∗)) = Mn(C), therefore U() = CIn, where In is the identical matrix. Suppose
T = N + G, where N ∈ ,G ∈ G. Hence, TrU(N) = TrU(T − G) = TrU(T ) − TrU(G). By
[G,G] = G, we have [U(G),U(G)] = U(G). Note that the trace of a commutator is 0, therefore
TrU(G) = 0. So TrU(N) = 0, since TrU(T ) = 0. Therefore, N = 0. ε(T ,T ∗) = G is finite-
dimensional semi-simple.
Conversely, if ε(T ,T ∗) is finite-dimensional semi-simple, then
T ∈ ε(T ,T ∗)= [ε(T ,T ∗), ε(T ,T ∗)],
therefore U(T ) ∈ [Mn(C),MN(C)]. Notice that the traces of commutators are 0, hence,
TrU(T ) = Tr(U(T )) = 0. 
For a finite-dimensional C∗ algebra A(T ,T ∗), by [6, III, Theorem 1], there is a
*-isomorphism U :A(T ,T ∗) → Mn1(C) ⊕ Mn2(C) ⊕ · · · ⊕ Mnk(C). By the definition of direct
sum of C∗ algebra, if consider Mni (C) as 0 ⊕ · · · ⊕ Mni (C) ⊕ · · · ⊕ 0 ⊂ Mn1(C) ⊕ Mn2(C) ⊕
· · · ⊕ Mnk(C), we have
Mni (C)Mnj (C) = {0}, (1)
for all i, j ∈ {1, . . . , k}, and i = j . Let Ai (T , T ∗) = U−1(0 ⊕ · · · ⊕ Mni (C) ⊕ · · · ⊕ 0), for i ∈
{1, . . . , k}. We have A(T ,T ∗) =A1(T ,T ∗) + · · · +Ak(T ,T ∗).
Let T = T1 +· · ·+Tk , where Ti ∈Ai (T , T ∗), for i ∈ {1, . . . , k}. Since Mni (C) andAi (T , T ∗)
is *-isomorphism and from (1),
TiTj = 0, T ∗i Tj = TiT ∗j = 0, (2)
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Ai
(
T ,T ∗
)=A(Ti, T ∗i
)
.
Firstly, sinceAi (T , T ∗) is a C∗ algebra and contains Ti , soAi (T , T ∗) ⊃A(Ti, T ∗i ). On the other
hand, suppose S ∈Ai (T , T ∗), then there is a polynomial p ∈ C〈x1, x2〉, such that S = p(T ,T ∗).
By (2), S = p(T1, T ∗1 ) + · · · + p(Tk, T ∗k ). Clearly, p(Ti, T ∗i ) ∈ Ai (T , T ∗). Note that U(S) ∈
0 ⊕ · · · ⊕ Mni (C) ⊕ · · · ⊕ 0 by the definition of Ai (T , T ∗). So U(p(Tj , T ∗j )) = 0, for j = i.
Since U is a *-isomorphism, p(Tj , T ∗j ) = 0, for j = i. That is S = p(Ti, T ∗i ) ∈A(Ti, T ∗i ).
Let Hi := [A(Ti, T ∗i )H ] be the smallest closed subspace containing A(Ti, T ∗i )H .
Lemma 3.3. Hi is a reducing subspace of the operator T , and Hi ⊥Hj , for all i, j ∈ {1, . . . , k},
and i = j .
Proof. Firstly, note that for every i ∈ {1, . . . , k}, A(Ti, T ∗i ) is an ideal of A(T ,T ∗) (as an asso-
ciative algebra). So TA(Ti, T ∗i ) ⊂ A(Ti, T ∗i ), T ∗A(Ti, T ∗i ) ⊂ A(Ti, T ∗i ). For every f ∈H ,
we have T (A(Ti, T ∗i )f ) ⊂ A(Ti, T ∗i )f , T ∗A(Ti, T ∗i )f ⊂ A(Ti, T ∗i )f . Hence THi ⊂ Hi ,
T ∗Hi ⊂ Hi . That is to say Hi is a reducing subspace of T .
For any e, f ∈ H , polynomial p1,p2 ∈ C〈x1, x2〉, p1(0,0) = p2(0,0) = 0, when i = j ,
by (2), we have (p1(Ti, T ∗i )e,p2(Tj , T ∗j )f ) = ((p2(Tj , T ∗j ))∗p1(Ti, T ∗i )e, f ) = 0. Note that
{p(Ti, T ∗i )H | p ∈ C〈x1, x2〉,p(0,0) = 0} is dense in Hi . Therefore, Hi ⊥ Hj , for all i, j ∈{1, . . . , k}, and i = j . 
Let (H1 ⊕ · · · ⊕ Hk)⊥ = H0, clearly H = H0 ⊕ H1 ⊕ · · · ⊕ Hk . Since T = T1 + · · · + Tk ,
A(T ,T ∗)H ⊂ H1 ⊕ · · · ⊕ Hk . So, the range of T ran(T ) ⊂ H1 ⊕ · · · ⊕ Hk , that is, (kerT ∗)⊥ ⊂
H⊥0 . Hence kerT ∗ ⊃ H0. Similarly, kerT ⊃ H0. Let Tii := T |Hi , for all i ∈ {1, . . . , k}. Now,
corresponding to H = H0 ⊕ H1 ⊕ · · · ⊕ Hk , we have
T = 0 ⊕ T11 ⊕ · · · ⊕ Tkk.
Lemma 3.4. For all i ∈ {1, . . . , k}, A(Tii , T ∗ii ) is *-isomorphic to Mni (C).
Proof. By Lemma 3.3, for every i ∈ {1, . . . , k}, Hi is a reducing subspace of A(T ,T ∗). So it
is a reducing subspace of {Tj | j = 1, . . . , k}. Since ran(T ∗i ) ⊂ Hi , so ker(Ti) ⊃ (Hi)⊥. Hence,
when i = j , Ti |Hj = 0. So Tii = T |Hi = Ti |Hi . Let Vi : A(Ti, T ∗i ) → A(Tii , T ∗ii ), defined by
p(Ti, T
∗
i ) → p(Ti, T ∗i )|Hi for p ∈ C〈x1, x2〉. It is easy to see that Vi is *-isomorphism. Since
A(Ti, T ∗i ) =Ai (T , T ∗), Ai (T , T ∗) is *-isomorphic to Mni (C), so A(Tii , T ∗ii ) is *-isomorphic to
Mni (C). 
Now we give the main result of this section.
Theorem 3.1. LetH be a Hilbert space, T is a bounded linear operator onH . Then ε(T ,T ∗)
is a finite-dimensional semi-simple Lie algebra if and only if there are reducing subspaces
{Hi | i = 0,1, . . . , k} of T , such that H = H0 ⊕ H1 ⊕ · · · ⊕ Hk , and T = 0 ⊕ T11 ⊕ · · · ⊕ Tkk
corresponding to the decomposition ofH . For every i ∈ {1,2, . . . , k}, there is a *-isomorphism
Ui :A(Tii , T ∗ii ) → Mni (C), and TrUi (Tii) = 0.
Proof. If ε(T ,T ∗) is a finite-dimensional semi-simple Lie algebra, then by [1, Section 30, The-
orem 2], A(T ,T ∗) is finite-dimensional. As talked above, there are reducing subspaces {Hi | i =
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ing to this decomposition. By Lemma 3.4, there is an *-isomorphism Ui :A(Tii , T ∗ii ) → MNi (C),
i ∈ {1,2, . . . , k}, and by Proposition 3.1 and Lemma 3.2, TrUi (Tii) = 0.
Conversely, suppose that T satisfies the conditions in the theorem. For every i ∈ {1,2, . . . , k},
by Lemma 3.2, ε(Ti, T ∗i ) is finite-dimensional semi-simple. So ε(T ,T ∗) is finite-dimensional
semi-simple by Proposition 3.1. 
4. E-solvable Lie algebra
By Proposition 2.1, ε(T ,T ∗) is finite-dimensional solvable if and only if T is normal. In this
section, we will study the ad-compact E-solvable Lie algebra which is introduced by Shulman
and Turovskii in [7].
Recall that let L be a normed Lie algebra, L is called ad-compact if the operator ad a on L is
compact, for every a ∈ L. L is Engel if the operator ad a on L is quasinilpotent, for every a ∈ L.
L is called E-solvable if every nonzero quotient of L by a closed ideal has a nonzero Engel ideal.
Every finite-dimensional E-solvable Lie algebra is solvable by [7, Theorem 6.19].
Lemma 4.1. [7, Theorem 6.15] An ad-compact Lie algebra L is E-solvable if and only if [L,L]
is Engel.
We also need some results on Banach algebra, cf. [8, Section 10]. Let A be a Banach algebra.
Recall that an element T of A is hermitian if ‖ exp(iαT )‖ = 1, for every α ∈ R.
The following lemma can be found in [8, Section 10, Theorem 17] or [1, Section 14, Theo-
rem 5].
Lemma 4.2. Let T be a Hermitian element of A. Then r(T ) = ‖T ‖, where r(T ) denotes the
spectral radius of T .
Now we give the main theorem in this section.
Theorem 4.1. If ε(T ,T ∗) is an ad-compact E-solvable Lie algebra, then T is a normal operator.
That is, ε(T ,T ∗) is commutative.
Proof. By Lemma 4.1, [ε(T ,T ∗), ε(T ,T ∗)] is an Engel Lie algebra. Let L := [ε(T ,T ∗),
ε(T ,T ∗)] for brevity. Then [T ,T ∗] ∈ L, and ad[T ,T ∗] :L → L is a quasinilpotent operator.
By Rosenblum’s formula,
exp
(
itad
[
T ,T ∗
])
(S) = exp(it[T ,T ∗])S exp(−it[T ,T ∗]),
for all t ∈ R, S ∈ L. Fix t ∈ R, note that [T ,T ∗] is a self-adjoint operator, so exp(it[T ,T ∗]),
exp(−it[T ,T ∗]) are unitary operators. Hence,
∥∥exp(itad[T ,T ∗])(S)∥∥= ∥∥exp(it[T ,T ∗])S exp(−it[T ,T ∗])∥∥= ‖S‖.
This shows that exp(itad[T ,T ∗]) is an isometry for every real t . So ad[T ,T ∗] is Hermitian
on L. Since r(ad[T ,T ∗]) = 0, so ad[T ,T ∗] = 0 on L by Lemma 4.2. Namely, for all S ∈ L,
[[T ,T ∗], S] = 0. Choose S = [[T ,T ∗], T + T ∗] ∈ L. So [[T ,T ∗], [[T ,T ∗], T + T ∗]] = 0.
By Kleinecke–Shirokov theorem, r([[T ,T ∗], T + T ∗]) = 0. Note that [[T ,T ∗], T + T ∗] is
a self-adjoint operator, so [[T ,T ∗], T + T ∗] = 0. That is, [[T ,T ∗], T ] = −[[T ,T ∗], T ∗]. An
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operator. Note that [[T ,T ∗], T ] ∈ L, so [[T ,T ∗], [[T ,T ∗], T ]] = 0. By Kleinecke–Shirokov
theorem, r([[T ,T ∗], T ]) = 0. So [[T ,T ∗], T ] = 0. By Kleinecke–Shirokov theorem again,
r([T ,T ∗]) = 0. Hence, [T ,T ∗] = 0, that is T is a normal operator. 
By Theorem 4.1, there are not any infinite-dimensional ad-compact E-solvable Lie algebras
of the form ε(T ,T ∗), or equivalently, ε(T ,T ∗) is an ad-compact E-solvable Lie algebra if and
only if its dimension is finite, actually, a commutative Lie algebra of dimension less than or equal
to 2.
Remark 4.1. The technique in the proof was also used in the proof of [9, Remark].
Corollary 4.1. If an ad-compact E-solvable operator Lie algebra L is self-adjoint, then it is
commutative.
Proof. For all T ∈ L, T ∗ ∈ L. So ε(T ,T ∗) ⊂ L. ε(T ,T ∗) is E-solvable by [7, Corollary 6.16].
Note that a subalgebra of ad-compact Lie algebra is ad-compact. So ε(T ,T ∗) is an ad-compact
E-solvable Lie algebra, then T is normal by Theorem 4.1. Therefore, L is commutative by
[4, Problem 193]. 
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