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Resumen _ 
En este articulo se realiza un estudio comparativo de modelos lineales y modelos mixtos, 
mezcla de un componente lineal y un componente no lineal en la parte estacional, para predecir 
la altura significativa de ola. Los datos proceden de una boya situada en el mar Cantabrico 
que registra la altura de ola cada tres horas. El interes central es obtener predicciones a 
corto plazo, dos dias, que permitan advertir del estado de mar a los puertos. El principal 
problema que presenta esta serie para su modelizacion es el alto porcentaje de datos faltantes. 
Se completa la serie con un interpolador lineal optimo, en el sentido de minimizar el error 
cuadratico media. 
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1 Predicci6n con datos faltantes 
1. INTRODUCCION 
El estudio de fenomenos fisicos permite disponer de grandes bases de datos que con-
tienen mediciones de magnitudes relevantes. En muchos casos estas medidas se registran 
en intervalos regulares de tiempo. Se construyen asi series temporales que presentan carac-
teristicas particulares debidas al fenomeno fisico a que hacen referencia y al instrumental 
empleado en su cuantificacion. 
En este trabajo se estudia la serie de alturas de ola registradas en una boya situada 
en el mar Cantabrico. El objetivo principal es desarrollar una metodologia que pueda 
ser aplicada a otras series de oleaje con caracteristicas similares a esta. El interes se 
centra en modelizar estas series para realizar predicciones a corto plazo, uno 0 dos dias. 
Este horizonte de prediccion es importante para las autoridades portuarias, ya que les 
permiten alertar a la Rota de posibles variaciones del estado de la mar. Ademas, es 
deseable que las predicciones se realicen con rapidez para que su conocimiento sea util. 
Por esta razon se ha optado por la modelizacion univariate de la serie de alturas, pese a 
que las predicciones podrian mejorar sensiblemente si se utilizase un modelo estructural 
que incluyese informacion de temperaturas, vientos, etc. Como caracteristicas particulares 
de la serie cabe mencionar su gran tamano (14608 datos), su periodicidad poco habitual 
(s = 2920 datos, un ano), la posible existencia de estacionalidad diaria y el gran numero 
de datos que no se han observado debido alas averias de los aparatos de medida y a fallos 
en la transmision de datos. 
La Hnea de trabajo seguida en el analisis de la serie de alturas de ola se puede dividir 
en tres fases. En primer lugar se procede a la interpolacion de datos faltantes. Una 
vez reconstruida la serie se procede a la identificacion y estimacion de los modelos. Por 
ultimo se selecciona el modelo que de lugar a mejores predicciones a corto plazo fuel'a de 
la muestra. Estas predicciones se comparan con los datos del ultimo mes obseravado que 
no se utiliza en la fase de estimacion. 
La ausencia de un gran numero de datos en la serie (aproximadamente un 13%) Y su 
distribucion en el tiempo (en general los datos faltantes estan aislados y los intervalos 
entre ellos son relativamente cortos, pero tambien hay algunos periodos largos en los que 
l 
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no se registr6 ningun dato) hacen que tanto la identificaci6n de modelos como su eventual 
estimaci6n se yea dificultada enormemente. Si el modelo seleccionado para realizar las 
predicciones incluye informaci6n de los datos registrados en instantes de aiios pasados, 
la falta de un dato impedira predecir el valor de la serie en los mismos instantes de 
afios posteriores. La interpolaci6n inicial de los datos faltantes con la media de todas 
las observaciones registradas el mismo dia en otros aiios permite identificar un modelo. 
Con este modelo como base se aplica la tecnica de interpolaci6n 6ptima de datos faltantes 
propuesta por Maravall y Pefia (1992). 
La modelizaci6n de la serie interpolada se realiza en dos direcciones. La primera 
consiste en aplicar la metodologia Box-Jenkins (Box y Jenkins, 1976) para la estimaci6n 
de modelos lineales ARIMA estacionales. Estos modelos han sido ampliamente tratados 
en la literatura de series temporales en areas como la economia, demograffa 0 la ffsica. 
La segunda se basa en una modelizaci6n mixta, con una parte no lineal para recoger la 
estacionalidad y otra lineal que recoge la estruetura de dependencia regular mediante un 
modelo ARIMA. 
El problema del porcentaje alto de datos faltantes se tratara en la secci6n 2. En la 
secci6n 3 se proponen dos tipos de modelos, uno lineal y otro mixto y en la secci6n 4 se 
comparan las predicciones a corto plazo de ambos modelos. Finalmente, en la secci6n 5 
se incluyen algunos comentarios finales. 
1.1. Altum significativa de ola 
La altura de una ola se define como la distancia entre el valor minimo de la ola, valle, y el 
valor maximo, cresta. La medici6n del oleaje se suele realizar con boyas que disponen de 
dispositivos para medir las aceleraciones que las olas comunican a la boya, esta medici6n 
se realiza durante un periodo de 30 minutos aproximadamente y en intervalos cortos de 
tiempo. El sensor de a bordo integra dos veces la serie de aceleraciones y se obtiene la 
serie de elevaciones de ola 0 estado de mar. La elevaci6n de la superficie del mar a corto 
plazo es un proceso estocastico estacionario en media, ya que se supone que el nivel del 
mar es constante, y en varianza. 
,,.----------------------------_. 
3 Predicci6n con datos faltantes 
Durante muchos anos la informacion del oleaje se obtenia a partir de registros visuales 
de barcos en ruta. La percepcion humana tiende a sobrevalorar la altura de las olas y, por 
tanto, para poder contrastar la informacion historica con los datos actuales es necesario 
definir un parametro relativo al estado de mar que pueda ser comparable a la altura de ola 
registrada visualmente. El parametro comunmente utilizado es el valor medio del tercio 
de alturas mas altas del registro. Este valor se conoce con el nombre de altum significativa 
de ola y se denota por h. 
A partir de la serie de elevaciones de la ola "It se estima la altura significativa de ola h 
mediante la densidad espectral f(II), ya que 
y la altura significativa de ola se puede aproximar por 40", 
1/2h~4 ( jf(lI)dll) 
En la pra.ctica se realiza un control de la calidad del registro de elevaciones para com-
probar que es realmente estacionario, posteriormente se calcula la densidad espectral f( 11) 
mediante la transformada rapida de Fourier (FFT). Finalmente, la altura significativa de 
ola h se obtiene integrando numericamente f( 11). Para mas detalles sobre la construccion 
de la serie de oleaje se pueden consultar los libros de Goda (1985) y Sorensen (1993). 
Los datos de la serie ht que se estudia en este articulo proceden de las mediciones re-
gistradas en una boya situada cerea de Gij6n. Cada 0.5 segundos se mide la aceleraei6n en 
un total de 5120 instantes, 10 que supone un periodo de observaci6n de aproximadamente 
42 minutos. Estos registros se realizan cada tres horas dando lugar a la serie de altura 
significativa de ola mediante el proceso deserito anteriormente. Los datos disponibles son 
las alturas significativas de ola cada tres horas en el periodo que abarca desde elIde 
enero de 1986 al 31 de enero de 1991. En este periodo se contabilizan un total de 1871 
observaciones faltantes, 10 que supone un 13 por ciento del total de los datos, que deberian 
ser 14608. El grafico de la serie se muestra en la figura 1, donde los datos faltantes se 
reflejan en la linea inferior. Los box-plots de toda la serie y la serie por anos reflejan la 
asimetria de los datos (ver figura 2a y 2b). Los box-plots de la figura 2c corresponden a 
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Figura 1: Serie de altura significativa de ala. 
los datos registrados en cada mes del aiio. La figura 2d representa la serie temporal de 
los box-plots que corresponden a los datos agregados mensualmente. La serie presenta 
mayor variabilidad en los meses de invierno. Tambien se han construido los box-plots para 
los datos correspondientes a cada hora del dia pero no se muestran ya que no presentan 
caracteristicas diferentes a las que se observan en el box-plot de la serie completa. Debido 
al comportamiento heterocedastico y asimetrico que se observa en el grafico de la serie 
optamos por transformar los datos. A partir de ahora la serie con la que trabajamos es 
Zt = log ht, el logaritmo de la serie de alturas significativas de ola que se muestra en la 
figura 3. 
2, INTERPOLACION DE DATOS FALTANTES 
La ausencia de observaciones en series temporales dificulta la estimaci6n de la funci6n 
de autocorrelaci6n, reduciendo el numero de terminos con los que se calcula el estimador de 
cada coeficiente de correlaci6n. La funci6n de autocorrelaci6n (ACF), junto con la funci6n 
de autocorrelaci6n parcial (PACF), son las principales herramientas que se utilizan en la 
fase de identificaci6n de modelos ARIMA. 
A pesar de la ausencia de 1871 datos en la serie Zt se puede construir su correlograma 
gracias a que se dispone de muchas observaciones. Sin embargo, debido al comportamiento 
no estacionario de la serie es necesario diferenciar Zt con una diferencia regular y otra de 
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Figura 2: Box-plots de: a) toda la serie; b) datos de cada aiio; c) datos de cada roes; d) datos de todos 
los meses. 
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Figura 3: Serie en logaritmos de altura significativa de ola. 
orden s = 2920~ con 10 que se pierden las observaciones correspondientes a un ano y todas 
aquellas diferencias que incluyan un dato no registrado. El mimero de observaciones per-
didas es tal que se hace imposible la estimaci6n de las funciones de autocerrelaci6n simple 
y parcial. Para evitar este problema proponemos: 1) interpolar la serie sustituyendo cada 
dato faltante por ellogaritmo de la media de todas las observaciones registradas el mismo 
dia y a la misma hora en cada ano; 2) identificar y estimar un modelo ARIMA; 3) inter-
polar nuevamente la serie sustituyendo cada dato por la esperanza condicionada del dato 
faltante cuando el modelo es conocido. El resultado de la interpolaci6n inicial se muestra 
en los graficos de la figura 4. 
2.1. Identificacion y estimacion de un modelo ARIMA 
La expresi6n general de un modelo ARIMA para una serie temporal Zt es 
. (2.1) 
donde <p(B) = (1 - <PIB - ... - <ppBP) y O(B) = (1 - OIB - ... - OqBq) son los polinomios 
autorregresivo y media m6vil respectivamente, d el mimero de rakes unitarias y B el 
operador de retardos (Bzt = Zt-d. Las perturbaciones at son un proceso gaussiano de 
ruido blanco con varianza (J2. Si suponemos que las rakes de 0 estan fuera del drculo 
r-' 
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Figura 4: a) serie con interpolacion anual; b) datos interpolados anualmente. 
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unidad la serie es invertible y podemos expresar (2.1) en forma autorregresiva 
7r(B)Zt = at, 
donde 7r(B) = (1 - B)dcP(B)jO(B) = (1 - 7r}B - 7r2B2 .. .). 
La construccion de un modelo ARIMA (2.1) consiste en determinar el numero de 
ralces unitarias del polinomio y los ordenes de los polinomios autorregresivo y media 
movil, tanto para la parte regular como estacional. Una vez los ordenes son establecidos 
se estima el modelo y se calculan los residuos. El analisis de los residuos indica si el modelo 
seleccionado es el adecuado. Tanto la ACF como la PACF muestrales son las herramientas 
que habitualmente se usan para. identificar los posibles modelos que se estiman, la seleccion 
de un modelo final la haremos basandonos en los siguientes criterios: parquedad en el 
numero de parametros, ausencia de estructura en la estimacion de la ACF y la PACF de 
los residuos, varianza residual (8- 2 ) y el R2 del ajuste. 
La ACF muestral de la serie interpolada (ver figura 5a) muestra el comportamiento 
no estacionario de la serie tanto en la parte regular como estacional. En consecuencia, se 
toman diferencias regular y estacional y se estiman la ACF y la PACF para la serie diferen-
ciada (ver figuras 5b, 5c y 5d). Se identifican cuatro modelos ARMA(p, q)(ps, qs)(ps, qs) 
estacionales para la serie diferenciada que junto con los estimadores de los parametros, 
los estadisticos t, la varianza residual y el R2 , se recogen en la tabla 1. Tanto la ACF 
como la PACF de los cuatro modelos no presentan estructura. El numero de parametros 
es bastante elevado en el modelo 1, por 10 que este modelo se descarta. Como el resto 
de criterios no permiten discriminar claramente entre los modelos 2, 3 y 4 al ser los tres 
parametros del modelo 2 significativos, seleccionamos el modelo MA(l)ARs(l)MA s (l). 
2.2. Interpolacion optima 
Para series infinitas y no estacionarias cuando el modelo ARIMA es conocido la esperanza 
condicionada de la observacion faltante es un estimador optimo, en el sentido de que min-
imiza el error cuadratico medio. Brubacher y Wilson (1976) demuestran que la expresion 
del estimador depende unicamente de la serie observada y de la funcion de autocorrelacion 
del proceso dual, introducida por Cleveland (1972). 
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Figura 5: Interpolacion anual: a) ACF de la serie; b) y c) ACF de la serie diferenciada; d) PACF de la 
serie diferenciada. 
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Modelo I param. I param. estim. I estad. t I [;-2 I R2 I 
1 AR(16)MAs(l) <PI -0.0785 -8.48 0.0455 0.854 
<P2 -0.0304 -3.28 
<P3 -0.0448 -4.84 
<P4 0.0179 1.94 
<Ps 0.0063 0.68 
<P6 -0.0265 -2.87 
<P7 -0.0343 -3.72 
<Ps -0.0504 -5.48 
<pg 
-0.0524 -5.68 
<PlO -0.0587 -6.36 
<P11 -0.0493 -5.33 
cP12 -0.0242 -2.62 
<P13 -0.0423 -4.57 
<P14 -0.0705 -7.62 
cP15 -0.0615 -6.63 
<P16 -0.0094 -1.01 
Os
1 0.5363 55.84 
2 MA(1 )ARs (1 )MAs (1) 01 0.0658 7.1 0.0465 0.851 
<P~ -0.0434 -4.6 
Os
1 0.5349 55.9 
3 MA(I)MAs (l) 01 0.0624 6.76 0.0465 0.851 
Os 
1 0.5338 55.81 
4 MA s(1) Os1 0.5345 55.69 0.0467 0.850 
Table 1: Modelos ARIMA para la interpolaci6n inicial. 
Predicci6n con datos faltantes 11 
Si suponemos que la varianza de las perturbaciones es (J2 = 1, el filtro que se obtiene 
para interpolar un dato fait ante en el instante t = T es 
00 00
"'DA = - L.J Pk ZT-k - "'D (2.2)ZT L.J Pk ZT+k, 
k=l k=l 
D -2 "00 a corre l'aCIOn d k did 1 
coeficiente 7ro se define como 7ro = -1 y (J'b = L:~o 7rJ. 
Slen. d0 Pk = P-kD = (JD L..j=O 7rj7rj+k, 1 , e or den e proceso ua. El 
Si solo observamos la serie hasta ZT+n Y para alglin indice k > n el correspondiente 
coeficiente trk del polinomio autorregresivo es positivo, la expresion del filtro optimo varia 
en funcion de que se incorpore la correccion debida a la proximidad del dato faltante al 
final de la serie. 
Para series finitas con observaciones faltantes proximas al final de la serie Maravall y 
Pena (1992) calculan el estimador optimo del dato faltante. Este estimador corrige los 
pesos que definen la ponderacion de cada observacion en el filtro (2.2) y tiene la expresion 
00 n 
ZT,n = - ~ pP'nZT-k - ~ P~k,nZT+k' (2.3) 
k=1 k=1 
. cl0 Pk,n = -2 "n k < _ 1 D = -2 "n-k kD (JD,n L..j=O 7rj7rj+k para Y P-k,n (JD,n L..j=O 7rj7rj+k para' = 1 2 , ... , n.SIen , 
En este caso (J'b,n = L:j=o 7rJ. 
La expresion vectorial para el caso general en el que exista un vector de observaciones 
faltantes en distintos momentos del tiempo depende igualmente de la funcion de auto-
correlacion dual. El estimador que utilizamos para interpolar la serie de altura de ola Zt 
que incluye un vector de observaciones faltantes se puede encontrar en Maravall y Pena 
(1992) y el modelo a partir del cual se extraen los coeficientes del polinomio 7r(B) es el 
discutido en el apartado anterior: 
La serie interpolada optimamente se muestra en el grafico de la figura 6. 
3. MODELIZACION DE LA SERIE DE OLEAJE 
Reconstruida la serie de alturas de ola mediante interpolacion optima, el siguiente paso 
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Figura 6: a) serie con interpolacion optima; b) datos interpolados optimamente. 
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es modelizar la serie. Para ello se proponen dos vias. La primera modelizacion consiste 
en ajustar un modelo ARIMA estacional a los datos siguiendo la misma metodologia que 
se aplico en la seccion 2. 
La segunda modelizacion difiere en el tratamiento de los efectos de la climatologia en la 
altura de ola. Los ciclos de la serie son variables debido a que las estaciones meteorologicas 
no siempre llegan en las misma fechas del calendario. Es obvio que hay inviernos 0 veranos 
que se adelantan 0 atrasan. Este hecho no provocaria diferencias muy significativas en el 
componente estacional si la serie estuviese medida en periodos mas largos, como meses 0 
trimetres por ejemplo. Sin embargo, en la serie Zt se recogen los registros de altura de ola 
cada tres horas y el desfase se aprecia notablemente. Una simple diferencia estacional en 
este caso puede no ser la mejor forma de extraer el componente no estacionario estacional. 
Si suponemos que el modelo que sigue la serie es 
Zt = c(t) + Xt t = 1, ... , N, 
donde c( t) es una funcion del tiempo periodica, con periodo igual a un ano, Y Xt es un 
proceso estocastico que sigue un modelo ARIMA regular, la forma de eliminar los efectos 
estacionales que proponemos es realizar un suavizado de la serie mediante una regresion 
no parametrica de los datos observados frente al tiempo. 
3.1. Mode/os lineaZes 
La modelizacion ARIMA de la serie interpolada optimamamente Zt presenta cambios 
sustanciales con respecto a la que se realizo en la seccion 2 para la serie reconstruida con 
la interpolacion inicial. En la figura 7 se presentan estimaciones de la ACF y la PACF 
correspondientes a la serie interpolada optimamente. Comparando estos graficos con los 
de la figura 5 se aprecian diferencias significativas: 1) la correlacion de orden 1 es positiva 
para la serie con interpolacion optima mientras que antes era negativa y 2) aparece una 
correlacion negativa de orden 5840 (28), que no estaba presente en el correlograma de la 
serie interpolada inicialmente. 
No es sorprendente la aparicion de diferencias entre los correlogramas estimados a 
partir de las interpolaciones inicial y optima. Si el modelo que se supone para intepolar 
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Figura 7: Interpolacion optima: a) ACF de la serie; b) y c) ACF de la serie diferenciada; d) PACF de 
la serie diferenciada. 
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optimamente es cercano al verdadero modelo que sigue la serie, entonces esas diferencias 
ponen de manifiesto que la interpolacion inicial tiene implicaciones perversas en la mode-
lizacion. Sin embargo, existe una mayor evidencia a favor de que el correlograma cuando 
se interpola optimamente es el que refleja la verdadera estructura de correlacion de la 
sene. 
En primer lugar, el correlograma obtenido a partir de la serie interpolada optimamente 
es mas acorde con la informacion que aportan los datos observados. La estimacion del 
coeficiente de correlacion de orden 1 con la interpolacion optima es Pt =0.2086, mientras 
que con la estimacion inicial es PI = -0.0519. Comparemos estas estimaciones con un 
estimador del coeficiente de correlacion PI independiente del metodo de interpolacion. 
Este tercer estimador de PI se calcula a partir de secuencias de observaciones que en dos 
anos consecutivos no incluyan datos faltantes. Usando todas las secuencias con mas de 
15 datos se estima PI = 0.1988. 
Por otro lado, la ACF y PACF que se estiman para una segunda interpolacion de los 
datos (con el modelo que se identifica y estima a partir de la primera interpolacion optima) 
son practicamente iguales a los proporcionados por la primera interpolacion optima. 
Los modelos identificados p~ra la serie Zt con interpolacion optima son los que se 
recogen en la tabla 2. Tambien se presentan la estimaciones de los parametros, la varianza 
residual y el R2 • Teniendo en cuenta la parquedad en el numero de parametros, el modelo 
mas satisfactorio es el MA(l)ARs(l)ARs (1) 
B 2920 )Zt(1 +O.03B8 )(1 +0.53B2920 +0.46B5840 +0.19B8760 )(1 - B)(l - = (1 +0.17B)at. 
3.2. Mode/os mixtos 
El suavizado de la serie se ha realizado mediante un estimador no parametrico de la 
regresion tipo nucleo (vease Hardle, 1990) 
N 
Lzsf{ C~ s) 
c(t) = s=~ t = 1, ... ,N, 
Lf{ C~ s)
s=1 
16 P. Delicado y A. Juste] 
Modelo I panim. I param. estim. I estad. t I fr2 I R2 I 
1 AR(16)ARs (3) <PI 0.1692 9.13 0.0216 0.939 
<P2 -0.0047 -0.25 
<P3 -0.0481 -2.58 
<P4 0.0653 3.50 
<Ps 0.0042 0.23 
<P6 -0.0108 -0.58 
<P7 -0.0498 -2.67 
<Ps -0.0362 -1.94 
<pg 
-0.0219 -1.17 
<PlO -0.0358 -1.92 
<Pll -0.0368 -1.97 
<P12 -0.0121 -0.65 
<P13 -0.0579 -3.11 
<P14 -0.0719 -3.86 
<PIS -0.0590 -3.15 
<P16 0.0042 0.22 
<p1 -0.5392 -28.29 
<p~ -0.4644 -25.72 
<P3 -0.2059 -12.09 
2 T\'IA( 1)ARs(1 )ARs (3) ()1 -0.1751 -9.6 0.0224 0.937 
<p~ -0.0384 -2.0 
<p1 -0.5359 -27.7 
<P2 -0.4635 -25.6 
<P3 -0.1998 -11.7 
Table 2: Modelos ARIMA para la interpolaci6n 6ptima. 
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donde ]{ es una funcion de densidad con varianza igual aI, que se conoce coma funcion 
nucleo. El parametro v se denomina parametro de suavizado 0 ventana. El estimador 
micleo del valor de la funcion c en un punto t es una media ponderada de las observaciones 
registradas en instantes cercanos a s. El parametro de suavizado v controla que puntos 
se consideran cercanos a s, de manera que los instantes mas proximos a s tendran pesos 
tanto mayores cuanto menor sea v. ASl, si v es grande el estimador de c(t) es una 
funci6n suave, mientras que si v es excesivamente pequeiio entonces c(t) mantendra parte 
de la variabilidad presente en la muestra. La elecci6n del parametro v es crucial en la 
estimacion no parametrica de la regresion. Sin embargo, el tipo de nucleo ]{ afecta menos 
a la estimacion. Se ha seleccionado el nucleo de Epanechnikov, que presenta algunas 
propiedades de optimalidad (vease Silverman, 1986, pag. 42). La eleccion de la ventana 
se hace de modo que se cumplan en la medida de 10 posible los objetivos perseguidos con 
el suvizado de la serie: por un lado, que la estimacion de Xt, 
Xt = Zt - c(t), 
no contenga estructura estacional y, por otro, que c(t) sea proxima a una funcion periodica. 
El primer objetivo se logra tomando ventanas v suficientemente pequeiias, mientras que 
el segundo precisa de ventanas amplias. Asf, el compromiso entre ambos criterios nos 
conduce a elegir coma parametro de suavizado el valor v = 480. Esto significa que en la 
estimacion de c(t) intervienen observaciones que distan del instante t hasta cuatro meses. 
La estimacion de c(t) se ha realizado a partir de los datos Zt sin incluir las observaciones 
faltantes. En la figura 8a se muestra el resultado de la estimacion no parametrica y en la 
figura 8b se presentan los valores Xt para toda la serie interpolada optimamente Zt. 
A partir de la estimacion de la componente dclica de Zt se ajusta un modelo ARIMA 
regular a la estimacion del proceso Xt = Zt - c(t). En la figura 9a se representa el corre-
lograma de Xt para los 8000 primeros retardos. Puede observarse como las correlaciones 
estacionales (retardos multiplos de s=2920) no son significativas 0 estan muy proximas 
alas bandas de confianza. En cualquier caso se considera que los efectos estacionales 
han sido suficientemente mitigados mediante el suavizado y, por tanto, en Xt se mode-
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Figura 8: a) Estimacion no parametrica de la serie %t; b) serie it = %t - c(t). 
19 Prediccion con datos faltantes 
estacionariedad por 10 que se opta por tomar una diferencia regular. 
En las figuras 9b y 9c se muestran los 100 primeros retardos de la ACF y PACF 
muestral de la serie Xt diferenciada. Los modelos identificados a partir de estos graficos 
son los incluidos en la tabla 3, junto con las estimaciones de los parametros, la varianza 
residual y el valor de R2. Si seleccionamos el modelo con el criterio de parquedad en el 
numero de parametros, el modelo mas apropiado es el MA(l)ARs(l) y, por tanto, para 
Zt es 
(1 +0.02B8 )(1 - B)(Zt - c(t)) = (1 +0.2B)at. 
Teniendo en cuenta otros criterios para seleccionar entre modelos no hay una evidencia 
muy fuerte para seleccionar ninguno de los dos. La decision final dependera por tanto de 
que modelo proponga mejores predicciones. 
4. PREDICCION A CORTO PLAZO 
En esta seccion se presenta un estudio comparativo de los modelos ARIMA estacionales 
y mixtos que se estiman en la seccion 3. El objetivo es seleccionar el modelo que genera 
mejores predicciones de los datos futuros. El horizonte de prediccion que interesa alas 
autoridades portuarias es de dos 'dias, 10 que equivale a 16 periodos adelante. 
La prediccon con modelos ARIMA se realiza de la forma habitual (Box y Jenkins, 
19(6). Cuando se utiliza un modelo mixto, la prediccion es la suma del predictor de 
la funcion que representa el cic10 c(t), mas la prediccion que se haga del proceso Xt 
mediante modelizacion ARIMA. La prediccion del componente c(t) se realiza usando como 
predictor del cic10 anualla media de los ciclos completos estimados mediante regresion no 
parametrica 
cN(N+t)= ~tC(t+(i-1)S) t = 1, ... , S, (4.4) 
i=I 
donde A es el numero de anos completos en la serie. Para evitar el efecto de los extremos 
de la serie en la estimacion, en lugar del predictor (4.4) se sugiere el siguiente: 
A 
c.I\,(N + t) = A ~ 1 L>~(t + (i - 1)s)I[a],a21(t + (i - l)s) t = 1, ... , s, (4.5) 
\=} 
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Figura 9: Serie Xt = Zt - c(t): a) ACF de la serie; b) ACF de la serie diferenciada; c) PACF de la serie 
diferenciada. 
21 Prediccion con datos faltantes 
Modelo pararn. pararn. estirn. estad. t 0-2 R2 
1 AR(16) <PI 0.1940 23.43 0.0192 0.921 
<P2 -0.0566 -6.72 
<P3 -0.0353 -4.19 
<P4 0.0570 6.77 
<Ps -0.0065 -0.77 
<P6 -0.0382 -4.53 
<P7 -0.0299 -3.55 
<Ps -0.0229 -2.72 
<pg 
-0.0426 -5.06 
<PlO -0.0313 -3.71 
<Pll -0.0236 -2.80 
<P12 -0.0125 -1.48 
<P13 -0.0368 -4.37 
<P14 -0.0595 -7.06 
<PIS -0.0433 -5.14 
<P16 0.0048 0.58 
2 MA(l}:\Rs (1) el -0.2044 -25.2 0.0197 0.919 
<Pi -0.0213 -2.5 
Table 3: Modelos ARIMA para la estirnaci6n de Xt. 
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Figura 10: Estimaci6n y predicci6n del ciclo anual 
donde 01 = (1 +8/2) Y 02 == ((A - 1)8 +8/2). El predictor (4.5) es el ciclo medio de la 
estimacion de los cuatro ciclos completos que van desde el pricipio del segundo semestre de 
1986 hasta el final de la primera mitad de 1990. En la figura 10 se muestra la estimacion 
c( t) para los anos observados y la prediccion CN (N + t) para el primer ano fuera de la 
muestra. 
Con los modelos considerados se realizan predicciones durante 20 dias. Cada dos dias 
se predicen los valores de la serie 16 periodos por delante. La primera prediccion se realiza 
alas nueve de la noche del ultimo dia del ano 1990, es decir, en el momento de la ultima 
observacion de la serie modelizada. Como criterio de comparacion entre modelos se toma 
el error cuadnitico medio de prediccion: la media de los cuadrados de las diferencias entre 
los valores reales y los predichos. Recordemos que se dispone de los datos reales registrados 
durante los veinte dias en los que se realizan las predicciones. Los modelos utilizados para 
predecir han sido los cuatro modelos identificados y estimados en la seccion 3. 
Las figuras lla, llb, l2a y l2b muestran la serie real, las sendas de prediccion y 
las bandas de confianza de las predicciones en los veinte dias que se analizan. En la 
tahla 4 se recogen los errores cuadniticos medios de las predicciones para cada uno de los 
cuatro modelos cuando los horizontes de prediccion van de uno a 16 periodos adelante. 
La ultima linea de esa tabla muestra los valores medios de los errores cuadraticos medios 
anteriores. Puede observarse que, salvo en la prediccion a un paso, los modelos mixtos 
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Figura 11: Predicci6n con modelos ARIMA estacionales: a) AR(16)ARs (3); b) MA(1)AR8(1)ARs (3). 
superan siempre a la modelizacion ARIMA pura. Tambien se aprecia que la inclusion 
del polinomio autorregresivo de orden 16 en la parte regular de los modelos proporciona 
mejores predicciones. Los resultados obtenidos muestran que el modelo mas apropiado 
para predecir con horizonte de prediccion de dos dias es el modelo mixto con componente 
lineal AR(16). 
(1- O.19B +O.05B2 +... +O.004B16 )(1- B)(Zt - c(t)) = at. 












Figura 12: Predicci6n con modelos mixtos: a) modelo mixto con componente lineal 1 AR(16); b) modelo 
mixto con componente lineal 2 MA(l)ARs(l). 
25 Prediccion con datos faltantes 
ARIMA estacional Mixto 
MA(1 )ARg(I)ARs (3) AR(16)ARs (3) MA(1 )ARg(I) AR(16) 
1 periodo 0.0086 0.0086 0.0325 0.0311 
2 periodos 0.0513 0.0532 0.0492 0.0468 
3 periodos 0.0666 0.0631 0.0678 0.0586 
4 periodos 0.1152 0.1020 0.0754 0.0584 
5 periodos 0.1233 0.0956 0.0786 0.0564 
6 periodos 0.1882 0.1515 0.1153 0.0956 
7 periodos 0.2215 0.1662 0.1333 0.0999 
8 periodos 0.2518 0.1913 0.1736 0.1220 
9 periodos 0.3034 0.2557 0.1384 0.0942 
10 periodos 0.3497 0.2725 0.1842 0.1222 
11 periodos 0.3730 0.2497 0.2420 0.1672 
12 periodos 0.4240· 0.3041 0.2654 0.1913 
13 periodos 0.4194 0.2951 0.3067 0.2378 
14 periodos 0.4230 0.3053 0.3001 0.2373 
1.5 periodos 0.3976 0.2814 0.2914 0.2369 
16 periodos 0.4185 0.2939 0.2980 0.2258 
Total 1 0_.2_5_84 0._19_3_1 0._17_2_0__1 0.1301 1 
Table 4: Error cuadratico medio de predicci6n con modelos ARIMA estacionales y mod-
elos mixtos. 
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5. CONCLUSIONES 
El modelo que finalmente se propone para predecir la altura significativa de ola a corto 
plazo es un modelo mixto en el que a la parte lineal, ajena al comportamiento ciclico de 
la serie, se le ajusta un modelo AR(16). Se ha comprobado que este es el modelo que 
incurre en menores errores cuadraticos medios de prediccion en el periodo de veinte dias 
utilizado para comparar los diferentes modelos propuestos. 
Otra ventaja de este modelo es que el modelo ARIMA que se ajusta a la parte lineal 
no incluye diferencias de orden estacional y, en consecuencia, el calculo de las predicciones 
requiere un tiempo de computacion inferior al necesario para los modelos con diferencias 
estacionales. 
La actualizacion del modelo propuesto debe hacerse periodicamente. Se propone que la 
reestimacion del ciclo c(t) se realice cada medio ano y que la estimacion de los parametros 
del polinomio AR(16) se revise cada mes. 
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