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ADAPTIVE DENSITY ESTIMATION FOR GENERAL ARCH MODELS
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Abstrat. We onsider a model Yt = σtηt in whih (σt) is not independent of the noise
proess (ηt), but σt is independent of ηt for eah t. We assume that (σt) is stationary and
we propose an adaptive estimator of the density of ln(σ2t ) based on the observations Yt.
Under various dependene strutures, the rates of this nonparametri estimator oinide
with the minimax rates obtained in the i.i.d. ase when (σt) and (ηt) are independent,
in all ases where these minimax rates are known. The results apply to various linear
and non linear ARCH proesses.
MSC 2000 Subjet Classiations. 62G07 - 62M05. June 28, 2018
Keywords and phrases. Adaptive density estimation. Deonvolution. General ARCH
models. Model seletion. Penalized ontrast.
1. Introdution
In this paper, we onsider the following general ARCH-type model: ((Yt, σt))t≥0 is a
stritly stationary sequene of R× R+-valued random variables, satisfying the equation
(1.1) Yt = σtηt
where (ηt)t∈Z is a sequene of independent and identially distributed (i.i.d.) random
variables with mean zero and nite variane, and for eah t ≥ 0, the random vetor
(σi, ηi−1)0≤i≤t is independent of the sequene (ηi)i≥t.
The model is lassially re-written via a logarithmi transformation:
(1.2) Zt = Xt + εt,
where Zt = ln(Y
2
t ), Xt = ln(σ
2
t ) and εt = ln(η
2
t ). In the ontext derived from the model
(1.1), Xt and εt are independent for a given t, whereas the proesses (Xt)t≥0 and (εt)t∈Z
are not independent.
Our aim is the adaptive estimation of g, the ommon distribution of the unobserved
variables Xt = ln(σ
2
t ), when the density fε of εt = ln(η
2
t ) is known. More preisely we
shall build an estimator of g without any prior knowledge on its smoothness, using the
observations Zt = ln(Y
2
t )t and the knowledge of the onvolution kernel fε. Sine Xt and εt
are independent for eah t, the ommon density fZ of the Zt's is given by the onvolution
equation fZ = g ∗ fε.
In many papers dealing with ARCH models, εt is assumed to be Gaussian or the log of
a squared Gaussian (when ηt is Gaussian, see van Es et al. (2005) or in slightly dierent
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ontexts van Es et al. (2003), Comte and Genon-Catalot (2005)). Our setting is more
general sine we onsider various type of error densities. More preisely, we assume that
fε belongs to some lass of smooth funtions desribed below: there exist nonnegative
numbers κ0, γ, µ, and δ suh that the fourier transform f
∗
ε of fε satises
(1.3) κ0(x
2 + 1)−γ/2 exp{−µ|x|δ} ≤ |f∗ε (x)| ≤ κ′0(x2 + 1)−γ/2 exp{−µ|x|δ}.
Sine fε is known, the onstants µ, δ, κ0, and γ dened in (1.3) are known. When δ = 0
in (1.3), the errors are alled ordinary smooth errors. When µ > 0 and δ > 0, they are
alled super smooth. The standard examples for super smooth densities are Gaussian or
Cauhy distributions (super smooth of order γ = 0, δ = 2 and γ = 0, δ = 1 respetively).
When εt = ln(η
2
t ) with ηt ∼ N (0, 1) as in van Es et al. (2003, 2005), then εt is super-
smooth with δ = 1, γ = 0 and µ = π/2. An example of ordinary smooth density is the
Laplae distribution, for whih δ = µ = 0 and γ = 2.
In density deonvolution of i.i.d variables theXt's and the εt's are i.i.d. and the sequenes
(Xt)t≥0 and (εt)t∈Z are independent (for short we shall refer to this ase as the i.i.d.
ase). In the setting of Model (1.2), the lassial assumptions of independene between the
proesses (Xt)t≥0 and (εt)t∈Z are no longer satised and the tools for deonvolution have
to be revisited.
As in density deonvolution for i.i.d. variables, the slowest rates of onvergene for
estimating g are obtained for super smooth error densities. For instane, in the i.i.d ase,
when εt is Gaussian or the log of a squared Gaussian and g belongs to some Sobolev lass,
the minimax rates are negative powers of ln(n) (see Fan (1991)). Nevertheless, it has been
notied by several authors (see Pensky and Vidakovi (1999), Butuea (2004), Butuea
and Tsybakov (2005), Comte et al. (2006)) that the rates are improved if g has stronger
smoothness properties. So, we desribe the smoothness properties of g by the set
(1.4) Ss,r,b(C1) =
{
ψ suh that
∫ +∞
−∞
|ψ∗(x)|2(x2 + 1)s exp{2b|x|r}dx ≤ C1
}
for s, r, b unknown non negative numbers. When r = 0, the lass Ss,r,b(C1) orresponds to
a Sobolev ball. When r > 0, b > 0 funtions belonging to Ss,r,b(C1) are innitely many
times dierentiable.
Our estimator of g is onstruted by minimizing an appropriate penalized ontrast fun-
tion only depending on the observations and on fε. It is hosen in a purely data-driven way
among a olletion of non-adaptive estimators. We start by the study of those non-adaptive
estimators and show that their mean integrated squared error (MISE) has the same order
as in the i.i.d. ase. In partiular they reah the minimax rates of the i.i.d. ase in all
ases where they are known (see Fan (1991), Butuea (2004) and Butuea and Tsybakov
(2005)). Next we prove that the MISE of our adaptive estimator is of the same order as
the MISE of the best non-adaptive estimator, up to some possible negligible logarithmi
loss in one ase.
In their 2005 paper, van Es et al. (2005) have onsidered the ase where ηt is Gaussian,
the density g of Xt is twie dierentiable, and the proess (Zt,Xt) is α-mixing. Here
we onsider various types of error density, and we do not make any assumption on the
smoothness of g: this is the advantage of the adaptive proedure. We shall onsider
two types of dependene properties, whih are satised by many ARCH proesses. First
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we shall use the lassial β-mixing properties of general ARCH models, as realled in
Doukhan (1994) and desribed in more details in Carraso and Chen (2002). But we
also illustrate that new reent oeients an be used in our ontext, whih allow an
easy haraterization of the dependene properties in funtion of the parameters of the
models. Those new dependene oeients, reently dened and studied in Dedeker and
Prieur (2005), are interesting and powerful beause they require muh lighter onditions
on the models. Suh ideas have been popularized by Ango Nzé and Doukhan (2004) and
Doukhan et al. (2006). For instane, these oeients allow to deal with the general
ARCH(∞) proesses dened by Giraitis et al. (2000).
The paper is organized as follows. Many examples are desribed in Setion 2, together
with their dependene properties. The estimator is dened in Setion 3. The MISE bounds
are given in Setion 4, and the proofs are given in Setion 5.
2. The model and its dependene properties
2.1. Models and examples. A partiular ase of model (1.1) is
(2.1) Yt = σtηt, with σt = f(ηt−1, ηt−2, . . .)
for some measurable funtion f . Another important ase is
(2.2) Yt = σtηt, with σt = f(σt−1, ηt−1) and σ0 independent of (ηt)t≥0,
that is σt is a stationary Markov hain.
We begin with models satisfying a reursive equation, whose stationary solution satises
(2.1). The original ARCH model as introdued by Engle (1982) was given by
(2.3) Yt =
√
a+ bY 2t−1ηt, a ≥ 0, b ≥ 0
It has been generalized by Bollerslev (1986) with the lass of GARCH(p, q) models dened
by Yt = σtηt and
(2.4) σ2t = a+
p∑
i=1
aiY
2
t−i +
q∑
j=1
bjσ
2
t−j
where the oeients a, ai, i = 1, . . . , p and bj, j = 1, . . . , q are all positive real numbers.
Those proesses were studied from the point of view of existene and stationarity of solu-
tions by Bougerol and Piard (1992a, 1992b) and Ango Nzé (1992). Under the ondition∑p
i=1 ai +
∑q
j=1 bj < 1, this model has a unique stationary solution of the form (2.1).
Many extensions have been proposed sine then. A general linear example of model is
given by the ARCH(∞) model desribed by Giraitis et al. (2000):
(2.5) σ2t = a+
∞∑
j=1
ajY
2
t−j ,
where a ≥ 0 and aj ≥ 0. Again if
∑
j≥1 aj < 1, then there exists a unique stritly
stationary solution to (2.5) of the form (2.1).
For the models satisfying (2.2), let us ite rst the so-alled augmented GARCH(1, 1)
models introdued by Duan (1997):
(2.6) Λ(σ2t ) = c(ηt−1)Λ(σ
2
t−1) + h(ηt−1),
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where Λ is an inreasing and ontinuous funtion on R+. We refer to Duan (1997) for nu-
merous examples of more standard models belonging to this lass. There exists a stationary
solution to (2.6), provided c satises the ondition A∗2 given in Carraso and Chen (2002)
(this ondition is satised as soon as E(|c(η0)|s) < 1 and E(|h(η0)|s) <∞ for integer s ≥ 1,
see the ondition A2 of the same paper). An example of the model (2.6) is the threshold
ARCH model (see Zakoïan (1993)):
(2.7) σt = a+ bσt−1ηt−11I{ηt−1>0} − cσt−1ηt−11I{ηt−1<0}, a, b, c > 0
for whih c(ηt−1) = bηt−11I{ηt−1>0}−cηt−11I{ηt−1<0} and h = a. In partiular, the ondition
for the stationarity is satised as soon as b ∨ c < 1.
Other models satisfying (2.2) are the non linear ARCH models (see Doukhan (1994), p.
106-107), for whih:
(2.8) σt = f(σt−1ηt−1).
There exists a stationary solution to (2.8) provided that the density of η0 is positive on a
neighborhood of 0 and lim sup|x|→∞ |f(x)/x| < 1.
In the next setion, we dene the dependene oeients that we shall use in this
paper, and we give the dependene properties of the models (2.3)-(2.8) in terms of these
oeients.
2.2. Measures of dependene. Let (Ω,A,P) be a probability spae. LetW be a random
vetor with values in a Banah spae (B, ‖ · ‖B), and letM be a σ-algebra of A. Let PW |M
be a onditional distribution of W given M, and let PW be the distribution of W . Let
B(B) be the Borel σ-algebra on (B, ‖ ·‖B), and let Λ1(B) be the set of 1-Lipshitz funtions
from (B, ‖ · ‖B) to R. Dene now
β(M, σ(W )) = E
(
sup
A∈B(X )
|PW |M(A)− PW (A)|
)
,
and if E(‖W‖B) <∞, τ(M,W ) = E
(
sup
f∈Λ1(B)
|PW |M(f)− PW (f)|
)
.
The oeient β(M, σ(W )) is the usual mixing oeient, introdued by Rozanov and
Volkonskii (1960). The oeient τ(M,W ) has been introdued by Dedeker and Prieur
(2005).
Let (Wt)t≥0 be a stritly stationary sequene of R2-valued random variables. On R2, we
put the norm ‖x− y‖R2 = |x1 − y1|+ |x2 − y2|. For any k ≥ 0, dene the oeients
(2.9) β1(k) = β(σ(W0), σ(Wk)), and if E(‖W0‖R2) <∞, τ1(k) = τ(σ(W0),Wk).
On (R2)l, we put the norm ‖x − y‖(R2)l = l−1(‖x1 − y1‖R2 + · · · + ‖xl − yl‖R2). Let
Mi = σ(Wk, 0 ≤ k ≤ i). The oeients β∞(k) and τ∞(k) are dened by
(2.10) β∞(k) = sup
i≥0
sup
l≥1
{β(Mi, σ(Wi1 , . . . ,Wil)), i + k ≤ i1 < · · · < il} ,
and if E(‖W1‖R2) <∞,
(2.11) τ∞(k) = sup
i≥0
sup
l≥1
{τ(Mi, (Wi1 , . . . ,Wil)), i+ k ≤ i1 < · · · < il} .
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We say that the proess (Wt)t≥0 is β-mixing (resp. τ -dependent) if the oeients
β∞(k) (resp. τ∞(k)) tend to zero as k tends to innity. We say that it is geometrially
β-mixing (resp. τ -dependent), if there exist a > 1 and C > 0 suh that β∞(k) ≤ Cak
(resp. τ∞(k) ≤ Cak) for all k ≥ 1.
We now reall the oupling properties assoiated with the dependeny oeients. As-
sume that Ω is rih enough, whih means that there exists U uniformly distributed over
[0, 1] and independent ofM∨σ(W ). There exist twoM∨σ(U)∨σ(W )-measurable random
variables W ⋆1 and W
⋆
2 distributed as W and independent of M suh that
(2.12) β(M, σ(W )) = P(W 6= W ⋆1 ) and τ(M,W ) = E(‖W −W ⋆2 ‖B) .
The rst equality in (2.12) is due to Berbee (1979), and the seond one has been established
in Dedeker and Prieur (2005), Setion 7.1.
As onsequenes of the oupling properties (2.12), we have the following ovariane
inequalities. Let ‖ · ‖∞,P be the L∞(Ω,P)-norm. For two measurable funtions f, h from
R to C, we have
(2.13) |Cov(f(Y ), h(X))| ≤ 2‖f(Y )‖∞,P‖h(X)‖∞,P β(σ(X), σ(Y )) .
Moreover, if Lip(h) is the Lipshitz oeient of h,
(2.14) |Cov (f(Y ), h(X))| ≤ ‖f(Y )‖∞,PLip(h) τ(σ(Y ),X) .
Thus, using that t→ eixt is |x|-Lipshitz, we obtain the bounds
|Cov(eixZ1 , eixXk)| ≤ 2β1(k − 1) and |Cov(eixZ1 , eixXk)| ≤ |x|τ1(k − 1).(2.15)
2.3. Appliation to ARCH models. For the models (1.1) and (1.2), the β-mixing o-
eients of the proess
(Wt)t∈Z = ((Zt,Xt))t∈Z(2.16)
are smaller than that of ((Yt, σt))t∈Z (beause of the inlusion of σ-algebras). If we assume
that in all ases the ηt's are entered with unit variane and admit a density with respet
to the Lebesgue measure, then
• The proess ((Yt, σt))t∈Z dened by Model (2.3) is geometrially β-mixing as soon
as 0 < b < 1.
• The proess ((Yt, σt))t∈Z dened by Model (2.4) is geometrially β-mixing, as soon
as
∑p
i=1 ai +
∑q
j=1 bj < 1 (see Carraso and Chen (2000, 2002)).
• The proess ((Yt, σt))t∈Z dened by Model (2.6) is geometrially β-mixing as soon
as: the density of η0 is positive on an open set ontaining 0; c and h are polynomial
funtions; there exists an integer s ≥ 1 suh that |c(0)| < 1, E(|c(η0)|s) < 1, and
E(|h(η0)|s) <∞. See Proposition 5 in Carraso and Chen (2002).
• The proess ((Yt, σt))t∈Z dened by Model (2.7) is geometrially β-mixing as soon
as 0 < b ∨ c < 1.
• The proess ((Yt, σt))t∈Z dened by Model (2.8) is geometrially β-mixing as soon as
the density of η0 is positive on a neighborhood of 0 and lim sup|x|→+∞ |f(x)/x| < 1
(see Doukhan (1994), Proposition 6 page 107).
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Note that some other extensions to nonlinear models having stationarity and dependeny
properties an be found in Lee and Shin (2005).
Conerning the τ -dependene, here is a general method to handle the models (2.1)
and (2.2). The following Proposition will be proved in appendix (see Ango Nzé and
Doukhan (2004) and Doukhan et al. (2006) for related results).
Proposition 2.1. Let Yt and σt satisfy either (2.1) or (2.2). For Model (2.1), let (η
′
t)t∈Z
be an independent opy of (ηt)t∈Z, and for t > 0, let σ∗t = f(ηt−1, . . . , η1, η′0, η
′
−1, . . .).
For Model (2.2), let σ∗0 be a opy of σ0 independent of (σ0, ηt)t∈Z, and for t > 0 let
σ∗t = f(σ∗t−1, ηt−1). Let δn be a non inreasing sequene suh that
(2.17) 2E(|σ2n − (σ∗n)2|) ≤ δn .
Then
(1) The proess ((Y 2t , σ
2
t ))t≥0 is τ -dependent with τ∞(n) ≤ δn.
(2) Assume that Y 20 , σ
2
0 have densities satisfying max(fσ2(x), fY 2(x)) ≤ C| ln(x)|αx−ρ
in a neighborhood of 0, for some α ≥ 0 and 0 ≤ ρ < 1. The proess ((Xt, Zt))t≥0
is τ -dependent with τ∞(n) = O((δn)(1−ρ)/(2−ρ)| ln(δn)|(1+α)/(2−ρ)).
Consider Model (2.5), and assume that c =
∑
j≥1 aj < 1. Let then ((Yt, σt))t∈Z be the
unique stritly stationary solution of the form (2.1). Then (2.17) holds with
δn = O
(
inf
1≤k≤n
{
cn/k +
∞∑
i=k+1
ai
})
.
Note that if σ20 and η
2
0 have bounded densities, then fY 2(x)) ≤ C| ln(x)| in a neighbor-
hood of 0, so that Proposition 2.1(2) holds with ρ = 0 and α = 1.
Under the assumptions of Proposition 2.1(2), we obtain for Model (2.5) the following
rates for ((Xt, Zt))t≥0:
• If aj = 0, for j ≥ J , then ((Xt, Zt))t≥0 is geometrially τ -dependent.
• If aj = O(bj) for some b < 1 then τ∞(n) = O(κ
√
n) for some κ < 1.
• If aj = O(j−b) for some b > 1 then τ∞(n) = O(n−b(1−ρ)/(2−ρ)(ln(n))(b+2)(1+α)/2).
For more general models than (2.5), we refer to Doukhan et al. (2006).
For Model (2.2), if there exists κ < 1 suh that
(2.18) E(|(f(x, η0))2 − (f(y, η0))2|) ≤ κ|x2 − y2| ,
then one an take δn = 4E(σ
2
0)κ
n
. Hene, under the assumptions of Proposition 2.1(2),
((Xt, Zt))t>0 is geometrially τ dependent. An example of Markov hain satisfying (2.18)
is the autoregressive model σ2t = h(σ
2
t−1) + r(ηt−1) for some κ-lipshitz funtion h.
3. The estimators
For two omplex-valued funtions u and v in L2(R) ∩ L1(R), let u∗(x) =
∫
eitxu(t)dt,
u ∗ v(x) = ∫ u(y)v(x − y)dy, and 〈u, v〉 = ∫ u(x)v(x)dx with z the onjugate of a om-
plex number z. We also denote by ‖u‖1 =
∫ |u(x)|dx, ‖u‖2 = ∫ |u(x)|2dx, and ‖u‖∞ =
supx∈R |u(x)|.
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3.1. The projetion spaes. Let ϕ(x) = sin(πx)/(πx). For m ∈ N and j ∈ Z, set
ϕm,j(x) =
√
mϕ(mx − j). The funtions {ϕm,j}j∈Z onstitute an orthonormal system in
L
2(R) (see e.g. Meyer (1990), p.22). Let us dene
Sm = span{ϕm,j , j ∈ Z},m ∈ N.
The spae Sm is exatly the subspae of L2(R) of funtions having a Fourier transform
with ompat support ontained in [−πm, πm]. The orthogonal projetion of g on Sm is
gm =
∑
j∈Z am,j(g)ϕm,j where am,j(g) =< ϕm,j , g >. To obtain representations having a
nite number of "oordinates", we introdue
S(n)m = span {ϕm,j , |j| ≤ kn}
with integers kn to be speied later. The family {ϕm,j}|j|≤kn is an orthonormal basis of
S
(n)
m and the orthogonal projetions of g on S
(n)
m is given by g
(n)
m =
∑
|j|≤kn am,j(g)ϕm,j .
Subsequently a spae S
(n)
m will be referred to as a "model" as well as a "projetion spae".
3.2. Constrution of the minimum ontrast estimators. We subsequently assume
that
(3.1) fε belongs to L2(R) and is suh that ∀x ∈ R, f∗ε (x) 6= 0.
Note that the square integrability of fε and (1.3) require that γ > 1/2 when δ = 0. Under
Condition (3.1) and for or t in S
(n)
m , we dene the ontrast funtion
γn(t) =
1
n
n∑
i=1
[‖t‖2 − 2u∗t (Zi)] , with ut(x) = 12π
(
t∗(−x)
f∗ε (x)
)
.
Then, for an arbitrary xed integer m, an estimator of g belonging to S
(n)
m is dened by
(3.2) gˆ(n)m = arg min
t∈S(n)m
γn(t).
By using Parseval and inverse Fourier formulae we obtain that E [u∗t (Zi)] = 〈t, g〉, so that
E(γn(t)) = ‖t− g‖2−‖g‖2 is minimal when t = g. This shows that γn(t) suits well for the
estimation of g. It is easy to see that
gˆ(n)m =
∑
|j|≤kn
aˆm,jϕm,j with aˆm,j =
1
n
n∑
i=1
u∗ϕm,j (Zi), and E(aˆm,j) =< g,ϕm,j >= am,j(g).
3.3. Minimum penalized ontrast estimator. The minimum penalized estimator of g
is dened as g˜ = gˆ
(n)
mˆg
where mˆg is hosen in a purely data-driven way. The main point
of the estimation proedure lies in the hoie of m = mˆ (or equivalently in the hoie of
model S
(n)
mˆ ) involved in the estimators gˆ
(n)
m given by (3.2), in order to mimi the orale
parameter
m˘g = argmin
m
E ‖ gˆ(n)m − g ‖22 .(3.3)
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The model seletion is performed in an automati way, using the following penalized riteria
(3.4) g˜ = gˆ
(n)
mˆ with mˆ = arg min
m∈{1,··· ,mn}
[
γn(gˆ
(n)
m ) + pen(m)
]
,
where pen(m) is a penalty funtion that depends on f∗ε (·) through ∆(m) dened by
∆(m) =
1
2π
∫ πm
−πm
1
|f∗ε (x)|2
dx.(3.5)
The key point in the dependent ontext is to nd a penalty funtion not depending on the
dependeny oeients suh that
E ‖ g˜ − g ‖2≤ C inf
m∈{1,··· ,mn}
E ‖ gˆ(n)m − g ‖2 .
In that way, the estimator g˜ is adaptive sine it ahieves the best rate among the estimators
gˆ
(n)
m , without any prior knowledge on the smoothness on g.
4. Density estimation bounds
>From now on, the dependene oeients are dened as in (2.9), (2.10) and (2.11)
with (Wt)t∈Z = ((Zt,Xt))t∈Z.
4.1. Rates of onvergene of the minimum ontrast estimators gˆ
(n)
m . Subsequently,
the density g is assumed to satisfy the following assumption:
(4.1) g ∈ L2(R), and there exists M2 > 0,
∫
x2g2(x)dx ≤M2 <∞.
Assumption (4.1), whih is due to the onstrution of the estimator, already appears in
density deonvolution in the independent framework in Comte et al. (2005, 2006). It is
important to note that Assumption (4.1) is very unrestritive. In partiular, all densities
having tails of order |x|−(s+1) as x tends to innity satisfy (4.1) only if s > 1/2. One an
ite for instane the Cauhy distribution or all stable distributions with exponent r > 1/2
(see Devroye (1986)). The Lévy distribution, with exponent r = 1/2 does not satises
(4.1).
Note that (4.1) is fullled if g is bounded by M0 and E(X
2
1 ) ≤ M1 < +∞, with M2 =
M0M1.
The order of the MISE of gˆ
(n)
m is given in the following proposition.
Proposition 4.1. If (3.1) and (4.1) hold, then gˆ
(n)
m dened by (3.2) satises
E‖g − gˆ(n)m ‖2 ≤ ‖g − gm‖2 +
m2(M2 + 1)
kn
+
2∆(m)
n
+
2Rm
n
,
where
(4.2) Rm =
1
π
n∑
k=2
∫ πm
−πm
∣∣∣Cov
(
eixZ1 , eixXk
)
f∗ε (−x)
∣∣∣dx.
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Moreover, Rm ≤ min(Rm,β, Rm,τ ), where
Rm,β = 4∆1/2(m)
n−1∑
k=1
β1(k) and Rm,τ = πm∆1/2(m)
n−1∑
k=1
τ1(k) ,
with β1, τ1 dened by (2.9), and where
(4.3) ∆1/2(m) =
1
2π
∫ πm
−πm
1
|f∗ε (x)|
dx.
This proposition requires several omments.
As usual, the order of the risk is given by a bias term ‖ gm− g ‖2 +m2(M2 +1)/kn and
a variane term 2∆(m)/n + 2Rm/n. As in density deonvolution for i.i.d. variables, the
variane term 2∆(m)/n+2Rm/n depends on the rate of deay of the Fourier transform of
fε. It is the sum of the variane term appearing in density deonvolution for i.i.d. variables
2∆(m)/n and of an additional term 2Rm/n. This last term Rm involves the dependeny
oeients and the quantity ∆1/2(m), whih is spei to the ARCH problem. The point
is that, as in the i.i.d. ase, the main order term in the variane part is ∆(m)/n, whih
does not involve the dependeny oeients. In other words, the dependeny oeients
only appear in front of the additional and negligible term ∆1/2(m)/n, spei to ARCH
models.
The bias term is the sum of the usual bias term ‖ gm−g ‖2, depending on the smoothness
properties of g, and on an additional term m2(M2 + 1)/kn. With a suitable hoie of kn,
not depending on g, this last term is negligible with respet to the variane term.
Conerning the main variane term, ∆(m) given by (3.5) has the same order as
Γ(m) = (1 + (πm)2)γ(πm)1−δ exp
{
2µ(πm)δ
}
,
up to some onstant bounded by
λ1(fε, κ0) =
1
κ20πR(µ, δ)
, where R(µ, δ) = 1I{δ=0} + 2µδ1I{δ>0}.(4.4)
The rates resulting from Proposition 4.1 under (1.3) and (1.4) are given in the following
proposition.
Corollary 4.1. Assume that (1.3), (3.1), and (4.1) hold, that g belongs to Ss,r,b(C1)
dened by (1.4), and that kn ≥ n. Assume either that
(1)
∑
k≥1 β1(k) < +∞
(2) or δ = 0, γ > 1 in (1.3) and
∑
k≥1 τ1(k) < +∞
(3) or δ > 0 in (1.3) and
∑
k≥1 τ1(k) < +∞.
Then gˆ
(n)
m dened by (3.2) satises
(4.5) E‖g− gˆ(n)m ‖2 ≤
C1
2π
(m2π2+1)−s exp{−2bπrmr}+ 2λ1(fε, κ0)Γ(m)
n
+
C2
n
Γ(m)om(1),
where C1 and C2 are nite onstants. The onstant C2 depends on
∑
k≥1 β1(k) (respetively
on
∑
k≥1 τ1(k)).
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If γ = 1 when δ = 0, then the bound 4.5 beomes
(4.6) E‖g − gˆ(n)m ‖2 ≤
C1
2π
(m2π2 + 1)−s exp{−2bπrmr}+ (2 + C2)λ1(fε, κ0)Γ(m)
n
,
with C2 depending on
∑
k≥1 β1(k) (respetively on
∑
k≥1 τ1(k)).
The rate of onvergene of gˆ
(n)
m˘ is the same as the rate for density deonvolution for
i.i.d. sequenes. Our ontext here enompasses the partiular ase onsidered by van Es
et al. (2005).
Table 1 below gives a summary of these rates obtained when minimizing the right hand
of (4.5). The m˘g denotes the orresponding minimizer (see 3.3).
Table 1. Choie of m˘g and orresponding rates under Assumptions (1.3)
and (1.4).
fε
δ = 0 δ > 0
ordinary smooth supersmooth
g
r = 0
Sobolev(s)
πm˘g = O(n
1/(2s+2γ+1))
rate = O(n−2s/(2s+2γ+1))
πm˘g = [ln(n)/(2µ+ 1)]
1/δ
rate = O((ln(n))−2s/δ)
r > 0
C∞
πm˘g = [ln(n)/2b]
1/r
rate = O
(
ln(n)(2γ+1)/r
n
) m˘g solution ofm˘2s+2γ+1−rg exp{2µ(πm˘g)δ + 2bπrm˘rg}
= O(n)
When r > 0, δ > 0 the value of m˘g is not expliitly given. It is obtained as the solution
of the equation
m˘2s+2γ+1−rg exp{2µ(πm˘g)δ + 2bπrm˘rg} = O(n).
Consequently, the rate of gˆ
(n)
m˘g
is not easy to give expliitly and depends on the ratio r/δ.
If r/δ or δ/r belongs to ]k/(k +1); (k +1)/(k +2)] with k integer, the rate of onvergene
an be expressed as a funtion of k. We refer to Comte et al. (2006) for further disussions
about those rates. We refer to Laour (2006) for expliit formulae for the rates in the
speial ase r > 0 and δ > 0.
4.2. Adaptive bound. Theorem 4.1 below gives a general bound whih holds under weak
dependeny onditions, for ε being either ordinary or super smooth.
For a > 1, let pen(m) be dened by
(4.7) pen(m) =


192a
∆(m)
n
if 0 ≤ δ < 1/3,
64aλ3
∆(m)mmin((3δ/2−1/2)+ ,δ))
n
if δ ≥ 1/3,
where ∆(m) is dened by (3.5). The onstant λ1(fε, κ0) is dened in (4.4) and
(4.8) λ3 = 1 +
32µπδ
λ1(fε, κ
′
0)
(
(
√
2 + 8)‖fε‖∞κ−10
√
λ1(fε, κ0)1I0≤δ≤1 + 2λ1(fε, κ0)1Iδ>1
)
.
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The important point here is that λ3 is known. Hene the penalty is expliit up to a nu-
merial multipliative onstant. This proedure has already been pratially studied for
independent sequenes (Xt)t≥1 and (εt)t≥1 in Comte et al. (2005, 2006). In partiular,
the pratial implementation of the penalty funtions, and the alibration of the onstants
have been studied in the two previously mentioned papers. Moreover, it is shown therein
that the estimation proedure is robust to various types of dependene, whether the errors
εi's are ordinary or super smooth (see Tables 4 and 5 in Comte et al. (2005)).
In order to bound up pen(m), we impose that
πmn ≤


n1/(2γ+1) if δ = 0[
ln(n)
2µ
+
2γ + 1− δ
2δµ
ln
(
ln(n)
2µ
)]1/δ
if δ > 0.
(4.9)
Subsequently we set
Ca = max(κ
2
a, 2κa) where κa = (a+ 1)/(a − 1).(4.10)
Theorem 4.1. Assume that fε satises (1.3) and 3.1, that g satises (4.1), and that mn
satises (4.9). Let pen(m) be dened by (4.7). Consider the olletion of estimators gˆ
(n)
m
dened by (3.2) with kn ≥ n and 1 ≤ m ≤ mn. Let β∞ and τ∞ be dened as in (2.10) and
(2.11) respetively. Assume either that
(1) β∞(k) = O(k−(1+θ)) for some θ > 3
(2) or δ = 0, γ ≥ 3/2 in (1.3) and τ∞(k) = O(k−(1+θ)) for some θ > 3 + 2/(1 + 2γ)
(3) or δ > 0 in (1.3) and τ∞(k) = O(k−(1+θ)) for some θ > 3.
Then the estimator g˜ = gˆ
(n)
mˆ dened by (3.4) satises
(4.11) E(‖g − g˜‖2) ≤ Ca inf
m∈{1,··· ,mn}
[
‖g − gm‖2 + pen(m) + m
2(M2 + 1)
n
]
+
C
n
,
where Ca is dened in (4.10) and C is a onstant depending on fε, a, and
∑
k≥1 β∞(k)
(respetively on
∑
k≥1 τ∞(k)).
Remark 4.1. In ase (2), when δ = 0 in (1.3), the ondition on θ is weaker as γ inreases
and fε gets smoother.
The estimator g˜ is adaptive in the sense that it is purely data-driven. This is due to the
fat that pen(.) is expliitly known. In partiular, its onstrution does not require any
prior smoothness knowledge on the unknown density g and does not use the dependeny
oeients. This point is important sine all quantities involving dependeny oeients
are usually not tratable in pratie.
The main result in Theorem 4.1 shows that the MISE of g˜ automatially ahieves the best
squared-bias variane ompromise (possibly up to some logarithmi fator). Consequently,
it ahieves the best rate among the rates of the gˆ
(n)
m , even from a non-asymptotial point
of view. This last point is of most importane sine the m seleted in pratie are small
and far away from asymptoti. For pratial illustration of this point in the ase of density
deonvolution of i.i.d. variables, we refer to Comte et al. (2005, 2006). Another important
point is that, if we onsider the asymptoti trade-o, then the rates given in Table 1 are
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automatially reahed in most ases by the adaptive estimator g˜. Only in the ase δ > 1/3
and r > 0, a loss may our in the rate of g˜. This omes from the additional power of
m in the penalty for δ ≥ 1/3 with respet to the variane order ∆(m). Nevertheless, the
resulting loss in the rate has an order whih is negligible ompared to the main order rate.
As a onlusion, the estimator g˜ has the rate of the i.i.d. ase, with an expliit penalty
funtion not depending on the dependeny oeients.
5. Proofs
5.1. Proof of Proposition 4.1. The proof of Proposition 4.1 follows the same lines as
in the independent framework (see Comte et al. (2006)). The main dierene lies in the
ontrol of the variane term. We keep the same notations as in Setion 3.2. Aording to
(3.2), for any given m belonging to {1, · · · ,mn}, gˆ(n)m satises, γn(gˆ(n)m )− γn(g(n)m ) ≤ 0. For
a random variable T with density fT , and any funtion ψ suh that ψ(T ) is integrable, set
νn,T (ψ) = n
−1∑n
i=1[ψ(Ti)− 〈ψ, fT 〉]. In partiular,
(5.1) νn,Z(u
∗
t ) =
1
n
n∑
i=1
[u∗t (Zi)− 〈t, g〉] .
Sine
γn(t)− γn(s) = ‖t− g‖2 − ‖s− g‖2 − 2νn,Z(u∗t−s),(5.2)
we infer that
(5.3) ‖g − gˆ(n)m ‖2 ≤ ‖g − g(n)m ‖2 + 2νn,Z
(
u∗
gˆ
(n)
m −g(n)m
)
.
Writing that aˆm,j − am,j = νn,Z(u∗ϕm,j ), we obtain that
νn,Z
(
u∗
gˆ
(n)
m −g(n)m
)
=
∑
|j|≤kn
(aˆm,j − am,j)νn,Z(u∗ϕm,j ) =
∑
|j|≤kn
[νn,Z(u
∗
ϕm,j )]
2.
Consequently, E‖g − gˆ(n)m ‖2 ≤ ‖g − g(n)m ‖2 +2
∑
j∈Z E[(νn,Z(u
∗
ϕm,j ))
2]. Aording to Comte
et al. (2006),
‖g − g(n)m ‖2 =‖ g − gm ‖2 +‖gm − g(n)m ‖2 ≤‖ g − gm ‖2 +
(πm)2(M2 + 1)
kn
.(5.4)
The variane term is studied by using rst that for f ∈ L1(R),
νn,Z(f
∗) =
∫
νn,Z(e
ix·)f(x)dx.(5.5)
Now, we use (5.5) and apply Parseval's formula to obtain
E
(∑
j∈Z
(νn,Z(u
∗
ϕm,j ))
2
)
=
1
4π2
∑
j∈Z
E
(∫ ϕ∗m,j(−x)
f∗ε (x)
νn,Z(e
ix·)dx
)2
=
1
2π
∫ πm
−πm
E|νn,Z(eix·)|2
|f∗ε (x)|2
dx.(5.6)
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Sine νn,Z involves entered and stationary variables, we have
(5.7) E|νn,Z(eix·)|2 = Var|νn,Z(eix·)| = 1
n
Var(eixZ1) +
1
n2
∑
1≤k 6=l≤n
Cov(eixZk , eixZl).
It follows from the struture of the model that, for k < l, εl is independent of (Xl, Zk), so
that E(eixZk) = f∗ε (x)g∗(x) and E(eix(Zl−Zk)) = f∗ε (x)E(eix(Xl−Zk)). Thus, for k < l,
Cov(eixZk , eixZl) = f∗ε (x)Cov(e
ixZk , eixXl).(5.8)
>From (5.7) and the stationarity of (Xi)i≥1, we obtain that
(5.9) E|νn,Z(eix·)|2 ≤ 1
n
+
2
n
n∑
k=2
∣∣
Cov(eixZ1 , eixXk)
∣∣ |f∗ε (x)|.
The rst part of Proposition 4.1 follows from the stationarity of the Xi's, and from (5.3),
(5.4), (5.6) and (5.9).
The proof of Rm ≤ min(Rm,β, Rm,τ ), where Rm,β and Rm,τ are dened in Proposition
4.1, omes from the inequalities (2.15) in Setion 2.2. Hene we get the result.✷
5.2. Proof of Corollary 4.1. Aording to Butuea and Tsybakov (2005), under (1.3),
we have
λ1(fε, κ
′
0)Γ(m)(1 + om(1)) ≤ ∆(m) ≤ λ1(fε, κ0)Γ(m)(1 + om(1)) as m→∞, where
(5.10) Γ(m) = (1 + (πm)2)γ(πm)1−δ exp
{
2µ(πm)δ
}
,
where λ1 is dened in (4.4). In the same way
λ1(fε, κ
′
0)Γ(m)(1 + om(1)) ≤ ∆1/2(m) ≤ λ1(fε, κ0)Γ(m)(1 + om(1)) as m→∞,
where
Γ(m) = (1 + (πm)2)γ/2(πm)1−δ exp(µ(πm)δ)
λ1(fε, κ0) =
[
κ20π(1I{δ=0} + µδ1I{δ>0})
]−1
.
It is easy to see that ∆1/2(m) ≤
√
m∆(m) and hene ∆1/2(m) = Γ(m)om(1). Now, as
soon as γ > 1 when δ = 0, m∆1/2(m) = Γ(m)om(1). Set m1 suh that for m ≥ m1 we
have
(5.11) 0.5λ1(fε, κ
′
0)Γ(m) ≤ ∆(m) ≤ 2λ1(fε, κ0)Γ(m),
and
(5.12) 0.5λ1(fε, κ
′
0)Γ(m) ≤ ∆1/2(m) ≤ 2λ1(fε, κ0)Γ(m).
If
∑
k≥1 β1(k) < +∞, (1.3) and (4.1) hold, and if kn ≥ n, then we have the upper bounds:
for m ≥ m1, λ1 = λ1(fε, κ0) and λ1 = λ1(fε, κ0),
E‖g − gˆ(n)m ‖2 ≤ ‖g − gm‖2 +
m2(M2 + 1)
n
+
2λ1Γ(m)
n
+ 8λ1
∑
k≥1
β1(k)
Γ(m)
n
≤ ‖g − gm‖2 + m
2(M2 + 1)
n
+
2λ1Γ(m)
n
+
C(
∑
k≥1 β1(k))Γ(m)
n
om(1).
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In the same way, if
∑
k≥1 τ1(k) < +∞, if γ > 1 when δ = 0, if (1.3) and (4.1) hold, and if
kn ≥ n, then we have the upper bound: for m ≥ m1,
E‖g − gˆ(n)m ‖2 ≤ ‖g − gm‖2 +
m2(M2 + 1)
n
+
2λ1Γ(m)
n
+ 2πλ1
∑
k≥1
τ1(k)
mΓ(m)
n
≤ ‖g − gm‖2 + m
2(M2 + 1)
n
+
2λ1Γ(m)
n
+
C(
∑
k≥1 τ1(k))Γ(m)
n
om(1).
Sine γ > 1 when δ = 0, the residual term n−1m2(M2+1) is negligible with respet to the
variane term.
Finally, gm being the orthogonal projetion of g on Sm, we get g
∗
m = g
∗
1I[−mπ,mπ] and
therefore
‖g − gm‖2 = 1
2π
‖g∗ − g∗m‖2 =
1
2π
∫
|x|≥πm
|g∗|2(x)dx.
If g belongs to the lass Ss,r,b(C1) dened in (1.4), then
‖g − gm‖2 ≤ C1
2π
(m2π2 + 1)−s exp{−2bπrmr}.
The orollary is proved. ✷
5.3. Proof of Theorem 4.1. By denition, g˜ satises that for all m ∈ {1, · · · ,mn},
γn(g˜) + pen(mˆ) ≤ γn(gm) + pen(m).
Therefore, by using (5.2) we get
‖g˜ − g‖2 ≤ ‖g(n)m − g‖2 + 2νn,Z(u∗g˜−g(n)m ) + pen(m)− pen(mˆ),
where νn,Z is dened in (5.1). If t = t1 + t2 with t1 in S
(n)
m and t2 in S
(n)
m′ , t
∗
has its
support in [−πmax(m,m′), πmax(m,m′)] and t belongs to S(n)max(m,m′). Set Bm,m′(0, 1) =
{t ∈ S(n)max(m,m′) / ‖t‖ = 1} and write
|νn,Z(u∗
g˜−g(n)m
)| ≤ ‖g˜ − g(n)m ‖ sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t )|.
Using that 2uv ≤ a−1u2 + av2 for any a > 1, leads to
‖g˜ − g‖2 ≤ ‖g(n)m − g‖2 + a−1‖g˜ − g(n)m ‖2 + a sup
t∈Bm,mˆ(0,1)
(νn,Z(u
∗
t ))
2 + pen(m)− pen(mˆ).
Proof in the β-mixing ase.
We use the oupling methods realled in Setion 2.2 to build approximating variables for
the Wi = (Zi,Xi)'s. More preisely, we build variables W
⋆
i suh that if n = 2pnqn + rn,
0 ≤ rn < qn, and ℓ = 0, · · · , pn − 1
Eℓ = (W2ℓqn+1, ...,W(2ℓ+1)qn), Fℓ = (W(2ℓ+1)qn+1, ...,W(2ℓ+2)qn),
E⋆ℓ = (W
⋆
2ℓqn+1, ...,W
⋆
(2ℓ+1)qn
), F ⋆ℓ = (W
⋆
(2ℓ+1)qn+1
, ...,W ⋆(2ℓ+2)qn ).
The variables E⋆ℓ and F
⋆
ℓ are suh that
- E⋆ℓ and Eℓ are identially distributed. F
⋆
ℓ and Fℓ are identially distributed.
- P(Eℓ 6= E∗ℓ ) ≤ β∞(qn) and P(Fℓ 6= F ∗ℓ ) ≤ β∞(qn),
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- E⋆ℓ and M0 ∨ σ(E0, E1, ..., Eℓ−1, E⋆0 , E⋆1 , · · · , E⋆ℓ−1) are independent, and therefore
independent of M(ℓ−1)qn and the same holds for the bloks F ⋆ℓ .
For the sake of simpliity we assume that rn = 0. We denote by (Z
⋆
i ,X
⋆
i ) = W
⋆
i the new
ouple of variables. We start from
(5.13) ‖ g˜ − g ‖2≤ κ2a ‖ g(n)m − g ‖2 +aκa sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t )|2 + κa(pen(m)− pen(mˆ)),
where κa is dened in (4.10). Using the notation (5.1), we denote by ν
⋆
n,Z(u
∗
t ) the empirial
ontrast omputed on the Z⋆i . Then we write
‖g˜ − g‖2 ≤ κ2a‖g − g(n)m ‖2 + 2aκa sup
t∈Bm,mˆ(0,1)
|ν⋆n,Z(u∗t )|2 + κa(pen(m)− pen(mˆ))
+2aκa sup
t∈Bm,mˆ(0,1)
|ν⋆n,Z(u∗t )− νn,Z(u∗t )|2.
Set
(5.14) T ⋆n(m,m
′) :=
[
sup
t∈Bm,m′ (0,1)
|ν⋆n,Z(t)|2 − p(m,m′)
]
+
.
Hene
‖g˜ − g‖2 ≤ κ2a‖g − g(n)m ‖2 + 2aκaT ⋆n(m, mˆ) + κa (2ap(m, mˆ) + pen(m)− pen(mˆ))
+2aκa sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t )− ν⋆n,Z(u∗t )|2
≤ κ2a‖g − g(n)m ‖2 + 2κapen(m) + 2aκa sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t )− ν⋆n,Z(u∗t )|2
+2aκaT
⋆
n(m, mˆ)(5.15)
where pen(m) is hosen suh that
2ap(m,m′) ≤ pen(m) + pen(m′).(5.16)
Now write
νn,Z(u
∗
t )− ν⋆n,Z(u∗t ) =
1
2π
1
n
n∑
k=1
∫
[eixZk − eixZ⋆k ]t
∗(−x)
f∗ε (x)
dx
=
1
2π
∫
[νn,Z(e
ix·)− ν⋆n,Z(eix·)]
t∗(−x)
f∗ε (x)
dx.
Consequently,
(5.17)
E
[
sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t ) − ν⋆n,Z(u∗t )|2
]
≤
∫ πmn
−πmn
E[|νn,Z(eix·) − ν⋆n,Z(eix·)|2]
1
|f∗ε (x)|2
dx.
Sine
E[|νn,Z(eix·)− ν⋆n,Z(eix·)|2] = E[|νn,Z(eix·)− ν⋆n,Z(eix·)1IZk 6=Z⋆k |2]
≤ 4E
[ 1
n
n∑
k=1
|1IZk 6=Z⋆k |2
]
≤ 4β∞(qn),
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we obtain that
E
[
sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t )− ν⋆n,Z(u∗t )|2
]
≤ 4β∞(qn)∆(mn).(5.18)
By gathering (5.15) and (5.18) we get
E‖g˜ − g‖2 ≤ κ2a‖g − g(n)m ‖2 + 2aκa
mn∑
m′=1
E
[
T ⋆n(m,m
′)
]
+ 2κapen(m) + 2aκaβ∞(qn)∆(mn).
Therefore we infer that, for all m ∈ {1, · · · ,mn},
E‖g − g˜‖2 ≤ Ca
[
‖g − g(n)m ‖2 + pen(m)
]
+ 2aκa(C1 + C2)/n,(5.19)
provided that
(5.20) ∆(mn)β∞(qn) ≤ C1/n and
mn∑
m′=1
E(T ⋆n(m,m
′)) ≤ C2/n.
Using (5.11), we onlude that the rst part of (5.20) is fullled as soon as
(5.21) mn
2γ+1−δ exp{2µπδmnδ}β∞(qn) ≤ C ′1/n.
In order to ensure that our estimators onverge, we only onsider models with bounded
penalty, and therefore (5.21) requires that β∞(qn) ≤ C ′1/n2. For qn = [nc] and β∞(k) =
O(n−1−θ), we obtain the ondition n−c(1+θ) = O(n−2). If θ > 3, one an nd c ∈]0, 1/2[,
suh that this ondition is satised. Consequently, (5.21) holds.
To prove the seond part of (5.20), we split T ⋆n(m,m
′) into two terms
T ⋆n(m,m
′) = (T ⋆n,1(m,m
′) + T ⋆n,2(m,m
′))/2,
where, for k = 1, 2,
(5.22)
T ⋆n,k(m,m
′) =
[
sup
t∈Bm,m′ (0,1)
∣∣ 1
pnqn
pn∑
ℓ=1
qn∑
i=1
(
u∗t (Z
⋆
(2ℓ+k−1)qn+i)− 〈t, g〉
)∣∣2 − pk(m,m′)]
+
.
We only study T ⋆n,1(m,m
′) and onlude for T ⋆n,2(m,m
′) analogously. The study of T ⋆n,1(m,m
′)
onsists in applying a onentration inequality to ν⋆n,1(t) dened by
ν⋆n,1(t) =
1
pnqn
pn∑
ℓ=1
qn∑
i=1
(
u∗t (Z
⋆
2ℓqn+i)− 〈t, g〉
)
=
1
pn
pn∑
ℓ=1
ν⋆qn,ℓ(u
∗
t ).(5.23)
The random variable ν⋆n,1(u
∗
t ) is onsidered as the sum of the pn independent random
variables ν⋆qn,ℓ(t) dened as
ν⋆qn,ℓ(u
∗
t ) = (1/qn)
qn∑
j=1
u∗t (Z
⋆
2ℓqn+j)− 〈t, g〉.(5.24)
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Let m∗ = max(m,m′). Let M⋆1 (m
∗), v⋆(m∗) and H⋆(m∗) be some terms suh that
supt∈Bm,m′ (0,1) ‖ ν⋆qn,ℓ(u∗t ) ‖∞≤ M⋆1 (m∗), supt∈Bm,m′ (0,1) Var(ν⋆qn,ℓ(u∗t )) ≤ v⋆(m) and lastly
E(supt∈Bm,m′ (0,1) |ν⋆n,1(u∗t )|) ≤ H⋆(m∗). Aording to Lemma 5.2 we take
(H⋆(m∗))2 =
2∆(m∗)
n
, M⋆1 (m
∗) =
√
∆(m∗) and v⋆(m∗) =
2
√
∆2(m∗, fZ)
2πqn
,
where
(5.25) ∆2(m, fZ) =
∫ πm
−πm
∫ πm
−πm
|f∗Z(x− y)|2
|f∗ε (x)f∗ε (y)|2
dxdy.
From the denition of T ⋆n,1(m,m
′), by taking p1(m,m′) = 2(1 + 2ξ2)(H⋆)2(m∗), we get
(5.26) E(T ⋆n,1(m,m
′)) ≤ E[ sup
t∈Bm,m′ (0,1)
|ν⋆n,1(u∗t )− 2(1 + 2ξ2)(H⋆)2(m∗)
]
+
.
Aording to the ondition (5.16), we thus take
pen(m) = 4ap(m,m) = 4a(2p1(m,m) + 2p2(m,m)) = 16ap1(m,m)
= 32a(1 + 2ξ2)
(
2n−1∆(m)
)
= 64a(1 + 2ξ2)n−1∆(m).(5.27)
where ξ2 is suitably hosen. Set m2 and m3 as dened in Lemma 5.2, and set m1 suh
that for m∗ ≥ m1, ∆(m∗) satises (5.11). Take m0 = m1 ∨m2 ∨m3. We split the sum
over m′ in two parts and write
(5.28)
mn∑
m′=1
E(T ⋆n,1(m,m
′)) =
∑
m′|m∗≤m0
E(T ⋆n,1(m,m
′)) +
∑
m′|m∗≥m0
E(T ⋆n,1(m,m
′)).
By applying Lemma 5.4, we get E(T ⋆n,1(m,m
′)) ≤ K[I(m∗) + II(m∗)], where
I(m∗) =
√
∆2(m∗, fZ)
pn
exp
{
−2K1ξ2∆(m
∗)
v⋆(m∗)
}
, II(m∗) =
∆(m∗)
p2n
exp
{
−2K1ξC(ξ)
√
n
qn
}
.
When m∗ ≤ m0, with m0 nite, we get that, for all m ∈ {1, · · · ,mn},∑
m′|m∗≤m0
E(R⋆n,1(m,m
′)) ≤ C(m0)
n
.
We now ome to the sum over m′ suh that m∗ ≥ m0. It follows from Comte et al. (2006)
that
v⋆(m∗) =
2
√
∆2(m∗, fZ)
2πqn
≤ 2λ⋆2(fε, κ0)
Γ2(m
∗)
qn
,(5.29)
with
(5.30) λ⋆2(fε, κ0) = κ
−1
0
√
2πλ1‖fε∗‖1Iδ≤1 + 1Iδ>1
where λ1 = λ1(fε, κ0) is dened in (4.4) and
(5.31)
Γ2(m) = (1 + (πm)
2)γ(πm)min((1/2−δ/2),(1−δ)) exp(2µ(πm)δ) = (πm)−(1/2−δ/2)+Γ(m).
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By ombining the left hand-side of (5.11) and (5.29), we get that, for m∗ ≥ m0,
I(m∗) ≤ λ
⋆
2(fε, κ0)Γ2(m
∗)
n
exp
{
−K1ξ
2λ1(fε, κ
′
0)
2λ⋆2(fε, κ0)
(πm∗)(1/2−δ/2)+
}
and II(m∗) ≤ ∆(m
∗)q2n
n2
exp
{
−2K1ξC(ξ)
7
√
n
qn
}
.
• Study of ∑m′|m∗≥m0 II(m∗). Aording to the hoies for v⋆(m∗), (H⋆(m∗))2 and
M⋆1 (m
∗), we have∑
m′|m∗≥m0
II(m∗) ≤
∑
m′∈{1,··· ,mn}
∆(m∗)q2n
n2
exp
{
−2K1ξC(ξ)
7
√
n
qn
}
= O
[
mn exp
{
−2K1ξC(ξ)
7
√
n
qn
}
∆(mn)q
2
n
n2
]
.
Sine ∆(mn)/n is bounded, then qn = [n
c] with c in ]0, 1/2[ ensures that
mn∑
m′=1
mn exp
{
−2K1ξC(ξ)
7
√
n
qn
}
∆(mn)q
2
n
n2
≤ C
n
.(5.32)
Consequently ∑
m′|m∗≥m0
II⋆(m∗) ≤ C
n
.(5.33)
• Study of∑m′|m∗≥m0 I(m∗). Denote by ψ = 2γ+min(1/2−δ/2, 1−δ), ω = (1/2−δ/2)+,
and K ′ = K1λ1(fε, κ′0)/(2λ
⋆
2(fε, κ0)). For a, b ≥ 1, we use that
max(a, b)ψe2µπ
δ max(a,b)δe−K
′ξ2 max(a,b)ω ≤ (aψe2µπδaδ + bψe2µπδbδ)e−(K ′ξ2/2)(aω+bω)
≤ aψe2µπδaδe−(K ′ξ2/2)aωe−(K ′ξ2/2)bω + bψe2µπδbδe−(K ′ξ2/2)bω .(5.34)
Consequently,∑
m′|m∗≥m0
I(m∗) ≤
mn∑
m′=1
λ⋆2(fε, κ0)Γ2(m
∗)
n
exp
{
−K1ξ
2λ1(fε, κ
′
0)
2λ⋆2(fε, κ0)
(πm∗)(1/2−δ/2)+
}
≤ 2λ
⋆
2(fε, κ0)Γ2(m)
n
exp
{
−K
′ξ2
2
(πm)(1/2−δ/2)+
} mn∑
m′=1
exp
{
−K
′ξ2
2
(πm′)(1/2−δ/2)+
}
+
mn∑
m′=1
2λ⋆2(fε, κ0)Γ2(m
′)
n
exp
{
−K
′ξ2
2
(πm′)(1/2−δ/2)+
}
.(5.35)
Case 0 ≤ δ < 1/3. In that ase, sine δ < (1/2 − δ/2)+, the hoie ξ2 = 1 ensures
that Γ2(m) exp{−(K ′ξ2/2)(m)(1/2−δ/2)} is bounded and thus the rst term in (5.35) is
bounded by C/n. Sine 1 ≤ m ≤ mn with mn suh that ∆(mn)/n is bounded, the term∑mn
m′=1 Γ2(m
′) exp{−(K ′/2)(m′)(1/2−δ/2)}/n is bounded by C ′/n, and hene∑
m′|m∗≥m0
I(m∗) ≤ C
n
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Aording to (5.16), the result follows by hoosing pen(m) = 4ap(m,m) = 192a∆(m)/n.
Case δ = 1/3. Aording to the inequality (5.34), ξ2 is suh that 2µπδ(m)δ−(K ′ξ2/2)mδ =
−2µ(πm∗)δ that is
ξ2 =
16µπδλ⋆2(fε, κ0)
K1λ1(fε, κ′0)
.
Arguing as for the ase 0 ≤ δ < 1/3, this hoie ensures that ∑m′|m∗≥m0 I(m∗) ≤ C/n.
The result follows by taking p(m,m′) = 2(1 + 2ξ2)∆(m∗)/n, and
pen(m) = 64a(1 + 2ξ2)
∆(m)
n
= 64a
(
1 +
32µπδλ⋆2(fε, κ0)
K1λ1(fε, κ
′
0)
)
∆(m)
n
.
Case δ > 1/3. In that ase δ > (1/2 − δ/2)+. We hoose ξ2 suh that
2µπδ(m∗)δ − (K ′ξ2/2)(m∗)ω = −2µπδ(m∗)δ.
In other words
ξ2 = ξ2(m∗) =
16µ(π)δλ⋆2(fε, κ0)
K1λ1(fε, κ′0)
(πm∗)min((3δ/2−1/2)+ ,δ).
Hene
∑
m′|m∗≥m0 I(m
∗) ≤ C/n. The result follows by hoosing p(m,m′) = 2(1 +
2ξ2(m,m′))∆(m)/n, assoiated to
pen(m) = 64a(1 + 2ξ2(m))
∆(m)
n
= 64a
(
1 +
32µπδλ⋆2(fε, κ0)
K1λ1(fε, κ
′
0)
(πm∗)min((3δ/2−1/2)+ ,δ)
)
∆(m)
n
✷
Proof in the τ-dependent ase.
We use the oupling properties realled in Setion 2.2 to build approximating variables for
the Wi = (Zi,Xi)'s. More preisely, we build variables W
⋆
i suh that if n = 2pnqn + rn,
0 ≤ rn < qn, and ℓ = 0, · · · , pn − 1
Eℓ = (W2ℓqn+1, ...,W(2ℓ+1)qn), Fℓ = (W(2ℓ+1)qn+1, ...,W(2ℓ+2)qn),
E⋆ℓ = (W
⋆
2ℓqn+1, ...,W
⋆
(2ℓ+1)qn
), F ⋆ℓ = (W
⋆
(2ℓ+1)qn+1
, ...,W ⋆(2ℓ+2)qn ).
The variables E⋆ℓ and F
⋆
ℓ are suh that
- E⋆ℓ and Eℓ are identially distributed, F
⋆
ℓ and Fℓ are identially distributed,
-
qn∑
i=1
E(‖W2ℓqn+i−W ⋆2ℓqn+i‖R2) ≤ qnτ∞(qn),
qn∑
i=1
E(‖W(2ℓ+1)qn+i−W ⋆(2ℓ+1)qn+i‖R2) ≤ qnτ∞(qn),
- E⋆ℓ and M0 ∨ σ(E0, E1, ..., Eℓ−1, E⋆0 , E⋆1 , · · · , E⋆ℓ−1) are independent, and therefore inde-
pendent of M(ℓ−1)qn and the same holds for the bloks F ⋆ℓ .
For the sake of simpliity we assume that rn = 0. We denote by (Z
⋆
i ,X
⋆
i ) = W
⋆
i the
new ouple of variables.
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As for the proof in the β-mixing framework, we start from (5.15) with R⋆n(m, mˆ) dened
by (5.14) and pen(m) hosen suh that (5.16) holds. Next we use (5.17) and the bound
|e−ixt − e−ixs| ≤ |x||t− s|. Hene we onlude that
qn∑
i=1
E(|e−iX2ℓqn+i − e−iX⋆2ℓqn+i |) ≤ qn|x|τX,∞(qn)
It follows that
E
[
sup
t∈Bm,mˆ(0,1)
|νn,Z(u∗t )− ν⋆n,Z(u∗t )|2
]
≤ 1
π
∫ πmn
−πmn
E|ν⋆n,X(eix·)− νn,X(eix·)|dx
≤ τX,∞(qn)
π
∫ πmn
−πmn
|x|
|f∗ε (x)|2
dx
≤ τX,∞(qn)mn∆(mn).(5.36)
By gathering (5.15) and (5.36) we get
E‖g˜ − g‖2 ≤ κ2a‖g − g(n)m ‖2 + 2aκa
mn∑
m′=1
E
[
T ⋆n(m,m
′)
]
+ 2κapen(m) + 2aκaτ∞(qn)mn∆(mn).
Therefore we infer that, for all m ∈ {1, · · · ,mn}, (5.19) holds provided that
(5.37) ∆(mn)mnτ∞(qn) ≤ C1/n and
mn∑
m′=1
E(T ⋆n(m,m
′)) ≤ C2/n.
Using (5.11), we onlude that the rst part of (5.37) is fullled as soon as
(5.38) mn
2γ+2−δ exp{2µπδmnδ}τ∞(qn) ≤ C ′1/n.
In order to ensure that our estimators onverge, we only onsider models with bounded
penalty, that is ∆(mn) = O(n). Therefore (5.38) requires that mnτ∞(qn) ≤ C ′1/n2. For
qn = [n
c] and τ∞(k) = O(n−1−θ), we obtain the ondition
mnn
−c(1+θ) = O(n−2).(5.39)
If fε satises (1.3) with δ > 0, and if θ > 3, one an nd c ∈]0, 1/2[, suh that (5.39) is
satised. Now, if δ = 0 and γ ≥ 3/2 in (1.3) and if θ > 3 + 2/(1 + 2γ), then one an nd
c ∈]0, 1/2[, suh that (5.39) is satised. These onditions ensure that (5.21) holds.
In order to prove the seond part of (5.37), we proeed as for the proof of the seond
part of (5.20) and split T ⋆n(m,m
′) into two terms
T ⋆n(m,m
′) = (T ⋆n,1(m,m
′) + T ⋆n,2(m,m
′))/2,
where the T ⋆n,k(m,m
′)'s are dened in (5.22). We only study T ⋆n,1(m,m
′) and onlude for
T ⋆n,2(m,m
′) analogously. As in the β-mixing framework, the study of T ⋆n,1(m,m
′) onsists
in applying a onentration inequality to ν⋆n,1(t) dened in (5.23) and onsidered as the
sum of the pn independent random variables ν
⋆
qn,ℓ
(t) dened as in (5.24). One again,
set m∗ = max(m,m′), and denote by M⋆1 (m
∗), v⋆(m∗) and H⋆(m∗) the terms suh that
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supt∈Bm,m′ (0,1) ‖ ν⋆qn,ℓ(u∗t ) ‖∞≤ M⋆1 (m∗), supt∈Bm,m′ (0,1) Var(ν⋆qn,ℓ(u∗t )) ≤ v⋆(m) and lastly
E(supt∈Bm,m′ (0,1) |ν⋆n,1(u∗t )|) ≤ H⋆(m∗). Aording to Lemma 5.3, we take
(H⋆(m∗))2 =
2∆(m∗)
n
, M⋆1 (m
∗) =
√
∆(m∗) and v⋆(m∗) =
Cv∗
√
∆2(m∗, fZ)
2πqn
,
where ∆2(m, fZ) is dened in (5.25) and where
Cv∗ = 2
[
1Iδ>0 +
√
2π3/2(2π)3/2√
3
∑
k≥1
τ1(k)1Iδ=0
]
.(5.40)
From the denition of T ⋆n,1(m,m
′), by taking p1(m,m′) = 2(1 + 2ξ2)(H⋆)2(m∗), we get
(5.41) E(T ⋆n,1(m,m
′)) ≤ E
[
sup
t∈Bm,m′ (0,1)
|ν⋆n,1(u∗t )− 2(1 + 2ξ2)(H⋆)2(m∗)
]
+
.
As in the β-mixing framework we take pen(m) = 64a∆(m)(1+2ξ2)/n where ξ2 is suitably
hosen (see (5.41)). Set m2 and m3 as dened in Lemma 5.3, and set m1 suh that for
m∗ ≥ m1 (5.11) holds. Take m0 = m1 ∨m2 ∨m3 and K ′ = K1λ1(fε, κ′0)/(Cv∗λ⋆2(fε, κ0)).
The end of the proof is the same as in β-mixing framework, up to possible multipliative
onstants.✷
5.4. Tehnial lemmas.
Lemma 5.1.
‖
∑
j∈Z
|u∗ϕm,j |2 ‖∞≤ ∆(m).(5.42)
The proof of Lemma 5.1 an be found in Comte et al. (2006).
Lemma 5.2. Assume that
∑
k≥1 β1(k) < +∞. Then we have
sup
t∈Bm,m′ (0,1)
‖ ν⋆qn,ℓ(u∗t ) ‖∞≤
√
∆(m∗)(5.43)
Moreover, there exist m2 and m3 suh that
E[ sup
t∈Bm,m′ (0,1)
|ν⋆n,1(u∗t )|] ≤
√
2∆(m∗)/n for m∗ ≥ m2,
and sup
t∈Bm,m′ (0,1)
Var(ν⋆qn,ℓ(u
∗
t )) ≤ 2
√
∆2(m∗, fZ)/(2πqn) for m∗ ≥ m3,
where ∆(m) and ∆2(m, fZ) are dened by (3.5) and (5.25).
Proof of Lemma 5.2. Arguing as in Lemma 5.1 and by using Cauhy-Shwartz Inequal-
ity and Parseval formula, we obtain that the rst term supt∈Bm,m′ (0,1) ‖ ν⋆qn,ℓ(u∗t ) ‖∞ is
bounded by
sup
t∈Bm,m′ (0,1)
‖ ν⋆qn,ℓ(u∗t ) ‖∞≤
√√√√∑
j∈Z
∫ ∣∣∣∣ϕ
∗
m∗,j(x)
f∗ε (x)
∣∣∣∣
2
dx =
√
∆(m∗).
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Next
E
[
sup
t∈Bm,m′ (0,1)
∣∣∣ν⋆n,1(u∗t )∣∣∣] = E[ sup
t∈Bm,m′ (0,1)
∣∣∣ 1
pnqn
pn∑
ℓ=1
qn∑
i=1
u∗t (Z
⋆
2ℓqn+i)− 〈t, g〉
∣∣∣]
≤
√∑
j∈Z
Var(ν⋆n,1(u
∗
ϕm∗,j
)).
By using (5.6) we obtain
√∑
j∈Z
Var(ν⋆n,1(u
∗
ϕm∗,j )) =
√√√√∑
j∈Z
1
p2n
pn∑
ℓ=1
Var
(
ν⋆qn,ℓ(u
∗
ϕm∗,j )
)
=
√√√√∑
j∈Z
1
p2n
pn∑
ℓ=1
Var
(
νqn,ℓ(u
∗
ϕm∗,j)
)
=
√∑
j∈Z
1
pn
Var
(
νqn,1(u
∗
ϕm∗,j
)
)
=
√
1
2πpn
∫ πm∗
−πm∗
E|νqn,1(eix.)|2
|f∗ε (x)|2
dx.
Now, aording to (5.9) and (2.13)
E|νqn,1(eix.)|2 ≤
1
qn
+
2
qn
n−1∑
k=1
β1(k)|f∗ε (x)|.
This implies that
E
2
[
sup
t∈Bm,m′ (0,1)
∣∣∣ν⋆n,1(u∗t )∣∣∣] ≤ 1pn
( 1
qn
∆(m∗) +
2
qn
n−1∑
k=1
β1(k)∆1/2(m
∗)
)
.
Sine 2
∑
k≥1 β1(k)∆1/2(m) ≤ ∆(m) for m large enough, we get that, for m∗ large enough,
E
2
[
sup
t∈Bm,m′ (0,1)
∣∣∣ν⋆n,1(u∗t )∣∣∣] ≤ 2∆(m∗)/n.
Now, for t ∈ Bm,m′(0, 1) we write
Var
( 1
qn
qn∑
i=1
u∗t (Z
⋆
2ℓqn+i)
)
= Var
( 1
qn
qn∑
i=1
u∗t (Zi)
)
=
1
q2n
[ qn∑
k=1
Var(u∗t (Zk)) + 2
∑
1≤k<l≤qn
Cov(u∗t (Zk), u
∗
t (Zl))
]
.
Aording to (5.5), (5.8) and (2.13) we have
|Cov(u∗t (Zk), u∗t (Zl))| =
∣∣∣ ∫ πm∗
−πm∗
∫ πm∗
−πm∗
Cov(eixZk , eiyZl)t∗(x)t∗(y)
f∗ε (x)f∗ε (−y)
dxdy
∣∣∣
=
∣∣∣ ∫ πm∗
−πm∗
∫ πm∗
−πm∗
f∗ε (−y)Cov(eixZk , eiyXl)t∗(x)t∗(y)
f∗ε (x)f∗ε (−y)
dxdy
∣∣∣
≤
∫ πm∗
−πm∗
∫ πm∗
−πm∗
2β1(k)|t∗(x)t∗(y)|
|f∗ε (x)|
dxdy.
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Hene,
Var
( 1
qn
qn∑
i=1
u∗t (Z
⋆
2ℓqn+i)
)
≤ 1
qn
(∫ πm∗
−πm∗
∫ πm∗
−πm∗
f∗Z(u− v)t∗(u)t∗(−v)
fε(u)fε(−v) dudv
+2
qn∑
k=1
β1(k)
∫ πm∗
−πm∗
∫ πm∗
−πm∗
∣∣∣t∗(u)t∗(v)
f∗ε (v)
∣∣∣dudv).
Following Comte et al. (2006) and applying Parseval's formula, the rst integral is less that√
∆2(m∗, fZ)/2π. For the seond one, write∫ πm∗
−πm∗
∫ πm∗
−πm∗
∣∣∣t∗(u)t∗(v)
f∗ε (v)
∣∣∣dudv ≤ √2πm∗‖t∗‖
√∫
|t∗(v)|2dv
∫ πm∗
−πm∗
dv
|f∗ε (v)|2
,
that is ∫ πm∗
−πm∗
∫ πm∗
−πm∗
∣∣∣ t∗(u)t∗(v)
f∗ε (v)
∣∣∣dudv ≤ (2π)2√m∗∆(m∗).
Using that γ > 1/2 if δ = 0, we get that
√
m∗∆(m∗) = om(
√
∆2(m∗, fZ)) and hene the
result follows for m large enough. ✷
Lemma 5.3. Assume that
∑
k≥1 τ1(k) < +∞. Assume either that
(1) δ = 0, γ ≥ 3/2 in (1.3)
(2) or δ > 0 in (1.3).
Then we have
sup
t∈Bm,m′ (0,1)
‖ ν⋆qn,ℓ(u∗t ) ‖∞≤
√
∆(m∗)(5.44)
Moreover, there exist m2 and m3 suh that
E[ sup
t∈Bm,m′ (0,1)
|ν⋆n,1(u∗t )|] ≤
√
2∆(m∗)/n for m∗ ≥ m2,
and sup
t∈Bm,m′ (0,1)
Var(ν⋆qn,ℓ(u
∗
t )) ≤ Cv∗
√
∆2(m∗, fZ)/(2πqn) for m∗ ≥ m3,
where ∆(m) and ∆2(m, fZ) are dened by (3.5) and (5.25) and where Cv∗ is dened in
(5.40).
Proof of Lemma 5.3. The proof of (5.44) is the same as the proof of (5.43). Next, again
as for the proof of Lemma 5.2
E
[
sup
t∈Bm,m′ (0,1)
∣∣∣ν⋆n,1(u∗t )∣∣∣] ≤
√∑
j∈Z
Var(ν⋆n,1(u
∗
ϕm∗,j))
with √∑
j∈Z
Var(ν⋆n,1(u
∗
ϕm∗,j
)) =
√
1
2πpn
∫ πm∗
−πm∗
E|νqn,1(eix.)|2
|f∗ε (x)|2
dx.
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Now, aording to (5.9) and (2.14)
E|νqn,1(eix.)|2 ≤
1
qn
+
1
qn
n−1∑
k=1
τ1(k)|x||f∗ε (x)|.
This implies that
E
2
[
sup
t∈Bm,m′ (0,1)
∣∣∣ν⋆n,1(u∗t )∣∣∣] ≤ 1pn
( 1
qn
∆(m∗) +
2π
qn
n−1∑
k=1
τ1(k)m∆1/2(m
∗)
)
.
Sine 2π
∑
k≥1 τ1(k)m∆1/2(m) ≤ ∆(m) for m large enough, we get that for m∗ large
enough
E
2
[
sup
t∈Bm,m′ (0,1)
∣∣∣ν⋆n,1(u∗t )∣∣∣] ≤ 2∆(m∗)/n.
Now, for t ∈ Bm,m′(0, 1) we write
Var
( 1
qn
qn∑
i=1
u∗t (Z
⋆
2ℓqn+i)
)
= Var
( 1
qn
qn∑
i=1
u∗t (Zi)
)
=
1
q2n
[ qn∑
k=1
Var(u∗t (Zk)) + 2
∑
1≤k<l≤qn
Cov(u∗t (Zk), u
∗
t (Zl))
]
.
Aording to (5.5), (5.8) and (2.14) and by applying the same arguments as for the proof
of Lemma 5.2 we have
|Cov(u∗t (Zk), u∗t (Zl))| =
∣∣∣ ∫ πm∗
−πm∗
∫ πm∗
−πm∗
f∗ε (−y)Cov(eixZk , eiyXl)t∗(x)t∗(y)
f∗ε (x)f∗ε (−y)
dxdy
∣∣∣
≤
∫ πm∗
−πm∗
∫ πm∗
−πm∗
|y|τ1(k)|t∗(x)t∗(y)|
|f∗ε (x)|
dxdy.
Hene,
Var
( 1
qn
qn∑
i=1
u∗t (Z
⋆
2ℓqn+i)
)
≤ 1
qn
( ∫ πm∗
−πm∗
∫ πm∗
−πm∗
f∗Z(u− v)t∗(u)t∗(−v)
fε(u)fε(−v) dudv
+2
qn∑
k=1
τ1(k)
∫ πm∗
−πm∗
∫ πm∗
−πm∗
∣∣∣ut∗(u)t∗(v)
f∗ε (v)
∣∣∣dudv).
One again the rst integral is less that
√
∆2(m∗, fZ)/2π. For the seond one, write∫ πm∗
−πm∗
∫ πm∗
−πm∗
∣∣∣ut∗(u)t∗(v)
f∗ε (v)
∣∣∣dudv ≤
√
2π3/2√
3
(m∗)3/2‖t∗‖
√∫
|t∗(v)|2dv
∫ πm∗
−πm∗
dv
|f∗ε (v)|2
,
that is ∫ πm∗
−πm∗
∫ πm∗
−πm∗
∣∣∣t∗(u)t∗(v)
f∗ε (v)
∣∣∣dudv ≤
√
2π3/2√
3
(2π)3/2
√
(m∗)3∆(m∗).
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If δ > 0, then
√
(m∗)3∆(m∗) = om
√
∆2(m∗, fZ). If γ > 3/2 and δ = 0, we get
that
√
(m∗)3∆(m∗) = om
√
∆2(m∗, fZ). Lastly, if γ = 3/2 and δ = 0, we get that√
(m∗)3∆(m∗) ≤√∆2(m∗, fZ) and the result follows for m large enough. ✷
Lemma 5.4. Let Y1, . . . , Yn be independent random variables and let F be a ountable
lass of uniformly bounded measurable funtions. Then for ξ2 > 0
E
[
sup
f∈F
|νn,Y (f)|2 − 2(1 + 2ξ2)H2
]
+
≤ 4
K1
(
v
n
e−K1ξ
2 nH
2
v +
98M21
K1n2C2(ξ2)
e
− 2K1C(ξ)ξ
7
√
2
nH
M1
)
,
with C(ξ) =
√
1 + ξ2 − 1, K1 = 1/6, and
sup
f∈F
‖f‖∞ ≤M1, E
[
sup
f∈F
|νn,Y (f)|
]
≤ H, sup
f∈F
1
n
n∑
k=1
Var(f(Yk)) ≤ v.
This inequality omes from a onentration Inequality in Klein and Rio (2005) and
arguments that an be found in Birgé and Massart (1998). Usual density arguments show
that this result an be applied to the lass of funtions F = Bm,m′(0, 1).
Proof of Proposition 2.1. To prove (1), let for t > 0, Y ∗t = ηtσ∗t . Note that the sequene
((Y ∗t , σ∗t ))t≥1 is distributed as ((Yt, σt))t≥1 and independent of Mi = σ(σj , Yj , 0 ≤ j ≤ i).
Hene, by the oupling properties of τ (see (2.12)), we have that, for n+ i ≤ i1 < · · · < il,
τ(Mi, (Y 2i1 , σ2i1), . . . , (Y 2il , σ2il)) ≤
1
l
l∑
j=1
‖(Y 2ij , σ2ij )− ((Y ∗ij )2, (σ∗ij ))2‖R2 ≤ δn ,
and (1) follows.
To prove (2), dene the funtion fǫ(x) = ln(x)1Ix>ǫ + 2 ln(ǫ)1Ix≤ǫ and the funtion
gǫ(x) = ln(x)− fǫ(x). Clearly, for any ǫ > 0 and any n+ i ≤ i1 < . . . < il, we have
(5.45) τ(Mi, (Zi1 ,Xi1), . . . , (Zil ,Xil)) ≤ 2E(|gǫ(Y 20 )|+ |gǫ(σ20)|)
+ τ(Mi, (fǫ(Y 2i1), fǫ(σ2i1)), . . . , (fǫ(Y 2il ), fǫ(σ2il)))
For 0 < ǫ < 1, the funtion fǫ is 1/ǫ-Lipshitz. Hene, applying (1),
τ(Mi, (fǫ(Y 2i1), fǫ(σ2i1)), . . . , (fǫ(Y 2il ), fǫ(σ2il))) ≤
δn
ǫ
.
Sine max(fσ2(x), fY 2(x)) ≤ C| ln(x)|αx−ρ in a neighborhood of 0, we infer that for small
enough ǫ,
E(|gǫ(Y 20 )|+ |gǫ(σ20)|) ≤ K1ǫ1−ρ| ln(ǫ)|1+α ,
for K1 a positive onstant. From (5.45), we infer that there exists a positive onstant K2
suh that, for small enough ǫ,
τ(Mi, (Zi1 ,Xi1), . . . , (Zil ,Xil)) ≤ K2
(δn
ǫ
+ ǫ1−ρ| ln(ǫ)|1+α
)
.
The result follows by taking ǫ = (δn)
1/(2−ρ)| ln(δn)|−(1+α)/(2−ρ).
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Now, we go bak to the model (2.5). If
∑∞
j=1 aj < 1, the unique stationary solution to
(2.5) is given by Giraitis et al. (2000):
σ2t = a+ a
∞∑
ℓ=1
∞∑
j1,...,jl=1
aj1 . . . ajlη
2
t−j1 . . . η
2
t−(j1+···+jl).
for any 1 ≤ k ≤ n, let
σ2t (k, n) = a+ a
[n/k]∑
ℓ=1
k∑
j1,...,jl=1
aj1 . . . ajlη
2
t−j1 . . . η
2
t−(j1+···+jl).
Clearly
E(|σ2n − (σ∗n)2|) ≤ 2E(|σ20 − σ20(k, n)|) .
Now
E(|σ20 − σ20(k, n)|) ≤
( ∑
l=[n/k]+1
cl +
∞∑
l=1
cl−1
∑
j>k
aj
)
.
This being true for any 1 ≤ k ≤ n, the proof of Proposition 2.1 is omplete.
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