The energy levels and wave functions for the excited vibronic states of a dimer made up of inequivalent molecules which interact (linearly) with vibrations and are coupled together electronically are treated. Two approximate schemes whose ranges of validity are substantially different and whose results are shown to agree well with exact numerical calculations are given. A discussion of the effect of the vibronic coupling on localization of the wave functions is given.
I. INTRODUCTION
In a previous paper! (henceforth referred to as I), we found approximate analytic eigenvalues and eigenvectors of a simple vibronic Hamiltonian: two identical molecules each with a single vibrational mode linearly coupled to an excited electronic level, and coupled together by an electronic exchange interaction J. 2 The most interesting result of this investigation was an analysis of the change in the nature of the vibronic wave function as a function of J, the exciton-phonon coupling parameter g, phonon number n, and vibrational frequency.
In this paper, we extend our approach to a generalized system consisting of two electronic levels, each linearly coupled to one vibrational mode. The elimination of symmetry in the Hamiltonian (present in the identical dimer) has important effects on qualitative features of the eigenvectors; our analytic solutions provide insight into this process in all regions of parameter space. For many parameter values we obtain quantitatively accurate energies and wave functions.
In Sec. II the generalized Hamiltonian is constructed and certain basic features are analyzed. Then, two complementary approximation schemes are presented, which together span the entire parameter space in their regions of applicability. The wave functions which emerge from these methods are analyzed in terms of qualitative features like Born-Oppenheimer separability. Comparisons are made for various parameter values with exact numerical results, and the region of validity of each approximation scheme is d.iscussed.
. In Sec. III we consider a speCific phYSical system, a dimer composed of two molecules with identical vibrational modes and exciton-phonon couplings but with different zeroth order electronic energies of their single excited state. Here, we use the results of Sec. II to determine the effect of the symmetry-breaking sitediagonal perturbation E on the localization of excitation.
In conclusion, we discuss other possible applications of our formalism both in molecular two-level systems (e. g., Jahn-Teller systems, radiationless transitions) and in properties of molecular aggregates. a>Supported in part by a grant from the NSF and by a NIH postdoctoral fellowship to RAF.
II. GENERALIZED TWO LEVEL SYSTEM
A. Hamiltonian
We consider a system with an electronic ground state and two excited electronic states a and b separated by energy 2A. Each electronic level is coupled to a single harmonic vibrational mode of frequency w. If the equilibrium position of the normal coordinate Q is taken to be zero in the ground state (energy EO), the minima in 
The frequency w is taken to be independent of electronic level. We also include a linear term which vibronically couples a and b; the magnitude of this coupling is given by the parameter v. This term arises from that part of the Hamiltonian discarded in the BornOppenheimer (BO) approximation. (Ii = 1) and representing all parameters in units of the vibrational frequency w, we write the Hamiltonian in second quantized form as
Taking the zero of energy to be t(EO +
where B+ and B create and destroy a vibrational quantum, respectively [and Q = (1/v'2) 
It is this Hamiltonian which we will deal with in the present paper. In order to make the notation simple, we will change the zero of energy by h:, drop the primes and tildes, and let y. =y to obtain
Note that this is equivalent to Eq. (5) except that now y+=O.
We now introduce two dif(erent but complementary approximation schemes to diagonalize Eq. (11). In Scheme 1, we canonically transform the electronic states I a) and I b) in an attempt to obtain a BO separable form for the wave function by eliminating the off-diagonal phonon coupling. In Scheme 2, we assume la) and Ib) to be the optimal electronic states and try to eliminate the sitediagonal phonon coupling by an expansion of the vibronic wave function in an appropriate set of displaced oscillators.
B. Electronic rotation to remove the off-diagonal phonon term
In this approximation scheme (scheme 1) we attempt to optimize the electronic basis functions by a canonical transformation given by The transformed Hamiltonian is then
The perturbation H' ex: AV/(y2 + V 2 )1/2 is now independent of vibrational operators and will be unimportant if AV/ (y2 + v 2 )1/2 is small compared to the difference in energies of the states mixed by H'. These are the solutions of the remainder of iI, i. e., Ho + Hpb, which are given by I/!~ == la)</>~, I/!~= I,s)</>~z, where A'=Ay/(y2+ v 2)112 ,
and </>~ is a harmonic oscillator eigenfunction with n phonons and argument Q' == Q + z. This interaction will be insignificant if (18) the only impor-
We immediately note two cases where this condition holds: 
and E~O!n/l are found by diagonalizing
As y -0, we obtain the limits
which can be recognized as the solutions to the identical dimer problem of paper I in the limit as J -O.
We now turn to the case where ~:?: 1. First, we suppose that ~v/(y2 + v2)tI2« 1 (this clearly requires y» v).
Then, for each n, there will be only one m for which the condition (26) 1s possibly not satisfied, as IEnamal> 1 for all but the value of n -m where n -m--2~. We therefore have to consider configuration interaction between I/J~ and one I/J!*, where m*-n +2~. Then the analysis of eigenvectors, eigenvalues, and CI proceeds as before, except that the 2 x 2 matrix to be diagonalized is now (27) A systematic analysis of the CI is more difficult here as we need to know the separation of the accidentally degenerate levels n =m* + 2~ and the generalized overlap (1)~I1>;'''''). However, we note that, as n-00, /lnOtm*B-0 (so that CI becomes negligible for n> some 1Zmln), and that the largest CI should occur when 2;;{ is an integral multiple of w (so that n -m* + 2~ ::::0).
The remaining case is ~V/(y2 + v 2 )112 > 1. Here, there will be individual levels for which scheme 1 is a reasonable approximation but, in general, we expect it to be increasingly poor as av/(y2 + v 2 )1/2 -00. This is because H' will effectively couple more and more states, and so no simple representation in terms of the I/J: and iJ!! will be possible. Fortunately, approximation scheme 2 is most useful in precisely this region of parameter space.
In Table I we compare approximate and exact wave functions for two typical examples of each of the three cases described above for which scheme 1 is valid:
CI is calculated from Eqs. (24) and (27) when necessary, and from Eq. (14).
Final results are given in the electronic basis (I a), Ib») of Eq. (11) with vibrational wave functions expanded in harmonic oscillator states centered at Q = O. Agreement between wave functions is estimated by the projection (iJ!exact II/Japprox)/( (I/Joxact I I/Joxact)(iJ!approx Il/Japprox»)t/2. Exact numerical results were obtained by diagonalizing a 100 x 100 matrix (50 vibrational basis functions for each electronic state); however, for purposes of comparison with l/JapproX' we have truncated the basis sets used in Table I to include only the set of coefficients which contribute substantially to the amplitude.
The results indicate that, for ~«1, CI is important only for y «v (this condition was not satisfied for any of our numerical examples). On the other hand, for ~ :?: O. 5, substantial CI was necessary in both cases. However, the resulting wave functions, using 2 x 2 CI, agree quite well with the exact results, in accordance with the discussion above.
Finally, we discuss the BO separability of scheme 1 states. When there is negligible CI, we clearly have completely factorized states in the {a, {3} basis. When CI is important, the {a, J3} basiS may no longer be the optimal one for BO separability. In Appendix B we calculate the maximum BO separability, defined by (29) where k and 1 are arbitrary orthogonal electronic states (linear combinations of I a) and I b») chosen to maximize B. B can be expressed in terms of the overlap parameters for a different electronic basis as
Using Eq. (23) for 111, we obtain
. (31) where n==m for ~«1 and n -m-~ for ~> O. 5. In the limit as n-00, we have in all cases I c~ -c~ 1-1, so that B-1 and all states become BO separable.
C. Expansion in displaced oscillator states (scheme 2)
When v» y and 2~ »1, we shall treat the diagonal phonon terms y(A;Aa -A;Ab)(B + B+) in Eq. (11) as a perturbation. The Hamiltonian which remains when y == 0 is that for a dimer composed of identical monomers (i. e., the Hamiltonian of paper I) so it is natural to use the representations derived in paper I in a modified form to include the effects of the perturbation.
Following paper I, we represent H in phonon coordinate space and form the set of equations 
where
We attempt to eliminate the terms in C n +1 and C n _l by solving for s, i. e., (y -s)(n -~ -E) =(y +s)(n+~ -E) .
(36)
Suppose we want the eigenvector and eigenvalue corresponding to n. We set (~y) sn=n_E .
(37) n Then, the nth coefficient equation can be written (38) where
The remaining coefficient equations will still have terms in c n +l and Cn_to but we neglect these expecting that their effect will be small. Then, this equation is isomorphic to Eq. (21) 
In order to justify the approximations In -E* ± ~ I » 1 in Appendix A, we require that this is facilitated by making g! as large as possible, and thus s! as small as possible. We therefore choose the (-) sign in Eq. (40). The sign of sn is determined by the sign of n -E because of Eq. (37), i. e., sn is positive for states where E = E+ " ", and negative for E" =E~.
The analytic behavior. of s" in various limits is easily determinedfromEq. (40). Asn-oo , IS"I-O. However, the important quantity for determining the magnitude of the expansion coefficients of a displaced oscillator of quantum number n is so that for large ~ this quantity will be nonnegligible. (As a rO\lgh estimate, the magnitude of Y" is comparable to the coefficient separation 1m -n I for which the coefficients c m in the displaced oscillator expansion will have substantial amplitude.)
For n-0 or ~ -00, we have s,,-Y. This leads to eigenstates ¢~,., I a) ¢~, ¢~,., I b) ¢~Y, and corresponds to neglect of the v term in the Hamiltonian. This approximation is valid when the separation between I a} and I b} is sufficiently large so that the perturbation vQ mixes them inefficiently (more likely for low n states because (Q)n,n+1 is smaller in these states).
The vibronic parts of the approximate wave functions zp~ and zp~ are of the form 
which has solutions
The symmetry of the identical dimer Hamiltonian leads to the condition that (X=IX~>=~mc::'b::'=O, because these two functions are expanded in orthogonal basis sets, one with {c::, = O}, n even and the other with {ii::,} = 0, n odd (or vice versa). This condition is equally valid for the functions in Eq. (43), i.e., (X~IX~)=O.
Although we have minimized the C,,*1 terms in the region of the matrix equations near n, we will still have coupling between the approximate states zp; and zp;" by the operator (46) which will be important if E~ -E;". In fact, we know that this configuration interaction must take place to break the symmetry of the solutions of Eq. (38), which have the symmetry appropriate for solutions to the identical dimer problem.
In cases where this approximation scheme is useful, a 2 x 2 CI will be sufficient to produce a good approximate wave function. It is difficult to calculate the CI analytically as it depends on the energy difference between accidentally degenerate wave functions whose eigenvalues are not known with sufficient precision and the perturbation matrix elements are hard to determine in closed form. We therefore investigate the CI qualitatively.
The matrix element between zp; and zp;" is 
For small n, H~m« AE so that 20!nO!m« 1, while, as (50) (51) n-"", H~m increases (because (Q) increases and the relative amplitudes of X~ and x~ become more equal) and so 20!nO!m-1; also, as y increase, H~m increases and, for a given pair (n, m), the CI should increase.
In Table n , we compare approximate scheme 2 wave functions with exact numerical results for several values of (A, v, g ). The CI is obtained by varying an until the best fit is obtained. Accuracy could be improved by mixing in additional basis functions, but this was judged not to be worthwhile.
The second example (A = 1. 0, v/..f2 = 0.5, and g/..f2
3) is in a region where scheme 2 is beginning to break down. The overlap of exact and approximate states (0.92) is reasonable but care must be taken in using the approximate wave function to predict observable properties which depend on off-diagonal matrix elements. For example, (x: I x~) = -0.14 for the approximate calculation and -O. 02 for the exact; this is due to the increasing importance of additional states as y/v increases.
We have found the region of validity of scheme 2 to be approximately A> O. 5, v/y> 1, which is roughly the complement of the region of parameter space in which schemel is valid (A<0.5, orA>0.5, y/v>l). Forintermediate regions (A -O. 5, vIY-1) both methods are problematic, although neither fails completely.
The Born-Oppenheimer separability can be evaluated 
and ignoring the small fluctuating terms, we have
If we assume that k '" 1 (which appears to be the case from numerical calculations; see Appendix C), then we have V mn -1 as n -"", so that B-1. This result is in sharp contrast to the identical dimer y = 0, where B -0 as n-"", and shows that the breaking of symmetry produces BO separable states in the limit of large phonon nuinber.
III. DIMER WITH UNEQUAL ENERGY LEVELS A. Transformation of the Hamiltonian
We consider a molecular dimer composed of two monomers 1 and 2. Each monomer has a ground state, a single excited state, and a single vibrational mode of frequency w which is linearly coupled to the excited state via the exciton-phonon coupling parameter g. The electronic energy of the excited state of monomer 1 is + E, while that of monomer 2 is -E [we have taken the zero of electronic energy to be Ee -E" where Ee = t(E~1> + E!2)]; the monomers are electronically coupled by the exchange integral J which we shall take to be positive.
The second quantized Hamiltonian for this system is 
(57)
If En is an eigenvalue of Eq. (57), the total energy [eigenvalue of Eq. (55)] will be given by En.m=En+m _(g2/2) , where m is the number of quanta in the (+) vibrational mode.
B. Scheme 1
We first investigate the dimer in the region of parameter space where scheme 1 is valid. Then, we note that Eq. (57) is already in the required form (15), so no rotation of the electronic states is necessary. The basis solutions are then
Thus, in the region where no CI is required, we have localized states. This clearly corresponds, as expected, to E>J, i. e., the diagonal energy separation is much larger than the exchange interaction. In this case the "dimer" behaves like two isolated molecules. (64) so, by substituting Eq. (64) into Eq. (63), we have an approximate analytical expression for the localization:
A similar expression would be obtained for the case where I/I! interacts with I/I~:
In Fig. 1 , we plot the absolute value of the localization versus eigenstate energy for several sets of parameters; in Figs. 1(a) and 1(b) the approximate curve is calculated using Eq. (63), while in Fig. 1(c) , Eq. (66) is utilized. In Fig. 1(a) the CI matrix element is small enough, so that the localization undergoes no oscillations. In Figs. 1(b) and 1(c) oscillations occur; agreement is worst at low energy because the matrix element is sufficiently large so that other configurations than the one included in Eq. (59) are mixed. This defect would be more pronounced for larger J, reflecting a breakdown of the approximation scheme.
C. Localization for scheme 2
We now examine the dimer system for parameter values in which scheme 2 is the appropriate approximation. We first transform Eq. (57) to remove the E term; this yields an equation of the form of Eq. 
The localization can be expressed in terms of the integrals U nm and Vnm as
where U nm and Vnm are evaluated using Eq. (68) for A, V, and y. For small n, both terms can be important, and I L I may fluctuate considerably as a function of n.
For large n, we expect (U nm ) ::.:0, so that (70) Thus, the maximum value of L is limited to J IA. Of course, this expression is only valid for small to (if g> J, for example, y> v and we are out of the region of validity of scheme 2).
In Fig. 1(d) we plot the absolute value of the localization versus eigenstate energy for a typical set of parameters. We approximate the average localization as
we have neglected the U nm term and used Eq. (C23) for Vnm with /)=0, k= 1.
The oscillations are either contained within (X n I Xm) or in the additional CI, and so cannot be predicted by Eq. (71). The average localization, however, does agree reasonably well with the exact results for high energy. For low energy, QnQ m deviates significantly from 0.5 and the U nm term becomes important.
D. Weak and strong coupling
We can now make a comparison of the effectiveness of the perturbation in driving the dimer into localized states for weak (2J« 1) and strong (2J» 1) coupling. We study localization as a function of the variable (= (/J.
We will always be in scheme 1 for weak coupling; if «J, ~ = «(2 +J2)1I2 <0. 5, while if (>J, y> v. For the first case, small (, we have (72) For strong coupling we will use scheme 2 for £ < 1; then, setting 6 = 0 in Eq. (C23), we have
It is apparent that there is an enormous difference in the effect of ( in the two above cases. For weak coupling, for each n there is an (0< 1 such that, for (> (0, ILweatl -1. As n-00, £0-O. For strong coupling, on the other hand, the maximum value of L is limited, and increasing € to 1 has, in most cases, a minimal effect. Thus, for strong coupling, there is a perSistence of delocalization which eventually is eliminated when €> 1, so that we pass from scheme 2 to scheme 1.
For € > 1, we are in scheme 1 for both weak and strong coupling, and the localization has the same functional form in both cases. This limit thus represents a dissolution of the weak/strong coupling distinction.
IV. CONCLUSIONS
In the present paper, we have constructed two schemes for approximating the energy levels and wave functions for a general two electronic state system coupled linearly to a vibrational mode. These two approaches are largely nonoverlapping in their range of validity and so allow the entire range of coupling to be considered. The agreement with exact numerical calculations is quite good, so that we are optimistic about applying these methods to the analysis of experimental spectra. Of course, in real systems, more than one vibrational mode has to be considered. In another publication, we will discuss a "mean-field" or Hartree-like theory for treating many vibrational modes.
The present schemes may be useful in treating other vibronic problems such as Jahn-Teller, pseudo-JahnTeller, or radiationless transition models. In these, there are often only two relevant electronic states and a small number of important vibrational modes, so that a suitable choice .of zeroth order states may make the subsequent perturbation analy ses easier.
APPENDIX A: DERIVATION OF APPROXIMATE HAMILTONIAN FOR STRONG COUPLING (SCHEME 2)
We will use the relation
Substituting this into Eq. (33a) and integrating over cp!
To obtain a useful equation for b", we multiply Eq. (33a) by (y+s)/v and add the result to Eq. (33b); integrating once again over cp~ gives
For the case of interest (strong coupling) we will have n + ~ -E» v 2 as discussed in paper I; in addition, Iy I < I v I by hypotheSiS (see Sec. In) and Is I < Iy I (see below). We make the following approximations (shown to be selfconsistent later):
Substituting these approximations into Eqs. (A2) and (A3), we find
Solving Eq. (A5) for b n and substituting into Eq. (A4) gives 
For strong coupling, we assume that n ± 1 -~ -E "'n -~ -E, as in paper I. In addition, since s will be small, the last two terms on the right side of Eq. (A6) will be neglected. Also, we have that because s is small; so that these two terms will be much smaller than the other terms multiplying cn' cn>I> and C n _1 on the rhs.
We arrive finally at the equation
APPENDIX B: BORN-OPPENHEIMER SEPARABILITY OF VIBRONIC STATES
Suppose we have a wave function (B1)
We want to know the basis states 10') and 113) for which the operator (B2)
will have the maximum expectation value when averaged over >J!. We also want to express this value in terms of X. and Xb. We write la)=cosOla)+sinOlb) , IJ3)=cosO Ib) -sinO la) . 
To find the maximum value of H"s, which we will call B, we set
8H,,/ao=0
and solve for O.
This yields
o = ~ arctan(V./U ab ) , B = max(H",J = (U!b + V!i/2 . (B6) (B7)
APPENDIX C: OVERLAP INTEGRALS OF CONFIGURATION INTERACTION WAVE FUNCTIONS IN SCHEME 2
In order to calculate the localization and BornOppenheimer separability of >J! = 1 aha + 1 b)Xb (the electronic states 1 a) and 1 b) are those in Sec. II A), we need the integrals
We shall assume that >J! is composed primarily of two approximately degenerate states I/J~ and I/J;" as described in Eq. (51); the energies are
and E>E;"=E.
For large n, s -0, and we can set gn' gm "'g, where
We set >J!nm=O'nl/J:+O'ml/J;" , 
For definitness we shall consider the CI state which, in the limit as CI-0 becomes I/J:, i. e., a n -1 as H~m -o.
Then we have
where in deriving the last line we have used the symmetry relation (C6) and (C7) Uk is evaluated by the identity .0.
The last term of Un .. would be zero if Sn = S .. ; it is of the form
We expect this sum to be small in amplitude because of the limiting effects of the overlap integrals (numerical calculations show this to be the case); it will also fluctuate as a function of n and m. We group its effect in this analysis with other small, fluctuating effects (mix- 
We now approximate Vnm in an analogous manner. First, we show that (x;lx~>>:; (X;' I xi!> .
The functions X~ and xi! satisfy the equations 
as s -0 for large n, we can neglect sn and s .. in each equation; we also set En -E .. = E. Then, equating the two lhs yields 
Now, we define normalized xi! and X:, so that
For large n we expect ana .. "'t, so we write V nlll as 
where k is the average value of <X~IX;;'> in the large n limit and 0 is a small, fluctuating function of n and m which incorporates variation in <X~IX;;'>, £In£lm, and mixing in of other basis states.
In Fig. 2 , we plot I Vnm I versus eigenstate energy for a typical parameter point in scheme 2. The approximate curve is calculated as Vnm -0 from Eq. (C23) with k = 1; agreement is excellent for the average value, although fluctuations are not insignificant. For larger y, fluctuations become more important because mixing of other basis states increases; this corresponds to the breakdown of scheme 2. The success in setting k = 1 indicates that X~ -X;;' for large n; this is not surprising when one considers the identical dimer equations for nearly degenerate states.
