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CHAPTER I. INTRODUCTION 
Backround 
Country grain elevators serve an important role in American 
agriculture. They provide producers and owners of agricultural 
commodities with warehouse facilities where they can store their grain. 
Many elevators also act as grain merchandisers, buying and selling 
grain in the open market. In addition to these important functions, 
grain elevators often sell farm supplies and provide other farm related 
services to their customers. 
The principal function of most country grain elevators is grain 
warehousing (storage). A study conducted by the National Grain and 
Feed Association indicated that 10,000 grain elevators, storing over 
sixteen billion bushels of grain, provided grain warehousing. Most of 
these elevators stored farmer owned grain. However, 70 percent of them 
also stored grain that was either owned by the Commodity Credit 
Corporation (CCC) or pledged to them as collateral for loans. 
The U.S. Department of Agriculture and many grain-producing states 
administer programs designed to ensure that producers and the Commodity 
Credit Corporation have safe and sound facilities to store their 
products. Grain accounts for nearly 90 percent of the commodities 
covered by these programs. In general, these programs set financial, 
bonding, recordkeeping, and operational requirements that elevators 
storing agricultural commodities must meet. 
The U.S. Department of Agriculture, under the U.S. Warehouse Act, 
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administers a voluntary licensing and examination program for 
warehouses storing agricultural commodities. The program applies only 
to those elevators who voluntarily apply for and are granted a federal 
warehouse license. By holding a federal license, elevators assure 
their customers that they meet federal requirements for sound 
warehousing practices. They can issue federal warehouse receipts for 
grain storage and their depositors can use these receipts as collateral 
for operating loans. The primary objectives of the program are: (1) 
to provide a safe place for storing agricultural commodities, (2) to 
assure the integrity of warehouse receipts as documents of title, and 
(3) to set and maintain a standard for sound warehouse operations. The 
Department's Agricultural Marketing Service (AMS) administers this 
program to ensure that federally licensed warehouses meet these 
obj ectives. 
The Department of Agriculture also sets requirements for and 
examines non-federally licensed contract warehouses storing commodities 
owned by the Commodity Credit Corporation or pledged to the CCC as loan 
collateral. These requirements are similar to those of federally 
licensed elevators except bonding is not required by the USDA unless 
elevator net worth falls below the required amount. The Agricultural 
Stablization and Conservation Service (ASCS) along with the 
Agricultural Marketing Service administer this program. 
Many states have elevator licensing and examination programs. 
Unlike federal programs which are voluntary and focus on grain 
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warehousing, state programs tend to be mandatory and focus on both 
grain warehousing and grain merchandising. State warehousing programs 
differ significantly in licensing and other requirements. Some are 
more stringent while others are less stringent than federal program 
requirements. However, most of the major grain-producing states have 
warehousing laws and regulations that are similar to the federal ones. 
State licensed elevators can issue state warehouse receipts. In most 
cases, depositors in state licensed elevators can use these receipts as 
collateral for operating loans. In all states, federally licensed 
elevators are exempt from state warehouse licensing requirements. 
Federally licensed elevators and non-federally licensed elevators 
storing CCC commodities must meet a number of financial and operating 
requirements in order to maintain their federal license or CCC storing 
privileges. The Agricultural Marketing Service ensures that these 
requirements are being met by evaluating the elevator's annual 
financial statements and conducting comprehensive elevator 
examinations. 
Federally licensed elevators are required to purchase a surety 
bond and maintain their net worth above a specified minimum level. The 
amount of bonding and the level of net worth required depends on the 
licensed capacity of the elevator. Non-federally licensed elevators 
storing CCC commodities must also meet net worth requirements, but they 
are not required by the ASCS to furnish a surety bond unless their net 
worth position falls below the specified level. It should be noted 
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that most state licensed elevators are required to purchase a surety 
bond. 
Elevators holding a federal warehouse license or CGC commodities 
are also subject to periodic, unannounced examinations. The primary 
purpose of these examinations is to verify that the elevator has a 
sufficient quantity and quality of commodities on hand to meet its 
storage obligations. This is determined after a careful evaluation has 
been made of the elevators' warehouse receipts, scale tickets, daily 
position record, and customer account records (107). 
Many of the grain-producing states conduct elevator examinations 
and set bonding, net worth, and other requirements for their licensed 
elevators. They also require grain dealers to meet certain financial 
and operational requirements. Bonding and net worth requirements for 
state licensed warehouses differ significantly among states. Most of 
the states require elevators to submit basic financial information each 
year. About half of these states require annual financial statements 
from their licensed elevators. 
Federally licensed and selected state licensed elevators holding 
CGC commodities comprise 64 percent of the nations grain warehouses. 
The remaining 36 percent cannot hold CGC grain and are either state 
licensed or not licensed at all. Approximately 69 percent of the 
elevators under federal warehouse programs have state warehouse 
licenses, 29 percent have federal licenses, and 2 percent are 
unlicensed. Thus, the majority of grain elevators providing warehouse 
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facilities are subject to federal regulation under either the federal 
warehouse licensing provisions or under regulations permitting them to 
store Commodity Credit Corporation commodities. 
Problem Statement 
There are approximately ten thousand grain elevator businesses in 
the United States. They are situated primarily in the Midwest, which 
is the major grain-producing region in the nation. Most of them are 
country elevators that conduct the majority of their business directly 
with the farmers. There are also a number of terminal elevators that 
purchase grain primarily from country elevators. Types of grain 
elevator ownership range from individual proprietorships to member-
owned cooperatives. The typical grain elevator business operates as 
both a grain enterprise and a farm supply business. They buy and sell 
grain, provide grain storage and handling, and sell farm supplies and 
other farm-related services. 
Events during the past decade have had a considerable impact on 
the financial condition of grain elevators. Real interest rates and 
elevator operating costs have risen sharply. Grain prices have become 
more volatile. The level of price inflation has fallen considerably 
since reaching its double digit peak in the early 1980s. Grain 
exports, which had been rising during most of the seventies, have been 
declining in recent years. The payment-in-kind program of 1983 
resulted in sharply reduced farm supply sales. In recent years, a 
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severe agricultural recession has led to lower farm income, declining 
farm asset prices, and an unprecedented increase in the number of farm 
failures. These and other factors have strained the financial position 
of country grain elevators. 
The events of the past decade and an apparent increase in the 
number of grain elevator failures have led to widespread concern in the s 
agricultural community regarding the financial health and survival 
of these businesses. Two studies were conducted in order to determine 
the incidence of grain elevator failures and its impact on farmers and 
other elevator creditors. 
The first nationwide study on grain elevator failures was 
conducted by the Illinois Legislative Council and published in 1981 
(27). The purpose of the study was to gather information on grain 
elevator bankruptcies between 1974 and 1979.^ The study reported that 
110 grain elevators, situated primarily in the Midwest, went bankrupt 
during this period. The study indicated that there has been a growing 
number of elevator backruptcies since 1974. Bankruptcies per year rose 
from two in 1974 to eighteen in 1979. 
The study reported general claims information for seventy-seven of 
the bankruptcies where the claim amounts were reported (see Table 1.1). 
^The term bankruptcy here and throughout this paper refers to a 
legal procedure that defines the relationship between an insolvent 
grain elevator and its creditors. Insolvency is defined as the 
financial situation where total liabilities exceed total assets and the 
grain elevator is no longer conducting business. A grain elevator that 
has failed may or may not be involved in bankruptcy proceedings. 
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Claimants lost over $21,000,000 between 1974 and 1979 as a result of 
these bankruptcies. Farmers lost over $18,000,000, while non-farmers 
(bankers, other elevators, feed companies, etc.) lost close to 
$3,000,000. The recovery rate for farmers was only 28 percent, while 
the recovery rate for non-farmers was just 16 percent. The average 
loss per farmer was roughly $6,000 and the average loss for non-farm 
customers was about $7,000. Individual farm customer losses ranged 
from none to $23,535. 
The Illinois Legislative Council conducted a second study on grain 
elevator failures that was published in 1984 (29). The purpose of this 
study was to gather information on grain elevator failures between 
January 1974 and May 1982 in eight north central states. The study 
reported that 165 grain elevators failed during this time. The study 
indicated that the number of failures has generally been increasing 
since 1974, with nine failures reported in 1974 and twenty-seven in 
1981. Fourteen failures were reported during the first five months of 
1982. 
Specific information was collected for 90 of the failed elevators 
in the study. Information on grain account claims was available for 
only 76 of these elevators (see Table 1.2). Farmers and other grain 
account claimants lost approximately $35,000,000 as a result of these 
76 elevator failures. Claimants recovered only 40 percent of their 
claims against these elevators. The average loss per failed elevator 
was $456,941. In 60 insolvencies in which the allowed claims were not 
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Table 1.1. General claims information for bankrupt grain elevators in 
the United States, 1974 thru 1979* 
Item Farm Nonfarm Total 
Number of claimants 3,190 422 3,612 
Amount claimed $25,765,711 $3,333,511 $29,099,222 
Amount recovered 7,090,633 527,070 7,617,703 
Amount lost 18,675,078 2,806,441 21,481,519 
Average loss per claimant 5,854 6,650 5,947 
Percent recovered 28 16 26 
^Carr et al. (27). 
Table 1.2. General claims information for insolvent grain elevators 
in the north central United States, 1974 thru May 1982^ 
Grain Account Amount Amount Percent 
Classification Claims Recovered Lost Recovered 
Grain claims $58,311,027 
Grain merchandising 12,828,871 
Grain warehousing 11,709,469 
Loss per claimant 
Loss per elevator 
*Casey et al. (29). 
$23,583,506 $34,727,521 40% 
3,871,756 8,957,115 30 
8,132,185 3,577,284 69 
5,239 
456,941 
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fully recovered, 4,822 claimants lost an average of $5,239. An author 
of this study estimated that the 165 grain elevator failures in the 
eight north central states resulted in a loss of $70,000,000 to farmers 
and other grain account claimants. In 46 of the insolvencies that 
distinguished between warehouse and merchandising customers, grain 
warehousing customers recovered 69 percent of their claims, while the 
recovery rate for grain merchandising customers was just 30 percent. 
Warehouse bond amounts covered only 27 percent of the account claims 
against them. Grain dealer bond amounts covered just 11 percent of 
their claims. 
The two studies conducted by the Illinois Legislative Council have 
established that grain elevator failures have been increasing in recent 
years and have resulted in considerable financial losses to farmers and 
other grain elevator creditors. These findings have heightened concern 
about the effectiveness of federal and state warehouse licensing and 
examination programs. In response to this concern, the Grain Elevator 
Task Force and the General Accounting Office (GAG) have reviewed 
federal and state warehouse licensing programs in order to assess their 
effectiveness and identify ways to strengthen these programs. 
The Grain Elevator Task Force was established in February 1981 by 
the U.S Secretary of Agriculture to evaluate the effectiveness of grain 
warehouse laws, regulations and regulatory procedures and to recommend 
possible changes that would strengthen protection provided to grain 
depositors. The committee researched available information pertaining 
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to the problems existing in identifying and preventing grain elevator 
failures. The Task Force also conducted a nationwide survey in order 
to document the incidence of grain elevator bankruptcies. Their 
findings and recommendations were published in a report released in 
August 1981 (105). 
The results of the survey conducted by the Task Force indicated 
that one hundred and seventy-seven or two percent of the nation's grain 
elevators went bankrupt between 1975 and 1981. The survey reported 
that the number of bankruptcies had been increasing since 1975, with 
fifteen bankruptcies reported in 1975 and thirty-seven reported in 
1980. Four bankruptcies were reported during the first four months of 
1981. 
The Task Force found a number of weaknesses in warehouse laws, 
regulations and regulatory procedures that, if alleviated, would 
improve regulatory control and surveillance of grain warehouse 
operations. Some of the weaknesses cited by the Task Force include; 
1) lack of coordination among federal-state regulatory authorities 
regarding licensing, net worth, and bonding requirements, 2) the 
inability of regulatory authorities to assess accurately the financial 
condition of elevators under their regulation, and 3) the passive role 
of the USDA concerning grain elevator failures. 
An important general recommendation made by the Task Force was 
that the USDA should take a more active role in identifying and 
monitoring elevators experiencing financial difficulties. The Task 
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Force felt that the USDA has been rather passive regarding the 
prevention of problem situations with aggressive action taken only 
after problem situations arise. In addition, the Task Force 
specifically recommended that the USDA require all federally licensed 
and non-federally licensed elevators holding CCC commodities to submit 
unqualified opinion financial statements annually to regulatory 
authorities.2 The committee felt that this requirement would greatly 
improve the regulator's ablity to identify and monitor the financial 
condition of elevators under their regulation. 
The Task Force also recommended that the USDA initiate action to 
coordinate federal-state regulatory efforts, increase the net worth 
requirements of federally licensed elevators, and develop a policy 
position pertaining to elevator failures where the USDA has a vested 
interest. 
In 1981, Congress asked the U.S. General Accounting Office (GAO) 
to evaluate the effectiveness of federal warehouse programs and 
recommend changes that would provide increased protection to depositors 
at grain warehouses. Their findings and recommendations were published 
in a report released in June 1981 (107). 
The GAO cited a number of weaknesses in the USDA's financial 
^An unqualified or "clean" opinion signifies that the accountant's 
examination was made in accordance with generally accepted auditing 
principles and that the financial statements are presented fairly in 
conformity with generally accepted accounting principles applied on a 
consistent basis without qualification. 
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review procedures and financial reporting requirements that limit the 
effectiveness of current federal warehouse programs. The GAO found 
that current financial review procedures are rather narrow in scope, 
limited to monitoring elevator compliance with federal bonding and net 
worth requirements. They also found that the financial data submitted 
by elevators to the USDA do not follow uniform and consistent 
accounting practices and are insufficient for the USDA to analyze and 
determine the financial condition of regulated grain warehouses. 
In response to these findings, the GAO recommended that the USDA 
expand its financial review procedures by conducting a more 
comprehensive financial examination of elevators under their 
regulation. In addition to monitoring elevator compliance with bonding 
and net worth requirements, the GAO felt that the USDA should take a 
more active role in analyzing and determining the overall financial 
condition of their regulated elevators. 
Recognizing the need for more complete and accurate financial 
information, the GAO recommended that the USDA require all federally 
regulated elevators to submit financial statements that conform to 
generally accepted accounting principles and are sufficient to analyze 
and determine warehouses' financial health properly. They also 
recommended that the USDA develop methods for analyzing this financial 
information that would be useful in assessing the overall financial 
condition of grain elevators. The GAO suggested that the USDA develop 
and implement a method for identifying elevators that may fail in the 
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foreseeable future. They felt that a reliable method for identifying 
potentially insolvent elevators would help regulatory authorities focus 
their attention on those elevators requiring extra attention. 
Regulators could then conduct a thorough financial review and possibly 
take corrective action before deteriorating financial conditions become 
too serious. The GAO recommended that the USDÂ develop such a tool 
before deciding what actions they should take to deal with threatened 
or actual elevator insolvencies. 
In a follow-up report the GAO provided information on the actions 
taken by the USDA in response to the recommendations made in their 
first report. Their findings were published in a report released in 
July 1983 (106). 
The GAO reported that the USDA amended their financial reporting 
requirements in 1982. The new regulations require regulated elevators 
to submit financial statements that have been prepared in accordance 
with generally accepted accounting principles and audited or reviewed 
by an independent certified public accountant. The report indicated 
that the USDA was looking at ways to analyze financial information 
provided under the new requirements more effectively. The GAO report 
stated that the USDA was in the process of evaluating several methods 
for identifying warehouses that were likely to fail and have tested one 
of them. However, test results indicated that more work needed to be 
done to develop reliable methods for identifying financially troubled 
elevators. 
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The aim of federal and state warehousing programs is to ensure 
that depositors have safe and sound storage facilities for their 
products. In order to meet this goal, regulatory agencies set 
operational and financial requirements that elevators must maintain. 
Elevator compliance with these requirements is monitored through 
warehouse examinations and review of elevator financial information. 
The ability to assess the financial soundness of elevators 
accurately has become an increasingly important task for regulatory 
authorities. Recent changes in both the general economy and 
agricultural economy during the past four to five years have created 
financial stress in parts of the grain sector. These changes and the 
resulting increases in the number of elevator insolvencies have caused 
regulators to seek improved means to judge the financial health of 
elevators, 
Until recently, federal and many state warehouse licensing 
agencies monitored financial health by examining basic financial 
information to see if bonding, net worth, and other financial 
requirements were being met. Comprehensive financial examinations had 
not been conducted by these agencies because they lacked sufficient 
financial information to conduct such an examination. Instead, they 
relied on the financial review conducted by bonding companies prior to 
issuing a bond. Since the primary purpose of the USDA's financial 
examination had been to evaluate compliance with financial requirements 
of bonding and net worth, the financial information required had been 
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rather narrow and limited to factors that relate directly to those 
requirements. As a consequence, the regulator's ability to assess 
properly the overall financial condition of the elevators under their 
regulation had been limited. 
In recent years, regulatory authorities have taken steps to 
improve their ability to judge the financial health of elevators. The 
Agricultural Marketing Service (AMS) and warehouse licensing agencies 
in many of the grain-producing states now require elevators to submit 
more complete and accurate financial information. This has made it 
possible to conduct a more comprehensive financial examination because 
regulators are now able to evaluate the entire financial operation of 
the elevator. Efforts are also being made to develop more effective 
methods to analyze financial information provided under the new 
requirements. 
The USDA is currently considering a number of preventive measures 
that it can take to reduce the number and costs of grain elevator 
insolvencies. An important preventive measure under consideration is 
the development of a tool that would assist regulatory authorities in 
identifying potentially insolvent grain elevators. Implementation of a 
reliable early warning model would constitute an effective, low cost 
means for identifying potential problem grain businesses and thus 
provide an additional means for protecting farmers and other creditors 
from elevator insolvency. 
Federal regulatory authorities have not yet implemented a method 
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for identifying potentially insolvent grain elevators. However, the 
use of a reliable method for identifying potentially insolvent grain 
elevators by the USDA would make their grain warehouse program more 
effective by strengthening their financial review procedures. 
Implementation of a reliable early warning model would: 1) help 
regulatory authorities focus their attention in the right direction, 2) 
provide a more objective evaluation of the elevator's financial 
condition, 3) promote greater efficiency in the scheduling of a 
regulator's time and in conducting correctional hearings with elevator 
management, and 4) provide regulators with a means to assess and 
monitor the overall financial condition of the elevators under their 
regulation. By strengthening financial review procedures, the USDA 
would significantly increase the protection provided to farmers and 
other grain elevator creditors. 
In the past five years, research has been conducted in an attempt 
to develop early warning models specifically tailored to the grain 
industry. However, testing of these models by the USDA and others 
indicates that more research needs to be done before they can be used 
as reliable tools for identifying problem grain elevators. Additional 
research in this area is necessary to provide regulatory authorities 
with improved means for accurate assessment of financial condition and 
risk of insolvency in grain elevators. 
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Review of the Literature 
Most of the research dealing with the topic of this study has been 
conducted during the past twenty years and has been concerned primarily 
with the analysis of non-agricultural business failure. The aim of 
this research has been to identify empirically financial variables that 
distinguish failing from non-failing firms, and to use this information 
in order to explain and predict business failure. Much of the early 
research that was conducted in this area utilized a univariate approach 
in which the discriminating and predictive ability of the financial 
variables was analyzed on a one-by-one basis. In recent years, 
research has been conducted that has used a multivariate approach where 
discriminating and predictive ability was analyzed jointly for several 
financial variables. 
The research of Beaver (14) is considered by many to be the first 
significant attempt at empirically studying the usefulness of 
financial statement variables as indicators of business failure. While 
prior research had focused primarily on the development and use of 
financial statement variables as measures of financial performance, 
Beaver was one of the first to empirically study their ability to 
predict business failure. He used a univariate approach, where the 
predictive ability of each financial statement variable under 
consideration was studied separately. 
Beaver defined failure as a business defaulting on interest 
payments on its debt, overdrawing its bank account, or declaring 
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bankruptcy. He used a paired sample technique in selecting 79 bankrupt 
and non-bankrupt corporate industrial firms. The bankrupt sample 
consisted of firms that went bankrupt between 1954 and 1966 and the 
non-bankrupt sample consisted of firms operating during the same time 
period. Financial statements were obtained for five years prior to 
failure for each bankrupt firm and its non-bankrupt mate. 
Beaver selected six financial ratios for the analysis. An 
important criterion for selection was that each of the ratios had to be 
defined in terms of a "cash-flow" concept. According to this concept, 
"the firm is viewed as a reservoir of liquid assets, which is supplied 
by inflows and drained by outflows. The solvency of the firm can be 
defined in terms of the probability that the reservoir will be 
exhausted, at which point the firm will be unable to meet its debt 
obligations as they come due" (14, pp. 79-80). Beaver employed this 
concept to explain observed differences in the estimated ratio averages 
between the bankrupt and non-bankrupt firms. The six financial ratios 
selected for the analysis were: cash flow to total debt, return on 
total assets, total debt to assets, working capital to assets, current 
assets to current liabilities, and quick working capital to expenses. 
The first step in Beaver's study was the comparison of financial 
ratio means between the bankrupt and non-bankrupt sample firms for each 
of the five years prior to failure. The results indicated that the 
means of each ratio were different for failed and non-failed firms in 
directions consistent with the directions implied by the cash-flow 
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concept in all five years before failure. The magnitude of differences 
between means for the two groups increased as the year of failure 
approached. The means for the bankrupt group deteriorated rapidly as 
the year of failure approached, while the means for the non-bankrupt 
group remained relatively stable during this time. 
Next, a predictive test that Beaver called dichotomous 
classification was developed. According to Beaver, this test makes a 
dichotomous prediction based only on the distributions of the financial 
ratio being used to conduct the test. His classification test is 
conducted by first arraying the data for each ratio and then selecting 
a cutoff point for each ratio where the percent of the total 
misclassifications is minimized for the two groups in the sample. A 
status prediction is then made for each firm in the original sample (or 
holdout sample) depending on whether the firms ratio is higher than or 
lower than the cutoff point. The predicted status is then compared to 
the actual known status and the percent of incorrect predictions is 
computed. The percent of incorrect predictions is then used as a 
measure of the ratio's predictive ability. The lower the percentage of 
incorrect predictions, the higher the predictive accuracy. 
Employing a holdout sample to validate his classification test, 
Beaver found that all six ratios were able to predict failure. 
However, varying degrees of predictive accuracy were obtained for each 
of the ratios during the five years prior to failure. The cash flow to 
debt ratio performed the best with an overall error rate of 13 percent 
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for the first year before failure and 22 percent for the fifth year 
before failure. The working capital to total assets ratio performed 
the worst with an overall error rate of 24 percent for the first year 
prior to failure and 41 percent for the fifth year prior to failure. 
The predictive accuracy improved as the year before failure approached 
for all six of the ratios tested. Beaver concluded that the overall 
error rates achieved by his classification tests represented a 
significant improvement over the use of a naive random prediction model 
which would be expected to be incorrect fifty percent of the time given 
the composition of his sample. 
Beaver also reported that the classification tests for each ratio 
resulted in Type I error rates (classifying a known bankrupt firm as 
non-bankrupt) and Type II error rates (classifying a known non-bankrupt 
firm as bankrupt) that were significantly lower than would be expected 
by random selection for each of the five years prior to failure. The 
Type I and Type II error rates varied by ratio and the Type I error 
rate was higher than the Type II error rate for each of the ratios 
tested. Type I and Type II error rates for the cash-flow to total debt 
ratio one year prior to failure were twenty-two percent and five 
percent, respectively. 
Beaver concluded his study with a brief discussion of a Bayeslan 
procedure for estimating the conditional probability of failure. This 
approach, unlike his dlchotomous classification test, Incorporated 
prior probabilities and the distance of the financial ratio from the 
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cutoff point in the estimation of conditional probabilities and error 
rates. He demonstrated how likelihood ratios for the cash flow to 
total debt ratio could be estimated using histograms constructed from 
the sample data one year prior to failure. The likelihood ratios were 
calculated for each interval of the cash flow to total debt ratio by 
dividing the relative frequency for the bankrupt group by the relative 
frequency for the non-bankrupt group. He found that the likelihood of 
failure declined as the cash flow to total debt ratio increased over 
the entire range of the ratio. Beaver did not use the Bayesian 
technique to estimate the conditional error rates. However, he 
hypothesized that they would be more accurate than the error rates 
estimated by his dichotomous classification test. 
Beaver's research was an important first step in assessing the 
usefulness of financial variables as indicators of impending business 
failure. Using a relatively simple approach, he demonstrated that 
financial variables can be used successfully to distinguish between 
firms that will fail and firms that will not fail up to five years 
prior to failure. He also established that financial variables possess 
differing degrees of discriminating ability and are unable to identify 
failed and non-failed firms with equal success. 
Although Beaver's univariate approach was appropriate for 
assessing the discriminating ability of individual financial ratios, 
its use as a classification technique by practitioners is somewhat 
limited. The main difficulty with this approach is that classification 
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can take place for only one financial variable at a time. As a result, 
conflicts in firm classifications could arise which would lead to 
• erroneous conclusions regarding the firm's financial condition. In 
addition, since the financial status of the firm is multidimensional, 
it is improbable that a single ratio could adequately capture all of 
its dimensions. Because of the limitations of the univariate approach, 
most of the researchers following Beaver utilized a multivariate 
approach where the discriminating and predictive ability was analyzed 
jointly for several financial variables. 
Altman (6) pioneered the use of linear discriminant analysis as a 
technique for identifying potential business failures. Linear 
discriminant analysis is a statistical technique used to classify an 
object into one of several well-defined groups depending on the 
specific characteristics of the object. This technique attempts to 
derive a linear combination of the characteristics which best 
discriminate between the groups. Once the coefficients of the linear 
discriminant function have been estimated, a discriminant score can be 
calculated for any object possessing the measured characteristics. A 
cutoff score is selected and the object is assigned to one of the 
groups depending on whether its discriminant score is greater than or 
less than the cutoff score. Linear discriminant analysis assumes that 
the objects were selected randomly from independent populations with 
equal dispersion matrices and that the characteristics are distributed 
multivariate normal for each population. Altman selected this 
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technique In order to assess the usefulness of the multivariate 
approach and its adaptability to practical decision-making situations. 
He conducted his study using a sample of 66 corporate 
manufacturing firms. The bankrupt group consisted of 33 manufacturers 
that filed a bankruptcy petition under Chapter 10 of the National 
Bankruptcy Act during the period 1946 to 1965. The non-bankrupt group 
consisted of a paired sample of 33 manufacturers that were selected at 
random from the population of manufacturers stratified by industry and 
size. Financial statements were obtained for five years prior to 
failure for each bankrupt firm and its non-bankrupt mate. Financial 
variables used in the discriminant analysis were calculated for each of 
the paired firms in the sample one year prior to failure. 
Altman identified twenty-two financial variables that he felt 
would be good Indicators of firm failure. Beaver's cash-flow to total 
debt ratio was not included because of data limitations. He used an 
iterative variable selection procedure based primarily on statistical 
criteria to select a subset of these variables for the analysis. The 
following five financial variables were selected: working capital to 
total assets, retained earnings to total assets, net income before 
interest to total assets, equity to total debt, and sales to total 
assets. Altman used a procedure developed by Fisher (47) to estimate 
the coefficients of his linear discriminant function. 
Altman tested the explanatory and predictive accuracy of his 
estimated linear discriminant function. He defined explanatory 
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accuracy as the ability of the discriminant function to correctly 
classify the firms in the "original" sample and predictive accuracy as 
the discriminant function's ability to correctly classify "new" firms. 
Explanatory validation was performed on the original sample of 
sixty-six firms. The discriminant function correctly classified 
ninety-five percent of these firms. The Type I error rate was six 
percent, while the Type II error rate was only three percent. Altman 
conducted a second explanatory test using data for the sample firms 
two years, rather than one year prior to bankruptcy. The overall 
accuracy rate fell to eighty-three percent and the Type I and Type II 
error rates rose to twenty-eight percent and six percent, respectively. 
Predictive validation was first conducted on a holdout sample of 
twenty-five bankrupt firms and then on a holdout sample of sixty-six 
non-bankrupt firms. The original discriminant function correctly 
classified ninety-six percent of the holdout bankrupt firms and 
seventy-nine percent of the holdout non-bankrupt firms. In other 
words, the Type I error rate was four percent and the Type II error 
rate was twenty-one percent. The overall predictive accuracy of the 
discriminant function, one statement prior to bankruptcy, was 
eighty-three percent. 
The linear discriminant function model developed by Altman 
achieved a high degree of accuracy using data one year prior to 
failure. Although Altman's overall predictive accuracy was slightly 
lower than Beaver's, the linear discriminant function model developed 
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by Altman did a significantly better job of correctly classifying 
bankrupt firms. When the discriminant function was used to classify 
firms two years prior to bankruptcy, the dëgree of explanatory accuracy 
fell, but was still higher than would be expected by random 
classification of the sample firms. 
Altman's research was significant in that he Introduced a 
technique that can be used to evaluate the ability of several financial 
variables taken together to assess the financial health of the firm. 
His results suggest that a more complete picture of the firm can be 
attained by combining the information from several financial variables 
into a single measure. Altman demonstrated that linear discriminant 
analysis can be used successfully to distinguish between bankrupt and 
non-bankrupt firms up to two years prior to failure. 
Although the linear discriminant function model developed by 
Altman classified firms with a high degree of accuracy, there are a 
number of potential problems associated with the use of this technique 
that could limit its practical usefulness. Violations of the normality 
assumptions could bias the tests of significance and estimated error 
rates. If the assumption of equal dispersion matrices is violated, the 
significance tests may be biased and the use of the linear 
classification rule may be inappropriate. Although research in this 
area has been inconclusive, it should be recognized that violations in 
one or both assumptions could affect classification accuracy when the 
estimated linear discriminant function is employed outside the original 
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sample. Altman made no attempt to check the validity of these 
assumptions in his study. 
The classification rule employed by Altman assumed that the 
incidence of bankruptcy in the population was equal to that in his 
sample, fifty percent. The rule also assumes that the costs of 
committing a Type I and Type II error are the same. Eisenbeis (43) 
demonstrated that unless group occurrence is equally likely, the 
estimated error rates assuming equal prior probabilities might bear 
little resemblance to what one might expect in the population. A 
similar problem is likely to occur if error costs are assumed to be 
equal when in fact they are unequal. Unless they neutralize each 
other, incorrectly assuming equal prior probabilities and equal costs 
of misclassification could result in erroneous conclusions regarding 
the accuracy of the classification rule. 
The use of pooled data in discriminant analysis may also affect 
the reliability of the estimated error rates. The data used in 
Altman's analysis were pooled over a twenty-year period. Unless one is 
willing to assume stationarity of the relationship among the variables 
over time, Altman's explanatory and predictive validation results may 
not be very meaningful. 
There have been a number of studies conducted since Altman that 
have utilized the discriminant analysis technique for the prediction of 
business failure. The accuracy rates achieved in most of these studies 
are comparable to or slightly higher than those achieved by Altman. 
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Some of these Include: Deakln's (37) study of manufacturing firms, 
Edmister's (41) analysis of small business failure, Diamond's (39) 
pattern recognition model, Pettway and Sinkey's (92) early warning 
model for commercial bank failure, Altman et al.'s (9) new corporate 
bankruptcy classification model, and Wharton et al.'s (113) study of 
seven grain elevator bankruptcies in Louisiana. 
In recent years, insolvency prediction studies have focused on the 
use of the logistic conditional probability function as an alternative 
to discriminant analysis. Researchers using this technique for failure 
prediction argue that the logit function has more theoretical appeal 
and more desirable statistical properties than the discriminant 
function.^ 
The logistic cumulative distribution function is a sigmoid curve 
that asymptotically approaches zero and one. This functional form has 
a "threshold" property which has been found to approximate the behavior 
of financial variables. The fundamental assumption of the logit 
function is that the logarithm of the odds ratio is linearly related to 
the explanatory variables. Alternatively, the conditional probability 
of occurrence of an outcome or event is assumed to be a logistic 
function of the explanatory variables. No assumptions need to be made 
regarding the distribution of the explanatory variables. Therefore, a 
major advantage of this method is that the explanatory variables may be 
^See G. S. Maddala (80) for a more detailed discussion of logit 
and discriminant functions. 
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discrete or continuous. 
Unlike the coefficients of the discriminant function, the 
coefficients of the logit function are unique. Therefore, it is 
possible to interpret logit function coefficients and to test 
individually their significance. 
The logit function does not assume multivariate normality of the 
explanatory variables or equal group dispersion matrices. Eisenbeis 
(43) found that these assumptions are frequently violated in bankruptcy 
prediction studies. Press and Wilson (94) point out that discriminant 
analysis is theoretically sound only when these assumptions are met. 
The potential bias introduced in discriminant analysis when the 
normality assumption is violated has been investigated by a number of 
researchers. However, the results of these studies have been mixed. 
Gilbert (50) and Collins and Green (33) found that discriminant 
analysis is quite robust to violations in multivariate normality, while 
Lachenbruch (70) found that discriminant analysis can be quite 
sensitive to violations in this assumption. 
Ohlson (89) was one of the first to use the logistic conditional 
probability function as a multivariate technique for identifying 
potential business failures. The logit function relates the 
probability of the occurrence of an outcome to one or more explanatory 
variables through a logistic cumulative distribution function. This 
function is a sigmoid curve that asymptotically approaches zero and 
one. Unlike discriminant analysis, no assumptions regarding the 
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distribution of the explanatory variables or equality of group 
dispersion matrices are needed using this technique. A maximum 
likelihood procedure is used to estimate the parameters of the logit 
function in those cases where the dependent variable represents a 
binary outcome (i.e., solvent or insolvent). Asymptotic T-tests can be 
used to determine the statistical significance of the explanatory 
variables. 
Ohlson's sample consisted of 2,163 corporate manufacturing firms. 
The bankrupt group included 105 manufacturers that filed a bankruptcy 
petition under any one of the chapters of the National Bankruptcy Act 
during the period 1970 to 1976. The non-bankrupt group included 2,058 
randomly selected manufacturers that were operating during this period. 
Financial statements were obtained for three years prior to failure for 
each of the bankrupt firms. The two most recent financial statements 
were collected for the firms in the non-bankrupt group. 
He selected nine explanatory variables to be included in his logit 
models. The variables he expected to be inversely related to the 
probability of failure include: a measure of firm size calculated by 
the logarithm of "real" total assets, working capital to total assets, 
return on total assets, cash flow to total debt, a dummy variable 
representing the level of equity, and percentage change in income. The 
variables he expected to be positively related to the probability of 
failure include: total debt to total assets, current debt to current 
assets, and a dummy variable representing negative income. Ohlson used 
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a maximum likelihood procedure to estimate the parameters of his 
models. 
Three logit models were estimated using the nine explanatory 
variables listed above. The first model predicted bankruptcy within 
a year, the second predicted bankruptcy within two years, and the third 
predicted bankruptcy within one or two years. The coefficients for 
most of the variables in these models were statistically significant at 
the 90% level. However, the coefficients for working capital to total 
assets, current debt to current assets, and the dummy variable 
representing negative income were not significantly different from zero 
at the 90% level in any of the three models. The signs of the 
statistically significant coefficients in the first and third models 
were as hypothesized. However, the sign of the coefficient for the 
percent change in income variable in the second model was positive. 
The likelihood ratio index, which is an overall measure of 
goodness-of-fit, indicated that the three models fit the data 
reasonably well. 
Ohlson tested the classification accuracy of his one year 
prediction model. Using the coefficients of this model, the 
conditional probability of failure was estimated for each firm in the 
original sample and compared to a cutoff probability. He selected a 
cutoff probability that minimized the sum of the Type I and Type II 
error rates. A firm was classified as bankrupt if its predicted 
probability of failure was greater than the cutoff and non-bankrupt if 
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its predicted probability of failure was less than the cutoff. Using 
this classification procedure, the overall classification error rate 
was 17 percent. The Type I and Type II error rates were 12 percent and 
17 percent, respectively. 
The results of Ohlson's study Indicate that his logistic 
conditional probability model was somewhat successful in identifying 
variables that were important predictors of firm failure. Variables 
measuring firm size and financial structure were found to be the most 
statistically significant for purposes of assessing the probability of 
bankruptcy. Some measures of financial performance and current 
liquidity were also found to be significant indicators of failure. 
The logit model developed by Ohlson performed reasonably well as a 
classification tool when used to classify the sample firms one year 
prior to bankruptcy. However, Ohlson did not test the classification 
performance of his model on firms outside the sample. Thus, the 
estimated classification error rates in his study may be sample 
specific. 
The research of Siebert (99) was the first to focus on the 
development of regional insolvency prediction models for agricultural 
businesses.4 He developed two "early warning" models for country grain 
4Wharton et al. (113) developed a linear discriminant function 
model based on 1980-1982 information obtained from seven bankrupt and 
twenty-two non-bankrupt Louisiana grain elevators. The results of this 
study will not be discussed in this review of literature because of its 
narrow geographic scope and use of extremely small samples. 
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elevator bankruptcy. One model was based on a logistic probability 
function and the other was based on a linear probability function. The 
models were used to estimate the probability of grain elevator failure 
one year in advance. 
Siebert's sample consisted of 147 country grain elevators that 
were selected from five Midwestern states: Illinois (55), Indiana 
(46), Iowa (24), Kansas (20), and Michigan (2). The bankrupt group 
consisted of 23 grain elevators that failed between 1974 and 1979 and 
the non-bankrupt group consisted of 124 randomly selected grain 
elevators operating during a contemporaneous time period. Financial 
statements were obtained one year prior to failure for the bankrupt 
elevators. The most recent statement was collected for each of the 
non-bankrupt elevators. 
Siebert estimated the probability of grain elevator failure based 
on financial variables chosen from the following four basic financial 
management groups: liquidity, solvency, activity, and profitability. 
The following four financial variables were selected: working capital 
to total sales (WCS), net worth to total assets (NWTA), total sales to 
total assets (TSTA), and return on total sales (ROTS). He expected 
each of these variables to be inversely related to the probability of 
failure. Data limitations prevented Siebert from including other 
variables (i.e., elevator turnover, elevator capacity, cash flow, etc.) 
that he felt would be good predictors of grain elevator failure. 
The first step in Siebert's analysis was the estimation of a 
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logistic probability function (Logit-4). The parameters of the model 
were estimated by non-linear regression using a maximum likelihood 
technique. The coefficients for WCS and NWTA had the correct signs and 
were statistically significant at the 95% level. The coefficient for 
ROTS did not have the correct sign and was not significantly different 
from zero at the 95% level. The coefficient for TSTA also did not have 
the correct sign, but it was significant at the 95% level. The 
likelihood ratio index was a relatively low 45%, indicating that the 
Logit-4 model did not fit the data very well. 
Siebert estimated a second logistic probability function 
(Logit-6). The model included squared terms for TSTA and ROTS in 
addition to the four variables used in the Logit-4 model. The two new 
variables will be referred to as TSTA2 and ROTS2, respectively. 
Siebert hypothesized that initial small increases in TSTA and ROTS 
would reduce the probability of failure, while large increases in these 
variables would increase the probability of failure. Thus, he expected 
the signs on the coefficients for TSTA2 and R0TS2 to be positive and 
the signs on the coefficients for TSTA and ROTS to be negative. 
The coefficients for the six variables of the Logit-6 model had 
the correct signs and each coefficient was statistically significant at 
the 95% level with the exception of TSTA and TSTA2, which were not 
significantly different from zero at this level. The likelihood ratio 
index was 60%, which is somewhat higher than the index reported for the 
Logit-4 model. Although the inclusion of TSTA2 and R0TS2 increased the 
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value of the likelihood ratio index, the resulting insignificance of 
TSTA and TSTA2 indicate that Logit-6 may not be an improvement over 
Logit-4. 
The next step in Siebert's analysis was the estimation of a linear 
probability function. The linear probability function is simply a 
special case of OLS regression when the dependent variable is 
dichotomous. The estimated linear probability function is used to 
predict the conditional probability that an event will occur given the 
values of the explanatory variables. 
Siebert (99) cited two reasons for selecting the linear 
probability function for grain elevator bankruptcy prediction. First, 
the linear probability function is simple to estimate. Second, the 
linear probability function estimates will allow a performance 
comparison between logit and linear discriminant analysis. According 
to Siebert, this comparison is possible because Ladd (74) has shown 
that the linear probability function is virtually equivalent to the 
linear discriminant function. Despite their equivalence, Collins and 
Green (33) cite several disadvantages in using the linear probability 
function for bankruptcy prediction. One disadvantage is that the 
predicted probabilities can be greater than one or less than zero. 
Difficulties would arise when trying to interpret these probabilities. 
A second disadvantage of the linear probability function is that it 
assumes that the underlying form of the relationship between the 
probability of failure and the explanatory variables is linear. In 
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other words, constant changes in the explanatory variables produce 
constant changes in the probability of failure. In the failure 
prediction context, the assumption of linearity does not appear to be 
very realistic. 
Siebert estimated the parameters of the linear probability 
function (LPF-4) using the Ordinary Least Squares technique. The 
results were similar to those obtained with the Logit-4 model. All of 
the coefficients were statistically significant at the 95% level except 
for the coefficient on ROTS, which was not significantly different from 
zero at this level. The coefficients for WCS and NWTA had the correct 
signs, while the coefficients for TSTA and ROTS had signs opposite from 
what had been expected. The unadjusted coefficient of determination 
was a low 31%, indicating that the LPF-4 model did not fit the data 
very well. 
Siebert estimated a second linear probability function (LPF-6). 
The model included TSTA2 and R0TS2 in addition to the four variables 
used in the LPF-4 model. The coefficients for the six variables of the 
LPF-6 model had the correct signs and all of the coefficients were 
statistically significant at the 95% level, except TSTA and TSTA2, 
which were not significantly different from zero at this level. The 
coefficient of determination was 36%, which is slightly higher than the 
one reported for the LPF-4 model. 
In general, the logistic probability and linear probability 
functions estimated by Siebert did not fit the data very well. The 
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variables WCS and NWTA appear to be good Indicators of grain elevator 
failure. However, it is difficult to assess the individual 
contributions of TSTA and ROTS, in these models. 
Finally, Siebert tested the classification accuracy of his four 
models. Two separate performance tests were conducted. The first 
tested the ability of each model to correctly classify the elevators in 
the original sample. The second performance test evaluated the ability 
of the four models to correctly classify a holdout sample of grain 
elevators. 
In the first test, the conditional probability of failure was 
estimated for each elevator in the sample. Elevators were classified 
as bankrupt if their predicted probability exceeded the cutoff 
probability and non-bankrupt if their predicted probability was less 
than the cutoff probability. Siebert selected eleven cutoff 
probabilities, ranging from zero to one, for the analysis. 
Classification was conducted separately for each of the selected cutoff 
probabilities. Type I (classifying a bankrupt elevator as 
non-bankrupt) and Type II (classifying a non-bankrupt elevator as 
bankrupt) error rates corresponding to each cutoff level were 
calculated for each model. The "optimal" cutoff probability (P*) 
selected for each model was the one that minimized the sum of the 
expected Type I and Type II error costs for the state of Indiana. 
Using information on average bankruptcy and auditor costs supplied to 
him by the Indiana Commodity Dealers Licensing Agency, Siebert 
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estimated $535,000 for the cost of a Type I error and $2,100 for the 
cost of a Type II error. Given these error costs and assuming that one 
percent of Indiana's 770 grain elevators fall each year, Siebert 
calculated the minimum expected error costs for each model. 
The classification performance of each model was evaluated in 
terms of its cost efficiency. The Logit-4 model had the lowest minimum 
cost, $361,000 at P* - .10, while the LPF-6 model had the highest 
minimum cost, $618,000 at P* - .175. The minimum cost of Logit-6 was 
$426,000 at P* - ,075, and the minimum cost for LPF-4 was $516,000 at 
P* - .15. 
The second performance test conducted by Siebert tested the 
ability of each model to correctly classify a holdout sample of grain 
elevators. The holdout sample consisted of 71 Illinois grain 
elevators. The bankrupt group consisted of 19 elevators that had 
either failed or come under severe operating restrictions. The 
non-bankrupt group consisted of 52 elevators that were still in 
operation during the testing period. One-year-old financial statements 
were collected for each of the 71 grain elevators in the sample. 
Using the four models that were previously estimated, conditional 
probabilities (P) were estimated for each of the elevators in the 
holdout sample. The optimal cutoff probabilities (P*) estimated in the 
first test were used to distinguish potential bankrupt elevators (P > 
P*) from non-bankrupt (P < P*) elevators. The performance of each 
model was evaluated in terms of its ability to correctly distinguish 
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potential bankrupt elevators from non-bankrupt elevators in the holdout 
sample. 
The holdout sample test results indicate that the LPF-6 model 
performed the best, committing two Type I errors and eleven Type II 
errors. The Logit-6 model had the next best performance, committing 
three Type I errors and eleven Type II errors. The Logit-4 and LPF-4 
models each committed three Type I errors. The Loglt-4 model committed 
fifteen Type II errors, while the LPF-4 model committed twenty-one Type 
II errors. These results were somewhat disappointing considering the 
classification accuracy rates achieved in prior studies. 
It is not clear from the results of Siebert's performance tests 
which of the four early warning models is superior for insolvency 
prediction. The LPF-6 model was the least cost effective model in the 
first performance test; however, this model outperformed the other 
three models in the second test. The Logit-4 model was the most cost 
effective model in the first performance test, while in the second test 
it ranked third. Siebert assumed that the second test was a more 
accurate indicator of model performance and concluded that the six 
variable models were superior to the four variable models for the 
purpose of insolvency prediction. 
The research conducted by Siebert (99) was an important first step 
in the development of a reliable method for Identifying potential grain 
elevator failures. However, extensive field testing of Siebert's 
models by AMS and ASCS officials indicated that his models were not 
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very successful in identifying financially troubled ASCS regulated 
grain elevators. As a result, Siebert's models have not been adopted 
by ASCS regulators. 
There are a number of weaknesses in Siebert's research that may 
have limited the effectiveness of his insolvency prediction models. 
Some of these include; 
- The non-random sample of bankrupt elevators was rather small and 
possibly unrepresentitive of the bankrupt elevators nationwide. 
Close to 90 percent of the bankrupt elevators in the sample 
were selected from two states; Illinois and Indiana. 
- The financial information for most of the bankrupt elevators was 
collected from compilation reports. As such, this information 
was neither reviewed nor audited by an accountant and in most 
cases was not prepared in accordance with generally accepted 
accounting principles. Thus, the quality of the information 
used to calculate the financial variables for the bankrupt 
elevators is questionable and varies among elevators. 
- A number of potentially important explanatory variables were 
left out of his models. Data limitations prevented Siebert from 
including variables that may have significantly improved the fit 
of his models. 
- The parameter estimates of Siebert's models were based on 
elevator financial data pooled across a six year time period. 
The cross sectional relationships among the means and the 
variances may not be very stable across time periods. If this 
is the case, the useful life of his insolvency prediction models 
may be very short. 
- The "optimal" cutoff probabilities of each model were derived 
from estimated error costs and prior probabilities for the state 
of Indiana. Siebert and others have shown that model 
performance can be quite sensitive to the level of the cutoff 
probability. To the extent that error costs and prior 
probabilities differ across states or over time, the application 
of Siebert's models for elevator insolvency prediction 
nationwide may not be appropriate. 
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In view of the weaknesses listed above and the poor performance of 
the grain elevator insolvency prediction models recently developed, an 
attempt will be made in this study to develop more reliable methods for 
assessment of financial condition and risk of insolvency in grain 
elevators. 
Research Objectives 
The overall goal of this study is to develop a reliable early 
warning model to assist regulatory authorities in identifying 
financially troubled country grain elevators in the United States. The 
Agricultural Stablization and Conservation Service has scarce 
examination resources with which to determine the financial soundness 
of over 4,000 country grain elevators. An early warning model that can 
identify those grain elevators most likely to fail would constitute an 
effective way to focus limited examination resources. It would thus 
provide an additional means for reducing the losses of farmers and 
other elevator creditors due to grain elevator failure. 
Implementation of a reliable early warning model will enable ASCS 
regulatory authorities to 1) improve the scheduling of grain elevator 
financial examinations, 2) screen grain elevators wishing to obtain a 
federal warehouse license or store Commodity Credit Corporation grain, 
and 3) more accurately assess the financial condition and risk of 
insolvency of each grain elevator under their regulation. 
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The specific objectives of this study are: 
1. To study and compare the financial performance of a 
representative sample of insolvent country grain elevators 
and a representative sample of currently solvent country grain 
elevators. 
2. To estimate and test early warning models for grain 
elevator failure. The models will be based on a logistic 
probability function or a discriminant function. 
3. To measure and compare the ability of the models to 
distinguish between solvent and potentially insolvent country 
grain elevators up to one year prior to failure. 
4. To study the impact of changes in relative error costs and 
relative prior probabilities on the classification performance 
of the models. 
Following Chapters 
Chapter II describes the research methods used in this study. The 
discriminant function and logistic regression function are derived and 
their properties examined. 
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Chapter III presents a discussion of the empirical procedures used 
in estimating the discriminant and logistic regression functions. The 
data used in the analysis and the sample selection procedure are 
described. Characteristics of the solvent and insolvent grain elevator 
samples are discussed. Variables included in the analysis and the 
empirical models to be estimated are presented. 
Chapter IV discusses the results obtained from the empirical 
procedures. The results obtained for each function estimated are 
presented. The performance of each function is evaluated and compared. 
The final chapter, Chapter V, contains a summary of the results 
obtained in this study. Conclusions are also presented. Suggestions 
for further research in the area of grain elevator failure detection 
are discussed. 
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CHAPTER II. RESEARCH METHODS 
Two multivariate statistical techniques will be used in this 
study: discriminant analysis and logistic regression analysis. These 
techniques were originally developed to analyze problems in the 
biological and behavioral sciences. However, they were soon adopted by 
social scientists and used to analyze a wide variety of problems, 
Discriminant analysis is a statistical technique used to classify 
an object into one of several a priori groupings dependent upon the 
object's individual characteristics. Logistic regression analysis, 
often referred to as logit analysis, is used to estimate the 
probability of occurrence of a choice or outcome conditional on the 
characteristics of the object under investigation. These techniques 
are often used in problems where the dependent variable appears in 
qualitative form. 
Discriminant Analysis 
There are two separate but closely related goals of discriminant 
analysis. The first goal is to separate objects into two or more 
distinct groups. The second goal is to assign or classify an object 
into one of the distinct groups. The discussion that follows will 
assume that our objective is to separate and/or classify objects into 
one of two distinct groups. 
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Linear Discriminant Analysis (Fisher's Method) 
Assume that we have identified two distinct populations and Gg 
and are interested in separating or classifying the members of each 
population on the basis of measurements on q associated random 
variables X - [X^, X^, X^]'. Assume that f^(X) and fgCX) are 
multivariate normal densities with known population column mean vectors 
and /ig and common population covariance matrix S. 
Fisher's procedure involved transforming the multivariate 
observations Xs to univariate observations Ys such that the Ys derived 
from populations and Gg were separated as much as possible. He 
suggested finding a linear combination of the Xs that would maximize 
the between group variation of the Ys relative to the within group 
variation of the Ys, 
Consider the linear combination 
Y = / 3 ' X  (2.1) 
The mean of Y is 
E(Y|Gi) . E(f'X|Gi) . (2.2) 
or 
EfYiGg) - ECf'XiGg) - f'pg 
The variance of Y, assuming = Zg = Z is 
Var(Y) - Var(P'X) - f'Cov(X)f - /3'S/3 (2.3) 
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The best linear combination is derived by maximizing the following 
ratio 
^ _ Between group variation ^  -  P ' 4) 
Within group variation 
Fisher's linear combination coefficients are 
those that maximize the value of 4 in equation (2.4). 
Maximizing <f> with respect to gives the optimized value 
P = - /ig) (2.5) 
for any c ^ 0. Fisher's linear discriminant function is obtained by 
letting c - 1 and substituting from equation (2.5) into equation 
(2.1) 
Y  ^  ( 2 . 6 )  
Substituting equation (2.5) into equation (2.4) gives the optimized 
value for <f) 
4 - (p^ - pg)'2-1(^1 - pg) (2.7) 
<l> in equation (2.7) above is known as Mahalanobis distance. This is a 
measure of the standardized distance between the univariate population 
means. 
Fisher's linear discriminant function can also be used as a 
classification device. Define the midpoint between the two univariate 
means as: 
Z - + f'pg) - 1(^1 - Pg)'2-1(^1 + Mg) (2.8) 
46 
If we let Yq - Xq be the value of the discriminant 
function for a new observation Xq, then 
E(YqIG^) - Z > 0 (2.9) 
and 
E(Y(j|G2) - Z < 0 
If Xq is from , Yq is expected to be larger than Z. If X^ is from 
Gg, Yq is expected to be smaller than Z. The following classification 
rule can be developed. 
Place Xq in G^ if (2.10) 
+ Ag) > 0 
Place Xq in if 
(/il - M2)'S \ - i()Ui - p^)+ pg) < 0 
Place Xq in G^ or G^ if 
(/il - - |(/ii - pg)'2-1(^1 + pg) _ 0 
Let Ai be the prior probability of Gi and Ag be the prior 
probability of Gg, where + Ag - 1. Define P(i(j) as the probability 
that an observation comes from population j and is raisclassified as i, 
and define C(i|j) as the cost of misclassifying an observation. If, in 
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addition to our initial assumptions of multivariate normality and 
common covariance matrices, we assume that and are unknown and 
C(l|2) - C(2|l), then the classification rule derived from Fisher's 
linear discriminant function will minimize the total expected costs of 
misclassiflcatlon. The classification rule, based on Fisher's 
discriminant function, is illustrated graphically in Figure 2.1. 
If the population quantities and S are not known, the 
classification rule in equation (2.10) cannot be Implemented unless p 
and Z can be estimated from observations that have already been 
correctly classified. Define , Xg, and S as the sample estimates of 
fig, and 2, Substituting the sample estimates in for fi^, and 2 
in equation (2.6) gives 
Y - f'X - (X^ - X2)'S"1X (2.11) 
which we will call Fisher's sample linear discriminant function. The 
midpoint between the two univariate sample means is given by 
z - I (P'Xi+ ^ 'Xg) - I (X^- X2)'S"^(V ^ 2^ (2.12) 
The classification rule based on the sample estimates is 
Place Xq in if (2.13) 
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P { 1 I 2 )  
Figure 2.1. Graphical illustration of Fisher's classification rule 
for two distinct populations 
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Place Xq in if 
(%!- X2>'S~\ - I (V X2)'S"^ (Xi+ Xg) < 0 
Place Xq in o£ if 
(X^- X2)'S"\ - I (X^- X2)'S"^<V X?) - 0 
Fisher's sample linear discriminant function is illustrated graphically 
in Figure 2.2. 
Unlike the classification rule in equation (2.10), the 
classification rule based on sample estimates of and S may not 
minimize the expected costs of misclassification in a particular 
application. This is because the classification rule in equation 
(2.10) was derived, assuming that f^(X) and fgCX) were known 
completely. However, the classification rule in equation (2.13) can be 
expected to perform reasonably well if the sample sizes are large. 
Expected Cost of Misclassification Rule 
The classification rule in equation (2.10) minimizes the expected 
costs of misclassification assuming unknown prior probabilities and 
equal costs of misclassification. However, a more general 
classification rule has been developed that explicitly incorporates the 
prior probabilities and the costs of misclassification directly in the 
rule. This rule is known as the expected cost of misclassification 
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Figure 2.2. Graphical illustration of Fisher's discriminant procedure 
Panel A: Two variable scatterplot for group A and group B 
Panel B: Distribution of discriminant scores for group A 
and group B 
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(ECM) rule and is derived by minimizing the expected costs of 
misclassification. 
The expected cost of misclassification is defined as 
ECM - A^C(2|l)P(2ll) + A2C(1|2)P(1|2) (2.14) 
where : 
A^ - the prior probability of belonging to population 
Ag - the prior probability of belonging to population 
P(2|l) - the conditional probability of classifying an 
object as when it really is from Gj^ 
P(l|2) - the conditional probability of classifying an 
object as G^ when it really is from G^ 
C(2|l) - the cost of classifying an object as Gg when it 
really is from G^ 
C(l|2) - the cost of classifying an object as G^^ when it 
really is from G^ 
The ECM classification rule is determined by minimizing equation 
(2.14). It can be shown^ that the general ECM classification rule 
derived from minimizing the expected cost of misclassification is 
Place X- in G. if 
f2(XQ) G(2|l) 
(2.15) 
^See P. Lachenbruch (70, p. 14). 
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Place X in G if < 
f2(Xo) 
C(l|2) Aj 
C(2|l) T. 
Place X- in G or G if -
f^CKo) 
C(l|2) Ag 
C(2|l) Z 
Assume that f^(X) and fgfX) are multivariate normal densities; the 
first with mean vector and covariance matrix and the second with 
mean vector and covariance matrix Zg. Let = Zg " 2: and assume 
that the population parameters ti^, and S are known. The 
classification rule that minimizes the expected cost of 
misclassification is 
Place Xg in if + ,x^) (2.16) 
> In C(l|2) Ag 
C(2|l) ' Â[ 
Place Xq in G^ if (/i^ - n^)-Z ^Xq - + n^) 
< In C(l|2) Ag 
C(2|l) " Â[ 
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Place Xq in or Gg if (n^ - n^)'^ \ 
- In C(l|2) 
C(2|l) 
Note that the ECM rule in equation (2.16) is identical to Fisher's 
classification rule in equation (2.10) when 
C(l|2) . *2 1 - 1 
C(2|l) 
Alternatively, the ECM classification rule defined in equation (2.16) 
can be written as 
Place Xq in if (mj^ - n ^ ) >  Z *  (2.17) 
Place Xq in Gg if < Z* 
Place Xq in or G^ if (/^^ - m2)'S~\ - Z* 
where : 
Z* - ~ + 1^2^ + In A2C(1|2) 
AiC(2|l) 
( 2 . 1 8 )  
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If n^i and S are unknown, the ECM rule cannot be implemented. 
However, we can estimate the ECM rule by substituting sample estimates 
for the population paramaters in equation (2.16) or equations (2.17) 
and (2.18). Substituting for Xg for /ig, and S for S will give 
us the sample ECM classification rule. 
The cost minimizing cutoff value of the ECM classification rule is 
determined by solving equation (2.18) for Z*. An important determinant 
of Z* is the ratio of expected costs of misclassification. A change in 
the ratio of expected costs in equation (2.18) will change the cost 
minimizing cutoff value, A change in the cutoff value will cause the 
conditional probabilities of misclassification to change. The impacts 
of changes in the ratio of expected costs of misclassification on the 
cost minimizing cutoff value and the conditional probabilities of 
misclassification are illustrated graphically in Figure 2.3. 
Panel A depicts the case where the ratio of expected costs is 
equal to one. The cutoff value is Zg and P(2|l) - P(l|2). Panel B 
shows the case where the ratio of expected costs is greater than one. 
In this situation, P(2|l) > P(l|2) as the cutoff value moves to the 
right of Zq. Panel C illustrates the case where the ratio of expected 
costs is less than one. In this case, P(2|l) < P(l|2) as the cutoff 
value Zg moves to the left of Zq. The magnitude of the shift in the 
cost minimizing cutoff value depends on the degree to which the ratio 
of expected costs of misclassification deviates from one. 
Given the assumptions of equation (2.16), if we now assume that 
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Figure 2.3. Graphical illustration of the impacts of changes in the 
ratio of expected costs of misclassification on the 
cutoff value and probabilities of misclassification 
Panel A: Case where (AjCd 12)/A^C(211) ] - 1 
Panel B: Case where [A2C(1|2)/A^C(2|1)] > 1 
Panel C: Case where [AjCCl|2)/A^C(2|1)] < 1 
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the covariance matrices and Zg are not equal, then the ECM rule is 
defined by quadratic functions of X. In this case, the ECM rule is 
Place Xq in if - i X^(S^^- ZglyXg - - M s^J^Xq (2.19) 
—B > In C(l|2) Ag 
C(2|l) ' Z 
Place Xq in 0% if - ^  S2^)Xq -
-B < In C(l|2) Aj 
C(2|l) ' A. 
Place Xq in or Gg if - ^  X^(S~^- S2^)Xq 
—B = In C(1 2) A, 
C(2 1) A, 
where ; 
B - J In 
- f - "zhW ( 2 . 2 0 )  
This rule can be implemented by substituting the. sample estimates 
Xg, , and for n^, , and Zg in equations (2.19) and 
( 2 . 2 0 ) .  
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Estimation of Misclassification Probabilities 
One way of evaluating the performance of any classification rule 
is to calculate its misclassification probabilities. When the density 
functions are known completely, the misclassification probabilities 
P(2|l) and P(l|2) can be calculated directly from the classification 
rule. However, if the population density functions are not known, 
P(2|l) and P(l|2) must be estimated. Three commonly used methods for 
estimating the misclassification probabilities are; the Resubstitution 
method, the Holdout method, and the Jackknife method. These measures 
of classification performance do not depend on the form of the parent 
populations and can be calculated for any classification rule. A brief 
description of each method follows. 
A) Resubstitution Method 
The sample classification rule is used to classify each member 
of the sample. The probabilities of misclassification are 
then estimated by computing the proportions of incorrect 
classifications. P(2(l) is estimated as the proportion of 
members in the sample from population one that were 
incorrectly classified as members of population two. P(l|2) 
is estimated as the proportion of members in the sample from 
population two that were incorrectly classified as members of 
population one. 
B) Holdout Method 
Some of the sample members from each population are randomly 
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selected and held out of the analysis. The remaining sample 
data are then used to build the classification rule. The 
classification rule is used to classify the members that 
were held out of the analysis. The probabilities of 
misclassification are then estimated by computing the 
proportion of incorrect classifications. P(2|l) is estimated 
as the proportion of members in the holdout sample from 
population one that were incorrectly classified as members of 
population two. P(l|2) is estimated as the proportion of 
members in the holdout sample from population two that were 
incorrectly classified as members of population one. 
C) Jackknife Method 
This procedure is similar to the holdout method except every 
member of the sample is held out one at a time. Assume 
that we have a sample of multivariate observations from 
population one and multivariate observations from 
population two. The Jackknife method can then be described as 
follows : 
Step 1. Delete an observation from the sample. 
Step 2. Develop a classification rule based on the 
remaining + Ng - 1 observations. 
Step 3. Classify the holdout observation using the 
classification rule estimated in Step 2. 
Step 4. Put the holdout observation back in and remove 
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another one. Repeat Step 1 through Step 4 for 
each observation. 
The probabilities of misclassification are then estimated by 
computing the proportions of incorrect classifications. 
P(2|l) is estimated as the proportion of members in the sample 
from population one incorrectly classified as members of 
population two. P(l|2) is estimated as the proportion of 
members from population two incorrectly classified as members 
of population one. 
The three methods described above are the most commonly used 
methods for evaluating how well a sample classification rule will 
perform in future samples. Lachenbruch (70) has investigated the 
accuracy of each of these methods. He found that the Holdout method 
was the most accurate of the three methods for estimating 
misclassification probabilities. The Jackknife method was found to be 
fairly accurate, while the Resubstitution method was found to be the 
least accurate. Lachenbruch concludes that both the Holdout and 
Jackknife methods can provide reliable estimates of the population 
misclassification probabilities. 
Logistic Regression Analysis 
Logistic regression analysis, hereafter referred to as logit, is a 
statistical method that relates the probability of occurrence of an 
outcome or event to one or more explanatory variables through a 
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logistic cumulative distribution function. This function is a sigmoid 
curve that asymptotically approaches zero and one. It has a threshold 
property, which is a set of values for the explanatory variables where 
the probability of occurrence becomes very likely but away from which 
the probability of occurrence changes only slightly. 
The fundamental assumption of the logit function is that the 
conditional probability of occurrence of an outcome or event is a 
logistic function of the explanatory variables. No assumptions need to 
be made regarding the distributions of the explanatory variables. The 
logit function is robust to distributional assumptions and arises from 
several possible sets of distributional assumptions.& 
In recent years, a number of researchers have used the logit 
function as an alternative to the discriminant function in insolvency 
prediction studies. Collins and Green (33) compared the classification 
performance of the logit function with that of the discriminant 
function using a sample of bankrupt and non-bankrupt credit unions. 
They found that the logit function outperformed the discriminant 
function. The logit function had a modestly lower overall error rate 
and a substantially lower Type I (classifying a bankrupt credit union 
as a non-bankrupt) error rate. They concluded that the fundamental 
assumption of the logit model fit the insolvency prediction problem 
very well and is consistent with expected financial performance under 
®See J. Anderson (13, p. 19) and J. Press and S. Wilson (94, p. 
699) .  
conditions of distress. 
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The Logic Function 
Consider a set of N independent, binary random events 
Yg Y^ where 
and 
define 
Y^ - 1 if the i-th event occurs 
Y^ = 0 if the i-th event does not occur 
- Prob(Y^ - 1) (2.21) 
1 - - Prob(Y^ - 0) (2.22) 
Now assume that the value of P^ for the i-th event is related to a 
vector of explanatory variables Xg^, . . ., X^^]. For the 
i-th event we observe 
(Y^, X^^, Xq^), where i - 1, 2, . . ., N (2.23) 
Suppose the conditional probability that the event occurs under 
conditions specified by (X^^, X^^) can be expressed as 
p. - F(^'X^) 
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(2.24) 
where: 
- the true conditional probability that the event will occur 
F - a cumulative distribution function 
/3 - q X 1 vector of fixed parameters 
- q X 1 vector of explanatory variables 
Now consider the logistic cumulative distribution function 
F(U) - (2.25) 
1 + exp(U) 
Setting U - and substituting equation (2.25) into equation (2.24), 
we get the logit function 
P = F(f'X.) = exp(f'X^) _ [1 + exp(-p'X )]"! (2.26) 
1 + exp(/3'X,) 
and 
1 - P. - 1 - F(f'X ) - exp( P'Xj) » [1 + exp(f'X,)]"l (2.27) 
1 + exp(-6'X,) "• f ^
Thus, the logit function we wish to estimate is 
?! - [1 + exp(-/3'X^)] ^ (2.28) 
where : 
63 
- the true conditional probability that the event will 
occur (i.e. , - 1) 
P - q X 1 vector of coefficients to be estimated 
- q X 1 vector of explanatory variables 
exp(-y3'Xj^) - the constant e (e » 2.718) raised to the power 
The logit function is graphically illustrated in Figure 2.4 where 
q - 1 and > 0. This function is sigmoid in shape and asymptotically 
approaches zero and one. In this example, the function approaches zero 
or one as X^ goes to zero or infinity. The steepest slope on the 
logistic curve occurs when ^^X^ - 0, which implies that =» 0.5. 
Given the logit function in equation (2.28), we can evaluate the 
derivatives of the probabilities with respect to a particular 
independent variable. Let X, be the q-th element of the vector of 
explanatory variables X^, and let be the q-th element of the vector 
of fixed parameters p. The derivatives of the probabilities with 
respect to a particular explanatory variable are 
These derivatives can be used for estimating the effects of changes in 
one of the independent variables on the probability that a particular 
exp(f'X ) (2.29) 
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Figure 2.4. Graphical illustration of the logistic cumulative 
distribution function with q - 1 and > 0 
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event occurs. Since these derivatives are not constant, they need to 
be calculated at different levels of the explanatory variables. 
Parameter Estimation 
The observed values of are realizations of independent 
Bernoulli trials given by the probabilities and 1 - and varying 
from trial to trial depending on the values of X^. In this study, 
there is likely to be only one grain elevator (i.e., Y^) for each 
examined. 
Given - Prob(Y^ - 1) and 1 - P^ - Prob(Y^ - 0) the probability 
of any value of Y^^ denoted by p(Y^), is 
The probability for the entire sample is found by multiplying together 
all of the N independent probabilities. 
1-Y i 
where i - 1 N (2.30) 
P(Y^)P(Y2) . . ..p(Yj^_^)p(Y^) (2.31) 
(1 - P^) 
1-Y i 
The likelihood function (L) based on the logit model can be derived by 
substituting equations (2.26) and (2.27) for P^^ and 1 - P^ in equation 
(2.31) and is given by 
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N 
L — n 
1-1 
(1 + exp(-/3'X^)) -1 
Y i (1 + exp(/3'X^)) (2.32) 
Maximizing the natural logarithm of the likelihood function with 
respect to y3 yields a set of equations nonlinear in ^  that can be 
general regularity conditions the maximum likelihood estimates for /3 
are consistent and efficient and the limiting distribution of these 
estimators is normal, with the covariance matrix obtained by inverting 
the Fisher information matrix.® The Fisher information matrix I(/9) is 
obtained by taking the negative of the expectation of second order 
derivatives of the log likelihood function with respect to and is 
given by 
solved by an iterative procedure (e.g., Newton-Raphson method).7 Under 
I(/3) - - E (2.33) 
3/33^9' 
where: 
I(/3) - the Fisher information matrix 
E - the expectation operator 
InL - the natural logarithm of the likelihood function 
/9 - q x 1 vector of coefficients to be estimated 
^See T. Ameraiya (12, p. 137) and W. Griffiths et al. (53, p. 929). 
®See H. Theil (103, p. 392) and T, Amemiya (12, p. 115). 
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CHAPTER III. EMPIRICAL PROCEDURES 
In Chapter II, the research methods to be used in this study were 
discussed. The discriminant function and logistic regression function 
were derived and their properties examined. Methods for evaluating the 
performance of each function were described. 
This chapter will discuss the empirical procedures to be used in 
estimating the discriminant and logistic regression functions. The 
chapter begins with a discussion of the sample data. This is followed 
by a description of the procedure used in selecting the solvent and 
insolvent grain elevator samples. Next, selected characteristics of 
the solvent and insolvent grain elevator samples are presented. The 
following section discusses the variables that will be used in the 
study. The chapter concludes with a presentation of the empirical 
models to be estimated and a brief discussion of the empirical 
procedure that was followed during the model estimation phase of the 
study. 
Sample Data 
The overall goal of this study is to develop a reliable early 
warning model to assist Agricultural Stablization and Conservation 
Service (ASCS) regulatory authorities in identifying financially 
troubled grain elevators prior to actual insolvency. Early warning 
models will be effective only if complete and accurate information is 
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used in developing them. This study used the most complete and 
accurate information that was currently available. 
The data used in this study were derived from annual financial 
statements of ASCS regulated country grain elevators. Federally 
licensed grain elevators and non-federally licensed grain elevators 
holding Commodity Credit Corporation (CCC) grain must submit financial 
statements annually to the ASCS in order to maintain their federal 
license or CCC storing privileges. The financial statements collected 
by ASCS officials are stored in the ASCS office in Kansas City, 
Missouri. 
ASCS officials in Kansas City collect and store annual financial 
statements for over four thousand grain elevators in the United States. 
This is the most comprehensive collection of grain elevator financial 
information in the country. To be acceptable, the financial statements 
submitted to the ASCS must be prepared in accordance with generally 
accepted accounting principles and audited or reviewed by an 
independent certified public accountant. This requirement has been in 
effect since 1982 and ensures that much more complete and accurate 
information is contained in these reports. 
Financial statements summarize the activity of the business 
enterprise. They provide a comprehensive picture of the operation of 
the firm. Financial statements consist primarily of three reports: 
the balance sheet, the operating statement, and the source and 
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application of funds statement.9 
The balance sheet summarizes the activity of a business at a 
specific point in time. It is essentially an inventory of what the 
business owns and owes on a specific date. A balance sheet for a 
hypothetical grain elevator is illustrated in Figure 3.1. 
The balance sheet is divided into two major sections: assets, and 
liabilities and equity. Assets are what the elevator owns. Assets are 
usually broken into three major categories: current, fixed, and other. 
Current assets are those assets that can be converted into cash within 
a year. Examples include cash, accounts receivable, and grain in 
transit. Fixed assets represent the next category of asset found on 
the balance sheet. These assets are not readily converted into cash 
within a year. They include land and buildings and equipment. 
Accumulated depreciation is subtracted from the value of fixed assets 
to arrive at a value referred to as net fixed assets. Other assets 
represent the last category of asset found on the balance sheet. This 
category lists the amount the elevator has invested in assets outside 
the business. These assets are not easily converted into cash within a 
year and in some cases are less liquid then fixed assets. Some 
examples include; insurance, franchises, and investments. The sum of 
current assets, fixed assets, and other assets is equal to total 
^A supplemental report that is sometimes included with these 
statements is the departmental gross margin statement. This report 
lists the sales and gross margins for each department of the elevator. 
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ASCS Grain Elevator Co. 
Balance Sheet^ 
12/31/88 
Current assets: 
Cash 
Accounts receivable 
Margin deposit 
Grain in transit 
Inventories 
Total current assets 
Current liabilities : 
50 Accounts payable 30 
75 Notes payable 75 
100 Wages payable 125 
120 Taxes payable 45 
220 Interest payable 125 
565 Total current liabilities 400 
Fixed assets: 
Land 170 
Buildings & Equipment 200 
Less: acc. depreciation 20 
Total fixed assets 350 
Term liabilities: 
Building notes 
Contract notes 
Other payables 
Total term liabilities 
10 
10 
11 
35 
Other assets: 
Insurance 
Franchise 
Investments 
Total other assets 
Equity: 
35 Common stock 
25 Retained earnings 
20 Net income 
80 Total equity 
160 
300 
100 
560 
Total assets 995 Total liabilities & Equity 995 
^Numbers are in thousands of dollars. 
Figure 3.1. Balance sheet for a hypothetical ASCS regulated 
grain elevator 
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assets. Total assets are what this hypothetical grain elevator owned 
on December 31, 1988. 
The second major section of the balance sheet lists the 
liabilities and equity of the elevator. Liabilities and equity 
represent claims against the assets of the business. Liabilities 
represent creditor claims while equity represents owner claims. 
Liabilities are what the elevator owes. The two major types of 
liabilities are current and term. Current liabilities are those that 
must be paid sometime during the next year. Examples include accounts 
payable, current portion of term notes payable, and interest payable. 
Term liabilities represent long term debts of the elevator. They 
include building notes, contract notes, and other debt that does not 
have to be repaid within a year. 
The equity of a grain elevator can be defined as the residual 
claims of the owners. It represents the owners' claims against the 
assets of the business after other obligations have been met. Common 
stock, retained earnings, and net income are the major equity accounts 
found on the balance sheet of most grain elevators. 
The sum of liabilities and equity must equal total assets. In 
other words, the balance sheet must balance. Each dollar of assets 
owned by the elevator must be offset by a claim against it. 
Another important financial statement is the operating statement. 
This statement summarizes the income and expenses of a business during 
a specific period of time, usually one year. An operating statement 
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for a hypothetical grain elevator is illustrated in Figure 3,2. 
The first item listed on the operating statement is sales. This 
is the revenue the elevator received through the sales of its products. 
For example, grain and supply sales of the elevator would be included 
in this account. The next item is the cost of goods sold. This is 
what the elevator has paid for the products that it sold. Elevator 
gross profit is determined by subtracting the cost of goods sold from 
sales. Gross profit plus other income (i.e., storage, service, 
interest, etc.) equals overall gross profit. Overall gross profit is 
the total income generated by elevator operations before expenses. 
The operating expenses of the elevator are listed directly after 
the income section. Operating expenses can be categorized as either 
variable or fixed. Variable expenses are expenses of the elevator that 
management has some control over in the short term. Some examples 
include wages and salaries, building and equipment repairs, 
advertising, and utilities. Fixed expenses are expenses that 
management has little control over in the short terra. Examples include 
depreciation, property taxes, and interest. The sum of variable and 
fixed expenses equals the total operating expenses of the elevator. 
Net income is determined by subtracting total' operating expenses 
from overall gross profit. If operating expenses exceed overall gross 
profit the elevators' net income will be negative. If overall gross 
profit exceeds operating expenses the elevators' net income will be 
positive. Positive net income is important to the survival of the 
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ASCS Grain Elevator Co. 
Operating Statement* 
For the Year Ended 12/31/88 
Sales 2,000 
Less: cost of goods sold 1.900 
Gross profit 100 
Other income 200 
Overall gross profit 300 
Operating expenses : 
Wages & Salaries 90 
Utilities 25 
Elevator repairs 5 
Truck & equipment 10 
Advertising 5 
Telephone 5 
Bad debts 5 
Equipment rental 20 
Insurance 15 
Depreciation 5 
Interest 3 
Property tax 4 
Miscellaneous 8 
Total operating expenses 200 
Net income 100 
^Numbers are in thousands of dollars. 
Figure 3.2. Operating statement for a hypothetical ASCS 
regulated grain elevator 
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elevator. It is needed to service the elevators' debt and equity and 
build working capital. 
The third major financial statement is the source and application 
of funds statement.10 This statement is basically a comparison of two 
balance sheets and identifies where funds came from and where they 
went. Sources of funds include net income, depreciation, and new term 
debt. The purchase of a fixed asset and payment of term debt are 
examples of applications of funds. 
The financial statements discussed above contain important 
information regarding the operation of a grain elevator. The balance 
sheet summarizes what the elevator owns and owes at a given point in 
time. The operating statement provides a listing of the elevators' 
income and expenses during a specified period of time, usually a year. 
The source and application of funds statement identifies where funds 
came from and where they went during two balance sheet periods. 
Together, these statements provide a comprehensive picture of the 
operation of a grain elevator business. 
Sample Selection 
This phase of the study involved the selection of country grain 
elevators from two distinct populations. One sample (group 1) was 
selected from the population of ASCS regulated elevators that failed 
l^The source and application of funds statement was replaced by 
the cash flow statement in 1987. 
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between 1983 and 1986. Another sample (group 2) was randomly selected 
from the population of ASCS regulated elevators that had not failed 
during this period. In this section, each population that was sampled 
will be defined and the procedures used in selecting each sample will 
be discussed. 
Insolvent Grain Elevator Samplp, 
The term insolvency or failure in this study is defined as the 
financial situation where total liabilities exceed total assets and the 
grain elevator is no longer conducting business. Specifically, a 
failed grain elevator is one that had been involved in Chapter 7 or 
Chapter 11 bankruptcy, forced liquidation, or state receivership 
proceedings and is no longer conducting business. 
In this study, the population of insolvent elevators includes those 
elevators that 1) failed between January 1, 1983 and May 31, 1986, and 
2) held a federal warehouse license or stored CGC grain at the time of 
failure, and 3) conducted their business primarily with farmers, and 4) 
were primarily grain or grain and supply operations. 
The first criterion was selected because it was the most recent 
period available at the time of selection and 1983 was the first full 
year under the new ASCS reporting requirements. The second criterion 
was selected because ASCS regulated elevators represent a significant 
number of elevators nationwide (over 60% of U.S. grain warehouses are 
either federally licensed or store CGC grain). It therefore improved 
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the likelihood that a representative sample of financial statements 
would be available. The third criterion excluded terminal and regional 
elevators. The fourth criterion excluded ASCS regulated elevators and 
those warehouses that primarily handled cotton, tobacco, or other non-
grain products. 
Figure 3.3 lists the number of ASCS regulated elevators that 
failed between 1980 and 1986.^^ A total of 185 elevators failed during 
this time. The number of ASCS regulated elevator failures had 
generally been increasing since 1980, with eight failures reported in 
1980 and 57 in 1985. Ten failures occurred during the first five 
months of 1986. 
ASCS officials reported that 147 elevators under their regulation 
failed during the period January 1, 1983 to May 31, 1986. 
Approximately 90 percent of these elevators met the remaining two 
criteria listed above. Therefore, 132 elevators constituted the 
population of insolvent grain elevators as defined in this study. 
An attempt was made to secure the entire population of insolvent 
grain elevators for this study. ASCS officials provided a list 
containing the name and location of the elevator, the date of failure, 
the type of failure (i.e., bankruptcy, liquidation, etc.), and the 
status of the file containing the elevators' financial statements. 
After careful review of this list and detailed discussion with ASCS 
l^These included grain elevators as well as warehouses that 
primarily handled cotton, tobacco, or other non-grain products. 
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personnel It was determined that securing usable financial statements 
for the entire population of failed grain elevators would not be 
possible. Therefore, a sample of grain elevators whose financial 
statements were available was selected from the population of failed 
grain elevators. 
Ninety-five of the 147 failed elevators under ASCS regulation were 
selected for inclusion in this study (see Table 3.1), The remaining 52 
elevators were excluded from the study. Thirty-seven elevators were 
excluded because their financial statements were either incomplete or 
unavailable, while 15 warehouses were excluded because they primarily 
handled cotton, tobacco, or other non-grain products. It should be 
noted that the majority of the elevators excluded from the study failed 
prior to 1985. 
Table 3.1 indicates that of the 95 elevators selected for 
Inclusion in this study, 14 were considered to be members of the 
holdout sample. The financial statements for this group remained in 
the ASCS file depository in Kansas City during the period of this 
study. The financial statements for this group were to be used after 
the completion of this study to "field" test the classification 
performance of the early warning models developed in this study. The 
remaining 81 grain elevators constituted the sample of insolvent grain 
elevators (group 1) in this study. 
The three most recent financial statements were collected for most 
of the 81 Insolvent grain elevators. The financial statements for each 
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Table 3.1. Number of ASCS regulated elevators that failed between 
January 1983 and May 1986 by type of participation 
in the study 
Year of 
Failure 
Elevators 
Included 
in Sample 
Elevators 
in Holdout 
Group® 
Elevators 
Not Included 
in the Study^ Total 
1983 4 4 22 30 
1984 24 4 22 50 
1985 46 4 7 57 
1986 7 2 1 10 
Total 81 14 52 147 
®These firms were randomly selected and their financial statements 
set aside until this study was completed. 
^These firms were excluded from the study because their financial 
statements were either unavailable or incomplete, or the warehouse 
primarily handled cotton, tobacco, or other non-grain products. 
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elevator were photocopied at the ASCS office in Kansas City and brought 
back to Iowa State University where data required were removed and 
computerized. No identifying information that would disclose the name 
of an elevator or its owner was preserved. The copies of financial 
statements were destroyed after the data were processed. Financial 
statements for the holdout sample of 14 insolvent grain elevators were 
collected only after the two early warning models had been estimated. 
Solvent Grain Elevator .Sample 
For purposes of this study, the population of solvent elevators 
included those elevators that 1) did not fail during the period January 
1, 1983 to May 31, 1986 and were not considered "suspect" by ASCS 
officials at the time of sample selection,and 2) held a federal 
warehouse license or stored CGC grain during this period, and 3) 
conducted their business primarily with farmers, and 4) were primarily 
grain or grain and supply operations. 
ASCS officials reported that there were approximately 4,500 
elevators under their regulation that did not fail during the above 
time period and were not considered "suspect" elevators at the time of 
this study. ASCS personnel estimated that about 90 percent of these 
^^The vast majority of elevators licensed or approved for CCC 
storage by the ASCS are solvent. A relatively small portion of these 
elevators at any given time are placed into a category for increased 
scrutiny. These elevators are not insolvent, but in the opinion of the 
examiners have financial positions or characteristics that justify 
closer observation. 
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elevators also met the remaining two criteria listed above. Therefore, 
about 4,000 elevators constituted the population of solvent grain 
elevators as defined in this study. 
The expected costs of data collection and processing prevented 
including the entire population of solvent grain elevators in this 
study. Instead, a sample of solvent elevators was randomly selected 
•from the population. After careful consideration of the tradeoffs 
between the importance of securing a representative sample and the 
costs associated with data collection and processing, it was decided 
that approximately four percent of the population of solvent grain 
elevators would be selected. 
Annual financial statements for each of approximately 4,000 
solvent grain elevators are contained in individual files and stored in 
file cabinets in the ASCS office in Kansas City. The files are 
organized in alphabetical order by name of elevator. One hundred and 
eighty files were selected from these cabinets by ASCS personnel. The 
procedure involved systematically selecting through the alphabetically 
arranged files until the files of 180 elevators were selected. 
Twenty of these elevators were subsequently excluded from the sample 
because they violated criterion 3 and/or criterion 4. The remaining 
160 randomly selected grain elevators constituted the sample of solvent 
^^It was determined that financial statements for a sample of 180 
elevators could be obtained by systematically selecting every 22nd file 
until the end of the alphabet was reached. 
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grain elevators (group 2) in this study. 
An attempt was made to collect the five most recent financial 
statements (i.e., 1983 to 1987) for the 160 solvent grain elevators. 
However, because of a recent ASCS policy change limiting the number of 
financial statements allowed in each file, only the three most recent 
statements (i.e., 1985 to 1987) were available for each of the 160 
solvent grain elevators. Financial statements prior to 1985 were 
available for less 25 percent of the solvent elevators in the sample. 
The collection procedures for the solvent grain elevator sample 
were identical to those used for the insolvent grain elevator sample. 
The financial statements for each elevator were photocopied at the ASCS 
office in Kansas City and brought back to Iowa State University where 
data required were removed and computerized. No identifying 
information that would disclose the name of the elevator or its owner 
was preserved. The copies of financial statements were destroyed after 
the data were processed. 
The two samples selected for inclusion in this study were 
representative of the two populations from which they were drawn. The 
sample of insolvent grain elevators included over 60 percent of the 
elevators in the insolvent grain elevator population. The solvent 
elevator sample consisted of 160 elevators that were selected at random 
from the population of solvent grain elevators. The solvent grain 
elevator sample included about four percent of the elevators in the 
solvent grain elevator population. 
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Representativeness is a necessary, although not sufficient, 
condition for the development of an accurate and reliable model for 
early detection of grain elevator failure. While this study met this 
important requirement, most previous studies on this topic have not. 
Sample Characteristics 
A description of several important characteristics is presented in 
this section in order to generate a profile of the grain elevators in 
each of the populations sampled. During the data gathering phase of 
this study, additional information was collected for each elevator in 
the study. Some of the characteristics that will be discussed in this 
section include; organizational structure, geographic location, and 
licensed grain storage capacity. These and other selected 
characteristics are summarized below first for the sample of insolvent 
grain elevators and then for the sample of solvent grain elevators. 
Characteristics of Insolvent Grain Elevator Samplm 
The sample of insolvent grain elevators consisted of 81 elevators 
that failed between January 1, 1983 and May 31, 1986. The elevators in 
this sample held a federal warehouse license or stored CGC grain at the 
time of failure. They were country elevators that conducted the 
majority of their business directly with farmers. In addition, they 
were primarily grain or grain and supply operations. The paragraphs 
below discuss other important characteristics of these elevators. 
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Table 3.2 shows the number of insolvent grain elevators in the 
sample by year of insolvency. Four elevators in the sample failed 
during 1983, 24 in 1984, 46 in 1985, and seven during the first five 
months of 1986. Approximately 57 percent of the elevators in the 
sample failed during 1985. Close to 30 percent failed in 1984, while 
about nine percent failed during the first five months of 1986. Just 
under five percent of the sample contained grain elevators that failed 
in 1983. 
The majority of grain elevators in this sample (about 87%) failed 
during 1984 and 1985. This percentage closely paralleled the percent 
of the population of insolvent grain elevators that failed during 1984 
and 1985. Seventy-three percent of the population of insolvent grain 
elevators failed during 1984 and 1985. 
Table 3.3 contains information on the number of insolvent grain 
elevators in the sample by type of failure. Four categories of failure 
are listed in this table. The four categories include; Chapter 7 
bankruptcy. Chapter 11 bankruptcy, liquidations, and other types of 
insolvencies. A brief description of each category follows. 
The first two categories of failure listed above are referred to 
as operative chapters of Title I, of the Bankruptcy Code. Title I is 
the first of four titles of the Bankruptcy Reform Act of 1978. In 
general, bankruptcy is a legal procedure that defines the relationship 
between debtors who are unable to meet their obligations and their 
creditors. In this study, bankruptcy defines the relationship between 
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Table 3.2. Number of Insolvent grain elevators in the sample by 
year of insolvency 
Number of Percent of 
Year of Insolvency Elevators Sample 
1983 4 4.9 
1984 24 29.6 
1985 46 56.8 
1986 7 8.7 
Total 81 100.0 
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Table 3.3. Number of insolvent grain elevators in the sample by 
type of failure 
Number of Percent of 
Type of Failure Elevators Sample 
Chapter 7 bankruptcy 10 12.3 
Chapter 11 bankruptcy 26 32.1 
Liquidations 38 46.9 
Other 7 8.7 
Total sample 81 100.0 
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an insolvent grain elevator and its creditors. Chapter 7 of the 
bankruptcy code governs the liquidation of all non-exempt assets of the 
business. Chapter 11 governs the reorganization of the business. In 
this study, most of the grain elevators filing under Chapter 11 were 
subsequently liquidated. 
The final two categories listed in this table are liquidations and 
other types of insolvencies. The liquidation category includes those 
elevators that liquidated their businesses outside the legal system. 
Most of these elevators were involuntarily forced to exit the industry 
by the ASCS and/or CCC. The other category is comprised of grain 
elevators exiting the industry through state receivership action. 
The data in Table 3.3 indicate that of the 81 grain elevators in 
the sample, 38 were involuntarily liquidated outside the legal system, 
26 filed Chapter 11 bankruptcy, ten filed Chapter 7 bankruptcy, and 
seven exited the industry through state receivership action. 
Approximately half of the grain elevators in the sample exited the 
grain industry through bankruptcy court, while the other half were 
involuntarily liquidated outside the legal system. 
Table 3.4 shows the number of insolvent grain elevators in the 
sample by type of organizational structure. In general, country grain 
elevators can be classified into one of two categories; investor-owned 
or cooperative. Investor-owned grain elevators include sole 
proprietorships, partnerships, and corporations. In this study, the 
cooperative category includes only locally farmer owned cooperatives. 
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Table 3.4. Number of Insolvent grain elevators in the sample by 
type of organizational structure 
Number of Percent of 
Organizational Structure Elevators Sample 
Investor-owned 68 83.9 
Cooperative 13 16.1 
Total sample 81 100.0 
89 
Investor-owned and cooperative grain elevators represent the two 
principal forms of business organization in the grain industry. Each 
type of organization is distinct, with different objectives and 
operating procedures. For example, a cooperative operates to maximize 
the net returns to its member patrons while, investor-owned elevators 
operate to maximixe the net return to invested capital. 
As the data in Table 3.4 indicate the sample of insolvent grain 
elevators in this study were organized primarily as investor-owned 
grain elevators. Of the 81 grain elevators in the sample, 68 were 
organized as investor-owned elevators while, 13 were organized as 
cooperatives. In other words, about 84 percent of the sample of 
insolvent elevators were organized as investor-owned elevators and 
about 16 percent were organized as cooperatives. These percentages 
paralleled the percentages of investor-owned and cooperative elevators 
found in the insolvent grain elevator population. 
Table 3.5 presents the number of insolvent grain elevators in the 
sample by state. Close to half of the states in the United States were 
represented in this sample. Insolvent grain elevators in 22 states 
were included in this sample. 
Twenty-two states were represented in the insolvent grain elevator 
sample. However, nearly half of the insolvencies in the sample 
occurred in three states: Iowa, Illinois, and Texas. Iowa had the 
highest number of failures in the sample with 20, followed by Illinois 
and Texas with nine apiece. This finding is not surprising when the 
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Table 3.5. Number of insolvent grain elevators in the sample by 
state 
Number of Percent of 
State Elevators Sample 
Iowa 20 24.7 
Illinois 9 11.1 
Texas 9 11.1 
Indiana 6 7.5 
Nebraska 5 6.2 
Kansas 3 3.7 
Minnesota 3 3.. 7 
North Dakota 3 3.7 
Ohio 3 3.7 
Wisconsin 3 3.7 
Alabama 2 2.5 
Colorado 2 2.5 
Michigan 2 2.5 
Missouri 2 2.5 
South Dakota 2 2.5 
Arkansas 1 1.2 
California 1 1.2 
Idaho 1 1.2 
Oklahoma 1 1.2 
Oregon 1 1.2 
Pennsylvania 1 1.2 
South Carolina 1 1.2 
Total 81 100.0 
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large number of grain elevators operating in these states is 
considered. 
The remaining grain elevators in this sample were concentrated 
primarily in the midwest. Indiana, Wisconsin, Missouri, Minnesota, 
Kansas, Nebraska, Ohio, and the Oakotas accounted for a third of the 
insolvent elevator sample. Elevator insolvencies that occurred in the 
remaining 10 states accounted for just under 20 percent of the failures 
in the entire sample. States represented in this category were located 
between California in the west and Pennsylvania in the east and between 
Michigan in the north and Alabama in the south. 
Table 3.6 illustrates the number of insolvent grain elevators in 
the sample by region in the country. Four regions were, defined and 
listed in this table to show the geographic distribution of insolvent 
grain elevators included in this study. Region 1 included eight states 
located primarily in the wheat belt. Region 2 included five states 
located in the western corn belt. Region 3 included five states 
located in the eastern corn belt. Region 5 included the remaining four 
states represented in the insolvent grain elevator sample. 
The data in Table 3.6 indicate that region 2 had the largest 
number of elevators in the sample with thirty-two. About 40 percent of 
the insolvent elevator sample came from this region. Twenty-eight 
percent of the elevators came from region 3, approximately 22 percent 
came from region 1, and only ten percent came from region 4. One 
conclusion that can be drawn from this table is that the sample of 
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Table 3.6. Number of insolvent grain elevators in the sample by 
region of the country 
Number of Percent of 
Region States Elevators Sample 
1 CO, KS, MT, NM, ND, OK, TX, WY 18 22.2 
2 lA, MN, MO, NE, SD 32 39.5 
3 IL, IN, MI, OH, WI 23 28.4 
4 Other U.S. states 8 9.9 
Total sample 81 100.0 
93 
insolvent: grain elevators consists of elevators that are situated close 
to the principal areas of grain production, the midwest region of the 
United States, 
Table 3.7 presents information on the number of Insolvent grain 
elevators In the sample by their most recent licensed capacity. This 
table presents Information on the number of elevators and the 
cumulative number and percentage of elevators for each of 13 licensed 
capacity intervals. The range of each Interval is 400,000 bushels. 
Licensed capacity refers to the maximum number of bushels of grain 
that an elevator can store under their federal warehouse licensing 
agreement with the ASCS or the appropriate state warehousing 
authorities. In most cases, licensed elevator capacity and actual 
elevator capacity are the same. The total licensed storage capacity is 
presented for 80 of the 81 insolvencies in this study. 
The data in Table 3.7 indicate that approximately three out of 
four elevators in this sample had a total licensed capacity of 800,000 
bushels or less. Fifty-seven elevators had a total licensed capacity 
of 800,000 bushels or less; 13 were between 801,000 and 2,800,000 
bushels; six were between 2,801,000 and 4,800,000 bushels; and four had 
a total licensed capacity over 4,800,000 bushels. 
The average licensed capacity for the entire sample was 1,453,000 
bushels. Total licensed storage capacity for the sample ranged from a 
low of 15,000 bushels to a high of 25,985,000 bushels. The grain 
elevator with the second highest licensed capacity in the sample was 
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Table 3.7. Number of insolvent grain elevators in the sample by 
most recent licensed capacity* 
Licensed Capacity (Bu.) Number of Cumulative Cumulative 
(Thousands) Elevators Number Percentage 
0 - 400 25 25 31.2 
401 - 800 32 57 71.3 
801 - 1,200 8 65 81.3 
1,201 - 1,600 1 66 82.5 
1,601 - 2,000 1 67 83.8 
2,001 - 2,400 2 69 86.3 
2,401 - 2,800 1 70 87.5 
2,801 - 3,200 2 72 90.0 
3,201 - 3,600 2 74 92.5 
3,601 - 4,000 1 75 93.8 
4,001 - 4,400 1 76 95.0 
4,401 - 4,800 0 76 95.0 
4,801 + 4 80 100.0 
^Licensed capacity was available for 80 of the 81 grain elevators 
in the sample. 
95 
licensed to store 15,000,000 bushels. The standard deviation for the 
sample was a relatively high 3,425,000 bushels. 
While the range in licensed storage capacities for the entire 
sample was relatively wide, about 25.5 million bushels, a little over 
80 percent of the sample reported licensed capacities under 2 million 
bushels. It is interesting to note that the average licensed capacity 
for those in the sample reporting 2 million bushels or less was 535,000 
bushels. The sample standard deviation for this group was a relatively 
low 317,000 bushels. 
Characteristics of Solvent Grain Elevator Sample 
The sample of solvent grain elevators consisted of 160 elevators 
that did not fail during the period January 1, 1983 to May 31, 1986 and 
were not considered "suspect" by ASCS officials at the time the sample 
was selected. The elevators in this sample held a federal warehouse 
license or stored CGC grain during this period. They were country 
elevators that conducted the majority of their business directly with 
farmers. In addition, they were primarily grain or grain and supply 
operations. The organizational structure, geographic location, and 
licensed storage capacity of this sample will be discussed in the 
following paragraphs. 
Table 3.8 illustrates the number of solvent grain elevators in the 
sample by type of organizational structure. As previously discussed, 
country grain elevators can be classified into one of two categories: 
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Table 3.8. Number of solvent grain elevators in the sample by 
type of organizational structure 
Organizational Structure 
Number of Percent of 
Elevators Sample 
Investor-owned 93 58.1 
Cooperative 
Total sample 
67 
160 
41.9 
100.0 
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investor-owned or cooperative. Investor-owned grain elevators include 
sole proprietorships, partnerships, and corporations while, the 
cooperative category in this study includes only locally farmer owned 
cooperatives. 
As the data in Table 3.8 indicate, the sample of solvent grain 
elevators in this study were primarily organized as investor-owned 
grain elevators. Of the 160 grain elevators in the sample, 93 were 
organized as investor-owned elevators and 67 were organized as 
cooperatives. Investor-owned elevators made up 58 percent of the 
solvent grain elevator sample while, cooperative grain elevators 
accounted for about 42 percent. These percentages closely paralleled 
the percentages of investor-owned and cooperative elevators found in 
the population of approximately 4,000 solvent grain elevators. 
Table 3.9 shows the number of solvent grain elevators in the 
sample by state. A sample of solvent grain elevators was randomly 
selected from a population of approximately 4,000 grain elevators 
located throughout the United states. Just over half of the states in 
the United States were represented in this sample. The solvent grain 
elevator sample consisted of 160 elevators located in 26 different 
states. 
The data in this table indicate that just over 50 percent of the 
grain elevators in this sample were located in five states: Iowa, 
North Dakota, Minnesota, Oklahoma, and Texas. Iowa had the greatest 
number of grain elevators in the sample with 36 grain elevators that 
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Table 3.9. Number of solvent grain elevators in the sample by 
state 
Number of Percent of 
State Elevators Sample 
Iowa 36 22.5 
North Dakota 15 9.4 
Minnesota 15 9.4 
Oklahoma 9 5.5 
Texas 9 5.5 
Missouri 8 5.0 
South Dakota 8 5.0 
Illinois 7 4.4 
Indiana 7 4.4 
Michigan 6 3.8 
Kansas 5 3.1 
Kentucky 4 2.5 
Montana 4 2.5 
Ohio 4 2.5 
Wisconsin 4 2.5 
Colorado 3 1.9 
Louisiana 3 1.9 
Arkansas 2 1.3 
Mississippi 2 1.3 
Nebraska 2 1.3 
New York 2 1.3 
California 1 0.6 
New Mexico 1 0.6 
Oregon 1 0.6 
Pennsylvania 1 0.6 
Wyoming 1 0.6 
Total 160 100.0 
99 
accounted for a little over 20 percent of the sample. Fifteen grain 
elevators were located in both North Dakota and Minnesota, while 
Oklahoma and Texas had nine grain elevators apiece in the sample. 
The remaining grain elevators in this sample were divided almost 
equally between the midwest states and states outside of the nation's 
midsection. Grain elevators located in Missouri, South Dakota, 
Illinois, Indiana, Kansas, Wisconsin, Ohio, and Nebraska accounted for 
25 percent of the solvent grain elevator sample. Grain elevators 
located in the 12 states outside the midwest accounted for the 
remaining 25 percent of the solvent grain elevator sample. States 
represented in this category were located between California in the 
west and Pennsylvania in the east and between Montana in the north and 
Louisiana in the south. Some of the other states represented in this 
sample include: Kentucky, Arkansas, New York, New Mexico, Wyoming, 
Mississippi, Oregon, and Oklahoma. 
Table 3.10 presents the number of solvent grain elevators in the 
sample by region in the country. Region 1 included eight states 
located primarily in the wheat belt. Region 2 included five states 
located in the western corn belt. Region 3 included five states 
located in the eastern corn belt. Region 5 included the remaining 
eight states represented in the solvent grain elevator sample. 
The data in Table 3.10 indicate that region 2 had the largest 
number of elevators in the sample with sixty-nine. Almost 70 percent 
of the solvent grain elevator sample operated in this region. Twenty-
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Table 3.10. Number of solvent grain elevators in the sample by 
region of the country 
Number of Percent of 
Region States Elevators Sample 
1 CO, KS, MT, NM, ND, OK, TX, WY 47 29.4 
2 lA, MN, MO, NE, SD 69 43.1 
3 IL, IN, MI, OH, WI 28 17.5 
4 Other U.S. states 16 10.0 
Total sample 160 100.0 
101 
nine percent of the elevators operated in region 1, about 18 percent 
operated in region 3, and ten percent came from region 4. 
Table 3.11 shows the number of solvent grain elevators in the 
sample by their most recent licensed storage capacity. As previously 
stated, licensed capacity refers to the maximum number of bushels of 
grain that an elevator can store under their federal warehouse 
licensing agreement with the ASCS or the appropriate state warehousing 
authorities. In most cases, licensed elevator capacity and actual 
elevator capacity are the same. The total licensed storage capacity is 
presented for 158 of the 160 solvent elevators in this study. 
The data in Table 3.11 indicate that one out of every two 
elevators in this sample had a total licensed capacity of 800,000 
bushels or less. Twenty-five percent of the elevators in this sample 
were licensed to store between 801,000 and 1,600,000 bushels of grain. 
The remaining 25 percent of the elevators were licensed to store 
between 1,601,000 and 14,304,000 bushels of grain. 
The average licensed capacity for the entire sample was 1,272,000 
bushels. Total licensed storage capacity ranged from a low of 76,000 
bushels to a high of 14,304,000 bushels. The grain elevator with the 
second highest licensed capacity in the sample was licensed to store 
6,000,000 bushels. The standard deviation for the sample was a 
relatively high 1,660,000 bushels. 
As Table 3,11 illustrates, 82 percent of the elevators in this 
sample reported licensed capacities under 2 million bushels. The 
102 
Table 3.11. Number of solvent grain elevators in the sample by 
most recent licensed capacity* 
Licensed capacity (Bu.) 
(Thousands) 
Number of 
Elevators 
Cumulative 
Number 
Cumulative 
Percentage 
0-400 48 48 30.4 
401 - 800 37 85 53.8 
801 - 1,200 23 108 68.4 
1,201 - 1,600 11 • 119 75.3 
1,601 - 2,000 11 130 82.3 
2,001 - 2,400 5 135 85.4 
2,401 - 2,800 7 142 89.9 
2,801 - 3,200 5 147 93.0 
3,201 - 3,600 0 147 93.0 
3,601 - 4,000 1 148 93.7 
4,001 - 4,400 3 151 95.6 
4,401 - 4,800 0 151 95.6 
4,801 + 7 158 100.0 
^Licensed capacity was available for 158 of the 160 grain 
elevators in the sample. 
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average license capacity for this group was 704,000 bushels. The 
sample standard deviation was a relatively low 501,000 bushels. 
The characteristics discussed in this section describe the grain 
elevators in each of the populations sampled. As the data in the 
preceding tables indicate, there are more similarities than differences 
between the elevators in the two populations sampled with respect to 
the characteristics presented in this section. A brief summary of the 
findings are presented below. 
The majority of the grain elevators in both samples were organized 
as investor-owned elevators; sole proprietorships, partnerships, or 
corporations. However, the insolvent grain elevator sample contained a 
higher proportion of investor-owned elevators than the solvent grain 
elevator sample. Investor-owned grain elevators comprised 84 percent 
of the insolvent elevator sample and 58 percent of the solvent elevator 
sample. 
The elevators in both samples were located primarily in the grain 
producing regions of the United States. Approximately 90 percent of 
the grain elevators in both samples were located in the corn and wheat 
belt regions of the country. Grain elevators from the state of Iowa 
accounted for over 20 percent of the grain elevators in each sample. 
The average size of grain elevator, measured by licensed storage 
capacity, differed somewhat between the two samples. About 80 percent 
of the grain elevators in each sample were licensed to store 2 million 
bushels of grain or less. However, the elevators in the solvent grain 
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elevator sample defined above were licensed to store an average of 30 
percent more than the elevators in the insolvent grain elevator sample. 
The average licensed storage capacity for a solvent elevator was 
704,000 bushels of grain compared to 535,000 bushels of licensed grain 
storage capacity for an insolvent grain elevator. 
Variable Selection 
This phase of the study involved the selection of variables to be 
included in the early warning models, In order to develop a reliable 
and accurate early warning model, characteristics that are important in 
distinguishing financially sound grain elevators from financially 
unsound grain elevators must be identified and measured. This section 
discusses the criteria that were used in selecting these variables and 
describes each of the variables selected. 
Several studies conducted in the past ten years have focused on 
identifying the causes of grain elevator failure.Findings indicated 
that grain elevator failure was most often the result of one or more 
interrelated factors. Some of the more significant factors reported 
included: elevator mismanagement, intense competition, speculation, 
and cash flow problems. The most frequent factor reported was grain 
elevator mismanagement. Mismanagement was defined as unsound business 
practices resulting from inadequate management skills and lack of 
^^See Carr et al. (27), Casey et al. (29), and H. Traylor and S. 
Harper (104). 
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knowledge of the grain industry. Some of the consequences of 
mismanagement cited in these studies included; mishandling of grain 
accounts, lax credit policy, and inability to take on a variety of 
business activities. In addition, most studies found that insolvent 
elevators had a number of characteristics in common. For example, most 
of the insolvent grain elevators studied were smaller, more recently 
established, and handled larger quantities of grain than the average 
financially sound grain elevator. These studies suggest that it is 
reasonable to expect that financially unsound grain elevators have 
certain characteristics in common that set them apart from financially 
sound grain elevators. 
Numerous studies have been conducted evaluating the use of 
financial ratios as indicators of impending business failure.Most 
of them found that financial ratios, while possessing differing degrees 
of discriminating ability, can be used successfully to distinguish 
between firms that will fail and firms that will not fail. Results of 
some of the more recent studies indicated that certain combinations of 
financial ratios possess significant discriminating ability in 
distinguishing between financially sound and unsound businesses. 
The variable selection phase of the study was guided by two 
important criteria. First, the variables selected for inclusion in the 
study had to be constructed from information contained in the standard 
^^See W. Beaver (14), C. Casey and N. Bartczak (28), K. Chen and 
T. Shimeida (30), R. Edmister (41), and F. Elkharouf (44). 
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financial statements required in an audit. Second, each variable had 
to measure a different characteristic or dimension of the grain 
elevator business. 
The first criterion was selected because financial statements 
contain a complete summary of the financial activity of the grain 
elevator not found elsewhere. Second, financial statements are the 
most readily available source of financial information to ASCS 
regulatory authorities. The second criterion was selected to ensure 
that a wide variety of characteristics relevant to the operation of 
grain elevators were included in the selection process. 
Given the criteria discussed above, the variables selected for 
inclusion in this study were based primarily on 1) the findings of 
prior empirical insolvency detection studies, 2) the findings of 
studies that focused on identifying the causes of insolvency, 3) the 
findings of studies evaluating grain elevator financial performance, 
and 4) the comments and suggestions made by individuals in the grain 
trade. The following variables were selected; an adjusted working 
capital to sales ratio, the debt to assets ratio, an adjusted cash flow 
to debt ratio, the asset turnover ratio, and the return on assets 
ratio.The variables considered for inclusion in this study are 
herfindahl-type concentration index that measures the degree 
of elevator diversification was also selected for inclusion in the 
study. However, the variable was dropped from consideration when it 
was determined that the departmental sales data needed to calculate the 
index was unavailable for most of the grain elevators in the study. 
See Burbrink and Boynton (24, p. 4) for a discussion of this index. 
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listed in Table 3.12 and Table 3.13. Each variable is defined and 
discussed in the paragraphs that follow. 
The adjusted working capital to sales ratio (AWCS) is a measure of 
elevator liquidity. This ratio takes into consideration the fact that 
different grain elevators have different working capital requirements 
depending on the composition of their sales.The amount of working 
capital needed to support a dollar of supply sales is considerably 
greater than the amount needed to support a dollar of grain sales. 
This ratio measures the degree to which the actual working capital of 
the grain elevator differs from a "targeted" level based on the grain 
and supply sales made by the elevator. The targeted level was 
established for each elevator and was unique to the mix of grain and 
supplies. The variable was constructed using information from the 
balance sheet, the operating statement, and the departmental gross 
margin statement. A negative relationship was hypothesized. The 
larger the adjusted working capital to sales ratio, the more liquid the 
grain elevator and the less likely the elevator is to fail. The 
adjusted working capital to sales ratio was calculated as follows: 
WC - TWC. 
AWCS. - ^ (3.1) 
^ SALES 
^^Unadjusted working capital is defined as current assets minus 
current liabilities. 
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Table 3.12. Selected characteristics of the variables chosen for 
inclusion in the study 
Financial 
Variable Performance Measure Statements 
Adjusted working capital 
to sales ratio 
Liquidity Balance sheet/ 
Operating stmt/ 
Dept. gross 
margin stmt. 
Debt to assets ratio Financial structure Balance sheet 
Adjusted cash flow 
to debt ratio 
Cash flow Balance sheet/ 
Operating stmt. 
Asset turnover ratio Productivity Balance sheet/ 
Operating stmt. 
Return on assets ratio Profitability Balance sheet/ 
Operating stmt. 
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Table 3.13, Code names and expected signs of the coefficients for the 
variables included in the study 
Financial 
Variable 
Variable 
Code Name 
Expected Sign 
of Coefficient® 
Adjusted working capital 
to sales ratio 
Debt to assets ratio 
AWCS 
DA 
Negative 
Positive 
Adjusted cash flow to 
debt ratio 
Asset turnover ratio 
Return on assets ratio 
ACFD 
AT 
ROA 
Negative 
Negative 
Negative 
^Negative sign indicates an inverse relationship between the 
variable under consideration and the likelihood of failure and a 
positive sign indicates that a positive relationship exists. 
Where : 
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AWCS^ - adjusted working capital to sales ratio for the 
i-th elevator 
WC^ - unadjusted working capital for the i-th 
elevator 
TWC^ - A^GSALES^ + AgSSALES^ 
GSALES^ - dollar amount of grain sales for the i-th elevator 
SSales^ = dollar amount of supply sales for the i-th elevator 
A^ = minimum dollar amount of working capital needed to 
support one dollar of grain sales 
Ag = minimum dollar amount of working capital needed to 
support one dollar of supply sales 
SALES^ - total sales for the i-th elevator 
In order to calculate TWC^ in equation (3.1), A^ and A^ must be 
determined. A variety of factors that differentiate the working 
capital requirements for grain from supply operations were used to 
develop a variable to capture these differences. Several unique 
characteristics of grain such as the ability to hedge it, the liquidity 
of inventory, the ease of product marketing, and the ability to 
collateralize were considered important. After careful consideration 
of these requirements, values of .015 and .09 were selected as 
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estimates of Aj^ and Ag, respectively. These were discussed with 
knowledgeable people in the grain industry and in banks that finance 
grain-supply operations. They were considered to be reasonable and 
representative of the average minimum working capital requirements of 
grain and supply operations by those familiar with the working capital 
requirements of grain elevators. 
The debt to assets ratio (DA) is a measure of elevator financial 
structure. This variable is constructed using information from the 
balance sheet. It is calculated by dividing the elevator's total debt 
by its total assets. This variable shows the amount of debt capital 
the grain elevator has in relation to the amount of equity capital in 
the business. It is a measure of balance sheet strength. The larger 
the ratio, the less solvent the elevator and the more likely the 
elevator is to fail. 
The adjusted cash flow to debt ratio (ACFD) is a measure of 
elevator cash flow. This variable is constructed using information 
from both the balance sheet and the operating statement. The larger 
the ratio, the better the cash flow position of the elevator and the 
less likely the elevator is to fail. The adjusted cash flow to debt 
ratio is calculated as follows: 
ACFD^ -
INC^ + DEP^ INT i (3.2) 
DEBT i DEBT i 
Where : 
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ACFD^ - Adjusted cash flow to debt ratio for the 
i-th elevator 
INC^ - Net income for the i-th elevator 
DEP^ - Depreciation expense for the i-th elevator 
DEBT^ = Total debt for the i-th elevator 
INT^ - Interest expense for the i-th elevator 
The adjusted cash flow to debt ratio defined above measures the 
ability of the cash flow generated from earnings and depreciation to 
service the outside capital (debt) of the elevator after adjusting for 
next periods expected interest obligation. The servicing of outside 
capital involves the repayment of principal and/or interest. Most 
outside creditors (e.g., bankers) require timely interest and principal 
payments from their borrowers. Lenders place a greater emphasis on the 
prompt payment of interest, particularly early in the life of the loan 
when loan payments cover primarily the interest costs of the loan. In 
some cases repayment schedules can be adjusted on long term debt but, 
interest payments are not usually adjusted. However, failure to meet 
interest payments promptly could result in severe operating 
restrictions for the grain elevator which, in turn, could lead to 
insolvency. Therefore, it is extremely important for elevators in debt 
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to generate enough cash flow each period to cover current and next 
periods Interest obligation. This provides lenders with a greater 
degree of confidence that sufficient cash will be available for 
Interest repayment and reduces the likelihood that loans will be called 
prematurely because of failure to meet interest payments. 
The asset turnover ratio (AT) is a measure of elevator 
productivity. Information from both the balance sheet and the 
operating statement is used in constructing this variable. It is 
calculated by dividing the elevator's annual total sales by its total 
assets. The larger the ratio, assuming the elevator is profitable, the 
more productive the elevator and the less likely the elevator is to 
fail. 
The return on assets ratio (ROA) is a measure of elevator 
profitability. This variable is constructed using information from 
both the balance sheet and the operating statement. It is calculated 
by dividing the elevator's annual net income after interest expense by 
its total assets. The larger the ratio, the more profitable the 
elevator and the less likely the elevator is to fail. 
The variables listed above are hypothesized to be important 
Indicators of the financial health of grain elevators. Each variable 
measures a different dimension of elevator performance. These include 
liquidity, financial structure, cash flow, productivity, and 
profitability. Together, they provide an overall picture of the 
financial health of the grain elevator. 
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Empirical Models for Estimation 
The early warning models estimated and tested in this study were 
based on the two multivariate statistical methods presented in Chapter 
II. The variables included in each model were defined in the previous 
section. This section presents the empirical models that were 
estimated and tested during the analysis phase of this study. 
Discriminant Function Model 
The following discriminant function model was estimated and tested 
in this study; 
+ PgACFD^ + f^AT^ + /J^ROA^ (3.3) 
where : 
Y, - the discriminant score for the i-th elevator 
AWCS 
DA 
ACFD 
AT 
ROA 
- the coefficients to be estimated 
= the adjusted working capital to sales ratio for the i-th 
elevator 
- the debt to assets ratio for the i-th elevator 
= the adjusted cash flow to debt ratio for the i-th elevator 
- the asset turnover ratio for the i-th elevator 
- the return on assets ratio for the i-th elevator 
Once the discriminant function had been estimated a cutoff score (Z ) 
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* 
was derived by solving equation (3.4) for Z 
Z* - 2 (Y^+ Yg) + In AgCCljZ) 
A^C(2|1) 
(3.4) 
where : 
* 
Z - the estimated cost minimizing cutoff score 
- the average discriminant score for group 1 
(e.g., the insolvent grain elevator sample) 
Yg - the average discriminant score for group 2 
(e.g., the solvent grain elevator sample) 
- the prior probability of belonging to the 
population of insolvent grain elevators 
Ag - the prior probability of belonging to the 
population of solvent grain elevators 
C(2|l) " the cost of classifying a grain elevator as solvent 
when it really is insolvent 
C(l|2) = the cost of classifying a grain elevator as 
insolvent when it really is solvent 
In - the natural logarithm 
The estimated cost minimizing cutoff score of the ECM 
classification rule was determined by solving equation (3.4) for Z . 
As discussed in Chapter II, a change in the ratio of expected costs in 
equation (3.4) changes the estimated cost minimizing cutoff score. 
Impacts of changes in the ratio of expected costs on the estimated cost 
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minimizing cutoff score will be discussed in the next chapter. 
The general form of the estimated ECM classification rule that was 
used in this study can be written as 
Classify grain elevator i as insolvent if > Z (3.5) 
* 
Classify grain elevator i as solvent if < Z 
^ * 
Classify grain elevator i as insolvent or solvent if Y^ = Z 
The two basic assumptions of the discriminant function model 
described above are 1) the two populations have equal covariance 
matrices and 2) the variables used in the model are distributed 
multivariate normal for each population. 
Logistic Regression Function Model 
The following logistic regression function model was estimated and 
tested in this study; 
- [1 + expC-f'X^)]"! (3.6) 
where : 
P. = the conditional probability that grain elevator i will 
^ fail 
exp(-/3'X^) - the constant e (e » 2.718) raised to the power 
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- |9q + /3^AWCS + PgDA + /S^ACFD + /3^AT + /S^ROA 
- coefficients to be estimated 
AWCS - the adjusted working capital to sales ratio 
DA - the debt to assets ratio 
ACFD - the adjusted cash flow to debt ratio 
AT — the asset turnover ratio 
ROA - the return on assets ratio 
The logit function model was used for classification purposes once 
the coefficients had been estimated. Unlike the discriminant function 
model, no optimal classification rule has been developed for the 
logistic cumulative distribution function. Therefore, in this study, 
the grain elevators in each sample were classified and their 
misclassification probabilities estimated using several cutoff 
probabilities (P ) ranging between zero and one. The following 
classification rule was employed: 
" * 
Classify grain elevator i as insolvent if > P (3.7) 
^ * 
Classify grain elevator i as solvent if < P 
* 
Classify grain elevator i as insolvent or solvent if P^ = P 
The fundamental assumption of the logistic regression function 
model described above is that the conditional probability of grain 
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elevator insolvency is a logistic function of the explanatory variables 
discussed in the previous section. 
Empirical Procedure 
This section describes the procedure that was followed during the 
estimation phase of the study. Several characteristics of the sample 
data used in developing the empirical models will be discussed. This 
will be followed by a discussion of the methods that were used to 
estimate the parameters of each model. 
The early warning models developed in this study are intended to 
forwarn ASCS and/or state regulatory authorities of likely grain 
elevator failure up to one year prior to failure. The models discussed 
in the previous section were developed using five financial variables 
that were constructed from information required in the financial 
statements submitted to the ASCS office in Kansas City. The variable 
DA was constructed from balance sheet information, while the variables 
AWCS, ACFD, AT, and ROA were constructed from balance sheet and 
operating statement data. In some cases, the grain and supply sales 
needed to construct AWCS were taken from the departmental gross margin 
statement. 
The samples used in each model included only those grain elevators 
that had observations on all five of the variables listed above. If 
one or more of these variables could not be constructed, the grain 
elevator was excluded from the sample. The final insolvent grain 
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elevator sample was made up of 40 elevators and the final solvent grain 
elevator sample consisted of 83 elevators. 
The financial variables for the 40 insolvent grain elevators were 
constructed from financial statements one reporting period prior to 
failure. The average lead time between the date of the fiscal year of 
the last relevant financial statement and the date of insolvency was 12 
months. Eighty-five percent of the insolvent grain elevators in the 
final sample failed during the period 1984-85, The remaining 15 
percent failed in 1983 or 1986. Therefore, the variables constructed 
for most of the grain elevators in this sample measured operating 
performance during the period 1983-84. 
The financial variables for the 83 solvent grain elevators were 
constructed from their 1986 financial statements. The 1987 financial 
statements were available for each of these grain elevators, indicating 
that each elevator remained solvent during the year. Therefore, the 
variables for all of the grain elevators in this sample measured 
operating performance during calendar year 1986. 
It would have been preferable to have measured the operating 
performance of the solvent grain elevators during the period 1983-84. 
However, financial statements reflecting operating performance during 
this period were unavailable for most of the grain elevators in the 
final solvent grain elevator sample. The year 1986 was chosen because 
the economic conditions faced by grain elevators during this year were 
similar to those faced by grain elevators during the period 1983-84 and 
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all five variables could be constructed for each of the 83 solvent 
grain elevators in the final sample. 
The next step in the empirical procedure was the estimation of the 
parameters of the early warning models. The parameters of each model 
required a different method of estimation. The algorithms used to 
estimate each model were accessed through the Biomedical Computer 
Programs (BMDP) statistical software package (19) stored at the Iowa 
State University computation center. 
The parameters of the discriminant function model in equation 
(3.3) were estimated using Fisher's estimation procedure described in 
detail in Chapter II. Maximum likelihood estimates of the parameters 
of the logistic regression function model in equation (3.6) were 
computed by the iterative Gauss-Newton algorithm which is 
computationally equivalent to the Newton-Raphson algorithm when 
estimating the parameters of logistic regression function models.^® 
See R. Jennrich and R. Moore (60) for a detailed discussion of 
the Gauss-Newton algorithm. See T. Amemiya (11) and G. Maddala (80) 
for a detailed discussion of the Newton-Raphson algorithm. 
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CHAPTER IV. ANALYSIS 
In Chapter III, the empirical procedures followed in estimating 
the discriminant and logistic regression functions were discussed. The 
data used in the analysis and the sample selection procedure were 
described. The variables selected for inclusion in the study were 
identified and the empirical models to be estimated were presented. 
This chapter begins with a discussion of the variable profiles for 
the solvent and insolvent grain elevator samples. Next, the results 
obtained from the discriminant function model are discussed. This is 
followed by a discussion of the results for the logistic regression 
function model. The chapter concludes with a comparison of the 
classification performance of each model. 
Variable Profile 
The following variables were selected to be included in the early 
warning models: an adjusted working capital to sales ratio (AWCS), the 
debt to assets ratio (DA), an adjusted cash flow to debt ratio (ACFD), 
the asset turnover ratio (AT), and the return on assets ratio (ROA). 
Each of these variables measure a different dimension of grain elevator 
performance; liquidity, financial structure, cash flow, productivity, 
and profitability. These variables, individually and collectively, are 
hypothesized to be important indicators of the financial health of 
grain elevators. It was therefore expected that significant 
122 
differences in these measured characteristics between financially sound 
and financially unsound grain elevators existed. 
This section first presents a comparison of the univariate 
distributions of each variable for the grain elevators in each sample. 
This is followed by a discussion of the change in variable means of the 
insolvent group as insolvency approaches. The section concludes with 
the presentation of a multivariate statistical test to determine 
whether or not a significant difference between the variable mean 
vectors of the two groups existed in the sample data. 
Comparison of Variable Means 
The means and standard deviations of the independent variables for 
each group are presented in Table 4.1. In addition, the calculated 
value of the univariate t-statistic is listed for each variable. This 
statistic was used to test the null hypothesis that the mean for the 
insolvent grain elevator population is equal to the mean for the 
solvent grain elevator population. Rejection of the null hypothesis 
indicates that there is a statistically significant difference in means 
between the two populations with respect to the variable being 
tested. 
A review of the data in Table 4.1 shows a marked difference 
l^Throughout the remainder of this chapter, the terms significant 
and not significant will be used interchangeably with statistically 
significant and statistically not significant, respectively, at the 
level specified. 
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Table 4.1. Comparison of means and standard deviations of the 
independent variables between the insolvent and solvent 
grain elevator samples 
Insolvent Grain 
Elevator Sample 
Variable Mean Stdv 
AWCS -0.0554 0.0785 
DA 0.8286 0.2030 
ACFD -0.0753 0.1616 
AT 4.1868 3.5520 
ROA -0.0550 0.1475 
N 40 
Solvent Grain 
Elevator Sample 
Univariate 
Mean Stdv T-Statistic^ 
0.0473 0.0834 6.5* 
0.4666 0.2072 -9.2* 
0.3215 0.5329 6.2* 
3.4912 2.4043 -1.1 
0.0507 0.0792 4.2* 
83 
^T-statistic tests the hypothesis that the true mean for the 
insolvent grain elevators is equal to the true mean for the solvent 
grain elevators. 
* 
Significant at the 0.01 level. 
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between the variable means of the insolvent grain elevators and the 
variable means of the solvent grain elevators. The null hypothesis 
testing for equality of means was rejected at the 0.01 level of 
significance for each of the variables tested with the exception of the 
asset turnover ratio. The null hypothesis could not be rejected for 
this variable, even at a significance level as low as 0.20. 
The difference in means between the two groups was in the 
direction hypothesized for those variables where the null hypothesis 
was rejected. The average AWCS, ACFD, and ROA ratios for the solvent 
grain elevators were all significantly greater than the means of these 
variables for the insolvent grain elevators. Each of the variables had 
a positive mean for the solvent group. However, the variable means for 
the insolvent group were negative. The average DA ratio for the 
insolvent group was significantly greater than the average DA ratio for 
the solvent group. 
A comparison of the standard deviations between groups indicated 
that the ACFD, AT, and ROA ratios were different between the two 
groups, while the standard deviation of AWCS and DA were esentially 
equal between the two groups. The standard deviations of AT and ROA 
were somewhat larger for the insolvent group than they were for the 
solvent group. The standard deviation of the ACFD ratio for the 
solvent group was about three times as large as the standard deviation 
of ACFD for the insolvent group. 
The data in Table 4.1 suggest that the financial performance of 
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grain elevators one year prior to insolvency was significantly 
different from the financial performance of solvent grain elevators. 
The average grain elevator prior to insolvency was unprofitable, 
illiquid, and experienced negative cash flow. Over 80 percent of their 
assets were owned by outside creditors. While their AT was relatively 
high, it most likely came at the expense of lower gross margins which 
may have reduced elevator net income. On the other hand, the average 
solvent grain elevator was profitable, liquid, and experienced positive 
cash flow. Less then 50 percent of the assets in solvent elevators 
were owned by outside creditors. The two populations are significantly 
different with respect to most of the characteristics (variables) 
presented here. 
Variable Frequency Distributions 
Tables 4.2-4.6 contain frequency distributions for each of the 
five independent variables for the insolvent and solvent grain elevator 
samples. Each table lists the number of elevators and the percent of 
the sample that fell into ten ratio intervals for the insolvent and 
solvent grain elevators in the sample. 
Table 4.2 lists the frequency distributions of the AWCS ratio for, 
each group. The average AWCS ratio was -0.055 for the insolvent group 
and 0.047 for the solvent group. About 80 percent of the insolvent 
elevators had negative AWCS ratios, while only 30 percent of the 
solvent elevators had negative AWCS ratios. The variation in the AWCS 
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Table 4.2. Distribution of the adjusted working capital to sales ratio 
for the insolvent and solvent grain elevator samples 
Insolvent Grain Solvent Grain 
Elevator Sample Elevator Sample 
Number of Percent of Number of Percent of 
Ratio Interval Elevators Sample Elevators Sample 
(.282) - (.221)8 3 7.5 0 0.0 
(.220) - (.160) 0 0.0 0 0.0 
(.159) - (.099) 5 12.5 0 0.0 
(.098) - (.038) 12 30.0 5 6.0 
(.037) - .023 15 37.5 35 42.2 
.024 - .084 5 12.5 25 30.1 
.085 - .145 0 0.0 7 8.4 
.146 - .206 0 0.0 4 4.8 
.207 - .267 0 0.0 4 4.8 
.268 - .328 0 0.0 3 3.7 
^Numbers in parenthesis are negative values. 
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ratio was moderate and about the same for both groups. There was 
moderate overlap in frequency distributions between the two groups. 
Table 4.3 lists the frequency distributions of the DA ratio for 
each group. The average DA ratio was 0.83 for the insolvent group and 
0.47 for the solvent group. Over half of the solvent elevators owned 
50 percent or more of their assets, while less than eight percent of 
the insolvent elevators owned more than half of their assets. The 
variation in the DA ratio was very small and about the same for both 
groups. There was moderate overlap in frequency distributions between 
the two groups. 
Table 4.4 shows the frequency distributions of the ACFD ratio for 
each group. The mean ACFD ratio was -0.075 for the insolvent group and 
0.322 for the solvent group. About 65 percent of the insolvent grain 
elevators had an ACFD ratio that was negative, while less than 15 
percent of the solvent elevators had ACFD ratios that were less than 
zero. The variation in the ACFD ratio was considerably larger for the 
elevators in the solvent group than the elevators in the insolvent 
group. The distribution of ACFD was skewed to the right for the 
solvent group, with observations appearing in nine of the ten selected 
ratio intervals. There was moderate overlap in frequency distributions 
between the two groups. 
Table 4.5 illustrates the frequency distributions of the AT ratio 
for each group. The average AT ratio was 4.2 for the insolvent group 
and 3.5 for the solvent group. Both groups averaged about four dollars 
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Table 4.3. Distribution of the debt to assets ratio for the insolvent 
and solvent grain elevator samples 
Insolvent Grain Solvent Grain 
Elevator Sample Elevator Sample 
Number of Percent of Number of Percent of 
Ratio Interval Elevators Sample Elevators Sample 
0.000 - 0.135 0 0.0 7 8.4 
0.136 - 0.270 0 0.0 7 8.4 
0.271 - 0.405 0 0.0 20 24.1 
0.406 - 0.540 3 7.5 17 20.5 
0.541 - 0.675 6 15.0 17 20.5 
0.676 - 0.810 10 25.0 12 14.4 
0.811 - 0.945 10 25.0 3 3.7 
0.946 - 1.080 7 17.5 0 0.0 
1.081 - 1.215 3 7.5 0 0.0 
1.216 - 1.350 1 2.5 0 0.0 
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Table 4.4. Distribution of the adjusted cash flow to debt ratio for 
the insolvent and solvent grain elevator samples 
Insolvent Grain 
Elevator Sample 
Solvent Grain 
Elevator Sample 
Ratio Interval 
Number of 
Elevators 
Percent of 
Sample 
Number of 
Elevators 
Percent of 
Sample 
(.515) 
- ( .208)* 7 17 .5 2 2.4 
(.207) - .099 29 72 .5 31 37.3 
.100 - .406 4 10 .0 30 36.1 
.407 - .713 0 0 .0 10 12.1 
.714 - 1, .020 0 0 .0 3 3.7 
1.021 - 1, 327 0 0, ,0 2 2.4 
1.328 - 1, ,634 0 0, ,0 2 2.4 
1.635 - 1. 941 0 0. 0 0 0.0 
1.942 - 2. 248 0 0. 0 1 1.2 
2.249 - 2. 555 0 0. 0 2 2.4 
^Numbers in parenthesis are negative values. 
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Table 4.5. Distribution of the asset turnover ratio for the insolvent 
and solvent grain elevator samples 
Insolvent Grain Solvent Grain 
Elevator Sample Elevator Sample 
Number of Percent of Number of Percent of 
Ratio Interval Elevators Sample Elevators Sample 
0 .00 - 2.02 8 20 .0 22 26.5 
2 .03 4.04 14 35 .0 41 49.4 
4 .05 6.06 14 35 .0 12 14.5 
6, ,07 - 8.08 0 0 .0 4 4.8 
8. ,09 - 10.10 2 5, 0 2 2.4 
10. ,11 - 12.12 0 0, ,0 0 0.0 
12. 13 - 14.14 1 2. 5 1 1.2 
14. 15 - 16.16 0 0. 0 1 1.2 
16. 17 - 18.18 0 0. 0 0 0.0 
18. 19 - 20.20 1 2. 5 0 0.0 
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of sales for every dollar of assets in the elevator. The variation in 
the AT ratio was slightly larger for the elevators in the insolvent 
group than the elevators in the solvent group. The distribution of AT 
was skewed to the right for both groups, with the largest values of AT 
found in the insolvent group. There was a considerable degree of 
overlap in frequency distributions between the two groups. 
Table 4.6 lists the frequency distributions of the ROA ratio for 
each group. The average ROA ratio was -0.055 for the insolvent group 
and 0.051 for the solvent group. About 55 percent of the grain 
elevators in the insolvent group had negative ROA ratios, while only 25 
percent of the elevators in the solvent group had negative ROA ratios. 
It is interesting to note that an elevator can be profitable and still 
become insolvent. An elevator that is profitable may not be profitable 
enough to adequately service its debt. The variation in the ROA ratio 
was substantially larger for the elevators in the insolvent group than 
the elevators in the solvent group. The distribution of ROA was skewed 
to the left for the insolvent group. There was a moderate degree of 
overlap in the frequency distributions between the two groups. 
In general, the degree of overlap in the univariate frequency 
distributions between the two groups was found to be moderate for each 
of the variables except the asset turnover ratio, where the overlap was 
more than might be desirable for classification. In addition, the 
frequency distributions for most of the variables appeared to be 
approximately normal, although several of the ratios exhibited varying 
132 
Table 4.6. Distribution of the return on assets ratio for the 
insolvent and solvent grain elevator samples 
Ratio Interval 
Insolvent Grain 
Elevator Sample 
Solvent Grain 
Elevator Sample 
Number of 
Elevators 
Percent of 
Sample 
Number of 
Elevators 
Percent of 
Sample 
(.540) - (.455)8 1 2 .5 0 0 .0 
(.454) - (.370) 2 5 .0 0 0 .0 
(.369) - (.285) 1 2 .5 0 0 .0 
(.284) - (.200) 1 2 .5 0 0 .0 
(.199) - (.115) 3 7 .5 1 1, ,2 
(.114) - (.030) 10 25. ,0 11 13, ,2 
(.029) - .055 16 40, ,0 37 44. 6 
.056 - .140 5 12. 5 19 22. 9 
.141 - .225 1 2. 5 14 16. 9 
.226 - .310 0 0. 0 1 1. 2 
^Numbers in parenthesis are negative values. 
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degrees of skewness. In all cases, for those ratios where skewness was 
apparent, the direction of skewness was away from the mean of the other 
frequency distribution. This did not contribute to the overlap in the 
distributions of the variables between the two groups. This is 
desirable in situations where classification is the objective. 
Change in Variable Means Prior to Failure 
Table 4.7 compares the means and standard deviations of the 
independent variables for the insolvent grain elevator sample up to 
three years prior to failure. While the models in this study used 
financial information for the insolvent elevators one year prior to 
failure, it is interesting to study the change in financial performance 
of the average grain elevator as insolvency became imminent. Financial 
statements two and three years prior to failure were not available for 
the entire sample of insolvent grain elevators in the study. This 
resulted in fewer available observations for calculation of a mean for 
each variable two and three years prior to failure. 
The data in Table 4.7 show a deteriorating trend in the mean of 
each variable, except the asset turnover ratio, as insolvency 
approached. The degree of deterioration was greatest between the first 
and second year prior to insolvency. In addition, the standard 
deviations of most of the variables were relatively stable during this 
time period. 
The findings above indicate that elevator financial performance 
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Table 4.7. Comparison of means and standard deviations of the 
independent variables for the insolvent grain elevator 
sample, one, two, and three years prior to failure 
One Year Prior 
to Failure 
Two Years Prior 
to Failure 
Three Years Prior 
to Failure 
Variable Mean Stdv Mean Stdv Mean Stdv 
AWCS -0.0554 0.0785 -0.0301 0.0833 -0.0252 0.0660 
DA 0.8286 0.2030 0.7734 0.1631 0.7479 0.2247 
AGED •0.0753 0.1616 -0.0194 0.1404 -0.0040 0.1641 
AT 4.1868 3.5520 3.8450 2.4860 4.9440 3.2070 
ROA -0.0550 0.1475 •0.0091 0.0994 -0.0056 0.1671 
40 34 23 
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deteriorates as the elevator approaches insolvency. The degree of 
deterioration in elevator financial performance became greater as the 
elevator approached failure, A comparison of the means two and three 
years prior to failure with the averages of the solvent grain elevator 
sample suggests that early warning signals of failure may exist up to 
three years prior to failure. 
2 
Hotelling T Test Statistic 
The univariate t-statistic presented earlier in this section was 
used for testing the equality of means between the solvent and 
insolvent groups one variable at a time. Significant differences in 
the means between the two groups were found for each variable except 
the AT ratio. While a univariate analysis of the differences in means 
between the two groups is useful, it ignores the interactions among the 
variables being studied. Taking into consideration the interaction 
among the variables may provide useful information that can be used in 
understanding the similarities and differences between two groups. 
This interaction may be quite significant when the variables under 
consideration are financial ratios. 
In this study, a univariate analysis of each financial ratio may 
lead to misleading conclusions regarding the financial performance of 
the grain elevator. For example, an elevator with a low DA ratio may 
be regarded as a "healthy" firm. However, if this elevator also had a 
low ACFD and AWCS its financial condition may not be as healthy as an 
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evaluation based on DA alone would suggest. 
The Hotelling statistic is a multivariate test statistic which 
takes into consideration the interrelationships among the variables 
within each group when testing for significant differences between two 
groups. This statistic tests whether the variable mean vectors 
(profiles) differ significantly between the two populations. 
Consequently, the Hotelling T^ test statistic can be viewed as a test 
for the significance of the separation between the two groups that can 
be achieved, given the variables selected and their interrelationships. 
Significant separation between the solvent grain elevator population 
and the insolvent grain elevator population is a necessary, although 
not a sufficient, condition for developing an accurate and reliable 
early warning model. 
Assume that the independent variables in each population are 
multivariate normal and that the two populations share a common 
covariance matrix. Then, Hotelling's T^ can be used to test the null 
hypothesis that the mean vectors of the two groups are equal. 
Derivation of the Hotelling T^ test statistic and the procedure for 
testing the null hypothesis are presented below. 
In Chapter II, equation (2.7) defined a quantity known as 
Mahalanobis distance. It is a measure of the standardized distance 
between the two populations, taking into consideration the 
interrelationships among the variables within each group. Since the 
population parameters were not known, they were estimated using the 
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sample data. Substituting the sample estimates in for the population 
parameters in equation (2.7) gives 
0% - (X^ - - Xg) (4.1) 
Where : 
2 D - Mahalanobls distance 
X^ - P X 1 mean vector of variables for the insolvent group 
Xg - P X 1 mean vector of variables for the solvent group 
Sp - [(N^ - DS^ + (Ng - 1)S2]/(Nj^  + Ng - 2) 
- P X P covariance matrix for the insolvent group 
Sg - P X P covariance matrix for the solvent group 
- Number of insolvent elevators in the sample 
Ng - Number of solvent elevators in the sample 
P - Number of variables in the model 
2 Hotelling's T can be defined as: 
- dV(N^^ + Ngl) (4.2) 
2 2 Both Mahalanobls D and Hotelling's T can be transformed into an F-
statistic with P and N^ + Ng - 1 - P degrees of freedom. 
F - + Ng - P - 1)T^ 
P(N^ + Ng - 2) 
(4.3) 
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The decision rule was to reject the null hypothesis at the 
specified level of significance if the value of the F-statistic in 
equation (4.3) is greater than the critical value of the F-statistic, 
F^, with P and + Ng - 1 - P degrees of freedom. The calculated 
2 
value of the Hotelling T was 111.53. Therefore, the value of the F-
statistic in equation (4.3) was 21.57. The critical value of the F-
statistic given a significance level of 0.001 was 4.42. Since 21.57 
exceeded the critical value of 4.42, the null hypothesis that the 
variable mean vectors of the two groups are equal was rejected. 
Significant separation was achieved between the solvent grain elevator 
population and the insolvent grain elevator population using the 
variable profile developed for each group. 
The findings presented in this section indicate that significant 
differences exist between the solvent grain elevator population and the 
insolvent grain elevator population. Differences in the variable means 
between the two groups were found to be significant, and in the 
direction hypothesized, for each variable except the asset turnover 
ratio. The degree of overlap in the univariate frequency distributions 
between the two groups was found to be moderate for most of the 
variables in the study. Most important, however, was the finding that 
the variable profiles were significantly different between the two 
groups. This meant that the variables, taken as a group, significantly 
separated the solvent grain elevator population from the insolvent 
grain elevator population. Since significant separation was found 
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between the two groups, further analysis was conducted in order to 
develop a rule that can be used to accurately classify the members of 
each population. Significant separation of the two populations is a 
necessary condition for the development of an accurate and reliable 
early warning model. 
Discriminant Function Model 
Given that significant separation between the solvent grain 
elevator population and the insolvent grain elevator population was 
achieved with the variable profile developed in Chapter III, a 
discriminant function model was developed in an attempt to derive a 
combination of the variables (e.g., a classification rule) which best 
discriminate between solvent and insolvent grain elevators. The 
discriminant function model defined in equation (3.3) of Chapter III 
was estimated and tested in this study. 
This section presents the results obtained from the discriminant 
function model. Tests of the assumptions of the linear discriminant 
function are presented first. This is followed by a discussion of the 
parameter estimates generated by the linear model. Next, the 
classification performance of the linear discriminant function model 
was evaluated using the Resubstitution and Jackknife methods. The 
section concludes with a discussion of the classification results 
obtained from the discriminant function model when the assumption of 
equal covariance matrices is violated. 
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Tests of the Assumptions of the Linear Model 
In addition to the assumption that the populations are separated, 
there are two other basic assumptions of this model: 1) for each 
population it is assumed that the variables are distributed according 
to a multivariate normal distribution and 2) the two populations are 
assumed to share a common covariance matrix. Violations in these 
assumptions are frequently encountered in empirical work.20 violations 
in either of these two assumptions may bias the tests of significance. 
Violation of the normality assumption may bias the estimated 
misclassification probabilities. Violation of the common covariance 
assumption may require the estimation of a quadratic rather than a 
linear classification rule in order to meet optimality requirements of 
the ECU rule. However, studies have found the linear discriminant 
function to be quite robust to violations iri one or both of these 
assumptions. 
Most of the previous studies employing the discriminant function 
model have not formally tested the assumption of multivariate normality 
because most of the available normality tests were for univariate 
rather than multivariate normality.^2 This problem was also 
encountered in the present study. While research on the development of 
20see E. Altman et al. (10) and R. Eisenbeis (43). 
21see R. Eisenbeis (43), R. Collins and R. Green (33), E. Gilbert 
(50), E. Gilbert (51), W. Klenka (67), and P. Lachenbruch (70). 
22see E. Altman et al. (10, p. 120). 
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formal statistical tests of multivariate normality have been reported 
in the literature, there were no generally accepted methods available 
for empirical testing.23 Therefore, univariate normality was tested 
for each variable in both populations. In general, joint distributions 
cannot be implied from marginal distributions but, violations in 
univariate normality for any one of the variables tested does imply 
that the joint distribution is not normal. 
The Univariate procedure of the Statistical Analysis System (96) 
was used to compute the tests of normality for each of the five 
variables in both groups.The Univariate procedure computes a 
Shapiro-Wilk W when the number of observations is less than or equal to 
50. The null hypothesis of normality is rejected for small values of 
W. When the number of observations is greater than 50, a modified 
version of the Kolmogorov-Smirnov D statistic is computed. The null 
hypothesis of normality is rejected for large values of D. While the 
Shapiro-Wilk W is generally considered to be the more sensitive of the 
two for detecting univariate non-normality, the current version of SAS 
did not have the information necessary to conduct the test in samples 
larger than 50. 
Table 4.8. presents the test statistics for each variable within 
each group. The results indicated that the null hypothesis of 
23see J. Malkovich and A. Afifi (81), and E. Altman et al. (10, p. 
161). 
2^See A. Afifi and S. Azen (1) and J. Malkovich and A. Afifi (81). 
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Table 4.8. Shapiro-Wllk and KoImogorov-Smirnov test statistics for 
testing univariate normality of the independent variables, 
by group 
Variable 
Insolvent Grain 
Elevator Sample 
Solvent Grain 
Elevator Sample 
Shapiro-Wilk 
Test Statistic^ 
KoImogorov-Smirnov 
Test Statistic^ 
AWCS 0.9079* 0.1764** 
DA 0.9814 0.0916 
ACFD 0.9302 0.2470* 
AT 0.7005* 0.1696** 
ROA 0.8383* 0.0945 
N 40 83 
Reject the null hypothesis that the independent variable data 
came from a normal distribution if the test statistic is less than the 
critical value. 
Reject the null hypothesis that the independent variable data 
came from a normal distribution if the test statistic is greater than 
the critical value. 
* 
Significant at the 0.01 level. 
Significant at the 0.05 level. 
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normality was not rejected at the 0.01 significance level for AWCS, DA, 
AT, and ROA in the solvent group and DA and ACFD in the insolvent 
group. The null hypothesis was rejected for ACFD in the solvent group 
and AT, AWCS, and ROA in the insolvent group at the 0.01 significance 
level. 
The results of the univariate normality tests indicated that the 
assumption of multivariate normality was violated in this study. 
Although, the degree of multivariate non-normality cannot be 
statistically ascertained, an inspection of the univariate normal 
probability plots for each variable in both groups indicated that the 
degree of univariate non-normality was relatively small for those 
variables found to be non-normal in Table 4.8.25 light of these 
findings and the results of previous studies, which found the linear 
discriminant function to be quite robust to violations in normality, it 
was decided to proceed with discriminant analysis. Despite these 
violations, it was decided that useful information could be obtained 
from the linear discriminant function. At the same time, it was 
recognized that there was a possibility for bias in the tests of 
significance and the estimated misclassification probabilities. 
The assumption of equal covariance matrices was tested using 
Bartlett's homogeneity of variance test.26 The Discrim procedure of 
25see A. Afifi and J. Clarke (2, p. 56) for a discussion of normal 
probability plots. 
^^See B. Bolch and C. Huang (20, p. 97). 
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the Statistical Analysis System (96) was used to calculate the Bartlett 
chi-square test statistic. The null hypothesis was that the covariance 
martix for the solvent grain elevator population was equal to the 
covariance matrix of the insolvent grain elevator population. The 
decision rule was to reject the null hypothesis at the specified level 
of significance if the value of the Bartlett chi-square statistic was 
greater than the critical value of the chi-square statistic. The 
calculated value of the Bartlett chi-square statistic was 187.6. The 
critical value of the chi-square statistic given a significance level 
of 0.01 was 30.6. Since 187.6 exceeded the critical value of 30.6, the 
null hypothesis of equal covariance matrices was rejected. 
Table 4.9 shows the estimated covariance matrices for the 
insolvent and solvent grain elevator samples. A comparison of these 
tables, element by element, indicates that while the matrices are not 
equal, the degree to which the elements in each matrix differ appears 
to be relatively small for the majority of elements. The estimated 
pooled covariance matrix for the two groups is presented inTable 4.10. 
The results of Bartlett's homogeneity test indicated that the 
covariance matrices for the two groups were not identical. Therefore, 
pooling the covariance matrices for the two groups may bias some of the 
tests of significance and affect the classification performance of the 
linear classification rule. The estimation of the discriminant 
function in quadratic form has been recommended in those situations 
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Table 4.9. Estimated within group covariance matrices for the 
independent variables, insolvent and solvent grain 
elevator samples* 
Insolvent Grain Elevator Sample 
Variable AWCS DA ACFD AT ROA 
AWCS 0.006 
DA -0.004 0.041 
ACFD 0.001 -0.012 0.026 
AT 0.041 0.030 -0.138 12.617 
ROA 0.001 -0.009 0.022 -0,188 0,022 
Solvent Grain Elevator Sample 
Variable AWCS DA ACFD AT ROA 
AWCS 0.007 
DA -0.008 0.043 
ACFD 0,020 -0,068 0.284 
AT -0,070 -0.065 0.070 5.781 
ROA 0.001 -0.004 0.028 -0.028 0.006 
^These matrices are estimates of and 22 appearing in equation 
(2.19), the quadratic discriminant function. 
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Table 4.10. Estimated pooled covariance matrix for the sample 
insolvent and solvent grain elevators* 
Variable 
ACFD AT ROA AWCS DA 
AWCS 0.007 
DA -0.007 0.042 
ACFD 0.014 -0.050 0.201 
AT -0.034 -0.034 0.003 7.984 
ROA 0.001 -0.005 0.026 0.079 0.011 
^This is the matrix S appearing in equation (2.11), the linear 
discriminant function. 
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where the assumption of equal covariance matrices had been violated.2? 
Gilbert (51) has shown that the difference in classification 
performance between linear and quadratic functions increases as the 
differences between the covariances and the number of variables 
increase. In addition, she found that when the means of the groups are 
well separated, the differences between the linear and quadratic 
classification results become less significant. 
Since the covariance matrices of the two groups were found not to 
differ substantially, the impact of the bias on the tests of 
significance was expected to be reasonably small. In addition, the 
classification performance of the linear discriminant function model 
should not be significantly affected. This was borne out when the 
discriminant model in quadratic form was estimated and its 
classification performance was similar to the performance obtained from 
the linear discriminant model. 
The results of the tests of assumptions indicated that strict 
adherence to the theoretical assumptions of the linear discriminant 
function model probability could not be met in this study. However, 
the extent to which the results will be affected depends, primarily, on 
the degree to which each assumption had been violated and the 
^^See P. Lachenbruch (70) and R. Eisenbeis (43). 
^®See E. Altman and P. Narayanan (9) for an example where the 
classification performance of the linear and quadratic functions were 
almost identical even though the covariance matrices were found to be 
unequal. 
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robustness of the procedure. In this study, the degree to which each 
assumption was violated appeared to be reasonably small. 
Parameter Estimates 
The parameters of the linear discriminant function model defined 
in equation (3.3) were estimated using Fisher's algorithm. This 
algorithm was accessed through the BMDP statistical package (19). The 
estimated coefficients of the linear discriminant function model are 
shown in Table 4.11. 
Interpretation of the individual estimated coefficients of the 
linear discriminant function must be done with care. It is not 
possible to interpret the discriminant function coefficients and to 
test individually their significance. Unlike the coefficients of the 
linear regression model, the coefficients of the linear discriminant 
function are not unique.^ 9 Therefore, it is not possible to interpret 
discriminant function coefficients and to test whether an individual 
coefficient is equal to some constant. 
The coefficients of DA, ROA, AWCS, and AT had the anticipated 
signs. The sign of DA was positive, indicating that larger values of 
this variable would increase the discriminant score, moving that score 
towards the insolvent grain elevator group mean. Thus, larger values 
of DA are associated with insolvent grain elevators, and smaller values 
^^See G. Ladd (74) or P. Lachenbruch (70) for a detailed 
discussion of this point. 
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Table 4.11. Early warning model estimates using the linear 
discriminant function 
Independent 
Variable 
Estimated 
Coefficient 
Relative Significance of 
Independent Variables* 
(F-Statistic) 
DA 8 .076 31 .3* 
ROA -9 .007 8 .1* 
AWCS -9, .893 7, 1* 
ACFD 1, ,908 4. g** 
AT -0. ,011 0. 2 
Group Discriminant Score Means 
Insolvent grain elevators 7.547 
Solvent grain elevators 3.421 
^Relative significance here refers to the independent variables 
marginal contribution to the discriminatory power of the model given 
the contribution of the remaining independent variables. The F-
statistic above is used to test the null hypothesis that the single 
independent variable does not significantly add to the existing 
discriminatory power of the model. Rejection of the null hypothesis 
indicates that the independent variable significantly improves the 
discriminatory power of the model over the alternative four variable 
model. See Maddala (80, p. 21) for a detailed explanation of this 
method of testing the relative significance of independent variables in 
linear discriminant models. 
^Significant at the 0.01 level. 
**Significant at the 0.05 level. 
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of DA are indicative of solvent grain elevators. The signs of ROA, 
AWCS, and AT were negative, indicating that larger values of these 
variables would decrease the discriminant score, moving that score 
towards the solvent grain elevator group mean. Thus, larger values of 
these variables are associated with solvent elevators, and smaller 
values of ROA, AWCS, and AT are indicative of insolvent elevators. 
The sign of the coefficient of ACFD was positive, which was 
opposite from what had been hypothesized. One explanation for this is 
that the individual effect of ACFD on the discriminant score was 
"masked" by its relatively high negative correlation (-0.61 for the 
solvent group and -0.35 for the insolvent group) with the DA ratio. 
For example, large values of ACFD tend to occur in conjunction with 
small values of DA, and small values of DA are associated with small 
discriminant scores and solvent grain elevators. 
Table 4.11 also shows the average discriminant score for the 
insolvent grain elevator sample and the average discriminant score for 
the solvent grain elevator sample. The mean discriminant score for the 
insolvent group was 7.55 and the mean discriminant score for the 
solvent group was 3.42. Therefore, the average insolvent grain 
elevator had a higher estimated discriminant score than the average 
solvent grain elevator. The difference in average discriminant scores 
between the two groups represents the maximum separation that could be 
achieved between the two groups. The difference between the two means, 
4.13, is an estimate of Mahalanobis distance (D^) in equation (4.1). 
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While the absolute, value of a particular discriminant function 
coefficient cannot be tested, several methods are available for testing 
t h e  r e l a t i v e  s i g n i f i c a n c e  o f  t h e  i n d e p e n d e n t  v a r i a b l e s . &  
conditional deletion method was employed in this study to assess the 
relative significance of each of the five variables in the linear 
discriminant function model. This method uses an F-statistic to test 
the null hypothesis that a particular independent variable does not 
significantly add to the discriminatory power of the model, given the 
contribution of the remaining independent variables. Rejection of the 
null hypothesis indicates that the independent variable significantly 
improves the discriminatory power of the model over the alternative 
four variable model. 
Table 4.11 lists the F-statistic for each of the variables in the 
model. The results indicated that DA, ROA, AWCS, and ACFD all 
contributed significantly to the discriminatory power of the model. 
However, the marginal contribution of the AT ratio was found to be 
insignificant. This was not very surprising considering the large 
degree of overlap in the univariate distributions between the two 
groups. 
Discriminant scores were calculated for each of the sample grain 
elevators in the study. The estimated linear discriminant function 
^®See E. Altman et al. (10) for a review of the methods available 
for testing the relative significance of individual variables of the 
linear discriminant function. 
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coefficients were used to estimate the discriminant score for each 
grain elevator in both samples. Selected characteristics of the 
estimated linear discriminant scores are presented in Table 4.12. 
The average discriminant score for the insolvent group was 7.55 
and the average discriminant score for the solvent group was 3.42. The 
standard deviation in the discriminant scores for the insolvent and 
solvent elevators was 2.45 and 1,80, respectively, indicating that the 
variation was moderately larger for the elevators in the insolvent 
group. The discriminant scores ranged from 3.36 to 13.00 for the 
insolvent elevators and from -.500 to 7.60 for the solvent elevators. 
Table 4.13 shows the frequency distributions of the estimated 
linear discriminant scores for each group. Each distribution is also 
presented graphically in Figure 4.1. A comparison of the two frequency 
distributions indicated that the area of overlap between the two 
distributions fell between the scores of 3.36 and 7.60. Only solvent 
grain elevators had estimated discriminant scores below 3.36, while 
insolvent grain elevators accounted for all of the discriminant scores 
exceeding 7.60. Approximately 50 percent of the solvent grain elevator 
sample had discriminant scores below 3.36 and about 45 percent of the 
insolvent grain elevator sample had discriminant scores larger than 
7.60. The area of overlap included a little over half of the grain 
elevators in the study, 22 insolvent and 41 solvent elevators. The 
area of overlap between the two distributions has been referred to as 
the "gray area". Grain elevators with discriminant scores that fall 
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Table 4.12, Selected characteristics of the linear discriminant 
scores, insolvent and solvent grain elevator samples 
Insolvent Grain Solvent Grain 
Measure Elevator Sample Elevator Sample 
Average 7.547 3.421 
Standard 2.446 1.800 
deviation 
Minimum value 3.360 -0.500 
Maximum value 13.000 7.600 
N 40 83 
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Table 4.13. Distribution of linear discriminant scores for 
sample insolvent and solvent grain elevators 
the 
Insolvent Grain 
Elevator Sample 
Solvent Grain 
Elevator Sample 
Discriminant Number of 
Scores Elevators 
Percent of 
Sample 
Number of 
Elevators 
Percent of 
Sample 
< 0.0 0 0.0 1 1.2 
0.0 - 1.0 0 0.0 6 7.2 
1.1 - 2.0 0 0.0 15 18.1 
2.1 - 3.0 0 0.0 16 19.3 
3.1 - 4.0 3 7.5 12 14.4 
4.1 - 5.0 3 7.5 15 18.1 
5.1 - 6.0 5 12.5 13 15.7 
6.1 - 7.0 8 20.0 4 4.8 
7.1 - 8.0 6 15.0 1 1.2 
8.1 - 9.0 3 7.5 0 0.0 
9.1 - 10.0 6 15.0 0 0.0 
10.1 - 11.0 1 2.5 0 0.0 
11.1 - 12.0 4 10.0 0 0.0 
> 12.0 1 2.5 0 0.0 
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Figure 4.1. Relative frequency of estimated linear discriminant 
scores for the sample grain elevators 
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within the gray area are subject to misclassification. 
Estimation of Misclasslfication Probabilities 
The early warning model based on the estimated five variable 
linear discriminant function model was used to classify the sample 
grain elevators according to the estimated linear ECM classification 
rule defined in equation (3.5). The linear ECM classification rule 
derived in Chapter II is an optimal rule in the sense that it minimizes 
the expected costs of misclassification in the population. However, 
since the parameters of the ECM rule were estimated in this study, the 
resulting rule may not minimize the expected costs of misclassification 
when applied to the population at large. 
The estimated coefficients of the linear discriminant model were 
used to calculate a discriminant score for each of the 123 sample grain 
elevators. A cutoff score, for a given expected cost ratio, was 
calculated by solving equation (3.4) for Z*. The grain elevator was 
classified as insolvent if its calculated discriminant score was 
greater than or equal to the cutoff score. Alternatively, the elevator 
was classified as solvent if its calculated discriminant score was less 
than the cutoff score. A Type I error resulted when an insolvent grain 
elevator was misclassified as a solvent grain elevator. A Type II 
error resulted when a solvent grain elevator was misclassified as an 
insolvent grain elevator. 
One method of evaluating how well the estimated linear 
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discriminant function will perform in future samples is to calculate 
its misclassification probabilities (i.e., Type I and Type II error 
rates). If the population density functions are not known, which was 
the case in this study, the misclassification probabilities must be 
estimated. Two of the three methods discussed in Chapter II were used 
to estimate the probabilities of misclassification in this study. The 
Resubstitution method and the Jackknife method. The Holdout method was 
not employed in this study due to the relatively high costs associated 
with collecting and processing the holdout samples. 
The classification performance of the estimated linear 
discriminant function model depends critically on the choice of the 
prior probabilities and the costs of misclassification. Changes in 
prior probabilities and/or misclassification costs, assuming they are 
not offsetting, will change the ECM cutoff score in equation (3.4). 
Such a change will result in changes in the estimated Type I and Type 
II error rates. Most of the previous studies that developed early 
warning models based on the discriminant function have overlooked the 
importance of priors and costs.Most of these studies either didn't 
mention what prior probabilities or costs of misclassification were 
being used or assumed equal prior probabilities and equal costs of 
misclassification. Thus, the estimated probabilities of 
misclassification reported in these studies may bear little or no 
^^See E. Altman et al. (10, p. 150) and R. Eisenbeis (43, p. 889) 
for a detailed discussion and of this point. 
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resemblance to what can actually be expected in the population at 
large. 
While the actual prior probabilities and/or error costs may not be 
known, alternative combinations of prior probabilities and error costs 
can be constructed and the resulting estimates of the Type I and Type 
II error rates reported. This approach would provide potential users 
of these models with a range of alternatives from which to choose. 
This was the approach taken in this study. The probabilities of 
misclassification were estimated assuming alternative expected cost 
ratios.32 
Table 4.14 lists the cutoff scores (Z*) associated with 
alternative expected cost ratios. The change in cutoff score 
associated with a change in the expected cost ratio was defined in 
equation (3.4). In the case where the ratio of expected costs were 
assumed equal, the cutoff score was equal to the midpoint of the 
average discriminant scores for the two groups, 5.48. A change in the 
expected cost ratio changes the ECM cutoff score. For example, an 
increase in the expected cost ratio will lead to an increase in the 
cutoff score. This, in turn, may lead to a decrease in the estimated 
^^The expected cost of a Type I error is equal to the prior 
probability of belonging to the insolvent elevator population 
multiplied by the actual cost associated with misclassifying an 
insolvent elevator. The expected cost of a Type II error is equal to 
the prior probability of belonging to the solvent elevator population 
multiplied by the actual cost associated with misclassifying a solvent 
elevator. 
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Table 4.14. Cutoff scores (Z*) associated with alternative expected 
cost ratios of the linear discriminant function 
Expected Cost Ratio* Cutoff Score 
[A2C(1|2)/AIC(2|1)] (Z*) 
O.ll 3.29 
0.16 3.67 
0.20 3.90 
0.25 4.10 
0.30 4.28 
0.39 4.54 
0.51 4.82 
0.67 5.08 
0.75 5.20 
0.85 5.32 
0.96 5.44 
1.00 5.48 
1.04 5.52 
1.17 5.64 
1.33 5.77 
1.50 5.89 
1.94 6.15 
2.57 6.43 
3.35 6.69 
4.00 6.87 
4.88 7.07 
6.14 7.30 
8.99 7.68 
*The expected cost ratio defined here is the ratio of expected 
Type II to expected Type I error costs. The expected cost ratio and 
the associated cutoff score (Z*) are defined in equation (3.4). 
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Type II error rate and an Increase in the estimated Type I error rate. 
The expected cost ratios constructed in this study were chosen so that 
the resulting cutoff scores would cover the entire "gray" area. 
The ratio of expected costs ranged from 0.11 to 8.99. An expected 
cost ratio of 0.11 indicates that the expected cost of a Type I error 
is approximately nine times that of a Type II error. An expected cost 
ratio of 8.99 indicates that the expected cost of a Type II error is 
about nine times that of a Type I error. The expected cost ratios, 
0.11 and 8.99, correspond to the extreme cutoff scores that define the 
boundries of overlap in the frequency distributions of linear 
discriminant scores between the two groups. The remaining expected 
cost ratios result in cutoff scores that cover, in a reasonable manner, 
the area between these two boundaries. 
Resubstitution Method 
The Resubstitution method of classification employed the 
classification rule defined in equation (3.5) to classify each of the 
sample grain elevators. The probabilities of misclassification were 
then estimated by computing the proportions of incorrect 
classifications.33 The probability of a Type I error was estimated as 
the proportion of sample grain elevators from the insolvent elevator 
population that were incorrectly classified as members of the solvent 
^^The number and proportion of correct classifications were also 
calculated and reported in this study. 
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elevator population. The probability of a Type II error was estimated 
as the proportion of sample grain elevators from the solvent elevator 
population that were incorrectly classified as members of the insolvent 
elevator population. The overall probability of misclassification was 
estimated as the proportion of sample elevators from both populations 
that were incorrectly classified. 
The Resubstitution method of error estimation tends to understate 
the actual probabilities of misclassification that would be expected in 
future samples. This happens because the data that were used to build 
the classification function were also used to evaluate its performance. 
However, Lachenbruch (70) found that this method does yield reasonably 
reliable estimates of the misclassification probabilities in moderate 
to large samples. 
Tables 4.15 and 4.16 present the classification results using the 
early warning model based on the estimated linear discriminant function 
for each of the alternative cutoff scores listed in Table 4.14. Table 
4.15 presents the classification results in terms of the number and 
percent of correct sample classifications and Table 4.16 illustrates 
the results in terms of the number and percent of incorrect sample 
classifications. The results are also illustrated graphically in 
Figure 4.2. Panel A illustrates the number of correct classifications 
for the solvent and insolvent grain elevators as a function of the 
cutoff score. Panel B depicts the tradeoff between Type I and Type II 
error rates. The cutoff score selected by the decision maker and the 
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Table 4.15. Number and percent of correct classifications using the 
early warning model based on the linear discriminant 
function as a function of the cutoff score 
Correct Sample Classifications^ 
Number Percent 
Cutoff 
Score Insolvent Solvent Insolvent Solvent 
(Z*) Elevators Elevators Total Elevators Elevators Total 
3.29 40 42 82 100.0 50.6 66.7 
3.67 39 46 85 97.5 55.4 69.1 
3.90 37 50 87 92.5 60.2 70.7 
4.10 36 51 87 90.0 61.4 70.7 
4.28 36 54 90 90.0 65.1 73.2 
4.54 36 57 93 90.0 68.7 75.6 
4.82 36 61 97 90.0 73.5 78.9 
5.08 33 67 100 82.5 80.7 81.3 
5.20 31 67 98 77.5 80.7 79.7 
5.32 30 67 97 75.0 80.7 78.9 
5.44 30 68 98 75.0 81.9 79.7 
5.48 29 68 97 72.5 81.9 78.9 
5.52 29 69 98 72.5 83.1 79.7 
5.64 29 73 102 72.5 88.0 82.9 
5.77 29 77 106 72.5 92.8 86.2 
5.89 29 78 107 72.5 94.0 87.0 
6.15 28 78 106 70.0 94.0 86.2 
6.43 28 80 108 70.0 96.4 87.8 
6.69 26 80 106 65.0 96.4 86.2 
6.87 22 81 103 55.0 97.6, 83.7 
7.07 20 82 102 50.0 98.8 82.9 
7.30 20 82 102 50.0 98.8 82.9 
7.68 18 83 101 45.0 100.0 82.1 
^Out of a maximum possible of 40 insolvent and 83 solvent grain 
elevators. 
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Table 4.16. Number and percent of Incorrect classifications using the 
early warning model based on the linear discriminant 
function as a function of the cutoff score 
Incorrect Sample Classifications^ 
Number Percent 
Cutoff 
Score Type lb Type II Total Type I Type II Total 
(Z*) Errors Errors Errors Errors Errors Errors 
3.29 0 41 41 0.0 49.4 33.3 
3.67 1 37 38 2.5 44.6 30.9 
3.90 3 33 36 7.5 39.8 29.3 
4.10 4 32 36 10.0 38.6 29.3 
4.28 4 29 33 10.0 34.9 26.8 
4.54 4 26 30 10.0 31.3 24.4 
4.82 4 22 26 10.0 26.5 21.1 
5.08 7 16 23 17.5 19.3 18.7 
5.20 9 16 25 22.5 19.3 20.3 
5.32 10 16 26 25.0 19.3 21.1 
5.44 10 15 25 25.0 18.1 20.3 
5.48 11 15 26 27.5 18.1 21.1 
5.52 11 14 25 27.5 16.9 20.3 
5.64 11 10 21 27.5 12.0 17.1 
5.77 11 6 17 27.5 7.2 13.8 
5.89 11 5 16 27.5 6.0 13.0 
6.15 12 5 17 30.0 6.0 13.8 
6.43 12 3 15 30.0 3.6 12.2 
6.69 14 3 17 35.0 3.6 13.8 
6.87 18 2 20 45.0 2.4 16.3 
7.07 20 1 21 50.0 1.2 17.1 
7.30 20 1 21 50.0 1.2 17.1 
7.68 22 0 22 55.0 0.0 17.9 
*Out of a maximum possible of 40 insolvent and 83 solvent grain 
elevators. 
^Type I error: classify as solvent when actually insolvent. 
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Figure 4.2. Linear discriminant model resubstitution classification 
results 
Panel A: Percentage of correct classifications as 
a function of the cutoff score 
Panel B: Tradeoff between Type I and Type II error 
rates 
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resulting combination of Type I and Type II error rates depends on the 
expected cost ratio selected. The discussion that follows Is focused 
on the results as they are presented In Table 4.16. 
The results shown In Table 4.16 Indicate that the classification 
performance of the early warning model based on the estimated linear 
discriminant function varied considerably over the range of alternative 
cutoff scores. When a cutoff score of 3.29 was used to classify the 
sample elevators, zero Type I errors and 41 (49.4%) Type II errors were 
committed. At the other extreme, using the cutoff score of 7.68 
resulted in 22 (55.0%) Type I errors and no Type II errors being 
committed. When the cutoff score of 5.48 was used to classify the 
sample elevators, 11 (27.5%) Type I and 15 (18.1%) Type II errors were 
committed. 
The cutoff score chosen by ASCS regulators will depend on the 
agency's estimate of the expected cost of each type of 
misclassification. If the regulator felt that the expected cost of a 
Type I error was about two times the cost of the Type II error the 
agency would choose a cutoff score of 4.82 and expect to commit a Type 
I error ten percent of the time and a Type II error about 27 percent of 
the time. On the other hand, if the regulatory agency felt that the 
expected cost of a Type II error was about twice that of a Type I error 
it would choose a cutoff score of 5.89 and expect to commit a Type I 
error about 27 percent of the time and a Type II error about six 
percent of the time. 
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The information in Tables 4.15 and 4.16 provide ASCS regulatory 
authorities with a variety of alternative cutoff scores from which to 
choose along with an estimate of the associated Type I and Type II 
error rates. There are a number of alternative cutoff selection 
strategies available to the regulator.A reasonable alternative to 
selecting a cutoff score on the basis of expected costs of 
misclassification is to select a cutoff score on the basis of the 
lowest combined Type I and Type II error rates achieved in the sample. 
Using this strategy, the regulator would select a cutoff score where 
the sum or the estimated Type I and Type II error rates were the 
lowest. The lowest combined Type I and Type II error rates achieved in 
this study occurred at the cutoff score of 5.89. Error rates 
associated with this cutoff score were 27.5 percent for Type I and six 
percent for Type II. If we assume that ASCS regulates 4,040 grain 
elevators nationwide and that 40 of them will become insolvent within a 
year, then ASCS regulatory authorities employing the early warning 
model with a cutoff score of 5.89 would be expected to correctly 
identify approximately 29 of the 40 insolvent grain elevators and 3,760 
of the remaining 4,000 solvent grain elevators. 
In general, the early warning model based on the estimated linear 
^^Some of these include; selecting a cutoff score that minimizes 
the Type I or Type II error rate, selecting a cutoff score that 
minimizes the overall error rate, and selecting a cutoff score that 
minimizes the Type I error rate subject to some targeted Type II error 
rate, and vice versa. 
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discriminant function did a reasonably good job of classifying the 
sample grain elevators. A relatively high degree of classification 
accuracy was achieved over a wide range of cutoff scores. The results 
also indicated that, on average, the model did a slightly better job of 
identifying solvent grain elevators then it did insolvent grain 
elevators. On average, 82 percent of the solvent grain elevators and 
75 percent of the insolvent grain elevators were classified correctly. 
The average overall classification accuracy rate of the model was 80 
percent. 
Jacklcnlfe Method 
As discussed in the previous section, the Resubstitution method of 
error estimation tends to understate the actual probabilities of 
raisclassification because the data that were used to build the 
classification function were also used to evaluate its performance. In 
order to assess the degree of bias resulting from the Resubstitution 
method and to estimate the error rates as accurately as the available 
resources would allow, the Jackknife method was employed to estimate 
the probabilities of misclassification. The Jackknife procedure of the 
BMDP (19) statistical package was used to calculate the Jackknife 
estimates of the probabilities of misclassification. 
The Jackknife method, which does not rely on the assumption of 
normality, has been shown to yield very reliable estimates of the 
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probabilities of misclassification.^^ Lachenbruch (70) found that the 
Jackknife estimates of the misclassification probabilities are almost 
completely unbiased. The classification rule in equation (3.5) was 
used to classify the sample grain elevators according to the Jackknife 
procedure outlined in Chapter II. 
The Jackknife estimates of the probabilities of misclassification 
are presented in Table 4.17. The results are presented in terms of the 
number and percent of incorrect Jackknife classifications. The results 
are illustrated graphically in Figure 4.3. 
A comparison of the results in Table 4.17 with the results in 
Table 4.16 found little difference between the Resubstitution and 
Jackknife estimates of the probabilities of misclassification. 
Differences in the error rate estimates between the two methods did 
vary over the range of cutoff scores. However, their estimates were 
separated by less than one percentage point over most of the cutoff 
scores. These were very small differences given the fact that they 
were computed using radically different methods. 
Figure 4.4 illustrates graphically the differences in the 
estimated probabilities between the Resubstitution and Jackknife 
methods. The Jackknife and Resubstitution estimates of the Type I 
error rate were identical in 15 out of the 23 cutoff scores. The 
^^See E. Altman et al. (10, pp. 153-158) for a review of the 
Jackknife (a.k.a. the U method) as well some of the other methods for 
estimating the probabilities of misclassification. 
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Table 4.17. Number and percent of Incorrect Jackknlfe classifications 
using the early warning model based on the linear 
discriminant function as a function of the cutoff score 
Jackknlfe Classifications^ 
Number Percent 
Cutoff 
Score Type lb Type II Total Type I Type II Total 
(Z*) Errors Errors Errors Errors Errors Errors 
3.29 2 42 44 5.0 50.6 35.8 
3.67 3 38 41 7.5 45.8 33.3 
3.90 4 34 38 10.0 41,0 30,9 
4.10 4 32 36 10.0 38.6 29.3 
4.28 4 29 33 10.0 34,9 26.8 
4.54 4 27 31 10,0 32.5 25.2 
4.82 6 22 28 15.0 26.5 22.8 
5.08 9 16 25 22.5 19.3 20.3 
5.20 10 16 26 25.0 19.3 21.1 
5.32 10 16 26 25.0 19.3 21.1 
5.44 11 16 27 27.5 19.3 22.0 
5.48 11 15 26 27.5 18.1 21.1 
5.52 11 15 26 27.5 18.1 21.1 
5.64 11 12 23 27.5 14.5 18.7 
5.77 11 9 20 27.5 10.8 16.3 
5.89 11 6 17 27.5 7.2 13.8 
6.15 12 5 17 30.0 6.0 13.8 
6.43 12 4 16 30.0 4.8 13.0 
6.69 14 3 17 35.0 3.6 13.8 
6.87 18 2 20 45.0 2,4 16.3 
7.07 20 2 22 50.0 2.4 17.9 
7.30 20 1 21 50.0 1.2 17.1 
7.68 22 1 23 55.0 1.2 18.7 
^Out of a maximum possible of 40 Insolvent and 83 solvent grain 
elevators. 
Wype I error: classify as solvent when actually Insolvent. 
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Figure 4.3. Linear discriminant model jackknife classification 
results 
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a function of the cutoff score 
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average difference in the estimate between the two methods was just 
over one percentage point. The Jackknife and Resubstitution estimates 
of the Type II error rate were the same in 11 out of the 23 cutoff 
scores. The average difference in the estimates between the two 
methods was just under one percentage point. The results above 
indicate that the downward bias in the Resubstitution estimates of the 
misclassification probabilities appears to be reasonably small. 
Quadratic Discriminant Function 
The results of Bartlett's homogeneity of variance test conducted 
earlier in the study indicated that the covariance matrices of the 
solvent and insolvent grain elevator populations were not statistically 
identical. As a result, the pooling of group covariance matrices may 
reduce the ability of the early warning model to accurately classify 
based on the linear discriminant function. This would be particularly 
true if the differences in the covariance matrices were substantial. 
Estimation of the discriminant function in quadratic form has been 
recommended in those situations where equal covariance matrices cannot 
be assumed. Therefore, the discriminant function model in quadratic 
form (e.g., ECM classification rule where the covariance matrices were 
not pooled) was estimated and its classification performance compared 
with the results obtained from the linear discriminant function model. 
173 
Estimation of Misclassiflcatlon Probabilities 
An early warning model based on a discriminant function was 
estimated in quadratic form using the five variables listed in Table 
3.12. The model was then used to classify the sample grain elevators 
according to the estimated ECM rule defined in equation (2.19). The 
quadratic ECM rule derived in Chapter II is an optimal rule in the 
sense that it minimizes the expected costs of misclassification in the 
population in those cases where the population covariance matrices are 
not equal. However, since the parameters of the quadratic ECM rule 
were estimated in this study, the resulting rule may not minimize the 
expected costs of misclassification in the population at large. 
The parameters of the quadratic ECM rule defined in equation 
(2.19) were estimated using the Discrim procedure of the Statistical 
Analysis System (96). The twenty estimated coefficients of the 
quadratic discriminant function and the cutoff score were not part of 
the output of the Discrim procedure. The calculation of the quadratic 
coefficients and the cutoff score would be relatively time consuming 
and somewhat expensive. Therefore, they were not presented in this 
study. 
The estimated quadratic classification rule defined in equation 
(2.19) was used to classify each of the sample grain elevators. Each 
of the 123 sample grain elevators were classified as either solvent or 
insolvent depending on the value of their calculated discriminant 
score. The grain elevator was classified as insolvent if its 
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calculated discriminant score was greater than or equal to the cutoff 
score. Alternatively, the elevator was classified as solvent if its 
calculated discriminant score was less than the cutoff score. A Type I 
error resulted when an insolvent grain elevator was misclassified and a 
Type II error would result when a solvent grain elevator was 
misclassified. The probabilities of misclassification were estimated 
using the Resubstitution method described in the previous section. 
Tables 4.18 and 4.19 present the classification results using the 
early warning model based on the estimated quadratic discriminant 
function for each of the alternative expected cost ratios listed in 
Table 4.14.^^ Table 4.18 presents the results in terms of the number 
and percent of correct sample classifications and Table 4.19 shows the 
results in terms of the number and percent of incorrect sample 
classifications. The results are also presented graphically in Figure 
4.5. The discussion that follows is focused primarily on the results 
as they are presented in Table 4.19. 
The results shown in Table 4.19 indicate that the early warning 
model based on the estimated quadratic discriminant function did a 
S^The Jackknife method of estimating the probabilities of 
misclassification of the quadratic discriminant function was not an 
option of any of the publicly available statistical packages at Iowa 
State University. 
^^The cutoff score associated with the alternative expected cost 
ratios were not presented here because they were not provided in the 
output of the Discrim procedure. In addition, two additional expected 
cost ratios, 0.05 and 61.0 were added to those presented earlier so 
that the entire "grey" area would be covered. 
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Table 4.18. Number and percent of correct classifications using the 
early warning model based on the quadratic discriminant 
function as a function of the expected cost ratio 
Correct Sample Classifications^ 
Number Percent 
Expected 
Cost 
Ratio^ 
Insolvent 
Elevators 
Solvent 
Elevators Total 
Insolvent 
Elevators 
Solvent 
Elevators Total 
0.05 40 42 82 100.0 50.6 66.7 
0.11 39 45 84 97.5 54.2 68.3 
0.16 39 47 86 97.5 56.6 69.9 
0.20 39 48 87 97.5 57.8 70.7 
0.25 39 49 88 97.5 59.0 71.5 
0.30 39 50 89 97.5 60.2 72.4 
0.39 39 51 90 97.5 61.5 73.1 
0.51 37. 52 89 92.5 62.7 72.4 
0.67 37 55 92 92.5 66.3 74.8 
0.75 37 56 93 92.5 67.5 75.6 
0.85 37 56 93 92.5 67.5 75.6 
0.96 36 57 93 90.0 68.7 75.6 
1.00 36 58 94 90.0 69.9 76.4 
1.04 36 58 94 90.0 69.9 76.4 
1.17 36 60 96 90.0 72.3 78.0 
1.33 36 64 100 90.0 77.1 81.3 
1.50 36 65 101 90.0 78.3 82.1 
1.94 34 68 102 85.0 81.9 82.9 
2.57 33 71 104 82.5 85.5 84.6 
3.35 28 73 101 70.0 87.9 82.1 
4.00 27 74 101 67.5 89.2 82.1 
4.88 27 74 101 67.5 89.2 82,1 
6.14 27 77 104 67.5 92.8 84.6 
8.99 25 80 105 62.5 96.4 85.4 
61.00 18 83 101 45.0 100.0 82.1 
®Out of a maximum possible of 40 insolvent and 83 solvent grain 
elevators. 
^The cutoff scores that correspond to these ratios can be derived 
by solving equations (2.19) and (2.20). 
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Table 4.19. Number and percent of Incorrect classifications using the 
early warning model based on the quadratic discriminant 
function as a function of the expected cost ratio 
Incorrect Sample Classifications^ 
Number Percent 
Expected^ 
Cost Type I® Type II Total Type I Type II Total 
Ratio Errors Errors Errors Errors Errors Errors 
0,05 0 41 41 0.0 49.4 33.3 
0.11 1 38 39 2.5 45.8 31.7 
0.16 1 36 37 2.5 43.4 30.1 
0.20 1 35 36 2.5 42.2 29.3 
0.25 1 34 35 2.5 41.0 28.5 
0.30 1 33 34 2.5 39.8 27.6 
0.39 1 32 33 2.5 38.5 26.9 
0.51 3 31 34 7.5 37.3 27.6 
0.67 3 28 31 7.5 33.7 25.2 
0.75 3 27 30 7.5 32.5 24.4 
0.85 3 27 30 7.5 32.5 24.4 
0.96 4 26 30 10.0 31.3 24.4 
1.00 4 25 29 10.0 30.1 23.6 
1.04 4 25 29 10.0 30.1 23.6 
1.17 4 23 27 10.0 27.7 22.0 
1.33 4 19 23 10.0 22.9 18.7 
1.50 4 18 22 10.0 21.7 17.9 
1.94 6 15 21 15.0 18.1 17.1 
2.57 7 12 19 17.5 14.5 15.4 
3.35 12 10 22 30.0 12.1 17.9 
4.00 13 9 22 32.5 10.8 17.9 
4.88 13 9 22 32.5 10.8 17.9 
6.14 13 6 19 32.5 7.2 15.4 
8.99 15 3 18 37.5 3.6 14.6 
61.00 22 0 22 55.0 0.0 17.9 
aOut of a maximum possible of 40 insolvent and 83 solvent 
elevators. 
^The cutoff scores that correspond to these ratios can be derived 
by solving equations (2,19) and (2.20). 
^Type I error: c lassify as solvent when actually insolvent 
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Figure 4.5. Quadratic discriminant model resubstitution classification 
results 
Panel A: Percentage of correct classifications as 
a function of the cutoff score 
Panel B: Tradeoff between Type I and Type II error 
rates 
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reasonably good job of classifying the sample grain elevators. 
However, the model did a significantly better job of classifying 
insolvent grain elevators than it did classifying solvent grain 
elevators. The average Type I error rate was 15 percent, while the 
average Type II error rate was 27 percent. The total error rate 
averaged 23 percent. 
Figure 4.6 illustrates the differences in classification 
performance between the estimated quadratic and estimated linear 
discriminant function models over the range of expected cost ratios. 
Panel A compares the Type I error rates. The results indicate that the 
quadratic model did a significantly better job of classifying the 
sample insolvent grain elevators. The average Type I error rate for 
the quadratic model was 15 percent and the average Type I error rate 
for the linear model was 25 percent. On the other hand, the results 
presented in Panel B suggest that the linear model did a significantly 
better job of classifying the sample solvent grain elevators. The 
average Type II error rate for the linear model was 18 percent, while 
the average Type II error rate for the quadratic model was 27 percent. 
The total error rate averaged 20 percent for the linear model and 23 
percent for the quadratic model. 
Figure 4.7 depicts the tradeoff between the Type I and Type II 
error rates for the linear and quadratic discriminant function models. 
A comparison between the two models indicates that the linear model 
dominates the quadratic model (provides lower total misclassification 
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costs) over the range of low Type Il/hlgh Type I combinations while the 
quadratic model dominates the linear model over the range of high Type 
Il/low Type I combinations. The expected cost ratio that minimizes the 
sum of the Type I and Type II error rates was the same for both models, 
1.50. At that point, the linear model misclassified 27 percent of the 
insolvent and six percent of the solvent sample grain elevators while 
the quadratic model misclassified ten percent of the insolvent and 22 
percent of the sample grain elevators. 
The results obtained in this section indicate that the linear 
discriminant function model and the quadratic discriminant function 
model did a reasonably good job of classifying the sample grain 
elevators, In general, the quadratic and linear models yielded 
essentially equal overall accuracy results for the sample 
classifications. However, the two methods differed significantly in 
their ability to classify solvent and insolvent sample grain elevators. 
The quadratic model did a significantly better job of classifying 
insolvent grain elevators than the linear model, while the linear model 
did a significantly better job of classifying solvent grain elevators 
than the quadratic model. 
Logistic Regression Function Model 
As discussed in Chapter II, logistic regression analysis is a 
statistical method that relates the probability of occurrence of an 
outcome or event to one or more explanatory variables through a 
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logistic cumulative distribution function. The fundamental assumption 
of the logistic regression function is that the conditional probability 
of occurrence of an outcome or event is a logistic function of the 
explanatory variables. Unlike the discriminant function model, no 
assumptions need to be made regarding the distributions of the 
explanatory variables. The logit function is robust to distributional 
assumptions and may arise from several alternative sets of 
distributional assumptions.^® The fundamental assumption of the logit 
model appears to fit the insolvency detection problem very well and is 
consistent with expected financial performance of grain elevators under 
conditions of distress. The logistic regression function model defined 
in equation (3.5) of Chapter III was estimated and tested in this 
study. 
This section presents the results obtained from the logistic 
regression function model (i.e., logit model). First, the estimated 
coefficients of the logit model are presented. Next, the results of 
the marginal analysis are discussed. This is followed by a discussion 
of the estimated probabilities of misclassification. The section 
concludes with the presentation of a method for incorporating the 
expected costs of misclassification into the logit analysis. 
^®See J. Anderson (13, p. 19) and J. Press and S. Wilson (94, p. 
699) .  
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Parameter Estimates 
The parameters of the logistic regression function model as 
defined in equation (3.6) were estimated using the Gauss-Newton 
algorithm. The Gauss-Newton algorithm employs an iterative procedure 
to compute maximum likelihood estimates of the model parameters. This 
algorithm was accessed through the BMDP statistical package (19). The 
estimated coefficients of the logistic regression function model are 
presented in Table 4.20. 
Unlike the coefficients of the linear discriminant function model, 
the coefficients of the logit model are unique. Therefore, it is 
possible to interpret the coefficients of the logit model and to test 
whether an individual coefficient is equal to some constant (e.g., 
zero). In addition," the marginal effects can be evaluated for each of 
the independent variables in the logit model. The effects of changes 
in one of the independent variables, ceteris paribus, on the 
conditional probability of grain elevator failure can be estimated for 
any selected level of the independent variables. 
The coefficients of the logit model can be interpreted in the same 
manner they would be interpreted in a multiple linear regression 
equation, where the dependent variable is ln[Pi/(l-Pi)] and where P^ is 
the conditional probability of failure defined in equation (3.6).^^ 
Therefore, the coefficient of an independent variable of the logit 
^^The quantity [Pi/(1-Pi)] is commonly referred to as the "odds 
ratio". 
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Table 4.20. Early warning model estimates using the logistic 
cumulative distribution function 
Independent 
Variable 
Estimated 
Coefficient® 
Estimated 
Standard Error 
Estimated 
T-statistic 
Constant -5 .088 1 .645 -3 .094* 
AWCS -16 .327 7 .164 -2 .279** 
DA 5 .656 1, 995 2, .835* 
ACFD -11, 280 5, ,411 -2, 085** 
AT 0, ,199 0. ,143 1. ,394 
ROA 8. 510 8.476 1. 004 
Likelihood 
Ratio 70. 950* 
^All coefficients are expressed in terms of the outcome of 
insolvency. 
^Significant at the 0.01 level. 
^^Significant at the 0.05 level. 
185 
model can be interpreted as the change in the logarithm of the odds 
ratio associated with a one unit change in the independent variable, 
ceteris paribus. In order to assess the impact of a change in the 
value of an independent variable, ceteris paribus, on the conditional 
probability of failure, equation (2.29) must be employed. 
The results from fitting the early warning model based on the 
logistic regression function to 123 observations are presented in Table 
4.20. The estimated coefficients are expressed in terms of the outcome 
of insolvency. Each coefficient estimates the marginal effect on the 
conditional probability that the grain elevator will become insolvent 
relative to the effect on the probability that the grain elevator will 
not become insolvent. The asymptotic standard errors and associated 
asymptotic T-statistics are also reported for each of the variables in 
the model. 
The results indicate that the estimated logit model was able to 
clearly distinguish elevators belonging to the population of insolvent 
grain elevators from elevators belonging to the population of solvent 
grain elevators. The likelihood ratio statistic, which is a measure of 
the goodness-of-fit of the model, was significant at the 0.01 level. 
The likelihood ratio statistic tests the null hypothesis that the 
specified logistic regression model is the "true" model. That is, 
collectively, the variables specified in the model adequately explain 
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the variation in the log odds ratio. 
The estimated coefficients of AWCS and ACFD were significant at 
the 0.05 level. The estimated coefficient of DA and the estimated 
constant term were significant at the 0.01 level. The variable AWCS 
had the largest marginal effect on the log odds ratio followed by ACFD 
and DA. 
The estimated coefficients of ROA and AT were found to be 
statistically non-significant in the estimated logit model. The non-
significance of the variable AT was not totally unexpected considering 
that the average asset turnover ratio was virtually the same for both 
the solvent and insolvent grain elevator samples. While higher values 
of AT are generally associated with financially sound grain elevators, 
large values of AT can result in firms experiencing financial 
difficulty. For example, elevators experiencing cash flow difficulties 
will often reduce margins to meet urgent cash flow demands at the 
expense of profits. This has the effect of increasing sales relative 
to assets, resulting in a higher asset turnover ratio, while moving the 
elevator toward insolvency at the same time. The non-significance of 
the ROA variable was somewhat surprising considering that the average 
ROA ratio was found to be significantly greater for solvent then 
insolvent grain elevators. One explanation for the non-significance of 
this variable in the logit model is that the individual effect of ROA 
^®See Maddala (80) for a detailed discussion of the likelihood 
ratio statistic. 
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on the conditional probability of insolvency was "masked" by its 
s i g n i f i c a n t l y  h i g h  p o s i t i v e  c o r r e l a t i o n  w i t h  t h e  A C F D  r a t i o . i n  
other words, ACFD dominated ROA in the logit model. One reason for the 
extremely high positive correlation between ROA and ACFD in the 
insolvent group is that the level of debt tends to approach the level 
of assets as grain elevators near insolvency. 
The coefficients of the significant variables had the anticipated 
signs. The estimated coefficient of DA was positive, indicating that 
grain elevators with high debt to asset ratios have a greater 
probability of insolvency. The estimated coefficient of AWCS was 
negative, indicating that an increase in this variable would reduce the 
probability of insolvency. The estimated coefficient of ACFD was 
negative, indicating that increasing this variable would have a 
negative effect on the probability of insolvency. 
The liquidity, cash flow, and financial structure measures, 
individually and collectively, were found to be significant 
distinguishing characteristics of grain elevator financial health. The 
profitability and productivity measures were not significant indicators 
when they were considered along with the rest of the performance 
measures. Individually, low values of AWCS and ACFD and high values of 
DA were associated with grain elevators with a high probability of 
^^The within group correlation coefficient was +0.93 for the 
insolvent group and +0.67 for the solvent group. Each of these were 
significant at the 0.01 level. 
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failure. Alternatively, solvent grain elevators were most likely to 
have high values of AWCS and ACFD and low values of DA. Collectively, 
certain combinations of these ratios were found to effectively 
distinguish solvent from insolvent grain elevators. 
Marginal Analysis 
The individual values of the coefficients in the logit model may 
be interpreted as the change in the logarithm of the odds ratio 
associated with a one unit change in the independent variable, ceteris 
paribus. In order to assess the impact of a change in one of the 
independent variables on the conditional probability of failure, 
ceteris paribus, equation (2.29) must be employed. As discussed in 
Chapter II, the marginal effect of the independent variables in the 
logit model is not constant and must be calculated at selected levels 
of the other independent variables. The marginal effect of each 
independent variable on the conditional probability of failure is 
presented in Table 4.21. 
The marginal effect of each of the independent variables of the 
logit model is calculated at the overall mean values of the other 
independent variables. In this way, marginal effects for the "average" 
grain elevator can be evaluated. The marginal effect can be 
interpreted as the change in the conditional probability of failure 
associated with a one unit change in the Independent variable away from 
its mean while holding the remaining independent variables constant at 
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Table 4.21. Marginal effect of each independent variable on the 
conditional probability of failure^ 
Overall 
Independent Estimated Sample Marginal 
Variable Coefficient Mean Effect^ 
Constant -5 .088* 
AWCS -16 .327** 0 .0139 -0 .559 
DA 5 ,656* 0 .5844 0 .194 
ACFD -11. 280** 0, ,1925 -0. ,386 
AT 0. 199 3. ,7174 0, ,007 
ROA 8. 510 0. 0163 0. 291 
^The estimated marginal effects were evaluated at the overall mean 
values of the independent variables. Equation (2.29) was used to 
calculate these effects. 
^The change in the likelihood of failure associated with a one 
unit change in the independent variable. For example, a 0.01 increase 
in AWCS from its mean is associated with a .00559 (0.559%) decline in 
the likelihood of failure. 
^Significant at the 0.01 level. 
^^Significant at the 0.05 level. 
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their mean values. The marginal effect of each of the significant 
variables of the estimated logit model is discussed below. 
The results in Table 4.21 indicate that of the three independent 
variables found to be significant indicators of grain elevator failure, 
AWCS had the largest marginal effect on the conditional probability of 
failure. The marginal effect of AWCS was -0.559. A 0.01 increase 
(decrease) in AWCS from its mean is associated with a .00559 decrease 
(increase) in the conditional probability of failure for the average 
grain elevator in the sample. 
The variable ACFD had the next largest marginal effect on the 
conditional probability of failure. The marginal effect of ACFD was 
-0.386. A .01 increase (decrease) in ACFD from its mean is associated 
with a .00386 decrease (increase) in the conditional probability of 
failure. 
The variable DA had the smallest marginal effect on the 
conditional probability of failure. The marginal effect of DA was 
0.194. A .01 increase (decrease) in DA from its mean is associated 
with a 0,00194 increase (decrease) in the conditional probability of 
failure. 
The marginal effect of a change in AWCS holding the remaining 
independent variables at their means is graphically illustrated in 
Figure 4.8. The figure depicts the sigmoid relationship between the 
variable AWCS and the conditional probability of failure holding the 
remaining variables constant at their means. 
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Figure 4.8. Change in the likelihood of failure associated with 
changes in the adjusted working capital to sales ratio 
holding the remaining Independent variables of the 
logistic regression model at their means 
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The overall mean of AWCS in the sample was 0.0139. This value 
falls in the lower tail of the logistic cumulative distribution 
function. The marginal effects calculated in either tail of the 
distribution were quite small compared to the marginal effects 
calculated close to the "threshold" or "breaking point" of the 
distribution. This is the point on the logistic cumulative 
distribution function where the probability of failure becomes very 
likely but away from which the probability of failure changes only 
slightly. 
The breaking point for the variable AWCS in Figure 4.8 was -0.187. 
The steepest slope on the logistic cumulative distribution function is 
where in equation (3.6) is equal to zero. At this point, the 
estimated conditional probability of failure is 0.50. The threshold 
value of AWCS was determined by solving the estimated linear equation 
;9'Xi - 0 for the variable AWCS, given the constant term and the 
remaining independent variables evaluated at their means. The 
"average" grain elevator with an AWCS ratio close to the breaking point 
of -0.187 should be evaluated very carefully by regulatory authorities. 
A small decline in the elevator's AWCS ratio would result in a 
significant increase in the probability failure. 
Threshold values can be calculated for each of the independent 
variables of the logit model. They can be calculated using a number of 
different linear combinations of values for the remaining non-threshold 
variables. Threshold values can provide regulatory authorities with 
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additional useful information regarding the financial health and 
stability of the grain elevators under their regulation. 
Estimation of Mlsclassification Probabilities 
The early warning model based on the five variable logistic 
regression function model was used to classify the sample grain 
elevators according to the estimated classification rule defined in 
equation (3.7). Unlike the discriminant function model, the 
classification rule defined in equation (3.7) is not an optimal rule in 
the sense that it minimizes the expected costs of mlsclassification in 
the population. However, classification results are expected to 
provide reasonably accurate estimates of population mlsclassification 
probabilities. Therefore, in this study, the sample grain elevators 
from each population were classified and their mlsclassification 
probabilities estimated using a number of cutoff probability scores 
(P*) falling between zero and one. 
The estimated coefficients of the logit model were used to 
estimate the conditional probability of failure for each of the 123 
sample grain elevators. The grain elevator was classified as insolvent 
if its estimated conditional probability of failure was greater than or 
equal to the cutoff score. On the other hand, the grain elevator was 
classified as solvent if its estimated conditional probability of 
failure was less than the cutoff score. A Type I error resulted when 
an insolvent grain elevator was misclassified as a solvent grain 
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elevator. A Type II error resulted when a solvent grain elevator was 
misclassified as an insolvent grain elevator. 
The estimated logit model was used to estimate the conditional 
probability of failure for each of the sample grain elevators in the 
study. The conditional probability of failure estimate can be 
interpreted as the probability that the grain elevator will become 
insolvent within a year given the grain elevator's AWCS, DA, ACFD, ROA 
and AT ratio. Selected characteristics of the probability of failure 
estimates are presented in Table 4.22. 
The average estimated probability of failure for the insolvent 
group was 0.718 and the average estimated probability of failure for 
the solvent group was 0,136. The standard deviation of the estimated 
probabilities was 0.300 for the insolvent group and 0.188 for the 
solvent group. Like the discriminant scores, the estimated 
probabilities were more variable in the insolvent group then they were 
in the solvent group. The estimated probabilities of failure ranged 
from 0.020 to 0.998 for the insolvent grain elevators and from less 
than O.lE-08 to 0.736 for the solvent grain elevators. 
Table 4.23 presents the frequency distributions of the estimated 
conditional probabilities for the two groups. Each distribution is 
also illustrated graphically in Figure 4.9. The estimated 
probabilities for the two groups were concentrated primarily in the 
tails of the frequency distributions. Approximately 60 percent of the 
insolvent grain elevator sample had estimated probabilities of failure 
195 
Table 4.22. Selected characteristics of the conditional probability of 
failure estimates, Insolvent and solvent grain elevator 
samples 
Measure 
Insolvent Grain 
Elevator Sample 
Solvent Grain 
Elevator Sample 
Average 0.718 0.136 
Standard 
deviation 
0.300 0.188 
Minimum value 0.020 a 
Maximum value 0.998 0.736 
N 40 83 
*The minimum conditional probability estimate for the sample of 
solvent grain elevators was less than O.lE-08. 
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Table 4.23. Distribution of estimated conditional probabilities of 
failure for the sample insolvent and solvent grain 
elevators using the logistic regression model 
Insolvent Grain Solvent Grain 
Elevator Sample Elevator Sample 
Estimated 
Conditional Number of Percent of Number of Percent of 
probabilities Elevators Sample Elevators Sample 
0 .00 - 0, 10 2 5.0 53 63.9 
0 .11 - 0, 20 1 2.5 7 8.4 
0 .21 - 0. 30 3. 7.5 8 9.6 
0 .31 - 0. 40 0 0.0 6 7.2 
0, .41 - 0. 50 4 10.0 4 4.8 
0, ,51 - 0. 60 4 10.0 2 2.4 
0, ,61 - 0. 70 2 5.0 2 2.4 
0. ,71 - 0. 80 1 2.5 1 1.3 
0. 81 - 0. 90 6 15.0 0 0.0 
0. 90 - 1. 00 17 42.5 0 0.0 
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Figure 4.9. Relative frequency of probabilities of failure for the 
sample grain elevators estimated by the logistic 
regression model 
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exceeding 80 percent. On the other hand, close to 75 percent of the 
solvent grain elevator sample had estimated probabilities of failure 
less than 20 percent. Only six percent of the solvent grain elevators 
had estimated probabilities of failure greater than 50 percent, while 
25 percent of the insolvent grain elevators had estimated probabilities 
of failure less than 50 percent. Since the majority of estimated 
probabilities of failure were in the lower end of the distribution for 
the solvent grain elevators and in the higher end of the distribution 
for the insolvent grain elevators, the estimated probabilities of 
misclassification using the logit model were expected to be reasonably 
small over a wide range of cutoff scores. 
The Resubstitution method of classification employing the 
classification rule defined In equation (3.7) was used to estimate the 
probabilities of misclassification.^2 The probability of a Type I 
error was estimated as the proportion of sample grain elevators from 
the Insolvent elevator population that were incorrectly classified as 
members of the solvent elevator population. The probability of a Type 
II error was estimated as the proportion of sample grain elevators from 
the solvent elevator population that were incorrectly classified as 
members of the Insolvent elevator population. The overall probability 
of misclassification was estimated as the proportion of sample 
^^The Jackknife method of estimating the misclassification 
probabilities of the logit model was not an option of any of the 
publicly available statistical packages at Iowa State University. 
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elevators from both populations that were incorrectly classified.^3 
Tables 4.24 and 4.25 present the classification results using the 
early warning model based on the logistic regression function for each 
of the 24 cutoff probability scores (P*).44 Table 4.24 presents the 
results in terms of the number and percent of correct sample 
classifications and Table 4.25 shows the results in terms of the number 
and percent of incorrect sample classifications. The results are also 
presented graphically in Figure 4.10. The discussion that follows will 
focus primarily on the results as they are shown in Table 4.25, 
The results presented in Table 4.26 show that the Type I and Type 
II error rates vary considerably over the range of selected cutoff 
scores. Using a cutoff score of 0,008, zero Type I errors and 52 
(62.6%) Type II errors were commited. At a cutoff score of 0.458, 
eight (20%) Type I errors and eight (9.6%) Type II errors were 
committed. Type I errors exceed Type II errors for cutoff scores 
greater than 0,458. When a cutoff score of 0.758 was employed, 17 
(42.5%) Type I errors and zero Type II errors were committed. 
In general, the early warning model based on the logistic 
regression function did a reasonably good job of classifying the sample 
^^The reader is reminded that the Resubstitution method of error 
estimation tends to understate the "true" population error rates. 
^^Classification of the sample grain elevators was conducted for 
each of 24 cutoff probability scores. This procedure was on option of 
the BMDP statistical package. The specific cutoff scores used for 
classification were determined internally by the BMDP program and they 
covered the area of overlap in scores between the two groups. 
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Table 4,24. Number and percent of correct classifications using the 
early warning model based on the logistic cumulative 
distribution function as a function of the cutoff score 
Correct Sample Classifications* 
Number Percent 
Cutoff 
Score 
(P*) 
Insolvent 
Elevators 
Solvent 
Elevators Total 
Insolvent 
Elevators 
Solvent 
Elevators Total 
0.008 40 31 71 100.0 37.4 57.7 
0.025 39 39 78 97.5 47.0 63.4 
0.058 39 47 86 97.5 56.6 69.9 
0.092 38 51 89 95.0 61.5 72.4 
0.125 38 54 92 95.0 65.1 74.8 
0.158 37 58 95 92.5 69.9 77.2 
0.192 37 60 97 92.5 72.3 78.9 
0.225 37 61 98 92.5 73.5 79.7 
0.258 35 62 97 87.5 74.7 78.9 
0.292 34 68 102 85.0 81.9 82.9 
0.325 34 68 102 85.0 81.9 82.9 
0.358 34 70 104 85.0 84.3 84.6 
0.392 34 74 108 ' 85.0 89.2 87.8 
0.425 33 74 107 82.5 89.2 87.0 
0.458 32 75 107 80.0 90.4 87.0 
0.492 30 78 108 75.0 94.0 87.8 
0.525 29 79 108 72.5 95.2 87.8 
0.558 27 80 107 67.5 96.4 87.0 
0.592 26 80 106 65.0 96.4 86.2 
0.625 26 81 107 65.0 97.6 87.0 
0.658 26 81 107 65.0 97.6 87.0 
0.692 24 81 105 60.0 97.6 85.4 
0.725 24 82 106 60.0 98.8 86.2 
0.758 23 83 106 57.5 100.0 86.2 
*Out of a maximum possible of 40 insolvent and 83 solvent grain 
elevators. 
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Table 4.25. Number and percent of Incorrect classifications using the 
early warning model based on the logistic cumulative 
distribution function as a function of the cutoff score 
Incorrect Sample Classifications* 
Number Percent 
Cutoff 
Score Type lb Type II Total Type I Type II Total 
(P*) Errors Errors Errors Errors Errors Errors 
.008 0 52 52 0.0 62.6 42.3 
.025 1 44 45 2.5 53.0 36.6 
.058 1 36 37 2.5 43.4 30.1 
.092 2 32 34 5.0 38.5 27.6 
.125 2 29 31 5.0 34.9 25.2 
.158 3 25 28 7.5 30.1 22.8 
.192 3 23 26 7.5 27.7 21.1 
.225 3 22 25 7.5 26.5 20.3 
.258 5 21 26 12.5 25.3 21.1 
.292 6 15 21 15.0 18.1 17.1 
.325 6 15 21 15.0 18.1 17.1 
.358 6 13 19 15.0 15.7 15.4 
.392 6 9 15 15.0 10.8 12.2 
.425 7 9 16 17.5 10.8 13.0 
.458 8 8 16 20.0 9.6 13.0 
.492 10 5 15 25.0 6.0 12.2 
.525 11 4 15 27.5 4.8 12.2 
.558 13 3 16 32.5 3.6 13.0 
.592 14 3 17 35.0 3.6 13.8 
.625 14 2 16 35.0 2.4 13.0 
.658 14 2 16 35.0 2.4 13.0 
.692 16 2 18 40.0 2.4 14.6 
.725 16 1 17 40.0 1.2 13.8 
.758 17 0 17 42.5 0.0 13.8 
*Out of a maximum possible of 40 insolvent and 83 solvent grain 
elevators. 
^Type I: classify as solvent when actually insolvent. 
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results 
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a function of the cutoff score 
Panel B: Tradeoff between Type I and Type II error 
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grain elevators. The model was able to classify both insolvent and 
solvent grain elevators with a high degree of accuracy over a 
relatively wide range of alternative cutoff scores. The total 
classification error rate was under 20 percent in 15 of the 24 
classifications. The Type I and Type II error rates were under 20 
percent, simultaneously, in 20 percent of the classifications. The 
lowest combined Type I and Type II error rates achieved in the sample 
occurred at the cutoff score of 0.392. At this cutoff score, 15 
percent of the insolvent grain elevators and 11 percent of the solvent 
grain elevators were misclassified. 
The logit model was very well balanced with respect to its ability 
to accurately classify solvent and insolvent grain elevators. The Type 
I error rate and Type II error rate both averaged about 19 percent. 
The overall classification error rate also averaged 19 percent. 
The classification results presented in Tables 4.24 and 4.25 
assumed that the expected costs of a Type I and Type II error were 
equal. The classification rule defined in equation (3.7) implicitly 
assumed that the expected Type I and Type II error costs were 
symmetric. No optimal ECM rule has been developed for the logit model. 
However, in this study, a cutoff score selection strategy based on 
alternative expected cost ratios was developed and incorporated into 
the analysis.45 This strategy involves the selection of a cutoff score 
^^The expected costs of misclassification were assumed to vary 
only with the type of classification error. 
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(P*) by regulatory authorities that minimizes the sum of the expected 
Type I and Type II error costs In the sample. 
The expected cost ratios listed in Table 4.14 and the estimated 
Type I and Type II error rates in Table 4.25 were used to calculate the 
total expected cost of mlsclasslficatlon defined in equation (2.14). 
For a given expected cost ratio, the total cost of mlsclasslficatlon 
was calculated for each of the 24 cutoff probability scores covering 
the "grey" area. The cost minimizing cutoff score was the one that 
minimized the sum of the expected Type I and Type II error costs in the 
sample. A cost minimizing cutoff score was calculated for each of the 
expected cost ratios listed in Table 4.14. 
The cost minimizing cutoff probability scores associated with the 
alternative expected cost ratios and resulting Type I and Type II error 
rates are presented in Table 4,26. The results indicated that the cost 
minimizing cutoff probability score was relatively stable over the 
range of alternative expected cost ratios. For instance, the cost 
minimizing cutoff score of 0.392 did not change as the expected cost 
ratio changed from 0.51 to 1.94. The expected Type I and Type II error 
rates associated with this cost minimizing cutoff score were 15 percent 
and 10.8 percent, respectively. In addition, the cost minimizing 
cutoff score remained unchanged at 0.758 as the expected cost ratio 
changed from 3.35 to 8.99. Using a cutoff score of 0.758, 42.5 percent 
of the insolvent elevators and none of the solvent grain elevators were 
misclassified. 
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Table 4.26. Cutoff scores for the estimated logit model resulting 
from minimizing the sum of the expected Type I and 
Type II error costs over the sample grain elevators 
Expected^ 
Cost 
Ratio 
Cost Minimizing 
Cutoff Score^ 
(P*) 
Incorrect Samole Classifications® 
Percent 
Type I Type II 
Errors® Errors 
0.11 .008 0.0 62.6 
0.16 .058 2.5 43.4 
0.20 .058 2.5 43.4 
0.25 .058 2.5 43.4 
0.30 .225 7.5 26.5 
0.39 .225 7.5 26.5 
0.51 .392 15.0 10.8 
0.67 .392 15.0 10.8 
0.75 .392 15.0 10.8 
0.85 .392 15.0 10.8 
0.96 .392 15.0 10.8 
1.00 .392 15.0 10.8 
1.04 .392 15.0 10.8 
1.17 .392 15.0 10.8 
1.33 .392 15.0 10.8 
1.50 .392 15.0 10.8 
1.94 .392 15.0 10.8 
2.57 .525 27.5 4.8 
3.35 .758 42.5 0.0 
4.00 .758 42.5 0.0 
4.88 .758 42.5 0.0 
6.14 .758 42.5 0.0 
8.99 .758 42.5 0.0 
*Out of a maximum possible of 40 insolvent and 83 solvent 
elevators. 
^See Table 4.14 for a definition of the expected cost ratio, 
^The cutoff score that minimized the sum of the expected Type I 
and Type II error costs over the sample given the associated expected 
cost ratio. 
^Type I error: classify as solvent when actually insolvent. 
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The cutoff score selected by regulatory authorities will depend on 
their estimate of the expected costs of mlsclasslfylng a solvent grain 
elevator relative to the expected cost of mlsclasslfylng an Insolvent 
grain elevator. If the regulatory agency determined that the expected 
cost of a Type I error was between four and six times the expected cost 
of a Type II error, It would choose a cutoff score of 0.058 and expect 
to mlsclasslfy an Insolvent grain elevator about three percent of the 
time and mlsclasslfy a solvent grain elevator about 43 percent of the 
time. If the regulatory agency determined that the expected cost of a 
Type I error was between half the size and twice the size of the 
expected Type II error, it would choose a cutoff score of 0.392 and 
expect to commit a Type I error 15 percent of the time and a Type II 
error about 11 percent of the time. If the regulatory agency 
determined that the expected cost of a Type II error was greater than 
four times the expected cost of a Type I error, it would choose a 
cutoff score of 0.758 and expect to commit a Type I error about 43 
percent of the time without committing a single Type II error. 
The cost minimizing cutoff score of 0.392 corresponded to a large 
number of expected cost ratios. The 0.392 cutoff score minimized the 
sum of the expected costs of misclassification in the sample for those 
expected cost ratios between 0.51 and 1.94. Included in this range was 
the expected cost ratio where the expected cost of a Type I error and 
the expected cost of a Type II error were equal. In addition, this 
cutoff score corresponded to the cutoff score that minimized the sum of 
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the Type I and Type II error rates in the sample. Thus, the strategy 
of selecting the cutoff score that minimized the sum of the Type I and 
Type II error rates corresponded to the strategy of selecting the 
cutoff score that minimized the sum of the Type I and Type II error 
costs in those cases where the expected cost ratio fell between 0.51 
and 1.94. 
The estimated Type I and Type II error rates associated with the 
cutoff score of 0.392 were 15 percent and 11 percent, respectively. 
Assuming that ASCS regulates approximately 4,040 grain elevators 
nationwide and that 40 of them will become insolvent within a year, 
then ASCS regulatory authorities employing the early warning model with 
a cutoff score of 0.392 would be expected to correctly identify 34 out 
of the 40 insolvent grain elevators and 3,560 of the remaining 4,000 
solvent grain elevators. 
In general, the early warning model based on the estimated 
logistic regression function did a reasonably good job of classifying 
the sample grain elevators. The logit model was extremely well 
balanced with respect to its ability to accurately classify solvent and 
insolvent grain elevators. On average, the estimated logit model 
correctly classified 81 percent of the solvent and 81 percent of the 
insolvent grain elevators in the study. 
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Comparison of Model Performance 
Three early warning models for grain elevator insolvency were 
estimated and tested in this study. Two models were based on 
discriminant functions ; one linear and the other quadratic, The third 
model was based on a logistic cumulative distribution function. The 
ultimate purpose of these models would be to forwarn regulatory 
authorities of impending grain elevator insolvency one year in advance. 
The performance of each model was evaluated in terms of their 
estimated probabilities of misclassification.^^ Estimates of the 
probabilities of misclassification provide some indication of how well 
the early warning models will perform when they are used to evaluate 
future samples. 
The classification performance of the three early warning models 
estimated in this study varied considerably depending on the cutoff 
score or expected cost ratio used for classification. A different 
combination of estimated Type I and Type II error rates were associated 
with each cutoff score within a given model. The cutoff score used for 
classification in future samples will be selected by regulatory 
authorities responsible for monitoring the financial condition of 
regulated grain elevators. The cutoff score selected by regulatory 
authorities will depend to a large extent on the regulators' estimate 
of the relative expected costs of misclassification. In addition, they 
^^The Resubstitution method was used to estimate the 
misclassification probabilities. 
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are also likely to consider the tradeoffs between the estimated Type I 
and Type II error rates associated with each cutoff score. In this 
way, regulatory authorities can evaluate the examination resource needs 
associated with each of the expected classification outcomes. 
A comparison of model performance based on the tradeoffs between 
the estimated Type I and Type II error rates over the entire range of 
classification was considered to be a reasonable method for comparing 
the classification performance of the three models. Particularly if 
the expected costs of misclassification are not equal. A variant of 
this method was employed in a number of previous studies where model 
comparison was based on the minimum combined Type I and Type II error 
rates.47 
The results of in-sample testing of the three early warning models 
indicated that each model did a reasonably good job of classifying the 
sample grain elevators. The average overall classification performance 
was not significantly different between the three early warning models. 
The average overall classification error rate for the linear 
discriminant model, the quadratic discriminant model, and the logit 
model was 20%, 23%, and 19%, respectively. While the overall 
classification performance of the models did not differ significantly, 
the average Type I and Type II error rates differed substantially 
across the three early warning models. In other words, none of the 
^^See J. Ohlson (89) and C. Zangren (119). 
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models classified solvent elevators and insolvent elevators with the 
same degree of accuracy. 
A comparison of the classification performance of the early 
warning models based on the linear and quadratic discriminant functions 
was presented previously in this chapter. The tradeoff between Type I 
and Type II error rates for each model was graphically illustrated in 
Figure 4.7. A comparison between the two models indicated that the 
linear model outperformed the quadratic model over the range of low 
Type Il/high Type I combinations while the quadratic model outperformed 
the linear model over the range of high Type Il/low Type I 
combinations. The linear discriminant model did a significantly better 
job of classifying solvent grain elevators than the quadratic 
discriminant model, while the quadratic discriminant model did a 
significantly better job of classifying insolvent grain elevators than 
the linear discriminant model. 
Figure 4.11 compares the classification performance of the 
logistic regression model with the classification performance of the 
linear and quadratic discriminant models. Panel A depicts the tradeoff 
between the Type I and Type II error rates for the logistic regression 
model and the linear discriminant model. Panel B depicts the tradeoff 
between the Type I and Type II error rates for the logistic regression 
model and the quadratic discriminant model. 
The results shown in Panel A of Figure 4.11 indicate that the 
logit model outperformed the linear discriminant model over most of the 
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range of classification. In fact, the estimated Type I and Type II 
error rate combinations for the logit model were less than or equal to 
each of the estimated Type I and Type II error rate combinations for 
the linear discriminant model except where the estimated Type I error 
rate was zero. When the Type I error rate was zero, the Type II error 
rate for the logit model was about ten percentage points higher than 
the Type II error rate for the linear discriminant model. 
The results in Panel B of Figure 4.11 indicate that the logit 
model outperformed the quadratic discriminant model over most of the 
range of classification. The Type I and Type II error rate 
combinations for the logit model were less than or equal to the Type I 
and Type II error rate combinations for the quadratic discriminant 
model in all but a few cases. In two cases, less than two percentage 
points separated the Type II error rates of the two models. When the 
Type I error rate was zero, the Type II error rate for the logit model 
was about ten percentage points higher than the Type II error rate for 
the quadratic discriminant model. 
The results indicate that the early warning model based on the 
logistic regression function model generally outperformed the other two 
models in the study. If regulatory authorities were only interested in 
minimizing the Type I error rate (i.e., zero Type I error rate) the 
application of the linear or quadratic discriminant models would yield 
a lower expected Type II error rate than the logit model. However, 
regulatory authorities are typically interested in obtaining a 
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reasonable balance between the expected Type I and Type II error rates. 
The classification performance of the logit model was shown to be 
better balanced than the other two models in terms of its ability to 
accurately classify both solvent and insolvent grain elevators. 
Therefore, the early warning model based on the logistic regression 
function would be expected to outperform both the linear and quadratic 
discriminant models for purposes of detecting grain elevator 
insolvencies. 
No attempt was made to compare, in detail, the results obtained in 
this study with the results obtained in previous studies of insolvency 
detection. Direct comparisons of model performance between studies was 
not attempted because important differences in research methods, time 
periods, independent variables, error rate estimation procedures, and 
types of businesses would make such performance comparisons 
meaningless. However, in general, the classification results of the 
early warning models estimated in this study compare favorably with 
most of the previous studies reporting relatively high classification 
accuracy rates.In addition, the three early warning models 
estimated in this study generally outperformed the models estimated by 
Siebert (99). 
^®See E. Altman et al. (9), R. Edmister (41), P. Meyer and H. 
Pifer (84), and J. Ohlson (89). 
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CHAPTER V. SUMMARY AND CONCLUSIONS 
Summary 
The ability to accurately assess the financial soundness of grain 
elevators has become an increasingly important task for regulatory 
authorities. Recent changes in both the general economy and the 
agricultural economy during the early and mid-1980s have created 
financial stress in parts of the grain sector. These changes and the 
resulting increases in the number of grain elevator insolvencies have 
caused regulators to seek improved means to judge the financial health 
of grain elevators. 
The purpose of this study was to develop a reliable early warning 
model to assist regulatory authorities in identifying financially 
troubled country grain elevators in the United States. Implementation 
of a reliable early warning model would enable regulatory authorities 
to 1) improve the scheduling of grain elevator financial examinations, 
2) more objectively evaluate the elevator's financial condition, 3) 
screen grain elevators wishing to obtain a federal warehouse license or 
store Commodity Credit Corporation grain, and 4) more accurately assess 
the financial condition and risk of insolvency of each grain elevator 
under their regulation. By strengthening financial review procedures 
for high risk elevators, regulatory authorities could significantly 
increase the protection provided to farmers and other grain elevator 
creditors. 
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A review of the literature related to the topic of this study 
indicated that most of the research during the past twenty years was 
concerned with the development of early warning models for detecting 
non-agricultural business failure. Most of these studies focused on 
the estimation and testing of multivariate statistical models which 
were based, for the most part, on financial ratios. 
In the past ten years, research has been conducted in an attempt 
to develop early warning models specifically tailored to the grain 
industry. The research of Siebert (99) was the first to focus on the 
development of early warning models for agricultural businesses. 
Siebert's research represented an important first step in the 
development of a reliable method for identifying potential grain 
elevator failures. However, there were a number of weaknesses in 
Siebert's research that limited the effectiveness of his models. Two 
of the more serious weaknesses were: 1) the use of incomplete and 
possibly inaccurate financial information for the bankrupt elevator 
sample and 2) the non-random selection of a relatively small sample of 
bankrupt grain elevators. Extensive field testing of Siebert's models 
by AMS and ASCS officials indicated that they were not very successful 
in distinguishing financially sound ASCS elevators from financially 
unsound ASCS elevators. As a result, none of the early warning models 
developed by Siebert were ever adopted by ASCS regulatory authorities. 
This study overcame some of the more serious weaknesses of 
Siebert's research. For example, the most complete and accurate 
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financial information currently available was used in the study. The 
independent variables were constructed from audited or reviewed 
financial statements. In addition, the relatively large samples of 
solvent and insolvent grain elevators used in this study were 
representative of the populations from which they were selected. An 
attempt was made in this study to develop a more reliable method for 
assessment of financial condition and risk of insolvency in grain 
elevators. 
Two multivariate statistical techniques were used in developing 
the early warning models in this study: discriminant analysis and 
logistic regression analysis. Each of these techniques have been 
employed, with varying degrees of success, in previous studies of 
insolvency detection. At the present time, they are the most commonly 
used statistical techniques employed for insolvency detection. 
In order to develop a reliable and accurate early warning model, 
characteristics that are effective in distinguishing financially sound 
grain elevators from financially unsound grain elevators must be 
identified and measured. Five variables, each measuring a different 
dimension of grain elevator performance, were selected for inclusion in 
the early warning models developed in this study. Each variable was 
constructed from information contained in the elevator's financial 
statement. The variables for the insolvent grain elevators were 
constructed from financial statements approximately one year prior to 
failure. The variables for the solvent grain elevators were 
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constructed from financial statements during a contemporaneous time 
period. The following variables were included: an adjusted working 
capital to sales ratio, the debt to assets ratio, an adjusted cash flow 
to debt ratio, the asset turnover ratio, and the return on assets 
ratio. 
The variables listed above, individually and collectively, were 
hypothesized to be important indicators of the financial health of 
grain elevators. Therefore, significant differences were expected to 
exist in these variables between financially sound and financially 
unsound grain elevators. Univariate and multivariate statistical tests 
were conducted to determine if statistically significant differences in 
the measured characteristics existed between the two groups. 
Three early warning models were estimated and tested in this 
study. Two models were based on discriminant functions: one linear 
and the other quadratic. The third model was based on a logistic 
regression function. The purpose of these models would be to forwarn 
regulatory authorities of impending grain elevator insolvency one year 
in advance. 
The early warning model based on the estimated five variable 
linear discriminant function was used to classify the sample grain 
elevators according to the estimated linear expected cost of 
misclassification rule. The Resubstitution and Jackknife methods were 
used to estimate the misclassification probabilities. The 
misclassification probabilities were estimated assuming alternative 
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expected cost ratios. 
The results of a homogeneity of variance test indicated that the 
covariance matrices of the two groups were not equal. As a result, an 
early warning model based on the estimated five variable quadratic 
discriminant function was used to classify the sample grain elevators 
according to the estimated quadratic ECU rule. The Resubstitution 
method was used to estimate the misclassification probabilities. The 
probabilities were estimated assuming alternative expected cost ratios. 
The early warning model based on the five variable logistic 
regression function was estimated and tested. The estimated 
coefficients of the parameters of the model were tested both 
individually and collectively for statistical significance. The 
marginal effect of the independent variables were estimated and 
examined. The early warning model was used to classify the sample 
grain elevators. Since no optimal classification rule had been 
developed for the logistic regression model, the sample grain elevators 
were classified and their misclassification probabilities estimated 
using the Resubstitution method. Classification was conducted using 
cutoff probability scores ranging between zero and one. 
Finally, the performance of the early warning model based on the 
logistic regression function was compared with the performance of the 
early warning models based on the linear and quadratic discriminant 
functions. The performance of each model was evaluated in terms of its 
estimated probabilities of misclassification. Specifically, the 
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comparison of model performance was based on the tradeoffs between the 
estimated Type I and Type II error rates over the range of 
classification. 
Conclusions 
The early warning models developed in this study did a very 
credible job of distinguishing solvent grain elevators from insolvent 
grain elevators. The results of in-sample testing of these models as 
tools for classifying ASCS regulated grain elevators as solvent or 
insolvent appear very promising. Each model was capable of classifying 
at least 85 percent of the sample grain elevators correctly. 
The results indicated that independent variables based on the 
financial ratios constructed in this study contained useful information 
regarding the financial health of grain elevators. Most of the 
independent variables included in this study were good discriminators 
of grain elevator financial health. Differences in the individual 
variable means between the two groups were found to be significant, and 
in the direction hypothesized, for each variable except the asset 
turnover ratio. The variables measuring grain elevator liquidity, cash 
flow, and financial structure were found to be the best discriminators 
of financial health. One of the most important findings was that the 
variable profiles were significantly different between the two groups. 
This meant that collectively, the independent variables significantly 
separated the solvent grain elevator population from the insolvent 
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grain elevator population. This was a necessary condition for the 
development of an effective early warning model. 
The classification performance of the early warning models 
developed in this study varied considerably over the range of cutoff 
scores. Substantial differences in the estimated classification error 
rates occurred with different cutoff scores. In addition, changes in 
the classification error rates associated with a change in the cutoff 
score varied across cutoff scores and models. These findings indicate 
that the selection of a cutoff score for classification and the 
selection of a model should be evaluated very carefully against the 
objectives pursued by regulatory agencies. 
The classification performance of the early warning model based on 
the linear discrimiriant function appeared to be robust to violations in 
two of the basic assumptions of the model: multivariate normality and 
equal covariance matrices. The classification error rates estimated by 
the Jackknife method, which does not depend on the assumption of 
multivariate normality, were essentially the same as those obtained 
using the Resubstitution method. The violation of the assumption of 
multivariate normality did not appear to seriously affect the 
classification performance of the model. 
In addition, the early warning model based on the discriminant 
function estimated in quadratic form did not significantly improve the 
models classification performance. The violation of the assumption of 
equal covariance matrices did not adversely affect the classification 
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performance of the early warning model based on the linear discriminant 
function. 
The estimated Type I and Type II error rates were found to differ 
significantly between the early warning models developed in this study. 
In other words, the models did not classify solvent grain elevators and 
insolvent grain elevators with the same degree of accuracy. The early 
warning model based on the quadratic discriminant function did the best 
job of classifying the insolvent grain elevators. The other two early 
warning models classified solvent grain elevators equally well and 
significantly better than the early warning model based on the 
quadratic discriminant function. The early warning model based on the 
logistic regression function was more balanced than the other early 
warning models with respect to its ability to accurately classify both 
solvent and insolvent grain elevators. 
A comparison of model performance based on the tradeoffs between 
the estimated Type I and Type II error rates was conducted in this 
study. The results indicated that the early warning model based on the 
logistic regression function generally outperformed the other two early 
warning models developed in this study. The early warning model based 
on the logistic regression function constituted an effective regulatory 
tool with a reasonably good balance between Type I and Type II error 
rates. 
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Further Research 
A number of limitations were encountered during the course of this 
study which suggest several areas of further research. Each 
limitation, if overcome, could improve the effectiveness of early 
warning models for grain elevator failure. Some of the more fertile 
areas of research are described below. 
Research that attempts to develop a theory of grain elevator 
insolvency would provide needed assistance in identifying important 
variables for inclusion in the early warning models. In the absence of 
such a theory, variable selection will most likely be based on prior 
empirical evidence and intuitive judgements about important 
relationships. 
An "optimal" cutoff probability score for the early warning model 
based on the logistic regression function needs to be developed. The 
optimal probability cutoff score should take into consideration both 
the prior probabilities as well as the costs of misclassification. 
The impacts of changes in the ratio of expected costs of 
misclassification on the cutoff score and the estimated probabilities 
of misclassification were analyzed in this study. The costs of 
misclassification were assumed to vary only with the type of 
misclassification error. However, the costs of misclassification are 
also likely to vary with other factors. These may include; grain 
elevator size, product mix, and financial structure. Methods of 
incorporating cost variation into the early warning models needs to be 
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investigated. 
Another area of further research is in the development and testing 
of early warning models for detecting grain elevator failure more than 
one year in advance. For example, the long range accuracy of these 
models could be tested two or more years prior to failure. Of course, 
this would require a time series of high quality (i.e., audited) 
financial information for both the solvent and insolvent grain 
elevators. This kind of high quality time series data was not readily 
available at the time of this study, but should be available in the 
years to come. In addition, the availability of time series 
information would allow some of the dynamic aspects of grain elevator 
performance to be Incorporated into these models. 
Finally, the stability of early warning models also needs to be 
investigated. The data used in these models are often pooled across 
different years without regard to the events occurring during those 
years. In addition, the classification ability of early warning models 
may change over time. In other words, the significance of the variable 
profile may change over time. Early warning models may need to be 
reevaluated periodically in order to maintain their Integrity. 
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APPENDIX 
Table A.l. Data series used in the empirical models^ 
Coded variable name 
Observation Firm type^ DA AT ROA AWCS ACFD 
1 0 0.124 7.906 0.041 0.042 1.225 
2 0 0.463 0.344 0.015 0.320 0.008 
3 0 0.257 4.228 0.067 0.050 0.669 
4 0 0.414 7.805 -0.030 -0.013 0.182 
5 0 0.298 3.899 0.148 0.027 0.634 
6 0 0.292 3.655 0.101 0.085 0.667 
7 0 0.288 8.119 0.006 0.009 0.030 
8 0 0.683 0.945 0.145 0.137 0.199 
9 0 0.901 1.308 -0.029 -0.017 -0.047 
10 0 0.426 5.305 0.183 0.014 0.556 
11 0 0.729 2.996 0.032 -0.003 0.036 
12 0 0.735 3.856 -0.052 0.069 -0.070 
13 0 0.827 2.769 -0.011 0.030 -0.030 
14 0 0.362 1.603 0.035 0.125 0.181 
15 0 0.791 4.176 0.045 -0.071 0.065 
16 0 0.331 12.294 0.034 0.014 0.452 
17 0 0.466 4.585 -0.046 -0.050 -0.088 
18 0 0.568 1.773 0.037 0.115 0.103 
19 0 0.497 1.737 -0.076 0.290 -0.170 
20 0 0.620 4.025 0.041 0.046 0.054 
21 0 0.388 2.420 0.041 -0.008 0.152 
22 0 0.468 1.612 -0.021 0.036 0.015 
23 0 0.608 2.744 0.050 -0.012 0.038 
24 0 0.480 1.622 -0.032 0.194 0.042 
25 0 0.342 2.358 0.081 0.023 0.360 
26 0 0.045 1.712 0.040 0.207 1.463 
27 0 0.665 1.454 0.021 -0.032 0.012 
28 0 0.101 2.638 0.189 0.170 2.546 
29 0 0.320 1.836 -0.080 0.079 -0.275 
30 0 0.456 3.799 0.001 0.009 0.078 
^The data were rounded to three decimal places. 
^Code: 0-solvent grain elevators, l=insolvent grain elevators. 
Table A.l. (Continued) 
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Coded variable name 
Observation Firm type DA AT ROA AWCS ACFD 
31 0 0.518 5.980 -0 .096 0.037 -0.120 
32 0 0.357 4.951 0 .094 -0.021 0.234 
33 0 0.655 2.181 0.055 0.035 0.094 
34 0 0.272 2.126 0 .154 0.020 0.670 
35 0 0.586 1.882 0 .014 0.063 0.083 
36 0 0.606 6.416 0 .009 0.005 0.103 
37 0 0.695 3.979 -0.011 -0.005 -0.051 
38 0 0.538 3.470 0 .025 0.060 0.081 
39 0 0.332 1.797 0 .143 0.105 0.527 
40 0 0.433 3.654 0 .105 0.020 0.288 
41 0 0.698 5.588 0.144 0.010 0.209 
42 0 0.421 4.035 0 .055 -0.045 0.134 
43 0 0.129 1.073 0 .040 0.232 0.595 
44 0 0.730 1.563 -0, 010 0.043 -0.069 
45 0 0.335 2.268 0 ,011 0,050 0.113 
46 0 0.663 4.268 0, ,045 0.004 0.088 
47 0 0.646 5.126 -0, 005 -.0.041 0.068 
48 0 0.571 2.805 -0, ,125 -0.026 -0.119 
49 0 0.706 2.794 0, ,065 0.037 0.102 
50 0 0.288 6.252 0. 164 0.057 0.739 
51 0 0.230 2.344 -0. 063 0.045 -0.238 
52 0 0.125 2.171 0. 155 0.217 1.484 
53 0 0.643 5.194 -0. 033 0.024 -0.079 
54 0 0.100 15.414 0. 026 0.011 1.223 
55 0 0.503 4.005 0. 100 -0.012 0.261 
56 0 0.764 1.041 0. 174 0.047 0.220 
57 0 0.563 1.942 0. 093 -0.005 0.221 
58 0 0.352 3.727 0.068 -0.016 0.269 
59 0 0.507 9.043 -0. 064 -0.001 -0.076 
60 0 0.340 3.169 0. 016 0.055 0.233 
61 0 0.260 3.476 0. 076 0.103 0.557 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
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(Continued) 
Coded variable name 
Firm type DA AT ROA AWCS ACFD 
0 0.242 2.555 0 .023 0.076 0.244 
0 0.225 2.463 0 .309 0 .206 2.544 
0 0.428 2.719 0.071 0 .025 0.238 
0 0.805 2.004 0.130 -0 .023 0.118 
0 0.798 5.879 0.023 -0 .002 0.034 
0 0.857 3.089 0 .056 -0 .028 0.157 
0 0.577 2.847 0 .035 -0.025 0.155 
0 0.533 2.931 0 .125 0 .001 0.336 
0 0.228 1.495 0 .146 0.173 0.803 
0 0.489 2.755 0 .109 0 .022 0.236 
0 0.222 3.462 -0 .023 0 .027 0.154 
0 0.112 1.458 0 201 0 .283 2.127 
0 0.585 3.183 0 .014 -0 022 0.026 
0 0.312 2.600 0 113 0 .053 0.538 
0 0.316 3.753 -0 055 0 028 0.256 
0 0.659 2.471 -0.012 -0 007 0.052 
0 0.753 2.078 0.117 -0 029 0.186 
0 0.289 2.916 0 076 0 118 0.330 
0 0.317 1.607 0 182 -0 013 0.792 
0 0.560 2.614 -0 024 -0 098 0.084 
0 0.610 4.738 0. 172 0. 001 0.289 
0 0.302 0.895 0. 017 0. 167 0.058 
0.608 2.650 0. 070 0. 042 0.108 
0.447 13.700 0. 000 -0. 018 0.058 
0.749 2.371 0. 079 -0. 008 0.049 
0.746 4.968 0. 060 0. 020 -0.006 
0.919 2.455 -0. 061 -0. 075 -0.114 
0.641 5.879 0. 031 -0. 026 0.042 
0.812 2.569 -0. 098 -0. 227 -0.114 
1.043 5.843 -0. 235 -0. 060 -0.243 
95 
96 
97 
98 
99 
100 
101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
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(Continued) 
Coded variable name 
Firm type DA AT ROA AWCS ACFD 
0.936 
0.900 
0.568 
0.855 
1.349 
0.793 
0.759 
1.212 
0.606 
0.560 
0.755 
0.970 
0.493 
0.841 
0.755 
0.708 
0.976 
0.950 
0.755 
0.895 
1.008 
0.794 
0.945 
1.142 
0.983 
0.614 
1.141 
0.716 
1.005 
0.853 
0.857 
0.485 
2.306 
5.225 
1.463 
4.263 
2.251 
4.141 
1.707 
9.314 
4.774 
4.317 
3.689 
1.625 
1.403 
0.635 
4.663 
2.810 
2.653 
3.429 
2.786 
1.307 
4.142 
8.192 
2.873 
3.100 
20.134 
2.244 
5.767 
1.461 
1.755 
4.049 
4.477 
4,079 
-0 .111 
0.102 
0.052 
0.007 
0.040 
-0.004 
-0.356 
0.156 
-0.066 
-0.055 
0.006 
0.026 
0.106 
0.001 
-0.031 
-0.105 
-0.134 
0.033 
0.043 
-0.018 
0.041 
-0.088 
-0.028 
-0.391 
-0.540 
0.018 
-0.404 
-0.038 
-0.141 
-0.115 
-0.043 
-0.009 
-0.062 
-0.114 
-0.078 
-0.010 
-0.067 
-0.061 
-0.139 
-0.065 
0.027 
-0.001 
-0.076 
-0.005 
0.010 
-0.282 
-0.033 
-0.062 
-0.255 
-0.053 
-0.026 
0.063 
-0.152 
-0.090 
-0.135 
0.027 
-0.022 
-0.024 
-0.082 
-0.142 
0.019 
-0.028 
0.030 
0.023 
-0.193 
0.029 
0.115 
-0.018 
0.014 
-0.072 
-0.413 
0.126 
-0.051 
-0.052 
0.094 
0.026 
0.233 
-0.031 
-0.090 
-0.230 
-0.156 
0.017 
0.044 
-0.050 
-0.008 
-0.101 
0.025 
-0.485 
-0.515 
-0.067 
-0.316 
-0.238 
-0.204 
-0.129 
-0.076 
-0.017 

