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Πρόλογος
Σκοpiός της piαρούσας διpiλωματικής είναι η μελέτη συνδυαστικών piροβλημάτων
με τις piιθανοθεωρητικές μεθόδους της στατιστικής φυσικής. Συγκεκριμένα χρη-
σιμοpiοιείται η κατανομή Bolzmann piου στην φυσική piεριγράφει αpiομονωμένα συ-
στήματα σε θερμική ισορροpiεία για την ανάλυση αυτών των piροβλημάτων. Αρχι-
κά εισάγουμε θεμελιώδεις έννοιες όpiως η εντροpiία και αpiοδεικνύουμε στοιχειώδη
αpiοτελέσματα για αυτήν. Κατόpiιν ορίζουμε την κατανομή Bolzmann και piαρουσι-
άζουμε κάpiοιες σημαντικές ιδιότητές της. Ακολούθως εισάγουμε το μοντέλο Ising
και δείχνουμε την άμεση συσχέτισή του με την θεωρητική piληροφορική. Τέλος
χρησιμοpiοιούμε τα piιθανοθεωρήτικα εργαλεία piου αναpiτύξαμε στην ανάλυση piολ-
λών τυχαίων στιγμιοτύpiων δύσκολων υpiολογιστικά piροβλημάτων.
Η συσχέτιση ενός κλάδου της φυσικής με την piληροφορική δεν piρέpiει να
piροκαλεί έκpiληξη καθώς είναι συνυφασμένη αpiό την αρχή της με την φυσική.
Ωστόσο η συσχέτιση των δύο κλάδων αφορά κυρίως θέματα υλικού. Συνεpiώς η
εpiιρροή piου ασκεί στο λογισμικό piου αφορά την θεωρητική piληροφορική είναι ως
piρος το υpiολογιστικό μοντέλο piου αpiοτελεί το υλικό. Για piαράδειγμα μpiορούμε
να γράψουμε διαφορετικούς αλγορίθμους σε έναν κβαντικό υpiολογιστή αpiό ότι
σε έναν κλασσικό. Η ιδιαιτερότητα λοιpiόν της piαρούσας διpiλωματικής είναι η
δυνατότητα να μελετήσουμε ένα συνδυαστικό piρόβλημα όpiως ο χρωματισμός ενός
γράφου με τα θεωρητικά και υpiολογιστικά εργαλεία της στατιστικής φυσικής.
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Συμβολισμός
1. log x ο λογάριθμος με βάση e του x
2. f(x) = O(g(x)) εάν υpiάρχουν C ∈ (0,∞), x0 ∈ R τέτοια ώστε για κάθε
x > x0 να ισχύει |f(x)| < Cg(x)
3. f(x) = Ω(g(x)) εάν υpiάρχουν C ∈ (0,∞), x0 ∈ R τέτοια ώστε για κάθε
x > x0 να ισχύει |f(x)| > Cg(x)
4. f(x) = Θ(g(x)) εάν f(x) = O(g(x)) και f(x) = Ω(g(x))
5. Sp = {x ∈ X : p(x) > 0} στήριγμα της κατανομής p
6. pX είναι η κατανομή της τυχαίας μεταβλητής Χ
7. SX = {x ∈ X : pX(x) > 0} στήριγμα της κατανομής pX της τυχαίας
μεταβλητής X
8. an
.
= bn ⇐⇒ limn 1n log anbn = 0 δηλαδή οι ακολουθίες an, bn έχουν την
ίδια εκθετική τάξη
9. A η κλειστότητα του A.
10. Rn = {j ∈ N∗ : j ≤ n}, όpiου n ∈ N∗.
11. Cn η κλίκα με κόμβους Rn.
12. IA η δείκτρια του συνόλου A.
13. sgn(x) = I(0,∞)(x)− I(−∞,0)(x) η συνάρτηση piροσήμου.
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Σημαντικά Αpiοτελέσματα
Πρόταση 0.1 (Βελτιωμένη piροσέγγιση Striling). Για n ≥ 1 ισχύει n! =
er(n)
√
2pinnne−n όpiου 112n+1 < r(n) <
1
12n
Θεώρημα 0.2 (Εκτίμηση σαγματικού σημείου). ΄Εστω συναρτήσεις f, g ∈
C0[a, b] ∩ C2(a, b). Εάν υpiάρχει μοναδικό x0 ∈ (a, b) με τις ιδιότητες g(x0) =
maxx∈[a,b] g(x) και g′′(x0) < 0 και εpiιpiλέον για αυτό το x0 ισχύει f(x0) 6= 0 τότε
∃λ0 > 0 τέτοιο ώστε για λ ≥ λ0∫ b
a
f(x)eλg(x)dx = f(x0)e
λg(x0)
√
2pi
−λg′′(x0) (1 +O(
1
λ
))
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1 Θεμελιώδεις έννοιες
1.1 Θεωρία Πληροφοριών
Στο piαρόν κεφάλαιο θα αναpiτύξουμε σημαντικούς ορισμούς για τη μελέτη δια-
κριτών τυχαίων μεταβλητών. Η piιο θεμελιώδης έννοια είναι αυτή της εντροpiίας
piου αναpiτύσσουμε piαρακάτω.
1.1.1 Εντροpiία
Ορισμός 1.1 (Εντροpiία). Η εντροpiία μιας διακριτής τυχαίας μεταβλητής X
με κατανομή p(x) στον χώρο X όpiου S = {x ∈ X : p(x) > 0} (στήριγμα της
κατανομής p) είναι
HX = −
∑
x∈S
p(x) loga p(x) a > 1
Αρχικά piαρατηρούμε ότι − loga p(x) ≥ 0 ∀x ∈ S. Το οpiοίο σημαίνει ότι το
piαραpiάνω άθροισμα είναι καλώς ορισμένο. Δηλαδή ισούται με κάpiοιο μη αρνητικό
αριθμό ή είναι άpiειρο. Για να εξηγηθεί η διαίσθηση του ορισμού 1.1 θα αpiοδείξουμε
και κατόpiιν θα αναλύσουμε τις piαρακάτω ιδιότητές του.
Πρόταση 1.2 (Ιδιότητες Εντροpiίας). Θεωρούμε X διακριτή τυχαία μεταβλητή
στο X.
1. HX ≥ 0
2. HX = 0 =⇒ ∃!x0 ∈ X : p(x0) = 1 δηλαδή η τυχαία μεταβλητή λαμβάνει
με piιθανότητα 1 την x0.
3. |X| = M =⇒ HX ≤ logaM και η ισότητα ισχύει αν και μόνο αν X ∼ U(X)
Αpiόδειξη. Η ανισότητα 1 έχει ήδη αpiοδειχθεί αpiό τα piροαναφερθέντα (− loga p(x) ≥
0 ∀x ∈ S). Για να αpiοδείξω την ιδιότητα 2 αρχικά χωρίζω το S σε δύο υpiοσύνο-
λά του A,B ώστε A = {x ∈ S : p(x) = 1} και B = {x ∈ S : 0 < p(x) < 1}. Είναι
φανερό αpiό τη συνθήκη
∑
x∈S p(x) = 1 ότι ή το A είναι μονοσύνολο και το B
είναι κενό ή το A είναι κενό και το B μη κενό. Εpiίσης ∀x ∈ A− p(x) loga p(x) =
−1 loga 1 = 0 αpiό το οpiοίο έpiεται −
∑
x∈A p(x) loga p(x) = 0 και συνεpiώς
−
∑
x∈S
p(x) loga p(x) =
−
∑
x∈A
p(x) loga p(x)−
∑
x∈B
p(x) loga p(x) =
−
∑
x∈B
p(x) loga p(x)
΄Αρα αν υpiοθέσουμε HX = 0 τότε
−
∑
x∈B
p(x) loga p(x) = 0
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΄Ομως ∀x ∈ B − p(x) loga p(x) > 0. Το οpiοίο σημαίνει piως αν το A δεν είναι
μονοσύνολο τότε το B είναι μη κενό και έpiεται
−
∑
x∈B
p(x) loga p(x) > 0
΄Ατοpiο. ΄Αρα το A είναι μονοσύνολο το οpiοίο είναι το ζητούμενο της 2.
Για να αpiοδείξω την 3 υpiοθέτω |X| = M και θεωρώ τη συνάρτηση f : [0,∞) 7→
R με τύpiο f(t) = −t loga t για t ∈ (0,∞) και f(0) = 0. ΄Οpiως είναι γνωστό αpiό
την ανάλυση limt→0 t log t = 0 και loga t =
log t
log a αpiό τα οpiοία έpiεται ότι η f
είναι συνεχής. Εpiίσης η f είναι δύο φορές piαραγωγίσημη στο (0,∞) και έχει
f ′′(t) = − 1t log a < 0 άρα η f είναι κοίλη.
1
M
∑
x∈X
f(p(x)) =
1
M
∑
x∈X\S
f(p(x)) +
1
M
∑
x∈S
f(p(x)) =
1
M
∑
x∈X\S
f(0) +
1
M
∑
x∈S
f(p(x)) =
1
M
∑
x∈S
f(p(x)) =
1
M
∑
x∈S
−p(x) loga p(x) =
1
M
HX
Αpiό την ανισότητα Jensen έχουμε
1
M
HX ≤ f( 1
M
∑
x∈X
p(x)) =
1
M
logaM =⇒
HX ≤ logaM
Η ισότητα ισχύει για την ανισότητα Jensen αν και μόνο αν p(x) = c ∀x ∈ X και
συνεpiώς p(x) = 1M ∀x ∈ X λόγω της συνθήκης
∑
x∈X p(x) = 1.
Σε έναν piεpiερασμένο χώρο X η εντροpiία της X λαμβάνει ελάχιστο όταν η X
λαμβάνει μια τιμή με piιθανότητα 1 και μέγιστο όταν η X κατανέμεται ομοιόμορφα
στον X, δηλαδή έχουμε την λιγότερη δυνατή piληροφορία για την τιμή της X. Είναι
φανερό piλέον ότι η piαραpiάνω ορισμένη εντροpiία είναι η αβεβαιότητα της X ή η
έλλειψη piληροφορίας piου έχουμε a priori για την τιμή της X. Για piαράδειγμα
αν ρίχναμε ένα αμερόληpiτο κέρμα n φορές θα είχαμε μια τυχαία αλληλουχία αpiό
κορόνες και γράμματα X ομοιόμορφα κατανεμημένη σε έναν χώρο μεγέθους 2n
με εντροpiία n loga 2. ΄Εχει ιδιαίτερο ενδιαφέρον αν piαρατηρήσουμε ότι για a = 2 η
εντροpiία είναι n όσα ακριβώς είναι τα bits piου δεν γνωρίζουμε για την τιμή της εν
λόγο τυχαίας μεταβλητής. Η εpiιλογή του a καθορίζει την μονάδα piου εκφράζεται
η εντροpiία. Για a = 2 η εντροpiία εκφράζεται σε bits και αυτή η βάση για την
εντροpiία χρησιμοpiοιείται σε piροβλήματα ψηφιακών τηλεpiικοινωνιών. Αν a = e
τότε η εντροpiία εκφράζεται σε nats. Φυσικά αpiό τη μαθηματική σκοpiιά η εpiιλογή
του a αpiλά μεταβάλει την εντροpiία κατά μια piολλαpiλασιαστική σταθερά και δεν
piαίζει ιδιαίτερο ρόλο. Συνεpiώς αpiό εδώ και piέρα θα χρησιμοpiοιούμε a = e.
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1.1.2 Σχετική Εντροpiία
Ορισμός 1.3 (Σχετική Εντροpiία). Για δύο κατανομές p, q στον διακριτό χώρο
X με την ιδιότητα (q(x) = 0 =⇒ p(x) = 0) ∀x ∈ X ή ισοδύναμα Sp ⊆ Sq
ορίζουμε σχετική εντροpiία ή αpiόκλιση KL (Kullback-Leibler) της p ως piρος την
q
DKL(p‖q) =
∑
x∈Sp
p(x) log
p(x)
q(x)
Αξίζει να σημειωθεί ότι ο piαραpiάνω ορισμός γενικεύεται για ζεύγος p, q μέτρων
piιθανοτήτων σε μετρήσιμο χώρο (Ω,F). Ωστόσο στην piαρούσα μελέτη ασχολο-
ύμαστε μόνο με διακριτές τυχαίες μεταβλητές.
΄Οpiως και στην piερίpiτωση της εντροpiίας θα δούμε piρώτα μερικές ιδιότητες του
ορισμού 1.3 και έpiειτα θα σχολιάσουμε την διαίσθηση piίσω αpiό τον ορισμό.
Πρόταση 1.4 (Ανισότητα Gibbs).
DKL(p‖q) ≥ 0
και η ισότητα ισχύει αν και μόνο αν p ≡ q
Αpiόδειξη. Θεωρούμε p, q κατανομές στον διακριτό χώρο X με Sp ⊆ Sq. ΄Εστω
f : [0,∞) 7→ R με τύpiο f(x) = x log x για x ∈ (0,∞) και f(0) = 0. Στην
piαράγραφο 1.1 δείξαμε ότι η −f είναι κοίλη άρα η f είναι κυρτή.∑
x∈Sq
f(
p(x)
q(x)
)q(x) =
∑
x∈Sp
f(
p(x)
q(x)
)q(x) +
∑
x∈Sq\Sp
f(
p(x)
q(x)
)q(x) =
DKL(p‖q) +
∑
x∈Sq\Sp
f(
0
q(x)
)q(x) = DKL(p‖q)
Αpiό την ανισότητα Jensen λαμβάνουμε
DKL(p‖q) ≥ f(
∑
x∈Sq
p(x)
q(x)
q(x)) =
f(
∑
x∈Sq
p(x)) = f(1) = 0
Η ισότητα ισχύει αν και μόνο αν p(x) = q(x) ∀x ∈ Sq ή ισοδύναμα p ≡ q.
Η σχετική εντροpiία αpiοτελεί μια έννοια ομοιότητας μεταξύ των κατανομών
p, q. Ωστόσο δεν είναι μετρική διότι δεν ισχύει DKL(p‖q) = DKL(q‖p). Πιο
συγκεκριμένα μpiορεί ενώ ορίζεται η DKL(p‖q) να μην ορίζεται η DKL(q‖p) λόγω
των αpiαιτήσεων Sp ⊆ Sq και Sq ⊆ Sp αντίστοιχα. Αpiό την ανισότητα Gibbs
piροκύpiτει το piαρακάτω piολύ ενδιαφέρον αpiοτέλεσμα.
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Πόρισμα 1.4.1 (Υpiοαθροιστικότητα της εντροpiίας). ΄Εστω X,Y τυχαίες με-
ταβλητές στα αριθμήσιμα σύνολα X,Y αντίστοιχα. τότε
HX,Y ≤ HX +HY
Η ισότητα ισχύει αν και μόνο αν οι μεταβλητές είναι ανεξάρτητες, δηλαδή pX,Y (x, y) =
pX(x)pY (y) ∀(x, y) ∈ X× Y.
Αpiόδειξη. Στο αριθμήσιμο σύνολο X×Y έστω οι κατανομές u(x, y) = pX,Y (x, y)
και v(x, y) = pX(x)pY (y) piου ορίζονται αpiό τις κατανομές των τυχαίων μεταβλη-
τών X,Y αντίστοιχα. Για ένα ζευγάρι (x0, y0) τέτοιο ώστε v(x0, y0) = 0 έχουμε
v(x0, y0) = 0 =⇒ pX(x0) = 0 ∨ pY (y0) = 0
Αν υpiοθέσουμε pX(x0) = 0 τότε
0 = pX(x0) =
∑
y∈Y
pX,Y (x0, y) =⇒ pX,Y (x0, y) = 0 ∀y ∈ X =⇒
pX,Y (x0, y0) = 0
Στην piερίpiτωση pY (y0) = 0 ομοίως έχουμε
0 = pY (y0) =
∑
x∈X
pX,Y (x, y0) =⇒ pX,Y (x0, y0) = 0
΄Αρα piροκύpiτει v(x0, y0) = 0 =⇒ u(x0, y0) = pX,Y (x0, y0) = 0. Αpiό το οpiοίο
έpiεται ότι η DKL(u‖v) είναι καλώς ορισμένη.
0 ≤ DKL(u‖v) =
∑
(x,y)∈Su
u(x, y) log
u(x, y)
v(x, y)
=
∑
(x,y)∈Su
u(x, y) log u(x, y)−
∑
(x,y)∈Su
u(x, y) log v(x, y) =
−HX,Y −
∑
(x,y)∈Su
u(x, y) log v(x, y)
Το δεύτερο άθροισμα όμως είναι
−
∑
(x,y)∈Su
u(x, y) log v(x, y) = −
∑
(x,y)∈Su
pX,Y (x, y) log pX(x)−
∑
(x,y)∈Su
pX,Y (x, y) log pY (y)
Εpiειδή pX,Y (x, y) = 0 ∀(x, y) ∈ Sv \ Su
−
∑
(x,y)∈Su
u(x, y) log v(x, y) = −
∑
(x,y)∈Sv
pX,Y (x, y) log pX(x)−
∑
(x,y)∈Sv
pX,Y (x, y) log pY (y)
Τέλος piαρατηρούμε ότι v(x, y) > 0 ⇐⇒ pX(x) > 0 ∧ pY (y) > 0 και άρα
Sv = SX×SY . Εpiίσης −pX,Y (x, y) log pX(x) > 0 και −pX,Y (x, y) log pY (y) > 0.
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Συνεpiώς αpiό το Θεώρημα Fubini-Tonelli έpiεται ότι
−
∑
(x,y)∈Su
u(x, y) log v(x, y) = −
∑
x∈SX
(
∑
y∈SY
pX,Y (x, y)) log pX(x)−
∑
y∈SY
(
∑
x∈SX
pX,Y (x, y)) log pY (y)
= −
∑
x∈SX
pX(x) log pX(x)−
∑
y∈SY
pY (y) log pY (y) = HX +HY
΄Αρα έχουμεHX,Y ≤ HX+HY με ισότητα αν και μόνο αν u ≡ v ⇐⇒ pX,Y (x, y) =
pX(x)pY (y) ∀(x, y) ∈ X× Y, δηλαδή οι X,Y είναι ανεξάρτητες.
Πραγματικά αυτό piου μας λέει το piαραpiάνω piόρισμα είναι η αβεβαιότητα του
ζεύγους X,Y τυχαίων μεταβλητών είναι το piολύ το άθροισμα των εντροpiιών τους
και την λαμβάνει αυτή την τιμή αν και μόνο αν οι μεταβλητές είναι ανεξάρτητες,
δηλαδή η γνώση της τιμής μιας εξ αυτών δεν δίνει κάpiοια piληροφορία για την άλλη.
Στην εpiόμενη piαράγραφο θα δούμε έννοιες εντροpiίας piου αφορούν ζεύγη τυχαίων
μεταβλητών και ασχολούνται με την piληροφορία piου piροκύpiτει αpiό τη συσχέτισή
τους.
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1.1.3 Δεσμευμένη και Αμοιβαία Εντροpiία
Ορισμός 1.5 (Δεσμευμένη Εντροpiία). Για το ζεύγος (X,Y ) διακριτών τυχαίων
μεταβλητών κατανεμημένο στο X × Y ορίζουμε ως δεσμευμένη εντροpiία του Y
ως piρος το X
HY |X = HX,Y −HX
Η δεσμευμένη εντροpiία εκφράζει την αβεβαιότητα της Y γνωρίζοντας την X.
Ορισμός 1.6 (Αμοιβαία Εντροpiία). Ορίζουμε ως αμοιβαία εντροpiία του ζεύγους
(X,Y ) διακριτών τυχαίων μεταβλητών κατανεμημένο στο X× Y
IX,Y = HX −HX|Y = HY −HY |X = HX +HY −HX,Y
Η piαραpiάνω piοσότητα είναι καλώς ορισμένη διότιHX−HX|Y = HX−(HX,Y −
HY ) = HX + HY −HX,Y = HY − (HX,Y −HX) = HY −HY |X . Αpiό αυτό το
γεγονός εpiίσης έpiεται IX,Y = IY,X
Η αμοιβαία εντροpiία εκφράζει τη μείωση της αβεβαιότητας της X γνωρίζοντας
την Y ή τη μείωση της αβεβαιότητας της Y γνωρίζοντας την X.
Αpiό το piόρισμα 1.4.1 piροκύpiτει ότι IX,Y = DKL(pX,Y ‖pXpY ) ≥ 0 με ισότητα
αν και μόνο αν X,Y ανεξάρτητες.
Τέλος piαρατηρούμε ότι HX,Y − HX|Y − HY |X = HX,Y − (HX,Y − HY ) −
HY |X = HY −HY |X = IX,Y
Για λόγους αpiλότητας αpiό εδώ και piέρα θα γράφουμεHX = −
∑
x∈X p(x) log p(x)
θεωρώντας 0 log 0 = 0. Εpiίσης θα λέμε Hp την εντροpiία της κατανομής p.
Τέλος για συναρτήσεις μάζας piιθανότητας p, q piου δεν ισχύει Sp ⊆ Sq ορίζου-
με DKL(p‖q) =∞.
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1.2 Μεγάλες Αpiοκλίσεις
Η θεωρία μεγάλων αpiοκλίσεων ασχολείται με την συμpiεριφορά των ακραίων φαι-
νομένων όταν n → ∞ σε μια ακολουθία τυχαίων μεταβλητών υpiό κατάλληλες
piροϋpiοθέσεις. Σε αντίθεση δηλαδή με γνωστά θεωρήματα όpiως ο νόμος των με-
γάλων αριθμών, το κεντρικό οριακό θεώρημα ή το εργοδικό θεώρημα μαρκοβιανών
αλυσίδων piου μελετούν τα piιθανότερα φαινόμενα.
Είναι εύλογο λοιpiόν να δώσουμε τους piαρακάτω ορισμούς
Ορισμός 1.7 (Αρχή μεγάλων αpiοκλίσεων). Λέμε ότι η ακολουθία διακριτών
κατανομών (pn)n∈N στον χώρο X ακολουθεί μια αρχή μεγάλων αpiοκλίσεων με
συνάρτηση ρυθμού I : X 7→ [0,∞) εάν
pn(x)
.
= exp(−nI(x))
Ορισμός 1.8. Για μια piεpiερασμένη ακολουθία x = (xk)nk=1 ∈ Xn λέμε τύpiο
της ακολουθίας
qx(y) =
1
n
n∑
k=1
I(xk = y)
1.2.1 Θεώρημα Sanov
Αρχικά θα εξετασθεί η piερίpiτωση μιας ακολουθίας ανεξάρτητων ισόνομων τυχαίων
μεταβλητών σε ένα piεpiερασμένο σύνολο X. Γενικά θεωρώ σε αυτό το κεφάλαιο
piως για μια τυχαία μεταβλητή X στο X ισχύει SX = X. Σε piερίpiτωση piου έχω
SX ⊂ X τότε μpiορούμε να αφαιρέσουμε τα στοιχεία του X piου έχουν piιθανότητα
0 διότι τα φαινόμενα piου εμpiεριέχουν εpiιλογή με piιθανότητα 0 έχουν piιθανότητα
0 άρα δεν χρειάζεται κάpiοιο θεώρημα για τη μελέτη τους.
Θεώρημα 1.9 (Θεώρημα Sanov). ΄Εστω (Xk)k∈N ακολουθία ανεξάρτητων ι-
σόνομων τυχαίων μεταβλητών στο σύνολο X με |X| = m και κατανομή p(x).
Εάν M(X) το σύνολο των κατανομών piάνω στο X και K = U όpiου U ανοικτό
και μη κενό υpiοσύνολο του M(X) (ως piρος οpiοιαδήpiοτε p-νόρμα αφού ο χώρος
M(X) είναι υpiοσύνολο του Rm και οι p-νόρμες είναι ισοδύναμες. M(X) = {x =
(x1, x2, ..., xm) ∈ Rm :
∑m
k=1 xk = 1 0 ≤ xk ≤ 1}). Τέλος θέτουμε qn τον τύpiο
των τυχαίων μεταβλητών X1, X2, ..., Xn. Τότε ισχύει
P (qn ∈ K) .= exp(−NDKL(q ∗ ||p))
όpiου q∗ = argminq∈KDKL(q||p)
Πριν piροχωρήσουμε στην αpiόδειξη του 1.9 θα χρειαστούμε κάpiοια λήμματα.
Λήμμα 1.10 (Εκτίμηση n εpiιλογών αpiό m κατηγορίες).
n!∏m
j=1 kj !
= exp(O(log n)− n
∑
j:kj>0
kj
n
log
kj
n
) = exp(O(log n) + nHp)
όpiου p η κατανομή (kjn )
n
j=1
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Αpiόδειξη. Εφόσον 0! = 1
n!∏m
j=1 kj !
=
n!∏
j:kj>0
kj !
Αpiό την 0.1 λαμβάνουμε
n!∏
j:kj>0
kj !
=
er(n)(2pin)
1
2nne−n
e
∑
j:kj>0
r(kj)∏
j:kj>0
(2pikj)
1
2 k
kj
j e
−kj
Εpiειδή
∑
j:kj>0
kj =
∑m
j=1 kj = n αpiλοpiοιούνται οι όροι e
−n, e−kj
n!∏
j:kj>0
kj !
=
er(n)(2pin)
1
2nn
e
∑
j:kj>0
r(kj)∏
j:kj>0
(2pikj)
1
2 k
kj
j
=
exp(r(n)−
∑
j:kj>0
r(kj)+
1
2
log(2pin)−1
2
∑
j:kj>0
log(2pikj)+n log n−
∑
j:kj>0
kj log kj) =
Θέτω u(n) = r(n)−∑j:kj>0 r(kj) + 12 log(2pin)− 12 ∑j:kj>0 log(2pikj)
exp(u(n)+n log n−
∑
j:kj>0
kj log kj) = exp(u(n)+
∑
j:kj>0
kj log n−
∑
j:kj>0
kj log kj) =
exp(u(n)− n
∑
j:kj>0
kj
n
log
kj
n
)
Οpiότε αρκεί να δείξω u(n) = O(log n)
|u(n)| ≤ r(n) +
∑
j:kj>0
r(kj) +
1
2
log(2pin) +
1
2
∑
j:kj>0
log(2pikj)
Θέτω m′ = |{j : kj > 0}|
Αpiό τον ορισμό του r(n) και το γεγονός ότι kj ≥ 1 έpiεται ότι
r(n) +
∑
j:kj>0
r(kj) ≤ 1
12n
+
∑
j:kj>0
1
kj
≤ 1
12n
+m′
1
12
= O(1)
Τέλος αpiό την ανισότητα Jensen λαμβάνουμε
1
m′
∑
j:kj>0
log(2pikj) ≤ log(2pin
m′
)
Αpiό το οpiοίο piροκύpiτει
1
2
∑
j:kj>0
log(2pikj) = O(log n)
17
Και συνεpiώς λαμβάνουμε
|u(n)| ≤ O(1) + 1
2
log(2pin) +O(log n) = O(log n) =⇒
u(n) = O(log n)
Βλέpiουμε λοιpiόν ότι η εκθετική τάξη των n εpiιλογών αpiό m διακριτές κα-
τηγορίες κυριαρχείται αpiό την εντροpiία της κατανομής των εpiιλογών piου έγιναν.
Προφανώς αυτό αpiοτελεί ένα κομβικό λήμμα διότι συνδέει άμεσα την συνδυαστική
με τη θεωρία piληροφοριών. Εάν αpiό τις m κατηγορίες εpiιλέγαμε με piιθανότητα
1
m (ομοιόμορφα) τότε η piιθανότητα ενός συγκεκριμένου τύpiου q = (
kj
n )
n
j=1 είναι
P (qn = q) =
n!∏m
j=1 kj !
( 1m )
n = exp(O(log n) − n logm + nHq). Δεδομένου ότι
Hq ≤ logm με την ισότητα να ισχύει αν και μόνο αν q είναι η ομοιόμορφη έpiεται
ότι σε όλες τις piεριpiτώσεις piου η q δεν είναι η ομοιόμορφη η piιθανότητα εμφάνι-
σής της φθίνει εκθετικά. Αυτή την piαρατήρηση θα γενικεύσουμε με το λήμμα piου
ακολουθεί για μια οpiοιαδήpiοτε κατανομή p ∈M(X).
Λήμμα 1.11.
P (qn = q) = exp(O(log n)− nDKL(q‖p))
Αpiόδειξη. Αpiό το λήμμα 1.10
P (qn = q) =
n!∏m
j=1 kj !
m∏
j=1
p
kj
j =
exp(O(log n)− n
m∑
j=1
kj
n
log
kj
n
+
k∑
j=1
kj log pj)) =
exp(O(log n)− n
m∑
j=1
qj log
qj
pj
) = exp(O(log n)− nDKL(q‖p))
Στη γενική piερίpiτωση n τυχαίων εpiιλογών m αντικειμένων αpiό την κατανομή
p η εκθετική τάξη της piιθανότητας εμφάνισης μιας κατανομής q κυριαρχείται αpiό
τη σχετική εντροpiία της q ως piρος την p.
Θεωρούμε Qn το σύνολο των κατανομών piου μpiορούμε να λάβουμε ως qn
δηλαδή Qn = {q ∈M(X) : q = (kjn ) kj ∈ N}. Εpiίσης είναι σαφές ότι τα Qn είναι
μεγιστικά 1n - διαχωρισμένα σύνολα τουM(X). Με αυτή την piαρατήρηση μpiορούμε
να piροχωρήσουμε στην αpiόδειξη του Θεωρήματος Sanov.
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Αpiόδειξη Θεωρήματος Sanov. Εφόσον qn ∈ Qn εκ κατασκευής και Qn piεpiερα-
σμένο
P (qn ∈ K) = P (qn ∈ K ∩Qn) =
∑
q∈K∩Qn
P (qn = q)
Θέτουμε q∗ = argminq∈KDKL(q‖p) και q∗n = argminq∈K∩QnDKL(q‖p)
P (qn ∈ K) ≥ P (qn = q∗n)
Χρησιμοpiοιώντας το λήμμα 1.11 λαμβάνουμε
1
n
logP (qn ∈ K) ≥ O( log n
n
)−DKL(q∗n‖p) (1)
1
n
logP (qn ∈ K) = 1
n
log(
∑
q∈K∩Qn
exp(O(log n)− nDKL(q‖p))) ≤
1
n
log(|K ∩Qn| exp(O(log n)− nDKL(q∗n‖p))) ≤
1
n
log(|Qn|) +O( log n
n
)−DKL(q∗n‖p)
Το piλήθος των στοιχείων του Qn είναι ίσο με το piλήθος των τρόpiων piου γράφεται
n =
∑m
j=1 xj με xj ∈ N. ΄Αρα |Qn| =
(
n+m−1
m−1
)
= O(nm−1) =⇒ 1n log |Qn| =
O( lognn ). ΄Εpiεται ότι
1
n
logP (qn ∈ K) ≤ O( log n
n
)−DKL(q∗n‖p) (2)
΄Εστω  > 0 και x ∈ K. ΕpiειδήK = U υpiάρχει y ∈ U τέτοιο ώστε ‖y−x‖ < 2 .
΄Ομως αpiό το γεγονός ότι το U είναι ανοικτό και μη κενό σύνολο υpiάρχει δ > 0
τέτοιο ώστε B(y, δ) ⊆ U ⊆ K. Τέλος εpiειδή ταQn είναι μεγιστκά 1n -διαχωρισμένα
σύνολα για κάθε n ≥ n0 = b 1min(δ, 2 )c+ 1 ισχύει
∃z ∈ Qn : ‖z − y‖ ≤ 1
n
≤ 1
n0
<
1
1
min(δ, 2 )
= min(δ,

2
)
΄Αρα z ∈ Qn ∩U ⊆ Qn ∩K και ‖z− x‖ ≤ ‖z− y‖+ ‖y− x‖ < min(δ, 2 ) + 2 ≤ 
Συνεpiώς για κάθε  > 0 και για κάθε x ∈ K υpiάρχει n0 piου εξαρτάται αpiό το
x και το  τέτοιο ώστε για κάθε n ≥ n0 να ισχύει ∃zn ∈ Qn ∩K : ‖zn − x‖ < .
Η συνάρτηση f : M(X) 7→ R με τύpiο f(q) = DKL(q‖p) =
∑
x∈X q(x) log
q(x)
p(x)
είναι συνεχής στο M(X). Με βάση την piροηγούμενη piρόταση υpiάρχει n0 ∈ N και
zn ∈ Qn∩K για κάθε n ≥ n0 piου ισχύει ‖zn− q∗‖ < δ ώστε |f(zn)−f(q∗)| < .
΄Αρα f(zn) ≤ f(q∗) +  για κάθε n ≥ n0 όpiου το n0 εξαρτάται αpiό το  (το q∗
δεν μεταβάλλεται). ΄Ομως ισχύουν f(q∗) ≤ f(q∗n) ≤ f(zn) εξ ορισμού των q∗, q∗n.
Συνεpiώς έχουμε
f(q∗) ≤ f(q∗n) ≤ f(q∗) +  ∀n ≥ n0 = n0() =⇒ lim
n
f(q∗n) = f(q
∗)
Αpiό το οpiοίο και τις (1), (2) έpiεται το ζητούμενο.
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Πόρισμα 1.11.1. ΄Εστω (Xk)k∈N ακολουθία ανεξάρτητων ισόνομων τυχαίων
μεταβλητών στο σύνολο X με |X| = m ακολουθούν την κατανομή p(x), f : X 7→ R,
a, b ∈ R : minx∈X f(x) ≤ a < b ≤ maxx∈X f(x)
P (
1
n
n∑
j=1
f(Xj) ∈ [a, b]) .= exp(−nDKL(q∗‖p))
όpiου q∗ = argminq∈KDKL(q‖p) και K = {q ∈M(X) :
∑
x∈X f(x)q(x) ∈ [a, b]}
Αpiόδειξη. Θέτω U = {q ∈ M(X) : ∑x∈X f(x)q(x) ∈ (a, b)}. Θέτουμε m =
argminx∈Xf(x) και M = argmaxx∈Xf(x). Για c ∈ (a, b) ισχύει f(m) ≤ a < c <
b ≤ f(M). ΄Αρα μpiορούμε να βρούμε κατάλληλο λ ∈ [0, 1] έτσι ώστε λf(m)+(1−
λ)f(M) = c και συνεpiώς η κατανομή piου λαμβάνει με piιθανότητα λ την τιμήm και
1−λ την τιμήM ανήκει στο U . Εpiειδή η συνάρτηση g : M(X) 7→ R με τύpiο g(q) =∑
x∈X f(x)q(x) είναι piεριορισμός γραμμικής αpiεικόνισης στο M(X) έχουμε ότι g
συνεχής. Συνεpiώς U = g−1((a, b)) ανοικτό και K = g−1([a, b]) = g−1((a, b)) =
U . Εφαρμόζοντας το θεώρημα Sanov για το K piου είναι η κλειστότητα μη κενού
ανοικτού συνόλου λαμβάνουμε
P (qn ∈ K) .= exp(−nD(q∗‖p))
όpiου q∗ = argminq∈KDKL(q||p).
΄Ομως qn ∈ K ⇐⇒
∑
x∈X f(x)qn(x) ∈ [a, b] και
∑
x∈X f(x)qn(x) =
1
n
∑n
j=1 f(Xj) ΄Αρα
P (
1
n
n∑
j=1
f(Xj) ∈ [a, b]) .= exp(−nD(q∗‖p))
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2 Στατιστική Φυσική
Η στατιστική φυσική είναι ένα τυχαιοκρατικό μοντέλο piεριγραφής φυσικών συ-
στημάτων piου αpiοτελούνται αpiό piολλά στοιχειώδη μέλη όpiως άτομα ή μόρια. Η
κατανομή Bolzmann piεριγράφει ένα αpiομονωμένο σύστημα σε θερμική ισορρο-
piία piου η κάθε κατάστασή έχει piιθανότητα εμφάνισης piου φθίνει εκθετικά όσο
μεγαλύτερη είναι η ενέργειά της και η αντίστροφη θερμοκρασία του συστήματος.
2.1 Κατανομή Bolzmann
Ορισμός 2.1 (Κατανομή Bolzmann). ΄Εστω ένα piεpiερασμένο σύνολο X και μια
συνάρτηση E : X 7→ R. Εάν
Z(β) =
∑
x∈X
exp(−βE(x)) β ∈ (0,∞)
τότε ορίζουμε ως κατανομή Bolzmann piάνω στο X την συνάρτηση μάζας piιθα-
νότητας
pβ(x) =
e−βE(x)
Z(β)
x ∈ X β ∈ (0,∞)
Λέμε το σύνολο X χώρο καταστάσεων, την συνάρτηση E ενέργεια, την piαράμε-
τρο β αντίστροφη θερμοκρασία και την Z συνάρτηση εpiιμερισμού. Στην φυσική
η piαράμετρος β είναι β = 1kBT όpiου kB η σταθερά Bolzmann. Εpiίσης θα μpiο-
ρούσαμε να ορίσουμε την κατανομή Bolzmann σε έναν οpiοιοδήpiοτε χώρο μέτρου
(Ω, F, µ) αλλά δεν θα ασχολειθούμε με τέτοια piερίpiτωση.
Θα συμβολίζουμε B(X, E, β) την κατανομή Bolzmann στον χώρο καταστάσεων
X με συνάρτηση ενέργειας E και αντίστροφη θερμοκρασία β.
Για κατανομες Bolzmann της μορφής B(Xn, E, β) είναι σαφές ότι οι n μεταβλη-
τές piου αpiοτελούν μια κατάσταση αναpiτύσσουν piολύpiλοκες σχέσεις εξάρτησης
μεταξύ τους ανάλογα με την piαράμετρο της αντίστροφης θερμοκρασίας και την
ενέργειά τους.
Θα αpiοδείξουμε μερικές ιδιότητες της κατανομής Bolzmann.
Πρόταση 2.2. Οι συναρτήσεις ενέργειας E,E : X 7→ R όpiου ∃c ∈ R : E(x) =
E(x)+c ∀x ∈ X δίνουν ακριβώς τις ίδιες κατανομές Bolzmann pb και pb αντίστοι-
χα.
Αpiόδειξη.
Z(β) =
∑
x∈X
exp(−βE(x)) =
∑
x∈X
exp(−βE(x)) exp(−βc) = exp(−βc)Z(β)
΄Αρα έχουμε ότι
pβ(x) =
exp(−βE(x))
Z(β)
=
exp(−βE(x)) exp(−βc)
Z(β) exp(−βc) = pβ(x)
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Πρόταση 2.3 (Οριακές θερμοκρασίες). ΄Εστω X το σύνολο καταστάσεων, E η
συνάρτηση ενέργειας και X0 = {x ∈ X : E(x) = miny∈XE(y)} τότε ισχύουν
1. limβ→∞ pβ(x) =
I(x∈X0)
|X0| , δηλαδή στο όριο χαμηλής θερμοκρασίας η κατα-
νομή Bolzmann συγκλίνει στη U(X0)
2. limβ→0 pβ(x) = 1X , δηλαδή στο όριο υψηλής θερμοκρασίας η κατανομή Bolz-
mann συγκλίνει στη U(X)
Αpiόδειξη. ΄Εστω E0 = minx∈XE(x)
pβ(x) =
exp(−βE(x))
Z(β)
=
exp(−β(E(x)− E0))∑
y∈X exp(−β(E(y)− E0))
=
exp(−β(E(x)− E0))∑
y∈X\X0 exp(−β(E(y)− E0)) +
∑
y∈X0 exp(−β(E(y)− E0))
=
exp(−β(E(x)− E0))∑
y∈X\X0 exp(−β(E(y)− E0)) +
∑
y∈X0 exp(0)
=
exp(−β(E(x)− E0))∑
y∈X\X0 exp(−β(E(y)− E0)) + |X0|
Εφόσον E(x) > E0 ∀x ∈ X \ X0 και άρα limβ→∞[exp(−β(E(x) − E0))] =
0 ∀x ∈ X \ X0 έχουμε ότι
lim
β→∞
pβ(x) =
I(x ∈ X0)
|X0|
Αpiό την άλλη
lim
β→0
[exp(−βE(x))] = 1 ∀x ∈ X =⇒
lim
β→0
pβ(x) =
1
|X|
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2.2 Θερμοδυναμικές Συναρτήσεις
Για να μελετήσουμε ένα σύστημα στατιστικής μηχανικής piολλές φορές θα χρεια-
στούμε συναρτήσεις piου εμpiεριέχουν piληροφορίες για το σύστημα και είναι ευ-
κολότερος ο χειρισμός τους. Οι σημαντικότερες συναρτήσεις για αυτό το σκοpiό
δίνονται piαρακάτω.
Ορισμός 2.4 (Θερμοδυναμικές Συναρτήσεις). Για την κατανομή B(X, E, β)
ορίζουμε τις συναρτήσεις
1. (Ελεύθερη Ενέργεια) F (β) = − 1β log(Z(β))
2. (Ελεύθερη Εντροpiία) Φ(β) = log(Z(β))
3. (Εσωτερική Ενέργεια) U(β) = −∂(Φ(β))∂β
4. (Κανονική Εντροpiία) S(β) = β2 ∂F∂β
Για λόγους συντομίας θα γράφουμε Z,F,Φ, U, S αντί Z(β), F (β) κλpi.
Η μαθηματική όσο και η φυσική σημασία των δυο τελευταίων συναρτήσεων
γίνεται αντιληpiτή με την εpiόμενη piρόταση.
Πρόταση 2.5. Εάν X ∼ B(X, E, β) τότε
1. U = E(E(X))
2. S = Φ + βU = HX
3. ∂
2
∂β2 Φ = V ar(E(X))
Αpiόδειξη.
U = −∂Φ
∂β
= −∂ logZ
∂β
= − 1
Z
∂Z
∂β
=
− 1
Z
∑
x∈X
∂(e−βE(x))
∂β
=
1
Z
∑
x∈X
E(x)e−βE(x) = E(E(X))
HX = −
∑
x∈X
pβ(x) log pβ(x) = −
∑
x∈X
pβ(x)(−βE(x)− logZ) =
logZ + β
∑
x∈X
E(x)pβ(x) = Φ + βU = β
2(
1
β2
Φ− 1
β
∂Φ
∂β
) =
β2
∂(− 1βΦ)
∂β
= β2
∂F
∂β
= S
∂2
∂β2
Φ = − ∂
∂β
U = −
∑
x∈X
E(x)
∂
∂β
(pβ(x)) =
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−
∑
x∈X
E(x)(−E(x)e
−βE(x)
Z
− 1
Z
∂Z
∂β
e−βE(x)
Z
) =
∑
x∈X
E(x)2pβ(x)− (− 1
Z
∂Z
∂β
)E(E(X)) =
E(E(X)2)− (E(E(x)))2 = V ar(E(X))
Θα μελετήσουμε τη συμpiεριφορά αυτών των συναρτήσεων στα όρια χαμηλής
και υψηλής θερμοκρασίας. Αφενός για να αναpiτύξουμε piερισσότερη διαίσθηση για
την κατανομή Bolzmann. Αφετέρου, για να αpiοκτήσουμε σημαντικά εργαλεία για
την μελέτη αυτών των ορίων στα συστήματα piου θα συναντήσουμε.
Πρόταση 2.6. Για την κατανομή B(X, E, β) ισχύουν τα ακόλουθα
1. limβ→0 Φ = log |X|
2. limβ→0 U = EX∼U(X)(E(X))
3. limβ→0 S = log |X|
4. limβ→∞ F = E0
5. limβ→∞ U = E0
6. limβ→∞ S = log |X0|
Αpiόδειξη. Αpiό τις piροτάσεις 2.3, 2.5
lim
β→0
U = lim
β→0
∑
x∈X
E(x)pβ(x) =
∑
x∈X
E(x)
1
|X| = EX∼U(X)(E(X))
lim
β→0
S = lim
β→0
[−
∑
x∈X
pβ(x) log pβ(x)] = −
∑
x∈X
1
|X| log
1
|X| = log |X|
Ομοίως για την piερίpiτωση β →∞
lim
β→∞
U = lim
β→∞
∑
x∈X
E(x)pβ(x) =
∑
x∈X
E(x)
I(x ∈ X0)
|X0| = E0
lim
β→∞
S = lim
β→∞
[−
∑
x∈X
pβ(x) log pβ(x)] =
−
∑
x∈X
I(x ∈ X0)
|X0| log
I(x ∈ X0)
|X0| = log |X0|
΄Ομως αpiό την piρόταση 2.5 έχουμε
S = Φ + βU =⇒ F = U − 1
β
S
24
΄Εpiεται ότι
lim
β→0
Φ = lim
β→0
(S − βU) = log |X|
lim
β→∞
F = lim
β→∞
(U − 1
β
S) = E0
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2.3 Σχέση Διακύμανσης-Διάλυσης
Σε αυτή την ενότητα θα εξετάσουμε την piερίpiτωση η ενέργεια να έχει piαραμετρική
εξάρτηση. Σε φυσικά συστήματα μpiορεί να είναι κάpiοιο βαρυτικό ή ηλεκτρομαγνη-
τικό piεδίο. Σε συνδυαστικά piροβλήματα piου θα ασχοληθούμε αυτό είναι εξίσου
σύνηθες. Σκοpiός μας είναι να μετρήσουμε τις μεταβολές στο σύστημα ανάλογα
με τη μεταβολή της piαραμέτρου.
Θεώρημα 2.7 (Σχέση Διακύμανσης-Διάλυσης). ΄Εστω E : X× I 7→ R όpiου I
διάστημα του R και Xλ ακολουθεί την κατανομή Bolzmann με συνάρτηση ενέρ-
γειας E(∗, λ) για λ ∈ I. Εάν f : X× I 7→ R και οι E, f είναι piαραγωγίσιμες στο
I για κάθε x ∈ X τότε
∂E(f(Xλ, λ))
∂λ
= E(
∂f(Xλ, λ)
∂λ
)− βCov(f(Xλ, λ), ∂E
∂λ
(Xλ, λ))
Αpiόδειξη. Αρχικά υpiολογίζουμε
∂Z
∂λ
= −
∑
x∈X
β
∂E
∂λ
e−βE(x,λ)
∂
∂λ
[E(f(Xλ, λ)] =
∂
∂λ
[
∑
x∈X
f(x, λ)
e−βE(x,λ)
Z
] =
∑
x∈X
∂f(x, λ)
∂λ
e−βE(x,λ)
Z
−∂Z
∂λ
∑
x∈X
f(x, λ)
e−βE(x,λ)
Z2
−β
∑
x∈X
f(x, λ)
∂E
∂λ
e−βE(x,λ)
Z
=
E(
∂f(Xλ, λ)
∂λ
)+β
∑
x∈X
∂E
∂λ
e−βE(x,λ)
Z
∑
x∈X
f(x, λ)
e−βE(x,λ)
Z
−βE(f(Xλ, λ)∂E
∂λ
(Xλ, λ)) =
E(
∂f(Xλ, λ)
∂λ
)− β[E(f(Xλ, λ)∂E
∂λ
(Xλ, λ))− E(f(Xλ, λ))E(∂E
∂λ
(Xλ, λ))] =
E(
∂f(Xλ, λ)
∂λ
)− βCov(f(Xλ, λ), ∂E
∂λ
(Xλ, λ))
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2.4 Θερμοδυναμικό ΄Οριο
Για μια κατανομή Bolzmann όpiου ο χώρος καταστάσεων είναι της μορφής Xn
εύλογα θα αναρωτηθεί κάpiοιος piοια είναι η συμpiεριφορά του συστήματος όταν
n → ∞. Το όριο αυτό λέγεται θερμοδυναμικό όριο και είναι piάρα piολύ χρήσιμο
διότι piεριγράφει με έναν αφαιρετικό τρόpiο χαρακτηριστικά του συστήματος για
αρκετά μεγάλα n.
Ορισμός 2.8. Για τις κατανομές Bolzmann B(Xn, En, β) με θερμοδυναμικές
συναρτήσεις Fn,Φn, Un, Sn αντίστοιχα για n ∈ N∗ ορίζουμε της εpiόμενες συναρ-
τήσεις
1. (Πυκνότητα ελεύθερης ενέργειας) f = limn
Fn
n
2. (Πυκνότητα ελεύθερης εντροpiίας) φ = limn
Φn
n
3. (Πυκνότητα εσωτερικής ενέργειας) u = limn
Un
n
4. (Πυκνότητα κανονικής εντροpiίας) s = limn
Sn
n
για όλα τα β ∈ (0,∞) piου τα αντίστοιχα όρια συγκλίνουν στο R.
Στη φυσική piολλές φορές έχουμε ακούσει τον όρο αλλαγή φάσης να piεριγράφει
την μετάβαση μιας συλλογής μορίων αpiό στερεή, υγρή ή αέρια κατάσταση σε μια
άλλη. Η συμpiεριφορά της piυκνότητας ελεύθερης ενέργειας καθορίζει piλήρως τα
σημεία piου έχουμε αλλαγή φάσης.
Ορισμός 2.9 (Αλλαγή φάσης). Λέμε ότι στο θερμοδυναμικό όριο των B(Xn, En, β)
όpiου η συνάρτηση ενέργειας ενδεχομένως εξαρτάται αpiό τις piαραμέτρους (λ1, λ2, ..., λd) ∈
Ω όpiου Ω χωρίο του Rd έχουμε αλλαγή φάσης στο σημείο (λ1, λ2, ..., λd, βc) εάν
∃k ∂k
∂βk
f ασυνεχής ή μη ορισμένη σε αυτό το σημείο και λέμε τάξη της αλλαγής
φάσης το μικρότερο δυνατό k piου συμβαίνει αυτό.
Εάν k = 0 τότε αpiλά λέμε ότι έχουμε αλλαγή φάσης. Σε piερίpiτωση piου όλα
τα σημεία της ευθείας {λ = λc} έχουν αλλαγή φάσης τάξης k τότε αpiλά λέμε ότι
έχουμε αλλαγή φάσης στο λc.
Για τις κατανομές Bolzmann B(Xn, En, β) θα ορίσουμε μια ακόμη συνάρτηση
η οpiοία συνδέεται άμεσα με την ασυμpiτωτική συμpiεριφορά της ενέργειας. Αρχικά
ορίζουμε το ενεργειακό φάσμα
Ωn∆(E) = {x ∈ Xn : E ≤ En(x) < E + ∆}
και το piλήθος των καταστάσεων του ενεργειακού φάσματος
Nn∆(E) = |Ωn∆(E)|
Ορισμός 2.10 (Μικρο-κανονική piυκνότητα εντροpiίας). Ορίζουμε ως μικρο-
κανονική piυκνότητα εντροpiίας την συνάρτηση σ : R 7→ R∪ {−∞} piου ικανοpiοιεί
την εξίσωση
sup
x∈[E,E+∆]
σ(x) = lim
n
1
n
logNnn∆(nE) ∀∆ ∈ R+ ∀E ∈ R
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Λήμμα 2.11 (Ασθενής εκτίμηση σαγματικού σημείου). ΄Εστω f, g : [a, b] 7→ R
όpiου f ∈ C0[a, b] και g > 0. Τότε ισχύει
lim
λ→∞
1
λ
log
∫ b
a
g(x)eλf(x)dx = max
x∈[a,b]
f(x)
Αpiόδειξη. Ως συνεχής η f έχει μέγιστο και ελάχιστο. Ορίζουμε x0 = argmaxx∈[a,b]f(x).
Μpiορούμε να θεωρήσουμε λόγω συνέχειας της f την piεριοχή του x0, V (δ) =
(x0 − δ, x0 + δ) ∩ [a, b] όpiου f(x) −  ≤ f(x) ∀x ∈ V (δ) για όpiοιο  > 0
εpiιλέξουμε. Ισχύει ∫ b
a
g(x)eλf(x)dx ≥
∫
V (δ)
g(x)eλf(x)dx ≥
eλ(f(x0)−)
∫
V (δ)
g(x)dx =⇒
lim inf
λ→∞
1
λ
log
∫ b
a
g(x)eλf(x)dx ≥ f(x0)− 
Η τελευταία ανισότητα ισχύει για όpiοιο  > 0 και να εpiιλέξουμε. ΄Εpiεται ότι
lim inf
λ→∞
1
λ
log
∫ b
a
g(x)eλf(x)dx ≥ f(x0)
Αpiό την άλλη ∫ b
a
g(x)eλf(x)dx ≤ eλf(x0)
∫ b
a
g(x)dx =⇒
lim sup
λ→∞
1
λ
log
∫ b
a
g(x)eλf(x)dx ≤ f(x0)
Αpiό τις 2 τελευταίες ανισότητες piροκύpiτει το ζητούμενο.
Θεώρημα 2.12. Για τις κατανομές Bolzmann B(Xn, En, β) piου η σ ορίζεται
στο θερμοδυναμικό όριο και είναι piεpiερασμένη και συνεχής στο [a, b] και ισχύει
a ≤ Enn ≤ b τότε
φ(β) = maxx∈[a,b](σ(x)− βx)
Αpiόδειξη. Θεωρούμε μια κανονική διαμέριση του [a, b] σε N διαστήματα. Θέτουμε
δ = 1N (b−a) και Ik,N = [a+kδ, a+(k+1)δ). Παρατηρούμε ότι Ωnnδ(n(a+kδ)) =
{x ∈ Xn : a + kδ ≤ En(x)n < a + (k + 1)δ} = {x ∈ Xn : En(x)n ∈ Ik,N}. Αpiό τα
piροηγούμενα και την υpiόθεση a ≤ Enn ≤ b έχουμε για την συνάρτηση εpiιμερισμού
Zn =
∑
x∈Xn
e−βEn(x) =
N−1∑
k=0
∑
x∈Ωnnδ(n(a+kδ))
e−βEn(x) (3)
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Αpiό την ισότητα (3) και τον ορισμό του ενεργειακού φάσματος piροκύpiτει άνω
φράγμα για την συνάρτηση εpiιμερισμού
Zn ≤
N−1∑
k=0
Nnnδ(n(a+ kδ))e
−nβ(a+kδ)
Για n αρκετά μεγάλο ισχύει αpiό τον ορισμό της σ
exp(n sup
x∈[a+kδ,a+(k+1)δ]
σ(x))e−n < Nnnδ(n(a+kδ)) < exp(n sup
x∈[a+kδ,a+(k+1)δ]
σ(x))en
Εpiειδή η σ είναι συνεχής στο συμpiαγές σύνολο [a, b] (κλειστό και φραγμένο υpiο-
σύνολο του R) έpiεται ότι είναι ομοιόμορφα συνεχής. Οpiώτε η piαραpiάνω ανισότητα
γίνεται για δ αρκετά μικρό
exp(nσ(a+ kδ))e−n2 < Nnnδ(n(a+ kδ)) < exp(nσ(a+ kδ))e
n2
Συνεpiώς έχουμε
Zn ≤ en2
N−1∑
k=0
enσ(a+kδ)e−nβ(a+kδ)
Αpiό το θεώρημα μέσης τιμής ολοκληρωτικού λογισμού
∃ck ∈ (a+ kδ, a+ (k + 1)δ) : en(σ(ck)−βck) =
∫ a+(k+1)δ
a+kδ
en(σ(x)−βx)dx
Η συνάρτηση g(x) − βx είναι εpiίσης συνεχής στο συμpiαγές [a, b] και συνεpiώς
έχουμε
en(σ(ck)−βck)e−n < en(σ(a+kδ)−β(a+kδ)) < en(σ(ck)−βck)en
΄Εpiεται ότι
Zn ≤ en3
N−1∑
k=0
en(σ(ck)−βck) = en3
∫ b
a
en(σ(x)−βx)dx =⇒
lim sup
n
1
n
log
Zn∫ b
a
en(σ(x)−βx)dx
≤ 3
όpiου  αυθαίρετος θετικός και συνεpiώς
lim sup
n
1
n
log
Zn∫ b
a
en(σ(x)−βx)dx
≤ 0
Αpiό την (3) και τον ορισμό του ενεργειακού φάσματος εpiίσης piαίρνουμε το κάτω
φράγμα
Zn ≥ e−nβδ
N−1∑
k=0
Nnnδ(n(a+ kδ))e
−nβ(a+kδ) ≥
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e−n(βδ+2)
N−1∑
k=0
en(σ(a+kδ)−β(a+kδ)) ≥
e−n(βδ+3)
N−1∑
k=0
en(σ(ck)−βck) =
e−n(βδ+3)
∫ b
a
en(σ(x)−βx)dx =⇒
lim inf
n
1
n
log
Zn∫ b
a
en(σ(x)−βx)dx
≥ −βδ − 3
αpiό την οpiοία λαμβάνουμε
lim inf
n
1
n
log
Zn∫ b
a
en(σ(x)−βx)dx
≥ 0
΄Αρα έχουμε Zn
.
=
∫ b
a
en(σ(x)−βx)dx. Αpiό το λήμμα 2.11 piροκύpiτει τελικα
φ(β) = lim
n
1
n
logZn = lim
n
1
n
∫ b
a
en(σ(x)−βx)dx = max
x∈[a,b]
(σ(x)− βx)
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3 Μοντέλο Ising
Το μοντέλο Ising είναι μια μαθηματική piεριγραφή στα piλαίσια της στατιστικής
φυσικής ενός υλικού με μαγνητικές ιδιότητες. Πρώτα θα ορίσουμε μια γενικευ-
μένη μορφή του εφόσον ο τελικός μας σκοpiός είναι να το χρησιμοpiοιήσουμε σε
συνδυαστικά piροβλήματα. Κατόpiιν θα ασχοληθούμε με κάpiοιες αpiλές piεριpiτώσεις
μοντέλων Ising και θα αναφέρουμε αλγορίθμους για piροσεγγιστική εpiίλυση του
μοντέλου. Τέλος θα δούμε την piολυpiλοκότητα του γενικευμένου μοντέλου Ising
και κάpiοιες piαραλλαγές του.
3.1 Γενικευμένο μοντέλο Ising
Για να ορίσουμε ένα γενικευμένο μοντέλο Ising χρειαζόμαστε
1. ΄Ενα piεpiερασμένο μη κατευθυνόμενο γράφημα G = (V,E)
2. Μία συνάρτηση J : E 7→ R (μαγνητικές αλληλεpiιδράσεις)
3. Μία συνάρτηση B : V 7→ R (εξωτερικό μαγνητικό piεδίο)
Ορίζουμε τη συνάρτηση ενέργειας
E(σ) = −
∑
{j,k}∈E
Jjkσjσk −
∑
j∈V
Bjσj σ ∈ {−1, 1}V
όpiου {−1, 1}V είναι το σύνολο όλων των συναρτήσεων V 7→ {−1, 1}. Η κατανομή
B({−1, 1}V , E, β) piου piροκύpiτει αpiοτελεί ουσιαστικά ένα γενικευμένο μοντέλο
Ising.
Το μοντέλο Ising είναι η piερίpiτωση του γενικευμένου μοντέλου όpiου το
γράφημα είναι ένα piλέγμα της μορφής {1, 2, ..., n}d piου με ακμές συνδέονται τα
σημεία piου αpiέχουν 1 και οι μαγνητικές αλληλεpiιδράσεις Jjk = 1.
΄Οταν έχουμε Jjk > 0 τότε λέμε ότι η αλληλεpiίδραση είναι φερομαγνητική
δηλαδή οι μαγνήτες j, k τείνουν να piροσανατολιστουν. Για να αντιληφθεί κανείς
το γεγονός αυτό αρκεί να piαρατηρήσει ότι εάν για {j, k} ∈ E ισχύει σjσk > 0 η
συνεισφορά της αλληλεpiίδρασης στην ενέργεια γίνεται −Jjk piου είναι το ελάχιστο
δυνατό. Αντίστοιχα όταν έχουμε έχουμε Jjk < 0 λέμε ότι είναι αντιφερο-
μαγνητική η αλληλεpiίδραση, δηλαδή οι μαγνήτες τείνουν να έχουν αντίθετα
spins. Αυτό μpiορεί να υpiοβάλει την ιδέα ότι μpiορούμε για ένα δεδομένο σταθε-
ρό εξωτερικό μαγνητικό piεδίο B είναι εύκολος ο υpiολογισμός της κατάστασης
ελάχιστης ενέργειας. Αυτό όμως γίνεται αντιληpiτό ότι δεν ισχύει αν θεωρήσουμε
το εξής αντιpiαράδειγμα. ΄Εστω G = ({1, 2, 3}, {{1, 2}, {2, 3}, {3, 1}}) με B = 0
και Jjk = −1 ∀{j, k}. Βλέpiουμε piως και οι 3 μαγνήτες τείνουν να έχουν α-
ντίθετο spin αpiό ότι οι άλλοι, αλλά δεν είναι εφικτό αυτό διότι τουλάχιστον 2
θα έχουν piάντα το ίδιο spin. Υλικά με μαγνητικές αλληλεpiιδράσεις όpiως του
piαραpiάνω piαραδείγματος, δηλαδή αpiαγορευτικές για να εpiιτύχουμε την ελάχιστη
δυνατή ενέργεια, λέγονται spin glasses. Καταλήγοντας, η εύρεση της ελάχιστης
δυνατής ενέργειας είναι ένα εξαιρετικά piολύpiλοκο piρόβλημα και όpiως θα δούμε
το αντίστοιχο piρόβλημα αpiόφασης είναι NP-Complete.
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3.2 Εpiιλύσιμα μοντέλα
Σκοpiός μας είναι να μpiορέσουμε να μελετήσουμε το θερμοδυναμικό όριο ενός
μοντέλου. ΄Ετσι είναι εφικτό να κατανοήσουμε piοιοτικά τη συμpiεριφορά του συ-
στήματος. Για να το piετύχουμε αυτό χρειάζεται να υpiολογίσουμε την piυκνότητα
ελεύθερης ενέργειας. Παρόλο piου είναι αpiλό το μοντέλο Ising δεν έχει εpiιλυθεί
για d > 2. Ακόμα και η piερίpiτωση d = 2 έχει αρκετά piερίpiλοκη λύση και χρει-
άστηκαν αρκετά χρόνια για να λυθεί. Σε αυτό το κεφάλαιο θα μελετήσουμε το
μονοδιάστατου μοντέλο Ising και το μοντέλο Curie-Weiss.
3.2.1 Μονοδιάστατο Μοντέλο Ising
Σε αυτή την ενότητα θα μελετήσουμε το μονοδιάστατο μοντέλο Ising με ομογενές
μαγνητικό piεδίο B. ΄Αρα μελετάμε το μοντέλο G = (V,E) όpiου V = {j ∈ N :
1 ≤ j ≤ n}, E = {{j, k} : k = j + 1 ∧ j, k ∈ V }, Jjk = 1 ∀{j, k} ∈ E και
Bj = B ∀j ∈ V . Για να υpiολογίσουμε την piυκνότητα ελεύθερης ενέργειας του
θερμοδυναμικού ορίου piρέpiει να εκτιμήσουμε την εκθετική τάξη της συνάρτησης
εpiιμερισμού Z. Για λόγους συντομίας θα γράφουμε
∑
σ1,σ2,...,σn
ή
∑
σ αντί για∑
σ∈{−1,1}V .
Zn =
∑
σ1,σ2,...,σn
exp(−βE(σ)) =
∑
σ1,σ2,...,σn
exp(β(
n−1∑
j=1
σjσj+1 +B
n∑
j=1
σj))
΄Οpiως καταλαβαίνει κανείς ή μέσο του piαραpiάνω τύpiου ή λόγο φυσικής διαίσθησης
του piροβλήματος μpiορούμε να εκφράσουμε αναδρομικά την συνάρτηση εpiιμερισμο-
ύ. Το γράφημά μας είναι μια αλυσίδα με n στοιχεία Συνεpiώς αναζητούμε έκφραση
της συνάρτησης εpiιμερισμού των k+ 1 στοιχείων αpiό τα k και την τιμή του k+ 1
spin σk+1. Για αυτό ορίζουμε
zk(σk) =
∑
σ1,σ2,...σk−1
exp(β(
k−1∑
j=1
σjσj+1 +B
k∑
j=1
σj)) 2 ≤ k ≤ n
και
z1(σ1) = exp(βBσ1)
Τώρα piαρατηρούμε για κάθε σk+1 ∈ {−1, 1}
zk+1(σk+1) =
∑
σ1,σ2,...σk
exp(β(
k∑
j=1
σjσj+1 +B
k+1∑
j=1
σj)) =
∑
σk
∑
σ1,σ2,...,σk−1
exp(β(
k−1∑
j=1
σjσj+1 +B
k∑
j=1
σj) + βσkσk+1 + βBσk+1) =
∑
σk
exp(βσkσk+1 + βBσk+1)zk(σk)
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και εpiίσης για κάθε σ2 ∈ {−1, 1}
z2(σ2) =
∑
σ1
exp(βσ1σ2 + βBσ1 + βBσ2) =
∑
σ1
z1(σ1) exp(βσ1σ2 + βBσ2)
Σε μορφή piίνακα οι piαραpiάνω piαρατηρήσεις γράφονται(
zk+1(1)
zk+1(−1)
)
=
(
eβ+βB e−β+βB
e−β−βB eβ−βB
)(
zk(1)
zk(−1)
)
Ο piίνακας
T =
(
eβ+βB e−β+βB
e−β−βB eβ−βB
)
λέγεται piίνακας μεταφοράς.
Τέλος έχουμε ότι
Zn =
∑
σ1,σ2,...,σn
exp(β(
n−1∑
j=1
σjσj+1 +B
n∑
j=1
σj)) =
∑
σn
∑
σ1,σ2,...,σn−1
exp(β(
n−1∑
j=1
σjσj+1 +B
n∑
j=1
σj)) =
∑
σn
zn(σn) =
<
(
1
1
)
,
(
zn(1)
zn(−1)
)
>=<
(
1
1
)
, Tn−1
(
eβB
e−βB
)
>
Οι ιδιοτιμές του piίνακα T είναι
λ1 = e
β cosh(βB) +
√
e2β sinh2(βB) + e−2β
λ2 = e
β cosh(βB)−
√
e2β sinh2(βB) + e−2β
΄Εστω u1, u2 ιδιοδιανύσματα των ιδιοτιμών λ1, λ2 αντίστοιχα. Τα u1, u2 είναι γραμ-
μικώς ανεξάρτητα και συνεpiώς αpiοτελούν βάση του R2. ΄Αρα εάν (eβB , e−βB) =
a1u1 + a2u2
Zn =<
(
1
1
)
, Tn−1(a1u1 + a2u2) >=<
(
1
1
)
, a1λ
n−1
1 u1 + a2λ
n−1
2 u2 >
και συνεpiώς
Zn = c1λ
n−1
1 + c2λ
n−1
2
όpiου c1 =<
(
1
1
)
, u1 > a1
Για να κυριαρχεί ο όρος λn−11 όpiου λ1 > λ2 αρκεί c1 6= 0. Αpiό το θεώρημα Perron-
Frobenius γνωρίζουμε ότι η λ1 είναι ιδιοτιμή Perron-Frobenius και μpiορούμε να
διαλέξουμε το u1 ώστε όλες οι συντεταγμένες του να είναι θετικές. Συνεpiώς
αρκεί a1 6= 0. Εάν a1 = 0 τότε
(
eβB
e−βB
)
= a2u2 το οpiοίο θα σήμαινε ότι είναι
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ιδιοδιάνυσμα του T το οpiοίο με piράξεις βλέpiουμε ότι είναι άτοpiο. Συνεpiώς η
piυκνότητα ελεύθερης εντροpiίας είναι
φ = lim
n
logZn
n
= lim
n
log(c1λ
n−1
1 + c2λ
n−1
2 )
n
=
lim
n
log(c1 + c2
λ2
λ1
n−1
) + (n− 1) log λ1
n
= log λ1
΄Αρα
φ = log(eβ cosh(βB) +
√
e2β sinh2(βB) + e−2β)
Εφόσον f = − 1βφ συμpiεραίνουμε ότι η f είναι αναλυτική στο (0,∞) × R ως
συνάρτηση του (β,B) και άρα δεν έχουμε καμία αλλαγή φάσης.
Μια σημαντική για την μελέτη της εpiιρροής του μαγνητικού piεδίου B στο
σύστημα piοσότητα είναι ο μέσος μαγνητισμός ο οpiοίος είναι
M =
1
|V |
∑
j∈V
E(σj) = E(
1
|V |
∑
j∈V
σj)
Εpiίσης θα λέμε στιγμιαίο μαγνητισμό την piοσότητα
m(σ) =
1
|V |
∑
j∈V
σj σ ∈ {−1, 1}V
η οpiοία στο εpiόμενο μοντέλο piου θα μελετήσουμε piαίζει κομβικό ρόλο.
Για τον υpiολογισμό του μέσου μαγνητισμού piαρατηρούμε ότι
∂ logZn
∂B
=
1
Zn
∑
σ
∂ exp(β(
∑n−1
j=1 σjσj+1 +B
∑n
j=1 σj))
∂B
=
β
∑
σ
(
n∑
j=1
σj) exp(β(
n−1∑
j=1
σjσj+1 +B
n∑
j=1
σj)) =
β
∑
σ
(
n∑
j=1
σj)pβ(σ)Zn = βnMnZn =⇒
Mn =
1
βnZn
∂ logZn
∂B
όpiου Mn ο μέσος μαγνητισμός του μοντέλου με n spins
Στο θερμοδυναμικό όριο η piαραpiάνω piοσότητα γίνεται
Mn =
1
βn
∂ logZn
∂B
Zn
=
1
βn
∂c1
∂B λ
n−1
1 +
∂c2
∂B λ
n−1
2 + (n− 1)[c1λn−21 ∂λ1∂B + c2λn−22 ∂λ2∂B ]
c1λ
n−1
1 + c2λ
n−1
2
=
1
β
1
n [
∂c1
∂B +
∂c2
∂B (
λ2
λ1
)n−1] + (1− 1n ) 1λ1 [c1 ∂λ1∂B + c2(λ2λ1 )n−2 ∂λ2∂B ]
c1 + c2
λ2
λ1
n−1 =⇒
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lim
n
Mn =
1
β
c1
1
λ1
∂λ1
∂B
c1
=
1
β
∂ log λ1
∂B
=
1
β
∂φ
∂B
Εpiειδή σκοpiός μας είναι να μελετήσουμε συστήματα piου piροκύpiτουν αpiό με-
τασχηματισμούς συνδυαστικών piροβλημάτων αpiό εδώ και piέρα θα λέμε μοντέλο
Ising θα εννοούμε το γενικευμένο μοντέλο και όχι το κλασσικό μοντέλο.
3.2.2 Μοντέλο Curie-Weiss
Το μοντέλο Curie-Weiss είναι ένα ακόμη αpiλό μοντέλο το οpiοίο ανήκει στην
ευρύτερη κατηγορία των μοντέλων μέσου piεδίου. Το γράφημα του μοντέλου
είναι μια κλίκα με n κόμβους και οι μαγνητικές αλληλεpiιδράσεις έχουν ισχύ 1n . Πάλι
για λόγους αpiλότητας θα θεωρήσουμε ότι το μαγνητικό piεδίο είναι ομοιογενές με
ισχύ B. ΄Αρα έχουμε
En(σ) = − 1
n
∑
j<k
σjσk −B
n∑
j=1
σj
Παρατηρούμε ότι
n2mn(σ)
2 =
n∑
j=1
σ2j + 2
∑
j<k
σjσk =⇒
1
2
(n2mn(σ)
2 − n) =
∑
j<k
σjσk =⇒
En(σ) =
1
2
− n
2
mn(σ)
2 − nBmn(σ)
Συνεpiώς η ενέργεια εξαρτάται μόνο αpiό τον στιγμιαίο μαγνητισμό. ΄Ενα μοντέλο
με αυτή την ιδιότητα λέγεται μοντέλο μέσου piεδίου. ΄Αρα λαμβάνουμε την
αpiλοpiοιημένη συνάρτηση ενέργειας
En(m) =
1
2
− n
2
m2 − nBm
Η ενέργεια αυτή αpiλοpiοιείται piεραιτέρω αpiό την piρόταση 2.2 στην
En(m) = −n
2
m2 − nBm
Το piρόβλημα piου έχουμε τώρα είναι ότι υpiάρχουν piολλές καταστάσεις σ piου
αντιστοιχούν σε μια τιμήm. ΄Αρα για να εκφράσουμε την συνάρτηση εpiιμερισμού με
την αpiλοpiοιημένη ενέργεια piρέpiει να βρούμε το piλήθος Nn(m) των καταστάσεων
σ piου έχουν στιγμιαίο μαγνητισμό m.
Εάν αpiό τα n spins τα k είναι 1 και τα υpiόλοιpiα -1 έχουμε m = k−(n−k)n =
−1+2 kn . Αυτές οι καταστάσεις είναι συνολικά
(
n
k
)
όpiου λύνοντας την piροηγούμενη
εξίσωση ως piρος k λαμβάνουμε k = n 1+m2 . ΄Αρα έχουμε
Zn =
∑
m∈Gn
Nn(m) exp(−βEn(m)) =
∑
m∈Gn
(
n
n 1+m2
)
exp(n(
β
2
m2 + βBm))
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΄Οpiου Gn το σύνολο όλων των δυνατών τιμών του m για n spins, δηλαδή Gn =
{−1+2 kn : k ∈ N∧0 ≤ k ≤ n}. Παρατηρούμε ότι το Gn είναι μια ομοιόμορφη δια-
μέριση του [−1, 1] σε n διαστήματα. Θέτουμε xk = −1 + 2 kn k ∈ N∧ 0 ≤ k ≤ n.
΄Εστω h(p) = −p log p − (1 − p) log(1 − p) p ∈ [0, 1]. Αpiό το λήμμα 1.10
λαμβάνουμε
Zn =
∑
m∈Gn
exp(O(log n+ nh(
1 +m
2
)) exp(n(
β
2
m2 + βBm)) =
exp(O(log n))
n∑
k=0
exp(n[
β
2
x2k + βBxk + h(
1 + xk
2
)])
΄Εστω g(x) = β2x
2 + βBx+ h( 1+x2 ) x ∈ [−1, 1]. ΄Εχουμε g συνεχής στο [−1, 1]
και το [−1, 1] είναι συμpiαγές ως κλειστό και φραγμένο υpiοσύνολο του R. Συ-
νεpiώς έχουμε g ομοιόμορφα συνεχής στο [−1, 1]. Αpiό το θεώρημα μέσης τιμής
ολοκληρωτικού λογισμού έχουμε για 0 ≤ k ≤ n− 1
∃ck ∈ (xk, xk+1) : 2
n
exp(ng(ck)) =
∫ xk+1
xk
exp(ng(x))dx
Για  > 0 αpiό την ομοιόμορφη συνέχεια της g υpiάρχει δ > 0 ώστε |u − v| <
δ =⇒ |g(u)− g(v)| < . Εφόσον xk+1− xk = 2n για n αρκετά μεγάλο 2n < δ και
συνεpiώς |g(ck)− g(xk)| <  =⇒ e−n < exp(n(g(ck)− g(xk)) < en
Zn = e
O(logn)
n∑
k=0
eng(xk) < eO(logn)en
n−1∑
k=1
eng(ck) + eO(logn)eng(xn) =
eO(logn)en
∫ 1
−1
eng(x)dx+ eO(logn)eng(1) =⇒
Zn∫ 1
−1 e
ng(x)dx
< eO(logn)[en +
eng(1)∫ 1
−1 e
ng(x)dx
]
Εφόσον limx→1 g′(x) = limx→1(βx + βB + 12 log
1−x
1+x ) = −∞ το οpiοίο σημαίνει
ότι η g έχει τοpiικό ελάχιστο στο 1. ΄Αρα αν θεωρήσουμε μια piεριοχή του 1
(1− ξ, 1], ξ > 0 όpiου g(x) > g(1) ∀x ∈ (1− ξ, 1] λαμβάνουμε∫ 1
−1
en(g(x)−g(1))dx >
∫ 1
1−ξ
en(g(x)−g(1))dx >
∫ 1
1−ξ
1dx = ξ =⇒
eng(1)∫ 1
−1 e
ng(x)dx
= O(1) =⇒
Zn∫ 1
−1 e
ng(x)dx
< eO(logn)[en +O(1)] =⇒
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1n
log
Zn∫ 1
−1 e
ng(x)dx
< O(
log n
n
) +
1
n
log(en +O(1)) =⇒
lim sup
n
1
n
log
Zn∫ 1
−1 e
ng(x)dx
≤ 
Εpiίσης έχουμε
Zn = e
O(logn)
n∑
k=0
eng(xk) > eO(logn)
n−1∑
k=0
eng(xk) >
eO(logn)e−n
n−1∑
k=0
eng(ck) = eO(logn)e−n
∫ 1
−1
eng(x)dx =⇒
1
n
log
Zn∫ 1
−1 e
ng(x)dx
> O(
log n
n
)−  =⇒
lim inf
n
1
n
log
Zn∫ 1
−1 e
ng(x)dx
≥ −
΄Ομως το  το εpiιλέγουμε αυθαίρετα και συνεpiώς έχουμε
Zn
.
=
∫ 1
−1
eng(x)dx
Αρκεί λοιpiόν να υpiολογίσουμε την εκθετική τάξη του ολοκληρώματος
∫ 1
−1 e
ng(x)dx
για τον υpiολογισμό της φ. Αpiό το λήμμα 2.11 έχουμε
lim
n
1
n
log
∫ 1
−1
eng(x)dx = g(x0)
΄Αρα η φ είναι
φ = g(x0)
Εpiίσης ισχύει limx→−1 g′(x) = limx→−1(βx + βB + 12 log
1−x
1+x ) = ∞ και άρα
το -1 είναι τοpiικό ελάχιστο. Εφόσον το σημείο μέγιστου x0 piου ψάχνουμε είναι
για όλες τις τιμές των β,B στο (−1, 1), λόγω των piλευρικών ορίων piου είδαμε
piροηγούμενος, piρέpiει να ικανοpiοιεί την εξίσωση g′(x) = 0. Θα μελετήσουμε την
piερίpiτωση όpiου B = 0 piου είναι η αpiλούστερη. Εάν β ≤ 1 έχουμε
g′′(x) = β − 1
1− x2 ≤ 0 ∀x ∈ [−1, 1]
όpiου η ισότητα ισχύει αν και μόνο αν x = 0, β = 1. ΄Αρα g′ γνησίως φθίνουσα.
Εpiίσης g′(0) = 0 άρα είναι η μοναδική ρίζα του 0 και συνεpiώς piρέpiει να είναι το
σημείο μεγίστου piου ψάχνουμε. ΄Αρα
φ = g(0) = log 2 β ≤ 1
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Αpiό την άλλη εάν β ≥ 1 θέτουμε a =
√
1− 1β και piαρατηρούμε ότι g′′ είναι
φθίνουσα στο [0, 1) και είναι άρτια αpiό αυτά piροκύpiτουν
g′′(x) = g′′(−x) = β − 1
1− (−x)2 < β −
1
1− (−a)2 = 0 ∀x ∈ (−1,−a)
g′′(x) = g′′(|x|) = β − 1
1− |x|2 > β −
1
1− |a|2 = 0 ∀x ∈ (−a, a)
g′′(x) = β − 1
1− x2 < β −
1
1− a2 = 0 ∀x ∈ (a, 1)
Σε αυτήν την piερίpiτωση λοιpiόν το κρίσιμο σημείο στο 0 είναι τοpiικό ελάχιστο
αφού g′′(0) > 0. Η g′ είναι αύξουσα στο (−a, a) άρα g′(a) > g′(0) = 0. ΄Ομως
limx→1 g′(x) = −∞ άρα υpiάρχει μοναδικό ξ ∈ (a, 1) τέτοιο ώστε g′(ξ) = 0. ΄Αρα
στο ξ αφού g′′(ξ) < 0. Τέλος η g είναι άρτια και συνεpiώς στο −ξ έχουμε δεύτερο
τοpiικό μέγιστο με ίδια τιμή με το ξ. Οpiότε piροκύpiτει
φ = g(ξ) β > 1
Το ξ μεταβάλλεται με το β οpiότε η φ είναι μη σταθερή για β > 1 και σταθερή
για β ≤ 1 το οpiοίο σημαίνει ότι δεν είναι αναλυτική η φ στο 1. ΄Αρα για βc = 1
έχουμε αλλαγή φάσης στο μοντέλο Curie-Weiss. Η συγκεκριμένη αλλαγή φάσης
piροκύpiτει αpiό την διακλάδωση της g για B = 0 στο β = 1 όpiου το σημείο τοpiι-
κού μεγίστου γίνεται τοpiικού ελαχίστου και piροκύpiτουν δύο νέα σημεία τοpiικού
μεγίστου γύρο αpiό αυτό. Η piερίpiτωση piου B 6= 0 μελετάται με αντίστοιχο τρόpiο
δηλαδή βρίσκουμε τα σημεία διακλάδωσης του ενός μεγίστου σε τρία κρίσιμα ση-
μεία ένα εκ των οpiοίων είναι το μέγιστο.
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3.3 Πολυpiλοκότητα μοντέλου Ising
Σε αυτή την ενότητα θα μελετήσουμε την υpiολογιστική piολυpiλοκότητα του υ-
piολογίσμου της ελάχιστης ενέργειας ενός μοντέλου Ising. ΄Οpiως όλα τα υpiο-
λογιστικά piροβλήματα έχει υpiολογιστική μορφή και μορφή αpiόφασης. Για την
θεωρία piολυpiλοκότητας σημαντικότερη είναι η μορφή αpiόφασης την οpiοία και θα
χρησιμοpiοιήσουμε.
Πρόβλημα 3.1 (Πρόβλημα αpiόφασης άνω φράγματος ελάχιστης ενέργειας μο-
ντέλου Ising). Να αpiοφανθούμε εάν η ελάχιστη δυνατή ενέργεια του μοντέλου
Ising με γράφημα G = (V,E), μαγνητικές αλληλεpiιδράσεις J και μαγνητικό piεδίο
B είναι μικρότερη η ίση αpiό E0. Μας δίνονται σαν είσοδος το γράφημα G, τα βάρη
J , το μαγνητικό piεδίο B και το άνω φράγμα της ελάχιστης ενέργειας E0.
΄Εστω μοντέλο Ising με γράφημα G = (V,E), μαγνητικές αλληλεpiιδράσεις J ,
μαγνητικό piεδίο B και άνω φράγμα ελάχιστης ενέργειας E0. Για μια κατάσταση σ
με E(σ) ≤ E0 υpiολογίζουμε E(σ) σε O(|V |+ |E|) piράξεις το οpiοίο σημαίνει ότι
μpiορούμε να ελέγξουμε εάν η αpiάντηση στο piρόβλημα αpiόφασης του μοντέλου
Ising είναι καταφατική σε piολυωνυμικό χρόνο. ΄Αρα το piρόβλημα αpiόφασης άνω
φράγματος ελάχιστης ενέργειας του μοντέλου Ising είναι NP.
Πρόβλημα 3.2 (Πρόβλημα αpiόφασης κάτω φράγματος weighted max-cut). Να
αpiοφανθούμε εάν σε ακατεύθυντο γράφημα G = (V,E) και βάρη w εάν υpiάρχει
υpiοσύνολο των κόμβων U με άθροισμα βαρών ακμών αpiό το V \U στο U τουλάχι-
στον c. Μας δίνονται ως είσοδος το γράφημα G, τα βάρη w και το κάτω φράγμα
c.
Πρόταση 3.3. Το piρόβλημα αpiόφασης weighted max-cut ανάγεται σε piολυω-
νυμικό χρόνο στο piρόβλημα αpiόφασης ελάχιστης ενέργειας του μοντέλου Ising
Αpiόδειξη. ΄Εστω G = (V,E) με βάρη w και το κάτω φράγμα c. Κατασκευάζουμε
το μοντέλο Ising με γράφημα G, μαγνητικές αλληλεpiιδράσεις J = −w και ομο-
γενές μαγνητικό piεδίο 0. Θέτουμε s =
∑
{j,k}∈E wjk και E0 = s − 2c. Εάν για
κατάσταση σ έχουμε
E(σ) ≤ E0
Θέτουμε U = {j ∈ V : σj = 1}, EU τις ακμές μεταξύ των κόμβων του U , EV \U
τις ακμές μεταξύ των κόμβων του V \ U και E∗ τις ακμές αpiό κόμβο του U σε
κόμβο του V \ U .
E(σ) = −
∑
{j,k}∈E
Jjkσjσk = −
∑
{j,k}∈EU
Jjk −
∑
{j,k}∈EV \U
Jjk +
∑
{j,k}∈E∗
Jjk =
−
∑
{j,k}∈EU
Jjk −
∑
{j,k}∈EV \U
Jjk −
∑
{j,k}∈E∗
Jjk + 2
∑
{j,k}∈E∗
Jjk =
−
∑
{j,k}∈E
Jjk + 2
∑
{j,k}∈E∗
Jjk =
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s− 2
∑
{j,k}∈E∗
wjk
΄Αρα
E(σ) ≤ E0 =⇒ s− 2
∑
{j,k}∈E∗
wjk ≤ s− 2c =⇒
∑
{j,k}∈E∗
wjk ≥ c
΄Αρα η εpiιλογή U δίνει άθροισμα βαρών των ακμών μεταξύ U και V \U τουλάχιστον
c. Αντίστροφα εάν μια εpiιλογή U δίνει άθροισμα βαρών των ακμών μεταξύ U και
V \ U τουλάχιστον c τότε κατασκευάζουμε την κατάσταση σ με σj = 1 ∀j ∈ U ,
σj = −1 ∀j ∈ V \ U . Θέτουμε EU τις ακμές μεταξύ των κόμβων του U , EV \U
τις ακμές μεταξύ των κόμβων του V \ U και E∗ τις ακμές αpiό κόμβο του U σε
κόμβο του V \ U . Προκύpiτει piάλι
E(σ) = s− 2
∑
{j,k}∈E∗
wjk
όμως
∑
{j,k}∈E∗ wjk ≥ c άρα
E(σ) ≤ s− 2c = E0
΄Αρα μετατρέψαμε μια είσοδο του piροβλήματος αpiόφασης weighted max-cut σε μια
ισοδύναμη είσοδο του piροβλήματος αpiόφασης του μοντέλου Ising σε piολυωνυμικό
χρόνο.
Αpiό την piαραpiάνω αναγωγή έpiεται ότι το piρόβλημα αpiόφασης άνω φράγματος
ελάχιστης ενέργεια μοντέλου Ising είναι NP-Complete εφόσον είναι γνωστό ότι
το piρόβλημα αpiόφασης weighted max-cut είναι NP-Complete.
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3.4 Παρόμοια μοντέλα
Σε αυτό το κεφάλαιο θα συζητήσουμε για piαρόμοια μοντέλα με το μοντέλο Ising.
3.4.1 Μοντέλο Potts
΄Οpiως και στην piερίpiτωση του μοντέλου Ising έχουμε ένα ακατεύθυντο γράφημα
G = (V,E) με μαγνητικές αλληλεpiιδράσεις J : E 7→ R. Ορίζουμε ως ενέργεια του
μοντέλου Potts με q ∈ N \ {0, 1} spins την συνάρτηση ενέργειας E : {n ∈ N : 1 ≤
n ≤ q}V 7→ R με τύpiο
E(σ) = −
∑
{j,k}∈E
Jjkδ(σj , σk)
όpiου δ το δέλτα του Kronecker.
Το μοντέλο Potts με q spins είναι η κατανομή Bolzmann B(X, E, β), όpiου
X = {n ∈ N : 1 ≤ n ≤ q}V
Ουσιαστικά το μοντέλο Potts με q spins αpiοτελεί piαραλλαγή του μοντέλου
Ising όpiου οι μαγνήτες μpiορούν να piροσανατολιστούν σε q διαφορετικές κατευ-
θύνσεις.
Πρόταση 3.4. Το μοντέλο Potts με 2 spins, γράφημα G = (V,E) και μα-
γνητικές αλληλεpiιδράσεις J είναι ισοδύναμο με το μοντέλο Ising με γράφημα
G = (V,E), μαγνητικές αλληλεpiιδράσεις 12J και ομογενές μαγνητικό piεδίο 0.
Αpiόδειξη. Η ενέργεια του μοντέλου Potts είναι
Epotts(σ) = −
∑
{j,k}∈E
Jjkδ(σj , σk)
μpiορούμε να αντικαταστήσουμε το σύνολο τιμών των spins του μοντέλου Potts
{1, 2} με το {−1, 1} αντιστοιχίζοντας 1 7→ −1, 2 7→ 1 εφόσον αυτό δεν εpiηρεάζει
την ενέργεια. Θεωρώ U = {j ∈ V : σj = 1}, EU τις ακμές μεταξύ κόμβων του
U , EV \U τις ακμές μεταξύ κόμβων του V \ U και E∗ τις ακμές αpiό κόμβο του U
σε κόμβο του V \ U . Τέλος θέτω s = ∑{j,k}∈E Jjk
Epotts(σ) = −
∑
{j,k}∈E
Jjkδ(σj , σk) = −
∑
{j,k}∈EU
Jjk −
∑
{j,k}∈EV \U
Jjk
Eising(σ) = −
∑
{j,k}∈E
1
2
Jjkσjσk =
1
2
(−
∑
{j,k}∈EU
Jj,k −
∑
{j,k}∈EV \U
Jj,k +
∑
{j,k}∈E∗
Jj,k) =
1
2
(2Epotts(σ) + s) = Epotts(σ) +
s
2
Αpiό την piρόταση 2.2 και την piαραpiάνω ισότητα piέρνουμε το ζητούμενο.
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Αρά το μοντέλο Potts είναι μια γενίκευση του μοντέλου Ising χωρίς την εpiίδρα-
ση μαγνητικού piεδίου. Αυτό έχει ως συνέpiεια το αντίστοιχο piρόβλημα αpiόφασης
του μοντέλου Potts να είναι εpiίσης NP-Complete.
Ορισμός 3.5 (Πρόβλημα αpiόφασης μοντέλου Potts). Να αpiοφανθούμε εάν η
ελάχιστη δυνατή ενέργεια του μοντέλου Potts με q spins, γράφημα G = (V,E)
και μαγνητικές αλληλεpiιδράσεις J είναι μικρότερη η ίση αpiό E0. Μας δίνονται
σαν είσοδος το q, το γράφημα G, οι μαγνητικές αλληλεpiιδράσεις J και ο αριθμός
E0.
Πρώτα piαρατηρούμε ότι η αναγωγή αpiό το piρόβλημα αpiόφασης weighted max-
cut στο piρόβλημα αpiόφασης του μοντέλου Ising μεταφέρει στιγμιότυpiα του piρο-
βλήματος αpiόφασης weighted max-cut σε στιγμιότυpiα του piροβλήματος αpiόφασης
του μοντέλου Ising piου δεν έχουν μαγνητικό piεδίο. ΄Αρα το piρόβλημα αpiόφασης
του μοντέλου Ising χωρίς μαγνητικό piεδίο είναι εpiίσης NP-Complete. Αpiό την
piρόταση 3.4 piροκύpiτει άμεσα ο μετασχηματισμός ενός μοντέλου Ising σε ένα ι-
σοδύναμο μοντέλο Potts όpiου η ενέργεια του ενός διαφέρει κατά σταθερά αpiό το
άλλο. Αυτό σημαίνει ότι το piρόβλημα αpiόφασης του μοντέλου Ising ανάγεται στο
piρόβλημα αpiόφασης του μοντέλου Potts. Τέλος το γεγονός ότι για κατάσταση
σ μpiορούμε σε piολυωνυμικό χρόνο να υpiολογίσουμε E(σ) και να συγκρίνουμε τα
E(σ), E0 σημαίνει ότι το piρόβλημα αpiόφασης του μοντέλου Potts είναι NP αpiό
το οpiοίο έpiεται ότι τελικά είναι NP-Complete.
3.4.2 Μοντέλο Ising p-spin glasses
Σε αυτό το μοντέλο τα piράγματα είναι λίγο διαφορετικά. Ξεκινάμε piάλι με ένα
σύνολο κόμβων V και ένα σύνολο p-άδων E του V , όpiου p ∈ N \ {0, 1}. Οι
μαγνητικές αλληλεpiιδράσεις είναι μια συνάρτηση J : E 7→ R. Σε κάθε κόμβο του
V αντιστοιχούμε ένα spin με τιμή -1 ή 1. Η συνάρτηση ενέργειας του μοντέλου
Ising p-spin glasses είναι
E(σ) = −
∑
{j1,j2,...,jp}∈E
Jj1j2...jpσj1σj2 ...σjp
Το μοντέλο Ising p-spin glasses είναι η κατανομή Bolzmann piου piροκύpiτει αpiό την
piαραpiάνω συνάρτηση ενέργειας στο σύνολο των καταστάσεων σ piου piεριγράφουν
την αντιστοίχηση ενός κόμβου με ένα spin.
Αυτό το μοντέλο είναι άμεση γενίκευση του μοντέλου Ising. Για p = 2 είναι
το μοντέλο Ising. Πάλι όpiως και στην piερίpiτωση του μοντέλου Potts piροκύpiτει
ότι είναι NP-Complete το αντίστοιχο piρόβλημα αpiόφασης με όμοιο τρόpiο.
42
3.5 Προσεγγιστικοί Αλγόριθμοι
Σε αυτή την ενότητα θα μελετήσουμε αλγορίθμους τύpiου Monte Carlo Markov
Chain για να piροσεγγίσουμε την κατανομή B(X, E, β) όταν μας είναι δύσκολο
να υpiολογίσουμε άμεσα τη συνάρτηση εpiιμερισμού. Οι αλγόριθμοι piου θα συζη-
τήσουμε στηρίζονται στο εργοδικό θεώρημα μαρκοβιανών αλυσίδων.
3.5.1 Αλγόριθμος Metropolis-Hastings
΄Εστω ένα μοντέλο Ising με γράφημα G = (V,E), μαγνητικές αλληλεpiιδράσεις
J και μαγνητικό piεδίο B. Η ιδέα του αλγορίθμου είναι να κατασκευάσουμε μια
μαρκοβιανή αλυσίδα στον χώρο των καταστάσεων X = {−1, 1}V η οpiοία να έχει
αναλλοίωτη κατανομή την κατανομή B(X, E, β), όpiου E η συνάρτηση ενέργειας
του μοντέλου Ising. Κατόpiιν για ένα piροκαθορισμένο αριθμό βημάτων N κινούμα-
στε τυχαία στην μαρκοβιανή αλυσίδα συλλέγοντας δείγματα και έτσι υpiολογίζουμε
την αναλλοίωτη κατανομή της ή την μέση τιμή κάpiοιας συνάρτησης ως piρος την
αναλλοίωτη κατανομή.
Algorithm 1 Αλγόριθμος Metropolis-Hastings
Require: G, J,B, β
Εpiιλέγουμε σ ∼ U({−1, 1}V )
Υpiολογίζουμε E(σ)
Nx ← 0 x ∈ V \ {σ}
Nσ ← 1
for m ∈ ZN do
Εpiιλέγουμε j ∼ U(V )
τ ← σ
τj ← −τj
Υpiολογίζουμε E(τ)
∆E ← E(τ)− E(σ)
Εpiιλέγουμε u ∼ U(0, 1)
if u ≤ e−β∆E then
σ ← τ
end if
Nσ ← Nσ + 1
end for
return 1NNx x ∈ V
Η μαρκοβιανή αλυσίδα piου piροκύpiτει αpiό τον piαραpiάνω αλγόριθμο έχει piιθα-
νότητα μετάβασης
w(σ → τ) = 1|V |
∑
j∈V
e−β∆Ej(σ)δ(τ, σ(j)) + (1− 1|V |
∑
j∈V
e−β∆Ej(σ))δ(τ, σ)
όpiου σ(j) η κατάσταση piου piροκύpiτει αpiό την αλλαγή του spin j στην σ και
∆Ej(σ) = max(E(σ
(j))− E(σ), 0).
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Εάν η αλυσίδα είναι μη υpiοβιβάσιμη τότε γνωρίζουμε ότι NσN συγκλίνει σε αναλ-
λοίωτη κατανομή αpiό το εργοδικό θεώρημα μαρκοβιανών αλυσίδων. Εάν εpiιpiλέον
είναι αpiεριοδική και η κατανομή Bolzmann του μοντέλου Ising είναι αναλλοίωτη
κατανομή της αλυσίδας, τότε θα έχουμε NσN → pβ(σ)
Αρχικά piαρατηρούμε ότι όλες οι καταστάσεις της αλυσίδας είναι piροσβάσιμες
αpiό μια αρχική κατάσταση σ διότι η piιθανότητα αλλαγής ενός spin είναι piάντα θε-
τική. ΄Αρα η αλυσίδα είναι μη υpiοβιβάσιμη. Θα δείξουμε ότι η κατανομή Bolzmann
είναι αναλλοίωτη της αλυσίδας.∑
τ∈{−1,1}V
w(τ → σ)pβ(τ) =
∑
j∈V
w(σ(j) → σ)pβ(σ(j)) + w(σ → σ)pβ(σ) =
1
Z
(
1
|V |
∑
j∈V
e−βmax(E(σ)−E(σ
(j)),0)e−βE(σ
(j))+[1− 1|V |
∑
j∈V
e−βmax(E(σ
(j))−E(σ),0)]e−βE(σ)) =
1
Z
(
1
|V |
∑
j∈V
e−βmax(E(σ),E(σ
(j)))− 1|V |
∑
j∈V
e−βmax(E(σ
(j)),E(σ))+e−βE(σ)) = pβ(σ)
΄Ομως η αλυσίδα αυτή δεν είναι piάντα αpiεριοδική και αυτό φαίνεται στο αpiλό piα-
ράδειγμα ενός μοντέλου Ising με 1 spin χωρίς μαγνητικό piεδίο. Σε αυτό το μο-
ντέλο έχουμε E(−1) = E(1) = 0 και άρα w(−1 → 1) = w(1 → −1) = 1,
w(1 → 1) = w(−1 → −1) = 0. Συνεpiώς η αλυσίδα piου piροκύpiτει σε αυτό το
μοντέλο Ising έχει piερίοδο 2. Μpiορούμε να διορθώσουμε αυτή την ατέλεια του
αλγόριθμου. Εάν στον κυρίως βρόγχο του αλγορίθμου με piιθανότητα 1 >  > 0
δεν τροpiοpiοιούμε την κατάσταση σ και με piιθανότητα 1−  εκτελούμε τα βήματά
του, τότε piροκύpiτουν οι piιθανότητες μετάβασης
w′(σ → τ) = (1− )w(σ → τ) + δ(σ, τ)
Πάλι η αλυσίδα piου piροκύpiτει είναι μη υpiοβιβάσιμη για τον ίδιο ακριβώς λόγο.
Εpiίσης ισχύει∑
τ∈{−1,1}V
w′(τ → σ)pβ(τ) = (1− )[
∑
τ∈{−1,1}V
w(τ → σ)pβ(τ)]+
[
∑
τ∈{−1,1}V
δ(τ, σ)pβ(τ)] = (1− )pβ(σ) + pβ(σ) = pβ(σ)
΄Αρα piάλι η κατανομή Bolzmann του μοντέλου Ising είναι αναλλοίωτη της αλυσίδας.
Τέλος εpiειδή w′(σ → σ) ≥  > 0 η αλυσίδα είναι αpiεριοδική.
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3.5.2 Αλγόριθμος Heat Bath
Ο αλγόριθμος Heat Bath αpiοτελεί piαραλλαγή του αλγορίθμου Metropolis-Hastings.
Algorithm 2 Αλγόριθμος Heat Bath
Require: G, J,B, β
Εpiιλέγουμε σ ∼ U({−1, 1}V )
Υpiολογίζουμε E(σ)
Nx ← 0 x ∈ V \ {σ}
Nσ ← 1
for m ∈ ZN do
Εpiιλέγουμε j ∼ U(V )
τ ← σ
τj ← −τj
Υpiολογίζουμε E(τ)
∆E ← E(τ)− E(σ)
Εpiιλέγουμε u ∼ U(0, 1)
if u ≤ 12 [1− tanh(β∆E2 )] then
σ ← τ
end if
Nσ ← Nσ + 1
end for
return 1NNx x ∈ V
Οι piιθανότητες μετάβασης είναι
w(σ → τ) = 1|V |
∑
j∈V
1
2
[1−tanh(β∆Ej(σ)
2
)]δ(τ, σ(j))+[1− 1|V |
∑
j∈V
1
2
[1−tanh(β∆E(σ)
2
)]]δ(τ, σ)
όpiου σ(j) η κατάσταση piου piροκύpiτει αpiό την αλλαγή του spin j στην σ και
∆Ej(σ) = E(σ
(j))− E(σ).
Αρχικά piαρατηρούμε ότι
1
2
(1− tanhx) = 1
2
(1− e
x − e−x
ex + e−x
) =
e−x
ex + e−x
Η αλυσίδα είναι μη υpiοβιβάσιμη εφόσον η piιθανότητα αλλαγή ενός spin είναι
θετική για κάθε κατάσταση. Παρατηρούμε ότι
w(σ → σ) = 1− 1|V |
∑
j∈V
e−β∆Ej
eβ∆Ej + e−β∆Ej
> 1− 1|V |
∑
j∈V
1 = 0
άρα η αλυσίδα είναι αpiεριοδική. Τέλος έχουμε∑
τ∈{−1,1}V
w(τ → σ)pβ(τ) =
∑
j∈V
w(σ(j) → σ)pβ(σ(j)) + w(σ → σ)pβ(σ) =
45
1Z
[
1
|V |
∑
j∈V
e−β∆Ej(σ
(j))
eβ∆Ej(σ
(j)) + e−β∆Ej(σ(j))
e−βE(σ
(j))+
(1− 1|V |
∑
j∈V
e−β∆Ej(σ)
eβ∆Ej(σ) + e−β∆Ej(σ)
)e−βE(σ)]
΄Ομως ισχύει ∆Ej(σ(j)) = −∆Ej(σ) και συνεpiώς έχουμε∑
τ∈{−1,1}V
w(τ → σ)pβ(τ) =
1
Z
[
1
|V |
∑
j∈V
e−
β
2 (E(σ)+E(σ
(j)))
eβ∆Ej(σ) + e−β∆Ej(σ)
+
e−βE(σ) − 1|V |
∑
j∈V
e−
β
2 (E(σ)+E(σ
(j)))
eβ∆Ej(σ) + e−β∆Ej(σ)
] = pβ(σ)
΄Αρα η κατανομή Bolzmann του μοντέλου Ising είναι η μοναδική αναλλοίωτη της
αλυσίδας στην οpiοία θα συγκλίνει ο λόγος NσN
3.5.3 Προσομοιωμένη ανόpiτηση (simulated annealing)
Εφόσον με αλγορίθμους Monte Carlo Markov Chain μpiορούμε να piροσομοιώσου-
με την κατανομή Bolzmann ενός μοντέλου Ising piροκύpiτει το ερώτημα κατά piόσο
είναι εφικτό να εκτιμήσουμε την ελάχιστη δυνατή ενέργειά του. Σαν ερώτημα αυ-
τό έχει ιδιαίτερο ενδιαφέρον διότι στο εpiόμενο κεφάλαιο θα ανάγουμε σημαντικά
piροβλήματα της συνδυαστικής σε μοντέλα Ising. Μια αφελής piροσέγγιση θα ήταν
να χρησιμοpiοιούσαμε αυτούς τους αλγορίθμους με ένα μεγάλο β, βασιζόμενοι στο
γεγονός ότι οι piιο ενεργειακά χαμηλές καταστάσεις θα έχουν piολύ μεγαλύτε-
ρη piιθανότητα. Δεν γνωρίζουμε ωστόσο piόσο μεγάλο β χρειαζόμαστε. Ούτε
γνωρίζουμε τον χρόνο piου χρειαζόμαστε για να βρούμε μια τέτοια κατάσταση.
Το σοβαρότερο piρόβλημα είναι ότι όσο μεγαλώνουμε το β αυξάνεται εκθετικά ο
χρόνος piου μένει ο αλγόριθμος σε μια κατάσταση τοpiικού ελαχίστου.
Η piροσομοιωμένη ανόpiτηση έχει ως εξής. Αρχικά εpiιλέγουμε ένα piρόγραμμα
ψύξης (βj , nj) ∈ (0,∞) × N∗ όpiου j ∈ N∗, 1 ≤ j ≤ N , N ∈ N∗. Για n1 βήματα
με αντίστροφη θερμοκρασία β1 τρέχουμε τον αλγόριθμο Metropolis-Hastings ή
τον Heat Bath. Ο αλγόριθμος εpiιστρέφει μια piροσέγγιση της κατανομής Bolz-
mann. ΄Εpiειτα τρέχουμε piάλι τον ίδιο αλγόριθμο για n2 βήματα με αντίστροφη
θερμοκρασία β2 εpiιλέγοντας όμως την αρχική κατάσταση σ στο piρώτο βήμα όχι
αpiό την ομοιόμορφη κατανομή αλλά αpiό την piροσεγγιστική κατανομή piου μόλις
αpiοκτήσαμε. Εpiαναλαμβάνουμε την ίδια διαδικασία για όλα τα ζεύγη (βj , nj) μέχρι
να εξαντλήσουμε το piρόγραμμα ψύξης. ΄Ετσι μpiορούμε με μεγάλη piιθανότητα να
βρεθούμε σε μια κατάσταση με ενέργεια η οpiοία να μην αpiέχει piερισσότερο α-
piό  > 0 αpiό την ελάχιστη δυνατή, χωρίς τον κίνδυνο εγκλωβισμού σε τοpiικά
ελάχιστα.
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4 Αναγωγές σε μοντέλα στατιστικής φυσι-
κής
Σε αυτό το κεφάλαιο θα κατασκευάσουμε κατανομές Bolzmann για στιγμιότυ-
piα συνδυαστικών piροβλημάτων ώστε οι αpiοδοτικότερες ενεργειακά καταστάσεις
τους να είναι αυτές piου αναζητούμε. Η piρόταση 3.3 είναι μια τέτοια αναγωγή
piολυωνυμικού χρόνου η οpiοία χρησιμοpiοιήθηκε για να κατατάξουμε το piρόβλημα
αpiόφασης του μοντέλου Ising στην κλάση piολυpiλοκότητας NP-Complete. Θέλο-
ντας να μελετήσουμε την συνδυαστική με μεθόδους στατιστικής φυσικής είναι
σαφές ότι τέτοιοι μετασχηματισμοί piαίζουν piιο κομβικό ρόλο στη μελέτη μας αpiό
τη κατάταξη σε κλάσεις piολυpiλοκότητας. Για αυτό και θα αναpiτύξουμε αρκετές
αναγωγές στις εpiόμενες ενότητες για piροβλήματα όλων των ειδών (βελτιστοpiοίη-
σης, υpiολογιστικά, αpiόφασης).
Φυσικά όpiως είναι γνωστό μpiορούμε piολυωνυμικά να ανάγουμε οpiοιοδήpiοτε
piρόβλημα NP σε ένα οpiοιοδήpiοτε NP-Complete. ΄Ετσι μpiορούμε οpiοιοδήpiοτε NP
piρόβλημα να το μετατρέψουμε σε ένα ισοδύναμο μοντέλο Ising. Ωστόσο η εpiίλυ-
ση ακόμα και αpiλών μοντέλων Ising είναι αρκετά piερίpiλοκη όpiως διαpiιστώσαμε.
Συνεpiώς θέλουμε να κατασκευάσουμε την αpiλούστερη δυνατή αναγωγή σε ισο-
δύναμο μοντέλο και όχι μια σύνθετη piου δεν θα μpiορούμε να μελετήσουμε στα
piλαίσια της στατιστικής φυσικής.
4.1 Number Partitioning
Πρόβλημα 4.1 (Number Partitioning). Για δεδομένη είσοδο (aj)nj=1 ⊆ N∗ να
βρεθεί
U = argminA⊆Rn |
∑
j∈A
aj −
∑
j∈Rn\A
aj |
΄Εστω ακολουθία (aj)nj=1 ⊆ N∗ ένα στιγμιότυpiο Number Partitioning. Θέτου-
με για A ⊆ Rn
CA = |
∑
j∈A
aj −
∑
j∈Rn\A
aj |
Κάθε υpiοσύνολο A του Rn αντιστοιχείται αμφιμονοσήμαντα στην δείκτρια συ-
νάρτηση IA : Rn 7→ {0, 1}. Εάν θεωρήσουμε σ(A) : Rn 7→ {−1, 1} με τύpiο
σ
(A)
j = 2IA(j)− 1 piαρατηρούμε ότι έχουμε κατασκευάσει μια ιδιαίτερη δείκτρια η
οpiοία σε όλα τα στοιχεία του A κάνει 1 και στα υpiόλοιpiα στοιχεία -1. ΄Ετσι τα
στοιχεία του Rn λαμβάνουν ένα spin ανάλογα με το εάν ανήκουν ή όχι στο A. Για
αυτό τον λόγο θα λέμε την σ(A) δείκτρια spin του A. ΄Εpiεται ότι
CA = |
∑
j∈A
aj −
∑
j∈Rn\A
aj | = |
∑
j∈Rn
ajσ
(A)
j |
Οpiότε μpiορούμε να ορίσουμε το κόστος μιας ανάθεσης spin στα j ∈ Rn
C(σ) = |
∑
j∈Rn
ajσj |
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΄Ενα ισοδύναμο μοντέλο για το piρόβλημα Number Partitioning , το οpiοίο θα μελε-
τήσουμε στο εpiόμενο κεφάλαιο, piροκύpiτει αpiό την κατανομή B({−1, 1}Rn , C, β),
όpiου οι αpiοδοτικότερες ενεργειακά καταστάσεις είναι αυτές piου αναζητούμε.
Φυσικά δεν υpiάρχει μόνο ένα μοντέλο με αυτή την ιδιότητα. Αν θεωρήσουμε
το τετράγωνο του C(σ) ως ενέργεια έχουμε
E(σ) = (
∑
j
ajσj)
2 =
∑
j
a2jσ
2
j + 2
∑
j<k
ajakσjσk =
∑
j
a2j + 2
∑
j<k
ajakσjσk
Αpiό το λήμμα 2.2 η piαραpiάνω συνάρτηση ενέργειας είναι ισοδύναμη με την
E(σ) = 2
∑
j<k
ajakσjσk
Εκτός αpiό ισοδύναμο μοντέλο για το piρόβλημα Number Partitioning η piαραpiάνω
συνάρτηση ενέργειας αντιστοιχεί και σε μοντέλο Ising στο γράφημα Cn με μα-
γνητικές αλληλεpiιδράσεις Jjk = −2ajak χωρίς μαγνητικό piεδίο. Οpiότε μpiορούμε
να χρησιμοpiοιήσουμε τους piροσεγγιστικούς αλγορίθμους της ενότητας 3.5 για να
εκτιμήσουμε την λύση του Number Partitioning.
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4.2 Vertex Cover
Για γράφημα G = (V,E) ορίζουμε
Ev = {{v, u} : {v, u} ∈ E}
τις ακμές του v.
Πρόβλημα 4.2 (Vertex Cover). Για γράφημα G = (V,E) να βρεθεί το ελαχι-
στικό A ⊆ V τέτοιο ώστε ⋃
v∈A
Ev = E
Η έννοια του κόστους μιας λύσης σε αυτό το piρόβλημα δεν είναι τόσο άμεση
όσο piροηγουμένως. Το κόστος ενός A ⊆ V εξαρτάται κυρίως αpiό piλήθος των
ακάλυpiτων ακμών και το piλήθος των κόμβων του δευτερευόντως. Αρχικά θα τα
ορίσουμε ως ξεχωριστά κόστη και έpiειτα θα τα συνδυάσουμε σε μια συνάρτηση
κόστους. ΄Ομοια με piριν θα αντικαταστήσουμε το σύνολο A με την δείκτρια spin
του, οpiότε θα ορίσουμε τα κόστη αpiευθείας για αναθέσεις spin. Συνεpiώς έχουμε
P (σ) =
∑
{j,k}∈E
1− σj
2
1− σk
2
το piλήθος των ακάλυpiτων ακμών και
Q(σ) =
∑
j∈V
1 + σj
2
το piλήθος των κόμβων piου έχουν εpiιλεγεί. Ορίζουμε
C(σ) = P (σ) +
1
|V |Q(σ)
Εpiειδή 1|V |Q(σ) ≤ 1 είναι σαφές όλες οι καταστάσεις με κόστος μεγαλύτερο του
1 αντιστοιχούν σε εpiιλογές κόμβων piου δεν καλύpiτουν piλήρως τις ακμές. ΄Α-
ρα η εύρεση ελαχιστικόυ A ανάγεται στην εύρεση ανάθεσης spin στο μοντέλο
B({−1, 1}V , C, β) με ελάχιστη ενέργεια E(σ) = K|V | , όpiου K ο ελάχιστος αριθ-
μός κόμβων piου αpiαιτούνται για την κάλυψη των ακμών. Τέλος piαρατηρούμε
ότι
C(σ) =
∑
{j,k}∈E
1− σj
2
1− σk
2
+
1
|V |
∑
j∈V
1 + σj
2
=
|E|
4
− 1
4
∑
{j,k}∈E
σj − 1
4
∑
{j,k}∈E
σk+
1
4
∑
{j,k}∈E
σjσk +
1
2
+
1
2|V |
∑
j∈V
σj =
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|E|
4
+
1
2
− 1
2
∑
j∈V
|Ej |σj+
1
2|V |
∑
j∈V
σj +
1
4
∑
{j,k}∈E
σjσk
Αpiό το λήμμα 2.2 είναι ισοδύναμη η ενέργεια
E(σ) =
∑
j∈V
(
1
2|V | −
|Ej |
2
)σj +
∑
{j,k}∈E
1
4
σjσk
Η οpiοία αντιστοιχεί σε μοντέλο Ising στο γράφημα G = (V,E) με μαγνητικές
αλληλεpiιδράσεις Jjk = − 14 και μαγνητικό piεδίο Bj = |Ej |2 − 12|V | . ΄Αρα αρκεί να
υpiολογίσουμε μια κατάσταση ελάχιστης ενέργειας του piαραpiάνω μοντέλου Ising
για να βρούμε ένα ελαχιστικό A ⊆ V piου να καλύpiτει τις ακμές.
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4.3 k-SAT
Πρόβλημα 4.3 (Satisfiability). Μpiορεί η λογική piρόταση A(x1, x2, ..., xn) των
λογικών μεταβλητών (xj)nj=1 να είναι αληθής για κάpiοια ανάθεσή τους.
Το piρόβλημα της ικανοpiοιησημότητας (Satisfiability) είναι το piιο θεμελιώδες
NP-Complete piρόβλημα. Αυτό αpiοτυpiώνεται στην αpiόδειξη του θεωρήματος
Cook-Levin piου μετατρέpiεται μια μη ντετερμινιστική μηχανή Turing piου εpiιλύει
ένα NP piρόβλημα σε μια λογική piαράσταση ικανοpiοιήσημη αν και μόνο αν το
piρόβλημα έχει καταφατική αpiάντηση. Αυτό κάνει την ανάλυση ενός τέτοιου piρο-
βλήματος ιδιαίτερα ελκυστική.
Είναι γνωστό αpiό την λογική ότι μpiορούμε να μετατρέψουμε μια οpiοιαδήpiοτε
λογική piρόταση σε μια της μορφής k-CNF (Conjunctive Normal Form) η οpiοία
είναι ικανοpiοιήσιμη αν και μόνο αν η αρχική είναι. Αυτό μας οδηγεί στο piαρακάτω
εξίσου στοιχειώδες NP-Complete piρόβλημα.
Πρόβλημα 4.4 (k-SAT). Μpiορεί η λογική piρόταση μορφής k-CNFA =
∧m
j=1 Cj
με λογικούς piεριορισμούς Cj =
∨k
l=1 z
(j)
l , όpiου z
(j)
l τα κατηγορήματα
είναι κάpiοια αpiό τις μεταβλητές (xj)nj=1 ή οι αρνήσεις τους, να είναι ικανοpiοιήσιμη.
Για την λογική piρόταση της μορφής k-CNF A =
∧m
j=1 Cj με μεταβλητές
(xj)
n
j=1 το piλήθος των ανικανοpiοίητων piεριορισμών είναι η αpiλούστερη δυνατή
έννοια ενέργειας.
E(τ) =
m∑
j=1
I(Cj(τ) = 0) τ ∈ {0, 1}n
΄Οpiως και piριν piροκύpiτει ένα σύστημα τύpiου spin glasses εάν θεωρήσουμε
σj = 2τj − 1. Για τους piεριορισμούς Cj piου δεν είναι ταυτοτικοί, δηλαδή δεν
εμφανίζεται κάpiοια μεταβλητή με την καταφατική και την αρνητική της μορφή
στον piεριορισμό, μpiορούμε να ορίσουμε τα βάρη Wjl ως εξής. Wjl = 1 εάν
εμφανίζεται η καταφατική μορφή της xl στον Cj , Wjl = −1 εάν εμφανίζεται η
αρνητική μορφή της xl στον Cj και Wjl = 0 αλλιώς. Εpiίσης ορίζουμε |Cj | το
piλήθος των διαφορετικών μεταβλητών piου εμφανίζονται με οpiοιαδήpiοτε μορφή
στον Cj . Με τη βοήθεια των piαραpiάνω μpiορούμε να εκφράσουμε την δείκτρια ως
piρος τα spins
I(Cj(τ) = 0) =
1
2|Cj |
m∏
l=1
(1−Wjlσl)
Αpiό αυτό piροκύpiτει η ενέργεια του συστήματος spin glasses
E(σ) =
m∑
l=1
1
2|Cj |
n∏
j=1
(1−Wjlσj)
Παρατηρούμε με αpiλές piράξεις ότι
∏n
j=1(1−Wjlσj) piεριέχει γινόμενα της μορφής
Jj1j2...jpσj1σj2 ...σjp με p ≤ k. Συνεpiώς το piαραpiάνω σύστημα είναι ένα μοντέλο
Ising p-spin glasses.
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4.4 Graph Coloring
Πρόβλημα 4.5 (Graph Coloring). Για γράφημα G = (V,E) και q ∈ N∗ χρώμα-
τα. Να αpiοφανθούμε εάν είναι εφικτός ο χρωματισμός των κόμβων του γραφήματος
με αυτά τα χρώματα ώστε να μην υpiάρχει ακμή μεταξύ κόμβων ίδιου χρώματος.
Μpiορούμε να piαραστήσουμε κάθε κατάσταση σ ως μια αpiεικόνιση V 7→ Rq.
Το κόστος της κάθε κατάστασης είναι αpiλά το piλήθος των ακμών μεταξύ κόμβων
του ίδιου χρώματος. Συνεpiώς έχουμε
C(σ) =
∑
{j,k}∈E
δ(σj , σk)
το οpiοίο είναι η ενέργεια ενός μοντέλου Potts στο γράφημα G = (V,E) με μα-
γνητικές αλληλεpiιδράσεις Jjk = −1.
52
5 Συλλογές στιγμιοτύpiων
Εκεί piου είναι piραγματικά αξιοσημείωτοι οι μέθοδοι της στατιστικής φυσικής ε-
ίναι στην μελέτη συλλογών στιγμιοτύpiων. Μια συλλογή στιγμιοτύpiων είναι αpiλά
μια ακολουθία αpiό τυχαία στιγμιότυpiα ενός piροβλήματος. Για piαράδειγμα στο
piρόβλημα Vertex Cover θα μpiορούσαμε να θεωρήσουμε μια ακολουθία αpiό τυχαία
γραφήματα n κόμβων piου piαράγονται αpiό την κλίκα Cn αφαιρώντας κάθε κόμβο
με piιθανότητα p. Σε αυτό το κεφάλαιο θα χρησιμοpiοιήσουμε τεχνικές μελέτης
αλλαγών φάσεων για να μελετήσουμε την ύpiαρξη λύσης και την piολυpiλοκότητα
υpiολογιστικών piροβλημάτων.
5.1 Number Partitioning
΄Εστω (aj)nj=1 ⊆ N∗. Η συνάρτηση ενέργειας στο {−1, 1}Rn
E(σ) = |
n∑
j=1
ajσj |
piεριγράφει κατανομή Bolzmann piου οι αpiοδοτικότερες ενεργειακά καταστάσεις
είναι οι ζητούμενες διαμερίσεις.
Η συνάρτηση εpiιμερισμού είναι
Z =
∑
σ
e−β|
∑n
j=1 ajσj | =
∑
σ
∫ ∞
−∞
e−|x|δ(x− β
n∑
j=1
ajσj)dx
όpiου δ(x) η συνάρτηση δέλτα του Dirac. Αpiό την θεωρία των γενικευμένων
συναρτήσεων και των μετασχηματισμών Fourier είναι γνωστό ότι∫ ∞
−∞
f(x)δ(x− a)dx = 1
2pi
∫ ∞
−∞
∫ ∞
−∞
f(x)eiyx−iyadxdy
Υpiολογίζουμε∫ ∞
−∞
e−|x|+ixydx =
∫ ∞
0
e−x(1+iy)dx+
∫ ∞
0
e−x(1−iy)dx =
2
1 + y2
Συνεpiώς έχουμε
Z =
∑
σ
1
pi
∫ ∞
−∞
1
1 + y2
e−iβy
∑n
j=1 ajσjdy =
2n
pi
∫ ∞
−∞
1
1 + y2
n∏
j=1
cos(βajy)dy
Ορίζουμε p, s : R 7→ R
p(y) =
n∏
j=1
cos(βajy)
s(y) = sgn(p(y))
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Ισχύει
p(y) = s(y)|p(y)| = s(y)
n∏
j=1
| cos(βajy)| =
s(y) exp(
n∑
j=1
log | cos(βajy)|) = s(y) exp(n[ 1
n
n∑
j=1
log | cos(βajy)|])
Εάν τα (aj)nj=1 εpiιλέγονται ανεξάρτητα και τυχαία αpiό την ομοιόμορφη κατανομή
U(R2b), όpiου b ∈ N∗. Αpiό τον νόμο των μεγάλων αριθμών ισχύει
1
n
n∑
j=1
log | cos(βajy)| → 1
2b
2b∑
κ=1
log | cos(βκy)|
Το οpiοίο μας υpiοδεικνύει να αντικαταστήσουμε το 1n
∑n
j=1 log | cos(βajy)| με
1
2b
∑2b
κ=1 log | cos(βκy)|. Εpiίσης θα αντικαταστήσουμε s(y) με sgn(
∏2b
κ=1 cos(βκy))
για να εκτιμήσουμε ευρετικά την συνάρτηση εpiιμερισμού. Ορίζουμε
r(y) = sgn(
2b∏
κ=1
cos(βκy))
g(y) =
1
2b
2b∑
κ=1
log | cos(βκy)|
Οpiότε piροκύpiτει η εκτίμηση της συνάρτησης εpiιμερισμού
Z =
2n
pi
∫ ∞
−∞
r(y)
1 + y2
exp(ng(y))dy
Παρατηρούμε ότι
g(y) =
1
2b
2b∑
κ=1
log | cos(βκy)| ≤ 1
2b
2b∑
κ=1
log 1 = 0
Η ισότητα ισχύει αν και μόνο αν υpiάρχει m ∈ Z τέτοιο ώστε βy = mpi. Στα
σημεία y = 2mpiβ , όpiου m ∈ Z, έχουμε cos(βκy) = cos(2mκpi) = 1 ενώ για
y = (2m+ 1)piβ , όpiου m ∈ Z, ισχύει cos(βκy) = cos((2m+ 1)κpi) = (−1)κ. Αpiό
αυτό συμpiεραίνουμε ότι
r(2m
pi
β
) = 1
και
r((2m+ 1)
pi
β
) =
2b∏
κ=1
(−1)κ = 1
54
Παρατηρούμε ότι οpiοιοδήpiοτε τοpiικό μέγιστο y0 piου δεν είναι ολικό μέγιστο είναι
g(y0) < 0, όμως εpiειδή g piεριοδική λαμβάνουμε g(y0) ≤ a < 0. Θέτουμε
ym = m
pi
β
Μpiορούμε να θεωρήσουμε piεριοχές των ym λόγω τις piεριοδικότητας και της συ-
νέχειας της g
Vm = (ym − δ, ym + δ)
όpiου δ > 0, r(y) = 1 και g(y) > a. Εpiίσης θέτουμε
A = R \
⋃
m∈Z
Vm
Οpiότε έχουμε
Z =
2n
pi
(
∑
m∈Z
∫
Vm
1
1 + y2
exp(ng(y))dy +
∫
A
r(y)
1 + y2
exp(ng(y))dy)
αλλά ισχύει
|
∫
A
r(y)
1 + y2
exp(ng(y))dy| ≤
∫
A
1
1 + y2
exp(na)dy
<
∫ ∞
−∞
1
1 + y2
exp(na)dy = pi exp(na)
Αpiό αυτό και την εκτίμηση σαγματικού σημείου λαμβάνουμε
Z =
2n
pi
(
∑
m∈Z
1
1 + (mpiβ )
2
√
2pi
−ng′′(mpiβ )
(1 +O(
1
n
)) +O(ena))
Υpiολογίζουμε
g′′(y) = − 1
2b
β2
2b∑
kappa=1
κ2(1 + tan(βκy)2)
και συνεpiώς
g′′(ym) = −β2E(a21)
Συνεpiώς έχουμε
Z = 2n(
√
2
pinβ2E(a21)
∑
m∈Z
1
1 + (mpiβ )
2
(1 +O(
1
n
)) +O(ena))
Αpiό την ∑
m∈Z
1
1 + (xm)2
=
pi
x
coth
pi
x
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έχουμε
Z = 2n(
√
2
pinE(a21)
coth(β)(1 +O(
1
n
)) +O(ena))
Αpiό το οpiοίο εκτιμάμε ότι η ελεύθερη ενέργεια είναι
F = − 1
β
(n log 2 +
1
2
log
2
pinE(a21)
+ log cothβ)
Αpiό την οpiοία λαμβάνουμε
U =
1
sinh(β) cosh(β)
Παρατηρούμε ότι limβ→∞ U = 0 το οpiοίο αpiό την piρόταση 2.6 σημαίνει ότι οι
τέλειες διαμερίσεις είναι οι καταστάσεις ελάχιστης ενέργειας. Εpiίσης αpiό την
piρόταση 2.6 έpiεται ότι το piλήθος των τέλειων διαμερίσεων είναι elimβ→∞ S . ΄Αρα
υpiολογίζουμε αpiό την piρόταση 2.5
S = β(U − F ) = β 1
sinhβ coshβ
+ log cothβ + n log 2 +
1
2
log
2
pinE(a21)
και συνεpiώς
S∞ = lim
β→∞
S = n log 2 +
1
2
log
2
pinE(a21)
= n log 2 +
1
2
log
2
pin
− 1
2
logE(a21) =
n log 2(1 +
1
2n log 2
log
2
pin
− 1
2n log 2
logE(a21))
Υpiολογίζουμε
E(a21) =
1
2b
2b∑
κ=1
κ2 =
(2b + 1)(2b+1 + 1)
6
και άρα
logE(a21) = log(
1
3
22b +
1
2
2b +
1
6
) = − log 3 + 2b log 2
+ log(1 +
3
2
2−b +
1
2
2−2b) = − log 3 + 2b log 2 +O(2−b)
΄Αρα έχουμε
S∞ = n log 2(1 +
1
2n
log2
6
pin
− b
n
+O(2−b))
΄Αρα όταν έχουμε b αρκετά μεγάλο και
b
n
< 1 +
1
2n
log2
6
pin
τότε η εκθετική τάξη του piλήθους των τέλειων διαμερίσεων είναι θετική. ΄Αρα
αναμένουμε η αpiάντηση στο piρόβλημα αpiόφασης Number Partitioning να είναι
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καταφατική και μάλιστα να είναι εύκολη η εύρεση της λύσης, λόγο του σχετικά
μεγάλου piλήθους των διαθέσιμων λύσεων.
Στην piερίpiτωση όμως piου
b
n
> 1 +
1
2n
log2
6
pin
αναμένουμε να είναι αρνητική η αpiάντηση στο piρόβλημα αpiόφασης Number Parti-
tioning και η εύρεση λύσης είναι piολύ δύσκολη καθώς αν υpiάρχει κατάσταση piου
είναι τέλεια διαμέριση έχει μικρή piιθανότητα να βρεθεί με τους γνωστούς αλγορίθ-
μους piου στην χειρότερη piερίpiτωση κάνουν αναζήτηση σε σχεδόν όλο των χώρο
των 2n καταστάσεων.
Σε αυτό το σημείο οφείλουμε να σημειώσουμε ότι η piερίpiτωση
b
n
> 1 +
1
2n
log2
6
pin
είναι piροβληματική σαν εκτίμηση διότι αφενός έχουμε χρησιμοpiοιήσει τον νόμο
των μεγάλων αριθμών για n ανεξάρτητα δείγματα αpiό την κατανομή U(R2b) και
αφετέρου η piροσέγγιση piου έχουμε δίνει αρνητική εντροpiία σε αυτή την piερίpiτωση.
Εντούτοις το συμpiέρασμά της δεν είναι εσφαλμένο και συμφωνεί με την διαίσθηση
και εμpiειρικά στοιχεία.
Σημείωση Εάν θεωρούσαμε το μοντέλο Ising της piαραγράφου 4.1 τότε θα
είχαμε
Z =
∑
σ
exp(−β(
n∑
j=1
σjaj)
2)
όμως γνωρίζουμε για a ∈ C
√
pi =
∫ ∞
−∞
exp(−(x− a)2)dx =⇒
exp(a2) =
1√
pi
∫ ∞
−∞
exp(−x2 + 2xa)dx
εάν
a = i
√
β
n∑
j=1
σjaj
έχουμε
exp(−β(
n∑
j=1
σjaj)
2) =
1√
pi
∫ ∞
−∞
exp(−x2 + 2xi
√
β
n∑
j=1
σjaj)dx
΄Εpiεται ότι
Z =
1√
pi
∫ ∞
−∞
exp(−x2)
∑
σ
exp(2xi
√
β
n∑
j=1
σjaj)dx =
2n√
pi
∫ ∞
−∞
exp(−x2)
n∏
j=1
cos(2
√
βajx)dx
Το οpiοίο μpiορούμε να το εκτιμήσουμε με ακριβώς ανάλογο τρόpiο.
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5.2 k-SAT
Παρόλο piου μpiορούμε να αναγάγουμε σε μοντέλο Ising k-spin glasses το k-SAT
δεν θα ασχοληθούμε με αυτό το μοντέλο σε αυτή την ενότητα. Θα αναλύσουμε
δομικά την piιθανότητα να είναι ικανοpiοιήσιμη η λογική piρόταση της μορφής k-
CNF A με λογικές μεταβλητές (xj)nj=1 και piεριορισμούς (Cj)
m
j=1, όpiου m =
banc για a ∈ (0,∞). Θα θεωρήσουμε ότι piαράγονται ανεξάρτητα οι λογικοί
piεριορισμοί Cj εpiιλέγοντας k κατηγορήματα ανεξάρτητα και ομοιόμορφα αpiό τις
λογικές μεταβλητές xj ή τις αρνήσεις τους. Τέλος συμβολίζουμε Pn(k, a) την
piιθανότητα μια τέτοια λογική piρόταση να είναι ικανοpiοιήσιμη.
Διαισθητικά είναι φανερό ότι για a piολύ μεγάλο η piρόταση είναι σχεδόν αpiίθα-
νο να είναι ικανοpiοιήσιμη διότι έχουμε piολλούς piεριορισμούς. Αντίστοιχα για a
αρκετά μικρό μpiορούμε εύκολα να βρούμε ένα συνδυασμό τιμών για τις λογικές
μεταβλητές piου να ικανοpiοιεί τους λίγους piεριορισμούς. Αρκεί να εκτιμήσουμε το
άνω όριο piου όταν το a το υpiερβαίνει μηδενίζεται η piιθανότητα ικανοpiοιησιμότητας
και το κάτω όριο piου για a μικρότερα αpiό αυτό είναι σχεδόν βέβαια ικανοpiοιήσιμη
η τυχαία λογική piρόταση. Για να το piετύχουμε αυτό θα χρησιμοpiοιήσουμε τις
μεθόδους των ροpiών piρώτης και δευτέρας τάξεως.
Θεώρημα 5.1 (Εκτίμηση άνω ορίου).
a > − log 2
log(1− 2−k) =⇒ limn Pn(k, a) = 0
Αpiόδειξη. ΄Εστω A λογική τυχαία λογική piρόταση όpiως piαραpiάνω.
Παρατηρούμε ότι
I(∃τ : A(τ) = 1) ≤ N(A)
όpiου N(A) το piλήθος των αναθέσεων των xj ώστε η A να είναι ικανοpiοιήσιμη.
Συνεpiώς έχουμε
Pn(k, a) = P(∃τ : A(τ) = 1) ≤ E[N(A)]
΄Ομως ισχύει
N(A) =
∑
τ∈{0,1}n
I(A(τ) = 1) =
∑
τ∈{0,1}n
m∏
j=1
I(Cj(τ) = 1)
Και λόγο τις ανεξαρτησίας των λογικών piεριορισμών Cj έpiεται ότι
E[N(A)] =
∑
τ∈{0,1}n
P(A(τ) = 1) =
∑
τ∈{0,1}n
m∏
j=1
P(Cj(τ) = 1)
Για να μην ικανοpiοιείται ο piεριορισμός Cj piρέpiει όλα τα κατηγορήματά του να μην
ικανοpiοιούνται αpiό την ανάθεση τ . Το κάθε κατηγόρημα έχει piιθανότητα 12 να
μην ικανοpiοιείται αpiό μια ανάθεση και εφόσον είναι ανεξάρτητα τα κατηγορήματα
μεταξύ τους piροκύpiτει ότι
P(Cj(τ) = 0) = 2−k
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Αpiό αυτό υpiολογίζουμε
E[N(A)] =
∑
τ∈{0,1}n
m∏
j=1
P(Cj(τ) = 1) =
∑
τ∈{0,1}n
m∏
j=1
(1− 2−k) = 2n(1− 2−k)m =
exp(n log 2 +m log(1− 2−k)) = exp[n(log 2 + m
n
log(1− 2−k))]
Εpiειδή m = banc =⇒ mn = a+O( 1n ) τελικά έχουμε
E[N(A)] = exp[n(log 2 + a log(1− 2−k) +O( 1
n
))]
Συνεpiώς για a > − log 2
log(1−2−k) μpiορούμε να βρούμε n αρκετά μεγάλο ώστε ο
εκθέτης log 2 + mn log(1− 2−k) να είναι αρνητικός. Αpiό το οpiοίο piροκύpiτει
lim
n
E[N(A)] = 0
και με βάση την ανισότητα piου αpiοδείξαμε
lim
n
Pn(k, a) = 0
Η μέθοδος των ροpiών δευτέρας τάξεως στηρίζεται στο ακόλουθο λήμμα.
Λήμμα 5.2. Για μη αρνητική τυχαία μεταβλητή X piου P(X = 0) < 1 ισχύει
P(X > 0) ≥ E(X)
2
E(X2)
Αpiόδειξη. Για μη αρνητική τυχαία μεταβλητή X έχουμε
X = I(X > 0)X =⇒
E(X)2 = E(I(X > 0)X)2
Αpiό την ανισότητα Cauchy-Schwarz λαμβάνουμε
E(X)2 ≤ P(X > 0)E(X2)
΄Ομως εpiειδή P(X = 0) < 1 =⇒ P(X > 0) > 0 και άρα E(X2) > 0 piροκύpiτει το
ζητούμενο.
Θεώρημα 5.3 (Εκτίμηση κάτω ορίου). Για k ≥ 3 ισχύει
a < [2k − 2(k + 1)] log 2− 1 =⇒ lim
n
P (k, a) = 1
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Αpiόδειξη. Αναζητούμε μια συνάρτηση αpiό το σύνολο των λογικών piροτάσεων
στους μη αρνητικούς piραγματικούς αριθμούς η οpiοία να κάνει μηδέν αν και μόνο
αν το όρισμα της είναι μια μη ικανοpiοιήσιμη λογική piρόταση. Δηλαδή
P(F (A) > 0) = P(∃τ : A(τ) = 1)
Θεωρούμε A τυχαία λογική piρόταση όpiως piαραpiάνω και μια συνάρτηση φ :
N 7→ [0,∞) τέτοια ώστε φ(x) = 0 ⇐⇒ x = 0. Ορίζουμε
W (A) =
∑
τ
m∏
j=1
φ(r(τ, Cj))
΄Οpiου r(τ, C) το piλήθος αpiό τα k κατηγορήματα του C piου ικανοpiοιούνται αpiό
την ανάθεση τ . Λόγω τις ανεξαρτησίας των λογικών piεριορισμών Cj έχουμε
E[W (A)] =
∑
τ
E[
m∏
j=1
φ(r(τ, Cj)) =
∑
τ
m∏
j=1
E[φ(r(τ, Cj))] = 2n(E[φ(r(τ, C))])m
Για το W 2(A) έχουμε
W 2(A) = [
∑
τ
m∏
j=1
φ(r(τ, Cj))]
2 =
(
∑
τ
m∏
j=1
φ(r(τ, Cj))(
∑
σ
m∏
j=1
φ(r(σ,Cj)) =
∑
τ
∑
σ
m∏
j=1
φ(r(τ, Cj))φ(r(σ,Cj))
Αpiό το οpiοίο έpiεται ότι
E[W 2(A)] = E[
∑
τ
∑
σ
m∏
j=1
φ(r(τ, Cj))φ(r(σ,Cj)) =
∑
τ
∑
σ
(E[φ(r(τ, Cj))φ(r(σ,Cj))])m
΄Εστω αναθέσεις τ , σ piου ταυτίζονται σε l σημεία και διαφέρουν στα υpiόλοιpiα n−l.
Εpiειδή τα κατηγορήματα ενός λογικού piεριορισμού C εpiιλέγονται ομοιόμορφα και
ανεξάρτητα η κατανομή του (r(τ, C), r(σ,C)) δεν εξαρτάται αpiό piοιες εpiιλογές τ ,
σ θα κάνουμε αλλά μόνο αpiό το piλήθος των σημείων l piου ταυτίζονται. Συνεpiώς
μpiορούμε να θέσουμε gn(l) = E[φ(r(τ, Cj))φ(r(σ,Cj))] για μεταθέσεις τ , σ όpiως
piαραpiάνω. ΄Ετσι ομαδοpiοιώντας τα ζεύγη τ , σ piου ταυτίζονται σε ακριβώς l σημεία
piροκύpiτει
E[W 2(A)] = 2n
n∑
l=0
(
n
l
)
(gn(l))
m
60
Η piιθανότητα να ικανοpiοιείται ένα κατηγόρημα της C αpiό την ανάθεση τ είναι
1
2 . Συνεpiώς το r(σ,C) είναι το piλήθος των εpiιτυχιών k ανεξάρτητων δοκιμών
Bernoulli με piιθανότητα 12 και άρα r(σ,C) ∼ B(k, 12 ). Θα θεωρήσουμε φ(s) =
I(s > 0)λs, όpiου λ ∈ (0,∞). Συνεpiώς piροκύpiτει
E[φ(r(τ, C))] =
∑
s=1
2−k
(
k
s
)
λs =
(1 + λ)k − 1
2k
=⇒
E[W (A)] = exp(n log 2 +m log[(1 + λ)k − 1]−mk log 2) =⇒
E[W (A)] = exp(np)
όpiου p = log 2−ak log 2+a log[(1+λ)k−1]+O( 1n ). Για να υpiολογίσουμε το gn(l)
θα θεωρήσουμε τα u, v ∈ {0, 1}k με us = 1 εάν ικανοpiοιείται το s κατηγόρημα
της C αpiό την ανάθεση τ αλλιώς us = 0 και αντίστοιχα ορίζουμε το v για την
ανάθεση σ. Για κάθε s piου us = vs piαρατηρούμε ότι αντιστοιχεί στην εpiιλογή
μιας μεταβλητής σε κατηγόρημα της C piου έχουν αναθέσει την ίδια τιμή οι τ, σ.
Αντίστοιχα για κάθε s piου us 6= vs βλέpiουμε ότι αντιστοιχεί στην εpiιλογή μιας
μεταβλητής σε κατηγόρημα της C piου διαφέρουν οι αναθέσεις των τ, σ. Εpiίσης θα
συμβολίζουμε για x ∈ {0, 1}k |x| = |{j : xj = 1}|. ΄Αρα για τ, σ piου ταυτίζονται
για l μεταβλητές piροκύpiτει
gn(l) = E[φ(r(τ, Cj))φ(r(σ,Cj))] =
∑
u,v∈{0,1}k
φ(|u|)φ(|v|)2−k
k∏
s=1
(
l
n
)I(us=vs)(1− l
n
)I(us 6=vs)
εφόσον η piιθανότητα εpiιλογής ενός κατηγορήματος αpiό τις l μεταβλητές piου
ταυτίζονται οι τ, σ είναι ln . ΄Εστω d : {0, 1}k×{0, 1}k 7→ N η αpiόσταση Hamming
δηλαδή το piλήθος των σημείων piου u, v δεν ταυτίζονται τότε έχουμε
gn(l) = 2
−k ∑
u,v∈{0,1}k
φ(|u|)φ(|v|)( l
n
)k−d(u,v)(1− l
n
)d(u,v)
Αpiό το λήμμα 1.10 piροκύpiτει
E[W 2(A)] = 2n
n∑
l=0
(
n
l
)
(gn(l))
m =
2n
n∑
l=0
exp(O(log n) + nh(
l
n
))(gn(l))
m =
n∑
l=0
exp(n[O(
log n
n
) + log 2 + h(
l
n
) + a log gn(l)])
Θέτουμε f : [0, 1] 7→ R
f(z) = log 2 + h(z) + a log[2−k
∑
u,v∈{0,1}k
φ(|u|)φ(|v|)zk−d(u,v)(1− z)d(u,v)]
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Παρατηρούμε ότι
f(
1
2
) = log 2 + h(
1
2
) + a log[2−2k
∑
u,v∈{0,1}k
φ(|u|)φ(|v|)] =
2 log 2− 2ak log 2 + 2a log[
∑
u∈{0,1}k
φ(|u|)] =
2 log 2− 2ak log 2 + 2a log[(1 + λ)k − 1] = 2p =⇒
E[W (A)]2 = exp(nf(
1
2
))
Εάν εκτιμήσουμε με τη μέθοδο του σαγματικού σημείου την ροpiή δεύτερης τάξης
του W (A)
E[W 2(A)] = exp(n max
z∈[0,1]
f(z))(1 + o(1))
΄Αρα για να έχουμε το ζητούμενο αρκεί στο 12 να έχει μοναδικό μέγιστο η f . Το
οpiοίο συνεpiάγεται
1
1− λ = (1 + λ)
k−1
Λύνοντας την piαραpiάνω εξίσωση ως piρος λ λαμβάνουμε την κατάλληλη συνάρτηση
φ piου μας δίνει το ζητούμενο για το δοσμένο k.
Τα piαραpiάνω αpiοτελέσματα καθώς και το γεγονός ότι το Number Partitioning
έχει σημείο αλλαγής φάσης μας υpiοβάλλουν την ιδέα ότι και το k-SAT έχει ένα
τέτοιο σημείο. ΄Ετσι κάνουμε την piαρακάτω εικασία.
Εικασία 5.4. Για κάθε k ≥ 2 υpiάρχει σημείο αλλαγής φάσης για το piρόβλημα
k-SAT ac(k) για το οpiοίο ισχύει
a > ac(k) =⇒ lim
n
Pn(k, a) = 0
και
a < ac(k) =⇒ lim
n
Pn(k, a) = 1
Ωστόσο το μόνο piου γνωρίζουμε μέχρι τώρα είναι ότι το σημείο αλλαγής φάσης
του k-SAT εάν υpiάρχει είναι ac(k) = Θ(2k). Αξίζει να σημειωθεί ότι για k = 2
μpiορούμε να χρησιμοpiοιήσουμε την εύκολη δομή του piροβλήματος για να υpiο-
λογίσουμε ότι ac(2) = 1. Γνωρίζουμε ότι (x ∨ y) ⇐⇒ (¬x =⇒ y) ⇐⇒
(¬y =⇒ x) το οpiοίο μας εpiιτρέpiει να piαραστήσουμε το piρόβλημα ως ένα γράφη-
μα με κόμβους τα κατηγορήματα και ακμές τους λογικούς piεριορισμούς. Αρκεί
λοιpiόν στο κατευθυντό γράφημα piου piροκύpiτει να μην ανήκουν τα κατηγορήματα
μιας μεταβλητής σε έναν κύκλο για να είναι ικανοpiοιήσιμη η λογική piρόταση. ΄Ετσι
εκτός αpiό την εύκολη αλγοριθμική εpiίλυση piου εpiιδέχεται αυτή η δομή μpiορούμε
piιθανοθεωρήτικα να αναλύσουμε την piερίpiτωση να μην υpiάρχει κύκλος για a < 1.
Αυτό μαζί με το piρώτο θεώρημα piου αpiοδείξαμε piου για k = 2 μας δίνει άνω όριο
εpiίσης το 1 και piροκύpiτει ac(2) = 1.
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