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Jaideep Srivastava, Fellow, IEEE
Abstract—One common approach in hierarchical text classification involves
associating classifiers with nodes in the category tree and classifying text
documents in a top-down manner. Classification methods using this top-down
approach can scale well and cope with changes to the category trees. However, all
these methods suffer from blocking which refers to documents wrongly rejected by
the classifiers at higher-levels and cannot be passed to the classifiers at lower-
levels. In this paper, we propose a classifier-centric performance measure known
as blocking factor to determine the extent of the blocking. Three methods are
proposed to address the blocking problem, namely, Threshold Reduction,
Restricted Voting, and Extended Multiplicative. Our experiments using Support
Vector Machine (SVM) classifiers on the Reuters collection have shown that they
all could reduce blocking and improve the classification accuracy. Our
experiments have also shown that the Restricted Voting method delivered the best
performance.
Index Terms—Data mining, text mining, classification.

1 INTRODUCTION
TEXT classification refers to the task of assigning text documents to
predefined categories. When the categories are organized hier-
archically, the task is known as Hierarchical Text Classification
(HTC), or simply Hierarchical Classification. Very often, HTC is
handled by classifying documents using a top-down level-based
strategy, in which the classification method first determines
whether a document belongs to the category tree, i.e., category
tree at the root level. If so, the method further determines if the
document belongs to one or more subtrees at the next level. The
process repeats until the document cannot be further classified into
any subtree or it reaches the leaf categories. Such a strategy has
been adopted by most hierarchical classification methods due to its
simplicity [1], [2], [3], [4], [5]. In this paper, we focus on the blocking
problem of methods based on this top-down level-based strategy.
Documents are said to be blocked when they are wrongly rejected
by the classifiers at some higher-levels and cannot be passed down
to the classifiers at the lower-levels. It is clear that blocking is one
of the reasons for poor recall for categories at the lower-levels.
The category tree used in HTC problem consists of nodes
representing categories. We assume that documents can only be
assigned to leaf categories and all nonleaf categories (or nodes) are
virtual, i.e., no documents can be assigned to them. To implement a
top-down level-based HTC method, classifiers are associated with
nodes in the category tree. These classifiers, known as base
classifiers, can be binary or n-ary, and can be based on different
learning methods, such as Naı¨ve Bayes, SVM, and kNN. A binary
classifier produces an acceptance or rejection outcome when
assigning a document to a category or a category subtree. An
n-ary classifier, on the other hand, allows a document to be
assigned to zero or more categories (or category subtrees).
To provide a uniform framework to deal with blocking, we
model the n-ary and binary base classifiers as binary abstract
classifiers. There are two kinds of abstract classifiers that can be
associated with the nodes in a category tree, namely, local classifiers
and subtree classifiers. Each local classifier, denoted by c‘ , is
associated with a leaf category c‘ to determine whether to accept or
reject a document under c‘. Each subtree classifier, denoted by ci:s,
is associated with a nonleaf category ci to determine whether to
accept or reject a document under ci:s, the subtree rooted at ci. The
decision outcome of a local classifier c‘ is modeled by a decision
function, ðc‘jdj; c‘ Þ, where dj is the document to be classified and
c‘ represents a threshold. ðc‘jdj; c‘ Þ returns 1 when P ðc‘jdjÞ  c‘ ,
and 0 otherwise, where P ðc‘jdjÞ represents the probability of dj
belongs to c‘. A subtree classifier ci:s is modeled by the same
decision function, i.e., ðci:sjdj; ci:sÞ ¼ 1 if P ðci:sjdjÞ  ci:s. The
probability values can be derived from the base classifiers as part
of their computation or from their output.
The standard HTC method, abbreviated by STD, begins the
classification process from the root of a category tree, c0. If the
subtree classifier associated with c0 accepts a given document dj,
i.e., ðc0:sjdj; c0 :sÞ ¼ 1, dj will be passed down to all subtree
classifiers associated with the nonleaf child nodes of c0 and the
local classifiers associated with the leaf children of c0. Otherwise,
the classification of dj stops at c0. The subtree classifier of each
nonleaf child node of c0 repeats the same classification step and
passes dj further down the tree appropriately. The local classifier
of each leaf child of c0 decides whether to assign dj to the leaf
category. In other words, for dj to be assigned to a leaf category cn
at the nth level of the category tree, ðc0:sjdj; c0 :sÞ ^ ðc1:sjdj; c1 :sÞ
^    ^ ðcnjdj; cn Þ ¼ 1, where ci1 represents the parent category of
ci for 0 < i  n. In our implementation, the thresholds c0 :s to cn
are fixed at 0.5 so that a document can be assigned to more than
one category.
Definition 1 (Blocking). Let c0; c1; . . . ; cn denote the list of categories
from the root category c0 to a leaf category cn at level n of the category
tree; c0 :s; c1 :s; . . . ; cn1 :s; cn represent the list of classifiers that must
accept a given document dj before dj is assigned to cn. Blocking occurs
when dj is rejected by any of the subtree classifiers c0 :s; . . . ; cn1 :s.
The blocking phenomenon in HTC has been mentioned by
several researchers, but has not been addressed much [3], [4], [5],
[6]. Greiner et al. proposed the top-down soft-decision approach as
a possible solution to overcome blocking [6]. The approach only
assigns a category label to a document after all the subtree and
local classifiers have examined the document. Unfortunately, the
paper did not provide further details about this approach. The
solution proposed by Dumais and Chen considers a 3-level
category tree where the decision of assigning a document to a
leaf category requires the product of probability values returned
by the subtree classifier of the parent category and the local
classifier of the leaf category [4]. In their experiments, the solution
did not show much improvement in classification accuracy.
To address the blocking issue, it is necessary to introduce a
quantitative measure for determining the extent of blocking. In this
paper, we therefore propose a classifier-centric measure, known as
blocking factor. We also develop new HTC methods known as
Threshold Reduction, Restricted Voting, and Extended Multiplicative to
reduce blocking while achieving good classification accuracy.
2 BLOCKING MEASURES
Unlike the usual category-centric measures such as precision and
recall, the blocking measure is classifier-centric, as it is a value
derived for a subtree classifier. The extent of blocking caused by a
subtree classifier in a top-down HTC method can be calibrated by
its blocking measure.
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Definition 2 (Work Domain). Let ci be a nonleaf category. The work
domain of ci:s, denoted by wðci:sÞ, is the set of leaf categories in ci:s.
In Fig. 1, the work domain of crude:s,wðcrude:sÞ, is fcrude;nat-gas;
shipg; wðroot:sÞ consists of all the leaf categories in the category tree.
Let c‘ be a leaf category and ci:s be a subtree classifier such that
c‘ 2 wðci:sÞ. The blocking value of ci:s for c‘, denoted by bðc‘; ci:sÞ, is
defined as the number of documents that belong to c‘, but are
rejected by ci:s. Let jc‘j be the number of documents belonging to
c‘. The blocking factor of ci:s, denoted by BF ðci:sÞ, is defined as the




c‘2wðci :sÞ bðc‘; ci:sÞP
c‘2wðci :sÞ jc‘j
: ð1Þ
Note that when a document belongs to more than one category
(say, c‘1;    ; c‘k) in a subtree ci:s, the classification outcome by ci:s
will affect bðc‘1; ci:sÞ;    ; bðc‘k; ci:sÞ. In other words, our proposed
blocking factor considers blocking of a document belonging to
multiple categories more undesirable than blocking of a document
belonging to only one category.
Similar to category-centric measures (e.g., precision, recall), the
macro and microaverages of blocking factors can be derived by
considering all the subtree classifiers involved in a HTC method,
denoted by T . Let Pr, Re, BF be the microaveraged precision,
recall and blocking factor, respectively, C be the set of leaf
categories in the category tree, and r‘ be the set of documents











This equation establishes the relationship between Re and BF,
and demonstrates that a large BF will lead to poor micro recall.
3 HIERARCHICAL CLASSIFICATION METHODS
3.1 Threshold Reduction Method (TRM)
The threshold reductionmethod is developed based on the principle
that lower thresholds for the subtree classifiers will allow more
documents to be passed to the classifiers at lower-levels. In STD, a
document dj of category cn is blocked by the subtree classifier of any
ancestor subtree ci:s of cn when ðci:sjdj; ci:sÞ ¼ 0. Therefore, an
obviousway to curb blocking is to reduce the threshold ci:s allowing
more documents to be accepted by subtree classifiers. This,
however, should be done with special care as higher classification
accuracy will now be required for the classifiers at lower-levels to
prevent misclassification. For example, if the thresholds of all
ancestor subtree classifiers are zeros, STD will degenerate into a flat
classification method that classifies dj into cn based on ðcnjdj; cn Þ
only. In TRM, the challenge is hence the determination of right
thresholds for subtree classifiers.
We have adopted the 5-fold cross-validation to find an optimal
threshold combination in terms of macroaveraged F1, i.e., F
M
1 , for
subtree classifiers. To minimize the number of threshold combina-
tions to be considered, all subtree classifiers at the same level are
required to use the same threshold value.
3.2 Restricted Voting Method (RVM)
Although TRM is able to pass more documents to the classifiers at
the lower levels, it is still possible to have documents wrongly
rejected by the higher-level subtree classifiers. The restricted
voting method attempts to solve the problem by giving low-level
classifiers a chance to access these documents before they are
rejected by the subtree classifiers of their parent nodes.
If the classification process of a document in STD can be viewed
as a channel passing a document from the root to a leaf category,
TRM relaxes the decision functions of subtree classifiers along the
channel allowing more documents to pass through. In RVM, we
create secondary channels such that the local or subtree classifier of
a node can receive documents from the subtree classifier of its
grandparent node.
Each secondary channel connects a node to its grandchild by
associating either a secondary subtree classifier or a secondary
local classifier with the latter. Let ci be a nonleaf node with
grandparent ci2, a secondary subtree classifier denoted by  0ci:s is
associated with ci. 
0
ci:s
classifies documents that are accepted by
the subtree classifier or the secondary subtree classifier (if it exists)
associated with ci2.  0ci:s accepts a document dj if 
0ðci:sjdj; 0ci:sÞ ¼ 1.
Similarly, a secondary local classifier  0c‘ is associated with each leaf
node c‘ and classifies documents accepted by the subtree classifier
or the secondary subtree classifier associated with the grandparent
node.  0c‘ accepts a document dj if 
0ðc‘jdj; 0c‘ Þ ¼ 1. The thresholds
of secondary classifiers can be derived similar to that of the subtree
classifiers in TRM.
Consider the 3-level hierarchy shown in Fig. 2, where c2 is a leaf
category, c1 and c0 are the parent and root categories, respectively.
For a document dj to be assigned to c2, it will have to be classified
by both the subtree classifier c0 :s and the secondary subtree
classifier  0c1 :s. If dj is accepted by c0 :s, it will be further classified by
c1 :s and the secondary local classifier 
0
c2
. If dj is accepted by either
 0c1 :s or c1 :s, it is further classified by c2 . 
0
c2
and c2 are the two
classifiers that can assign the c2 label to dj.
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Fig. 1. Category tree derived from Reuters-21578 collection.
Fig. 2. RVM classification process.
RVM is based on the idea of voting that combines decisions
from several independent classifiers to classify a document [7], [8].
The independent classifiers can be based on the same learning
method, but are constructed using different sets of features, or be
based on different learning methods with the same or different
feature sets [9]. In RVM, the secondary subtree (local) classifier and
the subtree (local) classifier associated with a node are trained with
different sets of training documents but are given the same
decision task. Note that RVM can be generalized by adding more
secondary channels to receive documents from classifiers at even
higher level.
3.3 Extended Multiplicative Method (EMM)
The extended multiplicative method, as its name suggests, is
derived from the multiplicative method proposed by Dumais and
Chen [4]. While the original method only works for 3-level
category trees, we have extended the method to handle category
trees with more levels.
Similar to STD, EMM associates a local classifier with each leaf
node and a subtree classifier with each non-leaf node. Let cn be a
leaf node at level n and the parent node be cn1. A document dj is
assigned to cn if P ðcnjdjÞ  P ðcn1:sjdjÞ  cnðn1Þ , where cnðn1Þ
denotes a threshold. Similarly, dj can be accepted by the subtree
classifier associated with cn1 if P ðcn1:sjdjÞ  P ðcn2:sjdjÞ 
cðn1Þðn2Þ . Thresholds are derived similar to those in TRM. EMM
can be further extended to consider the probabilities of more than
two levels [10].
4 EXPERIMENTS AND RESULTS
We evaluated STD and the three proposed HTC methods on the
category tree derived from the Reuters-21578 news collection as
shown in Fig. 1. We used Lewis Split to get the training/test
documents. Note that in Reuter’s collection, one document can be
assigned to more than one category. As a result, we had a total of
1,229 distinct positive training documents (þTr) such that each of
them belongs to at least one category in the category tree. The same
number of negative training documents (Tr) were randomly
selected such that they do not belong to any of the categories in the
category tree. Similarly, 483 distinct positive (negative) test
documents were selected. The distribution of training/test docu-
ments is shown in Table 1.
All the four methods use SVM as base classifiers because of its
good performance in earlier research [11]. We used the SVMlight
package implemented by Joachims [12]. Each abstract classifier is
realized by a binary SVM base classifier. Each document is
represented by the terms in the title and text body as a binary vector.
A training document is positive if it is labeled with the real
category (or any category in the subtree), and negative otherwise.
The positive/negative training documents for these classifiers are
selected from the document and they belong to the subtree at the
parent level. A similar selection criteria is discussed in [5], [13]. The
output of the SVMlight is fitted to a sigmoid using regularized
maximum likelihood fitting so that the SVM produces posterior
probabilities [14].
In STD, the thresholds for all the subtree and local classifiers are
0.5. In TRM, RVM, and EMM methods, the combinations of
thresholds that yield best classification accuracies in terms of FM1
are chosen using 5-fold cross-validation. All the thresholds are
shown in Table 2, where 0, 1, and ‘ are the thresholds for subtree
classifiers at the root level, first level, and local classifiers,
respectively; 01 and 
0
‘ are the thresholds for secondary subtree
classifier and secondary local classifiers, respectively. For EMM,
the thresholds for the combined probabilistic values at the first
level and leaf level are denoted by M1 and M2, respectively.
4.1 Experimental Results
The classification performance of the methods are shown in Table 3.
The best values for each measure are shown in boldface.
All our proposed methods were able to give better recall values
compared to STD. The RVM delivered the best ReM and FM1 values
which were significantly higher than that of the other methods.
The results of EMM were slightly better than STD and a similar
observation had been made in [4]. The STD method managed to
perform well in PrM and Pr. This is because the local classifiers in
the STD method were able to classify with better precision with
less documents passed down from the higher-level subtree
classifiers.
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TABLE 1
Distribution of Training and Test Documents
TABLE 2




Blocking Factors of Subtree Classifiers
The blocking factors for the subtree classifiers are given in
Table 4. Compared with the STD method, the TRM and RVM
methods worked well in reducing blocking, while EMM’s BFM is
almost the same as STD. RVM is better than TRM in reducing
blocking, and its blocking factors are significantly less than the
STD method. In summary, RVM is the best method that is able to
reduce blocking while giving good classification performance.
4.2 Significance Test on the Performance Results
To determine the performance of our proposed methods against
STD, we performed the macro sign test (S-test) on the paired
F1 values for individual categories [15]. For each category, the
F1 values of all the proposedmethods are shown in Table 5. We also
highlight the F1 values of our proposed methods which are higher
than those of STD; we consider that two F1 values are the same if
their difference is notmore than 0.001. The p-value for each proposed
method against STD is shown in Table 6.
Using the S-test, the methods are ranked as follows: RVM >
TRM > EMM > STD, where > means better. RVM is confirmed
to be the best method. Compared with STD, RVM worked
extremely well for categories with a small number of positive test
documents (and these categories have a smaller number of training
documents as well). Its performance was not very good for the four
largest categories, i.e., crude, grain, ship, and wheat.
5 CONCLUSION AND FUTURE WORK
In this paper, we focus on the blocking problem in hierarchical text
classification using top-down approach. To characterize the extent
of blocking, we have introduced blocking factor as a new kind of
classifier-centric performance measure. Three methods have been
proposed to reduce blocking, namely, threshold reduction,
restricted voting, and extended multiplicative methods. Among
them, the restricted voting method is the best in terms of FM1
measures and is able to reduce blocking significantly. However,
restricted voting method involves more classifiers (i.e., secondary
classifiers), which require more time for training.
We have noticed that while our proposed methods can reduce
blocking, they also suffered some degradation in precision. As part
of our future work, we plan to develop a HTC method that can
maintain precision while reducing blocking.
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