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To devise efficient solutions for approximating a mean partition in con-
sensus clustering, Dimitriadou et al. [3] presented a necessary condition of
optimality for a consensus function based on least square distances. We
show that their result is pivotal for deriving interesting properties of con-
sensus clustering beyond optimization. For this, we present the necessary
condition of optimality in a slightly stronger form in terms of the Mean
Partition Theorem and extend it to the Expected Partition Theorem. To
underpin its versatility, we show three examples that apply the Mean Parti-
tion Theorem: (i) equivalence of the mean partition and optimal multiple
alignment, (ii) construction of profiles and motifs, and (iii) relationship
between consensus clustering and cluster stability.
1. Introduction
Clustering is a standard technique for exploratory data analysis that finds applications
across different disciplines such as computer science, biology, marketing, and social
science. The goal of clustering is to group a set of unlabeled data points into several
clusters based on some notion of dissimilarity. Inspired by the success of classifier
ensembles, consensus clustering has emerged as a research topic [8, 23]. Consensus
clustering first generates several partitions of the same dataset. Then it combines the
sample partitions to a single consensus partition. The assumption is that a consensus
partition better fits to the hidden structure in the data than individual partitions.
One standard approach of consensus clustering combines the sample partitions to a
mean partition [3, 4, 5, 6, 9, 17, 20, 21, 22]. A mean partition best summarizes the
sample partitions with respect to some (dis)similarity function.
In [3] Dimitriadou et al. presented a necessary condition of optimality for a consensus
function based on least square distance method on hard (crisp) as well as soft (fuzzy)
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partitions. Their result has been solely applied for devising efficient algorithms for
approximating a mean partition [3, 12].
In this contribution, we show that the necessary condition of optimality proposed
in [3] is pivotal for deriving other interesting results in consensus clustering. For this,
we restate and extend the necessary condition of optimality to obtain the Mean and
Expected Partition Theorem. Then we present three results that apply the Mean
Partition Theorem:
1. Optimal Multiple Alignment : We show that the problem of computing a mean
partition and the problem of finding an optimal multiple alignment are equiva-
lent. This equivalence is inspired by results from the equivalence between mul-
tiple sequence alignment and consensus sequences from computational biology
[11]. Equivalence of the mean partition to multiple alignment provides access
to techniques and algorithms from computational biology and sets the stage for
gaining further insight into consensus clustering.
2. Profiles and Motifs: As an example of techniques from computational biology,
we introduce profiles and motifs as tools to analyze and visualize the results of a
cluster ensemble. Profiles provide a statistic about the occurrence of a data point
in a cluster for a given multiple alignment. Motifs are subsets of data points for
which there is a high consensus that they belong to the same cluster.
3. Cluster Stability : We show that consensus clustering and cluster stability are
related via multiple alignments, which in turn is equivalent to the mean partition
problem in consensus clustering.
The Expected Mean Partition Theorem together with the consistency result presented
in [16] forms the basis to extend the finite-sample results to asymptotic results. The
proposed results indicate that the Mean Partition Theorem provides access to ideas,
concepts, and techniques from computational biology and can be useful for analyzing
quality properties of consensus clustering.
2. Background
Throughout this contribution, we assume that Z = {z1, . . . , zm} is a set of m data
points and C = {c1, . . . , c`} is a set of ` cluster labels.
Partitions and their Representations
Partitions usually occur in two forms, in a labeled and in an unlabeled form, where
labeled partitions can be regarded as representations of unlabeled partitions.
We begin with describing labeled partitions. By [0, 1]`×m we denote the set of all
(`×m)-matrices with elements from the interval [0, 1]. Consider the set
X = {X ∈ [0, 1]`×m : XT1` = 1m},
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where 1` ∈ R` and 1m ∈ Rm are vectors of all ones. The set X consists of all non-
negative matrices whose rows sum to one. Any matrix X ∈ X is a labeled partition of
Z, because the ordering of the rows imposes a labelling of the clusters. The elements
xkj of X = (xij) describe the degree of membership of data point zj to the cluster
with label ck. Then the columns x:j of X represent the data points zj and the rows
xk: of X represent the clusters ck.
Next, we describe unlabeled partitions. For this, observe that the rows of a labeled
partition X describe a cluster structure. Permuting the rows of X results in a labeled
partition X ′ with the same cluster structure but with a possibly different labelling of
the clusters. In clustering, the particular labelling of the clusters is usually meaning-
less. What matters is the abstract cluster structure represented by a labeled partition.
Since there is no natural labelling of the clusters, we define the corresponding unlabeled
partition that abstracts from the labelling. An unlabeled partition is the equivalence
class of labeled partitions obtained from one another by relabelling the clusters. For-
mally, an unlabeled partition X corresponding to a labeled partition X ∈ X is defined
by X =
{
PX : P ∈ Π`}, where Π` is the set of all (`× `)-permutation matrices.
The definition of an unlabeled partition as an equivalence class of labeled partitions
shows that every labeled partition is a representative of a labeled one. To keep the
terminology simple, we briefly call X a partition, if X is an unlabeled partition. More-
over, any labeled partition X ′ ∈ X is called a representation of X, henceforth. By
P we denote the set of all (unlabeled) partitions with ` clusters over m data points.
Since some clusters may be empty, the set P also contains partitions with less than `
clusters. Thus, we consider ` ≤ m as the maximum number of clusters we encounter.
Finally, the map
pi : X → P, X 7→ pi(X) = X
is the natural projection that sends labeled partitions to their corresponding unlabeled
partitions. In other words, pi sends matrices to partitions they represent.
Though we are only interested in unlabeled partitions, we still need labeled partitions
for two reasons: (1) Computers can not easily and efficiently cope with unlabeled
partitions unless the clusters carry labels in terms of number or names. (2) Using
labeled partitions considerably simplifies derivation of theoretical results.
Intrinsic Metric
We endow the set P of partitions with an intrinsic metric δ related to the Euclidean
distance such that (P, δ) becomes a geodesic space. The Euclidean norm for matrices
X ∈ X is defined by
‖X‖ =
∑`
k=1
m∑
j=1
|xkj |2
1/2 .
The Euclidean norm induces a distance function on P defined by
δ : P × P → R, (X,Y ) 7→ min {‖X − Y ‖ : X ∈ X,Y ∈ Y } .
Then the pair (P, δ) is a geodesic metric space [15], Theorem 2.1.
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Representations in Optimal Position
Suppose that X and X ′ are two partitions. Then
δ(X,X ′) ≤ ‖X −X ′‖ (1)
for all representations X ∈ X and X ′ ∈ X ′. For some pairs of representations X∗ ∈ X
and X ′∗ ∈ X ′ equality holds in Eq. (1). In this case, we say that representations X
and X ′ are in optimal position. Note that pairs of representations in optimal position
are not uniquely determined.
3. Representation Theorems for Partitions
This section presents the Mean Partition Theorem and the Expected Partition The-
orem. For this, we introduce the consensus function as a special case of a Fre´chet
function [7]. Using the terminology of Fre´chet functions links consensus clustering to
the field of Non-Euclidean statistics [1].
3.1. The Mean Partition Theorem
The Fre´chet function of a sample Sn = (X1, . . . , Xn) ∈ Pn of n partitions is a function
of the form
Fn : P → R, Z 7→ 1
n
n∑
i=1
δ(Xi, Z)
2
.
The minimum of Fn exists but is not unique, in general [15]. A mean partition of Sn
is any partition M ∈ P satisfying
M = arg min
X∈P
Fn(X).
The Mean Partition Theorem states that any representation M of a local minimum
M of Fn is the standard mean of sample representations in optimal position with M .
Theorem 3.1 (Mean Partition Theorem). Let Sn = (X1, . . . , Xn) ∈ Pn be a sample
of n partitions. Suppose that M ∈ P is a local minimum of the Fre´chet function Fn(Z)
of Sn. Then every representation M of M is of the form
M =
1
n
n∑
i=1
Xi, (2)
where the Xi ∈ Xi are representations in optimal position with M .
The Mean Partition Theorem is a special case of the same theorem for the mean of a
sample of attributed graphs [14]. Any partition can be regarded as an attributed graph
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without edges. Nodes represent clusters and node attributes describe the membership
values of the data points.
Dimitiradou et al. in [3] showed that Eq. (2) is a necessary condition of optimality.
They did not explicitly stress the (perhaps obvious) property that the representations
Xi of the sample partitions Xi are in optimal position with M . This property is
however important for gaining further theoretical insight.
3.2. The Expected Partition Theorem
This section presents the Expected Partition Theorem, which is the analogue of the
Mean Partition Theorem for expected Fre´chet functions. Both theorems are statisti-
cally related by consistency results presented in [16].
We assume that Q is a probability measure on P. The function
FQ : P → R, Z 7→
∫
P
δ(X,Z)2 dQ(X)
is the expected Fre´chet function of Q. As for the sample Fre´chet function Fn, the
minimum of the expected Fre´chet function FQ exists but but is not unique, in general
[15]. Any partition M ∈ P that minimizes FQ is an expected partition of Q.
To state the Expected Partition Theorem in a similar flavor as the Mean Partition
Theorem, we need to introduce some concepts. For details, we refer to Section A. Let
Z be a representation of a partition Z ∈ P. Then there is a set F with the following
properties:
1. Z ∈ F .
2. F contains exactly one representation of each partition.
3. The closure F is connected.
We call F a fundamental region of Z. The inverse φ = pi−1 of the natural projection
restricted to F is measurable and induces a measure q = φ(Q) on F , which is the
image measure of Q.
Theorem 3.2 (Expected Partition Theorem). Let Q be a probability measure on P.
Suppose that M ∈ P is a local minimum of the expected Fre´chet function FQ(Z). Then
every representation M ∈M is of the form
M =
∫
F
X dq(X),
where F is a fundamental region of M and q is the measure on F induced by Q.
Note that the form of M is independent of the choice of fundamental region contain-
ing M . Comparing both partition theorems, a representation MQ of a local minimum
of an expected Fre´chet function FQ has a similar form as a representation Mn of a
local minimum of a sample Fre´chet Function Fn. Both, MQ and Mn, average over
representations in optimal position.
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4. Applications of the Mean Partition Theorem
This section presents examples that use the Mean Partition Theorem: (i) equivalence
to multiple alignments, (ii) profiles and motifs, and (iii) cluster stability.
4.1. Equivalence to Optimal Multiple Alignment
We show that the problem of finding a mean partition is equivalent to the problem of
finding an optimal multiple alignment of partitions.
Let Sn = (X1, . . . , Xn) be a sample of n partitions Xi ∈ P. A multiple alignment
of Sn is an n-tuple X = (X1, . . . ,Xn) consisting of representations Xi ∈ Xi. By
An = {X = (X1, . . . ,Xn) : X1 ∈ X1, . . . ,Xn ∈ Xn}
we denote the set of all multiple alignments of Sn.
Next, we generalize the notion of optimal position to multiple alignments. Suppose
that Z is a representation of some partition Z. A multiple alignment X = (X1, . . . ,Xn)
is said to be in optimal position with Z, if all representations Xi of X are in optimal
position with Z.
The mean of a multiple alignment X = (X1, . . . ,Xn) is denoted by
MX =
1
n
n∑
i=1
Xi.
As shown in Lemma B.1, the mean MX of a multiple alignment X is an element of X
and therefore a representation of some partition MX. It is important to note that a
multiple alignment X is not necessarily in optimal position with its mean MX. Thus,
MX does not necessarily satisfy the necessary conditions of optimality.
An optimal multiple alignment is a multiple alignment that minimizes the function
gn(X) =
1
n2
n∑
i=1
n∑
j=1
‖Xi −Xj‖2 .
The problem of finding an optimal multiple alignment is that of finding a multiple
alignment with smallest average pairwise squared distances in X . To show equivalence
between mean partitions and an optimal multiple alignments, we introduce the sets of
minimizers of the respective functions Fn and gn:
M(Fn) = {M ∈ P : Fn(M) ≤ Fn(Z) for all Z ∈ P}
M(gn) = {X ∈ An : gn(X) ≤ gn(X′) for all X′ ∈ An}
For a given sample Sn, the set M(Fn) is the mean partition set and M(gn) is the set
of all optimal multiple alignments. The next result shows that any solution of Fn is
also a solution of gn and vice versa.
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Theorem 4.1. For any sample Sn ∈ Pn, the map
φ :M(gn)→M(Fn), X 7→ pi(MX)
is surjective.
Recall that pi : X → P is the natural projection that sends matrices to partitions
they represent. Theorem 4.1 states that the meanMX of an optimal multiple alignment
X is a representation of a mean partition MX = pi(MX).
4.2. Profiles and Motifs
Profiles count the relative frequency with which a data point occurs in a cluster for a
given multiple alignment. Motifs are subsets of data points for which there is a high
consensus that they belong to the same cluster. Both concepts, profiles and motifs,
can be derived from optimal multiple alignments using any dissimilarity function on
partitions. When using the intrinsic metric δ induced by the Euclidean distance,
equivalence of the mean partition and optimal multiple alignment provides direct and
efficient ways to construct both, profiles and motifs.
We assume that (P,∆) is a partition space endowed with a distance function of the
general form
∆(X,Y ) = min {d(X,Y ) : X ∈ X,Y ∈ Y },
where d(X,Y ) is a distance function on X . Let X = (X1, . . . ,Xn) be an optimal
multiple alignment of the sample Sn = (X1, . . . , Xn), where optimality is with respect
to the function
g˜n(X) =
n∑
i=1
n∑
j=1
d (Xi,Xj) .
Observe that the problem of minimizing g˜n is not necessarily equivalent to the problem
of minimizing the Fre´chet function corresponding to the distance function ∆.
A profile of Sn is a matrix P = (pkj) with elements
pkj =
1
n
n∑
i=1
x
(i)
kj ,
where x
(i)
kj denotes the degree of membership of data point j in cluster ck according
to representation Xi. Thus, pkj measures the average degree of membership of data
point zj in cluster ck. High (low) average values pkj indicate a high (low) consensus
among the sample partitions on assigning cluster label ck to data point zj . In matrix
notation, a profile P is identical to the mean MX of the optimal multiple alignment
X. But recall that P needs not to be a representation of a mean partition.
We can derive motifs from profiles. A motif is a subset C of dataset Z that is
frequently occurring as a single cluster in the optimal multiple alignment X. Let
7
Figure 1: Shown are motifs corresponding to consensus threshold τ = 0.8. The motifs
are derived from a sample of 100 partitions obtained by k-means clustering
(k = 9) on a dataset drawn from a 3× 3 grid of Gaussian distribution with
identical variance. Data points of the same non-black color form a motif.
Black stars refer to data points for which consensus among the partition is
below τ = 0.8. Note that consensus on the Gaussian component with center
(0, 1) is below τ = 0.8. For all other clusters consensus is high.
τ ∈ (0.5, 1) denote the consensus threshold. We define the truncation of profile P as
a (`×m)-matrix P τ = (pτkj) with elements
pτkj =
{
1 : τ ≤ pkj
0 : otherwise.
Since τ > 0.5 each column of the truncation has at most one non-zero element. There-
fore any data point of Z is either member of exactly one cluster or belongs to no
cluster. Thus, a truncation P τ represents a partition of a subset Zτ of Z defined by
the non-zero columns of P τ . The subsets
Cτk =
{
zj ∈ Z : pτkj = 1
} ⊆ Zτ , k ∈ {1, . . . , `}
are the motifs of sample Sn corresponding to the multiple alignment X and the con-
sensus threshold τ . The motifs form a partition of subset Zτ . Figure 1 illustrates the
concept of motif.
If the distance function ∆ is the squared intrinsic metric δ2, then the profile P is a
representation of a mean partition. Hence, we can cast the problem of minimizing the
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function gn to the equivalent problem of minimizing the Fre´chet function Fn for which
efficient approximate algorithms are available [3, 10] that guarantee to converge to a
local minimum of Fn.
4.3. Cluster Stability
This section applies the Mean Partition Theorem and its equivalence to the problem of
multiple optimal alignment to cluster stability. For this, we follow a simplified setting
for the sake of clarity.
Choosing the number ` of clusters is a persisting model selection problem in cluster-
ing. One way to select ` is based on the concept of clustering stability. The intuitive
idea behind clustering stability is that a clustering algorithm should produce similar
partitions if repeatedly applied to slightly different datasets from the same underlying
distribution.
Let Pk,m be the set of partitions with k clusters over m data points from possibly
different datasets. By δk we denote the metric on Pk,m induced by the Euclidean
norm. We assume that Sn,k = (X1, . . . , Xn) is a sample of n partitions Xi ∈ Pk,m.
Following [18], model selection in clustering can be posed as the problem of mini-
mizing some loss function
Γn(k) : [kmin, kmax]→ R, k 7→ Γn,k,
where 1 ≤ kmin ≤ k ≤ kmax ≤ m. Then one simple option to choose the number ` of
clusters is according to the rule
` = arg min
k
Γn,k.
A common and well established choice of loss function is cluster instability by optimal
pairwise alignments [18]
Gn,k =
1
n2
n∑
i=1
n∑
j=1
δk(Xi, Xj)
2
.
Thus, we choose the number of clusters that gives the lowest average pairwise squared
distances between partitions. In the following, we show that the mean partition prob-
lem of consensus clustering is related to the problem of cluster stability.
An alternative but related way to define cluster instability is by means of multiple
instead of pairwise alignments. Let Xk = (X1, . . . ,Xn) be an optimal multiple align-
ment of Sn,k. Then cluster instability based on optimal multiple alignment is defined
by
gn,k(Xk) =
1
n2
n∑
i=1
n∑
j=1
‖Xi −Xj‖2 .
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Observe that cluster instability by optimal pairwise and optimal multiple alignment
are not equivalent, but related via the inequality
Gn,k ≤ gn,k(Xk), (3)
because δ(Xi, Xj) ≤ ‖Xi −Xj‖ by definition. To illustrate the difference between
Gn,k and gn,k(Xk), we consider the following scenario:
Suppose that Xk = (X,Y ,Z) is an optimal multiple alignment of the three parti-
tions X, Y , and Z, resp., such that
δ(X,Y ) = ‖X − Y ‖
δ(Y,Z) = ‖Y −Z‖ .
Since being in optimal position is not a transitive property, it can happen that the
representations X and Z are not in optimal position and therefore the inequality
δ(X,Z) < ‖X −Z‖ holds.
The implication is that instability Gn,k by optimal pairwise alignments admits dif-
ferent representations of the same sample partition, whereas instability gn,k by optimal
multiple alignment demands to use exactly one representation of each sample partition.
Informally, optimal pairwise alignments as used in Gn,k consider different interpreta-
tions of a clustering and optimal multiple alignments as used in gn,k consider a single
interpretation of a clustering.
Next, we present another path to cluster instability gn,k by multiple alignment. We
can equivalently rewrite the instability score Gn,k as
Gn,k =
1
n
n∑
i=1
Fn,k(Xi), (4)
where
Fn,k(Xi) =
1
n
n∑
j=1
δk(Xi, Xj)
2
is the average variation of sample Sn,k with respect to sample partition Xi. This
shows that cluster instability by pairwise alignments measures the average variation
of sample Sn,k with respect to all sample partitions. Thus, Eq. (4) links the instability
score Gn,k to consensus clustering and to Fre´chet functions.
Intuitively, we expect that the average pairwise distances Gn,k between partitions
and the average distance Fn,k(Mk) to a mean partition Mk are correlated. We have
the relationship
Fn,k(Mk) ≤ Gn,k, (5)
where Mk is a mean partition of sample Sn,k. These considerations suggest that the
variation Fn,k(Mk) can serve as an alternative score function for model selection that
is related to cluster instability Gn,k.
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Figure 2: Cluster instabilities Gn,k (red), gn,k (blue), and Fn,k (yellow) with n = 100
as a function of the number k of clusters on uniform distribution (left) and
on a 2 × 2 grid of spherical Gaussian distribution with identical variance
(right). Instabilities are averaged over 50 randomly drawn datasets from
each distribution.
From Theorem 4.1 follows that cluster instability by variation Fn,k(Mk) is equiva-
lent to cluster instability gn,k(Xk) by multiple alignments. This observation has the
following implications:
1. By combining inequalities (3) and (5) we obtain
Fn,k(Mk) ≤ Gn,k ≤ gn,k(Xk) .
Pairwise similar sample partitions imply low instability Gn,k and low instability Gn,k
indicates high stability of the clustering. From the analysis on the uniqueness of the
mean partition in [16] follows that the difference D = Gn,k−gn,k(Xk) is more likely to
diminish with increasing stability of the clustering. Conversely, the differenceD is more
likely to increase with decreasing stability of the clustering. These findings suggest
that cluster instability gn,k(Xk) by multiple alignments more sharply emphasizes a
stable clustering than clustering instability Gn,k by pairwise alignments. Figure 2
illustrates this behavior.
2. Determining cluster instability gn,k by multiple alignments is computationally
intractable. Therefore, we need to resort to approximate solutions. Theorem 4.1
justifies to cast the problem of approximating an optimal multiple alignment to the
equivalent problem of determining a mean partition. For the latter problem, efficient
algorithms for approximating the mean partition that converge to a local minimum of
the Fre´chet function are available [3, 10]. Theorem 3.1 gives us a multiple alignment
X′k in optimal position to a representation of the local minimum. Then gn,k(X
′
k) is an
upper bound of the true cluster instability gn,k.
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5. Conclusion
The Mean Partition Theorem and the Expected Partition Theorem do not only pro-
vide necessary conditions of optimality for the Fre´chet function based on the squared
intrinsic metric, but also form the basis for interesting insights into consensus cluster-
ing. The problem of finding a mean partition is equivalent to the problem of finding
an optimal multiple alignment. This result connects consensus clustering to compu-
tational biology. As an example, we constructed profiles and motifs for analyzing the
result of a cluster ensemble. The third example relates consensus clustering to cluster
stability.
We hypothesize that the Mean Partition Theorem is pivotal for deriving further
interesting results. Based on this hypothesis, we suggest four directions for future
research: (1) Extending the finite sample results to asymptotic results by means of the
Expected Mean Theorem and the consistency results presented in [15]; (2) further ex-
ploiting the Mean Partition Theorem for gaining new insight into consensus clustering;
(3) generalizing the results to metrics other than the intrinsic metric; and (4) further
exploiting ideas and techniques from computational biology for consensus clustering.
A. Geometry of Partition Spaces
The proof of Theorem 4.1 requires a suitable representation of partitions. We suggest to
analyze partitions in a geometric framework by means of orbit spaces [15]. Orbit spaces are
well explored, possess a rich geometrical structure and have a natural connection to Euclidean
spaces [2, 13, 19].
A.1. Partition Spaces
The group Π = Π` of all (` × `)-of all (` × `)-permutation matrices acts on X by matrix
multiplication, that is
· : Π×X → X , (P ,X) 7→ PX.
The orbit of X ∈ X is the set [X] = {PX : P ∈ Π}. The orbit space of partitions is the
quotient space X/Π = {[X] : X ∈ X} obtained by the action of the permutation group Π
on the set X . We write X ∈ P to denote an orbit [X] ∈ X/Π.
The partition space P is endowed with the intrinsic metric δ induced by the Euclidean
distance on X . For our purposes, it is more convenient to approach δ in a slightly different
way. Let
〈X,Y 〉 =
∑`
k=1
m∑
j=1
xkjykj
denote the inner product of X,Y ∈ X . The inner product induces a well-define length on
partitions:
N(X) = max
{√
〈X,X ′〉 : X,X ′ ∈ X
}
.
The next result shows that the length of a partition can be computed in a straightforward
way.
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Proposition A.1. Let X ∈ P be a partition. Then
N(X) =
√
〈X,X〉
for all representations X ∈ X.
Proof. See [13], Prop. 3.17. 
The squared intrinsic metric takes the equivalent form [13]
δ(X,Y )2 = min
{
N(X)2 − 2 〈X,Y 〉+N(Y )2 : X ∈ X,Y ∈ Y } .
A.2. Notations
We use the following notations: By U we denote the closure of a subset U ⊆ X , by ∂U the
boundary of U , and by U◦ the open subset U \ ∂U . The action of permutation P ∈ Π on the
subset U ⊆ X is the set defined by P U = {PX : X ∈ U}. The action of a subset Φ ⊆ Π
on U is defined by ΦU = {PX : P ∈ Φ,X ∈ U}. By Π∗ = Π \ {I} we denote the subset of
(`× `)-permutation matrices without identity matrix I.
A.3. Voronoi Cells
Let Z be a representation of partition Z. The set
VZ = {X ∈ X : ‖X −Z‖ ≤ ‖X − PZ‖ for all P ∈ Π}
is the Voronoi cell of Z. The form of a Voronoi cell of Z depends on the form of the stabilizer
of Z. The stabilizer subgroup of Π with respect to Z is defined by
ΠZ = {P ∈ Π : PZ = Z} .
We say, partition Z is asymmetric if the stabilizer ΠZ of a representation Z ∈ Z is trivial,
that is ΠZ = {I}. Otherwise, we call the partition Z symmetric.
The definition of asymmetry is well-defined, that is independent of the choice of represen-
tation, because stabilizers of elements in the same orbit are conjugate to each other. In more
detail, let Z and Z′ are representations of Z with Z′ = PZ for some P ∈ Π. Then we have
ΠZ′ = P
−1ΠZP by conjugacy of the stabilizers. Thus, Z is asymmetric if and only if there
is a representation Z with trivial stabilizer. Then conjugacy implies that the stabilizers of
all representations Z′ of Z are trivial.
For any P ∈ Π the set PΠZ = {PQ , Q ∈ ΠZ} is a left coset of ΠZ in Π. The quotient
set Π/ΠZ = {PΠZ : P ∈ Π} consists of all left cosets of ΠZ in Π. We briefly denote left
cosets PΠZ by [P ].
In the following, we show a few auxiliary results.
Lemma A.2. Almost all partitions are asymmetric.
Proof. [16], Prop. 3.3. 
Lemma A.3. Let Z be a representation of partition Z. Suppose that X ∈ VZ . Then
PX ∈ VZ for all P ∈ ΠZ .
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Proof. From X ∈ VZ follows ‖X −Z‖ ≤ ‖X −QZ‖ for all Q ∈ Π. Since Π acts isometri-
cally on X , we have ‖X −Z‖ = ‖PX − PZ‖. From P ∈ ΠZ follows Z = PZ and therefore
‖PX − PZ‖ = ‖PX −Z‖. Combining the inequalities and equations yields
‖X −Z‖ = ‖PX −Z‖ = ‖PX − PZ‖ ≤ ‖PX −QPZ‖ = ‖PX −QZ‖ .
This shows the assertion. 
Lemma A.4. Let Z be a representation of partition Z. Then
VPZ = P VZ = [P ]VZ
for all P ∈ Π.
Proof.
1. For any X ∈ VPZ we have ‖X − PZ‖ ≤ ‖X −QPZ‖ for all Q ∈ Π. Since Π acts
isometrically on X , we find that∥∥P−1X −Z∥∥ ≤ ∥∥P−1X − P−1QPZ∥∥
for all Q ∈ Π. From P−1ΠP = Π follows that P−1X ∈ VZ and therefore X ∈ PVZ .
2. For any Q ∈ ΠZ we have Z = QZ. Hence, for any element PQ of the left coset PΠZ we
have X ∈ VPZ = VPQZ = PQVZ . This shows X ∈ [P ]VZ . 
Lemma A.5. Let Z be a representation of partition Z. Then
1. X =
⋃
[P ]∈Π/ΠZ
[P ]VZ .
2. [P ]V◦Z ∩ V◦Z = ∅ for all [P ] ∈ Π∗/ΠZ .
Proof.
1. Since Π is a group action on X , it is sufficient to show the ′⊆′-direction. Let X ∈ X be
a representation of partition X ∈ P. Then there is a representation X ′ of X and a P ∈ Π
such that X ′ ∈ VZ and X = PX ′. This shows that X ∈ PVZ = [P ]VZ by Lemma A.4.
This proves the first assertion.
2. Let P ∈ Π∗ such that [P ] 6= [I]. Then we have PZ 6= Z. Let X ∈ V◦Z be an element of
the interior of VZ . Then we have
‖X −Z‖ < ‖X − PZ‖ .
This shows that X /∈ VPZ = [P ]VZ . In a similar way we show that X ∈ [P ]V◦Z with
[P ] 6= [I] is not contained in VZ , which proves the second assertion. 
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A.4. Dirichlet Fundamental Domains
A subset F of X is a fundamental set for Π if and only if F contains exactly one representation
X from each orbit [X] ∈ X/Π. A fundamental domain of Π in X is a closed connected set
F ⊆ X that satisfies
1. X =
⋃
P∈Π
PF
2. PF◦ ∩ F◦ = ∅ for all P ∈ Π∗.
Proposition A.6. Let Z be a representation of an asymmetric partition Z ∈ P. Then
DZ = {X ∈ X : ‖X −Z‖ ≤ ‖X − PZ‖ for all P ∈ Π}
is a fundamental domain, called Dirichlet fundamental domain of Z.
Proof. [19], Theorem 6.6.13. 
We extend the notion of Dirichlet fundamental domain to arbitrary partitions. For this,
we need the following result.
Proposition A.7. Let Z be a representation of a partition Z ∈ P with stabilizer ΠZ . Then
there is a fundamental domain F satisfying
VZ =
⋃
P∈ΠZ
PF .
Proof. 1. Let ΠZ = {P1, . . . ,Pq} be the stabilizer subgroup of Π with respect to Z. Suppose
that X0 ∈ VZ is a representation of an asymmetric partition X0. Such an element X0 exists,
because the natural projection pi : VZ → P is surjective and by Lemma A.2. Let
F0 = {X ∈ VZ : pi(X) = X0}
denote the fiber over X0 restricted to VZ . Since X0 is asymmetric, the fiber over X0 is of the
form
F0 = {PX0 : P ∈ ΠZ}
and has exactly q elements. For every i ∈ {1, . . . , q}, we define the set
Fi = {X ∈ VZ : ‖X − PiX0‖ ≤ ‖X − PjX0‖ for all j ∈ {1, . . . , q}} .
The sets Fi form a Voronoi tesselation of VZ with centers PiX0 and are therefore closed,
convex and connected subsets of VZ satisfying
VZ =
q⋃
i=1
Fi.
and F◦i ∩ F◦j = ∅ for all 1 ≤ i < j ≤ q.
2.We show that Fj = PjP−1i Fi for all i, j ∈ {1, . . . , q}. We set Qij = PjP−1i and first show
QijFi ⊆ Fj . Let X ∈ Fi. Since Π acts isometrically on X , we have
‖X − PiX0‖ =
∥∥PjP−1i X − PjX0∥∥ = ‖QijX − PjX0‖ .
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Since a stabilizer is a subgroup, we finde that Qij ∈ ΠZ . Then from Lemma A.3 follows
that QijX ∈ VZ . This together with isometry of Π implies that QijX ∈ Fj . Thus, we have
QijFi ⊆ Fj . Now we assume that X ∈ Fj . By isometry we have
‖X − PjX0‖ =
∥∥PiP−1j X − PiX0∥∥ = ∥∥Q−1ij X − PiX0∥∥ .
The inverse Q−1ij is an element of the stabilizer ΠZ , because Qij ∈ ΠZ and the stabilizer is a
group. From Lemma A.3 follows that Q−1ij X ∈ VZ . Hence, we find that Q−1ij X ∈ Fi. This
shows that QijQ
−1
ij X ∈ QijFi giving Fj ⊆ QijFi.
3. Let F = Fi for some i ∈ {1, . . . , q}. It remains to show that F is a fundamental domain.
From the first two parts of this proof follows that F is closed and connected (as a convex set)
such that
VZ =
⋃
P∈ΠZ
PF .
From Lemma A.5(1) follows
X =
⋃
Q∈Π
QVZ =
⋃
Q∈Π
Q
⋃
P∈ΠZ
PF =
⋃
Q∈Π
⋃
P∈ΠZ
QPF =
⋃
Q∈Π
QF .
From Part 1 of this proofs follows F◦ ∩ PF◦ = ∅ for all P ∈ ΠZ . Applying Lemma A.5(2)
extends this property over the entire set Π. 
We call the fundamental domain F in Prop. A.7 a Dirichlet fundamental domain of Z.
In contrast to representations of asymmetric partitions, Dirichlet fundamental domains of
representations of symmetric partitions are not uniquely determined.
A.5. Cross Sections
Suppose that DZ is the Dirichlet fundamental domain of representation Z of an asymmetric
partition Z ∈ P. A map µ : P → DZ is a cross section into DZ , if pi(µ(X)) = X for all
partitions X ∈ P. Cross sections exist, because there is a fundamental set F such that
D◦Z ⊂ F ⊂ DZ by [19], Theorem 6.6.11.
Proposition A.8. Let µ : P → DZ be a cross section into a Dirichlet fundamental domain
DZ of representation Z of partition Z ∈ P. Then the following properties hold:
1. µ is injective.
2. µ(P) is a fundamental set.
3. µ is a measurable mapping.
Proof.
1. Injectivity of µ directly follows from the property pi ◦ µ = id.
2. Again from pi ◦ µ = id follows that µ maps partitions to representations. Since µ is
injective, the image µ(P) contains exactly one representation of each partition. Hence, µ(P)
is a fundamental set.
3. Finally, µ is measurable, because µ−1 = pi and pi is continuous and open. 
Let (P,B, Q) be a measurable space. A cross section µ : P → DZ is a measurable map
that gives rise to a measurable space (DZ ,Bµ, q).
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B. Proofs
B.1. Proof of Theorem 3.1
1. The pull-back of Fn is a function defined by
fn : X → R, Z 7→ 1
n
n∑
i=1
min
X′i∈Xi
∥∥X ′i −Z∥∥2 .
Observe that fn = Fn ◦ pi. Let M be a local minimum of fn. There is a multiple alignment
X = (X1, . . . ,Xn) in optimal position with M such that
fn (M) =
1
n
n∑
i=1
‖Xi −M‖ 2.
2. The function
fX(Z) =
1
n
n∑
i=1
‖Xi −Z‖2 .
is differentiable and convex. By taking the gradient of fX, equating to zero and solving the
equation, we obtain the mean MX of X as unique minimum of fX. Moreover, we have
fn(M) = fX(M) ≥ fX (MX) (6)
fn(Z) ≤ fX(Z) (7)
for all Z ∈ X by construction.
3. We distinguish between two cases:
1. fX(M) = fX (MX): This directly implies the assertion M = MX, because fX is convex
and has a unique minimum.
2. fX(M) > fX (MX): We show that this case contradicts our assumption that M is a
local minimum. Let Bε = B(M , ε) denote the ball with center M and radius ε > 0.
Then for every ε > 0 there is a representation Z ∈ B satisfying
fX(Z) < fX(M)
because fX is convex and M is not a minimum of fX. From Eq. (6) and (7) follows
that
fn(Z) ≤ fX(Z) < fX(M) = fn(M).
Since ε can be arbitrarily small, we find that M is not a local minimum, which con-
tradicts our assumption. Hence, the first case applies.
B.2. Proof of Theorem 3.2
The proof follows a similar line as the proof of Theorem 3.1.
1. We define the pull-back of FQ by
fQ : X → R, Z 7→
∫
DZ
‖X −Z‖2 dq(X).
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where q is the image measure of measure Q under cross section µ. We omit the dependence of q
and µ from the particular Dirichlet fundamental domain. The pull-back satisfies fQ = FQ ◦pi.
Let M be a local minimum of fQ.
2. We define the function
fM (Z) =
∫
DM
‖X −Z‖2 dq(X).
The function fM (Z) is differentiable and convex. By taking the gradient of fM , equating to
zero and solving the equation, we obtain
M ′ =
∫
DM
Xdq(X).
as unique minimum of fM . In line with Eq. (6) and (7) of Theorem 3.1 we have
fQ(M) = fM (M) ≥ fM
(
M ′
)
fQ(Z) ≤ fM (Z)
3. We have M = M ′ as in Part 3 of Theorem 3.1.
B.3. Lemma B.1
Lemma B.1. The mean MX of a multiple alignment X represents a partition.
Proof. Let X = (X1, . . . ,Xn) be a multiple alignment of sample Sn = (X1, . . . , Xn) ∈ Pn.
We show that MX ∈ X .
1. We first show that MX ∈ [0, 1]`×m.
2. We have
MTX 1` =
(
1
n
n∑
i=1
Xi
)T
1` =
1
n
n∑
i=1
XTi 1` =
1
n
n∑
i=1
1m = 1m.
This shows that MX ∈ X .

B.4. Proof of Theorem 4.1
We assume that Sn = (X1, . . . , Xn) ∈ Pn is a sample of partitions.
Lemma B.2. Consider the functions
fn(X) =
1
n
n∑
i=1
‖Xi −MX‖2
gn(X) =
1
n2
n∑
i=1
n∑
j=1
‖Xi −Xj‖2
defined on An. Then we have M(fn) =M(gn).
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Proof. It is sufficient to show that minimizing fn and gn is equivalent to maximizing the
function
hn(X) =
n∑
i=1
〈Xi,MX〉 .
By equivalence we mean that any minimizer of fn (and gn) is a maximizer of hn and vice
versa.
1. We can equivalently rewrite fn as follows:
fn(X) =
1
n
n∑
i=1
‖Xi −MX‖2
=
1
n
n∑
i=1
‖Xi‖2 − 2
n
n∑
i=1
〈Xi,MX〉 + ‖MX‖2
=
1
n
n∑
i=1
‖Xi‖2︸ ︷︷ ︸
= const
− 1
n
n∑
i=1
〈Xi,MX〉︸ ︷︷ ︸
=hn(X)
.
From Prop. A.1 follows that the first sum is independent of the choice of representation and
therefore constant. The last equation follows from
‖MX‖2 = 〈MX,MX〉 =
〈
1
n
n∑
i=1
Xi,MX
〉
=
1
n
n∑
i=1
〈Xi,MX〉 .
This proves that minimizing fn is equivalent to maximizing hn.
2. We have
gn(X) =
1
n2
n∑
i=1
n∑
j=1
‖Xi −Xj‖2
=
1
n2
n∑
i=1
n∑
j=1
(‖Xi‖2−2 〈Xi,Xj〉+ ‖Xj‖2)
=
1
n
n∑
i=1
‖Xi‖2 − 2
n2
n∑
i=1
〈
Xi,
n∑
j=1
Xj
〉
+
1
n
n∑
j=1
‖Xj‖2
=
1
n
n∑
i=1
‖Xi‖2︸ ︷︷ ︸
= const
− 2
n
n∑
i=1
〈Xi,MX〉 + 1
n
n∑
j=1
‖Xj‖2︸ ︷︷ ︸
= const
Again from Prop. A.1 follows that the first and third sum are constant. This shows that
minimizing gn is equivalent to maximizing hn. 
We define the set
MX (Fn) = {M ∈M : M ∈M(Fn)}
consisting of all representations that can be derived from the mean partition setM(Fn). The
following relationship between the minima of fn and Fn holds:
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Lemma B.3. For any sample Sn ∈ Pn, the map
φ :M(fn)→MX (Fn), X 7→MX
is surjective.
Proof. We first show Fn(M) = fn(X) for all minimizers X = (X1, . . . ,Xn) of fn such that
the mean MX of X is a representation of partition M . The second part shows that M is a
mean partition. This proves that the image of φ is contained in MX (Fn). Finally, the third
part shows that φ is surjective.
1. Let X = (X1, . . . ,Xn) be a minimizer of fn. Then the mean MX of X represents the
partition M = pi (MX). Observe that
Fn(M) =
1
n
n∑
i=1
δ (Xi,M)
2 =
1
n
n∑
i=1
min
X′i∈Xi
∥∥X ′i −MX∥∥2 = fˆn (MX) (8)
Then by definition, we have
fˆn (MX) ≤ 1
n
n∑
i=1
‖Xi −MX‖2 = fn(X) . (9)
We show that fˆn (MX) = fn(X). Let X
′
i ∈ Xi be representations in optimal position with
MX. Then we have
fˆn (MX) =
1
n
n∑
i=1
∥∥X ′i −MX∥∥2 .
The unique minimum of the function
hn(Z) =
1
n
n∑
i=1
∥∥X ′i −Z∥∥2 .
is the mean MX′ of the multiple alignment X
′ = (X ′1, . . . ,X
′
n). This gives
fˆn (MX) ≥ hn(MX′) = fn
(
X′
) ≥ fn(X) . (10)
The last inequality follows, because X is a minimizer of fn. Combing Eq. (9) and (10) yields
fˆn (MX) = fn(X). In summary, from Eq. (8)–(10) follows
Fn(M) = fˆn (MX) = fn(X) . (11)
2. Suppose that M is not a mean partition. Then for any mean partition M ′, we have
Fn(M) > Fn(M
′). Let M ′ be a representation of M ′. By Theorem 3.1 there is a multiple
alignment X′ = (X ′1, . . . ,X
′
n) in optimal position with M
′ such that M ′ = MX′ . Applying
Eq. (11) yields
fn(X) = F (M) > Fn(M
′) = fn
(
X′
)
,
which contradicts our assumption that X is a minimizer of fn. Hence, M is a mean partition.
This shows that the image of φ is contained in MX (Fn).
3. LetM ∈Mn be a representation of a mean partition M ∈M (Fn). By Theorem 3.1 there
is a multiple alignment X = (X1, . . . ,Xn) in optimal position with M such that M = MX.
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Applying Eq. (11) yields Fn(M) = fn(X). It remains to show that X is a minimizer of fn.
Suppose that there is a multiple alignment X′ such that fn(X′) < fn(X). Let M ′ be the
partition represented by the mean MX′ of X
′. Then we have
Fn(M
′) = fn
(
X′
)
< fn(X) = Fn(M),
which contradicts our assumption that M is a mean partition. This shows that φ is surjective.

Proof of Theorem 4.1
Recall that pi :MX (Fn)→M(Fn) denotse the natural projection that sends matrices M to
partitions M they represent. By construction pi is surjective. Hence, the assertion of Theorem
4.1 follows from Lemma B.3.
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