Transaction commit protocols help in reaching an agreement among the participating nodes when a transaction has to be committed or aborted. To initiate an agreement each participating node is asked to vote its decision on the operations on its transactional fragment. The participating nodes can decide to either commit or abort an ongoing transaction. In case of a node failure, the active participants take essential steps such as running the termination protocol to preserve database correctness. This paper sought to investigate the current distributed databases commit protocols such as 2PC and 3PC in order to pin-point their shortcomings. For instance, 2PC suffers from blocking of participant site in case of coordinator failure and increased latency due to forced writes of logs. On its part, 3PC suffers more communication overhead due to extra pre-commit phase. Based on these setbacks, an efficient protocol is suggested towards the end of this paper that it believed to address some of the challenges such as blocking and extra message exchange between communicating nodes.
I. INTRODUCTION
A distributed database is a single logical database that is spread physically across computers in multiple locations, and these computers are in turn connected by a data communication network [13] . On the other hand, distributed database systems (DDBS) are systems that have their data distributed and replicated over several locations [3] . The commit processing in a Distributed Real Time Database (DRTDBS) can significantly increase execution time of a transaction and as such, designing a good commit protocol is important in these databases.
Reference [17] shows that transactions that miss their deadlines before the completion of processing are aborted while all the successful transactions are committed. The performance of the commit protocol is usually measured in terms of number of transactions that complete before their deadlines. If the transactions run across different sites, it may commit at one site and may drop at another site, leading to an inconsistent transaction. Since transactions in a real time database system have deadlines to process the workloads, they need to process transactions before these deadlines expire.
Therefore, according to [4] , distributed database systems implement a transaction commit protocol to ensure transaction atomicity.
Reference [18] explained that in distributed databases, in situations where there are no failures, all transactions will complete successfully. However, if a transaction may not complete its execution successfully, such a transaction is said to have aborted.
In ensuring the atomicity property, an aborted transaction does not have to effect on the state of the database. This is further supported by [18] . This means that any changes that the aborted transaction made to the database have to be undone. Since the changes caused by an aborted transaction need to be undone, this transaction is said to have rolled back. It is part of the responsibility of the recovery scheme to manage transaction aborts. On the other hand, if a transaction completes its execution successfully, it is said to have committed. A committed transaction is a transaction that has performed updates, transforms the database into a new consistent state, which must persist even if there is a system failure [16] .
There are two types of commit protocols used for concurrency control, Two Phase commit protocol (2PC) the Three Phase commit protocol (3PC). In 2PC commit protocol, the sites having more queries become primary site and those which are having fewer queries become secondary sites. There are two phases in two phase commit protocol: the voting phase and the commit phase. During the voting phase, the primary site asks all secondary sites to vote either to commit or to abort after which the secondary sites cast their votes. On the commit phase, based on the votes cast by secondary sites, coordinator decides to commit if all secondary sites votes commit or abort if any of the secondary sites votes to abort and after making decision coordinator notifies the result to all the sites.
The 2PC protocol has a blocking problem in which either the coordinator or some participating site is blocked. The 3PC protocol was introduced as a remedy to this blocking challenge and can therefore be regarded as an extension of 2PC protocol. It introduces an extra phase which ensures the non blocking property of this protocol. The site on which transaction is generated becomes coordinator and other becomes cohorts [5] .
II. RELATED WORK
In their paper, [11] Whenever the coordinator fails, the transactions are automatically transferred to the backup coordinator with the help of connection manager and vice versa [6] . In turn connection manager will have a common log file for both coordinator and backup coordinator.
Synchronization between them will be achieved with the help of connection manager.
In their paper, [7] proposed a Backup Commit (BC) protocol by including backup phase to 2PC protocol.
In this, one backup site is attached to each coordinator site. After receiving responses from all participants in the first phase, the coordinator communicates its decision only to its backup site in the backup phase. Afterwards, it sends final decision to participants. When blocking occurs due to the failure of the coordinator site, the participant sites Yes-Vote (IYV) protocols assume that participants in a transaction externalize their log records and follow a strict two-phase locking concurrency control.
According to [5] , these assumptions are unrealistic in most existing transactional systems.
The ideal scenario where 1PC can be utilized instead of 2PC is when there is only a single participant in which short-lived transactions involving only one participant can commit without requiring initial prepare phase. As such, there is no overhead to check whether the participant is prepared to either commit or rollback. As [9] the main drawback comes from the fact that the log of each operation has to be written in the cohort's log disk per operation, and this leads to a serious disk blocking time. Only if every server has a stable storage so that log forces are free, EP can be considered to be used.
B. Two Phase Commit Protocol
The 2PC is a distributed algorithm used in computer networks and distributed database systems, particularly when simultaneous data updates are to be applied within a distributed database. In this protocol, one node acts as the coordinator (master) and all the other nodes in the network are called participants (slaves). In its first phase, all these participants agree or disagree with the coordinator to commit (vote yes or no) while in the second phase they complete the transaction simultaneously by getting the commit or the abort signal from the coordinator.
Reference [5] explains that available protocols for handling distributed namespace operations such as the two phase commitment protocol are expensive since they require the exchange of a large number of messages between metadata servers as well as synchronous writes to stable storage to log vital information. Moreover, such protocols adopt locking schemes to protect the resource during the operation, which force multiple operations on the same directory to be serialized. This severely impacts the performance of high performance computing applications in typical scenarios such as high rate of file create operations. This is further confirmed by [1] who noted the increased latency due to forced writes of logs.
Reference [3] shows that the 2CP has two types of nodes to complete its processes: the coordinator and the subordinate. The coordinator's process is attached Reference [9] shows that 3PC is a non-blocking protocol, in which a new state called pre-commit is introduced for the coordinator in. The coordinator gets to this pre-commit state only if all other participants have voted to commit (yes vote). In case this state is not reached, the participants abort and release the blocked resources after a specific time.
When the coordinator gets to the pre-commit state, there is only one option to abort the transaction and that is a timeout, which corresponds to a failure of a participant, otherwise the transaction gets completed with an acknowledgement from the participants. It is also possible that the coordinator fails at this state;
even then it will proceed for global commit [8] . 
Figure 3 : Three-Phase Commit Protocol
In the first phase, the coordinator and the cohorts, perform the same set of actions as in the 2PC protocol.
Once the coordinator checks all the votes, it decides whether to abort or commit the transaction. If the decision is to abort, the remaining set of actions The suggested protocol will be able to first count the number of abort votes given from participants and if this number is less than a given threshold, then for each one of these participants, the transaction should be executed for second time by sending a prepare message. In cases where majority of the participants will have voted commit, this message will not be sent to all the participants at a later time to execute this transaction.
IV. PROTOCOLS COMPARISONS
Another feature of the proposed protocol is the Transaction Information Table (TIT) that The proposed protocol will be initiated by the coordinator node by sending the prepare message to each of the cohorts and shifting to the ready state.
When a cohort receives the prepare message, it will send its decision to the coordinator, and moves to the ready state. On receiving the responses from each of the cohorts, the coordinator will first transmit the global decision to all the participants, and then commits (or aborts) the transaction. Each of the cohorts on receiving a response from the coordinator, first forward the global decision to all the participants (and the coordinator), and then commit (or abort) the transaction locally.
To facilitate recovery during node failures, multiple log entries will be introduced. Since this protocol permits the coordinator to commit as soon as it has communicated the global decision to all the other nodes, the coordinator does not need to wait for the acknowledgments. In case a node timeouts while waiting for a message, it executes the termination protocol. 
