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On the Expansion Coefficients of KP Tau Function
Atsushi Nakayashiki ∗†, Soichi Okada ‡§, and Yoko Shigyo ¶
Dedicated to Masaki Kashiwara on his 70th birthday.
Abstract
We study the expansion coefficients of the tau function of the KP hierarchy. If the
tau function does not vanish at the origin, it is known that the coefficients are given
by Giambelli formula and that it characterizes solutions of the KP hierarchy. In this
paper, we find a generalization of Giambelli formula to the case when the tau function
vanishes at the origin. Again it characterizes solutions of the KP hierarchy.
1 Introduction
As discovered by Sato [15], the τ -function of the KP hierarchy can be expanded by Schur
functions sλ(x) in the so-called Sato variables x = (x1, x2, . . . ) as
τ(x) =
∑
λ
ξλsλ(x), (1.1)
and the KP hierarchy, which is a system of nonlinear differential equations, reduces to
Plu¨cker relations for the coefficients {ξλ}λ. This is the reason why solutions of the KP
hierarchy are parametrized by an infinite dimensional Grassmannian, which we call the
Sato Grassmannian, and ξλ becomes the Plu¨cker coordinate of a point of it. From this
description another characterization of the solution of the KP hierarchy in terms of coef-
ficients is obtained [6]. Namely, if ξ∅ = 1, then (1.1) is a solution of the KP hierarchy if
and only if the coefficients {ξλ}λ satisfy the following Giambelli formula:
ξ(α1,...,αr|β1,...,βr) = det
(
ξ(αi|βj)
)
1≤i,j≤r
, (1.2)
where (α1, . . . , αr|β1, . . . , βr) is the Frobenius notation of a partition. Notice that, if
ξ∅ 6= 0 then it is always possible to normalize ξ∅ = 1 by multiplying τ(x) by ξ
−1
∅ . Recently
formulas like (1.2) play an important role in connecting quantum integrable systems to
classical integrable hierarchies [1, 2]. They also have an application to the study of higher
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genus theta functions [5]. However, in the latter case, it is indispensable to consider the
case of ξ∅ = 0 [11, 5, 12]. In this paper we study a generalization of (1.2) to the case of
ξ∅ = 0.
Using the Sato Grassmannian it is possible to express ξλ as a determinant. However,
even in the case ξ∅ = 1, this determinant formula is not identical to (1.2). We have to
transform the Grassmann determinant formula in some way. From this point of view
the problem is to formulate a reasonable formula which can be regarded as a natural
generalization of (1.2).
Originally the Giambelli identity [7] (see [10, I.3. Example 9]) is the formula for Schur
functions:
s(α1,...,αr|β1,...,βr)(x) = det
(
s(αi|βj)(x)
)
1≤i,j≤r
. (1.3)
It can be shown that, for any fixed partition µ, skew Schur functions {sλ/µ}λ become
Plu¨cker coordinates of the KP hierarchy. So from the view point of symmetric functions,
our problem is related with a generalization of the Giambelli identity to skew Schur func-
tions.
The hint to solve the problem comes from the study of the BKP hierarchy, where the
τ -function is expanded by Schur’s Q-functions
τ(x) =
∑
λ
ζλQλ
(x
2
)
,
where λ runs over all strict partitions. In the case of ζ∅ = 1, a similar formula to (1.2)
is known also for the BKP hierarchy [3]. One of the authors of the present paper (Y.S.)
has generalized it to the case of ζ∅ = 0 completely [17]. The method is very suggestive.
The formula for ζλ is derived by solving the equations for {ζλ}λ, which is obtained by
expanding the addition formula for τ -function [16]. In the KP case the equations obtained
from the addition formula of τ -function [15] are nothing but the Plu¨cker relations. However
it is difficult to do a similar calculation in the usual form of Plu¨cker relations. We have
found that, if we rewrite the labels of Plu¨cker relations in terms of Frobenius notation of a
partition, then it is possible to rewrite Plu¨cker relations in a similar form to the relations
for the BKP hierarchy given in [17]. Then we find a natural generalization of (1.2) as
follows.
Theorem 1.1. For a fixed partition µ = (γ1, . . . , γs|δ1, . . . , δs), the following are equiva-
lent:
(i) The function τ(x) of the form (1.1) is a solution of the KP hierarchy satisfying
ξλ = 0 if |λ| < |µ| or if |λ| = |µ| and λ 6= µ, (1.4)
and
ξµ = 1. (1.5)
(ii) For any partition λ = (α1, . . . , αr|β1, . . . , βr), the corresponding coefficient ξλ is
expressed as
ξλ = (−1)
s det
( (
zαi,βj
)
1≤i,j≤r
(
u
(j)
αi
)
1≤i≤r,1≤j≤s(
v
(i)
βj
)
1≤i≤s,1≤j≤r
O
)
, (1.6)
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where za,b, u
(j)
a , v
(i)
b satisfy the following conditions:
za,b = 0 if a ∈ {γ1, . . . , γs} or b ∈ {δ1, . . . , δs},
u(j)a = 0 if a ∈ {γ1, . . . , γ̂j , . . . , γs} or a < γj ,
u(j)γj = (−1)
j−1,
v
(i)
b = 0 if b ∈ {δ1, . . . , δ̂i, . . . , δs} or b < δi,
v
(i)
δi
= (−1)i−1.
(1.7)
We note that the entries of the determinant in (1.6) are given by
za,b = ξ
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
,
u(j)a = ξ
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
,
v
(i)
b = ξ
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
.
See Proposition 3.3.
As a corollary of Thoerem 1.1, we obtain a generalization of the Giambelli identity
(1.3) for skew Schur functions (Corollary 5.2).
The present paper is organized as follows. In Section 2 we recall the KP hierarchy and
the corresponding Plu¨cker relations, and rephrase the Plu¨cker relations in terms of Frobe-
nius notation of partitions. Section 3 is devoted to the proof of Theorem 1.1. In Section 4
we compute the Plu¨cker coordinates of the frame of a point of the Sato Grassmannian
assuming a generic condition and show that the determinant formula in Theorem 1.1 can
be derived in this way. In Section 5, we apply our main theorem to derive a generalization
of the Giambelli identity to skew Schur functions.
2 KP hierarchy
In this section, we review the KP hierarchy in the bilinear form and rephrase the corre-
sponding Plu¨cker relations in terms of Frobenius notation.
The KP hierarchy in the bilinear residue form [4] is the equation for the function τ(x)
of x = (x1, x2, . . . ) given by
∫
τ(x− y − [k−1])τ(x+ y + [k−1]) exp
−2 ∞∑
j=1
yjk
j
 dk = 0, (2.1)
where [k−1] = (k−1, k−1/2, k−3/3, . . . ), y = (y1, y2, . . . ) and the integral denotes taking
the residue at k = ∞, i.e. the coefficient of k−1 in the Laurent expansion. If we expand
this equation in the variable y, then we get an infinite set of bilinear differential equations
for τ(x).
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We consider formal power series solutions of the KP hierarchy. Since any formal power
series in x can be expanded by Schur functions, we can write τ(x) as
τ(x) =
∑
λ
ξλsλ(x),
where λ runs over all partitions. The KP hierarchy (2.1) reduces to the Plu¨cker relations
for the coefficients {ξλ}.
A subset M ⊂ Z is called a Maya diagram of charge c if both Z≥0 ∩M and Z<0 \M
are finite and #(Z≥0 ∩M) − #(Z<0 \M) = c, where Z≥0 (resp Z<0) denotes the set of
all nonnegative (resp. negative) integers. We often represent a Maya diagram M as the
decreasing sequence of elements in M .
A partition is a weakly decreasing sequence λ = (λ1, λ2, λ3, . . . ) of nonnegative integers
such that |λ| =
∑
i≥1 λi is finite. We identify a partition λ with its Young diagram, which
is a left-justified array of |λ| cells with λi cells in the ith row. Given a partition λ, we put
p(λ) = #{i : λi ≥ i}, αi = λi − i, βi = λ
′
i − i (1 ≤ i ≤ p(λ)),
where λ′i is the number of cells in the ith column of the Young diagram of λ. Then we
write λ = (α1, . . . , αp(λ)|β1, . . . , βp(λ)) and call it the Frobenius notation of λ.
Maya diagrams M of charge 0 are in bijection with partitions λ via
M = (λ1 − 1, λ2 − 2, λ3 − 3, . . . ),
and
Z≥0 ∩M = {α1, . . . , αr}, Z<0 \M = {−β1 − 1, . . . ,−βr − 1},
where λ = (α1, . . . , αr|β1, . . . βr) in the Frobenius notation.
If a partition λ = (α1, . . . , αr|β1, . . . , βr) corresponds to a Maya diagramM = (m1,m2, . . . ),
we write
ξλ = ξ
(
α1, . . . , αr
β1, . . . , βr
)
= ξ[m1,m2, . . . ]
for the coefficient of the Schur function sλ(x) in (1.1). Hence we have
τ(x) =
∑
α,β
ξ
(
α1, . . . , αr
β1, . . . , βr
)
s(α1,...,αr |β1,...,βr)(x) (2.2)
=
∑
M
ξ[m1,m2, . . . ]s(m1+1,m2+2,... )(x), (2.3)
where (α, β) runs over all pairs of decreasing sequences α = (α1, . . . , αr) and β = (β1, . . . , βr)
of nonnegative integers of the same length, and M = (m1,m2, . . . ) runs over all Maya di-
agrams of charge 0. We extend the definition of ξ
(
α1, . . . , αr
β1, . . . , βr
)
to any pair of sequences
of nonnegative integers of the same length so that ξ
(
α1, . . . , αr
β1, . . . , βr
)
is skew-symmetric in
α1, . . . , αr and β1, . . . , βr respectively. Also we extend the definition of ξ[m1,m2, . . . ] to
any integer sequences so that ξ[m1,m2, . . . ] is skew-symmetric in m1,m2, . . . .
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Proposition 2.1. [15] The function τ(x) given as (1.1) is a solution of the KP hierarchy
if and only if the coefficients {ξ[M ]}M satisfy the Plu¨cker relations∑
i≥1
(−1)iξ[m1,m2, . . . , m̂i, . . . ]ξ[mi, n1, n2, . . . ] = 0, (2.4)
for any Maya diagrams M = (m1,m2, . . . ) and N = (n1, n2, . . . ) of charge 1 and −1
respectively, where the symbol m̂ means removing m from the sequence.
The following form of the Plu¨cker relations is the key to our argument.
Proposition 2.2. The function τ(x) is a solution of the KP hierarchy if and only if the
coefficients ξλ satisfy the following Plu¨cker relations:
p+1∑
i=1
(−1)iξ
(
m1, . . . , m̂i, . . . ,mp+1
m′1, . . . ,m
′
p
)
ξ
(
mi, n1, . . . , nq
n′1, . . . , n
′
q+1
)
=
q+1∑
j=1
(−1)p+jξ
(
m1, . . . ,mp+1
m′1, . . . ,m
′
p, n
′
j
)
ξ
(
n1, . . . , nq
n′1, . . . , n̂
′
j, . . . , n
′
q+1
)
, (2.5)
for any sequences m1, . . . ,mp+1,m
′
1, . . . ,m
′
p, n1, . . . , nq, n
′
1, . . . , n
′
q+1 of nonnegative inte-
gers.
Proof. First note that the both sides of (2.5) are alternating in (m1, . . . ,mp+1), (m
′
1, . . . ,m
′
p),
(n1, . . . , nq) and (n
′
1, . . . , n
′
q+1) respectively. This fact follows from the following relation
between inversion numbers
inv(i1, . . . , îk, . . . , in) ≡ inv(i1, . . . , in)− k + ik mod 2,
where (i1, . . . , in) is a sequence of distinct positive integers, and inv(a1, . . . , am) is the
number of pairs (i, j) such that i < j and ai > aj . Hence we may assume that m1 > · · · >
mp+1, m
′
1 > · · · > m
′
p, n1 > · · · > nq and n
′
1 > · · · > n
′
q+1 in (2.5).
Let M and N be Maya diagrams of charge 1 and −1 respectively such that
Z≥0 ∩M = {m1 > · · · > mp+1}, Z<0 \M = {−m
′
p − 1 > · · · > −m
′
1 − 1},
Z≥0 ∩N = {n1 > · · · > nq}, Z<0 \N = {−n
′
q+1 − 1 > · · · > −n
′
1 − 1}.
Let mi be the ith largest element of M . If 1 ≤ i ≤ p+ 1, then mi ≥ 0 and we have
ξ[m1, . . . , m̂i, . . . ] = ξ
(
m1, . . . , m̂i, . . . ,mp+1
m′1, . . . ,m
′
p
)
,
ξ[mi, n1, n2, . . . ] = ξ
(
mi, n1, . . . , nq
n′1, . . . , n
′
q+1
)
.
Suppose i ≥ p+ 2. In this case mi < 0. If mi ∈ N , then we have
ξ[mi, n1, n2, . . . ] = 0.
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If mi 6∈ N , then there exists an index j such that mi = −n
′
j − 1. Let k be the largest
integer satisfying m′k > n
′
j (if n
′
j > m
′
1 then we put k = 0). Then we see that
i = #{m ∈M : m ≥ −n′j − 1} = (p+ 1) + (n
′
j + 1)− (p − k) = n
′
j + k + 2,
and
ξ[m1, . . . , m̂i, . . . ] = ξ
(
m1, . . . ,mp+1
m′1, . . . ,m
′
k, n
′
j ,m
′
k+1, . . . ,m
′
p
)
= (−1)p−kξ
(
m1, . . . ,mp+1
m′1, . . . ,m
′
k,m
′
k+1, . . . ,m
′
p, n
′
j
)
.
Since the number of elements n ∈ N greater than mi = −n
′
j − 1 is equal to q + n
′
j − (q +
1− j) = n′j + j − 1, we have
ξ[mi, n1, n2, . . . ] = (−1)
n′j+j−1ξ
(
n1, . . . , nq
n′1, . . . , n̂
′
j, . . . , n
′
q+1
)
.
Hence we have∑
i≥1
(−1)iξ[m1, . . . , m̂i, . . . ]ξ[mi, n1, n2, . . . ]
=
p+1∑
i=1
(−1)iξ
(
m1, . . . , m̂i, . . . ,mp+1
m′1, . . . ,m
′
p
)
ξ
(
mi, n1, . . . , nq
n′1, . . . , n
′
q+1
)
+
q+1∑
j=1
(−1)p+j−1ξ
(
m1, . . . ,mp+1
m′1, . . . ,m
′
p, n
′
j
)
ξ
(
n1, . . . , nq
n′1, . . . , n̂
′
j , . . . , n
′
q+1
)
.
Therefore we can conclude that the Plu¨cker relations (2.4) are equivalent to (2.5).
Corollary 2.3. The function τ(x) is a solution of the KP hierarchy if and only if the
coefficients ξλ satisfy the following Plu¨cker relations:
ξ
(
a1, . . . , ar
b1, . . . , br
)
ξ
(
c1, . . . , cs
d1, . . . , ds
)
=
r∑
k=1
(−1)r−kξ
(
a1, . . . , âk, . . . , ar
b1, . . . , br−1
)
ξ
(
ak, c1, . . . , cs
br, d1, . . . , ds
)
+
s∑
l=1
(−1)l−1ξ
(
a1, . . . , ar
b1, . . . , br−1, dl
)
ξ
(
c1, . . . , cs
br, d1, . . . , d̂l, . . . , ds
)
, (2.6)
and
ξ
(
a1, . . . , ar
b1, . . . , br
)
ξ
(
c1, . . . , cs
d1, . . . , ds
)
=
r∑
k=1
(−1)r−kξ
(
a1, . . . , ar−1
b1, . . . , b̂k, . . . , br
)
ξ
(
ar, c1, . . . , cs
bk, d1, . . . , ds
)
6
+
s∑
l=1
(−1)l−1ξ
(
a1, . . . , ar−1, cl
b1, . . . , br
)
ξ
(
ar, c1, . . . , ĉl, . . . , cs
d1, . . . , ds
)
, (2.7)
for any sequence of nonnegative integers (a1, . . . , ar), (b1, . . . , br), (c1, . . . , cs) and (d1, . . . , ds).
Remark 2.4. We can show that the totality of the relations of the form (2.6) is equivalent
to that of the relations of the form (2.7).
Proof. In order to derive (2.6), we consider the following substitution in (2.5):
(m1, . . . ,mp+1) = (a1, . . . , ar), (m
′
1, . . . ,m
′
p) = (b1, . . . , br−1),
(n1, . . . , nq) = (c1, . . . , cs), (n
′
1, . . . , n
′
q+1) = (br, d1, . . . , ds).
Then the left hand side of (2.5) becomes
r∑
k=1
(−1)kξ
(
a1, . . . , âk, . . . , ar
b1, . . . , br−1
)
ξ
(
ak, c1, . . . , cs
br, d1, . . . , ds
)
,
and the right hand side becomes
(−1)(r−1)+1ξ
(
a1, . . . , ar
b1, . . . , br−1, br
)
ξ
(
c1, . . . , cs
d1, . . . , ds
)
+
s∑
l=1
(−1)(r−1)+(l+1)ξ
(
a1, . . . , ar
b1, . . . , br−1, dl
)
ξ
(
c1, . . . , cs
br, d1, . . . , d̂l, . . . , ds
)
.
Hence we obtain (2.6). Similarly, by considering the substitution
(m1, . . . ,mp+1) = (ar, c1, . . . , cs), (m
′
1, . . . ,m
′
p) = (d1, . . . , ds),
(n1, . . . , nq) = (a1, . . . , ar−1), (n
′
1, . . . , n
′
q+1) = (b1, . . . , br),
we obtain (2.7).
3 Proof of Theorem 1.1
In this section we prove our main theorem (Theorem 1.1).
3.1 Proof of Theorem 1.1 (ii) =⇒ (i)
First we prove a variant of the Plu¨cker relation for determinants. Given a matrix Y , a
sequence of row indices (i1, . . . , ik) and a sequence of column indices (j1, . . . , jk), we put
Y
(
i1, . . . , ik
j1, . . . , jk
)
=
(
yiα,jβ
)
1≤α,β≤k
.
Proposition 3.1. Let Y be a matrix. For row indices m1, . . . ,mp+1, n1, . . . , nq, l1, . . . , lr
and column indices m′1, . . . ,m
′
p, n
′
1, . . . , n
′
q+1, l
′
1, . . . , l
′
r, we have
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p+1∑
α=1
(−1)α detY
(
m1, . . . , m̂α, . . . ,mp+1, l1, . . . , lr
m′1, . . . ,m
′
p, l
′
1, . . . , l
′
r
)
detY
(
mα, n1, . . . , nq, l1, . . . , lr
n′1, . . . , n
′
q+1, l
′
1, . . . , l
′
r
)
=
q+1∑
β=1
(−1)p+β detY
(
m1, . . . ,mp+1, l1, . . . , lr
m′1, . . . ,m
′
p, n
′
β, l
′
1, . . . , l
′
r
)
detY
(
n1, . . . , nq, l1, . . . , lr
n′1, . . . , n̂
′
β, . . . , n
′
q+1, l
′
1, . . . , l
′
r
)
.
(3.1)
Proof. Recall the Plu¨cker relation for Pfaffians (Ohta–Wenzel formula [14, 18], see also [8,
9]): For a skew-symmetric matrixX and row/column indices i1, . . . , ip, j1, . . . , jq, k1, . . . , kr,
we have
p∑
α=1
(−1)α PfX(i1, . . . , îα, . . . , ip, k1, . . . , kr) PfX(iα, j1, . . . , jq, k1, . . . , kr)
=
q∑
β=1
(−1)β PfX(i1, . . . , ip, k1, . . . , kr, jβ) Pf X(j1, . . . , ĵβ , . . . , jq, k1, . . . , kr), (3.2)
where
X(l1, . . . , ls) = X
(
l1, . . . , ls
l1, . . . , ls
)
.
We apply this relation (3.2) to the skew-symmetric matrix of the form
X =
(
O Y
−tY O
)
with
(i1, . . . , ip) replaced by (m1, . . . ,mp+1,m
′
1, . . . ,m
′
p),
(j1, . . . , jq) replaced by (n1, . . . , nq, n
′
1, . . . , n
′
q+1),
(k1, . . . , kr) replaced by (l1, . . . , lr, l
′
1, . . . , l
′
r),
wherem1, . . . ,mp+1, n1, . . . , nq, l1, . . . , lr are row indices of Y inX andm
′
1, . . . ,m
′
p, n
′
1, . . . , n
′
q+1,
l′1, . . . , l
′
r are column indices of Y inX. Also we use the following relation between Pfaffians
and determinants: If A is an m× n matrix, then we have
Pf
(
O A
−tA O
)
=
{
(−1)(
m
2 ) detA if m = n,
0 if m 6= n.
(3.3)
By using the alternating property of Pfaffians and (3.3), we have
PfX(m1, . . . , m̂α, . . . ,mp+1,m
′
1, . . . ,m
′
p, l1, . . . , lr, l
′
1, . . . , l
′
r)
= (−1)pr PfX(m1, . . . , m̂α, . . . ,mp+1, l1, . . . , lr,m
′
1, . . . ,m
′
p, l
′
1, . . . , l
′
r)
= (−1)pr · (−1)(
p+r
2 ) detY
(
m1, . . . , m̂α, . . . ,mp+1, l1, . . . , lr
m′1, . . . ,m
′
p, l
′
1, . . . , l
′
r
)
,
and
PfX(mα, n1, . . . , nq, n
′
1, . . . , n
′
q+1, l1, . . . , lr, l
′
1, . . . , l
′
r)
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= (−1)(q+1)r PfX(mα, n1, . . . , nq, l1, . . . , lr, n
′
1, . . . , n
′
q+1, l
′
1, . . . , l
′
r)
= (−1)(q+1)r · (−1)(
q+1+r
2 ) detY
(
mα, n1, . . . , nq, l1, . . . , lr
n′1, . . . , n
′
q+1, l
′
1, . . . , l
′
r
)
.
Since p+ 1 + r > p− 1 + r, we have
PfX(m1, . . . ,mp+1,m
′
1, . . . , m̂
′
α, . . . ,m
′
p, l1, . . . , lr, l
′
1, . . . , l
′
r)
= (−1)(p−1)r PfX(m1, . . . ,mp+1, l1, . . . , lr,m
′
1, . . . , m̂
′
α, . . . ,m
′
p, l
′
1, . . . , l
′
r)
= 0.
Similarly we see that
PfX(n1, . . . , n̂β, . . . , nq, n
′
1, . . . , n
′
q+1, l1, . . . , lr, l
′
1, . . . , l
′
r)
= 0,
PfX(m1, . . . ,mp+1,m
′
1, . . . ,m
′
p, l1, . . . , lr, l
′
1, . . . , l
′
r, n
′
β)
= (−1)pr+r · (−1)(
p+1+r
2 ) detY
(
m1, . . . ,mp+1, l1, . . . , lr
m′1, . . . ,m
′
p, n
′
β, l
′
1, . . . , l
′
r
)
,
PfX(n1, . . . , nq, n
′
1, . . . , n̂
′
β, . . . , n
′
q+1, l1, . . . , lr, l
′
1, . . . , l
′
r)
= (−1)qr · (−1)(
q+r
2 ) detY
(
n1, . . . , nq, l1, . . . , lr
n′1, . . . , n̂
′
β, . . . , n
′
q+1, l
′
1, . . . , l
′
r
)
.
Hence, by canceling the common factor (−1)pr+qr+r+(
p+r
2 )+(
q+r
2 )+q+r, we obtain the desired
identity (3.1).
Corollary 3.2. Let Y be a matrix. For row indices a1, . . . , ar, c1, . . . , cs, e1, . . . , et and
column indices b1, . . . , br, d1, . . . , ds, f1, . . . , dt, we have
detY
(
a1, . . . , ar, e1, . . . , et
b1, . . . , br, f1, . . . , ft
)
detY
(
c1, . . . , cs, e1, . . . , et
d1, . . . , ds, f1, . . . , ft
)
=
r∑
k=1
(−1)r−k detY
(
a1, . . . , âk, . . . , ar, e1, . . . , et
b1, . . . , br−1, f1, . . . , ft
)
detY
(
ak, c1, . . . , cs, e1, . . . , et
br, d1, . . . , ds, f1, . . . , ft
)
+
s∑
l=1
(−1)l−1 detY
(
a1, . . . , ar, e1, . . . , et
b1, . . . , br−1, dl, f1, . . . , ft
)
detY
(
c1, . . . , cs, e1, . . . , et
br, d1, . . . , d̂l, . . . , ds, f1, . . . , ft
)
.
(3.4)
Proof. We can use the same argument as in the derivation of Corollary 2.3 from Proposi-
tion 2.2, so we omit the proof.
Now we are in position to prove (ii) implies (i) in Theorem 1.1.
Proof of Theorem 1.1 (ii) =⇒ (i). Suppose that the coefficients ξλ of τ(x) are expressed
as determinants given in (1.6). By applying the Plu¨cker relation (3.4) in Corollary 3.2 to
the matrices
Y =

(
za,b
)
a,b∈Z≥0
(
u
(j)
a
)
a∈Z≥0,1≤j≤s(
v
(i)
b
)
1≤i≤s,b∈Z≥0
O
 ,
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and its transpose, we see that ξλ satisfy the Plu¨cker relations (2.6) and (2.7) respectively,
hence τ(x) =
∑
λ ξλsλ(x) is a solution of the KP hierarchy.
Next we prove that ξλ = 0 unless λ ⊃ µ. We write λ = (α1, . . . , αr|β1, . . . , βr) and
µ = (γ1, . . . , γs|δ1, . . . , δs) in the Frobenius notation. If λ 6⊃ µ, then at least one of the
following holds:
(a) r < s.
(b) there exists an index k such that αk < γk.
(c) there exists an index k such that βk < δk,
If r < s, then ξλ is the determinant of the (r + s) × (r + s) matrix, whose bottom-right
block is the s× s zero matrix, so ξλ = 0. If αk < γk, then we have
γ1 > · · · > γk > αk > αk+1 > · · · > αr.
Hence it follows from (1.7) that u
(j)
αi = 0 for k ≤ i ≤ r and 1 ≤ j ≤ k, so ξλ = 0. Similarly,
if βk < δk, then we have ξλ = 0.
Finally we prove ξµ = 1. If λ = µ, then we have
ξµ = (−1)
s det
 O
(
δi,j(−1)
i−1
)
1≤i,j≤s(
δi,j(−1)
i−1
)
1≤i,j≤s
O
 = 1.
Therefore τ(x) is a solution of the KP hierarchy satisfying (1.4) and (1.5).
Proposition 3.3. If the coefficients ξλ are defined by (1.6), then the entries of the matrix
in (1.6) are given by some specific coefficients as follows:
za,b = ξ
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
,
u(j)a = ξ
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
,
v
(i)
b = ξ
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
.
Proof. By the skew-symmetry of ξ
(
α1, . . . , αr
β1, . . . , βr
)
and determinants, we have
ξ
(
α1, . . . , αr
β1, . . . , βr
)
= (−1)s det
( (
zαi,βj
)
1≤i,j≤r
(
u
(j)
αi
)
1≤i≤r,1≤j≤s(
v
(i)
βj
)
1≤i≤s,1≤j≤r
O
)
,
Hence, by using the conditions given in (1.7), we see that
ξ
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
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= (−1)s det

za,b 0 . . . 0 u
(1)
a . . . u
(s)
a
0 1
... O
. . .
0 (−1)s−1
v
(1)
b 1
...
. . . O
v
(s)
b (−1)
s−1

= za,b,
and
ξ
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
= (−1)s det

u
(1)
a . . . u
(j−1)
a u
(j)
a u
(j+1)
a . . . u
(s)
a
1 0
. . .
...
O (−1)j−2 0
0 (−1)j
...
. . .
0 (−1)s−1
1
. . . O
(−1)s−1

= u(j)a .
3.2 Proof of Theorem 1.1 (i) =⇒ (ii)
First we show that a solution of the KP hierarchy are determined by a part of its coeffi-
cients.
Lemma 3.4. Fix a partition µ. Suppose that τ(x) =
∑
λ ξλsλ(x) is a solution of the
KP hierarchy and satisfies the conditions (1.4) and (1.5). Then ξλ can be expressed as a
polynomial in
Iµ =
{
ξ
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
: a, b ∈ Z≥0
}
∪
{
ξ
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
: a ∈ Z≥0, 1 ≤ j ≤ s
}
∪
{
ξ
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
: b ∈ Zge0, 1 ≤ i ≤ s
}
.
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Proof. Proceed by the induction on p(λ) = #{i : λi ≥ i} and |λ|. If λ = ∅, then we have
ξλ =
{
1 if µ = ∅,
0 if µ 6= ∅.
Let λ = (α1, . . . , αr|β1, . . . , βr) be a partition. If {α1, . . . , αr} ⊂ {γ1, . . . , γs} and
{β1, . . . , βr} ⊂ {δ1, . . . , δs}, then |λ| ≤ |µ| and
ξλ =
{
1 if λ = µ,
0 if λ 6= µ.
Next we consider the case where {β1, . . . , βr} 6⊂ {δ1, . . . , δs}. In this case, if we put
(β′1, . . . , β
′
r) = (β1, . . . , β̂i, . . . , βr, βi),
then we have
ξλ = (−1)
r−iξ
(
α1, . . . , αr
β′1, . . . , β
′
r
)
.
Then, by using the assumption (1.5) and the Plu¨cker relation (2.6), we have
ξλ = (−1)
r−iξ
(
α1, . . . , αr
β′1, . . . , β
′
r
)
ξ
(
γ1, . . . , γs
δ1, . . . , δs
)
= (−1)r−i

r∑
k=1
(−1)r−kξ
(
α1, . . . , α̂k, . . . , αr
β′1, . . . , β
′
r−1
)
ξ
(
αk, γ1, . . . , γs
β′r, δ1, . . . , δs
)
+(−1)r−i
s∑
l=1
(−1)l−1ξ
(
α1, . . . , αr
β′1, . . . , β
′
r−1, δl
)
ξ
(
γ1, . . . , γs
β′r, δ1, . . . , δ̂l, . . . , δs
)
 .
By the induction hypothesis on p(λ) = r, we see that ξ
(
α1, . . . , α̂k, . . . , αr
β′1, . . . , β
′
r−1
)
is a poly-
nomial in Iµ. If δl < β
′
r = βi, then |α| + |β| − β
′
r + δl < |α| + |β| and it follows
from the induction hypothesis on |λ| that ξ
(
α1, . . . , αr
β′1, . . . , β
′
r−1, δl
)
is a polynomial in Iµ. If
δl > β
′
r = βi, then |γ| + |δ| − δl + β
′
r < |γ| + |δ| and it follows from the assumption (1.4)
that ξ
(
γ1, . . . , γs
β′r, δ1, . . . , δ̂j , . . . , δs
)
= 0. Therefore ξλ is a polynomial in Iµ.
If {α1, . . . , αr} 6⊂ {γ1, . . . , γs}, then we can use the Plu¨cker relation (2.7) to prove that
ξλ is a polynomial in Iµ.
Proof of Theorem 1.1 (i) =⇒ (ii). Suppose that τ(x) is a solution of the KP hierarchy
satisfying the conditions (1.4) and (1.5). For a partition λ, we define ξ′λ by putting
ξ′λ
= (−1)s det

(
ξ
(
αi, γ1, . . . , γs
βj , δ1, . . . , δs
))
1≤i,j≤r
(
ξ
(
αi, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
))
1≤i≤r,1≤j≤s(
ξ
(
γ1, . . . , γs
βj , δ1, . . . , δ̂i, . . . , δs
))
1≤i≤s,1≤j≤r
O
 .
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Then we have shown in the proof of (ii) =⇒ (i) that
∑
λ ξ
′
λsλ(x) is a solution of the KP
hierarchy satisfying the conditions (1.4) and (1.5). Also by Proposition 3.3 we see that
ξ
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
= ξ′
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
,
ξ
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
= ξ′
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
,
ξ
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
= ξ′
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
.
Now it follows from Lemma 3.4 that ξλ = ξ
′
λ. This completes the proof of Theorem 1.1.
4 Relation with the Sato Grassmannian
By Sato’s theory on the KP hierarchy, the expansion coefficients of the τ -function are
given by Plu¨cker coordinates of a point of the Sato Grassmannian UGM. In this section
we show that the formulas for Plu¨cker coordinates coincide with those given in (1.6) of
Theorem 1.1 (ii).
Let V = C((z)) be the vector space of formal Laurent series in the variable z and
V∅ = C[z
−1], V0 = zC[[z]] subspaces of V . Then
V = V∅ ⊕ V0.
Let pi : V → V/V0 ≃ V∅ be the natural projection. Then the Sato Grassmannian UGM is
defined as the set of subspaces U of V such that dimKer(pi|U ) = dimCoker(pi|U ) < ∞.
The Sato Grassmannian has the cell decomposition
UGM =
⊔
µ
UGMµ,
where µ runs over all partitions. The cell UGMµ associated with a partition µ is described
in the following manner.
We write an element f of V as
f =
∑
a∈Z
Xaz
a+1.
and identify f with the infinite column vector (Xa)a∈Z. A point U of UGM is represented
by its ordered basis, called a frame, which is viewed as a matrix Ξ = (Xa,j)a∈Z,j≥1 with
(Xa,j)a∈Z the jth basis vector. To each U ∈ UGM, we can associate the Maya diagram
M of charge 0 and the frame Ξ uniquely determined by the following condition
Xa,j =
{
1 if a = mj,
0 if a < mj or a = mk for some k < j,
(4.1)
where mi is the ith largest element of M . We call such a frame Ξ = Ξ(U) the normalized
frame of U . The cell UGMµ is the set of points of UGM corresponding to the Maya
diagram M associated with µ.
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Let U ∈ UGMµ and Ξ the normalized frame of U . Given a partition λ, the Plu¨cker
coordinate ξUλ of Ξ is defined as
ξUλ = det (Xli,j)i,j≥1 , (4.2)
where L = (l1, l2, . . . ) is the Maya diagram corresponding to λ. Although this is an infinite
determinant it actually is defined as a finite determinant as follows. Take any positive
integer N such that li = −i holds for any i ≥ N . Then
ξUλ = det (Xli,j)1≤i,j≤N ,
which does not depend on the choice of N .
For a point U ∈ UGM, we define the corresponding τ -function τU (x) by
τU (x) =
∑
λ
ξUλ sλ(x). (4.3)
Then
Theorem 4.1. ([15]) For a point U ∈ UGM, the τ -function τU (x) is a solution of the KP
hierarchy. Conversely for any formal power series solution τ(x) of the KP hierarchy, there
is a point U of UGM and a constant C such that τ(x) = CτU(x).
Theorem 4.2. ([15]) The set of Plu¨cker coordinates {ξUλ }λ of a point of UGM satisfies the
Plu¨cker relations (2.4) in Proposition 2.1. Conversely, for any {ξλ}λ satisfying the Plu¨cker
relations (2.4) there exists a point U ∈ UGM such that ξλ is the Plu¨cker coordinate of U
for any partition λ.
Proposition 2.1 is a consequence of these theorems.
Now we consider the Plu¨cker coordinates of a point U in the cell UGMµ associated to
a partition µ.
Lemma 4.3. Let µ be a partition and U ∈ UGMµ. Then the Plu¨cker coordinates {ξUλ }λ
satisfy ξUµ = 1 and ξ
U
λ = 0 unless λ ⊃ µ.
Proof. Let M = (m1,m2, . . . ) be the Maya diagram corresponding to µ and Ξ = (Xa,j)
the normalized frame of U . Since the matrix (Xmi , j)1≤i,j≤N is the identity matrix, we
have ξUµ = 1. If λ 6⊃ µ, then there is an index k such that λk < µk, and we see that
Xli,j = 0 for i ≥ k and j ≤ k, which implies ξ
U
λ = 0.
The entries of the normalized frame of a point of UGMµ are expressed as special
Plu¨cker coordinates.
Proposition 4.4. Let µ = (γ1, . . . , γs|δ1, . . . , δs) be a partition and U ∈ UGM
µ. Then
the entries Xa,j (a ∈ Z, j ≥ 1) of the normalized frame of U are given as follows:
(i) If mj ≥ 0, then mj = γj and we have
Xa,j =

0 if a < γj ,
(−1)j−1 if a = γj ,
(−1)j−1ξU
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
if a > γj .
(4.4)
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(ii) If mj < 0 and mj = −b− 1 with b ≥ 0, then we have
Xa,j =

0 if a < mj , or if a > mj and a ∈M ,
1 if a = mj ,
(−1)b−δi−iξU
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
if a > mj and a = −δi − 1 for some i,
(−1)bξU
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
if a ≥ 0.
(4.5)
Proof. The Plu¨cker coordinate ξUλ of U can be computed by using the semi-infinite wedge
product in the following way. Let ej = (δij)i≥1 be the infinite unit row vector with 1 at
the jth position. Given the normalized frame Ξ = (Xa,j) of a point U ∈ UGM
µ, we put
va =
∞∑
j=1
Xa,jej (a ∈ Z).
In particular vmk = ek for any k ≥ 1. If a partition λ corresponds to the Maya digram
L = (l1, l2, . . . ), then we have
vl1 ∧ vl2 ∧ · · · = ξ
U
λ e1 ∧ e2 ∧ · · · .
(i) The first two case a ≤ γj are obvious from the definition (4.1) of Xa,j . So we assume
a > γj. Let k be the largest index such that a < γk (if a > γ1 set k = 0). Since a > γj,
we have k < j. Define a partition λ by
λ = (γ1, . . . , γk, a, γk+1, . . . , γ̂j , . . . , γs|δ1, . . . , δs).
Then the corresponding Maya diagram L is given as
L = (m1, . . . ,mk, a,mk+1, . . . ,mj−1,mj+1, . . . ).
Since
vl1 ∧ vl2 ∧ · · · = e1 ∧ · · · ∧ ek ∧ va ∧ ek+1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · ·
= Xa,je1 ∧ · · · ∧ ek ∧ ej ∧ ek+1 ∧ · · · ∧ ej−1 ∧ ej+1 ∧ · · ·
= (−1)j−1−kXa,je1 ∧ e2 ∧ · · · ,
we have
ξUλ = (−1)
j−1−kXa,j .
On the other hand, we have
ξUλ = ξ
U
(
γ1, . . . , γk, a, γk+1, . . . , γ̂j, . . . , γs
δ1, . . . , δs
)
= (−1)kξU
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
.
Hence we have
Xa,j = (−1)
j−1ξU
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
.
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(ii) The first two cases follow from the definition (4.1) of the normalized frame.
Let us prove the third case. Assume a > mj and a = −δi− 1 for some i. Since a 6∈M ,
there exists an index k such that mk > a > mk+1. Let l be the largest index such b < δl
(if b > δ1 set l = 0). Since a > mj , we have k < j and l < i. Define a partition λ by
λ = (γ1, . . . , γs|δ1, . . . , δl, b, δl+1, . . . , δ̂i, . . . , δs).
Then the corresponding Maya diagram L = (l1, l2, . . . ) is given by
L = (m1, . . . ,mk, a,mk+1, . . . ,mj−1,mj+1, . . . ).
By the same argument as in the proof of (i), we have
ξUλ = (−1)
j−1−kXa,j .
Here, by using mj = −b− 1, a = −δi − 1 and the definition of the index l, we see that
j− 1− k = #{m ∈M : mj < m < a} = (−δi− 2)− (−b− 1)− (i− 1− l) = −δi+ b− i+ l.
On the other hand
ξUλ = ξ
U
(
γ1, . . . , γs
δ1, . . . , δl, b, δl+1, . . . , δ̂i, . . . , δs
)
= (−1)lξU
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
.
Hence we have
Xa,j = (−1)
b−δi−iξU
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
.
Finally we prove the fourth case. Suppose that a ≥ 0. Let k be the largest index such
that a < γk (if a > γ1 set k = 0), and let l be the largest index such that b < δl (if b > δ1
set l = 0). Define a partition λ by
λ = (γ1, . . . , γk, a, γk+1, . . . , γs|δ1, . . . , δl, b, δl+1, . . . , δs)
then the corresponding Maya diagram L = (l1, l2, . . . ) is given by
L = (m1, . . . ,mk, a,mk+1, . . . ,mj−1,mj+1, . . . ).
By the same argument as in the proof of (i), we have
ξUλ = (−1)
j−1−kXa,j .
Here, by using mj = −b− 1 and the definition of the indices k and l, we see that
j − 1− k = #{m ∈M : mj < m < a} = s− k + b− (s− l) = b− k + l.
On the other hand, we have
ξUλ = ξ
U
(
γ1, . . . , γk, a, γk+1, . . . , γs
δ1, . . . , δl, b, δl+1, . . . , δs
)
= (−1)k+lξU
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
.
Hence we have
Xa,j = (−1)
bξU
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
.
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Notice that the Plu¨cker coordinates appearing in the entries of the normalized frame
given in Proposition 4.4 are exactly the same as Iµ in Lemma 3.4 (except 0 and ±1 forced
by the conditions given in (1.7)). In other words the variables in Iµ\{0,±1} form the affine
coordinates of UGMµ. So an arbitrary Plu¨cker coordinate can be expressed by elements
in Iµ.
If U is a point in the cell UGMµ associated to a partition µ, then by Theorem 4.1
and Lemma 4.3 the corresponding τ -function τU (x) (4.3) is a solution of the KP hierarchy
satisfying the conditions (1.4) and (1.5) in Theorem 1.1. Thus the following proposition
is a corollary of Theorem 1.1 and Proposition 3.3.
Proposition 4.5. Let µ = (γ1, . . . , γs|δ1, . . . , δs) be a partition and U ∈ UGM
µ. Then the
Plu¨cker coordinate ξUλ corresponding to a partition λ = (α1, . . . , αr|β1, . . . , βr) is expressed
as
ξUλ = (−1)
s det
 (z˜αi,βj)1≤i,j≤r
(
u˜
(j)
αi
)
1≤i≤r,1≤j≤s(
v˜
(i)
βj
)
1≤i≤s,1≤j≤r
O
 , (4.6)
where
z˜a,b = ξ
U
(
a, γ1, . . . , γs
b, δ1, . . . , δs
)
,
u˜(j)a = ξ
U
(
a, γ1, . . . , γ̂j , . . . , γs
δ1, . . . , δs
)
,
v˜
(i)
b = ξ
U
(
γ1, . . . , γs
b, δ1, . . . , δ̂i, . . . , δs
)
.
We can compute the Plu¨cker coordinates of a point of UGMµ by using the definition
(4.2) and Proposition 4.4 and show that the formula (4.6) is naturally obtained.
Here we assume that two partitions λ = (α1, . . . , αr|β1, . . . , βr) and µ = (γ1, . . . , γs|δ1, . . . , δs)
satisfy the condition
{β1, . . . , βr} ∩ {δ1, . . . , δs} = ∅ (4.7)
and compute the Plu¨cker coordinate ξUλ of U ∈ UGM
µ. Put
ni = #{j : βi > δj}, n
′
i = #{j : βj < δi}.
Let M = (m1,m2, . . . ) and L = (l1, l2, . . . ) be the Maya diagrams corresponding to µ and
λ respectively. We have
L ∩ Z<0 = ((M ∩ Z<0) \ {−β1 − 1, . . . ,−βr − 1}) ⊔ {−δ1 − 1, . . . ,−δs − 1}.
Let kj be the index such that mkj = −βj − 1. Then we have
vl1 ∧ vl2 ∧ · · ·
= (−1)Avα1 ∧ · · · ∧ vαr ∧ v−δs−1 ∧ · · · ∧ v−δ1−1 ∧ es+1 ∧ es+2 ∧ · · · ∧ êkr ∧ · · · ∧ êk1 ∧ · · ·
with
A =
s∑
j=1
(δj − n
′
j − (s− j)) =
s∑
j=1
δj −
s∑
j=1
n′j −
(
s
2
)
.
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Since we have
vα1 ∧ · · · ∧ vαr ∧ v−δs−1 ∧ · · · ∧ v−δ1−1
=
∑
ci,dj
Xα1,c1 · · ·Xαr ,crX−δs−1,ds · · ·X−δ1−1,d1ec1 ∧ · · · ecr ∧ eds ∧ · · · ed1 ,
and
ec1 ∧ · · · ecr ∧ eds ∧ · · · ed1 ∧ es+1 ∧ es+2 ∧ · · · ∧ êkr ∧ · · · ∧ êk1 ∧ · · · = 0
unless {c1, . . . , cr, ds, . . . , d1} = {1, . . . , s, kr, . . . , k1}, we see that
vα1 ∧ · · · ∧ vαr ∧ v−δs−1 ∧ · · · ∧ v−δ1−1 ∧ es+1 ∧ es+2 ∧ · · · ∧ êkr ∧ · · · ∧ êk1 ∧ · · ·
= det(G)e1 ∧ · · · ∧ es ∧ ekr ∧ · · · ∧ ek1 ∧ es+1 ∧ es+2 ∧ · · · ∧ êkr ∧ · · · ∧ êk1 ∧ · · ·
= (−1)B det(G)e1 ∧ e2 ∧ · · · ,
where
G =
(
(Xαi,j)1≤i≤r,1≤j≤s
(
Xαi,kr+1−j
)
1≤i,j≤r(
X−δs+1−i−1,j
)
1≤i,j≤s
(
X−δs+1−i−1,kr+1−j
)
1≤i≤s,1≤j≤r
)
,
and
B =
r∑
j=1
(kj − 1− s− (r − j)).
Since kj = #{m ∈M : m ≥ −βj − 1} = s+ βj + 1− nj, we have
B =
r∑
j=1
βj −
r∑
j=1
nj −
(
r
2
)
.
Since
∑r
i=1 ni = #{(i, j) : βi > δj} and
∑s
j=1 n
′
j = #{(i, j) : βi < δj}, we have
∑r
j=1 nj +∑s
j=1 n
′
j = sr. Hence we have
ξUλ = (−1)
∑r
j=1 βj+
∑s
j=1 δj+(
r
2)+(
s
2)+rs det(G). (4.8)
Since Proposition 4.4 gives us
G =

(
(−1)j−1u˜
(j)
αi
)
1≤i≤r,1≤j≤s
(
(−1)βr+1−j z˜αi,βr+1−j
)
1≤i,j≤r
O
(
(−1)βr+1−j−δs+1−i−(s+1−i)v˜
(s+1−i)
βr+1−j
)
1≤i≤s,1≤j≤r
 ,
we have
detG
= (−1)
∑s
j=1 δj+(
s+1
2 )+(
s
2)+
∑r
j=1 βj det

(
u˜
(j)
αi
)
1≤i≤r,1≤j≤s
(
z˜αi,βr+1−j
)
1≤i,j≤r
O
(
v˜
(s+1−i)
βr+1−j
)
1≤i≤s,1≤j≤r

= (−1)s+
∑r
j=1 βj+
∑s
j=1 δj · (−1)rs+(
r
2)+(
s
2) det
 (z˜αi,βj)1≤i,j≤r
(
u˜
(j)
αi
)
1≤i≤r,1≤j≤s(
v˜
(i)
βj
)
1≤i≤s,1≤j≤r
O

(4.9)
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by permuting rows and columns. Therefore we obtain (4.6) under the assumption (4.7)
by combining (4.8) and (4.9).
Remark 4.6. If λ and µ do not satisfy the condition (4.7), then the degree of the determi-
nant becomes smaller than r+s. We omit details of computation, because Proposition 4.5
guarantees that (4.6) is valid for such cases.
5 Generalized Giambelli identity for skew Schur functions
For two partitions λ and µ, the skew Schur function sλ/µ is defined by
sλ/µ =
∑
ν
cλµ,νsν , (5.1)
where cλµ,ν is the Littlewood–Richardson coefficient given by
sµsν =
∑
λ
cλµ,νsλ. (5.2)
It is known that sµ/µ = 1 and sλ/µ = 0 unless λ ⊃ µ.
Proposition 5.1. For a fixed partition µ, we define a formal power series τµ(x) by putting
τµ(x) =
∑
λ
sλ/µ(y)sλ(x),
where λ runs over all partitions and y is another set of variables. Then τµ(x) is a solution
to the KP hierarchy satisfying the condition (1.4) and (1.5).
Proof. By using (5.1), (5.2) and the Cauchy identity (see [10, I.4. (4.1)]), we have
τµ(x) =
∑
λ
∑
ν
cλµ,νsν(y)sλ(x) =
∑
ν
sν(y)sµ(x)sν(x) = sµ(x) exp
(
∞∑
n=1
nxnyn
)
.
It follows from the Plu¨cker relation (Proposition 2.1) that the Schur function sµ(x) is a
solution of the KP hierarchy [15]. Also, by using (2.1), we see that, if τ(x) is a solution of
the KP hierarchy, then so is τ(x) exp
(∑
n≥1 cnxn
)
for any constants {cn}n≥1. Therefore
τµ(x) is a solution of the KP hierarchy.
If we apply Theorem 1.1 to the special solution given in Proposition 5.1, then we
can derive a generalization of the Giambelli identity to skew Schur functions as fol-
lows. First we recall the Lascoux–Pragacz formula for skew Schur functions. If λ =
(α1, · · · , αr|β1, · · · , βr) and µ = (γ1, · · · , γs|δ1, · · · , δs) are partitions in the Frobenius no-
tation, then we have
sλ/µ = (−1)
s det
 (s(αi|βj))1≤i,j≤r (hαi−γj)1≤i≤r,1≤j≤s(
eβj−δi
)
1≤i≤s,1≤j≤r
O
 , (5.3)
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where hk and ek are the kth complete and elementary symmetric functions respectively.
For any pair of sequences α = (α1, . . . , αr) and β = (β1, . . . , βr) of nonnegative integers,
we define s(α1,...,αr |β1,...,βr)/µ by the same formula as (5.3):
s(α|β)/µ = (−1)
s det
 (s(αi|βj))1≤i,j≤r (hαi−γj)1≤i≤r,1≤j≤s(
eβj−δi
)
1≤i≤s,1≤j≤r
O
 .
If the entries of α (or β) are not distinct, then s(α|β)/µ = 0. Otherwise, if σ and
τ ∈ Sr be permutations such that ασ(1) > · · · > ασ(r) and βτ(1) > · · · > βτ(r), then
we have s(α|β)/µ = sgn(στ)sλ/µ, where λ is a partition given by the Frobenius notation
(ασ(1), · · · , ασ(r)|βτ(1), · · · , βτ(r)). Then we have the following skew-generalization of Gi-
ambelli identity (1.3). See [14] for a more direct proof by using a generalization of the
Sylvester formula for determinants.
Corollary 5.2. For two partitions λ = (α1, · · · , αr|β1, · · · , βr) and µ = (γ1, · · · , γs|δ1, · · · , δs),
we have
sλ/µ
= (−1)s det

(
s(αi,γ1,··· ,γs|βj ,δ1,··· ,δs)/µ
)
1≤i,j≤r
(
s(αi,γ1,··· ,γ̂j ,··· ,γs|δ1,··· ,δs)/µ
)
1≤i≤r,1≤j≤s(
s
(γ1,··· ,γs|βj,δ1,··· ,δ̂i,··· ,δs)/µ
)
1≤i≤s,1≤j≤r
O
 .
(5.4)
If µ = ∅, then (5.4) reduces to the Giambelli identity (1.3).
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