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Abstract 
 
An ultrafast nonlinear coherent laser spectroscopy termed broadband multiplex vibrational sum-
frequency generation (SFG) with nonresonant suppression was employed to monitor vibrational 
transitions of molecular adsorbates on metallic substrates during laser-driven shock compression 
and flash-heating. Adsorbates were in the form of well-ordered self-assembled monolayers 
(SAMs) and included molecular explosive simulants, such as nitroaromatics, and long chain-
length alkanethiols.  Based on reflectance measurements of the metallic substrates, femtosecond 
flash-heating pulses were capable of producing large-amplitude temperature jumps with T = 
500 K.  Laser-driven shock compression of SAMs produced pressures up to 2 GPa, where 1 GPa 
 1 x 104 atm.  Shock pressures were estimated via comparison with frequency shifts observed in 
the monolayer vibrational transitions during hydrostatic pressure measurements in a SiC anvil 
cell.  Molecular dynamics during flash-heating and shock loading were probed with vibrational 
SFG spectroscopy with picosecond temporal resolution and sub-nanometer spatial resolution. 
 Flash-heating studies of 4-nitrobenzenethiolate (NBT) on Au provided insight into effects 
from hot-electron excitation of the molecular adsorbates at early pump-probe delay times.  At 
longer delay times, effects from the excitation of SAM lattice modes and lower-energy NBT 
vibrations were shown.  In addition, flash-heating studies of alkanethiolates demonstrated chain 
disordering behaviors as well as interface thermal conductances across the AuSAM junction, 
which was of specific interest within the context of molecular electronics. 
 Shock compression studies of molecular explosive simulants, such as 4-nitrobenzoate 
(NBA), demonstrated the proficiency of this technique to observe shock-induced molecular 
dynamics, in this case orientational dynamics, on the picosecond time scale.  Results validated 
the utilization of these refined shock loading techniques to probe the shock initiation or first 
bond-breaking reactions in molecular explosives such as -HMX:  a necessary study for the 
development of safer and more effective energetic materials. 
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Introduction* 
 
1.1 Overview 
 
In this thesis, molecular adsorbate dynamics resulting from exposure to large-amplitude changes 
in temperature and pressure will be monitored with picosecond temporal resolution.  
Specifically, molecules of interest in the form of self-assembled monolayers (SAMs) will be 
adsorbed to metallic substrates and subjected to laser-driven shock compression and/or flash-
heating.  With respect to ambient conditions, pressure changes up to 2 GPa and temperature 
jumps up to T = 250 K will be generated.  The molecules of interest in these studies include 
molecular explosive simulants, such as nitrobenzene derivatives, and long chain-length 
alkanethiols.  In order to obtain high-quality spectra from these single molecular layers with the 
requisite temporal resolution, an ultrafast coherent nonlinear vibrational spectroscopy, termed 
broadband multiplex vibrational sum-frequency generation (SFG) spectroscopy with nonresonant 
suppression,
2-4
 was utilized.  Through the probing of a model system, i.e. well-ordered molecular 
monolayers, experimental techniques and theoretical models were developed and further fine-
tuned.  These methods were readily extendable to study the dynamics of a wide range of 
monolayers and molecular thin films.  Of particular interest was the shock compression and 
flash-heating of nanometer thick layers of molecular explosives, which will be discussed at the 
conclusion of this work. 
 The layout of this thesis is developed in such a way to take the reader from a theoretical 
overview to the practical experimental application of picosecond time-resolved vibrational 
spectroscopy in combination with laser-driven shock loading and flash-heating techniques.  First, 
motivation for the study of large-amplitude temperature jumps and stresses on single monolayers 
will be discussed.  Next, a theoretical treatment of vibrational SFG spectroscopy will be 
undertaken and followed by its application towards the study of time-dependent molecular 
monolayer dynamics.  Both flash-heating and shock compression techniques will be examined 
along with previous work performed by both the Dlott group and other laboratories, and the 
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results obtained from these techniques will be discussed.  Finally, after development of these 
methods through the probing of SAM dynamics, the implementation of these techniques toward 
the study of shock initiation and thermal degradation of molecular explosives will be evaluated.  
The following sections of this chapter will provide the reader with the necessary motivation 
behind the research described in the rest of this text. 
 
1.2 Thermal Energy Transport in Flash-Heated 
Monolayers 
 
In this work, large-amplitude temperature jumps (T-jumps) will be produced on Au substrates 
through the utilization of femtosecond laser flash-heating pulses.  Molecular adsorbates on these 
Au surfaces in the form of SAMs will allow the study of thermal energy transport across the 
metal-monolayer interface and vibrational energy transport from the molecule-Au linker groups 
to other probed molecular moieties.  The actual phenomena governing metal temperature 
increases as a result of ultrafast laser pulses will be discussed in Chapter 5.  In this thesis, there 
will be two varieties of SAMs studied.  4-nitrobenzenethiolate [NBT, AuS(C6H4)NO2] is a 
molecular explosive simulant, which due to its short length, will allow the study of Au hot-
electron excitation of the monolayer.
1,5
  In contrast, the long chain-length alkanethiolates 
[AuS(CH2)nCH3] will promote the study of interface thermal conductances and vibrational 
energy transport along the alkyl chains. 
There are several motivations for studying large-amplitude T-jumps of molecular 
adsorbates on metallic substrates.  For example, large-amplitude surface temperature excursions 
are needed to trigger desorption,
6-10
 thermochemical reactions,
11-15
 and interfacial material 
transformations.
16-18
  In addition, vibrational dynamics of molecules adsorbed on metal surfaces 
play an important role in many chemical and physical processes, such as heterogeneous 
catalysis.
19,20
  It is of particular interest to study the interfacial conductance of long-chain 
molecules on metal surfaces with large temperature gradients within the context of molecular 
electronics,
21-25
 where molecular chains are used as conductive wires.  First, consider the case of 
a typical copper wire.  As one passes electric current through such a wire, due to resistive 
heating, the wire experiences a net temperature increase.  In this example, the amount of heat 
released       , where I and R correspond to the electrical current passed through the wire and 
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the resistance of the wire, respectively.  However, in the case of passing electrical current 
through a molecular chain, electrons must tunnel through it. 
 
 
 
Figure 1.1:  Energy Dissipation in Molecular Electronic Bridges – A ten-carbon 
alkane chain is utilized as a molecular bridge between two Au contacts carrying 10 
nA under a 1 V bias.  In a steady-state view,
25
 electron energy dissipation into this 
chain occurs on the order of 10
11
 eV/s.  In a quantum mechanical view, dissipation 
occurs in staccato bursts of energy up to 1 eV or more, producing transient chain T-
jumps T  225 K.26 
 
 When electrons tunnel through molecular chains bonded to metal electrodes, some of the 
tunneling processes are inelastic, which converts a portion of the electron energy into chain 
vibrational excitations.
22,24,25
  This dissipation process is usually viewed in a steady-state picture, 
where an average temperature rise is produced on the electrodes and in the chains.  Nitzan and 
co-workers
25
 have estimated that 10%-50% of the electron energies could be converted to heat, 
so that a power of 10
11
 eV/s may be dissipated on a molecular electronic bridge (Figure 1.1) 
carrying 10 nA under a bias of 1 V.  However, due to the quantum mechanical nature of 
electrons, the actual dissipation process is much more violent than this steady-state picture 
implies.  With a potential of 12 V across the molecules, the energy dissipated appears in 
staccato bursts with energies up to 1 eV or more.  On a ten-carbon alkane molecule, for instance, 
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1 eV is enough energy to produce a transient T-jump T  225 K.26  As a result, it is necessary to 
understand vibrational energy transport within these molecular chains and the interface thermal 
conductance between the chains and the metal contacts in order to determine thermal energy 
dissipation processes for such large-amplitude T-jumps. 
 
1.3 Shock Compression of Single Molecular Layers 
 
In contrast to the flash-heating experiments, shock compression studies utilize a picosecond, high 
intensity laser pulse to drive the formation of a shock wave within metal substrates, on which a 
molecular monolayer is adsorbed.  By definition, the term shock wave refers to a fast 
propagating mechanical transient within a material that can be generated by means of an 
explosion,
27
 impact
28
 or high intensity laser.
29-33
  Across the shock front, a nearly discontinuous 
change in the material’s pressure, density and temperature is observed.34,35  Consider the case of 
one-dimensional planar shock compression of a continuous elastic medium (Figure 1.2).
28,34,35
  In 
this hypothetical experiment, a plate is launched at velocity Uf towards a slab of material of 
density o as observed in Figure 1.2a.  If the plate velocity is low (Figure 1.2b), an acoustic wave 
is projected into the slab at the velocity co, and no change in the material density is observed.  In 
addition, due to dispersion and the broad range of acoustic frequencies that make up this 
wavefront, the steep front initially formed from the collision of the plate and slab will broaden in 
time during propagation through the material. 
 In the case where the impacting plate velocity is a significant fraction of co (Figure 1.2c), 
a shock front is launched into the slab of material with velocity Us.  Furthermore, the interface 
between the plate and slab will begin to move at some specified velocity, known as the particle 
velocity Up.  In cases were the impacting plate density is much higher than that of the impacted 
material, the particle velocity is assumed to match the plate velocity Uf.
36,37
  In reality, the 
particle velocity is based on the impedance match between the impacting plate and material 
slab,
38
 where shock impedance        .  Behind the propagating shock front, a new material 
density 1 is achieved, where 1 > o.   By analyzing shock loading with regards to conservation 
of mass, energy and momentum, material properties can be related through what are known as 
Hugoniot-Rankine relations:
39
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where E refers to internal energy, P1 is the shock pressure, Po is the initial pressure (Po  0), 
       ,        , and the shock velocity Us  Up + co.  Unlike with acoustic wavefronts, 
the shock front steepens as it propagates through the material and will continue to steepen to a 
material defined limit.
40,41
  This steeping arises from the fact that the front consists of a relatively 
slow, weak leading edge and a faster, stronger trailing edge that catches up to the leading edge 
during shock front propagation. 
 As shown in Figure 1.2d, single-stage shock compression to P1 follows a linear path, as 
defined by Equations 1.1 to 1.3, from the initial to final state, and this path is known as a 
Rayleigh line.
36
  As long as the material remains chemically inert during loading, the achieved 
final state is defined as the intersection of the Rayleigh line with the principal Hugoniot, which 
denotes a curve that consists of all the final states achievable from the initial state with a single-
stage shock.  The Hugoniot is different from other thermodynamic paths, such as the reversible 
adiabatic compression curve displayed in Figure 1.2d.  The shocked sample does not follow the 
Hugoniot curve to the final state, but follows the aforementioned Rayleigh line.
28,34,35
 
The temperature increase that is observed during the loading process is dependent on the 
time scale of the compression event.  The compression can only be defined as reversible if the 
external pressure is applied slowly enough so that the material internal pressure can track with 
it.
36
  As a result, shock compression with near instantaneous shock fronts (~10 ps in these 
studies) are irreversible adiabatic compression events and have an associated entropy increase.  
Consequently, states along the principal Hugoniot have a much higher final temperature as 
compared to states achieved with ramp compression along the reversible adiabat, or isentrope, 
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illustrated in Figure 1.2d.
28,34,35
  It is interesting to note that due to these lower temperature 
increases, ramp compression experiments have yielded much higher final pressures, especially 
compared to single-stage shock studies.  For example, Duffy and co-workers have shown that 
iron could be ramped compressed to pressures relevant to planetary cores, ~300 GPa.
42
 
 
 
 
Figure 1.2:  One-Dimensional Single-Stage Shock Compression – (a)  A plate is 
launched at velocity Uf  towards a slab of continuous elastic medium at density o.  
(b)  If the plate velocity is low, an acoustic wavefront is launched into the material at 
velocity co and no change in density is observed.  (c)  If the plate velocity is a 
significant fraction of co, a shock wave is launched into the material with velocity Us, 
and the plate-slab interface moves at velocity Up.  Behind the shock front, 
compressed material is observed at density 1.  (d)  Single-stage shock compression 
takes the material from an initial low density state along the Rayleigh line to a final 
higher density state on the principal Hugoniot.  Whereas, ramp or slow loading of the 
material follows the reversible adiabatic curve or isentrope.
28,34,35
 
 
 With the very basics of shock physics now described, laser-driven shock loading of 
molecular monolayers can be discussed.  The primary difference between these studies and the 
planar one-dimensional shock compression experiment previously mentioned is the utilization of 
a laser pulse to drive the shock wave formation instead of an impacting plate.  In the studies 
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examined in this thesis, a picosecond, high intensity laser pulse was focused onto a metallic 
substrate, which led to the generation of confined expanding plasma.
31,43,44
  The rapid expansion 
of this plasma drove the formation of a shock front that propagated towards the molecular 
monolayer.  Besides this difference in the generation of the shock front, the principles described 
above should still hold true.  A primary reason for the utilization of table-top laser systems for 
sample shock loading was due to the high number of shock events, greater-than 5 x 10
4
, needed 
to acquire time-dependent vibrational spectra from a shock compressed monolayer. 
 When conducting shock experiments on bulk material, one is unable to distinguish 
among molecules located in different molecular layers a short distance behind the shock front.
32
  
For this reason, methods were developed in this thesis to study the ultrafast shock compression 
of single molecular layers.
45,46
  Shock monolayer spectroscopy has the potential to provide 
information with picosecond time resolution and sub-nanometer spatial resolution.  As a result, 
fundamental questions can now start to be investigated such as the basic, yet nontrivial question:  
what is a shock wave to a molecule?  In other words, can one now determine various shock-
molecule interactions?  Some concerns involve how shocks pump energy into different parts of a 
molecule, the orientation dependence of shock-molecule interactions, and molecular 
reorientation dynamics during shock loading.
47-49
  These concerns are of paramount importance 
to understanding the reactivity of shocked energetic materials.
35,48,49
  In the monolayer shock 
compression experiments, SAMs were only composed of nitroaromatic molecules, which are of 
particular interest due to their presence in many molecular explosives.  As will be expanded upon 
in the next section, by developing the shock loading technique with molecular explosive simulant 
monolayers, these initial studies validated application of this refined technique toward the study 
of shock initiation in molecular explosives thin films. 
 
1.4 Shock Initiation of Molecular Explosives 
 
During the shock compression of molecular explosives, and energetic materials in general, there 
are two fundamental processes that are involved:  initiation and ignition.
35,50,51
 Consider a shock 
front propagating along a slab of molecular explosive, which is a few hundred micrometers thick.  
The actual explosive employed is irrelevant to the current topic of discussion.  Right behind the 
shock front, a process known as initiation is occurring.  Initiation is an endothermic chemical 
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reaction resulting in the breaking of the molecular explosive into smaller fragments, and as the 
number of molecular fragments increases so does the local pressure.  By measurement of this 
von Neumann pressure spike, the length and time scales of the initiation process were estimated 
to be less-than 1 m and ~200 ps, respectively.52,53  The ignition process, however, occurs much 
further behind the shock front, where the molecular fragments react amongst themselves to form 
highly exited, lower-energy species such as CO, H2O, CN, CO2, NO and other stable molecules.  
It is estimated that on the order of 10 kJ cm
-3
of chemical energy is released by conversion of 
molecular explosives to these low-energy stable molecules, and the length and time scales 
associated with the ignition process are estimated to be 5500 m and 1100 ns, 
respectively.
35,54
  It is actually this released chemical energy that sustains the shock front during 
propagation across the molecular explosive slab. 
 Probing of the initiation and ignition reactions call for very different experimental setups 
due to the exceptional differences in length and time scales.  With the coarser spatial and 
temporal resolution limits necessary to monitor ignition dynamics, researchers have found that 
these processes can be studied by utilizing shocks driven via flyer plate impacts on micrometer 
thick samples.
55,56
  The flyer plate impacts on the sample are reminiscent of the diagram shown 
in Figure 1.2c, with flyer velocities achieving a few km/s.  In contrast, due to the very short 
length and time scales of the initiation dynamics, there are inherent problems in performing such 
an experiment, including probing the nanometer thick samples with sufficient signal and on the 
requisite time scale. 
 In shock initiation experiments of molecular explosives, the first-bond breaking events 
are of primary concern.  In general, these dynamics have been probed theoretically.
57,58
  For 
instance, it was shown theoretically that NO2 and/or HONO were the first molecular fragments 
released within a few picoseconds after the shock compression of a common molecular 
explosive, RDX.  The work undertaken in this thesis focuses on studying the shock loading of 
molecular explosives and their corresponding simulants on the same length and time scales as 
these atomistic simulations.  It is the aim of these studies to understand shock initiation dynamics 
and thus allow for the development of safer and more effective explosives. 
 However, to gain insight into the first bond-breaking events experimentally, molecules 
must be probed with picosecond temporal resolution and nanometer spatial resolution.  
Unfortunately, with table-top laser-driven shock waves, shock velocities are on the order of a 
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few km/s or a few nm/ps.
27,30
  Based on these velocities, sample thicknesses limit the temporal 
resolution of the technique.  As a result, samples must be nanometers thick in order to resolve 
picosecond dynamics during shock loading.  Furthermore, one then needs to find a way to probe 
the molecular dynamics while maintaining this time resolution. 
 To develop the laser-driven shock compression technique and maintain the highest 
temporal resolution possible, a model system was first studied consisting of a well-ordered SAM 
of molecular explosive simulants adsorbed onto metallic substrates.  The primary concern in 
developing this technique, which will be addressed in the following chapters of this thesis, was 
probing such a thin layer of explosive simulant or of the molecular explosive itself.  Vibrational 
SFG spectroscopy will be shown to be a powerful and sensitive probe capable of monitoring 
molecular dynamics during shock compression of these molecular thin films with picosecond 
temporal resolution.  As a final note, application of the flash-heating techniques discussed in 
§1.2 to understand molecular explosive thermal degradation is also a relevant concern. 
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Vibrational Sum-Frequency Generation 
Spectroscopy* 
 
2.1 Probing Interfacial Molecules 
 
Vibrational spectroscopy is a powerful tool capable of directly probing molecules and selectively 
investigating specific locations or moieties on those molecules.  For example, this spectroscopy 
has been employed to monitor changes in the local environments around probed molecules
2-4
 as 
well as study inter- and intramolecular energy transfer,
5-7
 i.e. transference of vibrational energy 
from a selectively excited moiety to others.  This chapter will discuss the theory behind a 
powerful interface selective vibrational spectroscopy, vibrational sum-frequency generation 
(SFG) spectroscopy, which will be utilized throughout this thesis.  The layout of this chapter will 
focus on taking the reader from fundamental field-matter interactions to understanding the basics 
behind nonlinear vibrational SFG spectroscopy and thusly being able to obtain vibrational 
spectra from a single layer of molecules with sufficient signal-to-noise. 
 Figure 2.1 displays an experiment for taking the infrared spectrum, say by means of 
reflection-absorption infrared (IR) spectroscopy, of bulk water.  In this study, the typical water 
IR spectrum, depending on impurities and pH, would be obtained, consisting of the higher 
frequency symmetric and asymmetric stretching vibrational modes as well as the lower energy 
bending mode of the bulk solvent.  The degree of absorption by these vibrational modes would 
be dependent on the Beer-Lambert law, 
 
       (       )           (2.1) 
   
where the absorption A is at a specific frequency .  Within this formula,  is the absorption 
cross-section, d is the path length of the measured material and N is the molecule number 
density.  As the frequency  is tuned across the infrared spectrum of the solvent,  will rapidly 
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increase as the frequency becomes resonant with a vibrational mode, and larger absorption of the 
infrared light will result. 
 
 
 
Figure 2.1:  Infrared Spectroscopy of an Embedded Interface – Simple 
experiment for obtaining the infrared spectrum from bulk water (H2O).  As the 
infrared (IR) beam frequency  is tuned, absorbance from various vibrational modes 
is detected.  However, this technique could not be utilized to probe a single 
monolayer on the Au mirror surface.  As the result of the thickness of the monolayer 
d2 being significantly smaller than the bulk water d1, the limited number of probed 
molecules results in this lack of detection. 
 
 Now let a single monolayer be grown on the Au mirror shown in Figure 2.1.  One may 
want to examine how the vibrational spectrum of this monolayer changes as, say, the pH of the 
water is varied.  Consequently, a vibrational spectrum must be acquired from this single 
molecular layer embedded underneath millimeters of bulk water.  If one were to carry out the 
same IR spectroscopy experiments, only the water spectrum would again be gathered.  This 
effect is due to the form of spectroscopy utilized.  It is linear with respect to molecular number 
density.  Even if the absorptive cross-section of the monolayer’s vibrational modes were 
substantial, there are just too few molecules to probe as compared to the bulk water.  As a result, 
new forms of vibrational spectroscopy, ones capable of dealing with the lower number density 
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from a single monolayer and being insensitive to the bulk solvent spectrum, must be utilized. 
Starting from the very basics of field-matter interactions, a way to probe this type of system will 
now be discussed. 
 First, consider a material with weak electromagnetic radiation impinging upon it, and the 
oscillation frequency of this radiation is not resonant with any transition within the material.  The 
oscillating electric field will generate a polarization P which oscillates at the input frequency: 
 
  ( )   ( )   ( )   (2.2) 
 
The degree of the induced polarization is dependent on the material’s linear susceptibility   at 
frequency .  With the material having no resonances, light at  is reradiated via refraction, 
reflection or scattering, depending on the given material.  If a light source with multiple 
frequencies irradiates the material, the electric field from this source can be considered a linear 
superposition of monochromatic light sources, E =  E().  Consequently, the induced 
polarization will be a linear superposition of polarizations at each different frequency: 
 
   ∑  ( )   ( )   (2.3) 
 
with each polarization reradiating independently. 
 These assumptions only hold true under conditions of weak applied electric fields.  
However, as the electric field strength increases, nonlinear effects come into play.  The material 
polarization is not trivially described by a linear superposition across frequencies.  The 
polarization needs to be described by a power series:
8 
 
         ( )     ( )       (2.4) 
 
Within this series, the first term describes a linear polarization, while the remainder describes 
nonlinear polarizations.  Now with this newly found definition of higher-order polarizations, 
specific nonlinear processes can be investigated. 
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 The first type of second-order nonlinear process that will be discussed is second 
harmonic generation (SHG). SHG describes a frequency-doubling process where two input 
photons at a produce a single photon at frequency b, where b = 2a.  Consider the simplest 
case where an intense monochromatic light source is impacting a material, and the peak strength 
of the electric field is 2E1.  The equation for such an electric field would look like: 
 
     ( 
            )          (   ) . (2.5) 
 
Employing this intense monochromatic light source at frequency 1, the second-order nonlinear 
polarization becomes: 
 
  ( )    ( )     
 
( )  
    
   
( )    
  [               ]   (2.6) 
 
Here the first term expresses a static field generated within the material, while the second term 
expresses an oscillating field that will reradiate at twice the input frequency.  This secondary 
term is responsible for the SHG phenomenon. 
 The next step is to mathematically describe the sum-frequency generation (SFG) process, 
another consequence of the second-order nonlinear polarization.  Two monochromatic light 
sources will be spatially and temporally overlapped on a material.  The first light source will 
again be at a frequency 1 and the second source will be at frequency 2.  Each light source will 
have peak electric field strengths of 2E1 and 2E2, respectively.  In similar fashion to Equation 
2.5, the two intense monochromatic electric fields will combine to produce: 
 
     ( 
            )     ( 
            )   (2.7) 
 
Substitution of this electric field into the second-order nonlinear polarization equation produces 
results that are a bit more complicated: 
 
  ( )    ( )      
( )
    
( )
     
( )
      
( )
   (2.8) 
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Here P1
(2)
 and P2
(2)
 are second-order polarizations resulting solely from single frequency 
electromagnetic radiation, specifically with 1 and 2, respectively.  Based on Equation 2.6, 
each term results in a static field generated within the material as well as the generation of new 
radiation at twice the input frequency, SHG.  PSFG
(2)
 and PDFG
(2)
 are new nonlinear terms that 
result in frequency mixing. 
 PDFG
(2)
 produces an effect known as difference-frequency generation (DFG), which 
results in the generation of new radiation at frequency 1 - 2: 
 
     
( )
    
     
( )        [ 
 (     )      (     ) ]    (2.9) 
 
The second nonlinear frequency mixing process PSFG
(2)
,  more important to the work discussed in 
this thesis, is sum-frequency generation (SFG), which produces radiation at frequency 1 + 2: 
 
     
( )
    
     
( )        [ 
 (     )      (     ) ]    (2.10) 
 
In §2.2, the second-order nonlinear susceptibility  (2) will be further examined to provide insight 
into how SFG spectroscopy can probe a single monolayer with sufficient signal-to-noise.  For 
now, the properties of SFG allowing selective probing of interfaces without the presence of bulk 
signal need to be investigated. 
 With regards to Figure 2.1, issues with obtaining the vibrational spectrum of the 
monolayer were two-fold:  insufficient signal from the monolayer, see §2.2, and overwhelming 
signal from the bulk material.  Vibrational SFG spectroscopy has been utilized to study 
imbedded interfaces due to its sensitivity towards them and not the surrounding bulk material.
9-12
  
The reason for this selectivity comes directly from one simple fact:  electric fields alternate sign 
and so the induced polarization in the material must do the same.
8
  Equation 2.2 has already 
demonstrated that a weak electric field E1 at frequency 1 applied to a material will generate a 
linear polarization within the bulk, P
(1)
 =  (1) E1.  As previously stated, oscillation in the sign of 
the electric field should result in the change in sign of the induced polarization: 
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 [  ( )]     ( ) [   ]   (2.11) 
 
As Equation 2.11 demonstrates, induced linear polarizations in bulk materials will oscillate in 
sign with the applied electric field.  Now consider a second-order nonlinear polarization resulting 
from two intense monochromatic light sources impinging upon a material.  There will be two 
strong electric fields E1 and E2 within the material with frequencies 1 and 2, respectively.  The 
specific nonlinear process of interest will be sum-frequency generation.  As displayed in 
Equation 2.4, the induced second-order nonlinear polarization P
(2)
 =  (2) E1 E2.  Now the induced 
polarization should still oscillate in sign with the applied electric fields: 
 
 [  ( )]      ( ) [   ] [   ]     
( ) [  ] [  ]    (2.12) 
 
However, Equation 2.12 states that P
(2)
 = P(2) in bulk materials.  This statement can only be true 
if P
(2)
 = 0, which further restricts the second-order nonlinear susceptibility  (2) = 0.  In the dipole 
approximation, the overall result from this analysis is that second-order nonlinear polarizations, 
or any higher even-order nonlinear polarization for that matter, cannot be generated in bulk 
materials, more specifically centrosymmetric or isotropic bulk materials.  However, second-order 
nonlinear processes, specifically SFG, can be generated at interfaces or in noncentrosymmetric 
media, where the inversion symmetry of an isotropic system is broken.
13-16
  As a result, 
vibrational SFG spectroscopy can be utilized to probe imbedded monolayers, such as that shown 
in Figure 2.1, where bulk signals would normally overpower that of the single molecular layer.  
It should be noted that nonlinear processes can only be generated in bulk materials, within the 
dipole approximation, via odd-order nonlinear phenomenon.  The next section of this chapter 
will discuss the second-order nonlinear susceptibility  (2) with respect to acquisition of sufficient 
signal from a monolayer. 
 
2.2 Second-Order Nonlinear Susceptibility 
 
Sum-frequency generation utilizes two intense light sources, as described in §2.1.  The strong 
electric fields, E, produce a second-order nonlinear polarization when incident upon a 
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noncentrosymmetric material or interface.  This polarization reradiates light at a wavelength 
equivalent to the sum of the two input frequencies.  The intensity of SFG signal production can 
be related to the second-order nonlinear polarization via: 
 
     ( )  | 
( )( )|
 
   (2.13) 
 
where frequency  corresponds to the output frequency from the SFG process.13,17,18 
 Conventionally, the two wavelengths of light utilized in vibrational SFG spectroscopy are 
infrared (IR, 3 m – 10 m) and visible (Vis, 800 nm).  In this thesis, the infrared and visible 
pulses will have durations (fwhm) on the femtosecond and picosecond time scales, respectively.  
As a result, the equation for the generation of the second-order nonlinear polarization becomes:
 
 
   
( )
   
   
( )
               (2.14) 
 
where  ijk
(2)
 is the second-order nonlinear susceptibility, which determines the degree of the 
induced polarization and consequently the amount of SFG signal produced.  The ijk indices 
represent Cartesian coordinates.  The induced polarization and applied electric fields are all 
vector quantities, and therefore, the susceptibility term is a rank three tensor, composed of 27 
different elements.
8
  In fact, depending on the system studied, all ijk combinations are not 
unique.  For example, with a uniaxial or azimuthally isotropic interface, where any rotation about 
that surface yields an identical system, only 7 terms are nonzero and only 4 of those terms are 
unique.
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 In this section, the second-order nonlinear susceptibility will be analyzed via relation to 
the molecular properties of the probed interface.  For this analysis, consider a system consisting 
of a monolayer of molecules adsorbed onto a metal surface.  The induced second-order nonlinear 
polarization will have a contribution from both nonresonant (NR) and resonant (R) terms: 
  
  ( )    
 
( )
   
  
( )
   (2.15) 
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 R
(2)
 is the vibrationally resonant term in vibrational SFG spectroscopy, and this term becomes 
greatly enhanced when the femtosecond infrared pulses are tuned to match the frequency of an 
SFG-active molecular vibrational mode.   NR
(2)
 results from a nonresonant contribution to the 
second-order polarization.  This term is exceptionally large for metal surfaces as compared to 
dielectric substrates.
13,17,18,20
  There is also a possible phase offset  between the resonant and 
nonresonant components, not shown in Equation 2.15.  The nonresonant term and its suppression 
within vibrational SFG spectroscopy will be analyzed in §2.4.  For now, only the vibrationally 
resonant term will be further discussed. 
 Again with regards to a molecular monolayer on a metallic substrate, each molecule in 
the ensemble will have a unique reference frame, a local reference frame, distinct from that of 
the surface coordinate frame.  A new quantity will be introduced known as the microscopic or 
molecular hyperpolarizability , which denotes the individual molecular efficiency for second-
order signal generation or in this case SFG signal generation.  Employing this new term, the 
equation for the resonant component of the second-order nonlinear polarization can be rewritten 
as an ensemble-average across all the molecular hyperpolarizabilities of the probed monolayer: 
 
  
     
( )
   ∑〈(   ) (   )(   )〉     
   
   (2.16) 
 
In this equation, N refers to the probed number density of molecules and 〈 〉 denotes an average 
across all the molecular orientations.  The (   ) terms refer to a projection of the molecule local 
reference frame, indices a, b and c, onto the surface coordinate frame, indices i, j and k.
9,10,20,21
  
Relating Equations 2.13 and 2.16 shows that the intensity of vibrational SFG signal is directly 
proportional to the square of the ensemble-average across all probed molecular 
hyperpolarizabilities.  As a result, vibrational SFG spectroscopy is very sensitive to the degree of 
molecular disorder in the system.  Taken to the extreme, an isotropic system, where there is an 
equal probability for any given molecular orientation, will generate no SFG signal.  Comparing 
to §2.1, this analysis once again proves that isotropic bulk materials, in the dipole approximation, 
are not SFG-active. 
 Assuming the femtosecond IR pulses are resonant with an SFG-active vibration, 
Equations 2.13 and 2.16 also demonstrate that the intensity of SFG signal is proportional to the 
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number of probed molecules squared.  As a result, low molecular number densities, such as in 
well-ordered molecular monolayers, can still be probed with sufficient signal-to-noise depending 
on the SFG cross-section of the transition monitored.  In addition, no signal from the surrounding 
isotropic bulk material should be detected.  The criteria for an SFG-active vibrational transition 
will next be examined. 
 As described above, the molecular hyperpolarizability  describes the individual 
molecular efficiency for second-order nonlinear signal generation, specifically sum-frequency 
generation.  Through application of perturbation theory,
10,13,16,19
 one can derive the following 
expression for the hyperpolarizability within the dipole approximation: 
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To simplify this equation, the short-hand term of    
  
 was introduced. The expanded version of 
this term is equivalent to: 
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    (2.18) 
 
Within these equations, there are summations over both n vibrational states and m electronic 
states.  IR, Vis and SFG correspond to the frequencies of infrared, visible and sum-frequency 
light employed in the vibrational SFG experiment, respectively.  Other important variables 
include n0, the transition dipole moment; n0, a vibrational transition frequency in the electronic 
ground state; and n0, a damping coefficient for the n
th
 state, which incorporates elements from 
both the lifetime and dephasing of this vibrational mode, i.e. pertaining to the line width of the 
vibrational transition.  When the frequency of the infrared probe pulse is tuned to resonate with a 
specific vibrational transition of the system under study, the denominator of Equation 2.17 
becomes very small, and consequently, the molecular hyperpolarizability becomes exceedingly 
large at that specific frequency.  This resonant enhancement of the hyperpolarizability results in 
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the incorporation of the frequencies and line widths of the molecular vibrational transitions to the 
SFG output spectrum as the infrared frequency is tuned. 
 If one were to closely assess Equation 2.18, they would find that    
  
 corresponds to an 
anti-Stokes Raman transition.
10,13,16,19
  As a result, the molecular hyperpolarizability is a product 
of both the n
th
 vibrational transition and the corresponding anti-Stokes Raman transition.  In 
other words, for a molecular vibrational mode to be SFG-active, it must be both infrared and 
Raman active.
22,23
  To obtain sufficient vibrational SFG signal from a single molecular layer, the 
transition probed must have both strong IR and Raman cross-sections.  As will be detailed in this 
thesis, the symmetric nitro stretch of 4-nitrobenzenethiolate is an excellent example of this case.  
The following section of this chapter will describe the practical application of the above 
described theory of vibrational sum-frequency generation spectroscopy to probe the dynamics of 
a single monolayer of molecules adsorbed on metal surfaces. 
 
2.3 Technique Overview 
 
Over the past several years, vibrational SFG spectroscopy has emerged as a powerful technique 
to study molecules at surfaces and interfaces.
12,13,24-26
  In the Dlott laboratory, advances in both 
SFG spectroscopy and SFG instrumentation have been made.  These developments proved 
especially useful for probing time-dependent processes of molecules adsorbed on metal surfaces 
or at buried interfaces,
17,27
 such as metal-liquid or metal-solid interfaces,
20,28,29
 which are 
inaccessible to most surface science methods.  The technique employed in this thesis is termed 
broadband multiplex vibrational SFG with nonresonant (NR) suppression.
17,27
  This technique 
allows the obtainment of SFG spectra over a spectroscopic window, a few hundred wavenumbers 
in width, with high time resolution.  The NR suppression feature is especially important when 
molecules are adsorbed on metal surfaces,
30
 which generally create the largest NR backgrounds.  
However, an NR background is not all bad.  It is sometimes useful for providing a phase 
reference for determining the absolute orientation of interfacial molecules, but frequently, the 
NR background interferes with high signal-to-noise detection of resonant (R) molecular 
transitions.  As a result, it is useful to have the ability to both detect and to suppress NR signals.  
See §2.4 for further details regarding NR suppression. 
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 The factor that ultimately limits the time needed to acquire an SFG spectrum is the 
inverse line width of the molecular transition.
20
  For example, the stretching transition of carbon 
monoxide, CO, adsorbed on a Pt electrode under a liquid electrolyte has a line width   of about 
20 cm
-1
.
31,32
 Using the relation, 
 
     (     )
     (2.19) 
 
this line width corresponds to a dephasing time constant T2 = 530 fs.  The ultimate limit for 
obtaining an SFG spectrum of CO on Pt is the duration of the vibrational polarization, which 
decays with this time constant.  The CO SFG spectrum could therefore, in principle, be obtained 
in a time window that is a few multiples of 530 fs, say 2 ps.  However, in practice, due to the 
small number of molecules at an interface, obtaining high-quality SFG spectra requires the 
averaging of signals from multiple laser shots.  This need for averaging allows the researcher to 
time-resolve interfacial molecular processes in two ways.  First, it is possible to study molecular 
processes with a time resolution of picoseconds or less using pump-probe techniques that 
reconstruct the dynamics.
13
  In pump-probe measurements, a laser pulse is used to induce an 
interfacial process.  In this thesis, this was accomplished via shock compression or flash-heating.  
The resulting molecular dynamics are then studied with a time series of SFG spectra. For 
instance, in this thesis, studies are described to monitor rearrangements of interfacial molecules 
caused by temperature jumps (T-jumps) created by a laser “pump” pulse.29,33,34  In this method, 
the T-jump rearrangement experiment is repeated many thousands of times at each pump-probe 
delay.  Each time, either a fresh sample area is used or the sample is allowed to relax back to its 
initial state before the laser fires again.  Such measurements may take minutes or hours in their 
entirety, but by temporally reconstructing the spectra, the time resolution that can be obtained is 
ultimately limited solely by T2. 
 The second way that signal averaging promotes the study of time-resolved molecular 
dynamics is a consequence of the repetition rate of the laser system typically employed in 
vibrational SFG experiments, see Chapter 3.  Due to the lasers generating about 1000 pulses per 
second, it is possible to obtain good spectra in seconds, sometimes even in a few hundred 
milliseconds.  One can consequently time-resolve – in real time in this case as opposed to 
reconstructed time – processes such as potential-dependent changes in the concentration of 
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molecular species or molecular intermediates at an electrode-electrolyte interface.  This is 
possible only if molecular processes occur slower than, say, 0.1 s.
31,32
  The time-resolution in this 
case is not a fundamental limitation.  Using lasers that operate at higher repetition rates, the real-
time resolution could be proportionately increased.  The former temporal reconstruction 
technique employed in pump-probe experiments will be utilized in this thesis. 
 
Brief Synopsis of Sum-Frequency Generation Spectroscopy 
 
In vibrational SFG spectroscopy, an infrared (IR) laser pulse IR is combined with a secondary 
pulse VIS, which is conventionally called “visible,” at the sample, and the coherent sum-
frequency signal is detected.
16,35
  With Ti:sapphire lasers, which are today the most common 
pump source for broadband multiplex vibrational SFG, the visible pulse is 800 nm, in the near-
IR.  The coherent SFG emission is at a frequency SFG = Vis + IR.  When the IR frequency is 
resonant with an SFG-active vibrational transition, the SFG emission is enhanced.
16
  Thus, an 
SFG spectrum possesses features arising from vibrational transitions, similar to IR or Raman 
spectroscopies.  In the dipole approximation, the SFG spectrum is proportional to the Fourier 
transform of a time correlation function of the form,
36
 
 
 〈 ( ) ( )〉   (2.20) 
 
where  and  are the polarizability tensor and dipole moment, respectively.  Therefore, a 
molecular transition is SFG-active only if it is simultaneously IR and Raman active.  This criteria 
is only satisfied if the molecular moiety exists in an environment that is noncentrosymmetric on 
the length scale of the visible wavelength.
37,38
 
 Consider the case of metal nanospheres coated with some self-assembled monolayer of 
interest, say 4-nitrobenzenethiolate on Au, being packed in a cube having dimensions of the 
visible wavelength.  In the limit of the particles being infinitely small, the system behaves as an 
isotropic liquid where there is a strong probability that the orientation of the dipole from one 
molecule will be exactly opposite of another.  Consequently, in the dipole approximation, no 
SFG signal will be generated.  However, as the spheres approach the dimensions of the cube or 
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even larger, only a certain section of a single sphere can be probed.  Taken to the extreme, an 
infinitely large sphere (in respect to the wavelengths being considered) would look like a flat 
metal surface.  All the molecular dipoles will be oriented in a given direction and will not cancel 
each other, which supports SFG signal production.  SFG helps solve the two biggest problems of 
interfacial molecular spectroscopy:  sensitivity and selectivity.  Sensitivity derives from the 
efficiency of detecting a coherent visible signal as a result of nonlinear optical generation by 
intense ultrashort laser pulses.  Selectivity derives from the centrosymmetric selection rule.  At 
the interface between two centrosymmetric media, for instance, oil and water,
39
 only interfacial 
molecules would be seen by SFG. 
 The original SFG experiments were performed with picosecond pulse lasers.
40,41
  SFG 
spectra were obtained by stepping IR point by point through vibrational transitions, and a single 
spectrum could take minutes or even hours to acquire.  The concept of a broadband multiplex 
detection technique was well-known from its use in coherent anti-Stokes Raman spectroscopy 
(CARS),
42-44
 and in 1996, two groups independently introduced this technique to SFG.
37,45
  The 
method introduced by Richter and coworkers,
37
 utilized a tabletop Ti:sapphire system rather than 
a free-electron laser, and this type of system is still being improved upon to this day.  In the 
Richter method, IR was a broadband femtosecond IR (BBIR) pulse that simultaneously probed 
all transitions within its spectral bandwidth.  Vis was a picosecond pulse with a narrower 
bandwidth (NBVIS) that determined the spectroscopic resolution, and the SFG signal was 
detected by a multichannel spectrograph.  Besides greatly decreasing the spectral acquisition 
times, the broadband multiplex technique made time-resolved studies much easier due to the 
laser arrangement promoting straightforward pump pulse synchronization.
13
  The SFG 
experiments carried out in this thesis are based on the Richter method, but a few improvements 
have been made as will be described in the subsequent sections. 
 
Fabry-Perot Étalon 
 
Provided the spectrograph used has enough resolving power to not broaden the visible pulse 
spectrum, the spectroscopic resolution is defined by the frequency bandwidth of the NBVIS, 
which is narrower in bandwidth and longer in duration than the BBIR pulses.
27
 In the frequency-
domain picture, the NBVIS pulse provides a range of frequencies to interact with the first-order 
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polarizations, both resonant and nonresonant, produced from the BBIR pulse impinging upon the 
sample.  §2.4 provides a greater description of the SFG process in both the frequency- and time-
domain.  To generate the narrow bandwidth for the NBVIS pulses a Fabry-Perot étalon was 
employed. 
 
 
 
Figure 2.2:  Bandwidth Limiting with Fabry-Perot Étalons – Converting a 
femtosecond pulse Pin with coherence length c into a time-asymmetric picosecond 
pulse Pout using an étalon.  (a)  Spectrum of femtosecond visible and étalon-filtered 
NBVIS pulses.  (b)  Time-dependence of the incident (Pin) and transmitted (Pout) 
pulses.  (c)  SFG beam geometry with a vertical sample and a high-pass optical filter 
(HPF).  Due to wave vector matching, tuning the BBIR causes only a small 
movement parallel to the spectrograph slit.  The visible beam diameter is larger than 
the IR beam.  Reproduced with permission, copyright 2010 Elsevier.
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 The use of an étalon in place of the more usual optical bandpass filter or zero dispersion 
spectrograph as the visible bandwidth limiting element allows for NR suppression,
17
 see §2.4.  In 
contrast to those other methods, which generate time-symmetric pulses, an étalon creates a time-
asymmetric pulse.  An étalon (Figure 2.2) consists of two parallel mirrors with partial reflectivity 
 separated by an air gap d.  The transmission spectrum is a series of peaks spaced by the free-
spectral range (FSR): 
27 
 
 
     
 
  
   (2.21) 
 
where c is the commonly used symbol for the speed of light.  The transmitted spectrum width  
= FSR/F, where the finesse (F) is given by: 
 
 
   
     
  
    (2.22) 
 
Figure 2.2a displays the spectrum of the initial femtosecond visible pulses (Pin) and the time-
asymmetric picosecond narrowband pulses after the étalon (Pout).
17
 
 As a side note, the Ti:sapphire laser amplifier employed to generate the laser pulses used 
in this thesis, see Chapter 3, had a spectral peak of 803 nm.  The highest NBVIS energies were 
obtained by tilting the étalon to transmit at that spectral peak as shown in Figure 2.2a.  Without 
direct knowledge of the visible probe beam wavelength, the absolute frequencies of measured 
transitions cannot be gauged.  Consequently, a fixed grating portable spectrometer (Ocean 
Optics) was employed to accurately determine the wavelength of the NBVIS pulses.  
Furthermore, the étalon FSR should be more than twice the 150 cm
-1
 full-width at half-maximum 
(fwhm) of the input visible pulse spectrum to avoid transmitted sidebands.  The étalon employed 
in this thesis (TecOptics) had an air gap d =11.1 m giving an FSR = 450 cm-1.  In addition, the 
mirror reflectivity  = 93%, so the étalon’s finesse F = 43.  The transmitted spectrum through 
this optic had a spectral width  = 10.4 cm-1. 
 A short-duration pulse incident on an étalon generates a train of output wave packets 
separated by the mirror cavity round-trip time.  This pulse train decays exponentially with a 
cavity lifetime c: 
 
     (    )
     (2.23) 
 
However, the étalon employed in this thesis was used in the limit were the gap d was less than 
the pulse coherence length c = tpc, where tp is the pulse duration.  The pulse coherence length 
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for a 130 fs pulse is ~40 m,17 and the étalon gap is ~10 m.  In this case, the individual pulses 
in the transmitted train overlap in time.  The outputted signal is, therefore, not a series of discrete 
wave packets but a train of overlapping pulses, which combine to produce a smooth 
exponentially decaying envelope (Figure 2.2b).  As a result, an output pulse from the étalon had 
a time-asymmetric profile:  a leading edge having a ~100 fs rise time and a trailing edge with a 
~0.8 ps exponential decay.  The decaying envelope was free from high-frequency interference 
effects because the pulses in the train were automatically phase locked by the étalon.  The 
transmitted pulse intensity Itr(t) can be approximately represented as the convolution of the input 
pulse with a decaying single-sided exponential:
17
 
 
    ( )   (  )
   (    )   
        (2.24) 
 
where * denotes convolution.  A computed intensity profile of the étalon-filtered pulses Pout, 
using a Gaussian input pulse Gg(t,tp) with a duration tp = 100 fs (fwhm), is shown in Figure 
2.2b.
17
  The measured frequency-domain spectrum of the time-asymmetric pulse Pout, shown in 
Figure 2.2a, is the Fourier transform of Equation 2.24, so a resulting Voigt line shape, which is 
the convolution of a Gaussian and a Lorentzian, is generated.  But since c >> tp, the pulse 
spectrum is quite close to a Lorentzian.
17
  As pointed out by Laaser and co-workers,
46
  the 
utilization of this NBVIS pulse with a near-Lorentzian spectrum has a possible drawback.  Since 
Lorentzians have long, extended wings, SFG spectra obtained with these pulses invariably have 
extended Lorentzian wings.  The SFG vibrational line shapes consequently appear to be 
Lorentzians even if they are not. 
 It is useful to keep in mind that, all things being equal, the intensity of the SFG signal is a 
quadratically increasing function of the étalon bandpass.
27
  For this reason, the étalon should be 
designed to generate the broadest possible bandpass compatible with the needed spectral 
resolution.  The spectral bandpass of an étalon with a fixed gap increases as the finesse 
decreases.  Decreasing the finesse by a factor of 2 therefore doubles the étalon bandpass.  This 
doubles the transmitted energy and also decreases the transmitted pulse duration by one-half.  
Thus, doubling the étalon bandpass increases the visible pulse intensity and the SFG single 
intensity by a factor of 4.  For example, if the material under study has vibrational transitions 
with fwhm, let us say, of 10 cm
-1
, then an étalon bandpass of 8 cm
-1
 will not broaden the 
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transitions by more than 3 cm
-1
.  On the other hand, an étalon bandpass of 4 cm
-1
 will broaden 
the transitions by no more than 1 cm
-1
, but this 2 cm
-1
 reduction in spectral width will come at a 
cost of a factor of 4 in the SFG signal intensity. 
 In this thesis, it should be noted that based on the NBVIS pulses discussed in this section 
and the spectrograph/SFG detection system, detailed in Chapter 3, the spectroscopic resolution of 
the SFG apparatus was 15 cm
-1
.
17,27
  The temporal resolution of SFG probing depended on the 
vibrational dephasing time T2, see Equation 2.19, of the probed vibration.  In the following 
studies discussed in this text, where vibrational line widths were ~20 cm
-1
, the temporal 
resolution was ~1 ps. 
 
Polarization in SFG Studies 
 
This thesis will focus on studying single monolayers adsorbed onto metal substrates with 
vibrational SFG spectroscopy.  Consequently, controlling the polarization of the input BBIR and 
NBVIS pulses as well as the SFG output pulse is extremely important.  SFG signal intensities for 
this type of sample are extremely low except for the ppp polarization combination.
47
  This 
nomenclature refers to the polarization of each pulse with decreasing frequency reading from left 
to right.  In this case, the polarization of the SFG, NBVIS, and BBIR pulses are listed, 
respectively.  The lack of SFG signal from any other polarization combination is based off of the 
Fresnel coefficients for electrical conductors, such as the metal layers the monolayers are 
adsorbed upon.  If light were to impinge upon the metal with an electric field parallel to the 
metal surface, s-polarized light, the reflected light would experience a phase shift of 
approximately .  As a result, the overall electric field experienced by the monolayer on that 
metal surface would be approximately zero, due to it being a superposition of both the incident 
and reflected fields from the metal surface.
48
  p-polarized light, or light perpendicular to the 
metal surface, does not experience this phase shift upon reflection.  Therefore, the polarization 
combination ppp was employed in the SFG probing technique in order to gain maximum 
possible signal from the studied monolayers. 
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Phase-Matching in SFG Studies 
 
Vibrational SFG spectroscopy has been shown to be a three pulse technique as illustrated in 
Figure 2.3b.  A BBIR pulse is tuned to resonate with and excite a specific SFG-active molecular 
vibration.  Assuming the molecules were initially in the ground vibrational state, this process 
results in the population of the first vibrational excited-state for the transition of interest.  While 
this vibrational excitation is present, an NBVIS pulse coherently interacts with this transition and 
the generation of SFG signal is observed resulting from anti-Stokes Raman scattering.  Figure 
2.2c shows the geometry for such a vibrational SFG probing experiment, where the BBIR and 
NBVIS pulses impinge upon the sample at a 60 angle from surface normal.  However, as the 
BBIR frequency is tuned across various molecular transitions of the sample, there are variations 
in the IR beam pointing and diameter at the sample.  In order to reduce the sensitivity of the SFG 
signal to these variations and avoid the complications from spatial chirp in the BBIR beam, see 
Chapter 3, the NBVIS beam diameter (referring to 1/e
2
 points) is made somewhat larger than the 
IR (Figure 2.2c).
27
  Chapter 3 details the focusing objectives and specific beam sizes employed 
in these studies. 
 Relative to the wave vectors of the reflected visible and IR pulses, the SFG wave vector 
is given by: 
 
  ⃗       ⃗      ⃗       (2.25) 
 
The IR wave vector is much smaller than that of the visible beam, and therefore, based on 
conservation of momentum,
16
 regardless of the IR parameters, the SFG wave vector and 
divergence are always quite similar to that of the visible beam.
27
  Figure 2.3a illustrates how the 
SFG signal follows the wave vector of the visible beam with a slight deviation introduced by the 
IR.  It should be noted that the entrance angles of IR and visible are distinctly different to 
emphasize the similarity between the SFG and visible wave vectors. 
 The Richter SFG arrangement
37
 employed a dichroic IR-visible beamsplitter to make the 
two input beams collinear.  The Dlott group found that this arrangement results in the loss of 
quite a bit of pulse energy, enhances the difficulty of proper focusing by utilizing a common lens 
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for the two beams and generates a spurious SFG signal at the beamsplitter surface.  It is 
preferable to use separate focusing optics for IR and visible beams due to their very different 
wavelengths and beam properties.  This preference necessitates the beams to be noncollinear.  
However, when the IR and visible beams are noncollinear, tuning the IR causes the direction of 
SFG signal emission to vary according to Equation 2.25, even if the IR beam position does not 
wander at all.  Since the SFG signal is typically invisible to the naked eye, these directional 
changes can hinder efforts to maintain alignment with the detection instrumentation.  For 
instance, tuning the IR could cause the SFG signal to walk off the narrow entrance slit of the 
spectrograph.  In order to mitigate the detection system sensitivity to IR wavelength tuning, the 
SFG signal collection setup relies upon the fact that the spectrograph slit is narrow in width but 
much larger in height. 
 
 
 
Figure 2.3:  Three Pulse Interaction in Vibrational SFG Spectroscopy – (a)  The 
generated SFG pulse wave vector is always quite similar to that of the reflected 
NBVIS wave vector.  Dramatic differences in the entrance angles of the BBIR and 
NBVIS pulses are shown to emphasize this point.  (b)  Vibrational energy level 
diagram for a probed SFG-active transition. 
 
 The noncollinear noncoplanar SFG technique shown in Figure 2.2c is utilized.
27
  The 
focused visible beam is reflected off the sample surface, through a collimating lens and into a 
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lens that directs and refocuses the beam onto the spectrograph slit.  The IR beam is then brought 
in at a small, 5-10, angle  above the plane of visible incidence and reflection.  The SFG signal 
then always lies in the plane defined by the visible and IR beams and will be quite close to the 
visible beam.  Consequently, when the visible beam is aligned to pass through the spectrograph 
slit, the SFG signal will also pass.  Most importantly, when the IR wavelength is varied, the SFG 
beam moves only slightly, and this motion is along the height axis of the slit.  But the SFG signal 
always remains centered on the slit width axis and thus always enters the spectrograph.  Since 
the charge-coupled device (CCD) detector after the spectrograph is 2.0 mm in height, it is 
possible to be certain that the SFG beam will always land on the active region of the detector no 
matter what IR wavelength is employed.
27
 
 
2.4 Nonresonant Suppression 
 
This section will be divided into two stages.  First, a typical vibrational SFG spectroscopy 
experiment without nonresonant suppression will be analyzed.  The suppression technique will 
then be implemented and the results discussed. 
 In an effort to test the Richter broadband multiplex SFG apparatus,
37
 the well-known 
spectrum
41,49
 of a monolayer of 1-octadecanethiolate [ODT, CH3-(CH2)17-S-Au] on Au in the 
CH-stretching region near 2900 cm
-1
 was obtained.  This spectrum had a broad nonresonant 
(NR) background from the Au with the same spectral width as the BBIR pulses.  Three narrower, 
~10 cm
-1 
fwhm, dips were present against that background.  The same spectrum taken in the 
Dlott laboratory is shown in Figure 2.4b.  The three dips were due to the resonant CH stretch 
transitions of the terminal methyl (CH3) groups of the monolayer, opposite that of the Au-S 
linkage.  The remarkable properties of SFG are illustrated by the observation that almost no 
signals were seen from the methylene (-CH2-) groups, even though methylene outnumbers 
methyl by 17:1 in ODT. The methylene suppression occurs because these groups, in the 
aggregate, form a nearly centrosymmetric crystal lattice.  Another factor leading to this 
suppression is that the dipole moments of the methylene groups in the well-ordered monolayer 
are almost parallel to the metal surface.
47,50
  These transitions thusly do not overlap with the 
perpendicularly polarized probe beams, and as a result, are not detected.  By contrast, in 
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reflection-absorption IR spectroscopy of the same sample, the methylene groups dominate due to 
their 17 times greater concentration.
51
 
 
 
 
Figure 2.4:  Nonresonant Suppression in the Time-Domain – (a)  The BBIR pulses 
create a decaying first-order polarization  ( )( ) consisting of a shorter-lived 
nonresonant (NR) part    
( )( ) and a longer-lived resonant (R) part   
( )( ).  For 
SAMs on Au, the NR part is contributed mainly by the metal surface and the R part 
mainly by SAM vibrational transitions.  A long-duration NBVIS pulse up-converts 
the entire IR polarization into the visible to create an SFG pulse that is analyzed by 
the spectrograph. (b)  SFG spectrum of an ODT SAM.  The broader feature is due to 
NR polarization and the three sharper dips are a result of CH stretch transitions of the 
terminal methyl groups.  (c)  A time-asymmetric NBVIS pulse can be time delayed 
beyond    
( )( ), so the NR contribution is suppressed and not converted into SFG 
signal.  (d)  ODT SAM spectrum with NR suppression showing only the three 
resonant transitions.  Reproduced with permission, copyright 2010 Elsevier.
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 The resonant (R) transitions appear as dips against the NR background because the 
nonlinear polarization generated from the ODT CH3 stretch transitions is opposite in phase from 
the nonlinear polarization produced from the Au surface.  This effect causes the R and NR 
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signals to interfere destructively.  As an aside, if the methyl groups were somehow flipped 180, 
the R transitions would become peaks rather than dips.  This is the basis of a useful technique in 
electrochemistry where the relative phases of the R and NR signals of molecules adsorbed on an 
electrode undergo potential-dependent reorientation.
52,53
 
 In the frequency-domain picture originally used to describe SFG spectroscopy,
16,54
  IR 
and visible pulses interact via the second-order nonlinear susceptibility  (2) to generate a second-
order nonlinear SFG polarization     
( ) ( ) with a resonant (R) part from molecular vibrations and 
a nonresonant (NR) component
54,55
 from surface electronic states and distant vibrational 
resonances.  As a result, the intensity of the outputted SFG is as follows: 
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  (2.26) 
 
where  (2) is a third-rank tensor and E denotes an electric field.  Equation 2.26 shows that the R 
and NR polarizations, which are complex numbers, may undergo constructive or deconstructive 
interference. 
 The NR suppression method developed in the Dlott laboratory replaces the picosecond 
time-symmetric visible pulse used by Richter and co-workers
37
 with a similar pulse that is time-
asymmetric.
17
  As described previously, this time-asymmetric pulse is created in a particularly 
simple manner by transmitting a femtosecond visible pulse through a Fabry-Perot étalon.  The 
use of an étalon to narrow the visible pules in replacement of interference filters or diffraction 
gratings was a crucial improvement introduced by the Dlott group.  To understand how this 
works, consider SFG polarizations in the time domain
20,54
 as illustrated in Figure 2.4.  As 
mentioned above, in the dipole approximation, the SFG process is determined by the time 
correlation function 〈 ( ) ( )〉, so it looks like an IR interaction followed by a Raman process.  
A ~250 fs duration BBIR pulse arriving at t = 0 creates coherent first-order polarizations    
( )( ) 
and   
( )( ), which undergo free-induction decays.  These polarizations radiate coherent signals 
in the IR , which are not detected in SFG.  The    
( )( ), originating from metal surface electronic 
transitions, has a broad spectrum and an ultrashort coherence lifetime T2.  The    
( )( ) therefore 
exists only when BBIR pulses are present.   
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 For the sake of discussion, SFG-active molecular vibrational resonances are modelled as 
consisting of identical Lorentzian line shapes having a fwhm , which is adequate description 
of the CH3 stretch transitions of ODT.  Each resonance will be coherently driven by the BBIR 
pulses to an extent determined by     ⃗ .    
( )( ) will have a complicated beat pattern (Figure 
2.4a), and this pattern decays overall as exp(-t / T2).  When    
( )( ) and   
( )( ) interact with Vis, 
a coherent signal pulse having a complicated temporal structure will be generated at SFG.  In the 
dipole approximation, the interaction of the vibrational polarization with the visible pulse is the 
technical equivalent of coherent anti-Stokes Raman scattering.
16
  Thus, all IR-active vibrational 
transitions contribute to the free-induction decay (FID), but the SFG signal is generated only for 
those that are both IR and Raman active, which – in the dipole approximation – is possible only 
in noncentrosymmetric media.  The resulting SFG intensity spectrum is the square modulus of 
the Fourier transform of the emitted signal pulse.  The Fourier transformation is performed by 
the spectrograph and multichannel detector array. 
 In the frequency-domain picture, the visible pulse provides a range of frequencies to 
interact with the first-order polarizations.  In the time-domain picture,
20
 Vis can interact with 
 ( )( ) only for a finite time period, resulting in a finite duration      
( )
 output with broadened 
features.  Figure 2.4a illustrates the case where Vis has a narrow bandwidth much less than , 
or equivalently, a transform-limited duration much longer than T2.  Consequently, the FID looks 
like an infinite duration continuous plane wave exp(-i   t).  The emitted SFG pulses will then 
have a time dependence of [   
( )( )     
( )( )] exp(-i   t).  The SFG spectrum will be the 
Fourier transform of the IR polarization upshifted to the frequency         .  The SFG 
resonant transition widths in this case will be determined solely by T2. 
 However, if the visible pulse has a finite bandwidth and a finite pulse duration, as in 
Figure 2.4c, the visible intensity will decline during the later stages of the FID.  This 
phenomenon has the effect of reducing the emitted SFG signal intensity at longer times, which is 
equivalent to apodization of the time response by the Vis prior to the Fourier transform.
20,56
  In 
other words, the finite pulse duration of Vis broadens SFG transitions.  This property was put to 
use in an interesting way by Weeraman and co-workers,
57
 who utilized an “inverted” visible 
pulse.  In contrast with the waveform employed by the Dlott group, which decays exponentially, 
the intensity of this pulse increased with time.  Inverted waveforms interacted more efficiently 
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with the longer time tail of the FID, producing a longer duration SFG pulse.  As a result, the 
inverted visible pulse actually increased the resolution of the SFG measurement slightly beyond 
the limit imposed by the vibrational T2. 
 As illustrated in Figure 2.4c, a time-delayed time-asymmetric visible pulse, such as that 
generated by passing the visible beam through an étalon, can deeply suppress the NR 
contribution via time windowing.  This visible pulse can be time delayed so its rising edge is just 
past the NR polarization    
( )( ), while maintaining most of its interaction with   
( )( ).  Figure 
2.4b shows the SFG spectrum of ODT on Au,
17,28
 where the timing of the visible pulses was 
adjusted to maximize the NR background.  Figure 2.4d demonstrates the spectrum of ODT on 
Au, where timing of the visible pulses was altered to suppress the NR signal.  Since there is no 
longer destructive interference between the ODT molecular resonances and the NR background, 
the ODT CH3 stretch transitions appear as peaks rather than dips. 
 
2.5 Advantages and Disadvantages 
 
As described throughout this chapter, SFG spectroscopy is a powerful tool, which solves the two 
biggest problems of interfacial molecular spectroscopy:  selectivity and sensitivity.  Selectivity 
derives from the centrosymmetric selection rule and the ability to tune the BBIR frequency to 
probe specific SFG-active molecular moieties.  Since SFG is sensitive to noncentrosymmetric 
media, most isotropic bulk systems will not generate any signal but the interface between two 
such systems has SFG signal production.  Sensitivity derives from the efficiency of detecting a 
coherent visible signal, where “visible” corresponds to the higher frequency SFG signal resulting 
from nonlinear optical generation by intense ultrashort laser pulses.  This sensitivity allows 
detection of single molecular layers with sufficient signal-to-noise.  Furthermore, SFG 
spectroscopy can be utilized to probe molecular dynamics of these interfaces on the ultrafast time 
scale.  In addition, the technique of nonresonant suppression promotes collection of SFG signal 
with even higher signal-to-noise as well as the separation of the surface response from that of the 
molecules adsorbed to it. 
 There are a few drawbacks using SFG spectroscopy.  One such drawback results from the 
utilization of an étalon to shape the bandwidth of the NBVIS pulse.  This produces pulses that 
are near-Lorentzian, which when employed in SFG spectroscopy, always generate SFG spectrum 
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with Lorentzian line shapes.  Consequently, the true vibrational line shapes cannot be identified.  
In addition, only SFG-active vibrational modes can be probed, which results in the overlooking 
of a majority of the vibrational transitions of that given molecule.  Another drawback of this 
technique derives from some of its most advantageous characteristics.  In the confines of this 
thesis, SFG spectroscopy is sensitive to three types of effects:  (1) incoherent disordering in the 
metal adsorbed monolayer,
1,33,34
 which results from some perturbation, such as thermal disorder 
resulting from a flash-heating laser pulse; (2) coherent tilting of the monolayer away from 
surface normal
58,59
 and thus loss of overlap between the vibrational mode and the electric fields 
of the probing pulses; and (3) direct vibrational excitation of the probed transition
33,34
 from, say, 
hot-electrons initially generated by the flash-heating laser pulse, see Chapter 6.  Each of the 
processes can result in SFG signal loss, and in the experiments described, it is sometimes 
difficult to discern one such effect from the others. 
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3 
 
Experimental 
 
3.1 Laser System 
 
In order to obtain the nonlinear effects necessary for vibrational sum-frequency generation (SFG) 
spectroscopy with high temporal resolution, the pump-probe experiments detailed in this thesis 
require a laser system that produces high energy, short duration pulses.  This section will 
describe the apparatus, which consisted primarily of a commercial amplified Ti:sapphire laser 
system that was redesigned with the help of Alexei Lagutchev to produce pulses that satisfy the 
experimental requirements.  A schematic of the experimental system is displayed in Figure 3.1.  
The following subsections will expand upon the intricate details of the system’s individual 
components.  Pulse durations will be listed according to their full-width at half-maximum 
(fwhm) and were measured via an autocorrelator (Pulse Check, APE Angewandte Physik & 
Elektronik GmbH). 
 
Ti:Sapphire Oscillator 
 
The Ti:sapphire oscillator was the starting point and clock for the rest of the laser system.  
Ultrafast laser pulses, 100 fs in duration, were produced using a Model TS Ti:sapphire kit laser 
(Kapteyn-Murnane Laboratories L. L. C.) as detailed in Figure 3.2.  A 4.5 W continuous-wave 
visible laser (Millennia Vs, Spectra-Physics), centered at 532 nm, was utilized to pump the 
Ti:sapphire rod.  The passively mode-locked oscillator produced 100 fs pulses with a bandwidth 
of 50 nm, centered at 800 nm, and at a repetition rate of 80 MHz.  The total output of this 
oscillator was 600 mW, an energy per pulse of 7.5 nJ.  A photodiode was placed behind the 
mirror right after the output coupler of the oscillator to collect leakage through the optic as 
highlighted in Figure 3.2.  This signal will be employed to trigger components in the chirped 
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pulse amplifier, chopper wheels and a variety of other devices in the laser system as detailed in 
the following sections. 
 
 
 
Figure 3.1:  Amplified Ti:Sapphire Laser System Schematic – A modified 
Ti:sapphire chirped pulse amplifier (CPA) was employed to generate two output 
pulses:  pump and probe.  Pump pulses were employed to flash-heat and shock 
compress samples.  Probe pulses were further split with a portion sent through an 
optical parametric amplifier (OPA) to generate broadband infrared (BBIR) pulses 
with ~200 cm
-1
 bandwidths.  The remainder of the probe pulse was sent through a 
Fabry-Perot étalon to produce narrowband visible pulses (NBVIS) with spectral 
widths of 10 cm
-1
.  BBIR and NBVIS pulses were overlapped on the sample and 
utilized for vibrational sum-frequency generation (SFG) spectroscopy.  Reproduced 
with permission, copyright 2014 IOP Publishing.
1 
 
Chirped Pulse Amplification:  Stretcher 
 
The output from the oscillator could not be directly amplified due to its short pulse duration.  
Direct amplification would result in peak powers large enough to damage optics as well as the 
laser gain medium.  Prior to amplification, the pulses needed to be subjected to stretching in the 
time domain to avoid this peak power damage, especially within the laser gain medium.  
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Consequently, the oscillator output was fed into a chirped pulse amplifier (CPA), which is shown 
in Figure 3.3, resulting in amplification of ~10
6
.  This commercially-available amplification 
system (Titan-I, Quantronix) was partitioned into four stages:  stretcher, regenerative amplifier, 
multipass amplifier, and compressor.  Both amplification stages consisted of a Ti:sapphire gain 
medium that was pumped by a Q-switched, frequency-doubled Nd:YLF laser (Darwin, 
Quantronix), where Nd:YLF stands for neodymium-doped yttrium lithium fluoride.  The output 
of the Q-switched laser, designated CPA pump in Figure 3.3, was 20 W at 527 nm with a pulse 
width of ~150 ns.  The repetition rate of this pump laser was 1 kHz, corresponding to pulse 
energies of 20 mJ.  The CPA described in this thesis was modified through the addition of a 
secondary Pockels cell to increase the contrast ratio of the system as described below. 
 
 
 
Figure 3.2:  Passively Mode-Locked Ti:Sapphire Oscillator – This commercial 
oscillator produced 800 nm, 100 fs pulses separated in time by 12.5 ns (see inset).  
The repetition rate of this system, 80 MHz, was dictated by the oscillator cavity 
length.  A photodiode collected leakage from one of the mirrors to monitor mode-lock 
stability.  In this diagram, yellow triangles indicate prisms and the pink oval 
represents an objective in the pump laser optical path. 
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Figure 3.3:  Ti:Sapphire Chirped Pulse Amplifier (CPA) Schematic – This 
detailed diagram is partitioned into four stages:  stretcher, regenerative amplifier, 
multipass amplifier and compressor.  A secondary Pockels cell was utilized between 
the regenerative and multipass amplifiers to enhance the CPA contrast ratio.  In this 
schematic, the following nomenclature is used:  folding mirror (FM), diffraction 
grating (GR), Faraday isolator (FD), Glan polarizer (GP), Pockels cell (PC), thin film 
polarizer (TFP), Ti:sapphire crystal (TS) and beamsplitter (BS).
 
 
 Upon arrival into the CPA, the oscillator pulses were first temporally stretched via 
passage through a single grating stretcher.  As diagramed in Figure 3.3, the single grating 
stretcher was in a folded configuration to minimize optical table space.  The pulses were incident 
off diffraction grating 1 (GR1) and the diffracted light was collected by a large diameter curved 
mirror and sent towards folding mirror 1 (FM1).  Pulses were directed back towards the curved 
mirror, refocused to the grating and sent towards folding mirror 2 (FM2), where the frequency 
components of the large bandwidth oscillator output were dispersed spatially.  Finally, the pulses 
were reflected directly backward from FM2 with a slight horizontal offset.  The pulses retraced 
the original path through the stretcher, impinging on GR1 two more times, and then exited 
towards the regenerative amplifier.  The first pass through the stretcher, meaning when the pulses 
entered till they reflected off FM2, can be visualized in Figure 3.4, which displays a two grating 
stretcher.  This figure shows a folding mirror (FM), which is equivalent to FM2 in the CPA.  
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However, the CPA stretcher utilized a secondary folding mirror, FM1, placed in the focal plane 
of the dual grating stretcher shown in Figure 3.4, which folds the stretcher in half and requires 
the use of only a single grating.  Clearly shown in this figure is the mechanics behind how a 
stretcher functions.  The frequency components of the oscillator output were dispersed, the 
longer wavelengths were given a shorter path length through the stretcher as compared to the 
shorter wavelengths, and the colors were then spatially recombined.  This led to stretching of the 
100 fs oscillator pulses to ~100 ps through introduction of a positive chirp, that is, where the 
longer wavelength components of the pulse came first in time.  These chirped pulses could now 
be amplified without fear of the peak powers resulting in optic or gain medium damage. 
 
 
 
Figure 3.4:  Introducing Positive Chirp via an Optical Stretcher – This stretcher 
utilizes two diffraction gratings to introduce a longer path length for the shorter 
wavelength components (blue lines) of the broadband input pulses.  As a result, the 
longer wavelengths (red lines) exit the stretcher prior to the lower wavelengths.  This 
process is known as introducing positive chirp.  By introducing this chirp, the 100 fs 
input pulses are stretched to ~100 ps.  A mask can be inserted in the focal plane of 
this setup to shape the spectrum of the output pulses.  In this schematic, FM 
represents a folding mirror, which is equivalent to FM2 in Figure 3.3.
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Chirped Pulse Amplification:  Regenerative Amplifier 
 
The chirped pulses were sent towards a Glan polarizer (GP), which directed them through a 
secondary Pockels cell or pulse picker (PC2).  The pulse picker did not affect any of these 
incoming pulses as it remained off until a user-defined trigger was applied.  The thin-film 
polarizer (TFP) then introduced the stretched pulses into the regenerative amplifier cavity.  As 
shown in Figure 3.3, with the primary Pockels cell (PC1) turned off, the pulses would pass 
through a /4 waveplate twice, effectively creating a /2 waveplate, which would rotate the 
polarization of the pulses from vertical to horizontal with respect to the optical table (p-polarized 
with respect to the TFP).  The pulses would then pass through PC1 again without any effect and 
propagate through the TFP.  Each pulse would make one roundtrip through the cavity and then 
again a double-pass through the waveplate, which would reestablish the pulse’s vertical 
polarization.  The TFP would eject these pulses out of the cavity where they would pass through 
PC2 without any effect and be rejected by the Glan polarizer.  The pulses would be sent toward 
the stretcher where they would be eliminated through utilization of a Faraday isolator (FD).  This 
isolator was a combination of a permanent magnet, /4 waveplate and polarizer.  The isolator 
had no effect on pulses coming from the stretcher:  the waveplate and permanent magnet 
canceled any net polarization change.  However, pulses returning from the regenerative amplifier 
would experience a /2 polarization shift as result of the permanent magnet in conjunction with 
the waveplate, which would result in their removal by the polarizer, preventing damage to the 
stretcher or even possibly the oscillator. 
 PC1 acted as an optical gate that allowed the trapping of a single pulse within the 
regenerative amplifier cavity.  As described above, with PC1 off, each pulse was allowed to 
make one roundtrip pass through the cavity and then was ejected.  The 80 MHz triggering signal 
taken from the oscillator was sent through a RF divider, which was part of a Stanford Research 
Systems delay generator (DG645 Digital Delay Generator).  The divider reduced the high 
repetition rate down to 1 kHz, and this signal was used to trigger all aspects of the CPA 
including the Q-switched pump laser and both Pockels cells.  Using this triggering signal, PC1 
trapped 1 out of every 80,000 of the stretched pulses within the cavity, permitting its 
amplification.  As one stretched pulse was transiting the cavity, PC1 was triggered.  A voltage 
was put across the triggered Pockels cell such that a /4 polarization change would be produced 
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from a single pass of the pulse through this optic.  Consequently, the PC1 and the /4 waveplate 
functioned essentially as a /2 waveplate, which would cause no net polarization change due to 
pulses having to make a double-pass through these optics.  Pulses just entering the cavity would 
therefore be immediately removed by the TFP and a single pulse would be trapped within the 
regenerative amplifier. 
 The regenerative amplifier is an optical resonator or laser cavity that is capable of lasing 
on its own.  The stretched pulse that was trapped within this cavity therefore stimulated coherent 
photon emission and became amplified.  After ~20 round trips within the cavity, the population 
inversion in the Ti:sapphire rod, which was excited by the Q-switched pump laser, was fairly 
depleted and losses within the cavity would begin to diminish the pulse energy.  At this point, 
PC1 was again triggered and the voltage across the Pockels cell was rapidly raised, inducing a 
/2 polarization change for a single pass.  In combination with the /4 waveplate, this resulted in 
a polarization change of the trapped pulse.  It became vertically polarized with respect to the 
optics table (s-polarized with respect to the TFP).  The amplified pulse as a result was ejected 
from the cavity by the TFP, and then the Pockels cell was turned off.  This entire process was 
repeated every millisecond, a repetition rate of 1 kHz. The amplification produced by the 
regenerative amplifier was ~10
5
 with amplified output pulse energies of ~500 J.  The benefit of 
using a regenerative amplifier cavity is two-fold:  large amplification factors and stable cavity 
modes.  A TEM00 mode structure was ideal for this work. 
 A result of amplifying a positively-chirped pulse was that the longer wavelengths 
experienced larger gain as compared to the shorter wavelengths.  Consequently, the pulse spectra 
were observed to red shift or favor the longer wavelengths after amplification.  To counter this 
effect, a frequency-shaping mask was placed within the stretcher as seen in Figure 3.3.  The 
mask was placed right before FM1 in the focal plane of the stretcher.  By adjusting this mask 
while monitoring the spectrum after amplification, an amplified output spectrum with a Gaussian 
profile could be attained.  Care was taken to minimize the time-bandwidth product, so that 
compressed pulses could achieve the shortest possible time duration. 
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Chirped Pulse Amplification:  Pulse Picker 
 
The above description of the regenerative amplifier portrays its workings in a simple manner.  
However, there are quite a few issues with this system, specifically with regards to the Pockels 
cell timing and voltage.  Stretched pulses were arriving at PC1 at a repetition rate of 80 MHz.  
Consequently, the Pockels cell needed to be triggered and a specific voltage applied for 
switching to /4 or /2 operation within the delay between stretched pulses, 12.5 ns.  Small 
errors associated with timing through jitter in the trigger signal and/or voltage ramp time, as well 
as variations in the applied voltage, resulted in non-optimal switching of PC1.  As a result, 
extraneous pulses, known as satellites, either before (pre-pulses) or after (post-pulses) the main 
pulse could also be trapped within the regenerative cavity, resulting in their amplification.  
Especially with pre-pulses arriving before the main pulse, these satellites would have an adverse 
effect on the stability of nonlinear processes occurring further down the laser setup.  Pre-pulses 
would furthermore deplete the population inversion in the Ti:sapphire gain medium of the 
secondary amplification stage, the multipass amplifier, thereby reducing the main pulse’s peak 
power.  In addition, satellites would lead to the development of undesired secondary heating or 
shock compression events as described further in Chapter 4. 
 The contrast ratio, the intensity ratio of the main pulse to that of the satellites, provided a 
quantitative means of assessing the efficiency of PC1 at minimizing satellite pulse amplification 
within the regenerative amplifier.  After this amplifier, the contrast ratio was less than 100:1, 
which is unacceptable for running any of the experiments described in this thesis.  Consequently, 
a secondary Pockels cell, a pulse picker (PC2), was implemented prior to further amplification in 
the multipass amplifier.  The pulse picker acted as an optical gate that opened upon a user-
specified trigger.  With PC2 off, the regenerative amplifier output was directed by the Glan 
polarizer back into the Faraday isolator resulting in its absorption.  However when triggered, a 
voltage would be applied to PC2, inducing a /2 polarization change for a short window of ~ 1 
ns.  Due to the time duration between the main pulse and satellites, ~12.5 ns based on the 80 
MHz repetition rate of the oscillator output, this time window was narrow enough to rotate the 
polarization (vertical to horizontal with respect to the optics table) of only the main pulse.  The 
satellite pulses with vertical polarization were then removed by the Glan polarizer, directing 
them towards the Faraday isolator, while the main pulse passed through the polarizer and onto 
49 
 
the multipass amplifier.  The output of the CPA showed a contrast ratio of greater than 600:1, 
above the requirements of the soon to be described experiments, indicating the addition of a 
pulse picker increased the contrast between the main and satellite pulses by roughly an order of 
magnitude. 
 
Chirped Pulse Amplification:  Multipass and Compressor 
 
Within the CPA, the Q-switched Nd:YLF pump laser, 20 W output, was divided into two beams 
by a 80:20 beamsplitter.  This corresponded to the regenerative amplifier being pumped by ~4 W 
and the multipass amplifier by ~16 W.  As illustrated in Figure 3.3, after the pulse picker, the 
regenerative amplifier output was directed through the multipass amplifier where it made two 
passes through a Ti:sapphire gain medium resulting in amplification of about an order of 
magnitude.  The output from the multipass was 4.5 W at a 1 kHz repetition rate or an energy per 
pulse of 4.5 mJ. 
The fully amplified beam was sent through a 60:40 beamsplitter, which divided pulses to 
be used for probing molecular dynamics and those to be used as the pump (either for flash-
heating or laser-driven shock wave generation).  The probe beam, containing 60% of the 
amplifier output, was directed to a dual-grating compressor within the CPA.  Prior to the 
beamsplitter the amplified pulses were sent through a /2 waveplate to rotate their polarization 
back to vertical with respect to the optics table.  This polarization rotation was necessary based 
on the orientation of the gratings within the compressor.  The compressor is the exact opposite of 
the earlier described stretcher.  The large bandwidth pulses were spatially dispersed, the shorter 
wavelengths were given a shorter path length as compared to the longer wavelengths and the 
colors were then spatially recombined.  The compressor effectively reversed the chirp that was 
applied within the stretcher.  After compression, the probe pulses had a duration of 110 fs and an 
energy per pulse of 1.75 mJ (1.75 W at 1 kHz), resulting from losses within the compressor.  As 
shown in Figure 3.1, the pump beam, containing 40% of the amplifier output, was directed 
through an external single grating auxiliary compressor (Clark-MXR, Inc.), which allowed the 
tuning of compression from ~0.1  10 ps depending on the needs of the experiment.  After 
compression, the pump beam had an energy of 0.75 mJ per pulse due to losses within the 
auxiliary compressor. 
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Pump-Probe Experiments 
 
So far, chirped pulse amplification was employed to take the output of a Ti:sapphire passively 
mode-locked oscillator and generate two amplified ultrafast beams with a 1 kHz repetition rate 
and at a wavelength of ~800 nm. Though, typical alignment produces an actual wavelength of 
803 nm.  One of these beams, the pump, consisted of 0.75 mJ pulses with a tunable pulse length 
between ~100 fs to 10 ps.  The other beam, the probe, consisted of 1.75 mJ pulses with a 
duration of 110 fs.  In this thesis, the experiments will involve a pump-probe ideology.  The 
pump beam will be utilized to flash-heat or shock compress a given sample and the dynamics 
will be monitored via a probe, which in this case is vibrational SFG spectroscopy. 
 As depicted in Figure 3.1, the pump beam is delayed from that of the probe through the 
utilization of an optical delay line (Gaertner Scientific Corp.), which is capable of producing 
delays between the probe and pump of greater than 4 ns.  This optical delay line was adapted 
with a computer-controlled translation stage (Accudex, Aerotech Inc.), which allowed computer-
controlled adjustment of pump-probe delays between -5 to 250 ps with step-sizes as small as a 
few femtoseconds.  The negative times corresponded to probing the sample prior to application 
of the pump, and the determination of time zero, when pump and probe were temporally 
coincident at the sample, will be discussed later on in this chapter.  In addition, a computer-
controlled mechanical shutter (Uniblitz, Vincent Associates) with sub-millisecond switching was 
positioned in the pump beam path prior to the delay line.  This shutter allowed remote blocking 
of the pump when reference spectra were acquired throughout the collection of a pump-probe 
transient.  The sub-millisecond switching time was required based on the pump repetition rate, 
providing a pulse every millisecond.  Finally, the pump was focused onto the back-side of the 
sample, opposite that of the probe.  The focusing process and control of the pump compression 
will be discussed in the experiment specific sections of this chapter. 
 After exiting the CPA, the probe beam was divided with an 85:15 beamsplitter (Figure 
3.1).  A majority of the energy was reflected off the beamsplitter, ~ 1.5 mJ per pulse, and sent 
into an optical parametric amplifier (OPA), which will be described in the next section.  Briefly, 
the OPA generated tunable broadband infrared pulses (BBIR) in the 2.5 m  12 m (4000 cm-1 
– 800 cm-1) range with energies between 10 J and 30 J depending on the wavelength selected.  
The bandwidth of the infrared pulses was ~ 200 cm
-1
 fwhm, and the time-duration was ~250 fs 
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due to dispersion within the nonlinear crystals of the OPA.  BBIR pulses were next focused onto 
the sample with an antireflection-coated ZnSe lens with a 10 cm focal length.  It was important 
to not use CaF2 or MgF2 based IR lenses as their low refractive indices mandate large lens 
curvatures, resulting in large spherical aberrations and poor focusing.
2
 
 The remainder of the probe beam not directed into the OPA, ~0.25 mJ, was sent through 
a Fabry-Perot étalon (TecOptics) as described in Chapter 2.  As a result, a narrowband ‘visible’ 
pulse (NBVIS) at 800 nm with a picosecond time-asymmetric profile and a spectral width of 10 
cm
-1
 was produced.  After attenuation, NBVIS pulse energies ranged from 5 J – 7 J.  The 
focusing objective for NBVIS to the sample was experiment dependent and will be discussed in 
§3.3 and §3.5.  A short delay stage was added to the NBVIS optical path right after the étalon for 
nonresonant suppression (see Chapter 2), and a delay of ~300 fs with respect to the BBIR beam 
was employed to suppress the nonresonant signal from the samples.  Both NBVIS and BBIR 
pulses were focused at an angle of 60º with respect to sample surface normal to produce SFG 
signal when spatially and near-temporally overlapped.  The polarization of the SFG setup was 
kept at ppp, as described in Chapter 2, to produce the strongest signals possible. 
As described in the previous chapter, regardless of the IR parameters, the SFG beam 
wave vector and divergence are quite similar to that of the NBVIS beam.
3
  Consequently, the 
collection optics after the sample could be aligned based solely on the reflected NBVIS beam 
and only a slight offset would be necessary to bring the SFG signal into the spectrograph.  
However, utilization of a 1-mm-thick polycrystalline ZnS window at the sample plane allowed 
the SFG signal to be visible by eye, when the BBIR was set to ~3 m, simplifying alignment.  
For SFG probe experiments, the collection optics were designed for 1:1 imaging of the sample 
plane onto the adjustable slit of the spectrograph, which was typically set to a 300 m slit.  A 
bandpass filter (Omega Optical) was placed prior to the slit to remove any residual 800 nm light 
from the NBVIS beam.  Signals were detected using a ½ m 500is Chromex spectrograph with an 
Andor DU420BV CCD camera.  The camera consisted of 1024 x 255 active pixels with a pixel 
size of 26 x 26 m2.  Thermo-electrically cooling the camera to 65 ºC resulted in the 
minimization of dark current (5 counts in a 1 s integration time).  When analyzing SFG spectra, 
this collection setup produced a spectral resolution limit of slightly less than 0.5 cm
-1
 per pixel. 
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Optical Parametric Amplifier 
 
As previously mentioned, the purpose of the optical parametric amplifier (OPA) was to take the 
1.5 mJ, 800 nm wavelength input, designated pump in this section, and generate a tunable 
broadband infrared output.  The specific OPA used in this thesis was developed by Light 
Conversion and was titled a TOPAS or Traveling-wave Optical Parametric Amplifier of 
Superfluorescence.  The OPA was a nonlinear optical device, which utilized a second-order 
stimulated down-conversion phenomenon to take an input pump photon and generate two new 
lower-energy photons, designated the signal and idler.  By conservation of energy, the signal and 
idler energies must equal that of the pump input energy:
4
 
 
                            (3.1) 
 
where  indicates the frequency of the specified photon.  The convention in nomenclature 
designates that the signal is greater in energy than that of the idler, signal > idler.  The following 
text will give an overview of the processes involved within the OPA.  A more detailed 
investigation can be found within the TOPAS manual itself but will not be undertaken here. 
 The OPA employed in this thesis was of a five-pass design.  The input pump encountered 
two beamsplitters, which divided the input energy into three separate paths: A, B and C.  The 
intensity ratio between these three paths was ~90:9:1, respectively.  Path C consisted of tightly 
focusing the pump three times through a nonlinear  barium borate (BBO) crystal.  As a result, a 
visible amount of broadband superfluorescence, consisting of a range of signal frequencies, was 
generated.  The superfluorescence was frequency filtered through reflection off a diffraction 
grating.  By tuning the angle of the grating, a specific signal frequency was selected and 
refocused with the Path B pump back into the BBO crystal, in a collinear geometry.  Overlap of 
these two beams both spatially and temporally resulted in the frequency selected signal acting as 
a seed to stimulate subsequent down-conversion phenomena.  Consequently, an amplification of 
the filtered signal frequency was observed during this fourth-pass.  The amplified signal from 
the fourth-pass output was finally spatially and temporally overlapped, in a collinear geometry, 
with the Path A pump within the BBO crystal.  This final fifth-pass resulted in the output of the 
fully amplified signal and idler frequencies.  Tuning of the signal and idler frequencies was 
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accomplished by slight changes in the angle of the diffraction grating and the BBO crystal angle, 
where the latter optimized the phase-matching angle. 
 The signal and idler were spatially separated through usage of a dichroic mirror.  They 
were finally recombined spatially and temporally in a non-collinear geometry within a silver 
gallium sulfide, AgGaS2, crystal to generate the mid-infrared light.  The angle of this crystal was 
also optimized for proper phase-matching.  The infrared light resulted from a nonlinear 
phenomenon known as difference-frequency generation (DFG), which is very similar to the 
already described SFG process.  Again based on conservation of energy,
4
 the signal and idler 
were mixed such that: 
 
                         (3.2) 
 
As detailed in Equation 3.2, longer infrared wavelengths were obtained by tuning the OPA such 
that the signal and idler were close in frequency.  The grating angle, BBO crystal angle, fifth-
pass delay stage, AgGaS2 crystal angle and DFG delay stage were all computer-controlled, 
permitting the creation of a calibration file which set all of these parameters for optimal 
performance of the OPA for each infrared wavelength.  Consequently, once calibrated, every 
infrared wavelength, from 2.5 m – 12 m (corresponding to signal wavelengths between 1200 
nm – 1500 nm), could be automatically accessed through the computer interface.  To account for 
the vertical walk in the DFG output during tuning across the infrared wavelength range, the 
vertical tilt of the signal final mirror prior to the AgGaS2 crystal was also computer-controlled 
and calibrated.  The signal vertical angle into the nonlinear crystal could thusly be slightly 
adjusted to ensure no walk in the DFG output.  A low-pass beamsplitter was placed right after 
the OPA output and employed as a filter to remove residual pump, signal and idler. These lower 
wavelength outputs were reflected by the beamsplitter into a beam dump.  The mid-infrared light 
generated during the DFG stage however transmitted through the beamsplitter towards the 
sample.  A germanium Brewster window (Melles Griot) was placed right after this low-pass 
filter to ensure proper polarization of the OPA output, horizontal with respect to the optics table.  
Finally, to minimize daily alignment times for inputting the pump into the OPA, two steering 
mirrors were equipped with fine-positioning piezo linear actuators (Picomotor, Newport). 
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3.2 Sample Preparation 
 
Square borosilicate glass slides (Chemglass) 5 x 5 cm
2
 and 1.6 mm thick were cleaned with 3:1 
solutions of concentrated sulfuric acid (H2SO4, Fisher Scientific):30% hydrogen peroxide (H2O2, 
Mallinckrodt Chemicals) for several hours to remove organic residue.  Slides were next washed 
with distilled, deionized water, followed by a second washing with electronic-grade isopropyl 
alcohol (CH3)2CHOH, Fisher Scientific).  Cleaned substrates finally were dried with the 
application of argon (Ar, S. J. Smith Welding Supply) or nitrogen (N2, S. J. Welding Supply).  
Another process for drying involved the slight heating of the substrates through usage of a heat 
gun (H-491 Deluxe Heat Gun, ULINE). 
Nanometer thick layers of metal films were next deposited on the cleaned substrates 
using an electron beam evaporator (Temescal) at pressures <0.4 mPa.  The deposition system 
was located in the Microfabrication Facility of the Materials Research Laboratory located on the 
University of Illinois at Urbana-Champaign campus.  An electron beam evaporator was selected 
based on its ability to uniformly deposit multiple nanometer thick layers of metal across the 
entire area of a single side of the substrates without breaking vacuum.  Thicknesses of the metal 
layers and deposition rates were monitored in situ through utilization of a quartz-crystal 
deposition monitor (Dektak). 
For flash-heating experiments, metal deposition consisted of a 0.8 nm chromium (Cr) 
layer followed by the deposition of a 50 nm layer of gold (Au).  The deposition rates for the 
chromium and gold were kept to 0.2 Å s
-1
 and 1 Å s
-1
, respectively. The Cr adhesion layer was 
needed to keep Au from debonding when the substrates were being soaked in ethanol solutions 
for monolayer formation.
5,6
  The freshly prepared substrates were soaked in 1 mM  deoxygenated 
ethanol solutions of a desired thiol for no less than 24 h to form a well-ordered monolayer of the 
respective thiolate.
7-9
 These densely packed single molecular layers were generated via 
spontaneous self-assembly and thusly called self-assembled monolayers (SAMs).
10,11
  
Organosulfur SAMs, such as alkyl thiols, on Au have been extensively studied, and it is well-
known that the exothermic chemisorption process drives monolayer formation with little done by 
the scientist preparing the samples.  Due to the ease of synthesizing thiol-based compounds and 
then forming the respective SAM, monolayers permitted the systematic study of structural 
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effects on interfacial properties.  Table 1 lists the molecules employed in this thesis for 
monolayer formation in the flash-heating studies. 
 
Molecule Abbreviation Source 
1-octanethiol C8 Sigma-Aldrich Chemical Co. 
1-nonanethiol C9 Sigma-Aldrich Chemical Co. 
1-decanethiol C10 Sigma-Aldrich Chemical Co. 
1-tetradecanethiol C14 Sigma-Aldrich Chemical Co. 
1-pentadecanethiol C15 Sigma-Aldrich Chemical Co. 
1-octadecanethiol C18 Sigma-Aldrich Chemical Co. 
1-eicosanethiol C20 Sigma-Aldrich Chemical Co. 
4-nitrobenzenthiol NBT Sigma-Aldrich Chemical Co. 
 
Table 3.1:  Self-Assembled Monolayer Molecules for Flash-Heating Studies – 
The above list of thiols are employed in this thesis to form self-assembled monolayers 
(SAMs) of their respective thiolates for the flash-heating studies.  SAMs were formed 
on the freshly-deposited gold surface of the fabricated substrates. 
 
 All thiols were used without any further purification.  The quality of the formed 
monolayer, as noted by its packing density and order, was assessed by analysis of its SFG 
spectrum, i.e. the strength of the vibrational transitions.  Specifically, the lack of appearance of 
methylene transitions,
12,13
 as described in Chapter 2, for the alkanethiolates [Au-S-(CH2)n-CH3] 
was an indication of a well-ordered SAM.  In addition, these specific monolayers also form a 
very hydrophobic layer when well-ordered.  Consequently, a drop of water exhibited a larger 
contact angle on a well-ordered SAM as compared to one that was less well formed.
10
  Prior to 
usage in the experiments, the prepared samples were thoroughly washed with ethanol 
(CH3CH2OH, Fisher Scientific) and then electronic-grade isopropyl alcohol.  They were then 
dried with focused N2 or Ar. 
 In shock compression experiments, the same exact glass substrate and cleaning 
procedures were employed.  However, the metal layers deposited by electron beam evaporation 
were slightly different.  A 1 nm Cr layer was first applied followed by a 300 nm film of nickel 
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(Ni) and finally Au.  Two different thicknesses of Au were utilized throughout the shock 
compression studies, 10 and 75 nm.  A graphite crucible (International Advanced Materials) was 
utilized to contain the Ni source during its melting.  This crucible kept the metal from directly 
contacting the water-cooled sides of the electron beam evaporator, which would have lowered 
the temperature of the metal too severely and interfered with the deposition process.  It should be 
noted that care needs to be taken when depositing Ni or other metals that are easily oxidized, 
such as aluminum (Al).  These metals have a tendency to ‘bump’ or splash up into the vacuum 
chamber of the evaporator when oxidized metal mixed with that of already molten material.  The 
deposition rates for the Cr, Ni and Au were 0.2 Å s
-1
, 1 Å s
-1
 and 1 Å s
-1
, respectively. 
 The freshly-prepared substrates were then soaked in a 1 mM deoxygenated ethanol 
solution of 4-nitrobenzenethiol for at least 24 h to form a well-ordered SAM of 4-
nitrobenzenethiolate (NBT) with the molecular structure Au-S-(C6H4)-NO2.
7-9
  After thoroughly 
washing and drying the prepared samples as described above, a layer of polymer, poly(methyl) 
methacrylate (PMMA, Sigma-Aldrich Chemical Co.), was spin-coated on top of the monolayer.  
Using a spin-coater (CB15, Headway Research Inc.) at a spin-rate of 500 rpm, 3 mL of a 10% 
solution by mass of PMMA in a specialty solvent was deposited on top of the SAM.  This 
specialty solvent consisted of the following percentages of chemicals by mass:  50% 2-butanone, 
15% n-butyl acetate, 15% cyclohexanone and 20% 2-pentanone.  After evaporation of the 
solvent, the SFG spectra of the sample before and after application of the polymer layer were 
analyzed.  There was no discernable effect from application of the polymer.  The PMMA 
thickness was ~4.5 m as measured by a profilometer (Dektak 3030) in the Materials Research 
Laboratory at the University of Illinois. 
 A second type of shock compression sample or shock target was also designed, which 
employed the same glass substrate and cleaning procedures.  However, electron-beam 
evaporation was used to deposit a 1 nm Cr layer followed by a 300 nm film of Al.  The rates of 
deposition were 0.2 Å s
-1
 and 1 Å s
-1
, respectively.  Due to thiol based monolayers not forming 
readily on aluminum surfaces, the prepared substrates were immersed in a 5 mM deoxygenated 
ethanol solution of 4-nitrobenzoic acid (NBA) for at least 24 h to form a SAM of the 
carboxylate.
14
  Samples were then washed, dried and polymer layer applied as described 
previously.  SFG spectra before and after application of the polymer layer showed no effect from 
the spin-coating process. 
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Figure 3.5:  Laser-Driven Shock Compression Experimental Setup – The shock 
target array consisted of a glass substrate with nanometer thick layers of metal 
deposited onto it via electron beam evaporation.  In this target, a self-assembled 
monolayer (SAM) of 4-nitrobenzoate (NBA) was adsorbed onto the Al metal surface.  
Polymer film (PMMA) was then spin-coated overtop of the monolayer.  A ~10 ps 
pump or drive pulse was employed to launch a shock wave at the SAM, and the 
resulting shock loading dynamics were probed with vibrational SFG spectroscopy.
 
 
3.3 Shock Loading Experiments 
 
A diagram of the shock compression experiment at the sample plane can be viewed in Figure 3.5.  
After exiting the delay line, the 800 nm pump pulses, denoted as drive pulses in the shock 
compression experiments, were directed to the back-side or glass slide of the fabricated samples.  
The duration of the drive pulse was ~10 ps and the maximum energy was 0.6 mJ.  The pulses 
were sent through a 2x beam expander, a combination of a 100 mm focal length and 200 mm 
focal length lens, which resulted in the doubling of the input beam diameter.  Right before the 
sample, the enlarged drive pulses were sent through a diffusive beam shaper (TH-033-X-Y-A, 
Holo/Or) and an aspheric objective (Thor Labs, Inc.) with a focal length of 45 mm, which 
directed the pulses at normal incidence to the glass-Cr interface.
1,15
  The beam shaper and 
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objective resulted in a nearly uniform top-hat shaped beam 330 m in diameter (1/e2 points) at 
the focal plane, which was placed right after the glass-metal interface.  An image of the top-hat 
drive pulse’s spatial intensity profile can be viewed in Figure 3.6.  This image was taken with a 
Spiricon Beam Profiler (Ophir Optronics Solutions Ltd.)  The beam nonuniformity within the 
central region was due to laser speckle, and the root mean square variation in intensity was 
~10%.  The focused drive pulse created a near-planar shock front,
1,15
 which propagated through 
the metal films, through the SAM and into the polymer layer. 
 
 
 
Figure 3.6:  Drive Pulse Spatial Intensity Profile – Due to the use of the diffusive 
beam shaper and short focal length aspheric objective, the intensity profile of the 
drive pulse at the focal plane had a top-hat profile and was 330 m in diameter.  
Utilization of a this pulse for laser-driven shock loading led to equivalent stresses 
being imparted to the entire probed region of the monolayer.
 
 
 To probe the molecular dynamics of the SAM during shock loading, vibrational SFG 
spectroscopy was utilized.  The BBIR pulses were tuned to 7.4 m to probe the symmetric nitro 
stretch, s(NO2), of NBT or NBA at ~1340 cm
-1
.  IR pulses had energies of 15 J.  The pulses 
were focused with a 10 cm focal length ZnSe lens, which produced a 125 m diameter (1/e2) 
spot-size at the sample.  The NBVIS pulses were sent through a 2x beam expander, which 
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consisted of a 50 mm and 100 mm focal length lenses.  Next, the expanded pulses with energies 
of 7 J were focused at the sample with a 50 cm focal length lens, which resulted in a spot-size 
equivalent to that of the IR beam.  Both pulses had Gaussian profiles and were incident on the 
sample monolayer-metal interface at a 60º angle.  In this configuration, the probed region 
resulting from the two overlapping beam profiles had an elliptical 125 x 250 m2 footprint.  The 
NBVIS beam diameter needed to be at least the same size as that of the BBIR beam due to 
spatial chirp which may have been generated in the OPA.  Spatial chirp is defined as different 
areas within the BBIR beam footprint consisting of different frequencies, as compared to a 
homogenous beam that has the same frequency spectrum at any given point within the beam.  If 
the NBVIS beam were to be smaller than that of the BBIR, small fluctuations in the beam 
pointing would result in the probed frequency range being effectively changed.  The probed 
region footprint was also kept smaller than that of the drive pulse diameter.  This resulted in the 
monolayer experiencing uniform stresses across the entire probed area. 
 To align the three beams onto the sample, a 330 m diameter pin-hole was placed in the 
sample plane and each beam was aligned through it.  To test the spatial overlap between NBVIS 
and drive pulses, a spare flash-heating sample without monolayer (glass-Cr-Au) was substituted 
for the pin-hole, and the drive pulses were utilized to generate a hole in the metal.  The NBVIS 
beam was then checked for proper alignment through this hole. 
 Time zero in these shock loading experiments was defined as the time when the 
femtosecond BBIR pulses and the drive pulses simultaneously reached the metal film of the 
shock targets. In effect, time zero marked when the drive pulses were incident on the samples 
and began laser-driven shock wave generation.  To determine t = 0, a reference sample was 
fabricated.  A glass substrate matching that employed for manufacturing the shock targets was 
used.  A thin, ~10 m thick, layer of PMMA was spin-coated on the glass substrate.  Within the 
PMMA binder, finely powdered lithium niobate (LiNbO3, Sigma-Aldrich Chemical Co.) was 
suspended.  When spatially and temporally overlapped, BBIR and drive pulses or BBIR and 
NBVIS pulses would generate a strongly scattered nonlinear SFG signal at a wavelength of ~725 
nm, which was easily detected by the collection optic setup.  By monitoring for the maximum in 
SFG signal generation, this reference sample allowed three crucial parameters to be monitored:  
detection of temporal overlap between the probe pulses; adjustment of BBIR pointing for proper 
spatial overlap with NBVIS and drive pulses; and determination of time zero or finding the 
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temporal overlap between the drive and BBIR pulses.  Using this reference sample and the 
specified pulse durations, the error in determining time zero was calculated to be 1 ps. 
 Since application of the drive pulse resulted in plasma generation and thus destruction of 
the sample in the exposed area, it was necessary during collection of an SFG transient to 
continually raster the sample so a fresh spot was accessed after every laser shot.  Shock targets 
were therefore mounted on a computer-controlled motorized xy translation stage, which kept the 
sample in continual motion.  The specific rastering protocols and SFG transient data collection 
parameters can be found in §3.5. 
 
 
 
Figure 3.7:  Flash-Heating Experimental Setup – (a) Experimental arrangement for 
vibrational SFG spectroscopy of SAMs adsorbed on Au films.  In the depiction, SFG 
probes the alkanethiolate monolayer’s terminal methyl groups during Au flash-
heating with femtosecond laser pulses.  (b) Lissajous pattern xy scanning of the 
substrate minimized accumulated optical damage by reducing multishot exposure.  
Reproduced with permission, copyright 2013 AIP Publishing LLC.
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3.4 Flash-Heating Experiments 
 
A diagram of the flash-heating experiments at the sample plane can be seen in Figure 3.7a.  
Unlike the shock compression experiments, the pump or flash-heating pulses were compressed to 
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200 fs to produce the fastest possible heating of the samples.  When using 800 nm or red flash-
heating pulses, which had maximum energies of 0.6 mJ, the pump optical layout resembled that 
of the shock compression experiments.  After the optical delay line, the red heating pulses were 
directed through the 2x beam expander, the diffusive beam shaper, and an aspheric objective 
(Thor Labs, Inc.) with a focal length of 75 mm.  The flash-heating beam was focused at normal 
incidence to the sample glass-Cr interface.  For red flash-heating pulses, a nearly uniform top-hat 
shaped beam 700 m in diameter (1/e2 points) was produced at the sample using these 
aforementioned optics.  In addition, 400 nm or blue pulses were also employed to heat the 
samples.  To accomplish this, the beam expander and diffusive beam shaper were removed from 
the flash-heating beam optical path.  The 800 nm pulses were then frequency-doubled with a -
barium borate crystal to create up to 70 J at 400 nm.  A bandpass filter eliminated residual 800 
nm light after frequency conversion.  The blue flash-heating pulses were then focused at normal 
incidence to the sample with the same 75 mm focal length aspheric objective.  At the sample 
plane, the blue heating beam had a Gaussian profile with a diameter (1/e
2
) of 700 m.  Both red 
and blue flash-heating pulses had diameters at the sample significantly larger than the probed 
region.  As a consequence, the temperature jump experienced by the probed region of molecules 
was approximately uniform. 
 Vibrational SFG spectroscopy was again utilized to probe the monolayer molecular 
dynamics during flash-heating.  The BBIR pulses were tuned to 3.3 m to probe the CH-
stretching region of the terminal methyl groups of alkanethiolate SAMs:  the symmetric CH 
stretch s(CH3) at ~2875 cm
-1
 and the asymmetric CH stretch as(CH3) at ~2965 cm
-1
.  To probe 
the symmetric nitro stretch s(NO2) at ~1340 cm
-1
 of 4-nitrobenzenethiolate (NBT), the BBIR 
pulses were tuned to 7.4 m.  The IR energies were 15 J, and BBIR pulses were focused to the 
sample with the same 10 cm focal length lens employed in the shock compression experiments.  
After passage through an optical delay stage, the NBVIS pulses with energies of 7 J were 
focused to the sample with a 100 cm focal length lens.  As depicted in Figure 3.7a, the BBIR and 
NBVIS SFG beams were incident on the Au-SAM sample interface at 60º.  The (1/e
2
) diameters 
of the NBVIS and BBIR were 350 m and 125 m, respectively.  In this configuration, the size 
of the probed region was determined by the smaller of the two overlapping beam profiles, which 
was the elliptical 125 x 250 m2 footprint of the BBIR beam.  As mentioned in the previous 
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section, the NBVIS beam needed to be the same size or larger than the BBIR beam due to 
possible spatial chirp in the later. 
To align the pump and probe beams onto the sample, a 500 m diameter pin-hole was 
placed in the sample plane and each beam was aligned through it.  To test the spatial overlap 
between NBVIS and flash-heating pulses, a spare sample without monolayer (glass-Cr-Au) was 
substituted for the pin-hole, and the unattenuated flash-heating pulses blew a hole through the 
metal layers.  The NBVIS beam was then checked for proper alignment through this hole. 
Time zero in the SFG flash-heating studies was defined as the time the femtosecond 
flash-heating pulses and the femtosecond BBIR pulses simultaneously reached the Au film, as 
discussed in previous literature.
17
  To determine t = 0, the LiNbO3 reference slide discussed in 
§3.3 was employed.  The powder suspended in PMMA on this slide strongly scattered nonlinear 
signal, which was generated when ultrafast pulses were overlapped both spatially and 
temporally.  The nonlinear signal was easily detected by the spectrograph and CCD.  By 
monitoring for the maximum in signal generation, the BBIR could be spatially and temporally 
overlapped with the NBVIS and flash-heating pulses.  When determining time zero for red flash-
heating, the sum-frequency signal was detected.  The SFG signal produced from the overlap of 
the flash-heating and BBIR beams had a wavelength of ~650 nm and ~725 nm when the BBIR 
wavelength was set to 3.3 m and 7.4 m, respectively.  When determining time zero for blue 
flash-heating, the difference-frequency signal was monitored.  The DFG signal had a wavelength 
of ~460 nm and ~425 nm when the BBIR wavelength was tuned to 3.3 m and 7.4 m, 
respectively.  With this configuration, the error in determining time zero was calculated to be 
approximately  100 fs. 
 An inert-atmosphere was generated around the samples by continually exposing them to a 
stream of argon during the data collection.  This process was thought to lengthen the monolayer 
lifetime before degradation through removal of ozone near the sample surface.  In order to avoid 
multiple-pulse optical damage to the sample, it was kept in continuous motion using a motorized 
xy stage during collection of the SFG transients. The velocity of translation needed to be fast 
enough to flash-heat a fresh region of sample on every laser shot.  The specific rastering and data 
collection parameters will be discussed in the following section. 
 
63 
 
3.5 Sample Stage Motions 
 
Both the flash-heating and shock compression experiments required the samples to be quickly 
rastered so a fresh area was exposed for every laser shot.  Samples were mounted on a motorized 
xy stage, which consisted of two computer-controlled translation stages (Compumotor, Parker 
Hannifin Corp.) with independent servo motors and controllers (Gemini Servo, Parker Hannifin 
Corp.).  One stage was used to control the vertical motion and the other the horizontal. 
 In the flash-heating experiments, the sample needed to be continuously moved to prevent 
multi-pulse optical damage of the monolayer and/or the substrate.  It was impractical to do this 
by xy rastering, since extreme accelerations would be needed at the end of each line as the 
direction of the scan was reversed.  Instead the Lissajous pattern shown in Figure 3.7b was used.  
The Lissajous pattern did a reasonable job of filling the area of the square sample and required 
only gradual accelerations of the stepper motors.  The xy stage was driven into this pattern via a 
computer script, written by Alexei Lagutchev, which can be found in the Appendix of this thesis.  
To attain this pattern, each directional stage was driven in a sinusoidal motion with slightly offset 
frequencies.  With small adjustments in the ratio of these frequencies, keeping the ratio close to 
unity, the desired pattern was produced and the majority of the sample area was probed.  The 
velocity of the stage was set to be slightly greater than 50 cm/s.  Based on the 1 kHz frequency 
of laser shots, 1 ms division between shots, this velocity produced a ~500 m separation between 
laser shots, sufficient to avoid multi-shot degradation. 
 The collection of the SFG probe-flash-heating pump transients was completely automated 
and was independent of the Lissajous rastering program.  The data collection computer script, 
originally written by Jeffrey Carter and then modified for the experiments presented in this 
thesis, can be viewed in the Appendix.  In brief, while the sample was in motion, the data 
collection program controlled the pump delay line, pump shutter and the data collection/readout 
software.  Initially, the delay line was ‘homed’ or positioned so that the first pump-probe delay 
was 3.5 ps.  The program then collected a reference spectrum by using the shutter to block the 
flash-heating pulses.  A pumped spectrum was then acquired after opening of this shutter.  The 
pump-probe delay was adjusted and the cycle was repeated until the entire transient was 
collected.  A reference spectrum was collected before each pumped spectrum to monitor sample 
degradation and laser power variance.  Each SFG spectra was acquired with 5 s integration times 
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(5 x 10
3
 shots) at each time delay.  There were ~70 delay times in each SFG transient, and the 
data displayed in this thesis were the linear average of at least 5 transients.  Thus, each SFG data 
set involved acquisition of 12 x 106 laser shots. 
 
 
 
Figure 3.8:  Shock Target after Laser-Driven Shock Loading – As shown, each 
distinct spot on the grid-like pattern within this substrate represents exposure to a 
single drive pulse.  Collection of a single pump-probe delay requires signal 
accumulation over nine rows or ~830 laser shots.  A total of nine delays can be 
acquired from one shock target. 
 
 The sample motion of shock targets was much different due to the fact that each exposed 
spot was destroyed after the laser shot and thus not usable again.  It should be noted that the 
destruction of the exposed area resulted from plasma breakthrough and occurred nanoseconds 
after time zero, a much longer time scale than SFG transient collection.  Also, unlike the flash-
heating experiments, the sample motion and data collection were encompassed within a single 
computer program, see Appendix.  The sample motion employed in these experiments utilized 
simple xy rastering, i.e. the sample was translated horizontally until the edge of the substrate was 
reached, the vertical position was slightly shifted and the horizontal direction was reversed.  To 
minimize stage velocities, the laser repetition rate needed to be lowered for adequate spot 
separation on the sample.  An optical chopper wheel (Optical Chopper MC1000A, Thor Labs 
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Inc.) was positioned in the path of both pump and probe beams, at the output of the CPA, which 
reduced the laser repetition rate from 1 kHz to 100 Hz, or a laser pulse every 10 ms.  Care 
needed to be taken when triggering this chopper wheel such that pulses were not clipped by the 
chopper and a consistent 100 Hz output was achieved. 
 Collection of the SFG transient was completely automated via a computer script which 
remotely controlled the pump-probe delay line, pump shutter, xy translation stage, and data 
collection/readout software.  A picture of a shock target after data collection can be viewed in 
Figure 3.8.  A brief synopsis of the data acquisition process follows.  After setting a specified 
pump-probe delay, the sample began rastering and a reference spectrum was collected.  Once 
obtained, the sample then returned to the starting position of this scan so that a pumped spectrum 
could be acquired from the same sample area.  Each spectrum was acquired with a 17 s 
integration time.  Once both spectra were collected, the stage was then positioned to expose a 
fresh region of sample, vertically shifted from the previous scans, and the process was repeated 
at a new pump-probe delay.  As shown in Figure 3.8, each spectrum was obtained by acquiring 
over nine horizontal rows on the sample, approximately 830 laser shots per delay.  The low 
number of shots, as compared to the flash-heating studies, required the monolayer transitions to 
have a strong SFG cross-sections.  The symmetric nitro stretch of NBT and NBA had fairly large 
Raman polarizabilities, which resulted in adequate signal for these studies.  In addition, only nine 
pump-probe delays were able to be obtained on a given target.  Collection of an entire SFG 
transient therefore required multiple targets, each with a given pump-probe delay range. 
 
3.6 Thermoreflectance Experiments 
 
To better understand the molecular dynamics observed during flash-heating studies, 
thermoreflectance experiments were undertaken to monitor the Au surface temperature during 
exposure to femtosecond heating pulses.  The samples employed in these studies were the flash-
heating substrates (without SAM) from which the SFG transients were collected, see §3.2.  For 
consistency between experiments, the flash-heating pump pulses also matched the specifications 
from the ultrafast heating experiments, refer to §3.4.  In fact, the only difference between these 
studies was the probing methodology.  Instead of using vibrational SFG spectroscopy to probe 
molecular dynamics during flash-heating, a femtosecond white-light continuum was employed to 
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monitor the Au reflectance change, which was related to the metal surface temperature.  The 
following section will describe the dual-beam white-light generation procedure. 
 
 
 
Figure 3.9:  Generation of a Femtosecond White-Light Continuum – (a)  The 800 
nm, 110 fs probe beam utilized to produce NBVIS pulses was redirected prior to 
passing through the étalon and was sent through a variable attenuator, /2 waveplate 
and thin-film polarizer (TFP) combination.  The beam was focused into a sapphire 
window to produce the white-light (WL) continuum, which was collimated with a 
microscope objective.  (b) Spectrum of the WL continuum in the 475650 nm range. 
 
White-Light Continuum Generation 
 
Since SFG spectroscopy was not being utilized, the portion of the probe beam used to generate 
the NBVIS was redirected prior to passage through the Fabry-Perot étalon.  The beam was sent 
through an adjustable delay stage, akin to the short delay stage employed in the NBVIS optical 
line for nonresonant suppression, and passed through the optics for white-light continuum 
generation (Figure 3.9a).  The 800 nm, 110 fs pulses were sent through a variable attenuator, 
which consisted of a /2 waveplate and thin-film polarizer (TFP).  After attenuation, the pulses 
were focused with a 15 mm focal length lens into a 1 mm thick sapphire window (Al2O3).  As 
67 
 
long as the pulses were above a certain intensity threshold, white-light continuum generation 
occurred.  The white-light continuum produced from the sapphire window was quite divergent, 
so a 5x microscope objective was used to collect and collimate the light. 
There were three stages of white-light (WL) generation observed during adjustment of 
the input power, starting below the WL threshold.  As the power of the input beam was 
increased, a faint WL continuum was observed.  This output resulted from single-filament WL 
generation.  Further slight increases in the input power resulted in a much brighter beam with 
concentric rings of different colors, primarily shades of red, which resulted from stimulated 
Raman scattering.  Any further increase in input power resulted in interference by multifilament 
WL generation.  Though very beautiful due to the many colors generated and consistently 
changing, the output WL in this region was very unstable and could not be utilized in the 
experiments.  These studies utilized the more stable single-filament WL generation regime.  
Within these thermoreflectance experiments, the WL spectral range utilized was 475 nm – 650 
nm, based on the diffraction grating employed within the spectrograph.  Figure 3.9b displays the 
WL continuum spectrum after reflection from the Au surface of the sample.  Of some note, the 
spectral feature at ~560 nm was believed to have resulted from nonlinear processes such as 
stimulated Raman scattering. 
 
Data Collection 
 
After femtosecond WL continuum generation and collimation, the WL beam was sent through a 
50:50 beamsplitter to produce both a signal and reference beam.  Using a single 15 cm focal 
length lens, both beams were focused to the Au side of the flash-heating sample in a chevron 
arrangement, at an angle of 30º with respect to the surface normal.  The signal was spatially 
overlapped with the flash-heating pulse while the reference was spatially offset so it did not 
experience any temperature jump (T-jump).  Both beams had a diameter (1/e
2
) at the sample of 
~100 m.  Consequently, the WL probe beam spot-sizes were significantly smaller than that of 
the flash-heating beam (see §3.4).  Thus, the T-jump was approximately uniform across the 
entire probe beam, which was crucial due to the spatial chirp present in the probes as a result of 
the WL generation process.  The spot-size of the probe beams were checked using a variety of 
visible filters to ensure each color component was being well focused. 
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 The signal and reference beams, after reflection off the Au surface of the sample, were 
collected with two 15 cm focal length lenses and imaged 1:1 on the 300 m slit of the 
spectrograph.  After passage through the spectrograph, the signal and reference spectra were 
recorded simultaneously on the CCD array detector.  Both spectra had to be attenuated and well 
separated on the CCD to limit the amount of signal bleeding or cross-communication between 
the two.  The two spectra were typically separated by at least 50 pixels and the signal-reference 
bleeding was kept below 0.2%.  It should be noted that the size of the beams at the slit of the 
spectrograph was ~100 m.  The slit was widened due to imperfections in the planarity of the 
sample, which resulted in slight walking of the beams during rastering.  The slit size did impact 
the spectrograph’s spectral resolution, but it was not a factor in these experiments. 
 To spatially align the flash-heating and signal beams, a 500 m diameter pin-hole was 
placed in the sample plane and each beam was aligned through it.  To test the spatial overlap, a 
spare flash-heating substrate was substituted for the pin-hole, and the unattenuated flash-heating 
pulses blew a hole through the metal layers.  The signal beam was then checked for proper 
alignment through this hole. 
 The final step prior to data collection was temporally overlapping the signal and flash-
heating pulses or finding time zero.  Time zero in these reflectance experiments was defined as 
the time the 600 nm component of the WL continuum and the flash-heating pulses 
simultaneously arrived at the sample.  To accomplish this, the lens and microscope objective 
employed in the WL generation setup were removed.  Consequently, no WL generation occurred 
and the input 800 nm, 110 fs light was focused along the signal beam path to the sample plane.  
The nonlinear LiNbO3 slide, discussed in §3.3, was then placed in the sample holder.  Though 
not employed in the actual experiments, the OPA was utilized to produce BBIR pulses at 3.3 m.  
The BBIR pulses were spatially overlapped with the flash-heating and signal pulses on the 
nonlinear slide.  Temporal overlap between the BBIR and signal pulses was achieved by 
maximizing sum-frequency signal at ~650 nm through adjustment of the signal delay.  In a 
similar fashion, temporal overlap between the BBIR and flash-heating pulses was achieved by 
varying the delay of the flash-heating pulses to maximize sum-frequency generation at ~650 nm 
or difference-frequency generation at ~460 nm when using 800 nm or 400 nm heating pulses, 
respectively.  The signal and flash-heating pulses, having been synchronized with common third 
pulse, were thus overlapped themselves.  Optics were then reinserted for WL continuum 
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generation.  Calculation of the additional delay for the 600 nm portion of the continuum, using 
the known refractive indices of the inserted optics, was performed, and a ~24 ps delay for the 
flash-heating pulses was applied to compensate for this extra path length. 
 During data collection, the samples were kept in continual motion to prevent multi-pulse 
optical damage. A Lissajous pattern was utilized and is described in §3.5.  A computer-script, see 
Appendix, was employed to automate the data collection process in similar fashion to the SFG 
transient data collection.  However, two spectra, signal and reference, were obtained during 
every acquisition.  The script took an unpumped acquisition,  with the shutter blocking the flash-
heating pulses, prior to every pumped acquisition, with shutter open.  This was to keep track of 
sample degradation and laser power variances.  In addition, acquiring two spectra simultaneously 
per acquisition resulted in much cleaner data due to flash-heating effects being decoupled from 
laser power fluctuations.  Five unpumped and pumped acquisitions, each with an integration time 
of 1 s, were taken at every pump-probe delay to form a reflectivity transient.  The data presented 
in this thesis were the linear average of at least 5 such transients.  Thus, signal averaging for the 
reflectance transients used the same protocol as the SFG flash-heating transients. 
 
Thermoreflectance Calibration 
 
The dynamic reflectance transients obtained needed to be calibrated such that a given reflectance 
change could be correlated with a known Au surface temperature.  Flash-heating samples 
without monolayer were placed in the home-built ceramic heating unit shown in Figure 3.10.  As 
highlighted in this figure, a coil of resistance heating wire (NI60, Omega Engineering Inc.) was 
employed to heat the sample.  The 26 gauge wire had an elemental composition of 60% nickel, 
16% chromium and 24% iron.  These specifications led to a resistance of ~2.7  per foot at room 
temperature.  Consequently, passage of 2.5 amperes through this wire resistively heated it by 400 
ºC.  In these experiments, a variable autotransformer (Adjust-A-Volt Type 500B, STACO Inc.) 
supplied the electric current, resulting in sample temperature elevation.  This specific 
autotransformer utilized a 120 V input and outputted 0 V – 140 V at 7.5 amperes.  A 
thermocouple (Omega Engineering, Inc.), in conjunction with a multimeter (Test Bench 390, 
B&K Precision Corp.), was placed on the Au surface of the sample to monitor the surface 
temperature during the heating process. 
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Figure 3.10:  Calibration of Au Reflectance Changes with Temperature – This 
home-built ceramic heating unit was employed to slowly heat the sample by ~12 K 
per minute.  A coil of wire within the unit was resistively heated, and the sample was 
placed in direct contact with these wires.  By means of a thermocouple, known Au 
surface temperatures could then be correlated with changes observed in the reflected 
WL continuum. 
 
 The signal portion of the generated WL continuum was reflected of the Au surface in the 
same geometry described in the dynamic thermoreflectance experiments.  In contrast, the 
reference was directed right into the spectrograph, which again had a slit width of 300 m.  The 
signal and reference spectra needed to be attenuated and spatially separated on the CCD to 
minimize signal bleed between the two.  Parameters employed in the previous studies were 
utilized.  By again simultaneously acquiring both spectra, laser fluctuations could be decoupled 
from reflectance changes in the signal spectrum resulting from sample heating.  Each acquisition 
employed a 1 s integration time, and a hundred acquisitions were averaged together for a given 
sample temperature.  Sample temperature was varied between 25 ºC and 500 ºC, and reflectance 
changes were monitored with respect to the room temperature.  Using this technique, calibration 
of reflectance changes to known Au surface temperatures was achieved. 
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Laser-Driven Shock Compression of 
Molecular Monolayers* 
 
4.1 Laser-Driven Shock Waves 
 
Shock loading, as described in Chapter 1, provides a means to attain extreme conditions of high 
pressure, density and temperature within condensed materials.
3,4
  The rapid onset of these 
conditions, where “rapid” can correspond to the picosecond time scale as in these studies, 
permits investigation into phase transitions
5-7
 and chemical reactions
8-10
 induced by the shock 
wave.  Utilizing these characteristics, shock compression experiments have been employed to 
study material properties as early as 1955.
11
 
 A common convention in shock loading experiments is to generate shock waves via 
ultrafast, high energy laser pulses.  Typically, large laser facilities are utilized to generate these 
pulses, such as the Janus and National Ignition laser facilities at Lawrence Livermore National 
Laboratory as well as the OMEGA laser facility at the University of Rochester.  Using these 
types of facilities, laser intensities at the sample are able to approach 10
13
-10
14
 W cm
-2
.
12,13
  As a 
result, pressures in the terapascal (TPa) regime can be produced, which is equivalent to 
conditions within planetary cores.
12-15
  However, these facilities are very expensive to operate 
and only a maximum of a few shots can be fired every day.  These conditions were not 
acceptable for the work carried out in this thesis, where signal averaging was essential due to the 
small number of molecules being probed. 
 There is currently an emergence of high repetition table-top laser systems being 
employed for laser-driven shock compression studies.
16-20
  These systems offer the advantages of 
being able to produce a large number of shots within a single day and at a relatively low cost.  
However, there are such drawbacks as not being able to reach the pressures attained in the large 
facilities.  Typical pressures generated with table-top laser-driven shock waves are in the 10-100 
gigapascal (GPa) range, where 1 GPa ~ 1 x 10
4
 atm. The laser system employed in this thesis 
73 
 
was capable of producing approximately 100 shots per second with peak stresses in the few GPa 
range.  Consequently, signal accumulation and averaging across many multiple shots was 
possible and permitted the studies presented in the coming sections of this chapter. 
 
 
 
Figure 4.1:  Shock Targets Utilizing Au-NBT SAMs – In these shock targets, 10 
nm or 75 nm (shown here) layers of Au were utilized. SAMs of 4-
nitrobenzenethiolate (NBT) were then adsorbed to the Au surface.  The poly(methyl) 
methacrylate film (PMMA) was spin-coated over the monolayer for shock 
confinement.  A ~10 ps laser drive pulse was used to shock compress the SAM, and 
monolayer dynamics were monitored with vibrational SFG spectroscopy, which 
probed the symmetric nitro stretch of NBT (circled).
 
 
 Typically, the energy of the laser drive pulse is coupled into the target material via some 
ablative layer as shown in Figure 4.1.  In these samples, the ablative layer consisted of a CrNi 
or CrAl bilayer, where only a small percentage of the Ni or Al film thickness was utilized as 
displayed in the figure.  Application of picosecond duration pulses onto this ablative layer at 
fluences of ~0.5 J cm
-2
 resulted in generation of a confined expanding plasma.
21-23
  The rapid 
expansion of this plasma imparted a great deal of force onto the surrounding metal layer, which 
resulted in its rapid compression.  This process drove the formation of a shock front propagating 
towards the self-assembled monolayer (SAM).  The duration and strength of the shock wave was 
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dependent on the duration and intensity of the laser pulse employed.
21
  As discussed in §3.3, the 
spatial intensity profile of the laser drive pulse was shaped into a top-hat profile in an effort to 
generate a uniform shock front.  In other words, this intensity profile was designed so that every 
molecule of the probed monolayer experienced approximately the same stress from the shock 
loading event. 
 
4.2 Prior Work and Motivation 
 
Rapid improvements in reactive molecular shock simulation technologies
24-26
 created a need for 
experimental methods for the critical assessment of these simulations.  Critical assessment means 
the simulation is tested not only be a few macroscopic properties, such as detonation velocity, 
but by the detailed time evolution of the microscopic molecular states.  Molecules such as 
nitroaromatics found in high explosives are of particular interest.  Any conventional shock 
experiment on a bulk material is unable to distinguish among molecules located in different 
molecular layers a short distance behind the shock front.
27
  For this reason, the Dlott group have 
been developing methods to study ultrafast shock compression of self-assembled molecular 
monolayers (SAMs).
28
  The monolayer was embedded in an impedance-matched sandwich, see 
Figure 4.1, and it had a spectroscopically distinct tag, say a nitro group, which is characteristic of 
that monolayer.  A second, adjacent layer of different molecules may also be employed to study 
interactions between the two layers. 
 Shock monolayer spectroscopy has the potential to provide information with picosecond 
time resolution and sub-nanometer spatial resolution.  With a test bed of this type, it is possible 
to answer important questions about shock-molecule interactions, such as how does a shock 
pump energy into different parts of a molecule and how does this depend on molecule-shock 
orientation, etc.
28
  The overarching goal of this work was to understand the shock initiation and 
thermal degradation of molecular explosives, such as octahydro-1,3,5,7-tetranitro-1,3,4,5-
tetrazocine (HMX), as shown in Chapter 7.  Specifically, for shock compression, what are the 
first molecular bond-breaking events?  This question has primarily been probed theoretically,
25
 
where it was shown that NO2 and/or HONO were the first molecular fragments released during 
shock compression of a common molecular explosive, RDX.  The work undertaken in this thesis 
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focuses on studying the shock compression of molecular explosives and their corresponding 
monolayer simulants on the same length and time scales as these atomistic simulations. 
 To gain insight in to the first bond-breaking events, molecules must be probed with 
picosecond temporal resolution.  However, shock velocities through a sample were on the order 
of a few km/s or a few nm/ps.
19,29
  Based on these shock velocities, the sample thickness, 
therefore, is the limiting factor for the time resolution of these experiments.  Consequently, 
samples must be nanometers thick in order to resolve picosecond dynamics during shock 
loading.  A sensitive probe technique must also be utilized to monitor such thin layers.  In this 
thesis, broadband multiplex vibrational SFG spectroscopy with nonresonant suppression was 
employed to probe vibrational transitions, specifically nitro stretching transitions, of the thin 
layers.  The temporal resolution in these experiments was determined to be ~1 ps.   
 To develop the shock compression technique and maintain the highest temporal 
resolution possible, a model system was first studied, consisting of a SAM of molecular 
explosive simulants adsorbed to metallic substrates as shown in Figure 4.1.  It should be noted 
that due to the relatively low number of laser shots employed in these experiments, the SFG-
active transition being probed must have a fairly large cross-section if any reasonable amount of 
SFG signal is expected.  The symmetric nitro stretch, s(NO2) of the molecular explosive 
simulant NBT monitored in these studies provided adequate signal. 
 As previously described, the primary obstacle in such experiments was the difficulty of 
probing a molecular monolayer on the requisite time scale.  In 2005, the Dlott group realized the 
shock monolayer concept using vibrational SFG to monitor shocked monolayers of long alkane 
chains or benzene groups anchored to a metal thin film.
27,30,31
  The experiments were difficult 
and led to the shock pressure and duration being small and the signal-to-noise ratios being poor.  
The laser drive pulses utilized were ~150 fs, which resulted in the minimal shock durations.  The 
alkane chains responded to ~1 GPa shocks by developing gauche defects in the all-trans 
chains.
27
  However, no shock-induced vibrational blue shift was observed.  The shock targets in 
these studies looked identical to that shown in Figure 4.1, except for the alkanethiolate 
monolayer and the shock confinement layer, which will be discussed in the following section.  
To better understand shock-induced chemical reactions on the picosecond time scale and in 
molecular layers closely related to molecular explosives, i.e. explosive simulant monolayers,
2
 the 
alkanethiolate in these early studies was replaced by a monolayer of 4-nitrobenzenthiolate (NBT, 
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Figure 4.1).  Since the time of these first experiments, many improvements, some seminal and 
some incremental, were also made in the experimental setup, which greatly advanced this 
technique.  These improvements will be discussed in the following section. 
 
4.3 Experimental Improvements 
 
There were five notable improvements to the experimental setup as compared to the initial 
studies.  Firstly, instead of compressing the entire Ti:sapphire chirped pulse amplifier (CPA) 
output and splitting it into shock drive and probe beams, a separate compressor was utilized for 
the drive pulses.  This addition allowed the drive pulse duration to be varied from 100 fs to 
greater than 10 ps.  As a result, the duration of the shock could be lengthened if desired.  
Secondly, the drive pulse energy was increased three-fold to approximately 0.5 mJ, which 
allowed greater shock compression of the monolayer.  Thirdly, a beam shaper was utilized to 
convert the drive beam spatial intensity profile into a top-hat, which resulted in the creation of a 
uniform shock front and thusly uniformly shock loading of the entire region of probed 
molecules.  Fourthly, compared to the initial experimental setup, the system described in Chapter 
3 generated a much more intense monolayer SFG spectrum with a greatly-reduced background 
due to nonresonant suppression.
32
  This enhanced spectrum was in part due to the probed 
transition, s(NO2), which had a much larger SFG cross-section, but the primary factor was due 
to changes in the shock confinement layer as described below.  Finally, the addition of a pulse 
picker between the two amplification stages of the CPA, see Chapter 3, led to the minimization 
of satellite pulses.  Such satellites if present with the primary drive pulse, would lead to the 
generation of secondary shock waves during the experiment.  As a result, studies would 
unknowingly involve multi-stage shock compression. 
 The most notable improvement was in the redesign of the shock confinement layer.  This 
inertial confinement layer was chosen to have good impedance matching with the metal-
monolayer film and also to be transparent with regards to the probe pulses.  The generated shock 
waves would propagate across the monolayer, impart a stress onto the probed molecules and 
continue traveling into the confinement layer.  It was essential to provide a thick enough 
confinement layer such that reflected shock waves after reaching the edge of the sample would 
not return to the monolayer prior to the end of the experiment.  In other words, at shock 
77 
 
velocities of say 5 nm/ps, a confinement layer that was 2 m thick would provide 800 ps of delay 
between the initial monolayer shock loading and the return of the shock wave. 
 Originally, a CaF2 window on-top of a layer of deuterated ethylene glycol contact liquid 
was employed as the shock confinement layer.
27
  The drawbacks from such a method were 
distortion of the probe pulses by the 3 mm thick window,
28
 the inability to precisely control the 
liquid layer thickness and the trouble of replacing the windows between scans.  In replacement of 
this confinement layer, a spin-coated film of poly(methyl) methacrylate (PMMA), 4.5 m thick, 
was utilized.  PMMA would not stick to the oily alkanethiolate monolayers employed 
previously, but the more polar NBT worked quite well at sticking the PMMA to the sample 
surface.  Having a micron-thick confinement layer offered great improvement in the SFG spectra 
through its being completely transparent with regards to the probe pulses.  Furthermore, the 
usage of different polymer layers offers the distinct advantage of systematically varying the 
chemical interactions and polarity differences between the NBT monolayer and adjacent 
polymer.  As a result, the shock-induced chemistry could possibly be altered depending on the 
starting conditions of the monolayer-polymer interaction. 
 
4.4 Results 
 
The first shock targets studied can be viewed in Figure 4.1, which consisted of the following 
material layers:  glass-Cr-Ni-Au-NBT-PMMA.  The Ni layer was a good shock impedance 
match to the Au film
33
 and acted as a barrier to ballistic electrons
34
 generated during the 
incidence of the drive pulse, which could possibly cause undesired electron preheating of the 
monolayer, see Chapter 5 and 6.  Figure 4.2 shows data obtained from the symmetric nitro 
stretching transition, s(NO2), near 1335 cm
-1
 during shock compression of NBT at a drive pulse 
fluence of 0.5 J cm
-2
.  Although appreciatively enhanced in future work, these first studies 
demonstrated a high signal-to-noise ratio, > 100, as compared to the preliminary work.  Within 
this chapter, time t = 0 corresponded to the shock drive pulse arrival, along with the BBIR probe 
pulse, at the sample;  the shock reached the NBT monolayer about 45 ps later, which was the 
time for shock formation and propagation through 375 nm of Ni and Au layers.  When the shock 
arrived, it caused a sudden loss in SFG intensity, with a rise time tr = 12 ps, and a peak blue shift, 
or increase in frequency, in the probed transition of 1.6 cm
-1
.  The intensity loss partially 
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recovered but not entirely at the longest times studied in this particular experiment, ~60 ps after 
shock arrival.  Due to the noise in the experiment, no estimate in the duration of the SFG 
intensity loss plateau, prior to signal recovery, was attempted. 
 
 
 
Figure 4.2:  Shock Loading of NBT SAMs Adsorbed on 75 nm Au – SFG spectra 
are shown from the symmetric nitro stretch of NBT during shock loading.  Shock 
targets from Figure 4.1 were used with a 75 nm Au layer, and the laser drive pulse 
fluence was ~0.5 J cm
-2
.  The inset shows the integrated area versus time, where t = 0 
denotes laser drive pulse arrival at the sample.  The shock arrival at the monolayer is 
at ~45 ps.  A 1.6 cm
-1
 blue shift is observed. Reproduced with permission, copyright 
2012 AIP Publishing LLC.
1
 
 
It should be noted that for all experiments described in this chapter, the duration of the 
study could be extended between 400 ps to 500 ps after time zero.  After this period, 
breakthrough of the laser-driven expanding plasma occurred and the monolayer was destroyed in 
that specific region of the substrate.  Also, the nonresonant spectrum from the Au metal surface 
minimally changed during arrival of the shock front, indicating that observed dynamics in the 
s(NO2) SFG signal were not resulting solely from changes in the Fresnel coefficients of the 
metal layer during compression.  In other words, the Au reflectivity pressure coefficient at the 
wavelengths of interest was determined to be small for these shock targets. 
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Figure 4.3:  Shock Compression of NBT SAMs Adsorbed on 10 nm Au – SFG 
spectra are again shown from the symmetric nitro stretch of NBT during shock 
loading.  Shock targets from Figure 4.1 were used with a 10 nm Au layer, and the 
laser drive pulse fluence was ~0.5 J cm
-2
.  The inset shows the integrated area versus 
time.  The shock arrival at the monolayer is at ~30 ps.  A 2.3 cm
-1
 blue shift is 
observed during loading of the monolayer. 
 
 In this initial monolayer shock experiment,
1
 thiol-on-Au monolayers were formed using 
NBT.  Unfortunately, Au is a poor impedance match to the SAM and PMMA layers, which 
greatly limited the shock pressure transmitted to the monolayer.
33
  In an effort to counteract this 
effect, the Au film thickness was reduced to 10 nm, while the other material layers were kept the 
same as in the previous study.  Shock waves reflected from the Au-SAM interface would 
therefore take a shorter time before returning back to this interface, say a 4 ps round-trip through 
the Au film at a shock velocity of 5 nm/ps.  As a result, the shock pressure transmitted to the 
monolayer should be increased with the return of the reflected shock back to the Au-SAM 
interface.  Figure 4.3 shows data obtained from this new shock target, again probing the s(NO2) 
transition near 1335 cm
-1
 during the shock loading of NBT with a drive pulse fluence of 0.5 J 
cm
-2
.  The signal-to-noise ratio was greatly enhanced through increase in the probe beam 
energies, though care was needed so as to not damage the monolayer with probe beams during 
the collection of reference spectra prior to acquisition of the shock compression data.  The shock 
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reached the monolayer 30 ps after time zero, which corresponded again to the time for shock 
formation and propagation through the thinner layer of metals.  Shock arrival caused a sudden 
loss in SFG intensity, with tr = 13 ps, and a peak blue shift in the transition of 2.3 cm
-1
.  In a 
similar manner to the previous study, the SFG intensity loss partially recovered at the longest 
times studied in this experiment.  The duration of the plateau observed in the region of maximum 
SFG signal loss was measured to be 10 ps. 
 
 
 
Figure 4.4:  Shock Targets Utilizing Al-NBA SAMs – In these shock targets, a 300 
nm Al film replaced the NiAu bilayers previously used.  The Al film provided a 
much better impedance match with the SAM-PMMA layers.  SAMs of 4-
nitrobenzoate (NBA) were adsorbed to the Al.  A ~10 ps laser drive pulse was used to 
shock compress the SAM, and monolayer dynamics were monitored with vibrational 
SFG spectroscopy, which probed the symmetric nitro stretch of NBA (circled).
 
 
 As previously stated, Au was a poor impedance match to the SAM-polymer layers, which 
greatly limited the shock pressure transmitted to the monolayer.  Another technique to counteract 
this effect was through the replacement of the Ni and Au layers with a single aluminum, Al, film, 
which provided a much better impedance match.
33
  Due to thiol-based monolayers not forming 
readily on Al surfaces, the SAM was bound to Al via a carboxylate group.  4-nitrobenzoic acid 
was employed to form the self-assembled monolayer.  This compound adsorbed to the Al surface 
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through loss of its proton to form a 4-nitrobenzoate (NBA, Figure 4.4) monolayer with a 
bridging surface coordination structure.
35
  The fabricated shock targets can be viewed in Figure 
4.4 and consisted of the following material layers:  glass-Cr-Al-NBA-PMMA.  SFG transients 
are shown in Figure 4.5 for the shock loading of an NBA monolayer, on Al, with a PMMA 
overcoat at two different drive pulse fluences.  The symmetric nitro stretching vibration, 
s(NO2), of NBA was probed near 1335 cm
-1
.  It should be noted that the signal-to-noise in these 
studies was worse than the previous experiment due to the more uniform, densely-packed 
structure of thiol-on-Au monolayers. 
 
 
 
Figure 4.5:  Shock Loading of NBA SAMs Adsorbed on Aluminum – SFG 
transients are shown when probing the s(NO2) transition of NBA (see inset) during 
shock compression at two different drive fluences. Shock tilted the monolayer 
molecules away from surface normal.  Tilting was elastic and recovered completely 
after shock unloading with the lower drive pulse fluence.  Higher fluences yielded 
incomplete SFG signal recovery.  Reproduced with permission, copyright 2014 IOP 
Publishing.
2 
 
 As with all other studies, SFG intensity transients demonstrated a loss-plateau-recovery 
structure.  The delay between time zero, when drive pulses arrived at the substrate, and the signal 
loss was caused by the shock formation and propagation through the metal film.  Shock arrival at 
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the monolayer was determined to be 30 ps and 12 ps after time zero for drive pulse fluences of 
0.3 J cm
-2
 and 0.5 J cm
-2
, respectively, indicating an increase in shock velocity with fluence.  
Rise times tr for the signal loss were 13 ps and 15 ps for the lower and higher fluence drive 
pulses.  Both were slightly less than the drive pulse duration (1/e
2
 points) of 17 ps, corresponding 
to a full-width at half-maximum of 10 ps.  Duration of the plateau increased from 10 ps to 18 ps 
with increased fluence.  At 0.3 J cm
-2
, the SFG intensity recovery was found to be almost fully 
elastic.  However, an enduring deformation was observed at 0.5 J cm
-2
.  At the highest drive 
pulse fluence, a peak blue shift in the probed transition of 3.5 cm
-1
 was observed (Figure 4.6c). 
 
 
 
Figure 4.6:  Pressure Determination during SAM Shock Compression – (a)  SiC 
high pressure cell with a surface-enhanced Raman scattering (SERs) substrate used to 
amplify NBT monolayer signal.  (b)  Calibrating the s(NO2) frequency shift to a 
known pressure using hydrostatic measurements.  (c)  Spectra of the shock loaded 
NBA SAM with indicated frequency shift at the highest drive pulse fluence.  (a) and 
(b) reproduced with permission, copyright 2011 Elsevier.
36
  (c) reproduced with 
permission, copyright 2014 IOP Publishing.
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4.5 Discussion 
 
Shock pressures in the targets were first estimated based on data from the David Moore group at 
Los Alamos National Laboratory, who used a similar apparatus to study shocks with ultrafast 
interferometry as a function of drive pulse intensity and layer thickness.
19,21
  Utilizing this data, 
at drive pulse fluences of 0.5 J cm
-2
 for the glass-Cr-Ni-Au-NBT-PMMA targets,  pressures of 
13 GPa and 17 GPa and were estimated in the Ni and Au layers, respectively.  These pressures 
corresponded to shock velocities of 5 nm/ps and 3.5 nm/ps, respectively.  Correlation of the 
pressures to known shock velocities in the materials was based on Hugoniot measurements 
performed at Los Alamos National Laboratory.
33
  The fairly large shock pressure in the Au 
dropped by an order of magnitude to 1.7 GPa in the NBT SAM and PMMA layer, which 
corresponded to a shock velocity of 3.4 nm/ps.  This drop in shock pressure resulted from the 
poor impedance match between the Au and monolayer.  Utilizing the Moore group data, at drive 
pulse fluences of 0.5 J cm
-2
 for the glass-Cr-Al-NBA-PMMA targets, pressures of 13.1 GPa were 
estimated in the Al layer, which corresponded to a shock velocity of 6.3 nm/ps.  Due to the better 
impedance match between the Al and monolayer, a shock pressure in the NBA SAM and PMMA 
layer was estimated to be 5.6 GPa, resulting in a shock velocity of 4.2 nm/ps. 
 Although these calculations provided a great preliminary estimation of shock pressures in 
the monolayer, it was desired to directly measure pressures during the shock compression 
experiments.  To this effect, the pressure-induced frequency shifts of the s(NO2) transition were 
utilized to calibrate uniaxial stresses during the shock loading studies.  The pressure-induced 
frequency shifts of the nitro group transitions of an NBT SAM were monitored during 
hydrostatic compression in a SiC anvil cell,
1,2,36
 which is depicted in Figure 4.6a.  This work was 
pioneered by Kathryn Brown and Yuanxi Fu in the Dlott group and was the first of its kind in the 
world.  SiC was used rather than the conventional diamond due to the overlap between the 
diamond phonon and the nitro vibration.  Because samples were monolayers, the underlying 
metal substrate on which the SAM was grown upon was fabricated with a nanoscale texture, 550 
nm hemispheres, that amplified the Raman signal by ~10
6
 via surface-enhanced Raman 
scattering.
37
  The cell was loaded with argon hydrostatic pressure medium, and the Raman signal 
was collected as a function of static pressure, which was calibrated based on the fluorescence of 
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ruby chips within the high pressure cell.  A linear fit to the s(NO2) frequency shift data in Figure 
4.6b yielded a 2.1 cm
-1
 blue shift per GPa. 
 Utilizing these results, the peak blue shifts observed in the s(NO2) transition during  the 
shock compression studies could be correlated with a known pressure on the monolayer.  For the 
first two studies, those utilizing an Au layer, pressures of 0.8 GPa and 1.1 GPa were estimated 
based on blue shifts of 1.6 cm
-1
 and 2.3 cm
-1
.  These pressure determinations were for the 
experiments utilizing the 75 nm layer of Au and 10 nm layer of Au, respectively.  As a result, the 
thinning of the Au film had a minimal but net positive effect on increasing the shock pressure 
transmitted to the monolayer as predicted.  For the NBA SAM shock loading study (Figure 4.6c), 
a peak blue shift of 3.5 cm
-1
 was observed, indicating a shock pressure of 1.7 GPa.  In 
conclusion, the Al layer provided better a better impedance match to the SAM and PMMA layer, 
which resulted in a better transmittance of shock pressure to the monolayer.  It should be noted 
that the measured pressures are quite lower than the values determined from the data of the 
David Moore group.  The pressure-induced frequency shift calibration studies were in fact 
performed on a nano-textured, hemispherical surface under conditions of hydrostatic 
compression, whereas the uniaxial shock compression studies were performed with the 
monolayer on a nominally flat surface interacting with the PMMA layer.  Correlation between 
these hydrostatic and uniaxial compression studies may not be as straightforward as indicated 
here.  Currently, work is underway in the Dlott Group to probe monolayers with vibrational SFG 
during compression in an anvil cell, which should provide pressure-induced frequency shift data 
more relatable to the presented shock loading studies. 
 The final portion of this section will focus on the NBA shock compression study, which 
is representative of the other studies mentioned in this chapter.  It should be noted that by 
comparison of the time-dependent SFG response and peak frequency shift of the s(NO2) 
transition of NBA during shock compression with that of flash-heating studies of NBT, as seen 
in Chapters 5 and 6, the response of NBA was interpreted as not arising from temperature jump 
effects.  The response of NBA to shock loading, as depicted in Figure 4.5, was interpreted as 
follows.  NBA adsorbed to Al with a bridging surface coordination structure.
35
  Based on SAMs 
of similar compositions, the NBA molecules were initially oriented at an ensemble-averaged 
angle of ~60 from surface normal.35,38  When the laser-driven shock reached the monolayer, the 
molecules were coherently tilted away from the surface normal, more parallel to the Al surface.  
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The dipole moments of the probed transition lost overlap with the polarized light of the SFG 
probing pulses, reducing the SFG signals.  For the drive pulse fluence of 0.5 J cm
-2
, the 
maximum loss in SFG signal intensity corresponded to a strain of 60%, or in other words, the 3.5 
Å thick monolayer was compressed to a thickness of 1.5 Å.  The corresponding strain rate was 4 
x 10
10
 s
-1
.  The almost-complete signal recovery after shock indicated the shock tilting was 
elastic for low drive pulse fluences. 
 The increased plateau duration and incomplete SFG signal recovery at higher fluence 
might arise from two possible mechanisms.  The first possibility was the tilt mechanism 
described above; where the enduring signal loss would be caused by the long-lasting deformation 
of the monolayer molecules, i.e. the molecules would be forced into a final configuration more 
parallel to the Al surface as compared to the initial state.  The second possibility was that some 
percentage of the nitro groups was dissociated by the shock front.  These possibilities will be 
investigated in future work as described in the following section. 
 
4.6 Summary and Future Implications 
 
Techniques were established for probing the shock compression of a single molecular monolayer 
with picosecond temporal resolution in an effort to understand shock compression dynamics and 
chemistry on a fundamental, molecular level.  By monitoring the symmetric nitro stretching 
transition, s(NO2), vibrational SFG spectroscopy was employed to probe, at a relatively high 
signal-to-noise, the dynamics of a self-assembled monolayer of NBT or NBA when subjected to 
shock loading to a few GPa.  Through optimization in the impedance match between the metal 
and molecular films on the shock targets, higher pressures within the monolayer were achieved.  
Calibration of the pressure jump was accomplished via hydrostatic pressure measurements in a 
SiC anvil cell.  The presented work validates utilizing these discussed techniques to study the 
shock initiation chemistry of thin films of molecular explosives on the picosecond time scale, see 
Chapter 7.  However, two issues presented themselves during these studies, and the remainder of 
this chapter will be spent towards their discussion. 
 Through a drive pulse fluence study during the NBA shock compression experiment, two 
different recovery processes were determined.  At low drive pulse fluences, an almost-complete 
SFG signal recovery after shock was observed, indicating the shock-induced coherent tilting of 
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the monolayer molecules was elastic.  However, at higher fluences, an incomplete SFG signal 
recovery was observed.  This effect was believed to arise from two possible mechanisms:  (1) a 
long-lasting deformation in the molecular monolayer resulting in their recovery to an ensemble-
averaged tilt angle more parallel to the metal surface than initially or (2) shock-induced 
chemistry involving the cleavage of nitro groups from the monolayer.  To distinguish between 
these two possibilities, one could possibly examine the dependence on the polarization of the 
SFG probe beams during a shock loading experiment.  The polarization of the probe beams could 
be rotated such that they were s-polarized or polarized parallel to the metal surface.  Shock 
compression of the monolayer molecules more parallel to the metal surface would then result in 
an enhancement in SFG signal intensity as a result of increasing the overlap between the 
polarized probe beams and the dipole moment of the s(NO2) transition.  If a percentage of the 
nitro groups from the monolayer were cleaved during shock compression, the remaining 
molecules would recover to their initial tilt angle, and as a result, the overall SFG intensity would 
experience a net loss due to the lower number of nitro groups.  However, if a long-lasting 
deformation in the monolayer were the dominant mechanism, the overall SFG intensity would 
experience a net increase due to final ensemble-averaged tilt angle being more parallel to the 
metal surface as compared to the initial angle.  Unfortunately, due to the monolayers being 
adsorbed on a metal surface, the SFG signal produced from s-polarized probe beams would most 
likely be insufficient for such an experiment, see Chapter 2.  The same logic applies for 
monitoring the as(NO2) transition of NBA, whose dipole is perpendicularly oriented to that of 
the s(NO2) mode.  The SFG cross-section of the as(NO2) transition is too small for the limited 
number of laser shots in these experiments. 
 So that p-polarized probe beams could still be utilized and sufficient SFG signal could be 
obtained, another experiment utilizing a slightly modified monolayer could be employed to 
distinguish between the two possible mechanisms.  A monolayer of 3-methyl-4-nitrobenzoate 
(readily available for purchase from Sigma-Aldrich Chemical Co.) would replace that of the 
already studied NBA SAM.  The new monolayer molecules would look identical to NBA (Figure 
4.4) but a methyl, CH3, group would be placed ortho to the nitro, NO2, group.  If the nitro group 
SFG signal, from the s(NO2) transition, vanished during shock compression but the methyl 
group SFG signal, from the symmetric methyl stretching s(CH3) transition, recovered, nitro 
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dissociation rather than the long-lasting tilt mechanism would be indicated.  Incomplete recovery 
in SFG signal from both transitions would be indicative of a long-lasting deformation. 
 The second issue apparent from the aforementioned studies is the low shock pressures 
determined within the monolayers.  Even though a great deal of progress in the detection of 
shock monolayers has been made, in order to observe shock-induced chemistry in real time for 
both molecular explosives and their respective simulants, shock pressures need to be increased to 
the greater-than 10 GPa range.  Studies by the David Moore group have demonstrated how such 
high-pressure shocks are generated with a table-top laser system,
21
 but required more pulse 
energy than the 0.5 mJ available from the current laser system. 
 
 
 
Figure 4.7:  Secondary Amplifier for Shock Compression Studies – This 
schematic details the workings of a 4-pass bowtie Ti:sapphire amplifier used to 
increase the drive pulse energies by over an order-of-magnitude.  In this diagram, the 
following nomenclature applies:  thin-film polarizer (TFP), beamsplitter (BS), folding 
mirror (FM) and pick-off mirror (PM).
 
 
To alleviate the pulse energy deficiencies, an additional 4-pass bowtie Ti:sapphire 
amplifier was designed and built.  This amplifier, shown in Figure 4.7, was developed and built 
from scratch, in-house with the help of Alexei Lagutchev.  A 0.2 J, 532 nm frequency-doubled 
Nd:YAG, neodymium-doped yttrium aluminum garnate, pump laser (Surelite II-10, Continuum) 
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with a ~5 ns (fwhm) pulse duration was used to pump both sides of a water-cooled Ti:sapphire 
crystal.  A 50:50 beamsplitter was utilized to divide the pump energy evenly between both sides 
of the crystal.  The repetition rate of the pump laser was 10 Hz, and the output of this laser went 
through an adjustable attenuator, which consisted of a /2 waveplate and thin-film polarizer 
(TFP) combination, for precise control of the pump energy.  The output beam from the chirped 
pulse amplifier (CPA) utilized for laser-driven shock wave generation, as seen in Figure 3.1, was 
directed into the secondary amplifier after passage through two optical chopper wheels (Optical 
Chopper MC1000A, Thor Labs Inc.) but without passage through the auxiliary compressor.  
Consequently, the positively-chirped input beam prior to amplification had a repetition rate of 10 
Hz with pulses having energies of 1 mJ and durations (fwhm) of 140 ps.  Care needed to be taken 
to temporally overlap the input pulses with the amplifier pump pulses and to avoid the damage 
threshold of the Ti:sapphire crystal. 
 
 
 
Figure 4.8:  Amplified Drive Pulse Frequency Shaping – The interference filter (-
shaper) shown in Figure 4.7 was employed to cleave the red or higher wavelength 
edge of the drive pulse spectrum.  Cleavage of the spectrum’s red edge for positively-
chirped laser drive pulses leads to the generation of steeper shock fronts.
21 
 
 The pulses to be amplified were sent through the pumped Ti:sapphire crystal twice in a 
bowtie configuration as shown in Figure 4.7.  The pulses then reached the folding mirror (FM), 
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which reflected the pulses directly back on themselves with a slight vertical offset downward.  
After making two more passes through the Ti:sapphire crystal, the amplified pulses exited the 
secondary amplifier where they were reflected off of a pick-off mirror (PM).  The PM consisted 
of a mirror with its upper hemisphere removed, so the input beam could be directed over the top 
of the mirror but the lower portion would reflect the slightly vertically offset amplified output.  
The secondary amplifier increased pulse energies by more than an order-of-magnitude.  Output 
pulses had energies of 11 mJ at a repetition rate of 10 Hz with durations (fwhm) of ~140 ps.  As 
in the previous studies, these amplified positively-chirped drive pulses would be utilized to 
generate laser-driven shock waves.   
 Prior to amplification, the pulses were sent through a frequency-shaping optic (-shaper), 
an interference filter that cleaved the red-edge or lower frequency edge of the pulse spectrum.  
As shown in Figure 4.8, usage of an interference filter produced a steep, sub-nanometer rise time 
edge on the lower frequency side of the spectrum as compared to the initial spectrum.  After 
amplification, the frequency-shaped spectrum displayed no significant differences in comparison 
to what was measured prior to amplification.   
 Introduction of this secondary amplifier resulted in three improvements to the shock drive 
pulses:  (1) an order-of-magnitude increase in pulse energy; (2) an order-of-magnitude increase 
in pulse duration, resulting from the employment of the positively-chirped CPA output without 
compression in the auxiliary compressor; and (3) a sharp edge on the lower frequency side of the 
pulse spectrum.  Stronger, longer duration shocks should result from application of these 
modified drive pulses for shock wave generation.  Furthermore, McGrane and co-workers
21
 have 
shown that by sharply cleaving the lower frequency edge of the drive pulse spectrum much 
steeper shock fronts could be generated, assuming the drive pulses were positively-chirped.  
These three improvements brought the drive pulse subsystem on par with the table-top systems 
employed within the David Moore group at Los Alamos National Laboratory.  In conclusion, the 
desired shock pressures within thin films of molecular explosives and their respective simulant 
monolayers should now be achievable and the resulting shock-induced chemistry should be able 
to be investigated with vibrational SFG spectroscopy.  On a side note, as described in Chapter 7, 
shock loading of preheated samples will be another methodology to induce chemistry through 
exploration of off-Hugoniot, pre-excited molecular states. 
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5 
 
Large-Amplitude Temperature Jumps on Au 
Surfaces* 
 
5.1 Two-Temperature Model 
 
Flash-heating of Au surfaces by ultrashort pulses of light has been studied extensively over the 
past 25 years using transient reflectance probes.
2,3
  Reflectance transients are sensitive to changes 
in the conduction electron densities caused by optical excitation and by heat.  Two-temperature 
models
4-7
 have been successful in describing the reflectance transients observed during flash-
heating.  Femtosecond pulses initially produce hot electrons, which thermalize amongst 
themselves in a few 10s to 100s of femtoseconds. These hot electrons then cool in a few 
picoseconds via electron-phonon coupling.  Because electronic heat capacities are much smaller 
than lattice heat capacities, the initial electron temperatures might reach 10
3
-10
4
 K before the hot 
electrons decay by heating the lattice. 
 When the magnitude of the temperature jump (T-jump) T is small, the hot electrons 
thermalize rapidly and heat the lattice with an ~1 ps time constant.
3
  When T is larger, the 
electron gas may not thermalize
8
 and the lattice heating slows down.
5,9
  It is noteworthy that 
when Au films are sub-100 nm thick, transport of the hot electrons equalizes the electron 
temperatures on both sides of the film prior to lattice heating.
2,10
  As a result, laser pulses give 
the same result if the flash-heat either side of the Au film.  In the experiments described in this 
chapter, the Au films were flash-heated by pulses passing through the glass substrates while the 
opposite side was probed.
1,11
  In this geometry, Au acted as a light shield that protected the self-
assembled monolayers (SAMs) and the spectrograph/CCD detection systems from the intense 
flash-heating pulses. 
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Figure 5.1:  Experimental Arrangement for Flash-Heating SAMs on Au Films – 
(a) In this depiction, vibrational SFG probes CH-stretch transitions of the terminal 
methyl groups (circled) of an ODT SAM.  BBIR and NBVIS are broadband IR and 
narrowband visible pulses.  Femtosecond flash-heating pulses were used to T-jump 
the Au layer.  (b) Lissajous pattern xy scanning of the substrate minimized 
accumulated optical damage by reducing multishot exposure.  Reproduced with 
permission, copyright 2013 AIP Publishing LLC.
1 
 
5.2 Prior Work and Motivation 
 
In this chapter, experimental methods will be described to probe vibrational transitions localized 
on specific parts of molecules adsorbed on Au films, which are subjected to calibrated ultrafast 
large-amplitude T-jumps, where T 175 K.  This methodology was introduced by the Dlott 
group in 2007,
11
 where it was employed to study heat transport along long-chain molecules 
adsorbed on Au surfaces.  In those experiments, the Au films were flash-heated by femtosecond 
800 nm (red) pulses.  Symmetric CH-stretch transitions s(CH3) of the terminal methyl groups of 
alkanethiolate (Au-S-(CH2)n-CH3) chains in the form of self-assembled monolayers were probed 
with broadband multiplex vibrational SFG spectroscopy,
11
 as shown in Figure 5.1.  By suddenly 
applying heat to the base of the chains, i.e. the Au-S linkages, while probing the ~0.15 nm thick 
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plane of the terminal methyl groups as a function of chain length, it was possible to determine 
two important parameters:  the velocity of ballistic vibrational energy propagation along the 
chains (~1 km/s) and the thermal conductance of an alkanethiolate chain at an Au interface (~50 
pW K
-1
).
11
  In subsequent experiments,
12-15
 a wider range of SAM structures were examined, 
including substituted benzenethiolates with structures such as Au-S-R1-(C6H4)-R2,
12,15
 where the 
R1 groups acted as variable spacers and the R2 groups as specific vibrational probes.  With those 
SAMs, the Dlott group demonstrated the importance of hot Au electrons during the early stages 
of the flash-heating process.
15
  The group demonstrated it was possible to use SFG to probe hot 
electron- and phonon-excited vibrations at multiple locations on the adsorbate molecules,
12
 and it 
was shown that the hot electrons excited atomic groups most effectively if they were no farther 
than 4-5 carbon atoms away from the metal surface.
15
 
 In the Dlott group 2007 alkane-chain 800 nm flash-heating experiments, the effects of hot 
electrons on the chains were not considered and the estimated T was in the range of hundreds 
of K.
11
  Those temperature estimates were based on the observation of laser damage to Au 
surfaces, which was assumed to be caused by melting.
11,13
  It was later realized that the damage 
was nonthermal in origin and a better temperature calibration method was needed.  Utilizing the 
thermoreflectance techniques developed in this chapter, the actual values of T with 800 nm 
flash-heating turned out to be closer to 35 K.
1
  However, during the earliest stages of the flash-
heating process, the atoms nearest the Au surface were pumped by both phonons and hot 
electrons, causing it to appear that the chains were reacting to much larger T-jumps.
15
 
 Motivated by those previous studies, this work set out to combine the aforementioned 
nonlinear vibrational spectroscopy methods the probe the adsorbate response with optical 
reflectivity measurements that probe the Au surface.  This combination allowed the production 
of calibrated ultrafast T-jumps and to separate the effects of electron and lattice heating on the 
adsorbates.  To overcome the difficulties posed by the small number of adsorbate molecules, 
several improvements in the SFG detection capabilities were made,
16
 most notably the 
development of nonresonant suppression methods.
17
  Nevertheless, extensive signal averaging 
(an hour or more at 1 kHz repetition rates) was needed, so techniques were developed, as 
described in Chapter 3, which allowed the repeated production and probing of large-amplitude T-
jumps without damaging either the Au films or the adsorbed SAMs. 
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 In the present study, two kinds of SAMs were reexamined:  4-nitrobenzenethiolate [NBT, 
Au-S-(C6H4)-NO2],
15
 where the probed nitro groups were four carbon atoms away from the 
metal surface, and 1-octadecanethiolate [ODT, Au-S-(CH2)17-CH3],
11,13,14
 where the probed 
terminal methyl groups were 17 carbon atoms away from the surface.  For NBT, the proximity of 
the nitro groups to the Au surface permitted excitation via both electrons and phonons.  Due to 
the lack of proximity of the ODT terminal methyl groups with the Au surface, excitation of these 
probed moieties occurred after a delay time to, which resulted from vibrational excitations that 
had to travel along the chains to the methyl groups after being generated by surface electrons and 
phonons heating a base region 4-5 carbon atoms in length.
11,15
  Some of the measurements 
described in this chapter were made using 800 nm (red) flash-heating pulses to produce T = 35 
K as employed in the previous works.
11-15
  In addition, 400 nm (blue) pulses were utilized, which 
are more strongly absorbed by Au, to make the same T = 35 K and also much larger-amplitude 
T-jumps where T = 175 K. 
 There are several motivations for studying large-amplitude T-jumps of molecular 
adsorbates, which are detailed in Chapter 1.  For example, large-amplitude surface temperature 
excursions are needed to trigger desorption, thermochemical reactions or interfacial material 
transformations.  It is also of interest to study the thermal conductance of long-chain molecules 
on metal surfaces with large temperature gradients within the context of molecular electronics.  
Again, Chapter 1 provides a much more detailed description of the motivations behind this 
research.  The rest of this chapter will present and discuss the generation of large-amplitude T-
jumps in Au films characterized by transient reflectivity.  Furthermore, adsorbate dynamics to 
these T-jumps will be described.  Through utilization of vibrational SFG spectroscopy to probe 
the nitro groups of NBT and the terminal methyl groups of ODT, adsorbate dynamics during T-
jumps of 35 K and 175 K will be ascertained. 
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Figure 5.2:  Reflectance Change of Au with Temperature – Au substrates heated 
to the indicated temperatures displayed wavelength-dependent reflectance changes.  
Although 530 nm has the largest reflectance change, the 600 nm portion of the white-
light continuum was used for transient temperature determinations due to its greater 
intensity.  Reproduced with permission, copyright 2013 AIP Publishing LLC.
1 
 
5.3 Results 
 
Chromium Adhesion Layer 
 
A diagram of the flash-heating sample is shown in Figure 5.1.  The sample consisted of a glass 
substrate coated by a 0.8 nm layer of Cr followed by a 50 nm film of Au, on which a SAM was 
deposited.  The Au film absorbance at 400 nm was about twenty times stronger than at 800 nm.  
Cr film absorption at both 400 nm and 800 nm was about as strong as Au at 400 nm.  With 800 
nm pumping, a significant fraction of the red light was absorbed in the Cr layer.
13
  This could 
slow down the T-jump process because heat flow from the Cr to Au could be inhibited at the 
CrAu interface.13  The Dlott group had previously shown that for Cr layers exceeding 2 nm in 
thickness, the time needed for thermal equilibration showed a noticeable increase.  To minimize 
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this effect, the samples employed in this thesis used Cr layers 0.8 nm thick, which was about the 
thinnest pinhole-free layer that could be fabricated.
13
 
 
 
 
Figure 5.3:  Transient Reflectance Changes from Flash-Heated Au Films – A 
CrAu sample without monolayer was flash-heated from ambient temperature by 200 
fs 400 nm (blue) pulses and the transient reflectance changes from the Au layer were 
measured.  The longer-time (> 20 ps) reflectance change at 600 nm gives T = 175 
K.  Note the nonlinear time axis.  Reproduced with permission, copyright 2013 AIP 
Publishing LLC.
1 
 
Au Surface Temperature Calibration 
 
To correlate transient reflectance measurements with known Au surface temperatures, 
temperature-dependent reflectance changes needed to be ascertained.  Reflectance data from a 
heated CrAu sample (no monolayer) are plotted in Figure 5.2.  When the samples were heated, 
there was a negative signal in the Drude region > 510 nm, a positive signal below 500 nm and 
minimal signal at 500 nm, near the interband transition edge.  The largest reflectivity changes 
were at 530 nm, but 600 nm gave the best signal-to-noise ratios, being close to the maximum of 
the white-light continuum spectral distribution.  Furthermore, the lower wavelength reflectance 
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data exhibited features arising from extraneous scattered light entering the signal 
collection/detection setup as a consequence of slight walking in the reflected white-light 
continuum during sample heating.  Linear fitting of the 600 nm data in Figure 5.2 yielded an 
optical thermometry equation: 
 
   
 
(      )         (     )             (5.1) 
 
which is in good agreement with the prior work of Beran,
18
 who did not use a Cr layer.  As a 
result, the Cr layer was not believed to affect the 600 nm reflectivity. 
 
Flash-Heating Reflectivity Transients 
 
Example transient reflectivity data are shown in Figure 5.3, where a CrAu substrate with no 
SAM was pumped by 400 nm pulses producing T = 175 K.  It should be noted that no 
compensation was made for the negative spectral chirp in the white-light continuum, which was 
less than 1 ps.  Negative spectral chirp infers that the lower wavelengths in the continuum 
arrived in time prior to the higher wavelengths.  Due to the 600 nm portion of the continuum 
being of primary concern, this chirp did not influence data obtained with this technique.   
 Some 600 nm reflectivity transients are displayed in Figure 5.4.  In Figure 5.4a, 800 nm 
and 400 nm pulse intensities were adjusted for T = 35 K.  All transients had an overshoot-
decay-plateau structure.  The overshoot and decay reflectances, caused by hot electrons, were not 
indicative of Au lattice temperatures.
3
  The plateau reflectances, where electrons and lattice were 
in equilibrium, were used to determine T from Equation 5.1.  Based on Au cooling into the 
glass via one-dimensional thermal diffusion, the plateaus were estimated to persist for ~10 s 
compared to 1 ms intervals between flash-heating pulses.
13
  Figure 5.4a shows that adsorbing an 
ODT SAM had no effect on the Au reflectivity transients, and this figure also demonstrates that 
equilibration was slightly faster with 400 nm pumping.  The decay time constants were 1.65 
(0.05) ps for 800 nm pumping and 1.25 (0.05) ps for 400 nm pumping. 
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Figure 5.4:  Reflectance Transients at 600 nm from Flash-Heated Au Films – T 
was determined from R/R in the plateau region using the calibration Equation 5.1.  
(a) A smaller-amplitude T-jump where T = 35 K was produced by either 800 nm or 
400 nm flash-heating pulses.  The electron-phonon equilibration time constant was 
1.25 ps with 400 nm and 1.65 ps with 800 nm pulses.  Adsorbed SAMs had no effect.  
(b) A T-jump transient with T = 175 K produced with 400 nm pulses.  The time 
constant for electron-phonon equilibration increased to 3.45 ps.  Reproduced with 
permission, copyright 2013 AIP Publishing LLC.
1 
 
 There were practical limitations to the size of T due to optical damage.  Even when 
single flash-heating pulses produced no Au damage, thousands of pulses created slight 
discoloration along the tracks of the laser beam in the Lissajous pattern shown in Figure 5.1.  
Thus, there were tradeoffs between increasing T and increasing the time available for signal 
averaging prior to Au/monolayer damage.  Even though 400 nm pulses could be used to create 
T = 500 K, the samples would be damaged quickly.  In the present experiments, signal 
averaging for an hour or more was necessary.  Conservative limits for T under those conditions 
were found to be where T = 35 K (800 nm pulses with J = 10.2 mJ cm-2) and T = 175 K (400 
nm pulses with J = 12.3 mJ cm
-2
). 
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 Figure 5.4b shows a reflectivity transient for a large-amplitude T-jump produced by 400 
nm pulses, with T = 175 K.  With this larger T, the electron-phonon equilibration time 
constant increased to 3.45 (0.09) ps, so equilibration was about three times slower than with T 
= 35 K.  Using 800 nm pulses to achieve the same T would have immediately damaged the Au 
films and the adsorbed monolayer. 
 
 
 
Figure 5.5:  SFG Transients for Flash-Heated NBT with T = 35 K – Results of 
flash-heating experiments where SFG probed s(NO2) of NBT SAMs on Au 
substrates flash-heated by either 800 nm or 400 nm pulses.  When the same T = 35 
K was produced, the NBT transients were identical within experimental error.  
Reproduced with permission, copyright 2013 AIP Publishing LLC.
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Vibrational Probing of NBT SAMs 
 
Figure 5.5 displays results obtained when repeating a previous NBT SAM experiment
15
 probing 
the symmetric nitro stretching transition, s(NO2) (1344 cm
-1
), with 800 nm pulses producing T 
= 35 K.  This data was then compared to T = 35 K produced with attenuated 400 nm pulses.  
Both transients had overshoot-decay-plateau structures, and within experimental error, both were 
identical.  In previous work, these structures were interpreted as follows.
15
  The plateau 
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represented a thermalized state, between the monolayer and metal layers, with a partially 
disordered SAM.  Disordering was reversible on the 1 ms time interval between flash-heating 
events.  Overshoot resulted from hot-electron vibrational excitation of probed s(NO2).  The 
decay to the plateau with a 4 (0.8) ps time constant represented the vibrational lifetime of the 
s(NO2) transition. 
 
 
 
Figure 5.6:  Probing s(NO2) of Flash-Heated NBT SAMs with T = 175 K – 
Results of flash-heating experiments with T = 175 K where SFG probed s(NO2) of 
an NBT SAM on Au.  (a) SFG spectra at indicated delay times.  (b) Zeroth spectral 
moment  ( ) representing the intensity (integrated peak area) loss induced by flash-
heating.  (c) First moment  ( ) representing lineshape red shift.  (d) Square-root of 
the second moment  ( )representing linewidth.  Reproduced with permission, 
copyright 2013 AIP Publishing LLC.
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 Figure 5.6 shows results from s(NO2) experiments with T = 175 K. Because T was 
much larger than in Figure 5.5, the data could be analyzed in more detail.  Besides a larger SFG 
intensity loss, a peak red shift and broadening could now be detected.  Figure 5.6a displays 
nonresonance-suppressed s(NO2) spectra as a function of pump-probe delay.  Those spectra 
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were analyzed using the method of moments, where the first three moments  ( )( ),  ( )( ) 
and ( )( ) were: 
  
 
 ( )( )   ∫  (   )  
  
  
   (5.2) 
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where  (   ) was the SFG spectrum at delay time t and the limits of integration were set outside 
the bandwidth of the infrared pulses.  According to Equations 5.2 - 5.4, ( )( ) was an intensity 
(integrated peak area),  ( )( ) was the mean wavelength that characterized red shift or 
frequency shifting to lower energies, and   ( )( )     was a spectral width that characterized 
broadening.  The intensity, red shift, and broadening transients all showed overshoot-decay-
plateau structures. 
 With T = 175 K, the fractional change in SFG signal intensity in the plateau region was 
about five times larger than with T = 35 K.  The overshoot decay time constant was 12 (0.7) 
ps, compared to 4 ps with T = 35 K.  Even though the red shift (~2.5 cm-1) and broadening (~3 
cm
-1
) effects were small, the data and the analysis method clearly resolve them.  There was an 
unexpected feature in the shift data in Figure 5.6c, a sharp spike just after t = 0, and this spike 
was not seen in the area or width data.  Enough measurements of this phenomenon were made to 
feel certain it was a real effect. 
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Figure 5.7:  SFG Spectra from Flash-Heated ODT SAMs – (a) Time-dependent 
SFG spectra of an ODT SAM on Au at indicated delay times after flash-heating by 
400 nm pulses with T = 175 K.  The three main SFG transitions arise from ODT 
terminal methyl groups (see Figure 5.1).  (b) SFG spectrum of ODT after ~1 h of 
signal averaging with the substrate moving in a Lissajous pattern.  The effects of 
more than 1 x 10
6
 laser pulses were negligible.  (c) Changes in ODT SFG spectrum 
after a stationary sample was exposed to 10
3
 flash-heating pulses with T = 115 K.  
Exposure caused SFG signal loss.  When the two spectra were normalized to facilitate 
comparisons, new transitions indicated by the arrows appeared.  The new transitions 
are indicative of alkyl chains developing gauche defects.  The defects were created by 
the cumulative effects of many large-amplitude T-jumps.  Reproduced with 
permission, copyright 2013 AIP Publishing LLC.
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Vibrational Probing of ODT SAMs 
 
ODT on Au was flash-heated using 800 nm or 400 nm pulses with T = 35 K, and 400 nm 
pulses with T = 175 K.  Figure 5.7a shows some time-dependent SFG spectra in the CH-stretch 
region with T = 175 K.  The ODT SFG spectrum has been studied for more than 25 years.19-21  
The spectrum consisted of three main transitions, all associated with the terminal methyl groups:  
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s(CH3), as(CH3) and 2s(CH3), which corresponded to the symmetric CH stretch, asymmetric 
CH stretch, and the bend overtone enhanced by Fermi resonance with s(CH3), respectively.
20
  
There were either two or three much-weaker methylene transitions.
21
  As described in §2.4, the 
near-absence of methylene transitions was indicative of a well-ordered SAM in the all-trans 
configuration
20
 depicted in Figure 5.1. 
 With flash-heating, all three main peaks lose intensity.
11
  The s(CH3) intensity loss was 
previously measured with 800 nm flash-heating where T = 35 K,11 and on the basis of 
molecular dynamic simulations,
11,22
 the intensity loss was attributed to thermally induced 
disorder of the methyl groups.  The intensity loss was reversible on the 1 ms inter-pulse time 
scale.
11
  With a much greater T = 175 K (Figure 5.7a), the intensity loss was proportionally 
much greater for s(CH3) than for as(CH3).  Also, an apparent 3 cm
-1
 blue shift of s(CH3) and 
as(CH3) was observed but not for 2s(CH3).  These effects were not observed in earlier studies. 
 Figures 5.7b and 5.7c address the issue of ODT SAM resistance to accumulated laser 
damage when T > 100 K.  As mentioned above, with T = 175 K and the sample translating, 
there was no Au film damage during the 1 h experiment.  Figure 5.7b shows ODT spectra before 
and after data were collected with a moving-sample exposure time of ~1 h, and this extended 
exposure had no appreciable effect on the SAM spectrum.  However, if the sample were 
stationary and exposed to 1000 flash-heating pulses creating T = 115 K at a 1 kHz repetition 
rate, there was a significant and enduring loss of intensity.  After normalizing the before and 
after spectra, as in Figure 5.7c, the intensity loss was accompanied by the appearance of 
methylene transitions indicated by the arrows at 2845 and 2900 cm
-1
.  Increases in ODT 
methylene signals are generally associated with chain disordering, especially gauche defect 
formation.
23
  It is known that heating ODT SAMS above 400 K results in irreversible SFG signal 
loss and the appearance of methylene transitions,
24
 and heating them above 470 K results in 
desorption.
25
  As a result, the effects in Figure 5.7c were attributed to cumulative influence of 
repeated T-jumps. 
 In previous work,
11
 the time-dependent response of the ODT SAM was characterized by 
the vibrational response function (VRF) of s(CH3).  The VRF was a method to normalize the 
peak intensity change: 
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where  (     ) was the intensity before flash-heating and  (    ) was the average plateau 
intensity at longer times.  The VRF for s(CH3) of ODT with T = 175 K is shown in Figure 
5.8a.  Previously, VRFs were fit to exponentials with time constants  and time offsets to:
11
 
 
     ( )                    
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(5.6) 
 
The time offset to was interpreted as the time for heat to travel ballistically along the alkane 
chains from the Au surface to the methyl groups, and  was the time constant for the SAM to 
equilibrate with the flash-heated Au surface.
11
 
 The new results in Figure 5.8a with larger T and greatly improved signal-to-noise ratios 
showed that the VRF was nonexponential in time.  An excellent fit could be obtained using a 
modified form of Equation 5.6 with a biexponential decay having time constants 1 and 2.  The 
VRF in Figure 5.8a was fit using 1 = 16 ps and 2 = 48 ps. 
 For the sake of comparison, the flash-heating studies were redone for ODT with 800 nm 
pulses creating T = 35 K, and also with 400 nm pulses creating the same T.  The 400 nm and 
800 nm results were identical.  Both results were consistent with previous work,
11
 taking into 
account the use of nonresonant-suppression
17
 SFG in the present study, but in this work, decays 
were observed to be biexponential.  Remarkably, 1 and 2 were, within experimental error, the 
same as what was obtained with the larger T-jump, T = 175 K.  Thus, the biexponential decay 
constants were found to be insensitive to temperature. 
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Figure 5.8:  Time-Dependent Response of ODT SAMs to Flash-Heating – (a) 
VRF for ODT flash-heated by 400 nm pulses that produced T = 175 K was 
characterized by an onset delay to and a biexponential decay with time constants 1 
and 2.  (b) Time-dependent changes in the SFG intensity ratio s(CH3)/as(CH3) 
induced by smaller and larger T-jumps.  (c) Definition of the methyl tilt angle .  (d) 
Relative amplitudes of s(CH3) and as(CH3) as a function of ensemble-averaged 
methyl tilt angle , based on Hirose et al.54,55  Reproduced with permission, copyright 
2013 AIP Publishing LLC.
1 
 
5.4 Discussion 
 
Temperature-Dependent Reflectivity of Au Surfaces 
 
Within the spectral range probed by the white-light continuum, there were three main regions of 
interest:  (1) intraband electronic transitions at wavelengths greater-than 510 nm, which was the 
interband transition wavelength for Au; (2) interband electronic transitions at wavelengths less-
than 500 nm; and (3) the in-between region encompassing the spectral range between 500 nm to 
510 nm.  The intraband electron transitions were described by the Drude model,
26
 which 
accounted for conduction electron effects to the complex dielectric function by assuming an 
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electron-collision frequency .  Introduction of this variable led to the dielectric function taking 
the form: 
  
 
    
  
 
      
    (5.7) 
 
where  is the applied electric field frequency and p is the plasma frequency of the metal.  
Expansion of this function into real and imaginary components led to: 
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where 
 
 √           (5.9) 
 
In Equation 5.9, n refers to the refractive index of the material and the imaginary component k is 
an absorptive term. 
Combining Equations 5.8 and 5.9, one can observe that the addition of the electron-
collision frequency led to absorptive behavior in the metal.  Without that term, an electric field at 
frequency  would drive the oscillation of Au conduction electrons, and they would all re-radiate 
at frequency .  However, if a certain percentage of these electrons were to undergo collisions, 
they would not re-radiate due to energy loss during the collision event, and as a result, a portion 
of the incident electric field would be absorbed by the metal.  Furthermore, the electron-collision 
frequency was determined to be proportional to the metal temperature.
27,28
  Consequently, 
wavelengths above 510 nm experienced a decrease in reflectance, or an increase in Au 
absorbance, as temperature was increased. 
 However, wavelengths below 500 nm experienced an increase in Au surface reflectance 
with increasing temperature.  This effect was believed to arise from thermal excitation of d-band 
electrons into the conduction band.  Typically, applied electric fields at frequencies above the 
interband transition wavelength, 510 nm, would induce absorptive transitions in the metal.  As 
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more d-band electrons were thermally excited to the conduction band, there were fewer electrons 
present to undergo these absorptive transitions.  As a result, Au surface absorbance decreased 
and an increase in reflectance was observed with increasing temperature.  Within the in-between 
region, between 500 nm and 510 nm, a mixture of both electron-collision and d-band excitation 
effects were observed. 
 
Temperature Jump via Thermoreflectance 
 
Using transient thermoreflectance, hot-electron dynamics were monitored at shorter pump-probe 
time delays, and Au equilibrium temperatures were measured in the plateau regions.  The 
optimum wavelength for temperature determination was probably 530 nm based on Figure 5.2, 
but 600 nm worked best with the white-light continuum and signal collection setup utilized. 
 In single-shot experiments performed by other groups, 400 nm pulses have been used to 
melt Au
29-31
 (T > 103 K) or transform it into warm dense matter32,33 (T > 104), but with 
monolayer spectroscopy, the need to signal average without damaging the sample presents 
inherent limitations on the magnitude of T.  By continuously translating a large-area 25 cm2 
sample, these experiments could signal average for 1 h or more with 800 nm pulses where T  
35 K or with 400 nm pulses where T  175 K.  The NBT and ODT SAMs studied were 
generally resistant to laser damage when the samples were translated, but it did prove possible to 
damage an ODT SAM by the cumulative effects of 10
3
 repeated temperature jumps with T = 
115 K on a stationary sample.  This corresponded to a final temperature of 410 K, which was 
comparable to the thermal decomposition temperature of ODT SAMs.
25,34
  During flash-heating, 
the higher temperature persisted for ~10 s, so it required a total exposure time of ~10 ms to 
create the SAM degradation represented by the spectra in Figure 5.7c. 
 Even though reflectance measurements of flash-heated Au surfaces have a long history, 
this work nevertheless yielded some new results.  It has shown that adsorbing a SAM on Au did 
not measurably affect the Au surface reflectance transients.  Also, this work has demonstrated 
that with T = 35 K for 400 nm pumping, the hot electrons cooled somewhat faster (1.25 ps) 
than with 800 nm pumping (1.65 ps).  At equivalent T, a 400 nm pulse produces half as many 
hot electrons, each with twice the kinetic energy.  Consequently, these higher-energy electrons 
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must thermalize a bit faster.  Increasing T from 35 K to 175 K caused electron-phonon 
equilibration to occur about three times slower, as predicted by Lin and Zhigilei.
35
  For T-jumps 
of a few hundred K, a significant portion of Au conduction electrons and some d-band electrons 
are excited.  Interactions amongst the conduction electrons and between electrons and the newly 
generated d-band holes resulted in the lengthening of electron-phonon equilibration time.
36,37
 
 
 
 
Figure 5.9:  Vibrational Excitation of NBT SAMs Adsorbed to Au – (a) 
Schematic of the NBT SAM ordered structure.  Arrows indicate conformational 
degrees of freedom leading to nitro group disorder.  (b) Vibrational excitation of NBT 
resulting from optical pumping of the Au layer.  Hot-electrons produced initially can 
excite higher-frequency vibrations including the probed s(NO2) and other vibrations 
not probed.  As hot-electrons decay and the Au lattice temperature rises from       to 
    , lower-energy NBT SAM lattice modes and NBT vibrations become excited by 
multiphonon up-pumping.  (c) Schematic of the SFG process for a vibration initially 
in  = 0, with coherent IR excitation followed by coherent anti-Stokes Raman 
scattering.  When the probed vibration is excited into  = 1 by hot-electrons, the SFG 
signal decreases due to ground-state depletion.  (d) Schematic of the vibrational 
energy exchange mechanism used to explain thermally induced red shifting and 
broadening.  The notation nm indicates n quanta in the probed mode and m quanta in 
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the other mode.  When s(NO2) is probed and another anharmonically coupled 
vibration becomes excited, the new probed transition is red shifted by .  The 
lifetime of the coupled vibration is  and the extent of broadening is determined by 
the product .  Reproduced with permission, copyright 2013 AIP Publishing LLC.1 
 
Nitrobenzenethiolate Flash-Heating 
 
Since the T = 175 K NBT results in Figure 5.6 had much better signal-to-noise ratios than were 
previously possible,
15
 this study could now quantify the intensity, red shift and broadening.  The 
intensity overshoot decay constant of 12 ps was about three times longer than in Figure 5.5, 
where T = 35 K.  The red shift had a unique feature, a spike at shorter delay times, not observed 
in either the intensity or broadening. 
 In order to understand these features, one needs to consider in general what kinds of NBT 
excitations could be produced by flash-heating and how each might affect s(NO2) SFG signals.  
s(NO2) (1344 cm
-1
) is a higher-energy (h >> kT) vibration predominantly localized on the nitro 
groups.  In Figure 5.9a, a schematic depiction of an NBT lattice on Au is displayed, and in 
Figure 5.9b, modes of electron and phonon excitation of NBT vibrations is depicted.  The hot 
electrons at shorter delays can tunnel from Au into vacant NBT orbitals.  After tunneling, they 
immediately return to Au due to attraction by image charges.  Tunneling will occasionally be 
inelastic, converting some of the electron energy into NBT vibrational excitations.
15,38-40
  The 
fast, lightweight electrons couple better to higher-frequency NBT vibrations.  The SFG response 
to electron excitations will be different if the electrons excite s(NO2) vibrations or if the excite 
other vibrations.  As the hot electrons decay, they heat the Au lattice from Tcold to Thot (Figure 
5.9b), which pumps energy into NBT SAM lattice modes and lower-energy NBT vibrations 
(multiphonon up-pumping).
41,42
  The vibrational temperature increases of the SAM lattice and 
NBT vibrations are expected to track the Au lattice heating with a lag time of perhaps a few 
picoseconds.
41,42
  Thus, flash-heating promptly produces electron-excited higher-energy 
vibrations, possibly including the probed s(NO2) mode.  With a brief delay, hot-electrons 
created by flash-heating heat up the Au lattice, which in turn heats the SAM lattice and NBT 
lower-energy vibrations. 
111 
 
 Heat affects the s(NO2) SFG signals primarily via thermal disordering.  Increasing Au 
lattice temperature will excite SAM lattice configurational modes, especially the rotations around 
the Au-S or S-phenyl bonds indicated in Figure 5.9a, creating disorder in the nitro group 
ensemble.  As described in Chapter 2, the SFG signal is proportional to the square of a second-
order susceptibility (2), which itself is the ensemble average of individual molecular 
hyperpolarizabilities.  Disorder reduces this average, thereby reducing s(NO2) SFG signals.
11,15
 
 Electron excitation of the probed mode s(NO2) causes its SFG intensity to decrease due 
to ground-state depletion,
43
 as depicted in Figure 5.9c.  In the dipole approximation, SFG can be 
broken down into a coherent IR pump and a coherent anti-Stokes Raman probe.  When a fraction 
of s(NO2) vibrations are incoherently excited by hot electrons ( = 0  1), the ground state is 
depleted.  The important point is that the new  = 1 population does not offset this decrease.  IR 
pulses acting on  = 1 create two vibrational coherences, = 1  0 and  = 1  2, which are 
180 out of phase, creating no net SFG signal.  The observed SFG signal loss is proportional to 
(     ) ,43 where n is the fraction of excited states. 
 The picture (Figure 5.9d) describing the effects of exciting vibrations other than s(NO2) 
is based on the vibrational exchange model of Harris and co-workers.
44,45
  The effects are the 
same whether the other vibrations were excited by electrons or phonons.  For simplicity, Figure 
5.9d considers just one other excited vibration anharmonically coupled to s(NO2), although in 
flash-heating there would likely be multiple other modes excited.  The modes expected to have 
the greatest anharmonic coupling to s(NO2) are the lower-energy nitro rocking and scissors 
modes, and the higher-energy as(NO2).
46,47
  The notation nm describes a state with n quanta in 
s(NO2) and m quanta in the other vibration.  When NBT is cold, SFG probes the 00  10 
transition at frequency , but when the other mode is excited, SFG probes 01  11, which is 
anharmonically red shifted to   .44,45  So as vibrations other than s(NO2) become excited, 
the s(NO2) SFG transition red shifts.  Broadening arises by a closely related mechanism with the 
same temperature dependence.  The nature of the broadening depends on , where  is the 
coupled vibration’s lifetime.44,45  When  >> 1 (slow exchange), the coupled vibration is long-
lived, so SFG sees a quasistatic mixture of  00  10 and red shifted 01  11 transitions.  
This mixture could appear as a doublet, but usually   is smaller than the linewidth, in which 
case it would appear as a single inhomogeneously broadened transition.  When   1 
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(intermediate exchange; the most common case), the broadening is no longer purely 
inhomogeneous and the spectral width is partially reduced by motional narrowing.
44,45
 
 The key question about the plateaus is how much of the plateau is due to disorder and 
how much to an increased vibrational temperature.  The answer is probably different for each 
kind of plateau.  The intensity plateau is believed to primarily be due to disorder, since the 
vibrational energy exchange model predicts little overall change in wavelength-integrated 
intensity.  On the other hand, the red shift plateau is more likely dominated by the increased 
population of lower-energy vibrations, since there is no obvious reason why disorder should 
cause a red shift.  The width plateau is probably caused by a mixture of excited lower-energy 
vibrations and disorder, since the spectral width could be increased by both static disorder and 
vibrational energy exchange. 
 The overshoots start promptly when the flash-heating pulses arrive, so they must 
originate from hot-electron vibrational pumping, and their decays originate from vibrational 
relaxation.
15
  The key question about the overshoots is how much of the effect is due to 
excitation of s(NO2) and how much to excitation of other modes.  For intensity transients such 
as Figure 5.6b, the biggest effect is expected to be excitation of the probed s(NO2) itself, due to 
the effectiveness of ground-state depletion in reducing SFG intensities.
43
  In previous work, the 
overshoot decay was attributed to vibrational relaxation of electron-excited s(NO2).
15
  Now that 
data has been obtained with larger T, this appears to create a problem, since the decay is seen to 
slow down from 4 ps to 12 ps when T increases from 35 K to 175 K, and one usually expects 
vibrational lifetimes to decrease with increasing temperature.  A more precise interpretation of 
the decay is that it represents the combined effects of hot-electron pumping and vibrational 
relaxation.  As T is increased, the duration of the hot-electron vibrational pumping increases, so 
the decay slows down despite faster vibrational relaxation. 
 For the width and shift results in Figures 5.6c and 5.6d, the overshoot, decay and plateaus 
can entirely be attributed to energy exchange with other anharmonically coupled excited 
vibrations, whose populations first overshoot due to hot-electron pumping and then decay to a 
thermal plateau.  However, the spike in the red shift data seems to need a special explanation.  
The spike is believed to be created by a specific electron-excited vibration with a particularly 
large anharmonic coupling to s(NO2).  This specific excitation must be a higher-energy mode to 
be efficiently excited by hot electrons, and it must have a short lifetime to cause the fast spike.  
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The most likely candidate is as(NO2), which is strongly coupled to s(NO2) and ~150 cm
-1
 
higher in energy. 
 
Octadecanethiolate Flash-Heating 
 
The ODT spectra in the CH-stretch region have the three major bands due to the terminal methyl 
groups indicated in Figure 5.7a.
19,23
  There are at least two minor bands due to methylene 
groups,
23
 and recent work suggests there may even be three minor bands.
21
  The second-order 
susceptibility of each band may have a different phase, and the phases may change in 
complicated ways with T-jump.  So, it is presently not feasible to interpret the shifts and widths 
of the ODT T-jump spectra.  Nonetheless, Figure 5.7a makes it clear that flash-heating causes all 
three methyl bands to lose intensity, and the effect is proportionally greatest for s(CH3). 
 The methyl group SFG intensity loss is caused by thermal disordering of the methyl 
groups, and the time constant for intensity loss was found to increase linearly with chain 
length.
11
  At a given temperature, the rate of chain disordering should not depend much on chain 
length, at least in the longer-chain ( 14 carbon atoms) limit.48-50  From those considerations, the 
Dlott group previously deduced that the rate-limiting process for chain disordering was heat 
transfer across the Au-SAM interface.
11
  Now with better data and larger T, chain disordering 
appears to be biexponential, suggesting there are two processes at work.  Further experiments are 
needed to clarify the mechanisms that give rise to the two processes, but broadly speaking, there 
are currently two possible interpretations.  The faster process might involve chain disordering 
due to barrierless increases in the methyl group thermal ellipsoids, whereas the slower process 
might involve chain disordering by surmounting conformational barriers to create gauche  
defects by rotations around carbon-carbon bonds in other parts of the chain.
51
  Alternatively, the 
two processes might reflect an interfacial thermal transfer process that is more complicated than 
previously envisioned.  In the previous study, the chain-length dependent values of the 
exponential decay constants  were used to deduce an interface thermal conductance G = 220 
MW m
-2
 K
-1
.
11
  The interface thermal conductance was calculated based on the following 
equation: 
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     (5.10) 
 
where  is the SAM density, h was the chain length and Cp was the monolayer specific heat.  The 
1 in Figure 5.8a is consistent with the previously obtained conductance.  A similar value of G 
was obtained in thermoreflectance studies of SAM-decorated nanoparticles in aqueous 
solutions.
52
  Both determinations of G involved transient responses  measured by ultrafast 
spectroscopy.  But measurements of G using steady-state heat-flow methods give values about 
ten times smaller, G  25 MW m-2 K-1,53 which are more consistent with the time constant 2 in 
Figure 5.8a.  So it is possible that the faster 1 process represents a transient interface 
conductance, whereas the slower 2 process is more representative of the steady-state thermal 
conductance. 
 The ODT SFG spectrum in the CH-stretch region is sensitive to disorder as mentioned 
above, but also sensitive to the ensemble-averaged angle  (defined in Figure 5.8c) between the 
terminal methyl group C3v axes and the surface normal.  Disorder depends on the variance of , 
whereas the ensemble-averaged methyl tilt depends on the average value of .  Increasing 
disorder decreases the SFG intensity of all transitions, while changing the methyl tilt angle 
changes the s(CH3)/as(CH3) amplitude ratio.  In the usual interpretation, one assumes free 
methyl rotation around the C3v axis, in which case  can be determined from the 
s(CH3)/as(CH3) amplitude ratio, as shown in Figure 5.8d, based on Hirose and co-workers.
54,55
 
 An ordered ODT SAM such as that depicted in Figure 5.1a has chains tilted
49
 at 35 and 
methyl groups tilted at  = 25.56  The chains tilt because the optimal Au-S lattice spacing is not 
the optimal interchain spacing.
57
  In Figure 5.8b, the time-dependent s(CH3)/as(CH3) ratios 
measured  with smaller and larger T are plotted.  With T = 35 K, flash-heating has only a 
small effect on the ratio, which declines by < 10% over a 200 ps interval.  According to Figure 
5.8d, a small ratio decline is consistent with a slight increase of tilt angle .  With larger T, a 
very interesting result is obtained.  As shown in Figure 5.8b, upon flash-heating the 
s(CH3)/as(CH3) ratio suddenly increases and then more gradually decreases to a plateau over 
the next 20 ps.  These results are consistent with the picture of methyl groups suddenly 
reorienting toward the surface normal in response to an initial burst of vibrational energy created 
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at the chain base by Au hot electrons and phonons, before more gradually relaxing to a new 
equilibrium at a higher tilt angle. 
 
5.5 Summary and Conclusions 
 
An experimental platform was developed to generate ultrafast large-amplitude T-jumps on Au 
surfaces and to probe both the Au surface and adsorbate vibrations localized on specific parts of 
the SAMs.  Although T-jumps as large as 500 K can be produced, the need to prevent sample 
damage limited T to about 175 K.  At this T, millions of laser shots can be averaged without 
detectable deterioration of the Au film or the SAMs provided the sample is continuously 
translated, in this case in a Lissajous pattern. 
 Flash-heating pulses initially produce hot electrons that can excite higher-energy 
vibrations in parts of the adsorbate molecules within a few carbon atoms of the Au surface.
11,15
  
As the hot electrons decay over a few picoseconds, the Au lattice temperature rises, followed by 
the SAM lattice temperature and the temperature of lower-energy adsorbate vibrations.  The rise 
in lattice temperature can partially disorder the SAM structure, resulting in a loss of SFG 
intensity. 
 The response of the CrAu substrates was characterized using time-resolved reflectance.  
Au reflectance transients were unaffected by adsorbing a SAM.  With smaller T = 35 K, the 
time constant for electron-lattice equilibration was 1.65 ps with 800 nm flash-heating pulses and 
1.25 ps with 400 nm pulses.  Only 400 nm pulses produce the large-amplitude T = 175 K, and 
in that case, the equilibration time constant increased to 3.45 ps. 
 Measuring both surface reflectance transients and SFG adsorbate vibrational transients, 
two systems studied previously were revisited with T  35 K:  NBT where the probed nitro 
groups were 4 carbon atoms from the surface and ODT where the probed terminal methyl groups 
were 17 carbon atoms from the surface.  With NBT, a single transition s(NO2) was observed.  
When T = 35 K, no difference between 400 nm and 800 nm pumping was observed.  With T 
= 175 K, the intensity loss, red shift and broadening could be accurately measured using the 
method of moments to analyze the spectra.  These three transients had overshoot-decay-plateau 
structures.  The plateau represents partially and reversibly disordered SAMs in thermal 
equilibrium with the heated Au surface.  The overshoots and decays result from hot-electron 
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excited higher-energy (h >> kT) vibrations.  An important issue is how much of the hot-electron 
effects were due to excitations of the probed s(NO2) vibration, and how much to excitations of 
other vibrations.  Interestingly, the answers appear to be different for the overshoots and the 
plateaus as well as different for the intensity, red shift and broadening transients. 
 With ODT, multiple transitions of the methyl groups in the CH-stretch region could be 
simultaneously observed and used to determine the instantaneous methyl tilt angle.  T-jumps 
cause SFG signals to lose intensity due to thermal disordering of the methyl groups, induced by 
electron and phonon-excited vibrations traveling from the chain base to the methyl terminus.
11,15
  
The methyl disordering process was biexponential in time, which indicates that the transient 
interface thermal conductance and the chain disordering processes are more complicated than 
was previously envisioned.  With T = 35 K, T-jumps caused a slight (a few degrees) gradual 
(~200 ps) increase in methyl tilt angle.  With T = 175 K, methyl groups suddenly jumped 
toward the surface normal in response to hot-electron and phonon-excited vibrations, which are 
created near the bases of the chains and propagate ballistically to the methyl terminus.  Then 
over the next 20 ps, the methyl groups relaxed to a new equilibrium at a larger tilt angle. 
 It should be noted that the methods described in this chapter can be readily adapted to 
study the transient thermal excitations of a wide range of molecular structures. 
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Molecular Adsorbate Dynamics to Large-
Amplitude Temperature Jumps* 
 
In Chapter 5, an experimental platform was developed to generate ultrafast large-amplitude 
temperature jumps (T-jumps) on Au surfaces and to probe the Au surface heating through 
reflectance transient measurements.  Dynamics of self-assembled monolayers (SAMs) adsorbed 
on these Au surfaces were monitored by probing vibrations localized on specific parts of the 
monolayer molecules.  By probing the symmetric nitro stretching transition s(NO2) of 4-
nitrobenzenethiolate (NBT) at early pump-probe delay times, excitation of the adsorbates by Au 
hot electrons was demonstrated.  At longer delay times, after thermalization between the 
monolayer and metal, effects from excitation of NBT SAM lattice modes and lower-energy NBT 
vibrations were shown.
2
  To expand upon these results, the first half of this chapter will examine 
the use of vibrational SFG spectroscopy to probe the nitro group and phenyl ring transitions of a 
NBT SAM during flash-heating to a series of final temperatures.  Through analysis with a 
vibrational energy exchange model, these results elucidated couplings between NBT vibrational 
modes and the effects from excitation of those transitions by Au hot electrons and phonons. 
 It was further demonstrated in Chapter 5 that by probing the CH-stretching region of the 
terminal methyl groups of 1-octadecanethiolate (ODT) during flash-heating, the methyl group 
disordering process could be observed.  The methyl disordering dynamics were biexponential in 
time, which led to the development of two proposed mechanisms.  One interpretation involved 
increases in methyl group thermal ellipsoids as the faster process, while the slower dynamics 
corresponded to alkyl chain disordering through gauche defect formation.  Alternatively, a two-
stage interface thermal conductance across the AuSAM interface was proposed.2  By examining 
terminal methyl group dynamics from various chain length alkanethiolates during flash-heating 
with T = 35 K and T = 175 K, the second half of this chapter will attempt to provide insight 
into the dominant mechanism.  Furthermore, monitoring the ensemble-averaged methyl tilt angle 
during flash-heating will provide an indication of the chain disordering processes. 
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Figure 6.1:  Probing Nitro and Phenyl Transitions of Flash-Heated NBT SAMs  
(a) Schematic of flash-heating experiments.  A self-assembled NBT monolayer 
(SAM) was adsorbed on Au.  After Au was flash-heated, vibrational SFG was used to 
probe nitro stretching or ring stretching transitions of NBT.  (b) Surface-enhanced 
Raman spectrum of a NBT monolayer showing the three transitions probed by SFG.  
(c) An example of a Au surface reflectance transient and its associated NBT s(NO2) 
SFG transient.  The reflectance change in the plateau region gives the magnitude of 
the T-jump, T = 190 K.  Reproduced with permission, copyright 2013 American 
Chemical Society.
1 
 
6.1 Nitrobenzenethiolate Flash-Heating 
 
Motivation 
 
In this study, the time-dependent vibrational response of molecular adsorbates on flash-heated 
Au surfaces was examined.  Furthermore, how the response depends on which molecular 
vibration was probed and the size of the temperature jump (T-jump) T was investigated, where 
T ranged from 35 K to 250 K.  In several previous studies, the Dlott group developed 
techniques to controllably flash-heat Au surfaces with self-assembled monolayer (SAM) 
122 
 
adsorbates, where the specific vibrational transitions could be probed by ultrafast vibrational 
spectroscopy.
2-7
  The specific type of spectroscopy used is termed broadband multiplex 
vibrational SFG with nonresonant suppression,
6,8
 and this method provided high-quality time-
resolved vibrational spectra of monolayers, despite the short time intervals (picoseconds) and the 
small number of molecules (~10
11
) being probed.
3
  The specific SAM studied here was 4-
nitrobenzenethiolate (NBT), and SFG was employed to probe both nitro and phenyl groups.  The 
experimental concept, where the Au surface was flash-heated while SFG probed the SAM
3
 is 
depicted in Figure 6.1a. 
 The vibrational dynamics of molecules adsorbed on metal surfaces play an important role 
in many chemical and physical processes:  heterogeneous catalysis
9,10
 and molecular 
electronics.
11
  Previous studies by the Dlott group
2,3,5-7
 revealed features that were relevant to 
those processes.  Because the T-jumps persist for just 10 s with flash-heating,5 molecular 
adsorbates can be superheated well above the usual decomposition temperature without 
substantial degradation because the molecules do not have enough time to decompose.
3
  In this 
way, a great deal of vibrational energy can be pumped into the adsorbates.  This energy will flow 
from the hot metal surface, through the AuS surface linker groups (Figure 6.1a), and into the 
rest of the molecule.
3
  Flash-heating and flash-superheating studies allow the investigation of 
highly vibrationally excited adsorbed species on surfaces and their interactions with laser-
generated hot surface electrons and phonons.
7
  In addition, vibrational energy transport can be 
probed via monitoring vibrational reporting groups on specific parts of the adsorbates.
4
  In this 
way, the Dlott group has measured the flow of heat in several types of molecular wires 
consisting of long-chain alkanes
2,3
 or linear polyphenyls.
7
  In the alkanes,
3,5
 for instance, where 
SFG was used to probe the terminal methyl groups, energy flowed from the hot Au surface, 
through the linker groups, and along the length of the chains.  The energy transport was ballistic 
with a speed of 0.95 km s
-1
.
3,5
 
 In the previous study described in Chapter 5,
2
 time-resolved broadband optical 
reflectivity was employed to monitor Au surfaces flash-heated by 400 nm (blue) femtosecond 
pulses.  These flash-heating pulses could produce T-jumps where T was up to 500 K.2  At 
shorter delay times, the Au transient reflectivity was dominated by optically excited hot 
electrons.
12
  The hot Au electrons decayed by exciting Au phonons in a few picoseconds.  After 
the electrons and phonons equilibrated, the Au surface remained at a well-defined high 
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temperature for a time, estimated on the basis of thermal conduction to be ~10 s.5  The transient 
reflectivity was calibrated so that the surface temperature could be optically determined.  T-
jumps have been produced and measured up to 500 K on Au, but because SFG experiments 
require signal averaging over many thousands of laser shots, the practical maximum for SFG 
spectroscopy was T  250 K, limited by multi-pulse optical damage of the Au layer and/or 
monolayer.
2
 
 A flash-heating vibrational transient, defined as the time-dependent SFG signal intensity 
change of a flash-heated adsorbate, can exhibit several features.  Usually, the SFG intensity 
decreases upon flash-heating.
2,3
  During the first few picoseconds, the effects of hot Au surface 
electrons may be observed.
2,7
  The hot electrons can generate vibrational excitations on 
adsorbates.  The Franck-Condon principle predicts that electrons, being of low mass, will 
preferentially excite higher-frequency vibrations.  Electron-excited vibrations can be directly 
observed by SFG in several ways.
2
  The most significant way is when the hot electrons excite the 
vibration being probed.  Such an excitation depletes the ground vibrational state, reducing the 
SFG intensity.  After the surface has a well-defined temperature and the SAMs are in equilibrium 
with the metal surface, the SFG transients will have a plateau that persists long after the end 
(~250 ps) of the pump-probe delay scans.  The SFG intensity loss in the plateau region has been 
attributed to thermally-induced disordering of the SAM.
3,5,13
  The plateau has been shown to not 
result from SAM thermal decomposition because the SFG signals were observed to return to 
their original values after the T-jump decayed.
2
 
 In Chapter 5, it was shown that the symmetric nitro stretching transition s(NO2) of NBT 
produced vibrational spectra that were of sufficiently high-quality such that the time dependence 
of the vibrational frequency shifts and spectral widths of this intense transition could be 
measured.
2
  The ability to simultaneously measure temperature-dependent  shifts and widths 
allows the investigation of the fundamental mechanisms of vibrational dephasing for these 
adsorbates.  In the 1970s, an insightful model for these processes, based on vibrational energy 
exchange, was developed by Harris and co-workers and was applied to crystalline durene 
(1,2,4,5-tetramethylbenzene).
14-16
  In subsequent works by other groups, it was applied to 
naphthalene crystals
17,18
 and to a variety of molecular adsorbates.
9,10
  This vibrational energy 
exchange model attributes temperature-dependent frequency shifts    and widths [expressed in 
units of effective inverse line width  (    
   )
  
] of a higher-energy probed vibrational Q with 
124 
 
frequency   to energy exchange with a specific lower-energy mode q with frequency  .  Here 
“higher-energy” means        , and “lower-energy” corresponds to        ; 
therefore, the thermal population of the probed mode is always small, but the population of the 
lower-frequency mode increases significantly as temperature is increased. 
 The magnitudes of    and  (    
   )
  
 were determined by the quartic anharmonic 
coupling 〈     
   〉 between the lower-energy mode and the higher-energy probed mode and the 
lifetime  of the lower-energy mode, respectively.15  The model is valid in the intermediate 
exchange limit where      .  The model is easiest to use when the higher-energy vibration 
couples to a single lower-energy mode, although extending it to multiple lower-energy modes is 
possible.
17
  In the case of a single mode, the model predicted that Arrhenius plots of    and 
 (    
   )
  
 (plots of the logarithm of these quantities versus 1/T) would be linear, and the 
slopes would be identical and equal to the energy       of the lower-energy mode 
fundamental.  The    and the  (    
   )
  
 y-axis intercepts together give the values of the 
anharmonic coupling 〈     
   〉 and the lower-energy state lifetime .  The model would be 
demonstrably invalid if the values of   , 〈     
   〉and  were unreasonable.  Reasonable values of 
these parameters would consist of an    that corresponded to a lower-energy vibration expected 
to couple well to the probed vibration, 〈     
   〉 in the range of a few cm-1 to a few tens of cm-1, 
and  of a few picoseconds.15 
 In the rest of this section, measurements will be presented on three NBT vibrational 
transitions:  symmetric nitro stretch s(NO2), asymmetric nitro stretch as(NO2), and phenyl ring 
stretch CC.  The nitro stretching transitions are predominantly localized on the nitro group.19  
The CC phenyl ring stretch in nitrobenzenes is best described as symmetric stretching along the 
molecular long axis.
19,20
  The surface-enhanced Raman spectrum of NBT adsorbates
21
 in Figure 
6.1b shows the approximate frequencies of these transitions.  The spectrum was obtained on Ag 
rather than Au, which is expected to have only a minor effect on these transitions.  Then, how 
these experiments reveal the intricacies of adsorbate flash-heating, as observed in SFG T-jump 
transients, will be discussed, and the vibrational energy exchange model will be applied to the 
s(NO2) transition. 
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 It should be noted that the experimental setup was identical to that employed in Chapter 
5, where 400 nm T-jump pulses were utilized to flash-heat NBT SAMs.
2
  BBIR pulses were 
tuned to either 7.4 m to study s(NO2) or 6.5 m to probe as(NO2) and CC.  The s(NO2) SFG 
transition (1344 cm
-1
) was intense enough that its response was able to be measured as a function 
of T over the range T = 35250 K.  The as(NO2) (~1540 cm
-1
) and CC (1565 cm-1) 
transitions were significantly weaker, and their response could only be studied with larger T = 
190 K.  As in the previous chapter, the samples were translated in a Lissajous pattern so that 
negligible laser damage of the Au coating or the NBT SAM would occur during the multimillion 
laser shots needed to acquire data.
2
 
 To determine the Au surface temperature during flash-heating, Au reflectance at 600 nm 
was again monitored.  After the flash-heated surface came to thermal equilibrium, the fractional 
reflectance change at 600 nm, in the longer-time plateau region of the transient (Figure 6.1c), 
was related to T by the optical thermometry equation shown in §5.3 (Equation 5.1).2,22  Because 
the measured maximum surface reflectance change was < 3%, Au reflection changes during 
flash-heating were estimated to have a negligible effect on the SFG signal intensities acquired, 
except possibly at the few percent level near t = 0.  The relationship between T and the 400 nm 
flash-heating beam fluence varied a bit from sample to sample, presumably due to small 
variations in Cr layer thickness and absorbance.  A batch of 13 identical substrates was made and 
a fluence vs. T calibration curve was determined using two of the substrates.  The rest were 
coated with a NBT SAM and used for SFG measurements. 
 
Results 
 
Figure 6.1c shows a typical 600 nm reflectance flash-heating transient and the corresponding 
NBT SAM SFG intensity transient for s(NO2).  Flash-heating caused the reflectance and the 
SFG intensities to decrease.  Both types of transients have structures that are designated 
“overshoot-decay-plateau”.2,7  On the basis of the 600 nm reflectance plateau, T = 190 (5) K 
in Figure 6.1c.  The reflectance overshoot, which onsets instantaneously, was caused by the 
creation of nonequilibrium Au hot electrons, the plateau represented the equilibrium Au 
reflectivity at the higher temperature, and the 3.45 (0.09) ps decay represented the electron-
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phonon equilibration process.  The SFG intensity transient in Figure 6.1c is the fractional change 
in the integrated area of the s(NO2) transition.  The SFG overshoot is attributed to effects of hot-
electrons, based on its instantaneous onset.
2,7
  The mechanism involves hot electrons exciting the 
probed s(NO2) modes, causing SFG intensity loss due to ground-state depletion.
2
  The decay to 
the plateau represents the vibrational lifetime T1 of s(NO2), convolved with the decay of the hot 
electrons, and the relaxation mechanism is presumably intramolecular energy transfer from 
s(NO2) to other nitro and phenyl modes.
19
 
 
 
 
Figure 6.2:  Time-Dependent SFG Spectra from Flash-Heated NBT SAMs  (a) 
SFG spectra of s(NO2) at indicated delay times after a pulse that flash-heated the Au 
surface an amount T = 190 K.  (b) SFG spectra under the same flash-heating 
conditions, in a region that contains several transitions.  The two larger ones, 
as(NO2) and CC, were analyzed.  Reproduced with permission, copyright 2013 
American Chemical Society.
1 
 
 The SFG plateau represents a SAM in thermal equilibrium with a hot Au surface.  The 
plateau intensity loss is attributed to thermal disorder of the SAM layer, caused at least in part by 
rotations around the AuS or Sphenyl bonds (see inset in Figure 6.6a).  It is interesting that the 
temperature of the Au surface (215 C) is clearly above the thermal decomposition temperature 
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of the SAM layer (~140 C);23  therefore, the NBT SAM is superheated and kinetically unstable 
with respect to thermal decomposition.  No detectable decomposition, which would result in 
permanent SFG signal loss, was observed in these measurements.  The total time that each 
location on the sample was subjected to elevated temperature was milliseconds.  Apparently, the 
total time spent at high temperature was not long enough to significantly decompose the SAM. 
 
 
 
Figure 6.3:  Fitting the Time-Dependent SFG Spectra  Examples of the fitting 
procedure used to determine the intensities and shifts of the as(NO2) and CC 
transitions.  The flash-heating pulses created a Au T-jump of T = 190 K.  Black 
circles are experimental data.  Four Voigt functions (green) were used to fit each 
spectrum, and the red curves are the sum of those functions.  Only the two Voigt 
functions needed to fit as(NO2) and CC were used in the data analysis.  Reproduced 
with permission, copyright 2013 American Chemical Society.
1 
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Figure 6.4:  Time and T Dependence of the s(NO2) SFG Intensity  The time 
dependence of the s(NO2) SFG intensity after flash-heating to the indicated values of 
T.  The intensities were determined by computing the zeroth moments M(0) of the 
spectra, equivalent to the wavelength-integrated intensities.  Reproduced with 
permission, copyright 2013 American Chemical Society.
1 
 
 Figure 6.2 shows some representative time-dependent SFG spectra of s(NO2) (Figure 
6.2a) and as(NO2) and CC (Figure 6.2b), where T = 190 K.  The s(NO2) transition was well-
separated from the others;  therefore, it was analyzed using the method of moments, where M
(i)
 
represents the ith moment.  Using this analysis technique, the integrated intensity M
(0)
, frequency 
shift M
(1)
, and width [M
(2)
]
1/2
 were computed.  The method of moments does not rely on 
preconceptions about the line shape function.  The as(NO2) and CC transitions were in a 
congested region with overlapping transitions;  therefore, the areas, shifts and widths were 
instead determined by a technique that was less accurate than the method of moments.  Each 
spectrum was fit to the sum of four Voigt line shape functions, as illustrated in Figure 6.3.  The 
use of Voigt functions was intended as a fitting artifice only and should not imply any a priori 
assumptions about the actual line shapes, the mechanisms responsible for the line width, or the 
number of transitions in this region.  Four Voigt functions represented the minimum needed to 
accurately fit the spectrum, but only the Voigt functions used to fit as(NO2) and CC were 
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employed in the data analysis.  Due to the quality of this data, it was possible to analyze only 
results obtained at T = 190 K.  Using the Voigt fitting method, it was frequently found that the 
shift data was more reliable than the intensity data.  The intensity measurements were susceptible 
to small laser intensity variations and small shifts in the baseline, whereas the shifts were 
insensitive to those factors.  Using this methodology, it was possible to extract reliable intensity 
data for CC, reliable shift data for CC and as(NO2), and reliable width data for neither. 
 
 
 
Figure 6.5:  Time and T Dependence of the s(NO2) Shifts and Widths  (a) 
Peak shifts and (b) widths of the s(NO2) SFG transition, after flash-heating to the 
indicated values of T.  Frequency shifts and widths were determined by computing 
the first and second moments M
(1)
 and M
(2)
 of the SFG spectra.  Reproduced with 
permission, copyright 2013 American Chemical Society.
1 
 
 Figures 6.4 and 6.5 show the time-dependent areas (Figure 6.4), shifts (Figure 6.5a), and 
widths (Figure 6.5b) for the s(NO2) transition at several values of T.  Interpretation of the 
small 12 ps spike sometimes observed in the shift and width data near t = 0 is debatable,2 but it 
is most likely an artifact involving the hot electron population, possibly a modulation of the SFG 
signal at shorter delays by the greater-than 5% change in Au reflectivity.  In any case, in this 
study, concern is primarily with the plateau values of the shift and width.  Figure 6.6a compares 
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SFG intensity transients at T = 190 K for CC and s(NO2).  The overshoot of CC was 
minimal.  It is significant that the fractional SFG intensity losses in the plateau regions were 
identical for both transitions. 
 
 
 
Figure 6.6:  Intensity Transients and Frequency Shifts of Nitro and Phenyl 
Modes  (a) SFG intensity transients for CC and s(NO2) after flash-heating pulses 
with T = 190 K.  The fractional intensity losses of these two transitions were equal 
in the longer-time plateau regions.  The inset image indicates the conformational 
coordinates most likely responsible for thermally induced disordering of NBT on Au.  
(b) Frequency shifts for the three transitions after flash-heating pulses with T = 190 
K.  The shifts for s(NO2) and as(NO2) were equal and opposite in magnitude and the 
shifts for both transitions grew in synchronously.  Reproduced with permission, 
copyright 2013 American Chemical Society.
1 
 
 Figure 6.6b compares the peak shift transients at T = 190 K of s(NO2), as(NO2) and 
CC.  All three transients have rapidly rising red shifts in the first few picoseconds, with 
maximum red shift values of 2.5, 2.5 and 0.4 cm
-1
 for s(NO2), CC and as(NO2), respectively.  
In the plateau regions, CC had a red shift of 1.0 cm-1, s(NO2) had a red shift of 3.0 cm
-1
, and 
as(NO2) had a blue shift of 3.0 cm
-1
.  The most striking feature of Figure 6.6b is how, for 
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s(NO2) and as(NO2), the plateau shifts were equal and opposite, and the rates of growth of 
these shifts were essentially identical.  These observations are strongly suggestive that the equal 
and opposite shifts of this pair of symmetric and antisymmetric nitro stretch modes have a 
common origin. 
 
 
 
Figure 6.7:  Arrhenius Plots of s(NO2) Frequency Shifts and Widths  Displayed 
are Arrhenius plots of the frequency shifts    and line width increases, plotted as 
 (    
   )
  
, for the s(NO2) transition of NBT after flash-heating.  Reproduced 
with permission, copyright 2013 American Chemical Society.
1 
 
 Following protocols established by Harris and co-workers,
14,15
 for the s(NO2) transition, 
an Arrhenius plot was made of the shift and width as seen in Figure 6.7.  The plotted values were 
the average over the plateau regions, and the error bars represent one standard deviation of this 
average.  The shift    was the first moment M(1) of the spectrum, and the width parameter 
 (    
   )
  
 was determined from the second moment, using the relation: 
 
 [    ]
   
  (    
   )
  
   (6.1) 
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Figure 6.7 shows that the shift and width Arrhenius plots were roughly but not exactly parallel.  
The activation energy for the shift was Ea = 390 (75) cm
-1
, and for the width, it was Ea = 565 
(75) cm-1.  The y-axis intercepts together yielded the values of    = 14.6 (2.9) cm-1 and  = 
2.3 (0.6) ps, with a product of     = 1.0 (0.25). 
 
Discussion 
 
In this subsection, focus will be directed towards two topics:  the origins of the plateau regions in 
the SFG transients and the application of the vibrational energy exchange model to the s(NO2) 
data.  The plateau regions represent SAMs in thermal equilibrium with hot Au surfaces.  Thermal 
equilibrium does not preclude the possibility that slower dynamics of the SAM layer have not 
come into equilibrium during the ~250 ps time interval in which the SAM was monitored after 
flash-heating.  In fact, this is clearly not the case because given sufficient time at the higher 
temperatures, the SAMs would eventually decompose. 
 In previous works, where flash-heating of alkanethiolate chains was studied by 
monitoring the terminal methyl groups, the SFG intensity loss plateau was attributed to 
orientational disorder of the probed methyl groups resulting from the high temperatures.
2,3,5
  The 
current study provides additional evidence to support the orientational disorder model for the 
SFG plateau, based on Figure 6.6a, which shows that the fractional losses of SFG signals in the 
plateau regions are identical for both s(NO2) and CC.  The inset in Figure 6.6a suggests how 
rotations around AuS and Sphenyl bonds can cause orientational disorder. 
 As already described in Chapter 2, the SFG signal intensity of a transition at frequency  
is proportional to the square of the SFG polarization        , which is given by:
6
 
 
          |       |
  |     |
  |[ 
 
      ]       |
 
   (6.2) 
 
Note that Equation 6.2 lacks the usual nonresonant polarization or susceptibility terms because of 
the use of the nonresonant suppression detection method;
8
  as a result, only the resonant R term 
was observed.  In the above equation,  
 
   
 is a third-rank tensor.  In terms of molecular 
hyperpolarizability  and number density N, this term can be rewritten as: 
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  ∑〈               〉    
   
   (6.3) 
 
where       is the projection of molecular axis a on lab-frame axis i and  is the orientational 
average.
6
  There are two key points expressed by Equation 6.3:  (1) SFG signal intensity can 
depend on orientation, for instance, the polar angle  of the symmetry axis (C3v axis) of an 
alkanethiolate terminal methyl group
24,25
 or the C2v axis of the NBT nitro group and (2) 
orientational disorder can reduce the ensemble-averaged orientation, thereby reducing the SFG 
signal intensity. 
 In NBT, the s(NO2) and the CC transitions are both polarized along the nitro C2v axis.  
For this reason, if the plateau region results from orientational disorder, one would expect the 
fractional intensity loss for both transitions to be approximately equal, which is what was 
observed in Figure 6.6a.  The reason that the term approximately was utilized is that the SFG 
hyperpolarizability, in the dipole approximation, is proportional to the product of the dipole 
moment and the Raman polarizability.
26
  The dipole moments of s(NO2) and CC are parallel, 
but the Raman polarizability tensors are not identical.  However, the Raman polarizability 
tensors for these two transitions are similar and approximately isotropic;
24,25
  therefore, for this 
reason, the orientational dependences of the SFG intensity loss are mostly a function of the 
dipole orientation and are thus expected to be approximately the same. 
 Now, the question is whether the shift and width of the s(NO2) data can be explained via 
the vibrational energy exchange mechanism.  At first glance, the observed differences between 
the shift and width activation energies disfavor this model.  However, it will now be argued that 
the preponderance of evidence supports the exchange mechanism and that the minor differences 
in activation energies can be reasonably explained. 
 In the seminal Harris group studies of durene,
15
 the higher-energy probed vibrations were 
several methyl group CH stretches.  Significantly, all of the derived parameters Ea,    and  
were reasonable.  The values of Ea were in the 200 cm
-1
 range.  This energy range corresponds to 
where the methyl group torsions were found, which plausibly have significant anharmonic 
coupling with the CH stretches.  The values of    were 10-20 cm-1 and could be positive or 
negative, the torsion lifetimes were 0.20.9 ps, and the values of      were close to +1 or -1. 
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 Using the data in Figure 6.7, the following information was found.  Keeping in mind the 
limited number of data points, there appears to be a single activation energy for the shift and 
width, but they are not quite equal within experimental error.  For the shift, Ea = 390  75 cm
-1
, 
and for the width, Ea = 565  75 cm
-1
.  The intercepts yielded values of    = 14.6  2.9 cm-1 and 
 = 2.3  0.6 ps.  The resulting product was     = 1.0  0.25.  These derived quantities are, 
therefore, quite reasonable. 
 The activation energies indicate that the relevant lower-energy mode is in the 400600 
cm
-1
 range.  The lower-energy modes that would be expected to have the greatest anharmonic 
coupling with the nitro stretch s(NO2) would be the nitro torsion and the nitro bend.  It is 
expected that the coupling between the nitro stretching modes and phenyl ring modes to be much 
smaller, and that expectation was confirmed by a recent study of vibrational energy flow in 
nitrobenzene.
19
  Again, on the basis of nitrobenzene, the torsion should be near 50 cm
-1
.
27
  The 
temperature dependence in Figure 6.7 does not support the presence of a strong stretch-to-torsion 
coupling.  However, the nitro bend
27
 is near 460 cm
-1
, which is in the energy range indicated by 
the slopes in Figure 6.7.  Consequently, the nitro bend is the vibrational transition most likely 
coupled to s(NO2). 
 There is additional support for the energy exchange model in the data in Figure 6.6b, 
which shows that the T-jump-induced shifts for s(NO2) and as(NO2), in the plateau region, 
were equal and opposite in sign.  These shifts appear to grow in synchronously with the Au 
surface temperature rise, i.e. the hot electron decay, observed in the reflectivity transient shown 
in Figure 6.1c.  These observations point to a common mechanism for the shifts of the two 
stretch transitions involving thermal excitation of a lower-energy NBT vibration.  Furthermore, 
there is precedent for such a mechanism.  In triatomic molecules such as NO2, bending modes 
have symmetric potentials with positive quartic anharmonic constants, while antisymmetric 
stretching modes also have symmetric potentials but with much smaller quartic anharmonic 
constants.  Alternatively, symmetric stretching modes have asymmetric Morse-like potentials 
with negative quartic anharmonic constants.
28
  As a result, when the s(NO2) and as(NO2) 
transitions involve quartic anharmonic coupling with the same thermally excited lower-energy 
mode, such as the NO2 bending mode near 460 cm
-1
, s(NO2) would be expected to red shift, 
135 
 
as(NO2) would be expected to blue shift, and the magnitudes of these shifts would be expected 
to be about equal.
28
 
 A reasonable explanation can be proposed for the disagreement between the two 
calculated activation energies, besides simply saying that the experimental errors are large.  The 
usual formulation of the vibrational energy exchange mechanism ignores the possibility of 
inhomogeneous broadening arising from vibrations other than the lower- and higher-energy 
modes in the model or from structural disorder.  If there were a small amount of inhomogeneous 
broadening in the s(NO2) transition, then at lower temperatures, where the increase in 
vibrational line width  (    
   )
  
 could be smaller than or comparable to the inhomogeneous 
broadening, an underestimation in the value of  (    
   )
  
 would be expected.  Such an 
underestimation would slightly flatten the slope of the temperature-dependent line width 
measurements in Figure 6.7.  That correction would not only bring the two activation energies 
into closer agreement but also bring the two slopes closer to the ~460 cm
-1
 value expected if the 
nitro bend were the dominant anharmonically coupled lower-energy mode. 
 
Summary and Conclusions 
 
These current studies have extended previous work on flash-heated NBT SAMs,
2
 described in 
Chapter 5, in two directions.  Instead of looking at a single vibrational transition of the adsorbate 
molecules, three different vibrational transitions were monitored.  In addition, for the first time, 
the temperature-dependence for the s(NO2) transition was measured, which was possible 
because of its large SFG cross-section. 
 By examining multiple transitions, an interesting observation relevant to the 
interpretation of the SFG intensity loss in the plateau region, where the SAM and Au are in 
thermal equilibrium, was made.  The s(NO2) and CC transitions are both polarized along the 
molecular long axis, and as seen in Figure 6.6a, the fractional SFG intensity losses were 
identical.  This observation offers significant support for the T-jump-induced orientational 
disorder interpretation for SFG signal loss during monolayer flash-heating. 
 The temperature-dependences of the s(NO2) line width and shift were interpreted as 
supporting the vibrational energy exchange model.  Even though the activation energies for 
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width and shift were not quite equal, the values of   , , and Ea were reasonable, based on the 
idea that the lower-energy mode exchanging energy with s(NO2) would be the ~460 cm
-1
 nitro 
bending vibration.  This idea had additional support from the observation that the frequency 
shifts of the symmetric and asymmetric nitro stretching transitions were equal and opposite and 
that those shifts appeared to grow in synchronously during heating.  This phenomenon would be 
expected behavior if both stretching transitions had significant anharmonic coupling to the 
bending vibration. Finally, the slightly different values of Ea were suggested to arise from small 
amounts of inhomogeneous broadening in the s(NO2) transition, which masked some of the line 
width increase at lower values of T. 
 
6.2 Alkanethiolate Flash-Heating 
 
Motivation 
 
In the previous study
2
 described in Chapter 5, the flash-heating of alkanethiolates on Au [CH3-
(CH2)n-S-Au] was depicted as consisting of energy flow from the hot Au surface, through the 
linker groups, and ballistically traveling along the length of the alkane chains.
3,5
  Vibrational 
SFG spectroscopy was employed to probe the terminal methyl group of the alkyl chains within 
the CH-stretching region.  On the basis of previous molecular dynamic simulations,
3,13
 the 
intensity loss in the SFG signal during heating was attributed to thermally-induced disorder of 
the methyl groups.  As described in §6.1, monitoring the s(NO2) and CC transitions of NBT 
during flash-heating provided further confidence towards the T-jump-induced orientational 
disorder model for SFG signal loss.
1
  This study will demonstrate further evidence to support 
these conclusions through a static-heating SFG experiment on 1-octadecanethiolate (ODT, C18):  
where an ODT sample, fabricated in the same manner as those in Chapter 5, was statically heated 
to known temperatures below the thermal decomposition temperature of the monolayer, ~400 
K,
23,29-31
 and the resulting SFG intensity loss from the terminal methyl group symmetric CH-
stretching s(CH3) transition was monitored.  By comparison of this data with flash-heating 
studies of the same sample, with temperatures calibrated by optical thermoreflectance 
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measurements, SFG intensity losses truly resulting from the elevated temperatures could be 
decoupled from effects resulting from excitation by ultrashort laser pulses. 
 Experiments involving the flash-heating of ODT to T = 175 K and probing with SFG2 
demonstrated that the methyl group disordering process, resulting from hot electron and phonon 
excited vibrations traveling from the chain base to the methyl terminus, was biexponential in 
time.  This behavior of two processes with different rates was thought to arise from two possible 
mechanisms.  The faster process might involve chain disordering due to barrierless increases in 
the methyl group thermal ellipsoids, whereas the slower process might involve chain disordering 
by surmounting conformational barriers to create gauche defects by rotations around carbon-
carbon bonds in other parts of the chain.
32
  Due to the high energies necessary for gauche defect 
formation, ~10 kJ mol
-1
 for rotation about the carbon-carbon bonds near the methyl terminus and 
greater-than 35 kJ mol
-1
 for rotation about bonds deeper within the monolayer,
32
 it is expected 
that only a single gauche defect per molecule can be made close to the monolayer-air interface.  
Alternatively, the two processes might reflect an interface thermal transfer process that is more 
complicated than previously envisioned, possibly a two-stage interface thermal conductance 
across the Au-SAM interface.  The faster process represents a transient interface conductance 
with G  220 MW m-2 K-1,2,3 which was consistent with results obtained by another laboratory 
using thermoreflectance studies of SAM-decorated nanoparticles in aqueous solutions.
33
  
Consequently, this value of G was only obtained when measuring transient responses with 
ultrafast spectroscopy.  In contrast, the slower process is more representative of a steady-state 
conductance with G  25 MW m-2 K-1, which was consistent with other measurements of G 
using steady-state heat flow methods.
34
 
 In order to determine the dominant mechanism involved in the biexponential methyl 
group disordering dynamics, this work undertook a study to monitor the two exponential decay 
constants as a function of alkanethiolate chain length at temperature jumps (T-jumps) of T = 35 
K and T = 175 K.  T-jumps were generated using 400 nm flash-heating pulses.  In addition, by 
examination of the time-dependent ratio of the symmetric to asymmetric CH-stretching transition 
intensities, s(CH3)/as(CH3), from the terminal methyl group, changes in the ensemble-averaged 
methyl tilt angle during flash-heating could be determined.  Consequently, investigation of chain 
disordering dynamics as a function of alkanethiolate chain length and T-jump could be 
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undertaken.  It will be shown that depending on the number of carbon atoms in the alkyl chains, 
even- or odd-number, the chain disordering processes are quite distinct and different. 
 
 
 
Figure 6.8:  s(CH3) SFG Intensity Loss as a Function of T for ODT SAMs  
SFG signal loss from the s(CH3) transition of the terminal methyl groups of an ODT 
SAM as a result of increasing temperature.  Both static- and flash-heating techniques 
demonstrated approximately the same loss in SFG intensity for a given T.  Static-
heating experiments required T < 50 K to prevent monolayer degradation. 
 
Results 
 
As shown in Figure 6.8, static-heating SFG studies were conducted on ODT, an 18-carbon 
alkanethiolate.  SFG intensity from the symmetric CH-stretch vibration s(CH3) of the terminal 
methyl group, being the most intense transition probed, was monitored as a function of the Au 
surface temperature.  The sample was placed in a home-built ceramic heating unit, which was 
described in §3.6 for the calibration of temperature-dependent reflectance changes of Au 
surfaces.  The resistive heater was employed to slowly increase the temperature of the sample by 
~1-2 K per minute, and a thermocouple was in contact with the Au surface to determine the 
temperature at which the SFG measurements were taken.  Due to the samples being stationary 
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during the entirety of the experiment, optical damage of the monolayer resulting from continued 
exposure to the probe beams was unavoidable.  After collection of temperature-dependent SFG 
intensities, the sample was slightly shifted and the experiment was rerun without heating.  The 
temperature-dependent s(CH3) SFG intensities could therefore be corrected for SFG signal loss 
resulting from optical damage of the SAM, which is the corrected data displayed in Figure 6.8. 
 
 
 
Figure 6.9:  Time-Dependent SFG Spectra of Alkanethiolate SAMs  SFG spectra 
from alkanethiolate SAMs during flash-heating with T = 175 K and at the specified 
delay times.  (a)  The methyl tilt angle of C20 was   23 resulting in the dominant 
transition being s(CH3).  (b)  C15 had a methyl tilt angle   60 resulting in the 
dominant transition being as(CH3). 
 
 For comparison, flash-heating SFG studies were conducted on ODT in the same fashion 
as described in Chapter 5, where the s(CH3) SFG signal loss was monitored in the plateau 
region of the SFG transients, corresponding to delay times greater-than ~250 ps after t = 0.  This 
plateau region represents that the SAM and Au surface were in thermal equilibrium.  T-jumps 
resulting from incidence of the 400 nm flash-heating pulses were calibrated based on Au surface 
reflectance changes at 600 nm.  Unlike the flash-heating studies where monolayer degradation 
was kinetically unfavorable due to the short durations of the T-jumps, ~10 s,2,5 temperature 
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changes during static-heating experiments were kept below 50 K, or T  350 K, to prevent rapid 
degradation of the monolayer resulting from the combined effects of elevated temperature and 
optical damage by the probe beams. 
 Both flash-heating and static-heating SFG studies of the s(CH3) transition of ODT 
demonstrated a linear drop in SFG signal with T.  The dashed lines in Figure 6.8 indicate linear 
fits to the data, which yielded slopes of -3.7 (0.2) x 10-3 K-1 and -4.8 (0.7) x 10-3 K-1 for flash-
heating and static-heating studies, respectively. 
 In the subsequent flash-heating experiments on various chain length alkanethiolates 
[CH3-(CH2)n-1-S-Au], both odd- and even-number carbon chains, denoted as Cn, were studied.  
The initial ensemble-averaged methyl tilt angles of odd- and even-number carbon alkyl chains 
are   60 and   23, respectively.32,35  As a result of these different tilt angles and the p-
polarized probe beams, the SFG spectra of the terminal methyl groups from these monolayers 
were distinct as shown in Figure 6.9.  Representative spectra are shown for flash-heated C20 
(Figure 6.9a), an even-number carbon chain, and C15 (Figure 6.9b), an odd-number carbon chain, 
with T = 175 K.  Both sets of spectra show three main transitions from the terminal methyl 
group of the SAM:  symmetric CH-stretch s(CH3), asymmetric CH-stretch as(CH3), and 
symmetric CH-bend overtone 2s(CH3).  However, the dominant transition with even-number 
chains was s(CH3) and as(CH3) for odd-number chains.  In addition, at T = 175 K, C20 
showed an intensity loss for s(CH3) which was proportionally greater than for as(CH3), while 
as(CH3) demonstrated a proportionally greater intensity loss as compared to s(CH3) in C15. 
 Due to the dominant or most intense vibrational transitions varying between odd- and 
even-number carbon chains, s(CH3) was used to monitor the flash-heating dynamics of even-
number chains, and as(CH3) was employed to study odd-number chains, in order to maximize 
the signal-to-noise.  It should be noted that extracted rate constants from monolayer flash-heating 
transients did not seem to differ if the s(CH3) or as(CH3) transition was utilized.  Figure 6.10 
shows the time-dependent SFG intensity loss, resulting from thermally-induced disordering of 
the terminal methyl groups, for flash-heated monolayers ranging from C20, the longest alkyl 
chain studied, to C8, the shortest chain, with T = 175 K.  As chain length was shortened, the 
time needed to reach the intensity loss plateau, which is thought to correspond to thermal 
equilibrium between the Au and SAM,
2,3
 decreased.  Furthermore, for the shortest alkyl chain 
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studied (Figure 6.10d), an overshoot in the SFG signal was observed at early delay times.  This 
overshoot corresponded to ~20% of the initial intensity loss, but unlike with NBT flash-heating 
dynamics, that demonstrate at overshoot at t = 0,
1
 the C8 overshoot occurred 2-3 ps after time 
zero. 
 
 
 
Figure 6.10:  SFG Intensity Transients for Flash-Heated Alkanethiolate SAMs  
The time-dependent SFG intensity loss from flash-heated alkanethiolate SAMs with 
T = 175 K.  The s(CH3) transition from the terminal methyl groups was employed 
to monitor even-number carbon chains, and the as(CH3) transition was used to study 
odd-number carbon chains.  (a)  (c) Decreasing alkyl chain length resulted in 
shortening of the thermal equilibration time between the monolayer and Au.  (d) The 
shortest alkanethiolate C8 demonstrated an intensity overshoot at early delay times. 
 
 As in previous studies,
2,3
 the time-dependent response of the SAM was characterized by 
the vibrational response function (VRF) of the dominant transition.  The VRF is a method to 
normalize the peak intensity change: 
 
 
        
             
                
    (6.4) 
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where          was the intensity before flash-heating and         the average plateau intensity at 
longer delay times.  The s(CH3) VRF of C20 with T = 175 K is shown in Figure 6.11.  VRFs 
consisted of three main parameters:  a time offset to from t = 0 and a biexponential decay with 
time constants 1 and 2.  The time offset to was interpreted as the time needed for vibrational 
energy to travel ballistically along the alkane chains from the hot Au surface to the methyl 
groups.
3
  However, the two possible mechanisms governing the biexponential decay were 
previously proposed at the beginning of this section, and elucidation of the dominant mechanism 
is the primary focus of the following work. 
 
 
 
Figure 6.11:  VRF for s(CH3) of  Flash-Heated C20 with T = 175 K  The time-
dependent response for the s(CH3) transition of flash-heated C20 with T = 175 K 
was characterized by the VRF.  There are three parameters of note:  time offset to, the 
faster exponential process characterized by 1 and the slower exponential process 
characterized by 2. 
 
 In order to determine the dominant mechanism involved in the biexponential methyl 
group disordering dynamics, this work undertook a study to monitor the two exponential decay 
time constants as a function of alkanethiolate chain length at T-jumps of T = 35 K and T = 
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175 K.  400 nm flash-heating pulses were again employed to generate the T-jumps.  Table 6.1 
lists 1 and 2 obtained from flash-heated alkanethiolates ranging from C8 to C20 with T = 35 K. 
 
Alkanethiolate Chain Length (nm) 1 (ps) 2 (ps) 
C8 1.0 4.1 ± 0.7 2.0 ± 0.4 
C9 1.2 6.0 ± 0.2 21.3 ± 1.6 
C10 1.3 12.0 ± 0.9 49.2 ± 5.3 
C14 2.0 20.0 ± 0.9 48.3 ± 1.7 
C15 2.2 20.8 ± 0.6 47.6 ± 2.6 
C18 2.7 20.1 ± 2.0 57.9 ± 3.7 
C20 3.1 24.0 ± 2.0 53.1 ± 4.1 
 
Table 6.1:  Flash-Heating Studies of Alkanethiolates with T = 35 K – The above 
list of alkanethiolates were flash-heated with femtosecond 400 nm pulses to a T-jump 
of T = 35 K and the biexponential decay time constants were extracted from the 
SFG signal loss transients.  Odd-number carbon chains utilized the as(CH3) transition 
and even-number carbon chains employed the s(CH3) mode. 
 
The same alkanethiolates were then flash-heated to T = 175 K and the biexponential decay time 
constants were determined, see Table 6.2, and compared to the lower T-jump results.  The 
change in 1 and 2 as a function of alkanethiolate chain length is plotted in Figure 6.12 at the 
two different T-jumps of T = 35 K and T = 175 K. 
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Alkanethiolate Chain Length (nm) 1 (ps) 2 (ps) 
C8 1.0 3.9 ± 0.2 1.3 ± 0.1 
C9 1.2 6.6 ± 0.4 4.2 ± 0.1 
C10 1.3 6.1 ± 0.1 20.4 ± 1.0 
C14 2.0 15.8 ± 0.3 43.6 ± 1.5 
C15 2.2 11.2 ± 0.2 43.5 ± 1.4 
C18 2.7 16.9 ± 0.6 47.9 ± 1.4 
C20 3.1 16.0 ± 0.4 48.4 ± 1.3 
 
Table 6.2:  Flash-Heating Studies of Alkanethiolates with T = 175 K – The same 
alkanethiolates employed in Table 6.1 were again flash-heated with femtosecond 400 
nm pulses to a T-jump of T = 175 K and the biexponential decay time constants 
were extracted from the methyl group disordering dynamics.  Odd-number carbon 
chains utilized the as(CH3) transition and even-number carbon chains employed the 
s(CH3) vibration. 
 
 The faster process in the methyl group disordering dynamics characterized by the 
exponential time constant 1 was found to slow down with increasing chain length, i.e. 1 
increased proportionally with alkyl chain length h.  The rate or degree of this dependence of 1 
on h was found to decrease with increasing T-jump.  Linear fits to the data in Figure 6.12a 
yielded slopes of      = 9.2  1.6 ps nm
-1
 for T = 35 K and      = 6.2  1.2 ps nm
-1
 for T = 
175 K.  The secondary slower process in the disordering dynamics characterized by the 
exponential time constant 2 was also found to slightly depend on chain length.  2 was found to 
proportionately increase with alkyl chain length h.  Due to the rapid thermalization of the shorter 
alkanethiolates, as seen in Figures 6.10c and 6.10d, there were not enough data points to 
determine a true 2, and these data points were neglected in the following analysis (Figure 
6.12b).  Within experimental error, the dependence of 2 on h was found to be independent of 
temperature.  Linear fits to the data in Figure 6.12b, neglecting the shorter chain lengths, yielded 
slopes of      = 4.2  2.9 ps nm
-1
 for T = 35 K and      = 5.4  1.1 ps nm
-1
 for T = 175 K. 
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Figure 6.12:  Dependence of 1 and 2 on Alkanethiolate Chain Length  The 
biexponential rate constants extracted from flash-heated alkanethiolates with T = 35 
K and T = 175 K.  (a) 1 increased proportionally with alkyl chain length h.  The 
1/h slopes (dashed lines) were T-jump dependent.  (b) 2 also increased 
proportionally with alkanethiolate length.  The 2/h slopes (dashed lines) were T-jump 
independent.  Short alkyl chains could not be utilized for this analysis due to fast 
thermalization time scales.    
 
 By simultaneously probing the multiple transitions of the alkanethiolate terminal methyl 
groups in the CH-stretch region and monitoring the s(CH3)/as(CH3) ratio, one could determine 
the instantaneous ensemble-averaged methyl tilt angle  with respect to the Au surface normal as 
described in §5.4.  This technique is based off the work of Hirose and co-workers
24,25
 and allows 
T-jump-induced chain disordering dynamics to be studied for the various alkanethiolates at T = 
35 K and T = 175 K.  Figure 6.13a displays the time-dependent s(CH3)/as(CH3) ratio from 
flash-heated C20 at the two indicated T.  These transients are quite similar to those obtained 
from C18 (ODT) as seen in Figure 5.8b.  The primary difference is the initial starting ratio, which 
can be explained by small changes in the center frequency of the probing BBIR pulses between 
the two experiments.  With T = 35 K, flash-heating had only a small effect on the ratio, which 
declined by ~15% over a 200 ps interval.  At the larger T = 175 K, the s(CH3)/ as(CH3) ratio 
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suddenly increased around t = 0 and then more gradually declined by ~35% to a plateau over the 
next 2025 ps.  In contrast, Figure 6.13b displays the s(CH3)/ as(CH3) ratio transients from 
flash-heated C15 with T = 35 K and T = 175 K.  The methyl tilt angle dynamics were identical 
at the two T-jumps except for the overall magnitude of the angle change.  Over a 200 ps interval 
after time zero, the ratio gradually increased with the plateau ratio value being 4x larger for T = 
175 K as compared to T = 35 K. 
 
 
 
Figure 6.13:  Methyl Tilt Angle Changes during Alkanethiolate Flash-Heating  
(a) The time-dependent changes in the s(CH3)/as(CH3) ratio for flash-heated C20 
was T-jump dependent.  A ~15% decline in the ratio was observed over 200 ps for T 
= 35 K.  In contrast, for T = 175 K, a rapid increase in the ratio at t = 0 was 
observed followed by a more gradual decline to a plateau.  (b) The time-dependence 
of the ratios for flash-heated C15 displayed similar dynamics between the two 
different T-jumps.  As compared to T = 35 K, the larger T-jump experienced a 4x 
larger increase in the ratio over 200 ps. 
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Discussion 
 
As displayed in Figure 6.8, the static- and flash-heating SFG studies of the s(CH3) transition of 
an ODT, or C18, SAM both demonstrated a linear drop in SFG intensity with T.  The slight 
deviation in slopes between the two data sets is believed to arise from an additional SFG signal 
loss contribution in the static-heating studies resulting from optical damage of the monolayer.  
The continued exposure to ultrashort SFG probe pulses induced damage in the stationary sample, 
which was not fully accounted for in the optical damage correction studies mentioned above.  
Within the temperature ranges shown in Figure 6.8, both static and ultrafast heating experiments 
indicate that this alkanethiolate can serve a molecular thermometer, where the metal surface 
temperature can be inferred from the SFG signal loss in the s(CH3) mode of the monolayer’s 
terminal methyl group.  Furthermore, this study directly indicates that increases in Au surface 
temperature lead to a proportionate drop in SFG signal.  Combining this result with previous 
molecular dynamic simulations
3,13
 and the flash-heating studies of NBT,
1
 which examined the 
time-dependent s(NO2) and CC SFG signals as described in §6.1, a T-jump-induced 
orientational disorder model is formed.  Increases in sample temperature lead to thermally-
induced disorder of the monolayer, either in the methyl groups of alkanethiolates or in the phenyl 
rings of NBT.  As seen in Equation 6.3, thermally-induced disorder in the monolayer and 
therefore of the probed molecular moieties produces a loss in the observed SFG signal.  The 
amount of disorder and therefore the amount of signal loss is directly proportional to T. 
 Flash-heating studies of alkanethiolates at T = 175 K (Figure 6.10) demonstrated a 
decrease in the Au-SAM thermalization time, or the time needed to reach the SFG intensity loss 
plateau, with decreasing alkyl chain length.  This effect is quite well-known.
3,5
  For example, 
consider a one-dimensional thermal diffusion model with a hot Au film at some elevated 
temperature in contact with a room temperature polymer film of thickness d.  At a given 
interface thermal conductance G and polymer thermal diffusivity D, the thermalization time of 
this system is directly related to the square of the polymer film thickness,   .  The same logic 
applies to these flash-heating experiments and explains the findings in Figure 6.10. 
Interestingly, the shortest alkyl chain, C8, demonstrated an overshoot in the SFG intensity 
loss at early delay times (Figure 6.10d).  Flash-heating studies of the s(NO2) transition of NBT 
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show a similar overshoot at t = 0, but this effect results from hot-electron excitation of the probed 
mode.
1
  Previous studies on substituted benzenethiolates
4,7
 showed that hot electrons excited 
atomic groups most effectively if they were no farther than 4-5 carbon atoms away from the 
metal surface.  As a result, direct hot-electron excitation of the terminal methyl groups is 
unexpected.  In addition, the overshoot in Figure 6.10d appears 2-3 ps after time zero.  Figure 
5.8d proves that only unrealistic changes in the methyl tilt angle  of this SAM would produce 
the observed amount of s(CH3) SFG signal loss.
24,25
  It is therefore conceivable that the terminal 
methyl groups experience a large perturbation producing a fair degree of disordering as a result 
of an initial burst of electron and phonon excited vibrations, which is created near the base of the 
chains and that then propagates ballistically to the methyl group ends.
3
  This would explain the 
overshoot time delay as resulting from transit time along the alkyl chain length and infers a 
length-dependence on this methyl group perturbation, since only the shortest chain length studied 
demonstrate such an effect. 
 The time-dependent SFG intensities from the dominant methyl group vibrational mode, 
either s(CH3) or as(CH3), of these flash-heated alkanethiolates were normalized according to 
the vibrational response function (VRF) as seen in Equation 6.4.  The methyl group disordering 
process is biexponential in time and characterized by two decay time constants 1 and 2.  These 
time constants were extracted from the VRF transients and are listed in Tables 6.1 and 6.2 for T 
= 35 K and T = 175 K, respectively.  The alkanethiolate chain lengths also listed in these tables 
are based on the measurements of Bain and co-workers.
36
  Figure 6.12 displays the dependence 
of 1 and 2 as a function of alkyl chain length, where the dashed lines represent linear fits of the 
data.  As described above, two different mechanisms are proposed for the biexponential methyl 
group disordering dynamics.  One interpretation involves barrierless increases in methyl group 
thermal ellipsoids as the faster time scale process and alkyl chain disordering through the 
creation of gauche defects as the slower time scale process.  Alternatively, a two-stage interface 
thermal conductance across the Au-SAM interface is also a possibility.  To determine the 
dominant mechanism, one needs to examine the temperature-dependence of the slopes of the 
data in Figure 6.12. 
 Linear fits to the data in Figure 6.12a yield slopes of      = 9.2  1.6 ps nm
-1
 for T = 
35 K and      = 6.2  1.2 ps nm
-1
 for T = 175 K, while linear fits to the data in Figure 6.12b, 
neglecting the shorter chain lengths, yield slopes of      = 4.2  2.9 ps nm
-1
 for T = 35 K and 
149 
 
     = 5.4  1.1 ps nm
-1
 for T = 175 K.  The invariance of the      slope with T-jump 
supports the two-stage interface thermal conductance mechanism.  Based on energies for carbon-
carbon bond rotation for these alkanethiolate SAMs,
32
 one would expect that the slower process, 
characterized by 2, if resulting from alkyl chain disordering would strongly depend on 
temperature, which was not observed in this data.  Further evidence towards the two-stage 
interface thermal conductance model will be revealed as thermal conductances are calculated 
from the biexponential time constants. 
 Utilizing the two-stage interface thermal conductance model, the time constants 1 and 2 
are employed to calculate two interface thermal conductance values G1 and G2 using the 
expression:
2,3,5
 
 
 
    
      
 
    (6.5) 
 
where , h and    are the SAM density, chain length and specific heat, respectively.  SAM 
densities are based on an area per alkane chain of 2.2 x 10
-19
 m
2
.
36
  Specific heats are estimated 
based on measurements performed by Zhang and co-workers, whom measured the heat capacity 
of C16 on polycrystalline Au using a nanocalorimetry technique.
37
  Utilizing these measurements, 
specific heats of    = 630 J kg
-1
 K
-1
 at T = 35 K and    = 1360 J kg
-1
 K
-1
 at T = 175 K are 
determined.  The calculated interface thermal conductances and SAM densities are displayed in 
Table 6.3 for T = 35 K. 
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Alkanethiolate Density (kg m
-3
) G1 (MW m
-2
 K
-1
) G2 (MW m
-2
 K
-1
) 
C8 1310 400 ± 59 810 ± 140 
C9 1220 300 ± 11 84 ± 5.9 
C10 1150 160 ± 11 40 ± 3.9 
C14 1010 130 ± 5.0 53 ± 1.9 
C15 980 130 ± 4.0 57 ± 3.0 
C18 930 160 ± 15 55 ± 3.3 
C20 910 150 ± 11 66 ± 4.7 
 
Table 6.3:  Interface Thermal Conductance Values with T = 35 K – The above 
interface thermal conductance values are calculated using the decay time constants 
and chain lengths from Table 6.1.  SAM densities are based on an area per alkane 
chain of 2.2 x 10
-19
 m
2
,
36
 and the specific heat    = 630 J kg
-1
 K
-1
 is employed.
37
 
 
In the same fashion, interface thermal conductances are calculated for T = 175 K, and these 
values are displayed in Table 6.4. 
 
Alkanethiolate Density (kg m
-3
) G1 (MW m
-2
 K
-1
) G2 (MW m
-2
 K
-1
) 
C8 1310 900 ± 52 2750 ± 140 
C9 1220 590 ± 32 920 ± 17 
C10 1150 690 ± 10 210 ± 9.8 
C14 1010 350 ± 6.0 130 ± 4.2 
C15 980 530 ± 9.0 140 ± 4.2 
C18 930 410 ± 13 140 ± 4.2 
C20 910 470 ± 12 160 ± 4.0 
 
Table 6.4:  Interface Thermal Conductance Values with T = 175 K – Decay time 
constants and alkyl chain lengths from Table 6.2 are employed to determine the 
interface thermal conductance values seen above, for a T-jump of T = 175 K.  
Density values are again based on an area per alkane chain of 2.2 x 10
-19
 m
2
,
36
 and a 
specific heat    = 1360 J kg
-1
 K
-1
 is utilized.
37
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 Due to fast Au-SAM thermalization times for the shorter length alkanethiolates, there are 
much fewer data points to extract the biexponential decay time constants.  As a result, the time 
constants are undervalued and the resulting interface thermal conductances are exceedingly high.  
Therefore, only longer alkyl chains, those exceeding 10-carbons, will be utilized in the following 
analysis and discussion. 
 Due to the experimental error, no claims for the dependence of interface thermal 
conductance on alkyl chain length will be made.  Instead, an average across the conductance 
values will be taken.  At T = 35 K, the interface thermal conductance values are G1 = 150  24 
MW m
-2
 K
-1
 and G2 = 54  8.8 MW m
-2
 K
-1
.  This value of G1 is consistent with a previous study 
performed by the Dlott group utilizing 800 nm flash-heating pulses to produce T-jumps of T  
35 K.
2,3
  Due to the short window of pump-probe delays in this previous study, they only 
measured a single interface thermal conductance G = 210  51 MW m-2 K-1.  With the current 
study, at T = 175 K, the interface thermal conductance values are G1 = 430  66 MW m
-2
 K
-1
 
and G2 = 140  15 MW m
-2
 K
-1
. 
 At the T-jump value of T = 35 K, the value of G1 is similar to a value of G that was 
obtained in thermoreflectance studies of SAM-decorated nanoparticles in aqueous solutions.
33
  
Both of these determinations of G involve measuring transient responses with ultrafast 
spectroscopy.  However, using steady-state heat flow methods,
34
 Wang and co-workers obtained 
an interface thermal conductance G  25 MW m-2 K-1.  This value of G is similar to the value of 
G2 measured in this study at T = 35 K.  These results seem to further indicate a two-stage 
interface thermal conductance model with the faster process characterized by 1 representing a 
transient interface thermal conductance, which possibly involves both Au hot-electron and 
phonon excitation of the monolayer.  The slower process, however, with time constant 2 is more 
representative of a steady-state conductance, i.e. the one-dimensional thermal diffusion model 
expressed at the beginning of this subsection.  It should be noted that both G1 and G2 display a 
~3-fold increase with the increased T-jump from T = 35 K to T = 175 K.  The increase in 
thermal conductance of an interface has been previously observed and is thought to arise from 
anharmonic processes coupling three-phonon interactions across the interface.
38
 
 Finally, to gain insight into the T-jump-induced chain disordering dynamics, the time-
dependent change in the ensemble-averaged terminal methyl tilt angle  of flash-heated 
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alkanethiolates was examined (Figure 6.13) by monitoring changes in the s(CH3)/as(CH3) ratio.  
In well-ordered even-number carbon alkanethiolate SAMs, the terminal methyl groups have an 
initial methyl group tilt angle   23 with respect to surface normal.32,35  In Figure 6.13a, the 
time-dependent s(CH3)/as(CH3) ratios for C20 measured with T = 35 K and T = 175 K are 
plotted.  With T = 35 K, flash-heating has only a small effect on the ratio with a ~15% decline 
over a 200 ps interval.  According to Figure 5.8d, a small ratio decline is consistent with a slight 
increase of the tilt angle , and this data shows a decline consistent with a methyl tilt angle 
change     2.5.  With T = 175 K, upon flash-heating, the ratio suddenly increases and then 
more gradually decreases to a plateau over the next 20-25 ps.  These results are consistent with 
the methyl groups suddenly reorienting toward surface normal,     0.5, in response to an 
initial burst of vibrational energy, which was created at the chain base by Au hot electrons and 
phonons and then propagated to the methyl terminus.  Afterwards, there is a more gradual 
relaxation of the methyl groups to an equilibrium at a higher tilt angle, corresponding to an 
increase in the methyl tilt angle of     6. 
 In well-ordered odd-number carbon alkanethiolate SAMs, the terminal methyl groups 
have an initial tilt angle   60 with respect to surface normal.32,35  In Figure 6.13b, the time-
dependent s(CH3)/as(CH3) ratios for C15 measured with T = 35 K and T = 175 K are plotted.  
At both T-jumps, the ratios gradually increase over 200 ps, with T = 175 K experiencing a ratio 
increase 4x larger than at T = 35 K.  According to Figure 5.8d, these ratio increases are 
consistent with decreases of the methyl tilt angle .  Initially, the terminal methyl groups are 
fairly parallel to the Au surface, so consequently, rotations about methyl group, i.e. their thermal 
ellipsoids, are sterically hindered due to the surrounding alkyl chains.  T-jumps provide the 
additional energy necessary for the minimization of these steric hindrances through reorientation 
of the methyl groups more perpendicular with the surface normal.  Higher temperatures allow the 
formation of more perpendicularly-oriented methyl groups.  With T = 35 K, the methyl groups 
experience a decrease in the tilt angle of     16, while at T = 175 K, groups orient more 
perpendicular with surface normal with a tilt angle change of     30. 
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Summary and Conclusions 
 
Vibrational SFG spectroscopy was employed to probe the terminal methyl groups of 
alkanethiolate SAMs within the CH-stretching region during monolayer flash- and static-heating.  
Static- and flash-heating SFG studies of the s(CH3) vibrational transition of C18 demonstrated a 
linear dependence of SFG signal loss with T, demonstrating its potential as a molecular 
thermometer.  In addition, these studies proved that increases in Au surface temperature led to a 
proportionate drop in SFG signal.  Combining these results with previous molecular dynamic 
simulations
3,13
 and the time-dependent s(NO2) and CC SFG studies of flash-heated NBT,
1
 see 
§6.1, T-jumps were shown to create thermally-induced orientational disorder within monolayer, 
either in the methyl groups of alkanethiolates or in the phenyl rings of NBT.  Thermally-induced 
orientational disorder reduced the ensemble-averaged orientation term in Equation 6.3 and 
therefore decreased the measured SFG intensity.  In conclusion, the amount of disorder and as a 
result the amount of SFG signal loss was proportional to T. 
 Flash-heated alkanethiolates demonstrated a methyl group disordering process that was 
biexponential in time and characterized by two decay time constants 1 and 2.  Analysis of these 
time constants, specifically 2, as a function of alkyl chain length at T = 35 K and T = 175 K 
led to the conclusion that the biexponential dynamics resulted from a two-stage interface thermal 
conductance mechanism.  1 and 2 were employed to calculate the interface thermal 
conductances G1 and G2 at the various chain lengths and T-jumps.  Based on these calculations, 
G1 was consistent with a transient interface thermal conductance,
2,33
 which possibly involved 
both Au hot electron and phonon heating of the monolayer.  Additionally, G2 was representative 
of a more steady-state conductance.
2,34
  Both interface thermal conductances were found to be 
equally proportional to T. 
 In an effort to characterize chain disordering dynamics during alkanethiolate flash-
heating, the time-dependent s(CH3)/as(CH3) ratios of C20 and C15 were monitored.  
s(CH3)/as(CH3) ratio changes was directly related to changes in the ensemble-averaged methyl 
tilt angle via the work of Hirose and co-workers.
24,25
  For even-number carbon alkyl chains, with 
T = 35 K, T-jumps caused a slight, few degrees increase in the methyl tilt angle from surface 
normal.  However, with T = 175 K, the methyl groups suddenly jumped toward the surface 
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normal in response to hot-electron and phonon excited vibrations created near the base of the 
chains, which then propagated ballistically to the methyl group ends.  These methyl groups then 
relaxed to an equilibrium state with a larger tilt angle.  In contrast, odd-number carbon 
alkanethiolates, at both T = 35 K and T = 175 K, demonstrated a gradual decrease in the 
methyl tilt angle to a more perpendicular orientation with respect to surface normal.  The 
reorientation of the methyl groups was a result of minimizing steric interactions between the 
terminal methyl groups, rotating about their thermal ellipsoids, and surrounding alkyl chains. 
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Shock Initiation and Thermal Degradation of 
Molecular Explosives* 
 
7.1 Prior Work and Motivation 
 
To develop the laser-driven shock compression and flash-heating techniques, see Chapters 46, a 
model system consisting of well-ordered self-assembled monolayers (SAMs) adsorbed onto 
metallic substrates was probed with vibrational SFG spectroscopy.  Monolayers varied from 
molecular explosive simulants, such as nitroaromatics, to long chain alkanethiolates.  These 
studies demonstrated the effectiveness of SFG spectroscopy to probe the dynamics of thin 
molecular layers during compression and heating with picosecond temporal resolution.  The next 
step in this research is to apply these developed techniques toward the study of molecular 
explosive dynamics when shock compressed and/or flash-heated to pressures of a few GPa and 
temperatures exceeding thermal decomposition values (T > 500 K).  The primary goal of such 
work is to understand shock initiation and thermal degradation of molecular explosives.  
Specifically in regards to shock initiation, what are the first molecular bond-breaking events?  
This question has been primarily probed theoretically.  For example, the Goddard group
2
 showed 
that NO2 and/or HONO were the first molecular fragments produced during shock compression 
of the molecular explosive 1,3,5-trinitroperhydro-1,3,5-triazine (RDX).  Utilizing techniques 
developed in previous chapters, this proposed research focuses on studying the shock 
compression of molecular explosives experimentally on the same length and time scales as the 
aforementioned atomistic simulations.  The specific molecular explosive examined in this 
chapter is octahydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX), which is a related molecular 
explosive to RDX as shown in Figure 7.1. 
 As previously described, to gain insights into the first-bond breaking events, molecules 
must be probed with picosecond temporal resolution.  However, shock velocities through the 
targets are on the order of a few nm/ps.
3,4
  As a result, sample thickness limits temporal 
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resolution, i.e. samples must be nanometers thick in order to resolve picosecond dynamics during 
shock loading.  Furthermore, a sensitive probe technique must be utilized to monitor such thin 
layers.  Broadband multiplex vibrational SFG spectroscopy with nonresonant suppression
5
 will 
be employed to probe these thin films with ~1 ps time resolution.  Consequently, with shock 
velocities of say 5 nm/ps, sample thicknesses must be around 510 nm in order to maintain 
temporal resolution between ~12 ps.  Prior to running flash-heating and shock compression 
experiments, it was necessary to confirm that such a thin layer of the molecular explosive HMX 
would produce sufficient SFG signal. 
 
 
 
Figure 7.1:  Experimental Arrangement for the Shock Loading of -HMX  (a) 
HMX.  (b) 4-nitrobenzoate (NBA).  (c) Laser-driven shock compression setup with 
SFG probe.  The sample contains a 510 nm layer of -HMX as well as a poly(vinyl) 
alcohol (PVA) overcoat layer for shock confinement.  (d) RDX.  Reproduced with 
permission, copyright 2014 IOP Publishing.
1 
 
7.2 Preliminary Results and Discussion 
 
HMX was chosen as the molecular explosive of interest due to the ease at which porous 
polycrystalline -HMX could be deposited onto the predesigned shock targets.  Furthermore, the 
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-form of HMX should be effective because it is noncentrosymmetric, which should result in 
large SFG signal intensities.
6
  As detailed in Chapter 2, since bulk -HMX is 
noncentrosymmetric, the entire bulk is SFG-active.  In addition, -HMX is also extremely shock 
sensitive as compared to its other phases.
7
  As illustrated in Chapter 4, more sensitive materials 
are paramount in order to observe shock-induced chemistries in real time.
1,8
 
 
 
 
Figure 7.2:  -HMX SFG Spectrum  The vibrational SFG spectrum of a 510 nm 
layer of -HMX spray-coated over an NBA SAM.  Four vibrational transitions are 
observed in -HMX, and thousands of counts of signal can be obtained in a few 
seconds of acquisition. Reproduced with permission, copyright 2014 IOP Publishing.
1 
 
 Shock targets were fabricated in the same manner as described in §3.2.  The targets 
consisted of the following material layers:  glass-Cr-Al-NBA.  In this layering, NBA referred to 
a self-assembled monolayer of 4-nitrobenzoate (Figure 7.1b).  On top of this NBA SAM 
template, a ~510 nm layer of HMX was spray-coated from a 10 mL solution of 15 M HMX in 
acetone ((CH3)2CO, Fisher Scientific).  Small quantities of HMX were graciously supplied by 
Los Alamos National Laboratory.  The rapid evaporation of the solvent during spray-coating 
yielded a layer of -HMX.6  For shock confinement,8 a ~34 m layer of poly(vinyl) alcohol 
(PVA, Air Products and Chemicals Inc.) was then deposited over the thin molecular film via 
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spin-coating.  Instead of poly(methyl) methacrylate (PMMA), aqueous solutions of PVA were 
needed to spin-coat over -HMX, since HMX is insoluble in water.  A schematic of the finished 
shock target can be viewed in Figure 7.1c. 
 As proof of principle, the resulting vibrational SFG spectrum was collected from this 
shock target (Figure 7.2).  The thin layer of PVA seemed to have no effect on the resulting 
spectrum.  Probe beam energies were kept below the monolayer/HMX damage threshold, which 
corresponded to energies being consistent with the values employed in the previous shock 
compression and flash-heating studies.  As observed in the spectrum, both the monolayer and 
HMX layer were probed simultaneously via vibrational SFG spectroscopy.  It should be noted 
that this spectrum lists the SFG signal counts per laser shot.  Due to laser shot repetition rates of 
100 Hz, thousands of counts of signal could easily be generated for both NBA and -HMX 
within a few seconds of acquisition. 
The strong signals from -HMX resulted from SFG selection rules, where the SFG 
process was strongly allowed in the noncentrosymmetric media.  As shown, four different 
transitions of -HMX could be probed during shock loading. The nitro stretching transitions 
consisted of symmetric s(NO2) and asymmetric as(NO2) vibrations.  The CH stretching regime 
also consisted of a symmetric and asymmetric mode, where the asymmetric vibration was at a 
higher frequency.  It should be noted that no CH stretching transitions were observed for the 
monolayer.  This resulted from these groups, in the aggregate, forming a nearly centrosymmetric 
crystal lattice.  In any case, the NBA s(NO2) transition should act as a strong marker for shock 
arrival at the -HMX layer during shock loading studies as detailed in Chapter 4. 
 
7.3 Summary and Future Implications 
 
Within this thesis, techniques were established for probing, with picosecond temporal resolution, 
the shock compression and flash-heating of a single molecular monolayer with vibrational SFG 
spectroscopy. Temperature jumps up to 250 K were established as well as shock loading up to a 
few GPa.  Calibration of those pressures and temperatures was accomplished via hydrostatic 
pressure measurements in a SiC anvil cell
1,8
 and thermoreflectance measurements of the metallic 
substrates on which the monolayers were adsorbed.
9 
 In addition, with the application of the 
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secondary amplifier discussed in Chapter 4, the pressures within the shock targets should be 
enhanced by an order-of-magnitude.   
 The preliminary experiments in this chapter demonstrated the ability to probe a ~510 
nm layer of -HMX with excellent signal-to-noise.  The presented work validates utilizing the 
developed shock compression and flash-heating techniques to study the shock initiation and 
thermal degradation of -HMX and possibly other molecular explosives with picosecond 
temporal resolution. 
 
 
 
Figure 7.3:  Preheating Shock Compression Studies  SFG intensity transients 
from the s(NO2) transition of flash-heated 4-nitrobenzenethiolate (NBT) SAMs with 
a range of temperature jumps (T-jumps), T = 35250 K.  After delay times of 60 ps, 
the monolayer and Au films are in thermal equilibrium, and shock loading of these 
thermally pre-excited molecules, as indicated, would greatly enhance the likelihood 
of observing shock-induced chemistry.
 
 
 To conclude this thesis, a final experiment, both for molecular explosive thin films and 
their corresponding explosive simulant monolayers, will be proposed that involves the 
culmination of all the techniques developed hitherto.  By utilizing 400 nm femtosecond laser 
flash-heating
9-12
 to preheat shock targets, one could greatly enhance shock-induced chemistry via 
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exploration of off-Hugoniot, pre-excited molecular states.  Figure 7.3 shows the flash-heating 
dynamics of a molecular explosive simulant monolayer, 4-nitrobenzenethiolate (NBT), on a 
glass-Cr-Au substrate.  The nitro moiety, specifically the s(NO2) transition, was probed by SFG.  
SFG intensity transients were monitored for T-jumps ranging from T = 35 K to T = 250 K.  
As described in Chapters 5 and 6, the overshoot in the transients resulted from direct excitation 
of s(NO2) by Au hot electrons generated during laser flash-heating.  After hot-electron 
excitations decayed, a plateau was reached that indicated the SAM was in thermal equilibrium 
with the flash-heated Au surface.
9
  A preheated monolayer could therefore be shock compressed 
if the shock front was delayed ~60 ps after flash-heating, as indicated in Figure 7.3. 
 
 
 
Figure 7.4:  Thermoreflectance Measurements of Front-Side Flash-Heating   
Au transient reflectance changes at 600 nm for the flash-heating of both glass-Cr-Au 
substrates (flash-heating substrates, solid points) and glass-Cr-Ni-Au substrates 
(shock targets, open points) with 400 nm femtosecond pulses.  Ultrafast heating 
pulses were directed through the glass side of the flash-heating substrates (back-side 
heating) and directly onto the Au side of the shock targets (front-side heating).  Based 
on reflectance changes in the long-time plateau region, T = 190 K.  Reproduced 
with permission, copyright 2012 AIP Publishing LLC.
8
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 It should be noted that the temperature of the preheated layer in these experiments can be 
well above the normal molecular decomposition temperature.  In the conventional flash-heating 
experiments, see Chapters 5 and 6, temperature jumps exceeding 300 K could be generated.  
However, at those flash-heating laser intensities, the monolayer/substrate started to develop 
damage due to multi-shot effects.  In these preheating shock loading studies, much higher 
temperatures can be ascertained due to each area of the sample being exposed to only a single 
flash-heating and shock drive pulse. 
 Preheating shock compression studies offer the unique ability of preparing the system of 
study in a thermally pre-excited state prior to shock loading.  This technique consequently 
provides a higher likelihood of observing shock-induced chemistry, even without the higher 
pressures achieved with the introduction of the secondary shock drive pulse amplifier.  However, 
care must be taken to not induce chemistry with the large-amplitude flash-heating pulse prior to 
shock compression.  In these studies, the shock drive pulse will be incident on the sample 
through the glass slide, or back-side, of the shock target, but due to the exceedingly thick metal 
layers, the flash-heating pulse will have to be incident on the opposite side, or front-side, of the 
target.  The differences in back-side heating of a typical flash-heating substrate (glass-Cr-Au) 
and front-side heating of a shock target (glass-Cr-Ni-Au) are evidenced in Figure 7.4, which 
displays the transient reflectivity at 600 nm of the Au surface during flash-heating. 
A detailed explanation of these thermoreflectance studies can be found in Chapter 5 or in 
the indicated references.
13-16
  Briefly, the prompt decrease in reflectance was due to hot electrons 
generated during incidence of the flash-heating laser pulse.  After the electrons relaxed by 
exciting Au lattice phonons, an equilibrium temperature was reached.  Based on a measured Au 
optical thermometry equation,
8,9
 see Chapter 5, the changes in Au reflectance in the long-time 
plateau regions could be correlated to a known metal surface temperature.  For Figure 7.4, the T-
jumps were in the ~100200 K range.  The point of interest, though, is that the initial hot 
electron concentration was somewhat greater with the shock targets.  In conclusion, with regards 
to shock preheating studies, care needs to be taken that the larger population of hot electrons 
generated during flash-heating does not result in chemistry prior to shock loading of the target. 
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8 
 
Appendix 
 
This chapter contains the programs and scripts utilized for the automated collection, compilation 
and analysis of the data employed to prepare this thesis.  Figures 8.1 and 8.2 display the scripts 
that control sample stage motion and rastering during flash-heating studies.  To control the flash-
heating pulse arrival at the sample, a program was written to automate the pump pulse optical 
delay line (Figure 8.3).  Figures 8.4  8.6 show scripts for the automated collection, compilation 
and analysis of SFG transients during flash-heating studies.  The program controlling the 
collection of thermoreflectance transients during flash-heating experiments is shown in Figure 
8.7, which created fairly large data files.  As seen in Figure 8.8, a script was utilized to average 
and reduce the data within these large files into a single 1024 by 55 matrix.  A simple program 
(Figure 8.9) was then utilized to analyze this reduced and averaged data.  Figure 8.10 displays 
the script for the control of SFG transient collection during shock compression studies.  This 
script controlled all aspects of the data collection process:  sample stage motion, optical delay 
line for the drive pulse, drive pulse optical shutter, and data acquisition software.  The shock 
loading SFG spectra obtained were then analyzed with the program shown in Figure 8.11. 
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COMEXC0 ; continuous command processing off 
COMEXS0 ; continue execution on stop off 
SINGO00 ; kill sine wave generators 
SINANG0.0,0.0 ; reset sine generators phase 
FOLEN00 ; disable following 
FOLMAS0,0 ; remove master sources 
FOLRN1,1 ; follower ratio numerator 
FOLRD1,1 ; follower ratio denominator 
MA11 ; absolute mode enable 
MC00 ; preset move mode 
DRIVE11 ; enable drives 
OUTLVL11 ;set output level logic 
OUT00 ; reset outputs 
INLVL00 ; set input level logic 
 
; Scaling setup (millimeters on both axes) 
SCLD800,2000 ; distance scaling 
SCLA800,2000 ; acceleration scaling 
SCLV800,2000 ; velocity scaling 
SCALE1 ; enable scaling 
 
; General motion 
V100,100 ; velocity 
A20,20 ; acceleration 
 
; Homing 
HOMBAC11 ; enable home backup 
HOMEDG00 ; setting active home edge 
HOMVF1.00,1.000 ; final home approach velocity 
HOMV30,30 
HOMA30,30 
 
; Servo setup 
SGP98.0,120.0 
SGI0.0,0.0 
SGV3.5,3.0 
SGVF0.0,0.0 
SGAF0.0,0.0 
SOFFS+0.000,+0.000 
SGILIM200,200 
 
Figure 8.1:  Reset Script for the xy Translation Stage  Programmed in Parker 6K Series 
Motion Control, this code removes any parameters stored on the xy translation stage controller, 
sets the parameters to the proper starting values, and then initializes the servo motors.  This reset 
script was utilized to refresh the stage controller, and without implementation of this code, 
translation stage operation will not behave properly after running any motion control script, such 
as the Lissajous Pattern Sample Motion script (Figure 8.2). 
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DEL JAC   
DEF JAC   
 
V10.00,10.000 ; taxi velocities 
D-37.50,-5.00 
MC00 ; preset mode 
GO11 ; assume initial position 
V100.00,100.000 
; Current working frequencies: 5400,5001 
FVMFRQ5400,5001; count frequency (3600=1 cycle/sec) 
FOLMAS16,26 
FOLRN35.00,35.000 
FOLRD1.000,1.000 
SINAMP2000,2000 
SINANG180.0,180.0 
FOLEN11 
MC11 ; mode continuous 
@FVMACC200.0 
COMEXC1 
COMEXS1 
GO11 
; start sine waves 
SINGO11 
; ramp up time 
T35.000 
TFS 
END 
 
Figure 8.2:  Lissajous Pattern Sample Motion  This code, programmed in Parker 6K Series 
Motion Control, causes the sample stage motion to exhibit a Lissajous pattern.  Each axis of the 
xy translation stage is driven at slightly different sinusoidal frequencies to produce the desired 
sample motion pattern.  This code was originally written by Alexei Lagutchev. 
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SetAcquisitionType(1) 
rem run() 
 
SetAcquisitionType(0) 
baud(1,9600) 
 
comwrite(1,">>01\r")   
 
comwrite(1,"LD*\r") 
comwrite(1,"IHX*\r") 
rem delay(15000)  
rem comwrite(1,"IX F15000 D-60000*\r") 
rem comwrite(1,"IX F4000 D-303000*\r") 
 
Figure 8.3:  Optical Delay Line Control  Programmed in Andor Basic and executed using the 
Andor data collection software, this script independently controls the pump pulse optical delay 
line and was written by Jeffrey Carter.  In the current configuration, this code sends the delay 
line to its home position.  In this language, “rem” corresponds to a remark command, and if one 
were to want to move the delay line to a desired position, “rem” should be removed from one of 
the bottom two lines of code.  Within the “comwrite” command, adjusting the number after D 
will vary the delay line position, while the number after F will adjust the translation velocity. 
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rem sets delay in milliseconds 
input("Enter Acq Time in milliseconds",d) 
 
input("Enter File Name (*.txt)", file$) 
 
rem Background Acq 
SetAcquisitionType(1) 
run() 
rem Set Data Acq 
SetAcquisitionType(0) 
 
baud(1,9600) 
 
rem Set Delay Communication 
comwrite(1,">>01\r")   
comwrite(1,"LD*\r")    
comwrite(1,"IHX*\r") 
rem delay(10000)   
comwrite(1,"IN*\r") 
 
rem Closes Shutter 
auxout(1,0) 
 
j=0 
while(j<1) 
 
rem variable to keep track of pump-probe delay 
dline = -3.50 
 
rem counter for number of delays 
n=0  
while(n<69) 
 
rem Data from -3.5ps to -1.5ps; 4 steps at 500fs  
if(n<5)then 
  for k=1 to 2 step 2 
  
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k)) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
Figure 8.4:  Data Acquisition in Flash-Heating Experiments 
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  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1)) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
    comwrite(1,"IX F250 D-750*\r") 
    delay(3000) 
    dline = dline + .500 
 
  endif 
 
rem Data from -1.3ps to 2.5ps at 200fs steps 
if(n<25) && (n>4) then 
  for k=1 to 2 step 2 
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
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    comwrite(1,"IX F100 D-300*\r") 
    delay(3000) 
    dline = dline + .200 
 
  endif 
 
rem Data from 3ps to 5.5ps at 500fs steps 
if(n<31) && (n>24) then 
   for k=1 to 2 step 2 
  
  
  rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
 
    comwrite(1,"IX F250 D-750*\r") 
    delay(3000) 
    dline = dline + .500 
 
  endif 
   
 
  rem Data from 6.5ps to 10.5ps at 1000fs steps 
if(n<36) && (n>30) then 
   for k=1 to 2 step 2 
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  rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
 
    comwrite(1,"IX F500 D-1500*\r") 
    delay(3000) 
    dline = dline + 1.00 
 
  endif 
  
 
rem Data from 12.5ps to 20.5ps at 2000fs steps 
if(n<41) && (n>35) then 
   for k=1 to 2 step 2 
  
  
  rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
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  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
 
    comwrite(1,"IX F1000 D-3000*\r") 
    delay(3000) 
    dline = dline + 2.000 
 
  endif 
 
 
rem Data from 24.5ps to 40.5ps at 4000fs steps 
if(n<46) && (n>40) then 
   for k=1 to 2 step 2 
  
  
  rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
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  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
 
    comwrite(1,"IX F1000 D-6000*\r") 
    delay(6000) 
    dline = dline + 4.000 
 
  endif 
  
rem Data from 48.5ps to 104.5ps at 8000fs steps 
if(n<54) && (n>45) then 
  for k=1 to 2 step 2 
  
  
  rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
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  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
 
    comwrite(1,"IX F2000 D-12000*\r") 
    delay(6000) 
    dline = dline + 8.0 
 
  endif 
   
rem Data from 114.5ps to 254.5ps at 10000fs steps 
if(n>53) then 
  for k=1 to 2 step 2 
  
  
  rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 rem copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
  rem a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   a=write(file$, (i,#1_sig[i],k,dline)) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  rem copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   rem a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   a=write(file$, (i,#1_sig[i],k+1,dline)) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
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    comwrite(1,"IX F2000 D-15000*\r") 
    delay(9000) 
    dline = dline + 10.0 
 
  endif 
 
n=n+1 
wend 
 
comwrite(1,"IHX*\r") 
delay(120000)  
 
j=j+1 
wend 
 
Figure 8.4:  Data Acquisition in Flash-Heating Experiments (Cont.)  This script was 
utilized for the automated collection of SFG transients during flash-heating.  It was written in 
Andor Basic and executed via the Andor data acquisition software.  The code controlled the 
pump pulse optical shutter, pump optical delay line and data acquisition software.  It resulted in 
the collection of both a pumped and unpumped SFG spectrum for each designated pump-probe 
delay.  This script was originally written by Jeffrey Carter and modified for these experiments. 
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#include <string.h> 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
main() 
{ 
 int nd=69; // number of delays 
 int ns=2; // number of spectra at each delay 
 float Data[nd][ns][1024]; 
 float DataF[nd][ns][1024]; // [delay][spectra][pixel] 
 float r=1.0000; 
 
 float NormSFG[nd][1024]; //contains the normalized spectra as a function of delay number 
 
 int S; 
 float D[nd]; 
 float Dd; 
 int J1; 
 int J2; 
 
 int i,j,k; 
 
 FILE *fp; 
 fp = fopen("../../Research /Heat Jump/NBT/131226/FILE.txt", "r"); 
 
// make matrix for each delay, 10 pairs of spectra per delay 
// d1 r1 d2 r2 d3 r3 ... where d1 is data1 is un-pumped, d2 is pumped 
 
for(i=0;i<nd;i++){                          //loop for delays 
 for(j=0;j<ns;j++){                 //loop over each spectra 
 
 
  //NO PUMP 
  if(j%ns==0){ 
   for(k=0;k<1024;k++){ 
         //pixel          NO PUMP         shutter Delay 
    fscanf(fp, "%f %f %f %f", &J1, &Data[i][0][k], &S, &Dd); 
   } 
  } 
 
 
  //PUMP 
  else if(j%ns==1){ 
   for(k=0;k<1024;k++){                    //PUMP 
    fscanf(fp, "%f %f %f %f", &J2, &Data[i][1][k], &S, &J1); 
   } 
  } 
 
  D[i]=Dd;  // records delay time in picoseconds 
 
 
 } 
} 
 
//convert data from int to float to divide spectra 
for(i=0;i<nd;i++){                          //loop for delays 
 for(k=0;k<ns;k++){ 
  for(j=0;j<1024;j++){ 
  DataF[i][k][j]=r*Data[i][k][j]; 
  } 
 } 
} 
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//calculate normalized data 
for(i=0;i<nd;i++){                //loop for delays 
 for(j=0;j<1024;j++){ 
   NormSFG[i][j] = DataF[i][1][j]/DataF[i][0][j]; 
 } 
} 
 
 
fclose(fp); 
 
 
fp = fopen("../../Research /Heat Jump/NBT/131226/FILE_PUMP.txt", "w"); 
 
 
 
for(j=0;j<nd;j++){ 
 fprintf(fp,"%10.3f\t",D[j]);  //Prints out delay in picoseconds at top of file. 
} 
 
 fprintf(fp,"\n"); 
 
for(i=0;i<1024;i++){ 
 for(j=0;j<nd;j++){ 
   fprintf(fp,"%7.3f\t",Data[j][1][i]); 
 } 
 fprintf(fp,"\n"); 
} 
 
fclose(fp); 
 
fp = fopen("../../Research /Heat Jump/NBT/131226/FILE_NO PUMP.txt", "w"); 
 
 
 
for(j=0;j<nd;j++){ 
 fprintf(fp,"%10.3f\t",D[j]);  //Prints out delay in picoseconds at top of file. 
} 
 
 fprintf(fp,"\n"); 
 
for(i=0;i<1024;i++){ 
 for(j=0;j<nd;j++){ 
   fprintf(fp,"%7.3f\t",Data[j][0][i]); 
 } 
 fprintf(fp,"\n"); 
} 
 
fclose(fp); 
 
 
 
 
 
} //main 
 
Figure 8.5:  Data Reduction and Sorting Script for Flash-Heating Studies (Cont.)  This C 
code reduces the data collected in the flash-heating experiments (Figure 8.4) into two 1025 x 69 
matrices, corresponding to time-dependent SFG spectra with either the flash-heating pulse 
present or blocked.  This script was written by Jeffrey Carter and then modified as needed. 
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#pragma rtGlobals=1  // Use modern global access method. 
 
 FUNCTION TJUMP_ANAL(DATA_U,DATA_P,DELAY) 
  
 WAVE DATA_U // Unpumped data 
 WAVE DATA_P // Pumped data 
 WAVE DELAY 
  
 VARIABLE I 
 VARIABLE J 
 VARIABLE K 
 VARIABLE Q 
 VARIABLE A 
 VARIABLE B 
 VARIABLE C 
 VARIABLE D 
 VARIABLE E 
 VARIABLE F 
 VARIABLE G 
 VARIABLE H 
 VARIABLE L 
 VARIABLE Z 
  
 // Remove effects from cosmic rays 
 FOR(I=2;I<1024;I+=1) 
  FOR(J=1;J<68;J+=1) 
   IF(DATA_U[I][J]-(DATA_U[I+1][J]+DATA_U[I-1][J]+DATA_U[I][j-1]+DATA_U[I][J+1])>100) 
    DATA_U[I][J] = (DATA_U[I+1][J]+DATA_U[I-1][J])/2 
   ENDIF  
   IF(DATA_P[I][J]-(DATA_P[I+1][J]+DATA_P[I-1][J]+DATA_P[I][j-1]+DATA_P[I][J+1])>100) 
    DATA_P[I][J] = (DATA_P[I+1][J]+DATA_P[I-1][J])/2 
   ENDIF 
  ENDFOR 
 ENDFOR 
  
 MATRIXTRANSPOSE DATA_U 
 MATRIXTRANSPOSE DATA_P 
  
 DELETEPOINTS/M=1 0,1, DATA_U 
 DELETEPOINTS/M=1 0,1, DATA_P 
  
 // Narrowing wavelength range  
 
 DELETEPOINTS/M=1 0,100, DATA_U 
 DELETEPOINTS/M=1 700,224, DATA_U 
 
 DELETEPOINTS/M=1 0,100, DATA_P 
 DELETEPOINTS/M=1 700,224, DATA_P 
 
 // Analysis for three transitions in alkyl thiols – simplifies to single transition for nitroaromatics 
  
 Q=700  // Number of data points in a single trimmed spectrum  
 A=294 // Center of the leftmost peak (after trimming)   
 B=287 // Leftmost peak-left integration limit (after triming) 
 C=301 // Leftmost peak-right integration limit (after triming) 
 D=327 // Center of the middle peak (after trimming) 
 E=318 // Middle peak-left integration limit (after triming) 
 F=341 // Middle peak-right integration limit (after triming) 
 G=386 // Center of the rightmost peak (after trimming) 
 H=377 // Rightmost peak-left integration limit (after triming) 
 Z=395 // Rightmost peak-right integration limit (after triming) 
  
 // Peak integration procedure 
  
 DUPLICATE/O DELAY REF_AREA_HIGH 
 DUPLICATE/O DELAY REF_AREA_MIDDLE 
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DUPLICATE/O DELAY REF_AREA_LOW 
  
 FOR(I=0;I<69;I+=1) 
  REF_AREA_HIGH[I] = REF_AREA_HIGH[I] - DELAY[I] 
  REF_AREA_MIDDLE[I] = REF_AREA_MIDDLE[I] - DELAY[I] 
  REF_AREA_LOW[I] = REF_AREA_LOW[I] - DELAY[I] 
 ENDFOR 
  
 FOR(I=0;I<69;I+=1) 
  K=B 
  DO  
   REF_AREA_LOW[I] = REF_AREA_LOW[I] + DATA_U[I][K] 
   K+=1 
  WHILE (K<(C+1)) 
 ENDFOR 
  
 FOR(I=0;I<69;I+=1) 
  K=E 
  DO  
   REF_AREA_MIDDLE[I] = REF_AREA_MIDDLE[I] + DATA_U[I][K] 
   K+=1 
  WHILE (K<(F+1)) 
 ENDFOR 
  
 FOR(I=0;I<69;I+=1) 
  K=H 
  DO  
   REF_AREA_HIGH[I] = REF_AREA_HIGH[I] + DATA_U[I][K] 
   K+=1 
  WHILE (K<(Z+1)) 
 ENDFOR 
  
 DUPLICATE/O DELAY PUMP_AREA_HIGH 
 DUPLICATE/O DELAY PUMP_AREA_MIDDLE 
 DUPLICATE/O DELAY PUMP_AREA_LOW 
  
 FOR(I=0;I<69;I+=1) 
  PUMP_AREA_LOW[I] = PUMP_AREA_LOW[I] - DELAY[I] 
  PUMP_AREA_MIDDLE[I] = PUMP_AREA_MIDDLE[I] - DELAY[I] 
  PUMP_AREA_HIGH[I] = PUMP_AREA_HIGH[I] - DELAY[I] 
 ENDFOR 
  
 FOR(I=0;I<69;I+=1) 
  K=B 
  DO  
   PUMP_AREA_LOW[I] = PUMP_AREA_LOW[I] + DATA_P[I][K] 
   K+=1 
  WHILE (K<(C+1)) 
 ENDFOR 
  
 FOR(I=0;I<69;I+=1) 
  K=E 
  DO  
   PUMP_AREA_MIDDLE[I] = PUMP_AREA_MIDDLE[I] + DATA_P[I][K] 
   K+=1 
  WHILE (K<(F+1)) 
 ENDFOR 
  
 FOR(I=0;I<69;I+=1) 
  K=H 
  DO  
   PUMP_AREA_HIGH[I] = PUMP_AREA_HIGH[I] + DATA_P[I][K] 
   K+=1 
  WHILE (K<(Z+1)) 
 ENDFOR 
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 DUPLICATE/O DELAY AREA_RATIO_HIGH 
 DUPLICATE/O DELAY AREA_RATIO_MIDDLE 
 DUPLICATE/O DELAY AREA_RATIO_LOW 
 
 FOR(I=0;I<69;I+=1) 
  AREA_RATIO_LOW[I] = PUMP_AREA_LOW[I] / REF_AREA_LOW[I] 
  AREA_RATIO_MIDDLE[I] = PUMP_AREA_MIDDLE[I] / REF_AREA_MIDDLE[I] 
  AREA_RATIO_HIGH[I] = PUMP_AREA_HIGH[I] / REF_AREA_HIGH[I] 
 ENDFOR 
  
 DUPLICATE AREA_RATIO_HIGH ARATIO_C20_5p5uJ_SYM_1 
 DUPLICATE AREA_RATIO_MIDDLE ARATIO_C20_5p5uJ_BEND_1 
 DUPLICATE AREA_RATIO_LOW ARATIO_C20_5p5uJ_ASYM_1 
  
 // Spectral normalization and copying spectra to individual waves 
  
 L=1            // Delay to be normalized to 
 // Pixel with maximum signal for that delay (using symmetric CH-stretch for ODT, peak for normalization-G) 
  
 MATRIXTRANSPOSE DATA_U 
 MATRIXTRANSPOSE DATA_P 
  
 DUPLICATE/O DATA_P NORM_DATA_P 
  
 FOR(J=0;J<69;J+=1) 
  FOR (I=0;I<Q;I+=1) 
   NORM_DATA_P[I][J]=NORM_DATA_P[I][J]/REF_AREA_HIGH[J] 
  ENDFOR 
 ENDFOR 
  
 MAKE/N=(1,1)/O/D NORM_VALUE 
  
 NORM_VALUE=(NORM_DATA_P[G][L]+NORM_DATA_P[G+1][L]+NORM_DATA_P[G-1][L])/3 
  
 FOR(J=0;J<69;J+=1) 
  FOR (I=0;I<Q;I+=1) 
   NORM_DATA_P[I][J]=NORM_DATA_P[I][J]/NORM_VALUE 
  ENDFOR 
 ENDFOR 
  
 MAKE/N= (Q,1)/O/D NORM_DELAY0, NORM_DELAY1, NORM_DELAY2, NORM_DELAY3, NORM_DELAY4,   
  NORM_DELAY5, NORM_DELAY6, NORM_DELAY7 
 MAKE/N= (Q,1)/O/D NORM_DELAY8, NORM_DELAY9, NORM_DELAY10, NORM_DELAY11, NORM_DELAY12,  
  NORM_DELAY13,  NORM_DELAY14 
 MAKE/N= (Q,1)/O/D NORM_DELAY15, NORM_DELAY16, NORM_DELAY17, NORM_DELAY18, NORM_DELAY19,  
  NORM_DELAY20, NORM_DELAY21, NORM_DELAY22 
 MAKE/N= (Q,1)/O/D NORM_DELAY23, NORM_DELAY24, NORM_DELAY25, NORM_DELAY26, NORM_DELAY27,  
  NORM_DELAY28,  NORM_DELAY29 
 MAKE/N= (Q,1)/O/D NORM_DELAY30, NORM_DELAY31, NORM_DELAY32, NORM_DELAY33, NORM_DELAY34,  
  NORM_DELAY35, NORM_DELAY36, NORM_DELAY37 
 MAKE/N= (Q,1)/O/D NORM_DELAY38, NORM_DELAY39, NORM_DELAY40, NORM_DELAY41, NORM_DELAY42,  
  NORM_DELAY43,  NORM_DELAY44 
 MAKE/N= (Q,1)/O/D NORM_DELAY45, NORM_DELAY46, NORM_DELAY47, NORM_DELAY48, NORM_DELAY49,  
  NORM_DELAY50, NORM_DELAY51, NORM_DELAY52 
 MAKE/N= (Q,1)/O/D NORM_DELAY53, NORM_DELAY54, NORM_DELAY55, NORM_DELAY56, NORM_DELAY57,  
  NORM_DELAY58,  NORM_DELAY59 
 MAKE/N= (Q,1)/O/D NORM_DELAY60, NORM_DELAY61, NORM_DELAY62, NORM_DELAY63, NORM_DELAY64,  
  NORM_DELAY65, NORM_DELAY66, NORM_DELAY67 
 MAKE/N= (Q,1)/O/D NORM_DELAY68 
  
 FOR(I=0;I<Q;I+=1) 
  J=0 
  NORM_DELAY0[I] = NORM_DATA_P[I][J] 
 ENDFOR  
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 FOR(I=0;I<Q;I+=1) 
  J=1 
  NORM_DELAY1[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=2 
  NORM_DELAY2[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=3 
  NORM_DELAY3[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=4 
  NORM_DELAY4[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=5 
  NORM_DELAY5[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=6 
  NORM_DELAY6[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=7 
  NORM_DELAY7[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=8 
  NORM_DELAY8[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=9 
  NORM_DELAY9[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=10 
  NORM_DELAY10[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=11 
  NORM_DELAY11[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=12 
  NORM_DELAY12[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=13 
  NORM_DELAY13[I] = NORM_DATA_P[I][J] 
 ENDFOR   
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 FOR(I=0;I<Q;I+=1) 
  J=14 
  NORM_DELAY14[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=15 
  NORM_DELAY15[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=16 
  NORM_DELAY16[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=17 
  NORM_DELAY17[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=18 
  NORM_DELAY18[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=19 
  NORM_DELAY19[I] = NORM_DATA_P[I][J] 
 ENDFOR   
  
 FOR(I=0;I<Q;I+=1) 
  J=20 
  NORM_DELAY20[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=21 
  NORM_DELAY21[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=22 
  NORM_DELAY22[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=23 
  NORM_DELAY23[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=24 
  NORM_DELAY24[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=25 
  NORM_DELAY25[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=26 
  NORM_DELAY26[I] = NORM_DATA_P[I][J] 
 ENDFOR  
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 FOR(I=0;I<Q;I+=1) 
  J=27 
  NORM_DELAY27[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=28 
  NORM_DELAY28[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=29 
  NORM_DELAY29[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=30 
  NORM_DELAY30[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=31 
  NORM_DELAY31[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=32 
  NORM_DELAY32[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=33 
  NORM_DELAY33[I] = NORM_DATA_P[I][J] 
 ENDFOR   
  
 FOR(I=0;I<Q;I+=1) 
  J=34 
  NORM_DELAY34[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=35 
  NORM_DELAY35[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=36 
  NORM_DELAY36[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=37 
  NORM_DELAY37[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=38 
  NORM_DELAY38[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=39 
  NORM_DELAY39[I] = NORM_DATA_P[I][J] 
 ENDFOR   
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 FOR(I=0;I<Q;I+=1) 
  J=40 
  NORM_DELAY40[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=41 
  NORM_DELAY41[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=42 
  NORM_DELAY42[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=43 
  NORM_DELAY43[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=44 
  NORM_DELAY44[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=45 
  NORM_DELAY45[I] = NORM_DATA_P[I][J] 
 ENDFOR     
  
 FOR(I=0;I<Q;I+=1) 
  J=46 
  NORM_DELAY46[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=47 
  NORM_DELAY47[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=48 
  NORM_DELAY48[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=49 
  NORM_DELAY49[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=50 
  NORM_DELAY50[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=51 
  NORM_DELAY51[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=52 
  NORM_DELAY52[I] = NORM_DATA_P[I][J] 
 ENDFOR  
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 FOR(I=0;I<Q;I+=1) 
  J=53 
  NORM_DELAY53[I] = NORM_DATA_P[I][J] 
 ENDFOR   
  
 FOR(I=0;I<Q;I+=1) 
  J=54 
  NORM_DELAY54[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=55 
  NORM_DELAY55[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=56 
  NORM_DELAY56[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=57 
  NORM_DELAY57[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=58 
  NORM_DELAY58[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=59 
  NORM_DELAY59[I] = NORM_DATA_P[I][J] 
 ENDFOR   
  
 FOR(I=0;I<Q;I+=1) 
  J=60 
  NORM_DELAY60[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=61 
  NORM_DELAY61[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=62 
  NORM_DELAY62[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=63 
  NORM_DELAY63[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=64 
  NORM_DELAY64[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=65 
  NORM_DELAY65[I] = NORM_DATA_P[I][J] 
 ENDFOR     
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 FOR(I=0;I<Q;I+=1) 
  J=66 
  NORM_DELAY66[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=67 
  NORM_DELAY67[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=68 
  NORM_DELAY68[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 RENAME NORM_DELAY0, 'C20_5.5uJ_1_NORM_DELAY-3.5' 
 RENAME NORM_DELAY1, 'C20_5.5uJ_1_NORM_DELAY-3' 
 RENAME NORM_DELAY2, 'C20_5.5uJ_1_NORM_DELAY-2.5' 
 RENAME NORM_DELAY3, 'C20_5.5uJ_1_NORM_DELAY-2' 
 RENAME NORM_DELAY4, 'C20_5.5uJ_1_NORM_DELAY-1.5' 
 RENAME NORM_DELAY5, 'C20_5.5uJ_1_NORM_DELAY-1' 
 RENAME NORM_DELAY6, 'C20_5.5uJ_1_NORM_DELAY-0.8' 
 RENAME NORM_DELAY7, 'C20_5.5uJ_1_NORM_DELAY-0.6' 
 RENAME NORM_DELAY8, 'C20_5.5uJ_1_NORM_DELAY-0.4' 
 RENAME NORM_DELAY9, 'C20_5.5uJ_1_NORM_DELAY-0.2' 
 RENAME NORM_DELAY10, 'C20_5.5uJ_1_NORM_DELAY0' 
 RENAME NORM_DELAY11, 'C20_5.5uJ_1_NORM_DELAY0.2' 
 RENAME NORM_DELAY12, 'C20_5.5uJ_1_NORM_DELAY0.4' 
 RENAME NORM_DELAY13, 'C20_5.5uJ_1_NORM_DELAY0.6' 
 RENAME NORM_DELAY14, 'C20_5.5uJ_1_NORM_DELAY0.8' 
 RENAME NORM_DELAY15, 'C20_5.5uJ_1_NORM_DELAY1.0' 
 RENAME NORM_DELAY16, 'C20_5.5uJ_1_NORM_DELAY1.2' 
 RENAME NORM_DELAY17, 'C20_5.5uJ_1_NORM_DELAY1.4' 
 RENAME NORM_DELAY18, 'C20_5.5uJ_1_NORM_DELAY1.6' 
 RENAME NORM_DELAY19, 'C20_5.5uJ_1_NORM_DELAY1.8' 
 RENAME NORM_DELAY20, 'C20_5.5uJ_1_NORM_DELAY2.0' 
 RENAME NORM_DELAY21, 'C20_5.5uJ_1_NORM_DELAY2.2' 
 RENAME NORM_DELAY22, 'C20_5.5uJ_1_NORM_DELAY2.4' 
 RENAME NORM_DELAY23, 'C20_5.5uJ_1_NORM_DELAY2.6' 
 RENAME NORM_DELAY24, 'C20_5.5uJ_1_NORM_DELAY2.8' 
 RENAME NORM_DELAY25, 'C20_5.5uJ_1_NORM_DELAY3.0' 
 RENAME NORM_DELAY26, 'C20_5.5uJ_1_NORM_DELAY3.5' 
 RENAME NORM_DELAY27, 'C20_5.5uJ_1_NORM_DELAY4.0' 
 RENAME NORM_DELAY28, 'C20_5.5uJ_1_NORM_DELAY4.5' 
 RENAME NORM_DELAY29, 'C20_5.5uJ_1_NORM_DELAY5.0' 
 RENAME NORM_DELAY30, 'C20_5.5uJ_1_NORM_DELAY5.5' 
 RENAME NORM_DELAY31, 'C20_5.5uJ_1_NORM_DELAY6.0' 
 RENAME NORM_DELAY32, 'C20_5.5uJ_1_NORM_DELAY7.0' 
 RENAME NORM_DELAY33, 'C20_5.5uJ_1_NORM_DELAY8.0' 
 RENAME NORM_DELAY34, 'C20_5.5uJ_1_NORM_DELAY9.0' 
 RENAME NORM_DELAY35, 'C20_5.5uJ_1_NORM_DELAY10' 
 RENAME NORM_DELAY36, 'C20_5.5uJ_1_NORM_DELAY11' 
 RENAME NORM_DELAY37, 'C20_5.5uJ_1_NORM_DELAY13' 
 RENAME NORM_DELAY38, 'C20_5.5uJ_1_NORM_DELAY15' 
 RENAME NORM_DELAY39, 'C20_5.5uJ_1_NORM_DELAY17' 
 RENAME NORM_DELAY40, 'C20_5.5uJ_1_NORM_DELAY19' 
 RENAME NORM_DELAY41, 'C20_5.5uJ_1_NORM_DELAY21' 
 RENAME NORM_DELAY42, 'C20_5.5uJ_1_NORM_DELAY25' 
 RENAME NORM_DELAY43, 'C20_5.5uJ_1_NORM_DELAY29' 
 RENAME NORM_DELAY44, 'C20_5.5uJ_1_NORM_DELAY33' 
 RENAME NORM_DELAY45, 'C20_5.5uJ_1_NORM_DELAY37' 
 RENAME NORM_DELAY46, 'C20_5.5uJ_1_NORM_DELAY41' 
 RENAME NORM_DELAY47, 'C20_5.5uJ_1_NORM_DELAY49' 
 RENAME NORM_DELAY48, 'C20_5.5uJ_1_NORM_DELAY57' 
 RENAME NORM_DELAY49, 'C20_5.5uJ_1_NORM_DELAY65' 
 RENAME NORM_DELAY50, 'C20_5.5uJ_1_NORM_DELAY73' 
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RENAME NORM_DELAY51, 'C20_5.5uJ_1_NORM_DELAY81' 
 RENAME NORM_DELAY52, 'C20_5.5uJ_1_NORM_DELAY89' 
 RENAME NORM_DELAY53, 'C20_5.5uJ_1_NORM_DELAY97' 
 RENAME NORM_DELAY54, 'C20_5.5uJ_1_NORM_DELAY105' 
 RENAME NORM_DELAY55, 'C20_5.5uJ_1_NORM_DELAY115' 
 RENAME NORM_DELAY56, 'C20_5.5uJ_1_NORM_DELAY125' 
 RENAME NORM_DELAY57, 'C20_5.5uJ_1_NORM_DELAY135' 
 RENAME NORM_DELAY58, 'C20_5.5uJ_1_NORM_DELAY145' 
 RENAME NORM_DELAY59, 'C20_5.5uJ_1_NORM_DELAY155' 
 RENAME NORM_DELAY60, 'C20_5.5uJ_1_NORM_DELAY165' 
 RENAME NORM_DELAY61, 'C20_5.5uJ_1_NORM_DELAY175' 
 RENAME NORM_DELAY62, 'C20_5.5uJ_1_NORM_DELAY185' 
 RENAME NORM_DELAY63, 'C20_5.5uJ_1_NORM_DELAY195' 
 RENAME NORM_DELAY64, 'C20_5.5uJ_1_NORM_DELAY205' 
 RENAME NORM_DELAY65, 'C20_5.5uJ_1_NORM_DELAY215' 
 RENAME NORM_DELAY66, 'C20_5.5uJ_1_NORM_DELAY225' 
 RENAME NORM_DELAY67, 'C20_5.5uJ_1_NORM_DELAY235' 
 RENAME NORM_DELAY68, 'C20_5.5uJ_1_NORM_DELAY245'  
  
 END  
 
Figure 8.6:  Flash-Heating Data Analysis (Cont.)  This program, written within the Igor Pro 
data analysis software, automated the workup of the flash-heating data obtained from usage of 
the script in Figure 8.5.  In this code, red wording designates a comment and not a function.  The 
primary function of this program was to generate SFG intensity transients and time-dependent 
SFG spectra normalized to reference spectra obtained during the data collection. 
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rem sets delay in milliseconds 
d=1500 
 
input("Enter File Name", file$) 
 
rem Background Acq 
SetAcquisitionType(1) 
run() 
rem Set Data Acq 
SetAcquisitionType(0) 
 
baud(1,9600) 
 
rem Set Delay Communication 
comwrite(1,">>01\r")   
comwrite(1,"LD*\r")    
comwrite(1,"IHX*\r") 
rem delay(10000)   
comwrite(1,"IN*\r") 
 
rem Closes Shutter 
auxout(1,0) 
 
j=0 
while(j<1) 
 
rem variable to keep track of pump-probe delay 
dline = 0.00 
 
rem counter for number of delays 
n=0  
while(n<60) 
 
rem Data from -2ps to 2ps; 17 steps at 250fs  
if(n<17)then 
  for k=1 to 10 step 2 
  
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
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  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
    comwrite(1,"IX F150 D-375*\r") 
    delay(3000) 
    dline = dline + .250 
 
  endif 
 
rem Data from 2.5ps to 6ps at 500fs steps 
if(n<25) && (n>16) then 
  for k=1 to 10 step 2 
  
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
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    comwrite(1,"IX F250 D-750*\r") 
    delay(3000) 
    dline = dline + .50 
 
  endif 
 
rem Data from 6ps to 12ps at 750fs steps 
if(n<30) && (n>24) then 
  for k=1 to 10 step 2 
  
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
    comwrite(1,"IX F400 D-1125*\r") 
    delay(3000) 
    dline = dline + .750 
 
  endif 
 
rem Data from 12ps to max at 2000fs steps 
if(n<35 && n>29) then 
  for k=1 to 10 step 2 
  
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
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 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   if a<0 then 
      print("Error on write")   
     endif 
  next 
     
   
  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
    comwrite(1,"IX F1000 D-3000*\r") 
    delay(3000) 
    dline = dline + 2 
 
  endif 
 
rem Data to max at 10 ps 
if(n>34) then 
  for k=1 to 10 step 2 
  
  
 rem Close 
 auxout(1,0) 
 rem Take Data without Pump 
 run() 
 delay(d) 
  
 rem Separate Data 
 copy(#0(1<<1024,1),#1) 
 copy(#0(1<<1024,2),#2) 
   
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),0,dline,k) 
   if a<0 then 
      print("Error on write")   
     endif 
  next    
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  rem Open 
  auxout(1,1) 
  rem Take Data with Pump 
  run() 
  delay(d) 
  rem Close 
  auxout(1,0) 
 
  rem Separate Data 
  copy(#0(1<<1024,1),#1) 
  copy(#0(1<<1024,2),#2) 
  
  rem Save Data in *.txt 
  for i=1 to 1024 
   a=write(file$, (i,#1_sig[i],#2_sig[i]),1,dline,k+1) 
   if a<0 then 
      print("Error on write") 
   endif 
  next 
    next 
 
    comwrite(1,"IX F1000 D-15000*\r") 
    delay(15000) 
    dline = dline + 10 
 
  endif 
 
n=n+1 
wend 
 
comwrite(1,"IHX*\r") 
delay(60000)  
 
j=j+1 
wend 
 
Figure 8.7:  White-Light Thermoreflectance Data Acquisition Script (Cont.)  This script 
was utilized for the automated collection of Au reflectance transients during flash-heating.  It 
was written in Andor Basic and executed via the Andor data acquisition software.  The code 
controlled the pump pulse optical shutter, pump optical delay line and data acquisition software.  
It resulted in the collection of five pumped and unpumped white light reflectance spectra for 
each designated pump-probe delay.  In each pumped or unpumped data acquisition, both a signal 
and reference spectrum were collected as described in §3.6.  This script was originally written by 
Jeffrey Carter and modified for these experiments. 
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#include <string.h> 
#include <stdio.h> 
#include <stdlib.h> 
#include <math.h> 
main() 
{ 
 int nd=60; // number of delays 
 int ns=10; // number of spectra at each delay 
  
 int i,j,k; 
  
 float ***Data; 
 float ***DataF; 
 float ***dRR; 
 float ***AdRR; 
  
 Data=(float***)malloc(nd*sizeof(float**)); 
  for(i=0;i<nd;i++){ 
   Data[i]=(float**)malloc((2*ns+1)*sizeof(float*)); 
    for(j=0;j<2*ns+1;j++){ 
     Data[i][j]=(float*)malloc(1024*sizeof(float)); 
      for(k=0;k<1024;k++){ 
       Data[i][j][k]=0; 
      } 
    }  
  } 
 
 DataF=(float***)malloc(nd*sizeof(float**)); 
  for(i=0;i<nd;i++){ 
   DataF[i]=(float**)malloc((2*ns+1)*sizeof(float*)); 
    for(j=0;j<2*ns+1;j++){ 
     DataF[i][j]=(float*)malloc(1024*sizeof(float)); 
      for(k=0;k<1024;k++){ 
       DataF[i][j][k]=0; 
      } 
    }  
  } 
 
  
 float r=1.0000; 
  
 dRR=(float***)malloc(nd*sizeof(float**)); 
  for(i=0;i<nd;i++){ 
   dRR[i]=(float**)malloc((1+ns/2)*sizeof(float*)); 
    for(j=0;j<1+ns/2;j++){ 
     dRR[i][j]=(float*)malloc(1024*sizeof(float)); 
      for(k=0;k<1024;k++){ 
       dRR[i][j][k]=0; 
      } 
    }  
  } 
 
  AdRR=(float***)malloc(nd*sizeof(float**)); 
  for(i=0;i<nd;i++){ 
   AdRR[i]=(float**)malloc(2*sizeof(float*)); 
    for(j=0;j<2;j++){ 
     AdRR[i][j]=(float*)malloc(1024*sizeof(float)); 
      for(k=0;k<1024;k++){ 
       AdRR[i][j][k]=0; 
      } 
    } 
  } 
 
 int S; 
 float D; 
 int J1; 
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 int J2; 
 
 FILE *fp; 
 fp = fopen("../../Research/Thermoreflectance/0.8nm Cr_50nm Au/140217/FILE.txt", "r"); 
// make matrix for each delay, 10 pairs of spectra per delay 
// d1 r1 d2 r2 d3 r3 ... where d1 is data1 is un-pumped, d2 is pumped 
 
for(i=0;i<nd;i++){                          //loop for delays 
 for(j=0;j<ns;j++){                 //loop over each spectra 
 
  if(j%ns==0){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &Data[i][0][k], &Data[i][1][k],     
    &Data[i][2][k], &S, &D, &J1); 
   } 
  } 
  else if(j%ns==1){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][3][k], &Data[i][4][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==2){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][5][k], &Data[i][6][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==3){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][7][k], &Data[i][8][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==4){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][9][k], &Data[i][10][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==5){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][11][k], &Data[i][12][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==6){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][13][k], &Data[i][14][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==7){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][15][k], &Data[i][16][k],    
    &S, &D, &J1); 
   } 
  } 
  else if(j%ns==8){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][17][k], &Data[i][18][k],    
    &S, &D, &J1); 
   } 
  } 
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  else if(j%ns==9){ 
   for(k=0;k<1024;k++){ 
    fscanf(fp, "%i %i %i %i %f %i", &J2, &Data[i][19][k], &Data[i][20][k], &S, &D, &J1); 
   // printf("%f\n",D); 
   } 
  } 
   
 } 
} 
 
for(i=0;i<nd;i++){                //loop for delays 
 for(k=0;k<2*ns+1;k++){ 
  for(j=0;j<1024;j++){ 
  DataF[i][k][j]=r*Data[i][k][j]; 
  } 
 } 
} 
 
fclose(fp); 
for(i=0;i<nd;i++){                //loop for delays 
 for(j=0;j<1024;j++){          
  dRR[i][0][j] = DataF[i][0][j];            //pixel number in [i][0][j] and data in [i][1][j] 
  dRR[i][1][j] = -(DataF[i][1][j]/DataF[i][2][j]-DataF[i][3][j]/DataF[i][4][j])/(DataF[i][1][j]/DataF[i][2][j]); 
  dRR[i][2][j] = -(DataF[i][5][j]/DataF[i][6][j]-DataF[i][7][j]/DataF[i][8][j])/(DataF[i][5][j]/DataF[i][6][j]); 
  dRR[i][3][j] = -(DataF[i][9][j]/DataF[i][10][j]-DataF[i][11][j]/DataF[i][12][j])/(DataF[i][9][j]/DataF[i][10][j]); 
  dRR[i][4][j] = -(DataF[i][13][j]/DataF[i][14][j]-DataF[i][15][j]/DataF[i][16][j])/(DataF[i][13][j]/DataF[i][14][j]); 
  dRR[i][5][j] = -(DataF[i][17][j]/DataF[i][18][j]-DataF[i][19][j]/DataF[i][20][j])/(DataF[i][17][j]/DataF[i][18][j]); 
 } 
} 
 
for(i=0;i<nd;i++){                          //loop for delays 
 for(j=0;j<1024;j++){ 
  AdRR[i][0][j] = dRR[i][0][j];            //pixel number in [i][0][j] and data in [i][1][j] 
  AdRR[i][1][j] = 0.20000*(dRR[i][1][j] + dRR[i][2][j] + dRR[i][3][j] + dRR[i][4][j] + dRR[i][5][j]); 
 } 
} 
 
 
 
fp = fopen("../../Research/Thermoreflectance/0.8nm Cr_50nm Au/140217/PROCESSED_FILE.txt", "w"); 
 
//  PRINTS THE DATA 
/* 
 fprintf(fp, "Delay\tPixel\tCLOSED\tOPEN\tCLOSED\tOPEN\tCLOSED\tOPEN\tCLOSED\tOPEN\tCLOSED\tOPEN\tCLOSED\ 
 tOPEN\tCLOSED\tOPEN\tCLOSED\tOPEN\tCLOSED\tOPEN\tCLOSED\tOPEN"); 
 
for(k=0;k<nd;k++){               //loop over delay 
 for(i=0;i<1024;i++){ 
  fprintf(fp,"\n%i  %i  ",k+1,i+1); 
  fprintf(fp, "%f   %f   %f   %f   %f   %f   %f   %f   %f",DataF[k][1][i],DataF[k][2][i],DataF[k][3][i],   
  DataF[k][4][i],DataF[k][5][i],DataF[k][6][i],DataF[k][7][i],DataF[k][8][i],DataF[k][9][i]); 
 
 // fprintf(fp, "%f   %f   %f   %f   %f   %f   %f   %f   %f   %f   %f   %f   %f   %f   %f   %f  %f   %f   %f     
 %f", 
 // DataF[k][1][i],DataF[k][2][i],DataF[k][3][i],DataF[k][4][i],DataF[k][5][i],DataF[k][6][i],DataF[k][7][i],  
  DataF[k][8][i], 
 // DataF[k][9][i],DataF[k][10][i],DataF[k][11][i],DataF[k][12][i],DataF[k][13][i],DataF[k][14][i],DataF[k][15][i], 
 // DataF[k][16][i],DataF[k][17][i],DataF[k][18][i],DataF[k][19][i],DataF[k][20][i]); 
 } 
} 
*/ 
 
 
 //PRINTS THE reduced DATA 
/* 
 fprintf(fp, "Delay\tPixel\tdr1\tdr2\tdr3\tdr4\tdr5"); 
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for(k=0;k<10;k++){               //loop over delay 
 for(i=0;i<1024;i++){   
  fprintf(fp,"\n%i  %i  ",k+1,i+1); 
  fprintf(fp, "%f   %f   %f   %f   %f",  
  dRR[k][1][i],dRR[k][2][i],dRR[k][3][i],dRR[k][4][i],dRR[k][5][i]);   
 } 
} 
 
*/ 
 
//PRINTS THE FINAL DATA    
 k=0; 
 for(i=0;i<1024;i++){ 
  fprintf(fp,"%i\t",i); 
  for(k=0;k<nd;k++){ 
   fprintf(fp,"\t%7.4f",AdRR[k][1][i]); 
 } 
  fprintf(fp,"\n"); 
} 
 
 
fclose(fp); 
 
 
} //main 
 
Figure 8.8:  Thermoreflectance Data Averaging and Reduction Script (Cont.)  This C code 
averages and reduces the data collected in the thermoreflectance experiments (Figure 8.7) into a 
single 1024 x 55 matrix, corresponding to normalized time-dependent Au reflectance changes.  
Signal spectra were normalized to their corresponding reference spectra to remove effects from 
laser power fluctuations.  This script was originally written by Jeffrey Carter and then modified 
as needed. 
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#pragma rtGlobals=1  // Use modern global access method. 
 
 FUNCTION TR_ANAL(DATA) 
 
 WAVE DATA 
  
 VARIABLE I 
 VARIABLE J 
 VARIABLE K 
 VARIABLE L 
 VARIABLE B 
 
 K=703 //Left-most wavelength bound  
 L=726 //Right-most wavelength bound  
 
 MAKE/N=(55,0)/O/D OUTPUT 
 OUTPUT=OUTPUT*0 
  
 J=(L-K)+1 
  
 FOR(I=0;I<55;I+=1) 
  B=K 
  DO 
   OUTPUT[I]=OUTPUT[I]+DATA[B][I] 
   B+=1 
  WHILE (B<(L+1)) 
 ENDFOR 
  
 OUTPUT=OUTPUT/J 
 
 END 
 
 
Figure 8.9:  Analysis of Thermoreflectance Transients  This program, written within the 
Igor Pro data analysis software, automated the workup of the thermoreflectance data obtained 
from usage of the script in Figure 8.8.  In this code, red wording designates a comment and not a 
function.  This program currently takes the input data, the time-dependent Au reflectance 
changes in the 475650 nm range, and produces an Au reflectance transient at 600 nm. 
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VAR1=-34.9 ; square center coordinate, horizontal 
VAR2=-3.50 ; square center coordinate, vertical 
VAR3=21.5 ; irradiated band half height, mm 
VARI5=820 ; number of shots per region 
VAR4=9 ; number of acquisitions/regions 
VAR6=0.5 ; distance between shots, mm 
VAR7=0.2 ; vertical distance between regions, mm 
VAR8=23 ; irradiated area half width, mm 
VAR9=10 ; accel/decel zone length, mm 
VARI10=100 ; laser rep. rate, Hz 
VAR11=0.5 ; alternating pattern correction 
VARI40=1 ; delay algorithm choice 1-auto delay 
          ; -1 - manual delay, 0 - bypass delay 
 
DEL INTHNDL 
DEF INTHNDL 
; Interrupt handler, region acquisition 
OUT00 ; reset O1, remove Andor trigger by resetting O2 
;WRITE "\10SCAN IN PROGRESS...\10" 
REPEAT ; acquire region 
 D(VAR31),(VAR32) 
 GO11 
 VAR31=0.0-VAR31 
 VAR22=2.0*VAR8/VAR6 ; calculate number of shots in the sweep 
 COMEXC1 
 1D(VAR31) 
 GO10 
 IF(VAR31>0.0) 
  VAR12=0.0-VAR8-VAR11 
  REPEAT 
   VAR50=1FB 
  UNTIL(VAR50>VAR12) 
  OUT1X ; set O1 to open shutter 
  VAR12=VAR8-VAR11 
  REPEAT 
   VAR50=1FB 
  UNTIL(VAR50>VAR12) 
  OUT0X ; reset O1 to close shutter 
 ELSE 
  VAR12=VAR8+VAR11 
  REPEAT 
   VAR50=1FB 
  UNTIL(VAR50<VAR12) 
  OUT1X ; set O1 to open shutter 
  VAR12=0.0-VAR8+VAR11 
  REPEAT 
   VAR50=1FB 
  UNTIL(VAR50<VAR12) 
  OUT0X ; reset O1 to close shutter 
 NIF 
 COMEXC0 
 VARI15=VARI15+VAR22 ; increment shot counter 
 VAR32=VAR32+VAR6 ; next sweep vertical coordinate  
 IF(VAR32>VAR3) 
  VARI30=1 ; raise abort flag 
  WRITE "\10\10WARNING! CANNOT FIT THAT MANY REGIONS INSIDE THE IRRADIATION ZONE!\10" 
  WRITE "NUMBER OF REGIONS OR THEIR SIZE MAY NEED TO BE DECREASED!\10\10" 
  JUMP WRAP3 
 NIF 
 IF(VAR31>0.0) ; calculate next sweep horizontal start  
  VAR31=VAR8+VAR9 
 ELSE 
  VAR31=0.0-VAR8-VAR9 
 NIF 
UNTIL(VARI15>VARI5) 
$WRAP3 
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VARI31=1 ; set interrupt return flag 
END 
 
ONP INTHNDL ; set ON program to INTHNDL 
 
DEL RRALT   
DEF RRALT   
; Rectangular area raster program 
OUT00 ; reset O1 and O2 
ONCOND0000 ; disable interrupts 
ONINXX ; reset ONIN interrupt assignment 
VARI31=0 ; reset interrupt return flag 
IF(VARI40=1.0) 
GOSUB DLINIT 
NIF 
IF(VARI40=-1.0) 
GOSUB SETALT 
NIF 
GOSUB ANDBACK 
MC00 
V100.00,100.000 
A20.00,20.000 
D(VAR1),(VAR2) 
GO11 
PSET0.00,0.000 
VAR32=0.0-VAR3 ; first region lowermost vertical position  
2D(VAR32) 
GO01 ; go to the lowermost sweep position of the first region 
VAR40=VARI10*VAR6 ; calculate horizontal velocity 
V(VAR40),100.000 
VAR41=VAR40*VAR40/2.0/VAR9 ; calculate acceleration 
A(VAR41),100.000 
GOSUB ANDSCST 
VARI30=0 ; reset abort flag 
VARI21=0 ; reset region counter 
REPEAT ; cycle over regions 
 VARI15=0 ; reset shot counter 
 VAR31=0.0-VAR8-VAR9 ; calculate horizontal sweep start  
 D(VAR31),(VAR32) 
 GO11 
 ONINX1 ; assign ONIN interrupt to T2, Andor FIRE 
 ONCOND1000 ; enable ONIN interrupt 
 ; At this point interrupt handler is monitoring FIRE 
 OUT01 ; reset O1, trigger Andor by setting O2 
 REPEAT 
 UNTIL(VARI31=1) ; wait for interrupt handler to finish 
 VARI31=0 ; reset interrupt return flag 
 ONCOND0000 ; disable interrupts 
 ONINXX ; reset ONIN interrupt assignment 
 IF(VARI30=1) ; check for abort condition during interrupt 
  JUMP WRAP2 
 NIF 
 IF(IN=BX0) ; checking for NO FIRE on T2 
  VARI30=1 ; raise abort flag 
  WRITE "\10\10WARNING! ANDOR ACQUISITION ENDED PREMATURELY!\10" 
  WRITE "ACQUISITION TIME MAY NEED TO BE INCREASED!\10\10" 
  JUMP WRAP2 
 NIF 
 REPEAT ; wait for Andor to finish acquisition 
 UNTIL(IN=BX0) ; checking for NO FIRE on T2 
 VARI21=VARI21+1 ; increment region counter 
 WRITE "FINISHED REGION\58" 
 WRVARI21 
 WRVARI15 
 WRITE "SHOTS" 
 VAR32=VAR32+VAR7 ; calculate vertical position of the next region start 
 
Figure 8.10:  Sample Motion and Data Collection in Shock Loading Studies (Cont.) 
201 
 
IF(VARI40=1.0) 
  GOSUB DLADV 
 NIF 
 IF(VARI40=-1.0) 
  GOSUB DOALT 
 NIF 
UNTIL(VARI21=VAR4) 
$WRAP2 
V100.00,100.000 
A20.00,20.000 
D0.00,0.000 
GO11 
PSET(VAR1),(VAR2) 
AA0.00,0.000 
IF(VARI30=0.0) 
 WRITE "\10\10***********" 
 WRITE "*ALL DONE!*" 
 WRITE "***********\10\10" 
ELSE 
 WRITE "\10\10[[[[[[[[[" 
 WRITE "[ABORTED[" 
 WRITE "[[[[[[[[[\10\10" 
NIF 
END 
 
DEL DLINIT   
DEF DLINIT   
; Delay stage initialization 
WRITE "\10\10READY TO INITIALIZE AND HOME DELAY STAGE." 
WRITE "PLEASE HARD-RESET DELAY STAGE CONTROLLER.\10\10" 
T5.000 
VARS1="ENTER 1 TO PROCEED..." 
VARI100=READ1 
WRITE "\10\10TRYING...\10\10" 
PORT2 
WRITE "\04" 
ERROK0,0,0,0 
ERRDEF0,0,0,0 
T1.000 
WRITE ">>01" 
T1.000 
WRITE "LD\42" 
T1.000 
WRITE "IHX\42" 
WRITE "C" 
PORT1 
WRITE "COMMANDS SENT." 
VARS1="PLEASE ENTER 1 ONCE DELAY STAGE STOPS MOVING." 
VARI100=READ1 
WRITE "\10\10" 
END 
 
DEL SETALT   
DEF SETALT   
 
WRITE "\10\10PLEASE INITIALIZE INTER-REGION ACTIVITY." 
T2.000 
VARS1="ENTER 1 WHEN DONE" 
VARI100=READ1 
END 
 
DEL ANDBACK   
DEF ANDBACK   
; Andor background acquisition routine 
WRITE "\10\10PLEASE INITIATE ANDOR BACKGROUND ACQUISITION\10" 
WRITE "WAITING FOR ANDOR..." 
 
Figure 8.10:  Sample Motion and Data Collection in Shock Loading Studies (Cont.) 
202 
 
REPEAT 
UNTIL(IN=B10) ; checking for ARM on T1 input and no FIRE on T2 
WRITE "ANDOR READY, SENDING TRIGGER IN A FEW...\10" 
T1.000 
OUT01 ; reset O1, trigger Andor by setting O2 
REPEAT 
UNTIL(IN=BX1) ; checking for FIRE on T2 
WRITE "ANDOR FIRED!\10" 
OUT00 ; reset O1, remove Andor trigger by resetting O2 
REPEAT 
UNTIL(IN=BX0) ; checking for NO FIRE on T2 
WRITE "ANDOR DONE ACQUIRING BACKGROUND!\10" 
END 
 
DEL ANDSCST   
DEF ANDSCST   
; Andor kinetic series configuration routine 
WRITE "PLEASE CONFIGURE ANDOR KINETIC SERIES FOR\58" 
WRVAR4 
WRITE "ACQUISITIONS AND UNBLOCK ALL THE BEAMS.\10" 
WRITE "READY TO START SCANNING, WAITING FOR ANDOR...\10" 
REPEAT 
UNTIL(IN=B10) ; checking for ARM on T1 input and no FIRE on T2 
END 
 
DEL DOALT   
DEF DOALT   
 
WRITE "\10\10PLEASE PERFORM INTER-REGION ACTIONS." 
T2.000 
VARS1="ENTER 1 WHEN DONE" 
VARI100=READ1 
END 
 
DEL DLADV   
DEF DLADV   
; Shock pulse delay stage motion 
PORT2 
WRITE "\04" 
ERROK0,0,0,0 
ERRDEF0,0,0,0 
T1.000 
WRITE ">>01" 
T1.000 
WRITE "LD\42" 
T1.000 
IF(VARI21=1.0) 
 WRITE "IX F4000 D-28500\42" ; 1500=1ps 
T40.000 
NIF 
IF(VARI21>1.0) 
 WRITE "IX F2000 D-4500\42" ; 1500=1ps 
T6.000 
NIF 
WRITE "C" 
PORT1 
T10.000 
END 
 
Figure 8.10:  Sample Motion and Data Collection in Shock Loading Studies (Cont.)  This 
script was utilized for the automated collection of SFG spectra during shock loading.  It was 
written in the language of the Parker 6K Series Motion Control software.  The code controlled 
the drive pulse optical shutter, drive pulse optical delay line, sample stage rastering, and Andor 
203 
 
data acquisition software.  It resulted in the collection of pumped and unpumped SFG spectra at 
the designated pump-probe delays.  This script was written with the help of Alexei Lagutchev. 
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#pragma rtGlobals=1  // Use modern global access method. 
  
 FUNCTION SHOCK_ANAL(DATA_U,DATA_P,DELAY) 
  
 WAVE DATA_U  // Unpumped data 
 WAVE DATA_P // Pumped data 
 WAVE DELAY 
  
 VARIABLE I 
 VARIABLE J 
 VARIABLE K 
 VARIABLE Q 
 VARIABLE B 
 VARIABLE C 
 VARIABLE D 
 VARIABLE L 
  
 // Remove cosmic rays 
 FOR(I=1;I<1023;I+=1) 
  FOR(J=1;J<8;J+=1) 
   IF(DATA_U[I][J]-(DATA_U[I+1][J]+DATA_U[I-1][J]+DATA_U[I][j-1]+DATA_U[I][J+1])>100) 
    DATA_U[I][J] = (DATA_U[I+1][J]+DATA_U[I-1][J])/2 
   ENDIF  
   IF(DATA_P[I][J]-(DATA_P[I+1][J]+DATA_P[I-1][J]+DATA_P[I][j-1]+DATA_P[I][J+1])>100) 
    DATA_P[I][J] = (DATA_P[I+1][J]+DATA_P[I-1][J])/2 
   ENDIF 
  ENDFOR 
 ENDFOR 
  
 MATRIXTRANSPOSE DATA_U 
 MATRIXTRANSPOSE DATA_P 
  
 //  Baseline correction/plasma light removal 
  
 MAKE/N= (9,42)/O/D X_DATA,Y_DATA 
 MAKE/N= (9,1)/O/D XY_SUM,X_SUM,Y_SUM,XX_SUM,SLOPE,Y_INT 
  
 X_DATA=X_DATA*0 
 Y_DATA=Y_DATA*0 
 XY_SUM=XY_SUM*0 
 X_SUM=X_SUM*0 
 Y_SUM=Y_SUM*0 
 XX_SUM=XX_SUM*0 
 SLOPE=SLOPE*0 
 Y_INT=Y_INT*0 
  
 FOR(I=0;I<9;I+=1) 
  J=0 
  DO 
   K=250+(500*J) 
   FOR(Q=0+(21*J);Q<((21*J)+21);Q+=1) 
    Y_DATA[I][Q]=DATA_P[I][K+(Q-(21*J))] 
    X_DATA[I][Q]=K+(Q-(21*J)) 
   ENDFOR 
   J+=1 
  WHILE(J<2) 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  K=0 
  DO  
   X_SUM[I] = X_SUM[I] + X_DATA[I][K] 
   Y_SUM[I]= Y_SUM[I] + Y_DATA[I][K] 
   XX_SUM[I]=XX_SUM[I]+(X_DATA[I][K]*X_DATA[I][K]) 
   XY_SUM[I]=XY_SUM[I] +(X_DATA[I][K]*Y_DATA[I][K]) 
   K+=1 
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  WHILE (K<42) 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  SLOPE[I]=((42*XY_SUM[I])-(X_SUM[I]*Y_SUM[I]))/((42*XX_SUM[I])-(X_SUM[I]*X_SUM[I])) 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  Y_INT[I]=(Y_SUM[I]-(SLOPE[I]*X_SUM[I]))/42 
 ENDFOR 
  
 MAKE/N=(9,1024)/O/D BASELINE 
  
 BASELINE=BASELINE*0 
  
 FOR(I=0;I<9;I+=1) 
  J=0 
  DO 
   BASELINE[I][J]=(J*SLOPE[I])+Y_INT[I] 
   J+=1 
  WHILE(J<1024) 
 ENDFOR 
  
 MAKE/N=(9,1024)/O/D DATA_P_REDUC 
  
 DATA_P_REDUC=DATA_P_REDUC*0 
  
 FOR(I=0;I<9;I+=1) 
  FOR(J=0;J<1024;J+=1) 
   DATA_P_REDUC[I][J]=DATA_P[I][J]-BASELINE[I][J] 
  ENDFOR 
 ENDFOR 
  
 // Narrowing wavelength range  
 
 DELETEPOINTS/M=1 0,200, DATA_U 
 DELETEPOINTS/M=1 550,274, DATA_U 
 
 DELETEPOINTS/M=1 0,200, DATA_P_REDUC 
 DELETEPOINTS/M=1 550,274, DATA_P_REDUC 
 
 // Typically, integration was over only a single transition, s(NO2) of the nitroaromatic 
 // A secondary transition could be analyzed if desired 
  
 Q=550  // Number of data points in a single trimmed spectrum  
 B=203 // Center of the leftmost peak (after trimming)   
 C=30 // Half the number of data points to be integrated over for the leftmost peak 
 D=331 // Center of the rightmost peak 
 L=30 // Half the number of data points to be integrated over for the rightmost peak 
  
 // Peak integrated area calculation 
  
 DUPLICATE/O DELAY REF_AREA_HIGH 
 DUPLICATE/O DELAY REF_AREA_LOW 
  
 FOR(I=0;I<9;I+=1) 
  REF_AREA_HIGH[I] = REF_AREA_HIGH[I] - DELAY[I] 
  REF_AREA_LOW[I] = REF_AREA_LOW[I] - DELAY[I] 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  K=B-C 
  DO  
   REF_AREA_LOW[I] = REF_AREA_LOW[I] + DATA_U[I][K] 
   K+=1 
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  WHILE (K<((B+C)+1)) 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  K=D-L 
  DO  
   REF_AREA_HIGH[I] = REF_AREA_HIGH[I] + DATA_U[I][K] 
   K+=1 
  WHILE (K<((D+L)+16)) 
 ENDFOR 
  
 DUPLICATE/O DELAY PUMP_AREA_HIGH 
 DUPLICATE/O DELAY PUMP_AREA_LOW 
  
 FOR(I=0;I<9;I+=1) 
  PUMP_AREA_LOW[I] = PUMP_AREA_LOW[I] - DELAY[I] 
  PUMP_AREA_HIGH[I] = PUMP_AREA_HIGH[I] - DELAY[I] 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  K=B-C 
  DO  
   PUMP_AREA_LOW[I] = PUMP_AREA_LOW[I] + DATA_P_REDUC[I][K] 
   K+=1 
  WHILE (K<((B+C)+1)) 
 ENDFOR 
  
 FOR(I=0;I<9;I+=1) 
  K=D-L 
  DO  
   PUMP_AREA_HIGH[I] = PUMP_AREA_HIGH[I] + DATA_P_REDUC[I][K] 
   K+=1 
  WHILE (K<((D+L)+16)) 
 ENDFOR 
 
 DUPLICATE/O DELAY AREA_RATIO_HIGH 
 DUPLICATE/O DELAY AREA_RATIO_LOW 
 
 FOR(I=0;I<9;I+=1) 
  AREA_RATIO_LOW[I] = PUMP_AREA_LOW[I] / REF_AREA_LOW[I] 
  AREA_RATIO_HIGH[I] = PUMP_AREA_HIGH[I] / REF_AREA_HIGH[I] 
 ENDFOR 
  
 DUPLICATE AREA_RATIO_HIGH AREA_RATIO_NBA_SYM_500uJ_1 
 DUPLICATE AREA_RATIO_LOW AREA_RATIO_NBAPMMA_SYM_500uJ_1 
  
 // Spectral normalization and copying spectra to individual waves 
  
 L=0 // Delay to be normalized to 
 B=D // Pixel with maximum signal for that delay (using symmetric nitro stretch of nitroaromatic for normalization) 
  
 MATRIXTRANSPOSE DATA_U 
 MATRIXTRANSPOSE DATA_P_REDUC 
  
 DUPLICATE/O DATA_P_REDUC NORM_DATA_P 
  
 FOR(J=0;J<9;J+=1) 
  FOR (I=0;I<Q;I+=1) 
   NORM_DATA_P[I][J]=NORM_DATA_P[I][J]/REF_AREA_HIGH[J] 
  ENDFOR 
 ENDFOR 
  
 MAKE/N=(1,1)/O/D NORM_VALUE 
  
 NORM_VALUE=NORM_DATA_P[B][L] 
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 FOR(J=0;J<9;J+=1) 
  FOR (I=0;I<Q;I+=1) 
   NORM_DATA_P[I][J]=NORM_DATA_P[I][J]/NORM_VALUE 
  ENDFOR 
 ENDFOR 
  
 MAKE/N= (Q,1)/O/D NORM_DELAY0, NORM_DELAY1, NORM_DELAY2, NORM_DELAY3, NORM_DELAY4,   
  NORM_DELAY5, NORM_DELAY6, NORM_DELAY7 
 MAKE/N= (Q,1)/O/D NORM_DELAY8 
 
 
 FOR(I=0;I<Q;I+=1) 
  J=0 
  NORM_DELAY0[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=1 
  NORM_DELAY1[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=2 
  NORM_DELAY2[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=3 
  NORM_DELAY3[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=4 
  NORM_DELAY4[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=5 
  NORM_DELAY5[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
 FOR(I=0;I<Q;I+=1) 
  J=6 
  NORM_DELAY6[I] = NORM_DATA_P[I][J] 
 ENDFOR  
 
 FOR(I=0;I<Q;I+=1) 
  J=7 
  NORM_DELAY7[I] = NORM_DATA_P[I][J] 
 ENDFOR 
  
 FOR(I=0;I<Q;I+=1) 
  J=8 
  NORM_DELAY8[I] = NORM_DATA_P[I][J] 
 ENDFOR  
  
  
 RENAME NORM_DELAY0, 'S1_NORM_500uJ_DELAY0' 
 RENAME NORM_DELAY1, 'S1_NORM_500uJ _DELAY19' 
 RENAME NORM_DELAY2, 'S1_NORM_500uJ _DELAY22' 
 RENAME NORM_DELAY3, 'S1_NORM_500uJ _DELAY25' 
 RENAME NORM_DELAY4, 'S1_NORM_500uJ _DELAY28' 
 RENAME NORM_DELAY5, 'S1_NORM_500uJ _DELAY31' 
 RENAME NORM_DELAY6, 'S1_NORM_500uJ _DELAY34' 
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 RENAME NORM_DELAY7, 'S1_NORM_500uJ _DELAY37' 
 RENAME NORM_DELAY8, 'S1_NORM_500uJ _DELAY40' 
 
 END 
 
Figure 8.11:  Shock Compression Data Analysis Script (Cont.)  This program, written 
within the Igor Pro data analysis software, automated the workup of the shock compression data 
obtained from usage of the script in Figure 8.10.  In this code, red wording designates a comment 
and not a function.  The primary function of this program was to generate SFG intensity 
transients and time-dependent SFG spectra normalized to reference spectra obtained during the 
data collection. 
