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Abstract
We show that the fluctuations of the periodic orbits of deterministically chaotic
systems can be captured by supersymmetry, in the sense that they are repackaged in
the contribution of the absolute value of the determinant of the noise fields, defined by
the equations of motion.
1 Introduction
It is possible to interpret a set of first order ordinary differential equations, in the variables
xI(t),
dxI
dt
= FI(x) (1)
where I = 1, 2, . . . , d as describing the motion of a particle, as it probes d−dimensional
space, where xI(t) is its trajectory.
The reason is that these equations can be understood as describing the minimization of
the functional
S =
∫
dt
d∑
I=1
1
2
(x˙I − FI(x))
2 (2)
where S is the Euclidian action.
Their solutions saturate the bound S ≥ 0.
If FI can be expressed as the gradient of a scalar function, i.e. FI = −∂IW , then, upon
expanding the integrand, we realize that it takes the form
L =
1
2
d∑
I=1
[x˙I ]
2 +
1
2
d∑
I=1
(
∂W
∂xI
)2
+
d∑
I=1
x˙I
∂W
∂xI
(3)
The middle term can be identified with the scalar potential, V (x), while the last term is a
total derivative.
The canonical partition function is well–defined, upon imposing the periodic boundary
conditions, that eliminate the total derivative, if it is true that V (x) confines at infinity
(that it’s bounded from below is obvious) and the fluctuations can be consistently described
by the property that the “noise fields”,
ηI ≡ x˙I − FI (4)
are Gaussian fields, with ultra–local 2–point function, 〈ηI(t)ηJ(t
′)〉 ∝ δIJδ(t− t
′) [1–3].
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Now we may ask the question of how to interpret the case, when FI has non–zero curl
and, therefore, cannot be expressed as −∂IW (or, when it can, W doesn’t have continuous
first derivatives). The answer is known: FI can be interpreted as a vector potential.
More precisely, it’s known, since the work of Helmholtz, Clebsch and Monge, in the 19th
century, that any vector field–under assumptions of smoothness, that ensure the existence
of derivatives, of course–can be written as the sum of a curl–free part (that describes the
effects of a scalar potential) and of a divergence–free part (that describes the effects of a
vector potential) [4].
In ref. [5] numerical evidence has been presented, that, when FI can be written as −∂IW ,
then the noise fields, in that case, do, indeed, satisfy the identities that imply that the noise
fields are Gaussian, with ultra–local 2–point function. In ref. [6] evidence was presented,
that these identities also hold for target space, not only worldline, supersymmetry, when the
superpotential can be globally defined.
So the question then, quite naturally, arises, whether the corresponding ‘noise fields” de-
scribe the consistent closure of the system, when FI admits the most general Helmholtz/Clebsch–
Monge/Hodge decomposition and neither its divergence, nor its curl vanishes. In the follow-
ing we shall discuss “one particle mechanics”, where there is only one dependent variable
and shall consider the case of an indefinite number of particles in a future work.
In equations, the question is, whether the fluctuations transform the canonical partition
function
Z =
∫
[DxI ] e
−S (5)
to
ZL =
∫
[DxI ] e
−S
∣∣∣∣det δη
J
δxI
∣∣∣∣ (6)
which is equal to 1 (by a choice of units)–provided ZL doesn’t vanish and no boundaries
appear in target space. This means that the zeromodes of the determinant–weighted by
their relative phase!–remain of measure zero, also, when the FI vector field isn’t a gradient
and that the winding modes don’t destabilize the system.
Setting up the framework for using Monte Carlo simulations to test these statements, is
the topic of the present paper.
The simplest case to consider, is that of a uniform magnetic field, along the z−direction,
when F1 = y = x2 and F2 = −x = −x1. In that case, the “potential energy” comprises of
two terms, a “harmonic potential”,
V2(x, y) =
1
2
(
x2 + y2
)
(7)
and the contribution from the angular momentum,
VL(x, y, x˙, y˙) = −x˙y + xy˙ (8)
that’s not a total derivative (though it does contribute a constant to the action, for solu-
tions of the equations of motion, since dVL/dt = 0, when x(t) and y(t) satisfy the classical
equations of motion).
However VL(x, y, x˙, y˙) can be, also, interpreted as the coupling of the velocity to exter-
nal fields, namely a constant magnetic field. In this case only edge states correspond to
unbounded motion.
2
Of course, since the action is quadratic in x(t) and y(t), it is possible to compute the
partition function exactly, as the determinant of the corresponding operator, which, since it
is a non–zero constant, can be absorbed in the measure, as it is a constant. This is the way
the system is “closed”–and the choice of boundary conditions is crucial.
This doesn’t imply, however, that the correlation functions of the noise fields, η1 = x˙− y
and η2 = y˙ + x, sampled with the Euclidian action, necessarily, satisfy the identities of
Gaussian fields, with ultra–local propagator: 〈ηI(t)〉 = 0, 〈ηI(t)ηJ(t′)〉 = δIJδ(t− t′).
In the present example this can be, however, consistently imposed, since it amounts to
redefining the measure by a globally defined constant.
In fact, what this example illustrates is that the equilibrium configuration, when (x(0), y(0) 6=
(0, 0)–which is the case when fluctutations are taken into account, isn’t a point, but the circle
x(t)2+y(t)2 = x(0)2+y(0)2, i.e. a (circular) string. This is the difference between the scalar
and the vector potential: in the former case the equilibrium configurations are points, the
minima of the scalar potential; in the latter case the equilibrium configurations are extended
objects, since it isn’t the scalar potential that determines them.
A more general example is provided by the Lorenz system
dx1
dt
= F1 = σ(x2 − x1)
dx2
dt
= F2 = x1(r − x3)− x2
dx3
dt
= F3 = −bx3 + x1x2
(9)
It is well known that this system is “dissipative”, since ∇·F = −σ−1−b < 0–the constants
r, σ, b ≥ 0; and F doesn’t define a superpotential, since ∇× F 6= 0. In fact it can be shown
to describe the dynamics of a magnetic moment in a bath subject to an external torque
(the so–called Landau–Lifshitz–Bloch–Bloembergen model) [7]. The non-trivial fact is that,
here, as for the case of the constant magnetic field, the competition between the conservative
forces and the dissipation doesn’t lead, in general, to point-like attractors in the space of
states; these only exist for certain parameter values and there is a phase transition to a
chaotic phase. In such a phase there are infinitely many periodic orbits and there have been
attempts to use them to construct the measure they define, using perturbative field theoretic
techniques [8].
In this contribution we shall discuss another way to address this issue, that does not rely
on perturbation theory.
To this end we shall follow the approach of refs. [5,6]: We shall write a lattice action, in
terms of the x and compute the identities that the correlation functions that the noise fields
would be expected to satisfy, were the system consistently closed.
The corresponding action for the particle, moving in three–dimensional space, is given
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by the expression
S[xI ] =
∫
dt
{
1
2
(x˙1 − F1)
2 +
1
2
(x˙2 − F2)
2 +
1
2
(x˙3 − F3)
2
}
=∫
dt
{
1
2
(
x˙21 + x˙
2
2 + x˙
2
3
)
+
1
2
(
F 21 + F
2
2 + F
2
3
)
− (x˙1F1 + x˙2F2 + x˙3F3)
}
=∫
dt
{
−
1
2
(
x1
d2
dt2
x1 + x2
d2
dt2
x2 + x3
d2
dt2
x3
)
+
1
2
(
F 21 + F
2
2 + F
2
3
)
− (x˙1F1 + x˙2F2 + x˙3F3)+
d
dt
[
1
2
(x1x˙1 + x2x˙2 + x3x˙3)
]}
(10)
We recognize the (Euclidian) action of a particle in a potential, coupled to a “magnetic
field”, defined through the terms that are linear in the velocities and can’t be identified as,
exclusively, boundary terms.
The scalar potential is bounded from below and confines at infinity, therefore the canon-
ical partition function is well–defined (in fact since the Euclidian Lagrangian is a sum of
non-negative terms, the lower bound is obvious; what’s less obvious is that it confines at
infinity, since the coupling to the magnetic field excites winding modes. This is what the
stability of the Monte Carlo sampling checks.)
The noise fields we shall study are defined, in the continuum, by ηI ≡ x˙I − FI and shall
try to check, whether the identities their correlation functions satisfy are affected as we cross
the transition from the phase where the stable classical solutions are points to the phase
where they are the strange attractor.
In ref. [9] how to couple the spinning particle to an external electromagnetic field, at the
level of the classical action as well as its canonical quantization, was discussed. Translated
to our case this result allows us to identify the expression of eq. (10) with the “bosonic part”
of the action of a superparticle in a particular–external–electromagnetic field (cf. also [10]).
So what is of interest is to study how the fluctuations of the particle affect the su-
persymmetries of the classical case. Since the action is no longer quadratic in the fields,
x(t), y(t), z(t), we shall compute the correlation functions, that enter in the identities, using
Monte Carlo simulations. To this end, we shall use a lattice discretization of the partition
function. This is the topic of the following section.
2 The lattice action
It’s straightforward to write down the lattice action,
Slatt[ϕI,n] =
N−1∑
n=0
{
−ϕI,nϕI,n+1 + ϕ
2
I,n +
1
2
F 2I,n − (ϕI,n+1 − ϕI,n)FI,n
}
(11)
that corresponds to the discretization of the expression in eq. (10), with ϕI,n = a
−1/2xI,n
and the lattice spacing, a, has been absorbed in the other terms. The sum over I = 1, 2, 3
is implicit. The manipulations that led to eq. (10) simply had as purpose to produce a
canonical kinetic term, a sensible potential energy and a coupling to well–defined sources.
The latter are the new features, in fact. The action describes a particle in a non–uniform,
external, magnetic field.
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It should be stressed that the last term of the lattice action, when periodic boundary
conditions are imposed, is sensitive only to lattice artifacts–terms that are proportional to
positive powers of the lattice spacing–and contributions that are not total derivatives, in the
continuum limit. It is the latter that are of interest in the present case, of course.
The question, that remains to be addressed, is, whether, upon coupling this system to
a bath, the system, along with the bath, this time, remains closed–which, in turn, implies
that the bath does describe all the fluctuations.
To address this question, we shall use the lattice action to compute the correlation func-
tions of the noise fields and check the identities they would satisfy, were the system, indeed,
closed.
The noise fields, on the lattice, are given by the expressions
η1,n = ϕ1,n+1 − ϕ1,n − F1,n
η2,n = ϕ2,n+1 − ϕ2,n − F2,n
η3,n = ϕ3,n+1 − ϕ3,n − F3,n
(12)
The identities to be checked are:
〈ηI,n〉 = 〈FI,n〉
?
= 0
〈(ηI,n − 〈ηI,n〉)(ηJ,n′ − 〈ηJ,n′〉)〉
?
∝ δIJδn,n′〈
(ηI,n − 〈ηI,n〉)
4
〉 ?
= 3
〈
(ηI,n − 〈ηI,n〉)
2
〉2 (13)
Now it is clear that 〈ηI,n〉 = 0, can hold, in the non–chaotic, as well as in the chaotic, phases.
It should be stressed that 〈ϕI,n〉 6= 0, however. What is important to understand is that,
while the expectation values are defined with respect to e−Slatt , the fluctuations do lead to
the full measure, that will be the chaotic attractor in the corresponding phase.
These define, in terms of the “physical fields”, xI , deduced from the ϕI,n, in the scaling
limit, new identities between the correlation functions on the attractor in the chaotic phase.
In that case they imply that supersymmetry, according to the usual criterion, is not broken.
The subtleties pertaining to its possible breaking are encoded in the possible “anomalies” of
the multi–point functions of the noise fields, that deserve a detailed study, that, while time-
consuming, doesn’t entail any conceptual issues, since the expectation values are computed
using the canonical partition function of the Euclidian action, that’s bounded from below
and confines at infinity–and the periodic boundary conditions ensure that the edge states
don’t destablilize the system.
3 Conclusions
In the present paper we have described the framework for studying how ordinary differential
equations, whose RHS isn’t a gradient and, therefore, describe the motion of a particle in the
presence of fluxes, can be consistently considered as defining backgrounds for the dynamics
of physical systems, whose properties can be described by supersymmetric theories, that
provide the consistent closure for the fluctuations. This is worldline supersymmetry; the
target space geometry is that of a d = 1 supersymmetric non–linear σ−model and it will
be interesting to explore how the techniques presented, for instance, in refs. [11–13] can be
applied, in order to deduce how target space supersymmetry might hold.
The new feature, in the presence of fluxes, is that the equilibrium configurations, in target
space need not be points, but can be extended objects, namely, strings. Whereas much of the
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focus of chaotic dynamical systems has been on the attractor, as the solution of the equations
of motion, what are its properties in the presence of fluctuations, i.e. beyond the equations
of motion, is defined by the correlation functions of the noise fields, defined in terms of
the “physical” fields, that appear in the differential equations. This is, of course, but the
first step for describing the fluctuations of systems, whose classical limit shows deterministic
chaos (cf. also [14]).
This approach extends the insights of [15, 16], who noted that, with, at least, three su-
perfields, supersymmetry is, generically, spontaneously broken, in that the 1–point functions
of the auxiliary fields cannot all be made to vanish. For the Lorenz attractor we understand
that the 1–point functions, 〈ηI,n〉 = 〈FI,n〉 can vanish for all attractors, chaotic or non–
chaotic; so the properties of the multi–point functions of the noise fields are, in fact, relevant
for describing how supersymmetry is realized–or broken. The details of this investigation
will be presented in forthcoming work.
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