AbstractÐSince the ChiMerge algorithm was first proposed by Kerber in 1992, it has become a widely used and discussed discretization method. The Chi2 algorithm is a modification to the ChiMerge method. It automates the discretization process by introducing an inconsistency rate as the stopping criterion and it automatically selects the significance value. In addition, it adds a finer phase aimed at feature selection to broaden the applications of the ChiMerge algorithm. However, the Chi2 algorithm does not consider the inaccuracy inherent in ChiMerge's merging criterion. The user-defined inconsistency rate also brings about inaccuracy to the discretization process. These two drawbacks are first discussed in this paper and modifications to overcome them are then proposed. By comparison, results with original Chi2 algorithm using C4.5, the modified Chi2 algorithm, performs better than the original Chi2 algorithm. It becomes a completely automatic discretization method.
INTRODUCTION
MANY algorithms developed in the machine learning community focus on learning in nominal feature spaces [1] . However, many of such algorithms cannot be applied to the real-world classification tasks involving continuous features before these features are first discretized. This demands the studies on the discretization methods. There are three different axes by which discretization methods can be classified: global versus local, supervised versus unsupervised, and static versus dynamic [2] . A local method would discretize in a localized region of the instance space (i.e., a subset of instances) while a global discretization method uses the entire instance space to discretize [3] . Many discretization methods, such as equal-width-intervals and equal-frequencyintervals methods, do not use the class information during the discretization. These methods are called unsupervised methods. Likewise, those methods that make use of the class information are supervised methods. Many discretization methods require a parameter, k, indicating the maximal number of partition intervals in discretizing a feature. Static methods, such as Ent-MDLPC [4] , perform the discretization on each feature and determine the value of k for each feature independent of the other features. However, the dynamic methods search through the space of possible k values for all features simultaneously, thereby capturing interdependencies in feature discretization.
The ChiMerge method was first proposed by Kerber [5] in 1992 to provide a statistically justified heuristic method for supervised discretization. The ChiMerge algorithm consists of an initialization step (i.e., placing each observed real value into its own interval) and proceeds by using the 2 test to determine when adjacent intervals should be merged. This bottom-up merging process is repeated until a stopping criterion (set manually) is met. Here, the 2 test is a statistical measure used to test the hypothesis that two discrete attributes are statistically independent. Applied to the discretization problem, it tests the hypothesis that the class attribute is independent of the two adjacent intervals an example belongs to. If the conclusion of the 2 test is that the class is independent of the intervals, then the intervals should be merged. On the other hand, if the 2 test concludes that they are not independent, it indicates that the difference in relative class frequencies is statistically significant and, therefore, the intervals should remain separate. The formula for computing the 2 value is:
where: k number of classes, A ij number of patterns in the ith interval ; jth class, R i number of patterns in the ith interval k j1 A ij , C j number of patterns in the jth class 2 i1 A ij , N total number of patterns 2 i1 R i , E ij expected frequency ofA ij ; E ij R i Ã C j =N.
The value for the 2 threshold is determined by selecting a desired significance level and then using a table or formula to obtain the corresponding 2 value. Obtaining the 2 value also requires specifying the number of degrees of freedom, which is one less than the number of classes. For example, when there are three classes, the degree of freedom is 2, the 2 value at 0:1 level is 4.6. The meaning of this threshold is that among the cases where the class and attribute are independent, there is a 90 percent probability that the computed 2 value will be less than 4.6. Liu and Setino [6] used the ChiMerge algorithm as a basis for their Chi2 algorithm. Specifying a proper value for in many cases can be difficult. It would therefore be ideal if can be determined from the data itself. The Chi2 algorithm enhanced the ChiMerge algorithm in that the value of was calculated based on the training data itself. The calculated value of differed from attribute to attribute, so that it would only continue merging intervals on those attributes which needed it.
The Chi2 algorithm can be sectioned into two different phases: Where: InConCheck()ÐCalculation of inconsistency rate; it is calculated as follows:
1. Two instances are considered inconsistent if they match, except for their class label. 2. For all the matching instances (without considering their class labels), the inconsistency count is the number of the instances minus the largest number of the instances of the class labels; for example, there are n matching instances, among them, c 1 instances belong to label 1 , c 2 to label 2 , and c 3 to label 3 where c 1 c 2 c 3 n. If c 3 is the largest among the three, the inconsistency count is (n À c 3 ). 3. The inconsistency rate is the sum of all the inconsistency counts divided by the total number of the instances. DecreSigLevel()Ðdecreasing the significance level by one level; Merge()Ðreturning true or false depending on whether the concerned attribute is merged or not;
Chi-sq-calculation()Ðcalculation of 2 value according to (1) .
The first phase of this algorithm can be regarded as a generalization of the ChiMerge algorithm. Instead of a predefined significance level , the Chi2 algorithm provided a wrapping that automatically incremented the threshold (decreasing the significance level ). Consistency checking was utilized as a stopping criterion. These enhancements ensured that the Chi2 algorithm automatically determined a proper threshold while still keeping the fidelity of the original data.
The second phase refined the intervals. If any of the attributes consisting of any of the intervals can be further merged without increasing the inconsistency of the training data above the given limit, then the merging phase was carried out. While the first phase worked on a global significance level , the second phase used separate local significance levels for each attribute [7] . In the following sections, original Chi2 algorithm referred to the Chi2 algorithm.
PROBLEM ANALYSIS AND MODIFICATION
In the original Chi2 algorithm, the stopping criterion was defined as the point at which the inconsistency rate exceeded the predefined rate InConCheckdata > . In [6] , different values were assigned to different data sets for feature selection. Some attributes were removed according to this larger value. However, these results were obtained on the basis of decreasing the fidelity of the original data set and this method ignored the conflict cases existing in the data set. In addition, before the attributes were discretized, a significant value for this threshold was not available for different data sets. The value was always given after some tests were performed on the training data set. This was unreasonable for the case of an unknown data set. Therefore, a level of consistency [3] , coined from Rough Sets Theory [8] , was introduced to replace the inconsistency checking. Its definition was generalized as follows:
Let U denote the set of all instances of the data set and A is the set of attributes (i.e., condition attributes and one class label). Let X be any subset of UX & U. The lower approximation of X in B is denoted by BX and it is defined as the union of all these elementary sets contained in X. More formally,
The lower approximation BX is the set of all instances of U, which can be classified with certainty as instances of X, with respect to the values of attributes from B.
The level of consistency, denoted L c , is defined as follows:
where X i X i P U is a classification of U and X i X j Y and X i Ui 1; 2; . . . ; n. From (3), it can be seen that L c represents the percentage of instances which can be correctly classified into class X i with respect to B. It is intended to capture the degree of completeness of our knowledge about set U. In the Rough Sets Theory, the level of consistency is known as the degree of dependency of d (class label) on A. For a consistent data set with respect to the class label d, L c 1.
In the modified Chi2 algorithm, inconsistency checking InConCheck < of the original Chi2 algorithm was replaced by maintaining the level of consistency L c after each step of discretization L c-discretized L c-original . By using this inconsistency rate as the stopping criterion, it guaranteed that the fidelity of the training data could be maintained to be the same after discretization. In addition, it made the discretization process completely automatic.
Another problem in the original Chi2 algorithm was that merging criterion (function Merge()) was not very accurate, which would lead to overmerging. This merging criterion was defined as selecting the pair with the lowest 2 value to merge into one interval. However, it did not consider the factor of degree of freedom, which must first be specified as mentioned in Section 1.
As illustrated in Fig. 1 , it only used the fixed degree of freedom (the class number-1) and a specified significance value to calculate the thresholdÐ 2 value. After all of the 2 values from an adjacent interval were computed, the two intervals with the minimal value were chosen to merge, despite the fact that the degrees of freedom were not the same for different adjacent intervals. From the view of statistics, this was inaccurate [9] . The interpretation of the above conclusion was depicted in Fig. 2 and Fig. 3 . For the convenience of clarification, the minimal difference between the calculated 2 values were enlarged. The probability density function of 2 distribution was presented in Fig. 2 and Fig. 3 with different degrees of freedom. The two vertical lines represented the 2 values calculated from the adjacent intervals and threshold. The shaded area represented the significance value . The threshold referred to the point at which there was 1 À percent probability that the computed 2 value would be less than this value among the cases which the class and attribute were independent. In Fig. 2 , the 2 value was 13, while the corresponding threshold value was 20. In Fig. 3 , the 2 value was 22, while the corresponding threshold value was 30. If the original merging criterion was applied, the adjacent intervals with 2 value equaled to 13 were merged and compared with threshold 30 without considering the effect of the degree of freedom. In this case, if the difference in degrees of freedom was considered, from Fig. 2 and Fig. 3 , the second one (from 22 to threshold 30, the distance is 8) was much further from the threshold than the first one (from 13 to threshold 20, the distance is 7). It meant that independence of these two adjacent intervals was higher than that of the first case. Therefore, these two intervals should be merged first. From the above analysis, it was shown that it was more reasonable and more accurate to take into consideration the degree of freedom.
Furthermore, the original Chi2 algorithm only considered the maximal degree of freedom, which meant that the merging procedure would continue until all the 2 values exceeded the threshold. This could result in some attributes being overmerged, while others were not be discretized fully. Consequently, this merging procedure would bring about more inconsistency after discretization.
Considering both the above modifications, the algorithm with modified merging criterion and new stopping criterion was termed the modified Chi2 algorithm.
EXPERIMENTAL RESULTS
For the convenience of comparing the modified Chi2 algorithm with the original Chi2 algorithm, the same 11 data sets were chosen to be discretized. The data contained real-life information from the medical and scientific fields which had been used previously in testing pattern recognition and machine learning methods. Table 1 gives a summary of data sets used in this experiment.
The data set hsv-r [10] represented raw data on treatment of duodenal ulcer by HSV. The remaining 10 data sets were taken from the University of California at Irvine repository of machine learning databases [11] , including four large data sets 
TABLE 1 Data Sets Information
examples > 1; 000. The reason for choosing these four large data sets is to test if the modified Chi2 algorithm produces large discrete groups because 2 values grow proportionally with the number of instances. All of the above 11 data sets have a level of consistency equal to 1 except that page-blocks data set is 0.9916.
In the following experiments, C4.5 (Release 8) [12] was chosen to be the benchmark for evaluating and comparing the performance of the modified Chi2 algorithm and original Chi2 algorithm. The reasons for our choice were that C4.5 [13] worked well for many decision-making problems and it was a well-known method, thus requiring no further descriptions. C4.5 was selected as the benchmark to evaluate the original Chi2 algorithm in [6] and has shown that the Chi2 algorithm was an effective discretization method. To compare the efficacy of these two methods, the predictive accuracy of C4.5 on the undiscretized data sets was presented, which was denoted by Continuous in Table 2 and  Table 3 . C4.5 was run using its default setting and the predictive accuracy was chosen as the evaluation benchmark.
The ten-fold cross-validation test method [14] was applied to all the data sets. The data set was divided into 10 parts of which nine parts were used as training sets and the remaining one part as the testing set. The experiments were repeated 10 times. The final predictive accuracy was taken as the average of the 10 predictive accuracy values. Because the two modifications on the original Chi2 algorithm were made to maintain the fidelity of the original data set, the modified Chi2 algorithm was compared with the original Chi2 algorithm with threshold value equaled to 0 in the experiments, except for the page-blocks data set with an inconsistency rate equal to 0.0022. In addition, since the modified Chi2 algorithm was a parameter-free discretization method, its efficacy in discretization was compared to another parametersetting-free methodÐthe Ent-MDLPC algorithm [4] , which has been accepted as one of the best supervised discretization methods [2] , [15] . First, all 11 data sets were discretized using the original Chi2 algorithm, the modified Chi2 algorithm, and the Ent-MDLPC algorithm, after which the discretized data sets were sent into C4.5. The predictive accuracy and its standard deviation of these four methods were presented in Table 2 . The tree size using C4.5 with different discretization methods was presented in Table 3 .
To analyze the results obtained in Table 2 , the Wilcoxon matched-pairs sign-rank test [9] was applied. The purpose of this nonparametric test was to determine if significant differences existed between two populations. Paired observations from the two populations were the basis of the test and magnitudes of differences were taken into consideration. This was a straightforward procedure to either accept or reject the null hypothesis, which was commonly taken to be identical population distributions.
The modified Chi2 algorithm outperforms the original Chi2 algorithm at 1 percent significance level for a one-tailed test. However, it shows no significant performance difference from the C4.5 and Ent-MDLPC algorithm, i.e., the null hypothesis could not be rejected even at the 5 percent significance level for a one-tailed test. The C4.5 outperforms the original Chi2 algorithm with 0.5 percent significance level for a one-tailed test. However, it shows no significant difference in performance from the Ent-MDLPC algorithm. The Ent-MDLPC algorithm outperforms the original Chi2 algorithm with 5 percent significance level for a onetailed test.
From Table 3 , it can be seen that the tree size after applications of the three discretization algorithms is mostly reduced when compared with the C4.5. This indicates that the three methods effectively discretize the numerical attributes and remove the irrelevant and redundant attributes for the follow-up C4.5 processing. However, for the four large data sets, although there is no significant difference in the predictive accuracy, the tree size is significantly greater than those of the C4.5 for the remaining three algorithms. This means these three methods generate too many discrete intervals for a larger data set and they are more suitable for the medium size data set than the C4.5.
CONCLUSIONS
In this paper, a modified Chi2 algorithm is proposed as a completely automated discretization method. It replaces the inconsistency check in the original Chi2 algorithm using a Level of Consistency, coined from the Rough Sets Theory, which maintains the fidelity of the training set after discretization. In contrast to the original Chi2 algorithm which ignores the effect of the degree of freedom, this modified algorithm takes into consideration the effect of the degree of freedom which consequently results in greater accuracy. Although this algorithm adds one step (i.e., to select merging intervals), it does not increase the computational complexity as compared to the original Chi2 algorithm. With these modifications, the ChiMerge has become a completely automated discretization method and its predictive accuracy is better than the original Chi2 algorithm. However, compared with the C4.5 and Ent-MDLPC algorithm, the modified Chi2 algorithm has no significant performance difference in predictive accuracy. Further, for a large data set, it generates a larger tree compared with the C4.5. This is not favorable to its application and this problem will be studied in the following research. Thus, a simple algorithm that can automatically select a proper critical value for the 2 test and determine the intervals of a numeric attribute according to the characteristics of the data has been realized.
