ABSTRACT With the development of online shopping and the demand for automated packaging systems, we propose an Internet of Things (IoT)-based automated e-fulfillment packaging system and a 3-D adaptive particle swarm optimization (PSO)-based packing algorithm. The proposed system leverages the IoT to connect the data collection and conversion layer, the packaging management layer, the decision-making layer, and the application layer. A cyber network connects each robot, sensor, and smart machine to achieve high velocity, flexibility of procedures, and real-time information exchange. When customers order merchandise online, the orders are received and rearranged, and the deployment of items in a box is planned by the system. The proposed packing algorithm controls the arrangement of items. It compares the size and volume of items and boxes to choose a box of suitable size, as well as deciding on the optimal arrangement of items. This algorithm solves the difficult 3-D Multiple Bin Size Bin Packing Problem (3-DMBSBPP) by integrating an adaptive PSO-based configuration algorithm. Our simulation results show that the packing algorithm can deploy items appropriately, with all items packed inside their box without overlap and with an overall center-of-gravity close to the bottom center of the box. When all the items cannot be packed into a single box, the proposed dividing strategies split the items into groups to pack into two or more boxes of similar size. Furthermore, comparing with the real packages we assessed, the proposed algorithm has a competitive performance. Lastly, our robotic experiments show that the proposed packing algorithm can be implemented and executed by a robot and a manipulator. It also demonstrates the efficiency of this system, in which all devices communicate well with each other and the robots accomplish the packaging task successfully and cooperatively.
T.-H. S. Li et al.: 3-D Adaptive PSO-Based Packing Algorithm for an IoT-Based Automated e-Fulfillment Packaging System FIGURE 1. Application scenario for the proposed IoT-based automated e-fulfillment packaging system. transaction sizes of individual customer orders [3] . To shorten fulfillment times and use less labor, many research and development efforts have been devoted to automation technologies.
Autonomous Guided Vehicles (AGVs) for the warehouse, such as Amazon Kiva robots [4] and Swisslog warehousing robots [5] , can move shelving units to appointed places. To further the automatic selection of items and to pick up variously-shaped objects from shelves, robots need to be able to integrate visual perception and recognition, grasping motion planning, and online task planning [6] , [7] . Amazon has even proposed an automated delivery system which uses miniature unmanned aerial vehicles (MUAVs) to deliver packages to customers [8] . All of this points towards an unstoppable tendency for the continued use of robots and other automatic technologies in e-fulfillment. Building an industrial sensor network which connects smart objects, mobile robots, and wireless sensors is a good way to improve information sharing and automation [9] , [10] .
In this paper, we propose an IoT-based automated e-fulfillment packaging system that leverages the IoT to connect customers, sensors, several kinds of robots, and intelligent algorithms. This reduces packaging times and costs while improving information exchange with customers. Our work is inspired by the concept of Industry 4.0, which was first proposed by the German government [11] and is associated with the basic concepts of the Internet of Things (IoT) [12] , cyber-physical systems (CPS) [13] , and smart factories [14] . All the components in the system will be connected and monitored by the IoT. The data collected from sensors, controllers, and enterprises will be converted into meaningful information and then analyzed and compared within the cyber network to extract useful insights and to generate a thorough picture of the monitored system [15] . As a result, the interconnection between physical assets and computational capabilities will be constructed and managed [16] . This new industrial revolution will make the whole manufacturing area become more transparent, automated, and intellectualized [17] , which will lead to a movement from mass production to customized production. This will, in turn, make production more flexible and reduce unnecessary waste of resources [18] .
The concept of the proposed IoT-based automated e-fulfillment packaging system is illustrated in Fig. 1 . When customers order merchandise online, the orders will be received and computed in the cloud by intelligent algorithms. The computed results include defining the sequence in which orders should be fulfilled, and how items should be arranged in an appropriate box. This information will be communicated to each machine and robot in the distribution process through the IoT-based cyber network.
Several kinds of robots and automated machines are integrated into the system to cooperatively accomplish the packaging task. The warehousing robots choose items across multiple nearby orders and put them on preparation tables. The delivery robot passes items from a single order to the robot manipulator, which selects an appropriately sized box and puts the items into it. The box then passes to a box sealer along a conveyor. In this execution, each order is a specific task. The robots have to communicate with each other constantly to maintain a smooth process. Connecting all the machines and robots in a cyber network also provides opportunities to monitor the statuses of the robots and assign them suitable tasks, based on their statuses, to optimize the performance of the whole factory.
Also, in order to prevent the failure of a packaging task, a surveillance subsystem is incorporated, which monitors the status of the robots and the robot manipulator. When an unusual situation occurs, the system will sound an alarm and notify the engineers. The proposed system will improve the efficiency of e-fulfillment and reduce the labor that is necessary, while also providing customers with real-time information about their packages.
In the IoT-based automated e-fulfillment packaging system, in this paper, we propose a three-dimensional adaptive Particle Swarm Optimization (PSO)-based packing algorithm which mainly deal with the packing process of the distribution processes. The algorithm decides on the optimal arrangement of items as well as a packing sequence, and the results are sent to each robot in the proposed system.
The remainder of this paper is organized as follows. Section II presents the related works of packing problem. Section III introduces the framework and functions of the proposed IoT-based automated e-fulfillment packaging system. Section IV gives details of the 3D adaptive PSO-based packing algorithm and simulations using it are presented in Section V. In Section VI, implementation and experiments are presented. Finally, concluding remarks are given in Section VII.
II. RELATED WORK
In this section, the related work of the packing problem will be presented. The packing and cutting problem, in which a set of small geometric items are arranged into larger containing regions, has been a core area of research [19] . The objective of this problem is to find an efficient arrangement of items so as to best use resources, such as maximizing the use of containing regions or minimizing the packing cost. Wäscher et al. [20] developed a useful typology that partitions the problem according to objective, dimensionality, assortment of large containers, and assortment of small items. With different objectives, the packing problem can be divided into two parts: the bin packing problem and the loading problem. The objective of the bin packing problem is to pack all items into the minimum number of bins, while the objective of the loading problem is to fit the maximum number of items into a fixed set of containers [21] .
Items can be divided by their shapes, both regular, such as rectangles and circles in 2D or cuboids and spheres in 3D, as well as irregular shapes. Packing irregularly-shaped items in 2D can be referred to as the nesting problem, and is usually used in garment manufacture, sheet metal cutting, furniture making, and shoe manufacture [22] . The circle and sphere packing problem can be treated as a max-min problem which tries to maximize the minimum distance between the centers of circular items [23] , [24] . Some published researchers solve this problem by formulating it as a non-convex optimization problems [25] , and some use optimization or heuristic approaches [26] [27] [28] .
For rectangular items of variable sizes, the problem can be discussed across variable numbers of dimensions, from onedimensional packing to three-dimensional packing. In the one-dimensional bin packing problem, the width of items is always identical to the bin, so only one dimension is relevant [29] . The best-known heuristics are the first fit decreasing (FFD) algorithm and the best fit decreasing (BFD) algorithm [30] .
Two-dimensional packing problems are important in many industrial applications, such as cutting components from large sheets of material or arranging articles or advertisements in newspapers [31] . Due to the problems' practical importance in industry, many methods have been proposed to solve them and they can be found in the surveys by Hopper and Turton [32] and Lodi et al. [31] .
The three-dimensional bin packing problem also arises frequently because of the need to store goods in warehouses and to transport them to customers [33] . Due to the potential heterogeneity of items and bins, Zhao et al. [21] partitioned the packing problem into six sub-problems. According to their categories, the packing problem in this paper is a Three-Dimensional Multiple Bin-Size Bin Packing Problem (3DMBSBPP), in which the items are strongly heterogeneous and the bins are weakly heterogeneous.
In most published research concerning the threedimensional bin packing problem, bin size is kept consistent [34] [35] [36] . These researchers mainly focus on the development of placement heuristics, such as genetic algorithms [37] , [38] , tabu search algorithms [39] , and other heuristic methods [40] , [41] .
In general, research on the 3DMBSBPP is scarce. Alvarez-Valdes et al. [42] proposed a GRASP/Path relinking algorithm for two-and three-dimensional multiple bin-size bin packing problems to choose the most appropriate bins so as to minimize transportation costs. First, the method sorts the items into bins, and then chooses the first item on the list and its corresponding bin. After fitting the first item into the bin with the left-bottom-corner principle, the residual space is calculated to choose the next item. When all the items are packed, the results are recorded as an initial solution; then the path relinking method exchanges items between bins and compares the solutions to improve the packing performance.
Both Brunetta and Grégoire [43] and Wu [44] deal with practical MBSBPPs in real factory scenarios. The factories have to pack small merchandise into boxes and then pack these boxes into larger bins. Both the boxes and the bins come in various sizes. Brunetta and Grégoire use a tree-search algorithm where each node of the search tree is solved using an extension of a pallet-loading heuristic [45] ; Wu tests all possible bins with a container loading algorithm [46] . In other words, both of them deconstruct the multiple bin-size packing problem into several single-size bin problems.
Paquay et al. [47] also propose a mixed integer linear program to solve the MBSBPP; however, the main contribution of their research is in taking the weight distribution and center of gravity of each container into consideration to maintain safety during air transportation.
Unlike the existing 3DMBSBPP methods, we propose a 3D adaptive PSO-based packing algorithm that considers the positions and orientations of all items simultaneously and calculates the optimal arrangement of items. The proposed algorithm is also built for an e-fulfillment packaging system, so the objective is not only to optimize the filling rate: customer convenience and safety are also taken into consideration. The contributions of this paper are as follows. Firstly, we propose a new 3D adaptive PSO-based packing algorithm for solving the difficult 3D multiple bin size bin packing problem. The algorithm can deal with strong heterogeneity of items and variable box sizes.
Secondly, the packing algorithm can be implemented in an automated e-fulfillment packaging system. The algorithm considers the real situations of the robots and the robot manipulator to ensure a smooth process. Furthermore, the customer convenience and safety are also taken into consideration, such that the maximal size and weight of boxes are limited and, for multiple-box deliveries, similar box sizes are preferred.
Finally, we propose our own IoT-based automated e-fulfillment packaging system to integrate the distribution process with the algorithm and achieve the components of successful e-commerce, including short processing times, flexibility of systems and procedures, and real-time information sharing.
III. IoT-BASED AUTOMATED e-FULFILLMENT PACKAGING SYSTEM
Packaging is an important activity in distribution systems and supply chains [48] . Good packaging ensures the safe and efficient delivery of an item, in sound condition, to the ultimate consumer [49] . A good packaging system in an e-fulfillment warehouse has to be fast, flexible, and low-cost, and should include good customer communication [2] . To achieve these aims, we propose an integrated and automated packaging system that leverages an IoT-based cyber network structure to connect sensors, machines, and robots. 
A. FRAMEWORK OF THE SYSTEM
The network architecture of the proposed IoT-based automated e-fulfillment packaging system is shown in Fig. 2 . It consists of four layers: the data collection and conversion layer, the packaging management layer, the decision making layer, and the application layer.
The data collection and conversion layer connects the sensors to the machines, the customer orders, the factory information, and the merchandise information. The sensors allow the robots to recognize merchandise, to move in the factory environment, and to detect unusual situations. A factory environment map and the merchandise information can be collated autonomously by robots or be constructed mutually with human beings. In the data collection layer, customer orders are received, stored, and managed for packaging. The collected data is first computed locally and then converted into useful information which is transmitted to the next layer.
In the packaging management layer, the IoT-based cyber network connects each robot and machine. It is built and updated according to the working status feedback of the robots. Furthermore, merchandise information, such as quantities, images, and sizes can be automatically synchronized between all devices in the network. This leads to two main advantages; first, the network makes the updating of merchandise information easier. A user can add or delete an item on any device in the system and the information is shared throughout the cyber network. All related algorithms are updated to adapt to the changed situation. The robots and robot manipulator receive this updated information, which ensures that they still accomplish their tasks accurately. Secondly, the network helps with stock management. The quantities of every kind of merchandise are monitored to manage stock. And the consumption data can further indicates stock turnover as well as level.
The intelligent algorithms in the decision making layer decide how the devices in the system perform. The scheduling and replenishment algorithm calculates the schedule of orders and the replenishment sequence. The packing algorithm decides the size of box that should be chosen, and how best to arrange the merchandise in the box. These calculated results are transmitted to the robots and the robot manipulator, which execute the packaging task in the application layer.
A surveillance subsystem is another important part of this system. It monitors the robots and the environment, through information transmitted from sensors, to detect abnormal situations anywhere in the process. If the subsystem detects excessive vibration or an unusual movement of motors on a robot, both of which may result in task execution failure, the surveillance subsystem will issue a warning and shut down the corresponding robot immediately to allow for human correction.
B. FLOWCHART OF THE SYSTEM
The flowchart of the proposed system is shown in Fig.3 . First, orders are received and arranged by the scheduling and replenishment algorithm, which arranges the orders by comparing their contents. Orders containing similar items are collected together to reduce the picking time and the moving path of the warehousing robots.
After scheduling, the process is divided into three parallel threads: a packing thread, a replenishment thread, and a monitoring thread. To pack all items into a box appropriately, the proposed 3D adaptive PSO-based packing algorithm calculates the total volume of the items and chooses a suitably sized box while arranging the deployment of items in the box with the packing sequence. The calculated results are then sent to the delivery robot and robot manipulator, respectively. Next, the robot manipulator places the assigned box on the conveyor while the delivery robot picks up all items from the preparation table and moves them to the conveyor. Then the robot manipulator packs all the items into the box. When all the items are packed, the box will be passed to the box sealer.
C. INTELLIGENT ALGORITHMS OF THE SYSTEM 1) SCHEDULING AND REPLENISHMENT ALGORITHM
In a make-to-order business model, products are custommade and are delivered to customers directly from the factory within a very short time. As a result, production must be well scheduled to optimize delivery speeds. [50] For the proposed e-fulfillment packaging system, the schedule of orders will influence the efficiency of the replenishment and packaging process. The warehousing robots are responsible for picking items off of shelves and putting them on the preparation table. The items on the preparation table may belong to several orders, so the delivery robot has to recognize the items of the order currently being executed and pass them to the robot manipulator. Thus, the efficiency of the warehousing robots will influence the efficiency of the packaging process. Therefore, the scheduling algorithm has to take both the contents of each order and the position of each item into consideration.
2) 3D ADAPTIVE PSO-BASED PACKING ALGORITHM
Packing all items into appropriately sized boxes is a threedimensional multiple bin-size bin packing problem. In addition to considering the arrangement of items in a box, a good packing algorithm has to be viewed as part of the packaging system and reflect the functions of packaging.
The functions of packaging can be categorized as follows: protection, promotion, communication, convenience, apportionment, and volume and weight efficiency [51] . Convenience denotes the ability of an item to be handled, which, together with the volume and weight design, will affect the efficiency of transportation and the convenience and safety of the customer. Packages that are too heavy or large are hard to transport, making it more likely that merchandise will be damaged [52] . Therefore, the size and weight of boxes have to be appropriate for handling by a human being. Furthermore, when items belonging to the same order cannot be packed into a single box and have to be divided into two or more boxes, a large diversity in box size will make transportation more difficult. Using boxes of similar sizes within each order is better. Based on these considerations, we propose a 3D adaptive PSO-based packing algorithm, which will be described in next section.
IV. 3D ADAPTIVE PSO-BASED PACKING ALGORITHM
The packing task consists of two parts: packing all items into a box, and dividing items into two or more boxes when everything cannot be packed into just one box. We utilize an adaptive PSO-based configuration algorithm for packing items, and three strategies for dividing items. The flowchart is shown in Fig. 4 . The packing algorithm chooses a suitable box by calculating the total volume of the items, and then checks that all items can be placed into the box. Next, an adaptive Particle Swarm Optimization (PSO) [53] algorithm is used to decide the position of each item in the box. In the adaptive PSO algorithm, both adaptive inertia weight and adaptive acceleration coefficients can be tuned. The main advantage of the adaptive PSO is its high convergence speed. Comparing with other algorithms, it can converge in much fewer iteration with high accuracy. Convergence speed is an important factor in real-time applications, especially our packing algorithm has to calculate many kinds of combinations to find out a better one.
The packing algorithm includes five steps: 1) Choosing a minimally-sized box, 2) Checking that all items can be put into the box and revising box choice if necessary, 3) Listing all feasible orientations of each item and all combinations of orientations of all items, 4) Running the configuration algorithm to obtain the positions of items from the first combinations, 5) Choosing a combination and generating a packing sequence.
The minimally-sized box is chosen according to the total volume of the items. To simplify the computation, each piece of merchandise is approximated as a cuboid with a center,
, and with a length, width, and height (l m i , w m i , h m i ).We find a minimal box, b min , by calculating the total volume of the items, along with proper buffer space, as follows:
where V m i is the volume of the piece of merchandise m i , i = (1, . . . , I ), V b j is the volume of the box b j , j = (1, . . . , J ), and w is a regulation weight used to add an additional proper buffer space.
Next, we test whether all items can be put inside the box. For each item, there are six placing orientations that are parallel to the three edges of the box. Some examples are shown in Fig. 5 . For each placing orientation, if the three edges of the item are all smaller than the three edges of the box, this orientation will be recorded as feasible. All six orientations are tested with the formula:
where l m i , w m i , h m i are the rotated edges of the item. Once the item changes its orientation, the system recalculates the edges for future use.
After testing each orientation, the system calculates the number of feasible orientations using (3) and determines whether the item can be placed into the box or not by creating a binary variable, O i , in (4) . If the value of variable O i is 1, the item can be put inside the box in at least one dimension.
We can sum the variable O i for all items; if the summed value is equal to the number of items, as
are assured that all items can be put inside the box. If any item cannot be put into the box, the system will upgrade the size of box and recalculate (2)-(4) until all items can be put into the box. An appropriate box size can be found as follows:
If there is no larger box, the order will be separated into two groups and then recalculated. After ensuring that all items can be put inside the box(es), the system lists all feasible orientations of all the items and generates an orientation combination list, containing q c combinations, where q c can be calculated by:
For example, if an order contains three items that can be put in a box in 4, 3, and 2 orientations, respectively, there are 24 combinations on the list. For each combination, the system runs an adaptive PSO-based configuration algorithm to find the optimal arrangement of items.
A. ADAPTIVE PSO-BASED CONFIGURATION ALGORITHM
In this algorithm, each particle is encoded with the center positions, edges, velocities, and weights of each item, along with a fitness value and its best local solution, as (7) . In addition, another particle ''gbest'' is created to store the global best solution during computing.
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where X i and V i are the center position and velocity of the ith item, and w i is the weight of the ith item. The item center positions are updated by:
where X (t) and V (t) represent the position and velocity, respectively, of all items at time t, pbest n is the best local solution of the nth particle, and gbest n is the global best solution of all the particles. w a (t) is the inertial weight, a 1 is the weight of the distance between the present position and the local best solution, and a 2 is the weight of the distance between the present position and the global best solution. The inertial weight,w a (t), determines the size of the search area and the convergence rate. If the value of w a (t) decreases, the search area will become smaller and it will be easier for the algorithm to converge. a 1 and a 2 adjust according to the exploration state and the exploitation state. With a higher a 1 , the search area will expand. On the other hand, the search area will centralize to the global best solution when a 2 is high.
These three weights are adjusted in real time according to the search results. The algorithm examines whether a particle is updated or not by the following equation.
If particle n has updated, the value of function S is 1. All the examined results can be summed up with an update proportion using the formula:
After this, w a (t), a 1 , and a 2 are defined according to the following equations.
During the early iterations, larger values for w a (t) and a 1 compel the particles to search in all areas; thus, the chances of finding a good solution increase. When the update proportion decreasing, the value of P s (t) increases, followed by the value of a 2 . A high a 2 and a low w a (t) compel the particles to centralize on a global solution and speed up the convergence. The adjustment of the three weights can lead to better searching performance. The value of w max and w min are set as 1 and 0, respectively, so the range of the adaptive inertia weight is [0, 1]. The adaptive acceleration coefficients are adjusted by α and β, where α is set as 2.05 and β is set as 0.5. After updating the center positions of the items, the system then checks whether any item is beyond the scope of the box by comparing the vertex coordinates of the box and each item. The vertex coordinates of a box and an item are shown The system compares the boundaries separately in three dimensions. Take the x-dimension as an example; the box boundaries are 0 and l b j , and the item boundaries are x m i ± 1/2l m i . When all the item boundaries are between the box boundaries, we can be sure that this item is inside the box. On the other hand, if a part of the item is outside of the box the system can then adjust the item's center using:
Therefore, after adjustment, the item will be just inside the box boundaries. The system checks every item in each dimension in the same way to ensure that all items are inside the scope of the box. When all item positions are updated, the configuration algorithm then calculates the fitness value of each particle. The fitness function considers 2 factors of deployment: item overlapping volume and the center-ofgravity of the box.
Item overlapping volume is the most important factor of deployment. Checking it ensures that each item can be packed into the box successfully. The system calculates the overlapping volume for each pair of items, and sums all of these overlapping volumes to determine the overlapping fitness value.
For items i and i , there are three potential overlapping relations in any one dimension: no overlapping relation, overlapping relation, and containing relation, as shown in Fig. 7 . We examine two conditions to distinguish between these relations. Take the x-dimension as an example; the distance between the two item centers is defined as d x i,i , and the halflength of items i and i are 1/2l m i and 1/2l m i , respectively. When d x i,i is bigger than 1/2l m i plus 1/2l m i , the two items are not overlapping, as in Fig. 7(a) . Otherwise, the two items have overlap. To express this, we define a binary variable that represents whether two items overlap or not with the formula:
To calculate the overlapping length appropriately, the system further examines how the two items overlap by:
When one item is contained in the other one, as in Fig 7. (c) , the distance between the two centers will be smaller than the discrepancy between the half-lengths of the two items. Thus, the overlapping length is defined as the length of the smaller item. Otherwise, the items have a partial overlap, as shown in Fig 7. (b) . The overlapping relations and overlapping length between the two items can be defined, respectively, as:
where or x i,i represents the overlapping relation between the two items and l x i,i is the overlapping length. If the items have no overlapping relation, or x i,i = 0, the two items do not overlap in the x-dimension, and the overlapping length is 0. If they have an overlapping relation, the two items have overlap and o x i,i = 1. If neither item is fully contained by the other, oc x i,i = 0, so the overlapping relation, or x i,i , is 1. If the items have a containing relation, one item is contained in the other, so both o x i,i and oc x i,i are 1, and or x i,i is 2. The overlapping relations are calculated separately for each of the three dimensions, and the results are combined to determine whether the two items overlap each other in 3D space: (19) Only when the two items overlap in all three dimensions are they overlapping in 3D space. Some examples are demonstrated in Fig. 8 . The overlapping volume can be calculated by:
When o i,i is 0, the two items have no overlap and the overlapping volume is 0. Otherwise, the volume of the overlapping VOLUME 5, 2017
cuboid is the product of the overlapping lengths in the three dimensions. After all these calculations are completed, the overlapping volumes from every pair of items are summed to give the total overlapping volume:
The fitness function of the item overlapping volume is defined as:
where ε is a very small positive number that is added to the denominator to avoid a mathematical error. The other important factor in item deployment is the position of the center-of-gravity (COG) of the box. Ideally, the COG will be close to the bottom center of the box, because this makes the box more stable and easier to carry.
The COG position is defined as G = (x,ȳ,z), and the central bottom position of the box is 
The COG fitness function is defined as:
Therefore, the fitness function of the configuration algorithm can be defined as:
where ω 1 and ω 2 are weighted values determined by the experiments. When the configuration algorithm reaches its final iteration, the system will stop and test to see if the items are overlapping or not. If the items do not overlap with each other, the arrangement is a feasible solution.
Ideally, each combination would be run through the above adaptive PSO-based configuration algorithm to find all feasible solutions and to choose the optimal one. However, the number of potential combinations becomes more and more enormous with increasing numbers of items. Searching for the global optimal solution takes a lot of computation time and is not suitable for a real-time automated packaging system. Therefore, we use two searching strategies to decide on the final solution. In the first searching strategy, the algorithm stops when the first feasible solution is found; this solution will be the chosen one. In the second searching strategy, the algorithm stops when a predetermined number of feasible solutions are found, and chooses the best one among them by comparing their fitness values.
The system then generates a packing sequence, based on the chosen combination, and translates the deployment results and the packing sequence to each machine and robot in the distribution process through the IoT-based cyber network.
B. THREE DIVIDING STRATEGIES
When all the items in an order cannot be packed into a single box, the system will divide the items into two groups. Based on the need for packaging to be convenient [53] , the ideal is that all boxes belonging to the same order have a similar size. Based on this principle, the total volumes of each group of items should be similar. To achieve this, we propose three dividing strategies.
1) DIVIDING STRATEGY I
This is a simple strategy in which all items are ranked by their volumes and are divided into two groups according to rank: odd numbers in one group and even numbers in another group. Afterwards, each group runs the adaptive PSO-based packing algorithm separately.
2) DIVIDING STRATEGY II
In this strategy, all the items are first ranked by volume and the total volume of all the items is also calculated. The system works from the smallest item to the largest, adding the volume of each new item to an accumulating result. When this accumulated volume exceeds half of the total volume, the included items will be grouped together, while the remaining items are assigned to the second group.
3) DIVIDING STRATEGY III
This strategy is similar to strategy II. Both strategies pick items and accumulate their volumes until the accumulated volume exceeds half of the total volume. The major difference is the sequence for picking the items. Strategy III alternately picks the biggest item and the smallest item from those unselected, working towards the middle until the accumulated volume exceeds half of the total. In other words, the strategy groups the largest and smallest items together, while the remaining merchandise makes up the second group.
All of these dividing strategies divide all items into two groups, and each group runs the adaptive PSO-based packing algorithm to choose a suitably sized box and the deployment of items. When a group of items cannot be packed into a single box, the system will again divide these items, forming two sub-groups by the same dividing strategy. 
V. SIMULATIONS
In this section, simulations of the 3D adaptive PSO-based packing algorithm are presented to demonstrate the effectiveness of the proposed method. We chose 50 pieces of merchandise from the Amazon Japan website [54] , including daily necessities, cameras, instant foods, kitchen utensils, toys, pet supplies, and computer peripherals. Some examples are shown in Table 1 . The size and shape of the items were strongly heterogeneous; the size of the largest item was 21.1cm × 19.8cm × 20.6cm and the size of the smallest was 3.8cm × 3cm × 3cm. Based on volume, the merchandise was divided into large items and small items, with the separation threshold at 1000cm 3 . The sizes of the boxes used in the simulations were the same as the boxes used by DHL International Express [55] , as tabulated in Table 2 . In the first experiment, we defined three different scenarios and generated six orders for each scenario. We tested each order three times to compare the COG distances and the computation times of the two searching strategies. In all cases, the maximum number of iterations for each combination is 40, and the number of feasible solutions in searching strategy II is 10. In every case, the number of items chosen was between four and six, so all the items could be packed inside just one box. The items in the first scenario were all large items and the items in the second scenario were all small. The third scenario included both large items and small items. The results for the three scenarios are listed in Table 3 to Table 5 .
A box's filling rate is calculated by dividing the total volume of items by the volume of the box; thus, it is determined in the process of searching for an appropriate box size and is not influenced by the searching strategy used. The results of the first scenario are shown in Table 3 ; the filling rates across all the orders were stable and the average rate was around 45%. This shows that the algorithm can successfully choose an appropriate size of box to contain all the necessary items.
Compared with only searching for the first feasible solution, searching for ten feasible solutions and choosing the best one brought the center of gravity closer to the central bottom area. Therefore, the COG distances, d COG , for searching strategy II are significantly shorter than for searching strategy I.
Of course, searching for more solutions takes more time; it results in strategy II taking 2.2 times as long as strategy I for computation. However, the computation time is highly relative depending on the specific items in an order. In some cases, feasible solutions are easily found, so neither strategy needs to spend much time searching, as demonstrated in order A5. In other cases, there is no feasible solution for the first chosen box (5) so the algorithm must upgrade the box size and recalculate all combinations. Since every combination is calculated for the first chosen box, more time has to be spent and both strategies need a longer computation time, as demonstrated in orders A1, A3, A4, and A6. In other cases, if feasible solutions are hard to find, searching for multiple feasible solutions will take much more time, resulting in a much greater computation time for searching strategy II than searching strategy I, as in order A2. Fig. 9 is an example of the differing deployment of items between the two strategies. The deployment result from strategy II looks better than the other. Table 4 lists the results from the second scenario, in which all the items were small. The filling rates were variable but the average filling rate was lower than for the first scenario. However, the smallest box was chosen in each of the six orders, so the filling rates were dictated by the total volume of the items. Since the first chosen box was also the final box in every case, the computation times of orders, for the most part, were very short. In searching strategy I, all orders could be calculated in less than 1 second; in searching strategy II, more than half of the orders could be done in 1 second. Comparing the two strategies, searching for multiple solutions shortened the COG distance by 15%, a statistically significant improvement with a p-value of 0.023 in a t-test. The deployment of items in order B1 is shown in Fig. 10 .
The orders in the third scenario included both large items and small items; the results are tabulated in Table 5 . Across the six orders, the filling rates ranged between 17% and 66% and the average filling rate was 43%. The huge range in filling rate is due to multiple reasons. When one of the large items is very big and requires a larger sized box to contain it, the filling rate is pulled down, as shown in Fig. 11(a) . Otherwise, when the small items just fit between the large items, it results in a higher filling rate, as shown in Fig. 11(b) .
A summary of COG distances for these three scenarios is given in Table 6 . Generally, searching for multiple solutions and choosing the best one can statistically significantly shorten the distance between the COG and the bottom center of the box. This means that the items are closer to the center and bottom of the box, and the heaviest items are placed close to the bottom of the box. In all three scenarios, the COG distances of searching strategy II are significantly shorter than those of searching strategy I. The results of the t-test are also listed in Table 6 . As the computation time is highly influenced by how difficult the feasible solutions are to find, there are big differences between the orders. Table 7 compares the computation times between the two searching strategies. In general, searching for more feasible solutions undoubtedly takes more time, so how many feasible solutions should be found? To answer this, we must more carefully examine the number of feasible solutions and compare the COG distances and computation times. We chose the order A2 as an example, and ran it three times for different number of feasible solutions; the results are shown in Fig. 12 . It show that the COG distances become shorter as the number of feasible solutions increase.
Similarly, the computation time increases as the number of feasible solutions increase. However, the improvement in COG distance is not stable and it is hard to decide which number of feasible solutions is best. On the contrary, the increase in computation time is directly proportional to the number of feasible solutions found. For a real-time automated packaging system, the computation time needs to be as short as possible, so we chose 10 as the number of feasible solutions for searching strategy II.
In the second experiment, we examined the performance of the three dividing strategies by generating 9 orders, containing both large items and small items, where all the items could not fit inside a single box. Therefore, the items had to be separated into two groups and the packing algorithm was adopted separately for each group. How the items are divided into two groups impacts the box choices. Considering customers' convenience, we intend for the two boxes to have similar sizes and similar filling rates. Table 8 lists the performances of the three dividing strategies. We can compare these three strategies according to average filling rate, discrepancy in filling rate, and discrepancy in box size. Average filling rate and discrepancy in filling rate are the sum and difference of the filling rates of the two boxes, respectively. The discrepancy of box size is the difference in box number between the two boxes. A small discrepancy value means the two boxes were similar in size.
Dividing strategy I separates the items by odd number and even number, so equal numbers of large and small items are found in each group. Of the three strategies, this one had the worst filling rate but resulted in the smallest discrepancy in box size. In dividing strategy II, the items are ranked by volume and are totted up until the accumulated volume exceeds half of the total volume. Therefore, one group contains larger items while the other group contains smaller items. For the smaller items group, the box size was reduced and the filling rate was increased. This method resulted in the highest average filling rate but the largest discrepancies in both filling rate and box size. Dividing strategy III puts the largest items and the smallest items in one group, and the medium-sized items in another. The performance of this strategy on all three metrics was in the middle, compared to the other methods. Compared to dividing strategy I, the bigger box in dividing strategy III generally contained more large items, meaning that the remaining items could be put inside a smaller box. This meant that the filling rate was higher, but the discrepancy in box size was also higher. One example of item deployments is shown in Fig. 13 . Generally speaking, each strategy had its own advantages and disadvantages; however, each of the three dividing strategies can separate items into two groups reasonably well.
We further demonstrate a special case that mimics the common type of package in which all the items are identical. In this case, there are multiple identical small items in a single order; the deployment is shown in Fig. 14 . The results show that the packing algorithm can not only be used for strongly heterogeneous items, but also for identical items. Finally, we compared our algorithm results with real world packages. We placed 4 orders on the popular B2C online shopping website in Taiwan [56] and received 6 boxes. The details of the real orders were similar to simulation scenario C in the first experiment, in that each order contained large items and small items and the amount of items was between four and six. The results are tabulated in Table 9 and some pictures are shown in Fig. 15 . The filling rates were between 11% and 52% and the average filling rate was 36%. We can treat the real packaging filling rate as a base line, and find out that the packages packed by our algorithm has a competitive performance. We also found that some bubble wrap were placed to protect the merchandises in the real packages. Since we have leaved some buffer space in the box and calculated the total volume of items. The suitable volume of cushioning material can be calculated and the bubble wrap can be placed between the items and the box.
The simulations in this section show that the proposed 3D adaptive PSO-based packing algorithm can solve the difficult 3D multiple bin size bin packing problem, with a strong heterogeneity of items and variable sizes of box, in a wide range of scenarios. Furthermore, our packing algorithm produces competitive packed boxes with the real packages we assessed. The next section will further demonstrate the practicability of the packing algorithm by implementing it in the automated e-fulfillment packaging system.
VI. IMPLEMENTATION AND EXPERIMENTS
To demonstrate the IoT-based automated e-fulfillment packaging system, we implemented a packaging scenario in our laboratory which consisted of a mobile application (app), a server, a delivery robot, and a robot manipulator. The server connects all devices by constructing a cyber network through the User Datagram Protocol (UDP), which can receive and send a lot of data to multiple devices [56] . In this way, the network can send different data to both the delivery robot and the robot manipulator.
When a customer places an order on her/his smart device, such as a smart phone, through an e-shopping app, the server receives the order and runs the adaptive PSO-based packing algorithm to decide upon a suitably sized box as well as the arrangement for items in the box. The calculated results are then sent to the delivery robot as well as the robot manipulator. Following this, the robot manipulator grasps the box and puts it on the work table (in this implementation, we used a work table to replace a conveyor), while the delivery robot grasps items from the preparation table and places them on the work table. Then the robot manipulator packs the items into the box. Fig.16 illustrates this demonstration scenario. The robots keep communicating with each other about their execution status to avoid collisions and to ensure that the packaging task goes smoothly.
The e-shopping app is constructed with the PHP and HTML website languages and provides merchandise information to customers and translates placed orders to the server. The delivery robot, designed and implemented by our laboratory, is equipped with a vision module, a speech module, a laser module, two 6-DOF arms, and a moving platform. The robot can recognize objects through a real-time object recognition system, which combines a CUDA SURF detector and a BRISK descriptor to improve the computing speed using a low computation load [57] . The robot can recognize the items of the order currently executing among all the items on the preparation table, regardless of whether it knows the placement of the items. The robot manipulator has 6 degrees of freedom and is equipped with an eye-to-hand visual servo system for recognizing and grasping objects. Its 3D working space is around 150cm×150cm×70cm. The packing algorithm used in this experiment was a simplified vision and the number of box size and merchandise were fewer than the simulations. There were only two sizes of box (small -23cm×14cm×13.5cm, and large -23cm×18.5cm×19.5cm) and 6 kinds of merchandise used in the experiments.
In order to evaluate the performance of the proposed system, we examined two orders with different quantities and types of merchandise. In the first experiment, we ordered an eye mask and an Oreo cookie. Fig. 17 shows snapshots of the packaging process. When the item arrangement had been calculated by the packing algorithm, the results were sent to the delivery robot and the robot manipulator. The robot manipulator first picked a small box and put it on the work table, as in Fig. 17(b) -(e), while the delivery robot grasped the appointed items and put them on the work table. Once the first batch of items had been put on the table, the delivery robot informed the robot manipulator.
The robot manipulator then placed the items into the box according to the arrangement calculated by the configuration algorithm as in Fig. 17(f)-(i) . By comparing the planned deployment ( Fig. 18 (a) ) with the executed one ( Fig. 18 (b) ), the experiment demonstrates both the practicability of the packing algorithm and the efficiency of the proposed system. Both the delivery robot and the robot manipulator can successfully execute the order sent from the server.
In the second experiment, we tested a more complex order, consisting of a hair colorant, two firming masks, and a wafer roll. Fig. 19 shows snapshots of the packaging process. This time, to pack all the items, the robot manipulator chose a large box. The experiments also demonstrated that the robots in the network can cooperatively accomplish a task by keeping in touch with each other about their executing status. For example, the delivery robot put the second batch of items on the work table only after the robot manipulator had already packed the first batch of items into their box. This ensures that neither the robots nor the items will crash into each other.
These two experiments illustrate the efficiency of the proposed system. Based on the concepts of Industry 4.0, we implemented an IoT-based automated e-fulfillment packaging system to deal with orders sent from users online. Although we have only examined this system in a limited laboratory environment with a mobile robot and a robot manipulator, the experiments have shown the feasibility of implementing this system in a real smart factory. Through communicating and cooperating throughout the work, robots can complete the task safely without any collisions. Safety is the most basic and important issue when real implementation takes place in a smart factory, because any collision could cause huge losses for the enterprise.
VII. CONCLUSION
The warehouse order fulfillment task for e-shopping is different from the transitional retuning tasks in which machines do the same thing all the time. To deal with each order individually, all devices in the packaging system have to work as a team. In this team, each device acquires its working status, and sends feedback to the others.
To accomplish the packaging task, an IoT-based automated e-fulfillment packaging system has been proposed in this paper. The intelligent machines in this system are equipped with data sensing and acquisition abilities, local computing and processing units, and wireless transmitting modules. Meanwhile, the server integrates several intelligent algorithms to rearrange the schedule of the orders, to calculate the deployment of items in a box, and to monitor the machines.
Due to the huge diversity between orders, choosing a suitably sized box and generating an arrangement of items in the box are difficult problems. This paper has proposed a 3D adaptive PSO-based packing algorithm to deal with them. It compares the size and volume of items and boxes to select a suitably sized box, and utilizes an adaptive PSO-based configuration algorithm to generate the arrangement of items. When all items cannot be packed into a single box, the algorithm will divide the items into two groups according to one of three dividing strategies.
We conducted several simulations to examine the performance of the proposed packing algorithm. The first simulation compared the COG distances and the computation times of two searching strategies in three different scenarios. The results showed that searching for more feasible solutions significantly shortened the COG distances but required more computation time. The second simulation compared the performance of the three dividing strategies according to their filling rates and the diversity of box sizes. The results showed that each strategy has its advantages and disadvantages. The simulation results were also compared with the filling rates of real packages, and the results showed that the proposed algorithm has better performance.
Finally, we implemented and examined the proposed system using a mobile application (app), a server, a delivery robot, and a robot manipulator. The results of the experiments have demonstrated the practicability of the packing algorithm and the efficiency of the system, in which all devices communicate with each other well and the delivery robot and robot manipulator pack items in a cooperative and smooth manner.
