Fault diagnosis of multiprocessor systems gives the motivation for identifying codes. In this paper we provide an infinite sequence of optimal strongly (1, ≤ l)-identifying codes in Hamming spaces for every l when l ≥ 3.
INTRODUCTION
Let us consider the Hamming space F n 2 = F 2 × · · · × F 2 (n times) over the binary field F 2 . The Hamming distance d(x, y) between words x and y of F n 2 is the number of coordinate position in which they differ. Denote by w(x) = d(x, 0) the Hamming weight of x. Let S i (x) = {y ∈ F n 2 | d(x, y) = i} and the Hamming sphere B r (x) = ∪ r i=0 S i (x). We denote by |X | the cardinality of a set X . A nonempty subset of F n 2 is called a code (of length n). In the seminal paper [11] Karpovsky et al. introduced the concept of codes which locate faulty processors in a multiprocessor system. The idea is as follows.
Let 2 n processors be arranged in the nodes of F n 2 , i.e., the binary n-dimensional hypercube. A processor is able to check the processors within Hamming distance t from it. If there is something wrong in this neighbourhood, the processor reports to a central controller '1' and otherwise '0'. Assume that there are at most l simultaneously malfunctioning processors in F n 2 . We wish to find a code C ⊆ F n 2 such that when we receive the reports from the processors that belong to C, we know the positions of the faulty processors. The aim is to find as small a code as possible.
Let C be a code of length n. For any X ⊆ F n 2 we define
Thus receiving I t (C; X ), the central controller immediately knows the set X of faulty processors if C is (t, ≤ l)-identifying and |X | ≤ l.
The model above requires that also the faulty processors in the code must be able to give the right report. If this is not the case, that is, malfunctioning processors may send '1' or '0' regardless of their state (which is '1'), then we must require more from the code in order to locate the faulty processors in this case. This situation can be handled with the following concept of strong identification introduced in [9, 10, 13] .
Let further l and t be non-negative integers. Define for X ⊆ F n
If for all X 1 , X 2 ⊆ F n 2 , where X 1 = X 2 and |X 1 |, |X 2 | ≤ l, we have I t (X 1 ) ∩ I t (X 2 ) = ∅, then we say that C is a strongly (t, ≤ l)-identifying code.
A code C is strongly (t, ≤ l)-identifying if and only if
Here again the set of faulty processors X can be found by I t (X ) \ S, where S ⊆ X ∩ C, if |X | ≤ l and C is strongly (t, ≤ l)-identifying.
Notice that a strongly (t, ≤ l)-identifying code is always a (regular) (t, ≤ l)-identifying code.
We denote I t ({x 1 , . . . , x s }) = I t (x 1 , . . . , x s ), I t (y) = I t (y) \ {y} and I 1 (X ) = I (X ). The smallest cardinality of a (t, ≤ l)-identifying code and a strongly (t, ≤ l)-identifying code of length n is denoted by M (≤l) t (n) and M (≤l)SID t (n), respectively. A code attaining the smallest cardinality is called optimal. We say that x t-covers y, if d(x, y) ≤ t. We omit t if t = 1. The support of a word x is denoted by supp(x) = {i | x i = 0 in x = (x 1 , . . . , x n ) ∈ F n 2 }. In this paper we consider strongly (1, ≤ l)-identifying codes where l ≥ 3. We provide an infinite sequence of optimal strongly (1, ≤ l)-identifying codes for every l ≥ 3. The case l = 1 is examined in [9] and no infinite family of optimal codes is known in that case. If l = 2 there exist two infinite families of strongly (1, ≤ 2)-identifying codes [13] . In these two papers strongly identifying codes are (mainly) obtained from regular ones.
For optimal families and other results of (regular) (1, ≤ l)-identifying codes, consult [1-3, 5-8, 11, 12, 14].
THE MAIN RESULT
Denote by K (n, t, µ, ν) the smallest cardinality of a code C ⊆ F n 2 such that every word in F n 2 is t-covered by at least µ codewords of C and every codeword is t-covered at least ν (ν ≥ µ) times by the codewords of C.
In what follows we will often rely on the fact that in Hamming spaces we have (a, b ∈ F n 2 )
otherwise.
For completeness, we give the proof of the following lower bound from [13] .
is the unique word different from x at distance one from both c 2i−1 and c 2i , we have
which is a contradiction. Obviously, fewer than 2l − 2 codewords in I (x) is also impossible.
Assume then that x ∈ C. Suppose that I (x) = {c 1 , . . . , c 2l−2 , x} and define x i as above for
Thus we obtain, in particular,
which gives the claim. 2
In fact, this lower estimate is the best possible for l ≥ 3.
PROOF. According to the previous theorem we only have to show that K (n, 1, 2l
is a code such that every word in the ambient space F n 2 is covered at least 2l − 1 times and every word in C is covered at least 2l times by C.
In what follows, we verify that
Without loss of generality we may assume that there exists an element x ∈ X such that x / ∈ Y . Further we can assume that x is the all-zero word.
Step 1: Let us examine the constraints that the set
It is well known and easy to verify that three Hamming spheres of radius one intersect in a unique point if the intersection is nonempty. Hence any word of Y can cover at most two elements of the set
Let Suppose next that P = {c}. The element a can cover at most one word of the at least 2l − 2 codewords of I (x) \ P. The word c ∈ Y can cover none and the l − 2 words left in Y can cover at most 2l − 4 words of I (x) \ P. This is not enough and so
Because Y ∩ S 3 = ∅ and thus T ∩ S 3 = ∅, we obtain that |I (a) ∩ S 3 | ≥ 2l − 3 and all these words belong to I (Y ) \ T . We must have y ∈ X , which covers at least one of these words. Consequently, w(y) ∈ {2, 3, 4}.
Suppose first w(y) = 4. Now |I (y) ∩ S 5 | ≥ 2l − 5 ≥ 1. If one of these words is not in S, we are done due to the fact that w(b) ≤ 2 for all b ∈ Y . If on the other hand z ∈ I (y) ∩ S 5 and z ∈ S, then |I (z) ∩ (S 4 ∪ S 6 )| ≥ 2l − 1. Since |S| ≤ l, the set I (X ) \ S contains at least l − 1 ≥ 2 elements, which I (Y ) \ T does not.
Let then w(y) = 3. Now I (y) ∩ S 4 = ∅. Again we have at least 2l − 4 codewords in I (y) ∩ S 4 and |S \ {x, y}| ≤ l − 2. Consequently, we have a word in
Let finally w(y) = 2. The word y can cover at most one of the words in I (a) ∩ S 3 and 2l
This completes the proof of the assertion. 2
In fact, we have proved an even stronger result; a strongly
is a code that covers every point in F n 2 at least 2l − 1 times and every codeword at least 2l times, and vice versa if l ≥ 3.
SEQUENCES OF OPTIMAL CODES
The direct sum of the codes
Denote by K (n, r, µ) the smallest cardinality of a µ-fold r -covering, i.e., a code which rcovers every word in the ambient space F n 2 at least µ times. Values of this function can be found from [4, Chapter 14] .
The next result gives an infinite family of optimal strongly (1, ≤ l)-identifying codes for every l ≥ 3.
PROOF. We have (consult [4, Theorem 14.2.4])
K (n, 1, µ) = µ 2 n n + 1 if and only if there exist parameters i ≥ 0, µ 0 > 0 with the properties µ 0 |µ, µ ≤ 2 i µ 0 and n = 2 i µ 0 − 1. Let C ⊆ F n 2 be a (2l − 1)-fold 1-covering with |C| = (2l − 1)2 n /(n + 1). The direct sum of C and F 2 yields
The claim follows combining this with Theorems 1 and 2. 2
Let us provide one more optimal code. We give first an auxiliary lemma. Assume next that
Denote by A(n, d) the smallest cardinality of a code C ⊆ F n 2 with the minimum distance Without loss of generality we can assume that c 1 = 000000 and c 2 = 100000 form such a pair. Thus (B 2 (c 1 ) ∪ B 2 (c 2 )) \ {c 1 , c 2 } ⊆ C. Using Lemma 1 it is straightforward to check that |B 2 (111111) ∩ C | ≤ 4, and hence |C ∩ S 3 | ≥ 3. Without loss of generality we choose c = 011100 ∈ C . Then {c ∈ S 3 | |supp(c) ∩ {2, 3, 4}| = 2} ⊆ C. Exactly one of the remaining words of S 3 can occur in C and thus |C | ≤ 8. This contradiction proves the claim. 2
ON THE DIRECT SUM
The next statement gives a connection between a strong and regular identification. PROOF. Let C be a (1, ≤ l)-identifying code of length n. By [12] , C is a (2l − 1)-fold 1-covering. Then the direct sum D := C ⊕ F 2 has the property that every word in Let us briefly discuss about the case l = 1 for (regular) identification. We give a modification of a result presented in [1, Theorem 1] .
