This letter derives, in the exact framework of multiple scattering theory for point targets, a non-iterative analytical formula for the nonlinear inversion of the target scattering strengths from the scattering or response matrix that can be applied after the target positions have been estimated in a previous step via, e.g., time-reversal multiple signal classification (MUSIC) or other approach.
I. INTRODUCTION
A two-step approach for addressing the nonlinear inverse scattering problem for multiply scattering point targets has been recently derived and numerically validated in Devaney et al. 1 in which time-reversal multiple signal classification (MUSIC) [2] [3] [4] is employed for the super-resolution localization of the targets while an iterative numerical algorithm is used for the nonlinear inversion of the target reflectivities or scattering strengths. The present letter investigates further the second portion of the inversion process considered in Devaney et al., 1 consisting of the determination of the target scattering strengths from knowledge of the multi-static response (MSR) matrix K of the system of targets as measured using an array of transmitters and receivers once the target positions have been estimated via, e.g., time-reversal MUSIC or other approach. Specifically, a direct analytical formula is derived for the determination of the target scattering strengths from knowledge of the MSR matrix K and the target positions which are assumed to have been estimated in the previous target localization step. The formula holds for general multiple scattering conditions despite the resulting nonlinearity of the map from the target scattering strengths to the data. The proposed method is based on a form of active nulling, a topic that has received recent interest within the time-reversal community. 5, 6 The developments are given in the framework of the scalar Helmholtz operator (∇ 2 +k 2 0 ), where ∇ 2 is the Laplacian operator in three-dimensional space, k 0 represents the known wavenumber of the field in the background medium and G 0 (r, r ′ ) is the known background Green function pertinent to this partial differential operator for the boundary conditions relevant to the physical situation at hand, e.g., Sommerfeld's radiation condition. Within this framework, small scatterers are treated as "mathematical" point targets described as Dirac delta functions. As was explained by
Chambers and Gautesen, 7 this idealized mathematical framework contrasts with the corresponding physical, acoustic scattering theory for small scatterers (corresponding to "physical" point targets)
for which the scatterer size is much smaller than the wavelength. In particular, while idealized point targets act only as monopoles (scattering spherically symmetric waves only), physical point targets radiate both monopolar and dipolar fields, which gives a total of 4 radiation modes (non-trivial singular values of the respective scattering matrix) per point target (a monopole and 3 dipoles).
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Marengo, JASA Yet for certain special cases (see Chambers and Gautesen 7 as well as references 5-7 in that paper), the monopole mode dominates, and it is in this spirit, which has been adopted before, [1] [2] [3] [4] that the present formulation is derived.
The developments assume M ≤ min(N t , N r ) where M is the number of targets and N t and N r are the number of transmit and receive elements of the array, respectively, so that if the conditions for applicability of the time-reversal approach (in particular, 1, 3 M ≤ min(N t , N r ) and M < max(N t , N r )) hold, then the full program of inverse scattering can be carried out via the two-step approach of first localizing via time-reversal MUSIC and later inverting the scattering strengths via the formula of the present work.
That the singular system of the MSR matrix K contains information about the target scattering strengths is obvious and has been the subject of well known investigations. 8, 9 Extraction of useful general features (not of the actual scattering strength) is addressed in Colton and Kress. 9 In contrast, the present research is aimed at extracting the individual scattering strengths. For
Born-approximable targets this problem can be solved trivially once the target positions have been found. 1, 2 On the contrary, for the general multiple scattering regime the associated inversion is less straightforward due to the resulting nonlinearity of the reflectivities-to-MSR matrix mapping which traditionally would be handled via nonlinear optimization. 10 Despite this nonlinearity, the latter problem is solved in this paper analytically, non-iteratively (unlike in Devaney et al. 1 
where T denotes the transpose, where g 0,t (X) is the N t × 1 transmit background Green function vector defined by
T while g 0,r (X) is the N r × 1 receive background Green function vector defined by
and where
It is worthwhile to briefly discuss the meaning of relations (1) and (2) to place them in the particular deterministic context germane to the present discussion which contrasts with the original random media-oriented use of the same relations in the well-known work of Foldy 17 and Lax 18 on multiple scattering of waves, in particular, equations (7) and (8) 20 In the present study, as in the above mentioned references, [16] [17] [18] [19] [20] the vector ψ t above corresponds to the "effective" or "exciting" field, in particular, the "final" exciting or incident field at the different scatterers after the multiple scattering interactions among scatterers have taken place. A similar interpretation applies to the receive counterpart ψ r . The vectors ψ r and ψ t are auxiliary and, in particular, it is only after substitution of these vectors in (1) that the scattering or MSR matrix K which is the quantity of interest is fully determined. The forward scattering characterization given in (1) and (2) is exact, and can be generalized to the vector case readily. 20 For further details the reader is referred to Ishimaru, 
B. Non-iterative inversion formula for the scattering strengths
The following discussion assumes that M ≤ min(N t , N r ). As shown in Devaney, 21 under these conditions, and with the exception of rare configurations, the receive background Green function 
The MSR matrix K maps C Nt → C Nr where C Nt and C Nr represent N t -and N r -dimensional spaces of complex N t -and N r -tuples, respectively. To arrive at the desired formula, consider an "active target isolation", consisting of generating a transmit array vector 
By applying Eq.(2) to the vector ψ t (X 1 ), and substituting the thus obtained result in the top equation in (6) while using the bottom equation in (6) one arrives at the more convenient statement
involving only the known MSR matrix K and the known background Green function vectors g 0,r (X 1 ) and g 0,t (X 1 ) evaluated at the known target position X 1 , from which the unknown coefficient τ 1 can be readily (and uniquely) computed. Equation (7), with the substitution 1 → m, is the sought-after reconstruction formula, in particular,
A complementary approach can be established that is based on the adjoint K † = K T * , where * denotes complex conjugate, of K or, equivalently, on the transpose
Nr is a receive array vector of the form V = (K T ) + g 0,t (X 1 ) + U where U is in the null space of the transpose
which in view of Eq.(4) implies for non-trivial τ m , m = 1, 2, · · · , M 
which implies the sought-after complementary formula
Inversion formulas (7) and (12) are exact in the sense that they yield no error under no noise. Since the maximum likelihood estimator is known to be asymptotically optimal 23 (asymptotically attaining the Cramer-Rao lower bound for the variance) it will in general outperform the current approach which is not guaranteed to achieve that bound. On the other hand, the estimate of the scattering strengths in (13) requires exhaustive search in the high-dimensional parameter space of Marengo, JASA all target positions and all target strengths which for three spatial dimensions and complex-valued strengths corresponds to an exhaustive search involving 5M real parameters. This is more computationally intensive than the respective time-reversal MUSIC search in only 3 real parameters for the target localization part of the inversion. Note that the approach described in (13) is essentially one of nonlinear optimization and that its demanding computational intensity remains even in the absence of noise. This contrasts with the approach of the present paper which is a direct (noniterative, non-exhaustive search) formula for the target strengths after the target locations have been suitably estimated, e.g., by time-reversal MUSIC, or other method. Furthermore, the estimates of the reflectivities obtained from the non-iterative approach can be used as a particularly good starting point for a nonlinear optimization technique solving (13) .
III. NUMERICAL ILLUSTRATION
In this section the proposed non-iterative nonlinear inversion algorithm for the reconstruction of the scattering strengths described in the previous section, in particular, the version of the formula given in Eq. (8), is tested and compared with the iterative one described in Devaney et al. 1 as well as with the respective reconstruction formula assuming the Born approximation. 1 The experiments are based on the same simulation geometry in two-dimensional free space presented in Devaney 
where · denotes L 2 (or 2) vector norm,τ is a vector with the estimated reflectivities, and τ is a vector with the actual values. In the second example of this section, on the other hand, the errors of each target are addressed individually.
Under perfect data conditions (results not shown) both nonlinear methods yield errors which appear to be negligible, particularly relative to those of the linear approximation method which presents significant error, i.e., due to strong multiple scattering the Born approximation model is inapplicable. Figure 1 This letter showed that, surprisingly, despite the nonlinearity of the associated forward mapping, such a reconstruction formula does exist, and can be implemented rather trivially once the target positions have been properly estimated by other methods. Two forms of the formula (Eqs. (8) and (12)) were derived. The performance of the approach under realistic noise was studied numerically. If the conditions for applicability of the time-reversal MUSIC method of the previous, target localization step hold, then the full inverse problem can be solved by that method combined with the formula of this work. The formula yields perfect results under no noise. It was found numerically that, expectationally, i.e., over many realizations, for noisy data the iterative numerical method of Devaney et al. 1 and the non-iterative formula of this work perform comparably; yet in certain situations one of the two methods appears to perform better, with the main promise of the non-iterative formula residing in strongly scattering and very noisy conditions as was illustrated with the last numerical example. The overall conclusion is that the non-iterative approach, which is important both by itself and as a good first guess for the iterative approach, yields comparable performance relative to the iterative method while facilitating a clearer analytical characterization and being apparently more robust. 
