This paper proves almost-sure convergence for a new type of selfattracting diffusion given by the stochastic differential equation:
Introduction
In this paper, we are interested in the asymptotic behaviour of the solution to the stochastic differential equation (SDE)
with initial condition X 0 = 0, σ > 0, a ∈ R and (W t ) t is a real Brownian motion. The motivating example leading us to look at such periodic profile function is the following. Interpret X t as an angle by identifying it to the point (cos(X t ), sin(X t )) ∈ S 1 and define d(x, y) as the square of the euclidean distance between (cos(x), sin(x)) and (cos(y), sin(y)); so that d(x, y) = 2 − 2 cos(x − y). Deriving now d with respect to x gives us ∂ x d(x, y) = 2 sin(x − y). Therefore, depending on the sign of a, a sin(X t − y) points forward/outward (cos(y), sin(y)); that is (cos(X t ), sin(X t )) is attracted by (cos(y), sin(y)) if a < 0 and repelled from (cos(y), sin(y)) if a > 0. Hence intuitively, (cos(X t ), sin(X t )) should turn around the circle if a > 0 and it should converges to some point if a < 0. Concerning the case a > 0, it was proved in [3] that
Theorem 1
The law of (cos(X t ), sin(X t ))
converges to the uniform law on the circle.
This paper intends to prove that the intuition concerning the attractive case (when a < 0) is true. The main result of this paper is the following result.
Theorem 2 If a < 0, there exists a random variable X ∞ such that |X t −X ∞ | = O(t −1/4 √ log t).
M.Cranston and Y. Le Jan proved a convergence result in [4] in the cases where a sin(x) is replaced by ax (linear case) or a × sgn(x), with a < 0. A few years later, S.Herrmann and B.Roynette weakened the condition of the profile function f around 0 and were still able to get almost sure convergence (see [6] ) for the solution to the stochastic differential equation
Rate of convergence were given in [7] by S.Herrmann and M.Scheutzow. For the linear case, the optimal rate is proven. However, a common fundamental property of these three papers lies in the fact that the associated profile function f is monotone.
We emphasize that a self interacting involving periodicity has already received some attention in 2002 by M.Benaïm, M.Ledoux and O.Raimond ( [1] ), but in the normalized case; that is, when t 0 sin(X t − X s )ds is replaced by 1 t t 0 sin(X t − X s )ds. The interpretation is therefore different. While the drift term of this paper can be "seen" as a summation over [0, t] of the interaction of the current position X t and its position at time s and thus an accumulation of the interacting force , their drift is then the average of the interacting force. The asymptotic behaviour is then given by the following Theorem.
Theorem 3 (Theorem 1.1, [1] , Benaïm, Ledoux, Raimond) Let (θ t ) t 0 be a solution to the SDE
with initial condition θ 0 = 0 and c ∈ R. Set X t = θ t mod 2π ∈ S 1 = R/2πZ and defined the normalized occupation measure
δ Xs ds.
1. If c −1, then {µ t } converges almost surely (for the topology of weak* convergence) toward the normalized Lebesgue measure on
2. If c < −1, then there exists a constant β(c) and a random variable ϑ ∈ [0, 2π[ such that {µ t } converges almost surely toward the measure
λ(dx).
A periodic case: reformulation of the problem
From now, we assume that a < 0. Note that equation (1) admits a unique strong solution because the function sin(.) is Lipschitz continuous (see for example Proposition 1 in [6] ). We let (X t ) t 0 denotes the solution of (1) with initial condition X 0 = 0. Following an idea similar to the one in [3] , we set U t := t 0 cos(X s )ds and V t := t 0 sin(X s )ds in order to get the SDE:
with initial condition (X 0 , U 0 , V 0 ) = (0, 0, 0). In order to simplify Equation (3), set A t := sin(X t )U t − cos(X t )V t and C t := cos(X t )U t + sin(X t )V t . Then
Applying Itô's formula to these new variables shows that the dynamic of the pair (C t , A t ) is driven by the SDE
with initial condition (C 0 , A 0 ) = (0, 0).
If the reader feels more comfortable with the Stratonovich stochastic integral, we have the equivalent SDE in the Stratonovich sense
with initial condition (C 0 , A 0 ) = (0, 0). It is then interesting to point out that whatever the value of σ is, we have
The paper is organised as follow. In Section 2, we present the detailed strategy used for proving Theorem 2 whereas the proofs which are more technical are presented in Section 3.
Guideline of the proof of Theorem 2
Let us denote (C t , A t ) in polar coordinate by C t = r t cos(Y t ) and A t = r t sin(Y t ). A consequence of Lemma 4 is that
Since
we deduce from Equation (6) that
Therefore the dynamic of the system in polar coordinate is: as long as r t > 0 given by the dynamic induced by the SDE
When r t0 = 0 for some t 0 , we set
and restart the SDE with the initial condition (2kπ, h).
A first important result, whose proof is postponed to Section 3 and in which the fact that a is negative plays a central role, is
Thanks to this last Lemma, we get the following Lemma whose proof is postponed to Section 3.
Lemma 6
We have that ((cos(Y t ), sin(Y t ))) t 0 converges almost surely to (1, 0) . Furthermore
Therefore we obtain that
and in polar coordinates
From this last Equation, we deduce that
up to a multiple of 2π. From Equation (4) and Equation (9), it follows that
Lemma 7 We have that θ t converges and so does exp(iθ t ).
Proof. By Lemma 6 and Cesàro's Lemma,
converges almost surely to 1. An application of the second part of Lemma 6 gives
It follows from Equation (14) thatθ is integrable. We can now prove the main result. Proof of Theorem 2. Combining Lemma 6 and Lemma 7, there exists a random variable X ∞ ∈ [0, 2π) such that lim t→∞ exp(iX t ) = exp(iX ∞ ) almost surely. Hence for P-almost all ω ∈ Ω, there exists n(ω) ∈ Z such that
Therefore X t converges almost surely toX ∞ . The rate of convergence follows from (10), (13) and (15).
Proofs of Lemma 5 and Lemma 6 3.1 Proof of Lemma 5.
In order to prove this Lemma, we will use C t and A t . By the second line of (5) and Lemma 4, we get that
Multiplying the both terms of the equality by −
2(−a)
σ 2 and taking the exponential give
where
M t satisfies the Novikov Condition (see [9] , Chapter V, section D, page 198). Therefore
is a martingale having 1 as expectation. Thus
Consequently,
converges almost surely to 0 by the Markov inequality and the Borel-Cantelli Lemma. Furthermore, for all 0 < c <
σ 2 , we obtain the existence of a random variable T such that almost surely we have
Hence we get for t T
Therefore, by choosing c = (−a) σ 2 , we obtain that
This concludes the proof.
Proof of Lemma 6.
Before starting the proof of Lemma 6, let us recall the Definition of an asymptotic pseudotrajectory from Benaïm and Hirsch in [2] .
Definition 8 Let (M, d) be a metric space and Φ a semiflow; that is
is a continuous map such that
for any T > 0. In words, it means that for each fixed T > 0, the curve X :
shadows the Φ-trajectory over the interval [0, T ] with arbitrary accuracy for sufficiently large t. If X is a continuous random process, then X is an almost-surely asymptotic pseudotrajectory for Φ if (20) holds almost-surely.
Assume that Φ admits a Liapunov function and that equilibria in L(X) are isolated. Then X(t) converges to an equilibrium as t → ∞.
The following result gives a sufficient condition between a SDE on R and the ODE when the diffusion term vanishes.
Theorem 10 (Proposition 4.6 in [2]) Let g : R → R be a Lipschitz function and σ : R + → R a continuous function. Assume there exists a function ε : R + → R + such that σ 2 (.) ε(.) and such that
Then, all solution of dx t = g(x t )dt + σ(t)dB t is with probability 1 an asymptotic pseudotrajectory for the flow induced by the ODEẊ(t) = g(X(t)).
Before starting with the proof of Lemma 6, we shall first state two additional Lemmas.
Lemma 11 Let X t be the solution of the SDE
with initial condition X 0 = x. (B t ) t stands for a real Brownian motion and λ > 0. Assume that ε(.) is a positive continuous and bounded function such that lim t→∞ ε(t) = 0 and
(e.g. ε(t) = inf(1, t −η ), with η > 0.).
In particular, there exists 0 < γ < 1, such that |X t | = O(ε γ/2 (t)).
If there exists
then |X t | = O(exp(−βt) log(t)), with β = inf(α, λ).
Proof. The solution of Equation (22) is
The quadratic variation of M t is then Since M t ε ∞ 2λ (exp(2λt) − 1), where ε ∞ := sup t∈[0,∞) ε(t), we have that log log M t log(2λt + log(
Further, we have
Because t − √ t is equivalent to t when t → ∞, we obtain the existence of a constant C such that
for t large enough. Putting together the estimates (28) and (29), we obtain that
Combining (27) and (30), we get the existence of a constant K such that
Concerning the second assertion of the Lemma, we have from (25) that for all δ >, ε(t) exp(−2(α − δ)) for all t large enough. So in order to get the estimate, it suffices to prove that it holds when ε(t) = exp(−2αt).
We have
Copying the end of the proof of the first case gives the researched result. The next Lemma is a comparison result which was used in [7] . For convenience, we provide a proof of it.
Lemma 12 Let h is an odd Lipschitz function such that x → √ xh( √ x) is Lipschitz and let X t denotes the solution of the SDE
with initial condition X 0 = x and ε(.) is a positive and bounded function. Let g be a function having the same properties as h and such that
where the process (U t ) t 0 has the same law as (Y 2 t ) t 0 with Y t the solution of the SDE
with initial condition Y 0 = x.
Proof. By Itô's Formula, we have
where W is a Brownian motion defined by
Let U t be the solution of the SDE
with initial condition U 0 = x 2 . By the assumptions and a Comparison Theorem (Theorem 1.1 in [8] , Chapter VI, page 352), we obtain that
As for X, we have, by Itô's Formula,
whereW is a Brownian motion defined by
Thus Y is a weak solution of the SDE (35), which completes the proof.
Remark 13 A consequence of Lemma 12 is that if Y t converges to 0 with some rate, then X t converges to 0 with at least the same rate.
Proof of Lemma 6:
The proof is divided into two parts. Proof of the convergence: Set ρ 0 = 0 and for j 1, set ρ j = inf{t ρ j−1 + 1 | r t = 1/ √ −a}. Since r t converges almost surely to ∞ by Proposition 5, then P(
So, in order to prove the convergence, it suffices to prove it on each event {ρ j−1 < ∞, ρ j = ∞}, j 1.
From now, we assume that we are on the event {ρ j−1 < ∞, ρ j = ∞} for some j 1 and identify (Y t , r t ) with (Y t+(ρj−1 +1) , r t+(ρj−1+1) ). In particular, we have that
Then it is easy to prove that g(r) 2 (−a) with equality if and only if r = 1/ (−a) and that it is increasing on (1/ (−a), ∞).
Set A(t) := t 0 g(r s )ds; so that dA(t) dt = g(r t ). This implies that t → A(t) is a strictly increasing function of t such that A(0) = 0 and A(t) ր ∞ as t → ∞.
Hence we can define α(.) as being the inverse function of A. Therefore
.
. Thus (M t ) t is a martingale with respect to the filtration G t = σ{W s | 0 s α(t)}, whose quadratic variation at time t is α(t) = t 0 ( α(s)) 2 ds. Then by the Theorem of Martingale Representation by a Brownian motion (see Theorem 5.3 in [5] ), there exists a Brownian motion (B t ) t adapted to (G t ) t such that
The goal now consists on proving that (Z t ) t 0 is almost surely an asymptotic pseudotrajectory of the flow induced by the ODĖ
In order to achieve it, we will first make use of Theorem 10. Since sin(.) is obviously Lipschitz continuous it remains to prove the hypothesis concerning the noise term. Set
We have to show that ε(t) is bounded by a positive function that satisfies (21). Because g(.) 2 (−a), then ε(.)
+ t, g is increasing on (1/ (−a), ∞) and g(r) 2(−a)r for all r 1/ √ −a, we get that.
where C is constant depending on a. Hence, we must have that
Because lim inf t→∞
−a by Lemma 5, we have that there exists t 1 (ω) > 0 such that for all t t 1 (ω),
Define then
Thus κ(t, ω) is a positive decreasing function. Because for all k > 0
we have that κ(.) satisfies (21). Consequently, by Theorem 10, (Z t ) t is an asymptotic pseudotrajectory of (38).
Therefore (cos(Z t ), sin(Z t )) is an asymptotic pseudotrajectory of Λ (t)
with initial conditions on S 1 . The dynamic induced by this ODE on S 1 has two stationary point: (1, 0) and (−1, 0). Define V : S 1 → R : (Λ, Γ) → −Λ and V 2 its extension to R 2 . Then
Thus (44) is a gradient like system. Applying Theorem 9 gives that
But the case (cos(Z t ), sin(Z t )) → (−1, 0) is impossible because otherwise it would exists t such that r t = 0, which is a contradiction. Thus (cos(Z t ), sin(Z t )) converges to (1, 0) almost surely and it completes the proof of the Lemma.
Proof of the rate of convergence:
. By what precedes, we know that for almost every ω ∈ Ω, there exists, n(ω) ∈ Z such that lim t→∞ Z t (ω) = 2n(ω)π.
So, via the identification, we can assume without lost of generality that Z t converges almost surely to 0. Set S 0 = 0 and for n 1 define recursively
By convergence of Z t to 0, we have that
So for proving polynomial convergence of Z t to 0, we only have to prove it on each event {S n = ∞}. Note that {S n−1 = ∞} ⊂ {S n = ∞}. We assume that we are on the event {S n = ∞} ∩ {S n−1 < ∞}. By convergence to 0 of Z t , we know that τ n < ∞. SetZ t := Z τn+t and B t = B t+τn − B τn . SoZ t is the solution of the SDE dZ t = − sin(Z t )dt + ε(t + τ n )dB t
with initial conditionZ 0 = Z τn . let H t be the solution of the SDE
with initial condition H 0 = Z τn . Because |Z t | π/2 for all t 0, thenit is a solution of the SDE From (41), we easily get that lim sup t→∞ log(ε(t)) t = 0. Thus, by Lemma 12, we obtain thatZ t converges to 0 with an order ε 1/2 (t + τ n ) log(t + τ n ). Since that estimate holds on all the event {S n = ∞} ∩ {S n−1 < ∞}, we deduce that with probability 1 −a . Therefore we get, together with (40), that Y t decreases to 0 with an order less than t −1/4 log(t). Using a limited development around 0 of sin(Y t ) and cos(Y t ) − 1 completes the proof.
Conclusion
Since in this paper, we dealt with only one sine function and were able to obtain almost surely convergence, it would be interesting to study the self-reinforced diffusion dX t = σdW t + n k=1 ka k t 0 sin(k(X t − X s ))dsdt, where the coefficient a k = 0 are such that n k=1 k 2 a k < 0. Because n k=1 k 2 a k = ( n k=1 ka k sin(k.)) ′ (0) and that it has to play a more and more important role if (X t ) t localizes, it sounds reasonable to formulate the following conjecture:
