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Abstract
We evaluate the symmetric functions ek, hk and pk on the alphabet
{xr/(1 − txr)} by elementary methods and give the related generat-
ing functions. Our formulas lead to a new and short proof of an ex-
conjecture of Lassalle [3], which was proved by Lascoux and Lassalle
[1] in the framework of λ-rings theory.
1 Introduction
L’un des proble`mes fondamentaux dans l’e´tude de fonctions syme´triques
est le de´veloppement d’une fonction syme´trique sur certaines bases line´aires
de l’alge`bre des fonctions syme´triques. Un re´sultat classique de Waring ex-
plicite le de´veloppement des fonctions syme´triques puissances pn dans la base
line´aire des fonctions syme´triques e´le´mentaires (eλ).
Dans cet article nous ge´ne´ralisons la formule de Waring en de´veloppant les
fonctions syme´triques puissances pn e´value´es sur l’alphabet Y = {x1/(1− tx1) ,
x2/(1− tx2), . . .} dans la base line´aire des fonctions syme´triques e´le´mentaires
(eλ) e´value´es sur l’alphabet X = {x1, x2, . . .}. De meˆme nous conside´rons le
proble`me inverse, c’est-a`-dire, le de´veloppement des fonctions syme´triques
hn et en e´value´es sur l’alphabet Y dans la base des fonctions puissances pµ
e´value´es sur l’alphabet X . Dans le dernier cas nous aurons besoin d’un coef-
ficient binomial ge´ne´ralise´ introduit par Lassalle [2]. Nous en de´duisons en-
suite, comme applications, des de´veloppements inte´ressants, qui conduisent
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en particulier de nouvelles preuves des ex-conjectures de Lassalle [2, 3].
D’autres preuves de ces conjectures ont e´te´ tout re´cemment donne´es par
Lascoux et Lassalle [1] dans le cadre des λ-anneaux. Notre approche repose
essentiellement sur l’ope´rateur diffe´rentiel de l’alge`bre des se´ries formelles. Il
est remarquable que l’e´tude d’un proble`me si e´le´mentaire puisse conduire a`
une preuve tre`s simple de l’identite´ de Lascoux et Lassalle.
Nous terminons cette introduction par un rappel [4, Chap.1] des formules
qui seront utilise´es dans la suite. Observons d’abord que
∑
n≥1
(
n− 1
k − 1
)
ant
n−1 =
tk−1
(k − 1)!
dk−1
dt

∑
n≥1
ant
n−1

 . (1)
Comme les fonctions puissances pn(X) =
∑
r≥1 x
n
r satisfont
∑
n≥1 pn(X)t
n−1 =∑
r≥1 xr/(1− xrt), et pour tout k ≥ 1
dk−1
dt
(
1
1− xt
)
= (k − 1)!
xk−1
(1− xt)k
,
nous en de´duisons donc
dk−1
dt

∑
n≥1
pn(X)t
n−1

 = (k − 1)!
tk
pk
(
tx1
1− tx1
,
tx2
1− tx2
, . . .
)
. (2)
Pour toute partition d’entiers µ on pose zµ =
∏
i≥1 i
mi(µ)mi(µ)!, ou` mi(µ) est
le nombre de parts dans µ e´gales a` i ≥ 1, et pour tout entier n positif on
de´finit le coefficient binomial ge´ne´ralise´ 〈µ
n
〉 comme e´tant le nombre de fac¸ons
de choisir n e´le´ments dans le diagramme de Ferrers de λ, dont au moins un
par ligne.
Les fonctions syme´triques hn(X) et en(X) sont lie´es aux fonctions puis-
sances pµ(X) =
∏
r≥1 pµr(X) par la formule :
hn(X) =
∑
µ⊢n
z−1µ pµ(X), (3)
en(X) =
∑
µ⊢n
(−1)n−l(µ)z−1µ pµ(X). (4)
L’inverse de la dernie`re est appele´e formule de Waring [5]:
pn(X) =
∑
λ⊢n
(−1)n−l(λ)
n(l(λ)− 1)!∏
imi(λ)!
eλ(X). (5)
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Par l’involution ω de´finie par ω(en) = hn on a aussi [4, p. 24]
pn(X) =
∑
λ⊢n
(−1)l(λ)−1
n(l(λ)− 1)!∏
imi(λ)!
hλ(X). (6)
On note mµ(X) la fonction syme´trique monomiale associe´e a` la partition µ.
Nous remercions Michel Lassalle pour ses remarques amicales sur une
version ante´rieure de cet article.
2 Re´sultats principaux
Soit X = {x1, x2, . . .} un ensemble fini ou infini d’inde´termine´es et
X
1−tX
l’alphabet { x1
1−tx1
, x2
1−tx2
, . . .}.
The´ore`me 1 Pour tout k ≥ 1 on a
pk
(
X
1− tX
)
=
∑
|µ|≥k
t|µ|−k
(
|µ|
k
)
(−1)|µ|−l(µ)
k (l(µ)− 1)!∏
imi(µ)!
eµ(X), (7)
pk
(
X
1− tX
)
=
∑
|µ|≥k
t|µ|−k
(
|µ|
k
)
(−1)l(µ)−1
k (l(µ)− 1)!∏
imi(µ)!
hµ(X). (8)
De´monstration. Les formules (1) et (2) impliquent directement
pk
(
X
1− tX
)
=
∑
j≥k
tj−k
(
j − 1
k − 1
)
pj(X).
On en de´duit donc (7) et (8) respectivement de (5) et (6).
Par la meˆme me´thode nous obtenons le re´sultat suivant.
The´ore`me 2 Pour tout entier k ≥ 1 on a
hk
(
X
1− tX
)
=
∑
|µ|≥k
t|µ|−k
〈µ
k
〉
zµ
pµ(X), (9)
ek
(
X
1− tX
)
=
∑
|µ|≥k
t|µ|−k(−1)k−l(µ)
〈µ
k
〉
zµ
pµ(X). (10)
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De´monstration. Notons d’abord que
〈
µ
k
〉
=
∑
k1+···+kl=k
k1,...,kl≥1
l∏
i=1
(
µi
ki
)
,
ou` l = l(µ). Comme chaque partition µ de j correspond a` l(µ)!/
∏
i≥1mi(µ)!
compositions (k1, . . . , kl) de j telles que (k1, . . . , kl) soit une permutation des
parts de µ, nous avons, en tenant compte de (1) et (2),
∑
j≥k
tj−k
∑
µ⊢j
αk−l(µ)
zµ
〈
µ
k
〉
pµ(X)
=
∑
k1+···+kl=k
l≥1
αk−lt−k
l!k1 · · · kl
l∏
r=1
∑
µr≥1
(
µr − 1
kr − 1
)
pµr(X)t
µr
=
∑
k1+···+kl=k
l≥1
αk−l
l!k1! · · · kl!
l∏
r=1
dkr−1
dt

∑
n≥1
pn(X)t
n−1


=
∑
µ⊢k
αk−l(µ)
zµ
pµ
(
x1
1− tx1
,
x2
1− tx2
, . . .
)
.
En posant α = 1 (resp. −1), nous en de´duisons (9) (resp. (10)) en appliquant
(5) (resp. (6)).
Remarque. 1) Lorsque t = 0 on retrouve les formules classiques de type
Waring.
2) Dans les the´ore`mes 1 et 2, t n’est qu’un parame`tre d’homoge´ne´ite´, mais vu
le roˆle important qu’il joue dans notre de´monstration, nous pre´fe´rons garder
cette forme.
Rappelons que hn(X) et en(X) ont pour fonctions ge´ne´ratrices:
∑
n≥0
hn(X)t
n =
∏
r≥1
1
1− xrt
, (11)
∑
n≥0
en(X)t
n =
∏
i≥1
(1 + xit) . (12)
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The´ore`me 3 Soit z et X = {x1, x2, . . .} des inde´termine´es inde´pendantes.
Alors la se´rie formelle
F (t, u) = (1 + u)z
∏
r≥1
(
1 +
u
1 + u
txr
1− txr
)
admet les trois de´veloppements suivants
F (t, u) =
∑
i,j≥0
uitj
∑
l(µ)≤i,|µ|=j
(
z − l(µ)
i− l(µ)
)
mµ(X), (13)
F (t, u) =
∑
i,j≥0
uitj
min(i,j)∑
k=0
(
z − j
i− k
)∑
µ⊢j
〈µ
k
〉
zµ
pµ(X), (14)
F (t, u) =
∑
i,j≥0
uitj
∑
k≥0
(
z − k
i− k
)∑
µ⊢j
(−1)k−l(µ)
〈µ
k
〉
zµ
pµ(X). (15)
De´monstration. Tout d’abord, par de´finition nous avons
F (t, u) =
∑
k≥0
uk(1 + u)z−k
∑
1≤r1<r2<···<rk
m1,...,mk≥1
(txr1)
m1 · · · (txrk)
mk
=
∑
i,j≥0
uitj
∑
k≥0
(
z − k
i− k
) ∑
l(µ)=k,|µ|=j
mµ(X).
D’ou` (13). Ensuite, dans le membre de droite de (14) en remplac¸ant i par
i+ k, nous obtenons en appliquant la formule du binoˆme
∑
k≥0
uk
∑
j≥0
(1 + u)z−jtj
∑
µ⊢j
〈µ
k
〉
zµ
pµ(X),
qui s’e´crit, en posant s = t/(1 + u) et en appliquant (9) et (11),
(1 + u)z
∑
k≥0
ukhk
(
sx1
1− sx1
,
sx2
1− sx2
, . . .
)
= (1 + u)z
∏
r≥1
(
1−
usxr
1− sxr
)−1
.
Ceci est clairement e´gal a` F (t, u). Enfin nous de´duisons (15) de fac¸on ana-
logue en appliquant (10) et (12).
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Corollaire 4 Soit z et X = {x1, x2 . . .} des inde´termine´es inde´pendantes.
Pour tous entiers i, j ≥ 1 on a
∑
l(µ)≤i,|µ|=j
(
z − l(µ)
i− l(µ)
)
mµ(X) =
min(i,j)∑
k=0
(
z − j
i− k
)∑
µ⊢j
〈µ
k
〉
zµ
pµ(X)
=
min(i,j)∑
k=0
(
z − k
i− k
)∑
µ⊢j
(−1)k−l(µ)
〈µ
k
〉
zµ
pµ(X).
Comme (pµ)µ forme une base line´aire de l’alge`bre des fonctions syme´triques,
on de´duit du corollaire 3 le re´sultat suivant.
Corollaire 5 Soit z une variable. Pour des entiers i, j ≥ 1 et toute partition
µ ⊢ j on a
min(i,j)∑
k=0
(
z − j
i− k
)〈
µ
k
〉
=
min(i,j)∑
k=0
(−1)k−l(µ)
(
z − k
i− k
)〈
µ
k
〉
.
Enfin le corollaire 3 implique aussi le re´sultat suivant, duˆ a` Lascoux-Lassalle [1,
Lemme 2].
Corollaire 6 Pour tous entiers k, j ≥ 1 on a
∑
l(µ)=k,|µ|=j
mµ(X) =
∑
µ⊢j
(−1)k−l(µ)
〈µ
k
〉
zµ
pµ(X).
Remarque. On trouvera d’autres formules sur la somme
∑
l(µ)=k,|µ|=j mµ(X)
dans Macdonald [4, p. 33 et 68].
3 Applications
On identifie chaque partition λ avec son diagramme de Ferrers et on pose
(x)λ =
∏
(i,j)∈λ
(x+ j − 1− (i− 1)/α) .
Lorsque λ = (n) est une partition-ligne on retrouve la de´finition habituelle
de factorielle montante (x)n = x(x + 1) · · · (x + n− 1). Par un calcul direct
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et en posant Z = {j − 1− (i− 1)/α} ((i, j) ∈ λ), nous obtenons :
(y − x)λ
(y)λ
=
∏
z∈Z
(
1−
x/y
1 + z/y
)
=
|λ|∑
i=0
(−x/y)i
∑
z1,...,zi∈Z
1
1 + z1/y
· · ·
1
1 + zi/y
=
|λ|∑
i=0
∞∑
j=0
(−1)i+j
xi
yi+j
∑
l(µ)≤i,|µ|=j
(
|λ| − l(µ)
i− l(µ)
)
mµ(Z).
Nous de´duisons donc du corollaire 3 une courte preuve d’un re´sultat de
Lascoux-Lassalle [1, Thm. 4], qui fut conjecture´ par Lassalle [2, Conj. 2].
The´ore`me 7 Soient x, y deux inde´termine´es inde´pendantes. Pour toute par-
tition λ soit X = {j − 1− (i− 1)/α}, (i, j) ∈ λ, alors
(y − x)λ
(y)λ
=
|λ|∑
i=0
+∞∑
j=0
(−1)i+j
xi
yi+j
min(i,j)∑
k=0
(
|λ| − j
i− k
)∑
µ⊢j
〈µ
k
〉
zµ
pµ(X).
En fait Lascoux et Lassalle [1] ont de´duit le the´ore`me 5 d’un re´sultat plus
ge´ne´ral, qui fut aussi conjecture´ par Lassalle [3]. Nous en donnons aussi une
nouvelle preuve.
The´ore`me 8 Soient z,u et X = {x1, x2 . . .} des inde´termine´es inde´pendantes.
Pour tous entiers n, r ≥ 1 on a
∑
µ⊢n
(−1)r−l(µ)
zµ
〈
µ
r
〉∏
i≥1

z +∑
k≥1
uk
(i)k
k!
xk


mi(µ)
=
∑
j≥0
uj
(
n+ j − 1
n− r
)min(r,j)∑
k=0
(
z − j
r − k
)∑
µ⊢j
〈µ
k
〉
zµ
∏
i≥1
x
mi(µ)
i .
De´monstration. Soit Y = {y1, y2, . . .} une famille infinie d’inde´termine´es.
Comme les fonctions puissances pi(Y ) sont alge´briquement inde´pendantes
dans ce cas, nous pouvons supposer xi = pi(Y ) pour i ≥ 1. En multipliant le
membre de gauche par tnqr et sommant sur n, r ≥ 1 nous pouvons e´crire sa
fonction ge´ne´ratrice comme suit (voir l’Appendice ci-apre`s):
F (tu, T q) = (1 + Tq)z
∏
j≥1
(
1 +
Tq
1 + Tq
Tuzj
1− Tuzj
)
, (16)
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ou` T = t/(1− t) et zj = yj/t pour j ≥ 1. Nous en de´duisons par l’application
du the´ore`me 3 que
F (tu, T q) =
∑
r,j,k≥0
T r+jqruj
(
z − j
r − k
)∑
µ⊢j
〈µ
k
〉
zµ
pµ(Z)
=
∑
r,j,k≥0
trqruj
(1− t)r+j
(
z − j
r − k
)∑
µ⊢j
〈µ
k
〉
zµ
pµ(Y ).
En e´crivant
tr
(1− t)r+j
=
∑
n≥r
(
n+ j − 1
n− r
)
tn,
nous remarquons que l’expression plus haut est aussi la fonction ge´ne´ratrice
du membre de droite.
Appendice. Calcul de la fonction ge´ne´ratrice
Afin de rendre la lecture autonome nous incluons ici une preuve classique de
(16). Remarquons d’abord que pour toute partition µ
∑
r≥1
〈
µ
r
〉
qr =
∏
i≥1
(
(1 + q)i − 1
)mi(µ)
,
et que la formule du binoˆme (1− x)−α =
∑
n≥0 x
n(α)n/n! permet d’e´crire
∑
n≥1
un
(i)n
n!
pn(Y ) =
∑
j≥1
∑
n≥1
un
(i)n
n!
ynj =
∑
j≥1
((1− yju)
−i − 1).
En multipliant le membre de gauche par tnqr et sommant sur n, r ≥ 1 nous
obtenons sa fonction ge´ne´ratrice
∑
µ
t|µ|
zµ
∏
i≥1

(1− (1− q)i)

z +∑
j≥1
uj
(i)j
j!
pj(Y )




mi(µ)
=
∏
i≥1
∑
mi≥=0
timi
mi! imi

(1− (1− q)i)(z +∑
j≥1
((1− yju)
−i − 1))


mi
.
8
Mais le dernier terme peut s’e´crire
∏
i≥1
exp


(
ti
i
−
ti
i
(1− q)i
)
z +∑
j≥1
((1− yju)
−i − 1)




=
(
1 +
tq
1− t
)z ∏
j≥1
exp
∑
i≥1
(
ti
i
−
ti
i
(1− q)i
)(
1
(1− yju)i
− 1
)
=
(
1 +
tq
1− t
)z ∏
j≥1
(
1 +
tq
1− t− yju
)(
1 +
tq
1− t
)−1
.
On pourrait trouver des calculs similaires aux pre´ce´dents dans [2] ou dans
[1] en termes de λ-anneaux.
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