Abstract. The melting of solid silicon and the cooling of liquid silicon are investigated using molecular dynamics. Both the Stillinger-Weber (sw) potential and the tight-binding bond model are used to calculate the forces. The electrical properties are investigated using an empirical pseudopotential method with a plane wave basis. The temperature at which the solid becomes unstable and passes to the liquid phase is found to be about WOO K. The dependence of this temperature on cell size is investigated. On cooling, there are changes in some of the properties of the liquid: the energy per particle decreases, the diffusion constant decreases, and the low-frequency electrical conductivity decreases slightly as the temperamre decreases. Between 1180 K and 980 K the liquid undergoes a transition to a glassy phase. There are large changes in the pair correlation function, the sw h e -b o d y energy distribution, the diffusion constant, the density of elecvon single-particle states and the electrical conductivity. Au of these changes are consistent with increased tetrahedral bonding.
Introduction
There are a number of reasons for investigating the properties of liquid silicon. First, there is a technological motivation. Silicon is used extensively in the electronics industry. At various points during the manufacturing process the silicon can be melted (for example, for purification). Knowledge of the structural properties is relevant in this case. Second, there is a purely scientific motivation. Liquid silicon is a metal, thus it is a system that allows the electronic properties of liquid metals to be further investigated. Third, there is a motivation from simulation methodology. There is currenrly a great deal of interest in improving the methods used for performing computer simulations, particularly for ab initio methods. Silicon has been well studied already by a variety of methods, thus provides a natural testing ground for new methods.
For methods of crystal gowth such as t h~ Czochralski method, thermodynamic arguments can be used to describe the process with enough precision for many applications (Hurle 1985) . However, to produce high-quality epitaxial layers, or structurally perfect bulk crystals, the microscopic kinetic mechanisms need to be considered (Bauser 1985) . Only the details of the bulk liquid are considered here. There have been previous simulations that calculated both bulk thermodynamic quantities (Broughton and Li 1987) and the details of the atomic kinetics (Stich etal 1989 (Stich etal , 1991 .
One of the better studied properties of the liquid is its structure. The slmcture factors for liquid silicon and germanium have been obtained from experiment (Waseda and Suzuki 1975) . It is observed that there is a low second peak immediately adjacent to the first peak, t Present address: Oxford University, Department of Materials, Parks Road, Oxford OX1 3PH, UK 0~6~-0~93~4mzou7+18$19.50 @ 1994 IOP Publishing Ltd 277 which has been interpreted to mean the presence of tetrahedral clusters in the liquid phase (Ashcroft 1990 ). The clustering also accounts for the low coordination number (about six, as compared with about 12 for most liquid metals). This phenomenon has been investigated using simulations by a number of works (Stich et a1 1989 , 1991 , Dharma-Wardana and Perrot 1990 , Wang and Stroud 1991 , Wang et a1 1992 . Good agreement is found with experimental structure in each case, and the distribution of bonding angles for nearest neighbours demonstrate the presence of tetrahedral bonding (with a maximum near 109").
The electronic structure and the electrical properties of liquid silicon have also been investigated by means of simulation. The electrical conductivity and the density of states were calculated using a tight-binding method by Allen and Broughton (1987) . However, the molecular dynamics was performed using empirical classical potentials. A simulation in which both the electronic structure and the forces were calculated using the tight-binding method was performed by Wang et al (1992) . In this case only the density of states was calculated. A fully ab initio calculation has been carried out by Stich eta [ (1991) in which both the conductivity and the density of states were are calculated. In these simulations, a density of states characteristic of the free electron problem is found, and the electrical conductivity is found to be Drude like, results that are consistent with experiment (Shvarev eta! 1975) .
The earliest simulation studies of silicon used empirical classical potentials, such as the Stillinger-Weber (SW) potential (Stillinger and Weber 1985, Broughton and Li 1987) . Recently, two other approaches have become possible on account of the rapid increase in computing speed. One is the tight-binding bond model (TBBM) (Sutton er ol 1988, Wang et nl 1989), and the other is the ab initio method of Car and Parrinello (1985) . Both of these methods treat the electrons in an explicit and quantum mechanical way. The former approach, however, is still only a model, involving fitting parameters to known data, whereas the latter is an implementation of an exact theory with well defined approximations, and is capable of high accuracy. The pair correlation functions of all three methods agree well with experiment and with one another. A more stringent test appears to be the three-body correlation function : Wang et al (1992) compare the TBBM with the ab initio calculation, and Stich et al (1991) compare the ab initio calculation with the SW results. It is clear that the TBBM is able to reproduce the ab initio results almost exactly, whereas the SW potential imposes too much angular correlation.
In this paper, a combination of the SW empirical potential and the TBBM is used. The empirical potential is used to create starting configurations for the sequence of simulations on the liquid phase of silicon. These configurations are subsequently relaxed using the TBBM. For melting studies, the starting configuration is already known (a diamond lattice) so there is no need to use the empirical potential first. The TBBM is used on account of its ability to produce accurate results using the available computer resources. As indicated above, this method has already been applied to liquid silicon. However, in this study a survey of some properties over a range of temperatures is undertaken, most notably in the supercooled liquid region. The reason for the interest in the supercooled region is that recent experiments have been performed that demonstrate that silicon remains a liquid down to several hundred degrees below its melting point when subjected to a rapid quench, with a small reduction in the electrical conductivity on cooling.
It is useful at this point to enumerate the questions that are to be answered in this paper. The questions fall into two categories: structural and electronic. In the structural category the questions are as follows. First, at what temperatures do the melting and solidification transitions occur, and what is the nature of these phase transitions; second, in the liquid phase, what is the nature of the local atomic coordination, and how does this vary with temperature; third, how does the diffusion constant vary with temperature? With regard to the electronic properties. the questions are as follows. First, how does the density of states of the electrons vary with temperature; second, how does the frequency-dependent electrical conductivity vary with temperature?
Methods used

Atomic structure
Molecular dynamics is used in this work to explore the phase space needed to evaluate the averages of quantities such as the pair correlation function and the diffusion constant. It also allows the time variation of these quantities to be followed. Newton's second law of motion is integrated using the Verlet algorithm (Verlet 1967) . For the canonical ensemble (constant number of particles, volume and temperature) the acceleration includes the Gaussian thermostat. The inclusion of this thermostat into the Verlet algorithm is accomplished with a leapfrog algorithm (Brown and Clarke 1984) . For the isobarioisothennal ensemble (constant number of particles, pressure and temperature) the Gaussian thermostat is again used, and the particle positions are rescaled according to Xi(?) = (1 + € ) X i @ ) , so as to keep the pressure fixed (Evans and Momss 1983, Brown and Clarke 1984) . The value of E is found using a Newton-Raphson method. In practice, the pressure rescaling is only carried out once every few iterations.
The question of the choice of time step is not completely straightforward. For the simulations performed using the sw empirical potential, a value of 1.0 fs is used throughout this work. For the TBBM calculations, a value of 1.0 fs is adequate only for a system in equilibrium. Away from equilibrium (such as when a lattice is breaking up on melting), there are significant differences between the results obtained using a time step of 1.0 fs and 0.2 fs. The temperature (in an N W ensemble) is found to be held constant to within 0.2 K for a time step of 0.2 fs, but is found to fluctuate by about 5 K for a time step of 1.0 fs for a melting simulation at 3000 K. A value of 0.2 fs is used throughout the melting simulations, and for the first 2 ps of the simulations on the cooling of liquid silicon. For the second 2 ps (10 ps at 980 K) of the simulations on liquid silicon a 1.0 fs time step is used. For a description of the TBBM, see the appendix. By far the most time consuming part of any calculation using TBBM is the evaluation of the eigenvalues and eigenvectors. Standard library routines are used to perform direct diagonalization, but it is found that the time for a calculation can be reduced (the maximum saving found has been a factor of about three, but normally it is somewhat less than this) if an interpolation scheme is used for several time steps between successive complete diagonalizations. This has been tried before by Khan and Broughton (19S9) who used a Car-Paninello scheme (Car and Parrinello 1985) to carry out the interpolation. In this work, however, first-order perturbation theory is used. The formalism is as follows. Let the Hamiltonian, the eigenstates and the eigenvalues at time f be firs(?). l i ( t ) ) and E { ( ? ) respectively. To first order we then have (assuming that the electrons remain in their ground state) ~i ( t
+ a t ) = (i(t)lfiKs(t + s t ) l i ( t ) )
(1) and For the forces to remain accurate, the perturbation theory expressions can only be used for a very few time steps (the exact number depending on the size of the time step) before an exact diagonalization needs to be carried out again. This is because of a loss of orthogonality between the wavefnnctions.
In all the calculations, local charge neutrality is imposed by shifting the on-site energies. The basic scheme used (Goodwin er al 1989) is as follows. (Note that all charges are assumed to be in units of the electron charge.) The total number of electrons associated with a site I is (3) Thus the total charge (which we wish to be zero) associated with a site is ql -4 (for silicon). If this is greater than zero for some site, then the on-site energy for that site is increased to force some of the charge away. Likewise, if the charge is less than zero, the on-site energy is decreased to attract some more charge. The amount by which the energies are shifted at any given time is taken to be proportional to the amount of excess charge present. If the energies are in eV, a proportionality factor of 1.0 is found to work. To obtain perfect charge neutrality, an iterative scheme is needed, whereby the energies are shifted, then the new eigenstates, and hence charges, are found, and further shifts calculated, until the charges are below some error value. However, it is found that there can be problems with convergence if complete neuwaality is demanded at every time step (which is due to the fact that a sharp Fermi surface is used). This is avoided by shifting the on-site energies at each site only once for each time step, but not iterating to convergence. This is found to keep the charges at each site to within about 0.01 of the desired value, provided the time step is not too long. It should be noted that the on-site energies can only be updated following an exact diagonalization, and not following a perturbation theory diagonalization, otherwise instabilities arise in the on-site energies.
Elechonic structure
Equations (A.3) and (A.4) from the appendix are the ones used in order to find the oneparticle electron states. The tight-binding parameters used, while accurate enough for the force calculations, are inadequate for the study of the details of the electronic structure.
There are various ways to proceed from here to improve the calculation of the electronic structure. One is simply to use improved tight-binding parameters (Allen and Broughton 1987) . another is to use an ab initio approach (Stich er al 1991), and a third possibility is to use an empirical pseudopotential method (EPM). The EPM is chosen because it allows the band gap to be evaluated correctly (which is not true of the ab initio methods), is reasonably transferable, and is less computationally intensive than ab initio methods. Further, when used with plane waves it is very easy to evaluate momentum matrix elements, which are needed for the conductivity calculation.
Consider plane wave matrix elements of the Hamiltonian given in equation (A.4):
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where pes(@ is the Fourier transform of the potential. An approximation is now made.
The total potential is written as a sum of spherical atomic potentials, the same potential for each site:
I
The Fourier transform of the total potential is then given by
where G(q) is the Fourier transform of the atomic potential and S(q) is the structure factor, which is given by
The function E(q) is found by requiring that it reproduce known band structure. In this work, the atomic potential is broken into two parts: the core part, and the Hmee-exchangecorrelation part. The core part has the form (Schluter et al 1975) where Q is the volume of a unit cell, Z = 4 is the charge of the ionic core, a2 = 0.79065@, a3 = 0.35201, a4 = 0.01807a,4 and ao = 0.529 177 x m is the Bohr radius. The Hmee-exchange-corlation part has the form The pseudopotential is fitted to the band structure data for diamond silicon taken from Papaconstantopoulos (1986). The free parameters are a, which is used to represent the exchange-correlation term in equation (9). and 0, y , q and 6 in the effective electron density given by
The resulting parameters are 01 = -20.02247 Ha ai, , 9 = 4.042731, y = -2.036708, q = 2.738315 and 6 = 0.36664%. Table 1 compares the values of the band structure for diamond silicon at certain symmetry points of the face centred cubic Brillouin zone calculated using the fitted pseudopotential. and those of Papaconstantopoulos (1986). The fit is seen to be satisfactory, though becoming noticeably worse at higher energies. In general, the fit for the conduction bands is worse than that for the valence bands. Using a non-local pseudopotential would no doubt allow this to be improved. The most important area is in the neighbourhood of the band gap, as this determines the electrical properties of the system. Thus the position of the lowest conduction band at X has to be fixed fairly accurately. It should be noted that other forms for the potential were tried, some of which were capable of giving slightly improved results €or this system. However, it is necessary that the potential be transferable to other systems, and it is found that the present potential is, in fact, quite transferable, whereas others were noticeably less so. The transferability was tested by generating the band structure for face centred cubic, body centred cubic and simple cubic silicon. and comparing with the results given by Allen el al (1986). The comparison for the potential given above is presented in tables 2 4 . It should be noted that by diagonalizing the Hamiltonian (even with the use of an iterative diagonalizer), only the energy levels at the r point (k = 0) are found using this method. The energy levels at the other k points are then found using k . p perturbation theory (Ashcroft and Mermin 1976) . To ensure that the basis set used for the perturbation theory is large enough to yield accurate results, 512 energy levels are evaluated at the r point, four times the number of occupied levels for a 64-atom unit cell. High levels of accuracy are expected because the large unit cell leads to a small Brillouin zone. This is because the range of extrapolation is small, or alternatively, the dispersion of any one band across the zone is small. When this method is tried with diamond cubic silicon (which can be represented by a very small unit cell containing only two atoms) using only 16 hands (four times the number of occupied bands) at the r point, typical errors in the energies of the hands are of the order of 0.3 eV.
Results
Two series of simulations were run. The first series begins with a system that constitutes a bulk liquid phase of silicon, which is then cooled until solidification occurs (followed by some annealing time to allow the solid to relax). The second series begins with a system that represents the crystalline phase of silicon, and which is then heated until it melts. The arrangement and motion of the ions, and the electrical properties are then analysed. Before presenting results, it is necessary to comment on the effect of cell size on calculated quantities. Two cell sizes were used: 64 atoms and 128 atoms. The effect of cell size can he clearly seen from the comparison of the variation of lattice constant with temperature for the two chosen cell sizes, during the process of heating the crystalline solid until it melts. From figure 1 we see that the 64-atom cell has a somewhat irregular, nonlinear, variation of lattice constant with temperature, whereas the 128-atom cell has a much smoother one -there being two linear regions, one for the crystalline phase, and one for the liquid phase. A similar effect is seen in the variation of energy per atom with temperature (figure 2). Melting occurs between 2300 K and 2400 K with a 128-atom cell, whereas it occurs at a much higher temperature (between 2680 K and 2880 K) with a &atom cell. A single simulation with a 256-atom cell was performed for a time of 0.4 ps at a temperature of 2200 K. It is found that no melting occurs at this temperature. which suggests that the variation of temperature at which the system melts with cell size is small once the cell is increased beyond 128 atoms. A 128-atom cell was used for the melting sequence of simulations. However, only 64 atoms were used for the cooling sequence of simulations. liquid at 1780 K (the formation of which is described later in this paper) and the solid at 1580 K are first investigated to ensure that known results are reproduced. The quantities on which the tests are performed are the average energy per atom, the pair correlation function g(r), the distribution of sw three-body energies (a measure of the three-body angular correlation), and the self-diffusion coefficient.
The peaks for the pair correlation function for the solid (figure 3) are at the positions expected on the basis of a lattice constant of about 5.43 A. For example, the most probable nearest-neighbour separation is 2.35 A, and the most probable second-neighbour separation is about 3.85 A. The distribution of the Sw tbree-body energies (figure 4) is sharply peaked near zero energy, which corresponds to tetrahedral bonding. The diffusion constant is zero, as is appropriate. For the liquid case, the pair correlation function (figure 3) can be compared with that calculated by Wang et al (1992) using a similar method. The most probable nearestneighbour separation was found to be 2.51 A, as compared with their value of 2.54 A.
The peak height is 2.35, as compared to the Wang ef al (1992) value of about 2.2. The coordination number (using the Car-Paninello cut-off of 3.12 A) is about 7.1, which is somewhat larger than their value of 6.5. This is because there is a flat region between about 3.2 A and 4.5 A in the distribution presented here, whereas in their work, there is a minimum followed by a maximum in the same region. There are two possible reasons for this difference. One is the difference between the values of the cut-off parameter used to define the range of the interactions. In this work a value of 3.7 A was used, whereas Wang etal (1992) used a value of 3.6 A. It should be observed that the cut-off distances lie in the region of interest in the pair distribution function. The other possible reason is that local charge neutrality is imposed here, but not in the paper by Wang et al. The distribution of sw three-body energies is found to be broad, which follows from the wide range of bonding angles (figure 4). This indicates that whatever tetrahedral bonding is present in the liquid phase is distorted. The diffusion constant was found to be about 0.17 x cm2 s-I, which is larger than the value (0.125 x cm2 s-') found by Wang et al (1992) . though Stillinger-Weber Three-Body Energy 
K).
The temperature found here is clearly not the experimentally measured melting temperature, hut rather the temperature at which a crystal becomes unstable in a very short time in the absence of any surfaces. It appears (from figure 1) that the instability is able to occur when the liquid and solid have the same lattice constant. This instability temperature is considerably in excess of the experimental melting temperature. Thus to see the true contraction of the lattice on melting, it is necessq to extrapolate the liquid line back to 1680 K (the melting temperature) and compare it with the value for the solid at this temperature. It is clear that the the liquid has a smaller lattice constant (higher density) then the solid phase, as is found from experiment (Waseda 1980) . However, the change in volume is found here to be only ahout 0.4% whereas, from experiment, it is found to be about 10%. The system was determined to have melted when its diffusion coefficient became finite.
Next, the series of simulations during which the molten silicon is cooled from 3000 K to 980 K is considered. Initially, only the sw potential is used. All simulations were performed using an NVT ensemble, with the density set to the experimental value at the mple point of 2.53 g cmW3. This corresponds to a lattice constant (for the crystalline solid) of 5.28 A.
Crystalline silicon is heated to 3000 K, and kept at this temperature for 6 ps, during which time it melts. The liquid is then cooled sequentially to 980 K in 200 K intervals. At each temperature the system is allowed to equilibrate for 3 ps.
The final configurations of the sw simulations are used as starting configurations for the TEIBM simulations. Some initial relaxation may he expected to occur on making the transition between the two methods for calculating forces. It is found that there is little relaxation at the start of the TBBM simulation as measured by the total energy (the fluctuations due to the constraint of fixed temperature are large enough to hide any relaxation effect). However, the distribution of sw threebody energies is different for the liquid state when produced from a sw simulation and that produced from a TBBM simulation (see figure 4) : the SW potential exaggerates the tetrahedral bonding (Stich er al 1991) to the system at 1780 K, the average energy per atom changes from -4.29 eV to -4.28 eV (1580 K), -4.35 eV (1380 K), -4.44 eV (1 180 K) and -4.59 eV (980 K). The change in energy per atom from the equipartition theorem (which only strictly applies to independent harmonic oscillators) associated with a drop in temperature of 200 K is about 0.05 eV. This suggests that there is very limited structural rearrangement taking place below 1780 K. The average coordination number remains constant at about 6.5, until 980 K is reached, when it drops to about 5. The distribution of sw three-body energies changes a small amount between 1780 K and 1180 K (figure 5). There is essentially no change between 1780 K and 1580 K (which correlates with the absence of change in the average total energy at these temperatures, suggesting that very little change in ionic configuration is able to provide the increase in potential energy needed to compensate for the loss of kinetic energy). Between 1580 K and 1380 K the distribution shifts almost rigidly to lower energies, though with some widening of the peak around the maximum. This corresponds to the bonding becoming slightly more tetrahedral in character, and is seen to correlate with a small decrease in total energy. Between 1380 K and 1180 K the distribution becomes more sharply peaked. This corresponds to reduced fluctuations in bond angle about the average value. Again this is seen to correlate with a small reduction in the total energy. A P Horsfield and P Ciancy At 980 K, the distribution changes dramatically, with a large increase in the number of low-energy bonds, and a much more 'ragged' distribution (figure 5). The change in the distribution is indicative of greatly increased tetrahedral bonding. The change in the diffusion constant D is shown in figure 6 . This figure shows behaviour typical of transport properties in the vicinity of a glass transition. Further evidence for the formation of a glass at 980 K is provided by the pair correlation function (figure 7). Comparison to figure 3 shows that g ( r ) for the solid formed at 980 K is neither crystalline (note in particular that the minimum at 2.9 A does not go to zero), nor liquid. However, it does have features typically associated with a glass: a higher first peak than in the crystalline solid and more featureless structure at larger values of r . Even though the system is not the well known amorphous phase (the coordination number is about five instead of four), it may well be that the system would become such if the simulation were run for long enough (simulation time of the order of s; see Luedtke and Landman 1988) . The find evidence for glass formation comes from the absence of a discontinuity in the average energy at the transition temperature (figure 2). which means an absence of a discontinuity in the entropy of the system since we are working at constant volume. Consequently, this phase transition may not be first order. This is consistent with what has been found from simulations using classical potentials (Cook and Clancy 1993 It is interesting to compare the variation of the energy per atom as a function of temperature calculated here, with that found by Wang et ai (1992) . From figure 2 the average rate of change of energy with temperature (the heat capacity per atom at constant volume) for the supercooled liquid phase is 4 x IOw4 eV K-l. This is essentially the same 
Electrical propemis
First the density of single-electron states is considered. Note that all the densities of states are calculated using a plane wave energy cut-off of 4.0 Ha, and 125 k points in the Brillouin zone (expanded from one k point by means of k . p perturbation theory, as described above). Only one configuration at each temperature is used, except at 980 K where two configurations are used. The key features are the following: for solid silicon there is a large reduction in the density of states around 12.9 eV, which corresponds to the energy gap in the perfect lattice; for liquid silicon there is an essentially smooth variation (no gaps) of the density of states such as would be expected from a metal (figure 8; note that the density of states for the liquid phase has been averaged over the configurations Com 1780 K, 1580 K, 1380 K and 1180 K). At 980 K, when the phase transition occm, the density of states (figure 9) acquires something of the characteristics of crystalline solid silicon, including a reduction in the density of states in the band gap region.
The frequency-dependent electrical conductivity is calculated using the same approach as adopted by Allen and Broughton (1987) , which is to use the Kubo formula
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where S2 is the volume of the unit cell, In%) is a Bloch state, and ~. k is the band energy.
The sum over the Brillouin zone is taken over the equivalent of eight k points. It is clear that the electrical conductivity varies little with temperature for frequencies above about 4.0 eV. In fact, the curves are essentially identical for temperatures from 1780 K down to 1180 K (figure 10). At low frequencies, however, there is a small steady reduction in the conductivity with decreasing temperature, which becomes suddenly much more pronounced at the phase transition. It was found that a Drude model, given by a(@) = u(0) /1 +w2r2, cannot be made to fit the whole range of frequencies. The zero-frequency conductivity u (0) is about 0.22 atomic units (1.0 x lo6 S2-' m-I ). This is in good agreement with the value of 0.27 atomic units found from experiment (Glazov ef al 1969) . At 980 K, there is a marked reduction in the low-frequency conductivity. This is consistent with the reduction in the density of states near the Fermi level (figure 9). Further, the variation of electrical conductivity with temperature is also consistent with experimental data produced by Thompson (1992) . More detailed experiments and calculations are planned to investigate the phase transition in greater detail. 
Conclusion
The melting of solid silicon and the cooling of liquid silicon was investigated using molecular dynamics. The essential new contribution is that the structural and electronic properties were studied in the supercooled liquid region, leading to results consistent with recent experimental findings (Thompson 1992) . Both the SW potential and the TBBM were used to calculate the forces. All final results were produced with the TBBM. The electronic properties were investigated using an empirical pseudopotential method with a plane wave basis. The temperature at which the solid is found to become unstable and pass into the liquid phase is about 2300 K (as opposed to the experimental melting temperature, which is 1680 K). The bulk system considered here thus superheats by about 30%; this is in good agreement with the superheating found with the SW potential (Broughton and Li (1987) found 35% overheating). On cooling, the properties of the liquid were found to change with temperature. There is a decrease in the total energy and a steady reduction in the diffusion constant as the temperature decreases. The sw three-body energy distribution changes a little in the direction of increasing tetrahedral bonding. At 980 K, the liquid undergoes a transition to a glassy phase. This is consistent with the results found using classical potentials (Cook and Clancy 1993) . There are large changes in the pair correlation function, the sw threebody energy distribution, the diffusion constant, the density of electron single-particle states and the electrical conductivity. All of these changes are consistent with the system becoming more like diamond cubic silicon through increased tetrahedral bonding.
The electrical conductivity at low frequency undergoes a large decrease at 980 K, which is due to a reduction in the density of states near the Fermi level.
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Appendix. The tight-binding bond model
The primary method used in this work for evaluating the forces on the ions is the TBBM method (Sutton el a1 1988, Wang et al 1989) . The method is as follows. From the density functional theory of the electron gas, it is known that the total energy of the electrons in the ground state is a unique functional of the ground state electron density (Jones and Gunnarsson 1989) . Let us call this functional E [ n ( r ) ] . Ignoring the ionic kinetic energy, the total energy of the system is the sum of the electronic energy, and the ion-ion (Coulomb) interaction. Thus formally the energy is Here, I is an index for an ion, RI is the position of an ion, e is the electronic charge and Z l e is the charge on an ion. To find the ground state density (and hence the ground state energy) the energy functional E [ n ] must be minimized with respect to n(r). Following the prescription of Kohn and Sham (1965) , the electron density is written as the sum of squares of one-particle wavefunctions where AE[n] contains a Hartree term and an exchange-correlation term. The first approximation is to replace this exact expression for the total energy with the approximate one obtained by replacing the self-consistent density in the exact case with a sum of atomic densities (Harris 1985 , Foulkes 1987 . The second approximation of the TBBM is as follows (it is justified by Sutton et al 1988). The last two terms on the right hand side of equation (AS) are combined into one term, which is then approximated by a sum of pair potentials
~# J ( T ) .
That is H:y = (Z,aI&lZ',LY').
(A.7)
The third approximation is to replace these exact matrix elements by known forms of the type 
(A.ll)
where the prime on the first sum in the fourth equality means that all terms with Z = I' are to be omitted. In equation (A.12) . li) is an eigenstate (that is (rli) = & ( T ) ) , and (Zolli) is a component of the eigenvector found from diagonalizing the Hamiltonian matrix. To pass from the second to the third equality, the fact that eigenvectors are normalized to one is used.
