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ON THE FOURIER-WALSH SPECTRUM
OF THE MOEBIUS FUNCTION
J. Bourgain
Abstract. We study the Fourier-Walsh spectrum {µ̂(S);S ⊂ {1, . . . , n}}
of the Moebius function µ restricted to {0, 1, 2, . . . , 2n − 1} ≃ {0, 1}n and
prove that it is not captured by levels {µ̂(S)| |S| < n
2
3
−ε}. An application
to correlation with monotone Bolean functions is given.
0. Introduction
This paper may be seen as a companion of [B1] on the behavior of the
Fourier-Walsh coefficients of the Moebius function µ restricted to a large
interval {1, 2, . . . , N}, N = 2n. While in [B1] we did establish nontrivial
uniform upper bounds on the F-W coefficients of µ, we are interested here
in their distribution. Our main result shows that µ cannot be captured by
‘low order’ Walsh functions, more precisely
Theorem 1. Let λ > 0 be a fixed constant and n0 ∼ (logn)−1−cλn2/3. Then∑
|A|≤n0
|µ̂(A)|2 < (logn)−λ (0.1)
where
µ̂(A) =
1
N
∑
x∈{0,1}n
wA(x)µ
( n−1∑
j=0
2jxj
)
(0.2)
and
wA(x) =
∏
j∈A
(1− 2xj). (0.3)
We note here that [B1] does not provide a statement of this strength, at
least not unconditionally. Also to be mentioned is B. Green’s paper [Gr] that
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contains a similar result, but with a slightly lower cutoff level n0 (a small
technical upgrading of the argument in [Gr] would allow to reach n0 = n
1
2
−ε).
The paper [Gr], [B1] and also the present one are motivated by the general
problem of understanding the computational complexity of µ. In particular,
our exponent 23 in Theorem 1 allows us to address a question posed by
G. Kalai on the (non)-correlation of µ with monotone Boolean functions
([B1] only provides a conditional proof of this fact). We are invoking here
an important result of Bshouty and Tamon [B-T], implying roughly that
any monotone Boolean function on {0, 1}n has most of its Fourier-Walsh
spectrum below level 0(
√
n). Hence Theorem 1 implies
Corollary 2. The Moebius function does not correlate with monotone Boolean
functions.
Of course Theorem 1 is equally interesting in the context of circuit com-
plexity and in particular B. Green’s result [Gr] on ACo-circuits. The proof of
Theorem 1 rests on the circle method and has similarities with the author’s
paper [B2] on establishing a prime number with prescribed binary digits
xj = aj ∈ {0, 1} for j ∈ A ⊂ {1, . . . , n− 1}. In both cases, the main interest
is braking the 12 -barrier (in [B2], we allow sets A satisfying |A| < n
4
7
−ε, while
a previous result in [H-K] is limited to |A| < n 12−ε for A in general position).
Braking this 12 -barrier, unconditionally, seems to require a certain refinement
of the ‘classical’ method. We should indeed refer to the results of Balog and
Perelli [B-P] that immediately imply a stronger version of Theorem 1 with
n0 replaced by n1 ∼ n(logn)2 , for some constant c > 0, provided one assumes
that there are no Siegel zero’s (see [B-P], Theorem 3). While we use part of
the analysis in [B-P], additional work is required to estimate the effect of a
possible Siegel zero in our problem (mostly carried out in §4 of the paper).
Significant here is the observation made in [Gr] that the modulus r of a prim-
itive Siegel character is not a power of 2. This feature is responsible for an
amazing difference between the usual Fourier and Fourier-Walsh expansions
of the Moebius function regarding the effect of possible Siegel zero’s.
We also want to point out that, while [B2] is conceptionally close to the
present paper, there are significant differences between the problems studied
and we were forced to reproduce several modified arguments from [B2].
Finally, the exponent 2
3
in Theorem 1 may be a restriction of technical
nature. Our primary goal was to go beyond 12 and more work may lead to
further improvement.
1. Preliminaries
Let N = 2n, n ∈ Z+ large and restrict the Moebius function µ to [0, N [.
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Identifying [0, N [ with the Boolean cube Ω = {0, 1}n by binary expansion
x =
∑
0≤j<n
xj2
j (1.1)
the Walsh system
{
wA;A ⊂ {0, 1, . . . , n− 1}
}
is defined by wφ = 1 and
wA(x) =
∏
j∈A
(1− 2xj) = eiπ
∑
j∈A
xj . (1.2)
The Walsh functions on Ω form an orthonormal basis
(
the character group
of (Z/2Z)n
)
and given a function f on Ω, we write
f =
∑
A⊂{0,... ,n−1}
f̂(A)wA (1.3)
where f̂(A) = 2−n
∑
n∈Ω f(n)wA(n) are the Fourier-Walsh coefficients of f .
Understanding the size and distribution of those coefficients is well-known
to be important to various issues, in particular in complexity theory and
computer science. Roughly speaking, a F-W spectrum which is ‘spread out’
indicates a high level of complexity for the function f .
Specifying f = µ|Ω, we proved in [B1] the uniform estimate
|µ̂(A)| < 2−n
1
10 for all A ⊂ {0, 1, . . . , n− 1}. (1.4)
We consider here the related but slightly different problem of how large
n0 ∈ Z+ can satisfy ∑
|A|≤n0
|µ̂(A)|2 = o(1). (1.5)
Thus (1.5) means that µ is not captured by Walsh functions of weight below
n0.
For 0 ≤ ρ ≤ 1, define Kρ on {0, 1}n by
Kρ(x) =
n−1∏
0
(1 + ρ− 2ρxj). (1.6)
Clearly Kρ ≥ 0 and
∫
Ω
Kρ = 1. Denote Tρ the convolution operator
Tρf(x) =
∫
Ω
f(x+ y − 2xy)Kρ(y)dy =
∑
f̂(A)ρ|A|wA(x) (1.7)
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which is a contraction.
Assume n0 ≤ n and ∑
|A|≤n0
|f̂(A)|2 > c > n−C . (1.8)
Take ρ = 1− 1n0 . Hence, from (1.7)
〈f, Tρf〉 > c
(
1− 1
n0
)n0
> c′ (1.9)
and moreover
‖Tρf‖∞ ≤ ‖f‖∞ (1.10)∑
|A|>ℓ
|T̂ρf(A)|2 ≤
(
1− 1
n0
)2ℓ
‖f‖22. (1.11)
Thus the advantage of Tρf over
∑
|A|≤n0
f̂(A)wA is to preserve (1.10).
We also need to involve the usual Fourier spectrum.
Let h : R→ {1,−1} be the 1-periodic function defined by

h = 1 if 0 ≤ x < 1
2
h = −1 if 1
2
≤ x < 1.
Hence
wA(x) =
∏
j∈A
h
( x
2j+1
)
. (1.12)
Write for x ∈ Z
h
( x
2j+1
)
=
∑
r
ar,j e
( rx
2j+1
)
where
∑
r
|ar,j| < Cj. (1.13)
It follows that
wA(x) =
∑
r
are
(rx
2n
)
with
∑
|ar| < (Cn)|A|. (1.14)
Given f , the generating function
Sf (α) =
N−1∑
x=0
f(x)e(αx) (1.15)
4
is a 1-periodic function on R.
By (1.14)
|SwA(α)| ≤
∑
r
|ar|
( 1
N
+
∥∥∥α+ r
2n
∥∥∥)−1
and hence
‖SwA‖L1(T) < C logN(Cn)|A|. (1.16)
In view of (1.11), (1.16), we deduce
Lemma 1. Assume f on [0, N [ satisfies ‖f‖∞ ≤ 1. Given 1 < K < n2n0
there is a decomposition
Tρf = f1 + f2
(
ρ = 1− 1
n0
)
(1.17)
such that
f̂1(A) = 0 for |A| > Kn0 (1.18′)
and
‖Sf1‖1 < (Cn)2Kn0 (1.18′′)
and
‖f2‖2 < e−K
√
N. (1.19)
Let f = µ|[1,N [ and assume (1.8) holds for some n0 = o(n).
Let ρ = 1− 1
n0
and denote Tρ[µ] by f ,
S(α) =
N∑
1
µ(k)e(hα) and Sf (α) =
N∑
1
f(k)e(kα). (1.20)
2. Minor Arcs Contribution
We fix a parameter B = B(n) which will be specified later. At this point,
let us just say that logB = o(n).
The major arcs are defined by
M(q, a) =
[∣∣∣α − a
q
∣∣∣ < B
qN
]
where q < B. (2.1)
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Given α, there is q < NB such that∣∣∣a− a
q
∣∣∣ < B
qN
<
1
q2
and (a, q) = 1.
From Vinogradov’s estimate (Theorem 13.9 in [I-K])
|S(α)| <
(
q
1
2N−
1
2 + q−
1
2 +N−
1
5
) 1
2
(logN)4N
≪
( N
B
1
4
+
N
q
1
4
+N
9
10
)
(logN)4. (2.2)
Hence if q ≥ B,
|S(α)| ≪ N
B
1
4
(logN)4. (2.3)
Denoting
M =
⋃
q≤B
⋃
(a,q)=1
M(q, a)
it follows that
‖S‖L∞(T\M) < CN(logN)4B−1/4. (2.4)
From (1.9), (1.20) ∫ 1
0
S(α)Sf (α)dα > c
′. (2.5)
Fix K and let f = f1 + f2 be the decomposition from Lemma 1. By (1.18),
(1.19), (2.4)
∣∣∣ ∫ 1
0
S(α)Sf (α)dα−
∫
M
S(α)Sf (α)dα
∣∣∣ ≤
‖S‖2.‖Sf2‖2 +
∫
T\M
|S| |Sf1 |
< e−KN + CN(logN)4B−
1
4 (Cn)2Kn0 .
Taking K ∼ | log c′| and
logB > C(logn)n0 + C log log n (2.6)
we obtain ∣∣∣ ∫
M
S(α)Sf (α)dα
∣∣∣ > 1
2
c′. (2.7)
3. Major Arcs Analysis (I)
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Consider the contribution ∫
M
S.Sf . (3.1)
At this stage we first recall some results from [B-P]. Following [B-P], let
R = exp
(
c1
logN
log logN
)
(3.2)
with c1 > 0 an appropriate constant.
There is an absolute constant c0 > 0 such that for at most one primitive
character X (mod q), q ≤ R, the Dirichlet L-function L(s,X ) may vanish in
the region
σ > 1− c0
logR
; |t| ≤ R2. (3.3)
If the exceptional character exists, then L(s,X ) has a unique zero β in the
region (3.3) and β is simple and real.
Next, [B-P] distinguishes the two cases.
Case I. The exceptional character exists and β satisfies
1− β < c0
2 logR
. (3.4)
Case II. The exceptional character does not exist or, if it exists, β satisfies
1− β ≥ c0
2 logR
. (3.5)
Lemma 2. ( [B-P], Theorem 3).
If Case II, then ∫
M1
|S(α)|2dα≪A N
(logN)A
(3.6)
with
M1 =
⋃
q≤R
⋃
(a,q)=1
{
α;
∣∣∣α − a
q
∣∣∣ < R(logN)A+1
qN
}
. (3.7)
Recalling the above definition of M, it follows from (3.6) that for
B < R (3.8)∫
M
|S|.|Sf | ≤ ‖Sf‖2.‖S|M1‖2 < CAN(logN)−A/2 (3.9)
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(contradiction). Hence, recalling (2.6), we obtain that
∑
|A|<n0
|µ̂(A)|2 = o(1) for n0 ∼ logN
(log logN)2
(3.10)
conditional to the absence of Siegel zero’s.
The remainder of the paper aims at establishing an unconditional result.
We first perform the following manipulation of f .
Fix some
logB < m <
n
100
(3.11)
(to be specified later) and partition [1, n] in intervals Jα of size
|Jα| ∼ m. (3.12)
Let
K0 =
(
1 +
n0m
n
)
e3K (3.13)
and define for A ⊂ {0, 1, . . . , n− 1}
ωα(A) =
{
1 if |A ∩ Jα| ≥ K0
0 otherwise.
Let f = f1 + f2 be the decomposition from Lemma 1 and estimate using
(1.19) ∑
A
ωα(A)|f̂(A)|2 ≤ e−2KN +
∑
A
ωα(A)|f̂1(A)|2. (3.14)
If f̂1(A) 6= 0, then |A| ≤ Kn0 and hence
∑
α ωα(A) .
Kn0
K0
, implying
∑
α. n
m
[∑
A
ωα(A)|f̂1(A)|2
]
.
Kn0
K0
N.
Therefore there is some α such that
n
4m
< α <
n
2m
and
∑
A
ωα(A)|f̂1(A)|2 . Kn0m
K0n
N < e−2KN. (3.15)
The function
g(x) =
∑
|A∩Jα|<K0
f̂(A)wA (3.16)
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satisfies by (3.14), (3.16)
‖f − g‖2 < e−KN (3.17)
and also
‖g‖∞ < nK0 . (3.18)
From (2.7), (3.17), ∣∣∣ ∫
M
S(α)Sg(α)dα
∣∣∣ > 1
3
c′. (3.19)
We analyze ∑
(a,q)=1
∫
M(q,a)
S(α)Sg(α)dα (3.20)
using multiplicative characters.
Expand
e
(ak
q
)
=
1
φ(q)
∑
X (mod q)
X (a)cX (k) (3.21)
where
cX (k) =


X 1
( k
(k, q)
) ϕ(q)
ϕ( q(k,q))
µ
( q
q1(k, q)
)
X1
( q
q1(k, q)
)
τ(X1) if q1
∣∣∣ q
(q, k)
0 otherwise
(3.22)
where X (mod q) is induced by the primitive character X1(mod q1).
Let 0 ≤ η ≤ 1 be a suitable compactly supported smooth bumpfunction
on R centered at 0. Writing α = a
q
+ β ∈ M(q, a) and using orthogonality,
we obtain for (3.20)
B
qN
1
φ(q)
∑
X (mod q)
∑
k1,k2
cX (k1)cX (k2)µ(k1)g(k2) η̂
(
(k1 − k2) B
qN
)
. (3.23)
Assume the exceptional character X ∗(mod r) exists, r < B, and denote B
the set of characters X (mod q), r|q that are induced by X ∗.
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Decompose∫
M
S.Sg =
B
N
∑
q<B
1
qφ(q)
∑
X (mod q)
X 6∈B
∑
k1,k2
cX (k1) cX (k2)µ(k1) g(k2) η̂
(
(k1 − k2) B
qN
)
(3.24)
+
B
N
∑
q<B
r|q
1
qφ(q)
∑
k1,k2
cX (k1)cX (k2)µ(k1) g(k2) η̂
(
(k1 − k2) B
qN
)
(3.25)
where in (3.25), X is the unique character (mod q) induced by X ∗.
Again by orthogonality and Cauchy-Schwarz inequality
(3.24) =
B
N
∑
q<B
1
q
∑
(a,q)=1
∑
k1,k2
1
φ(q)
[ ∑
X 6∈B
(mod q)
X (a)cX (k1)
]
e
(
− ak2
q
)
µ(k1)g(k2) η̂
(
(k1 − k2) B
qN
)
≤
∑
q<B
∑
(a,q)=1
∫
|β|< B
qN
∣∣∣ N∑
k=1
µ(k)
1
φ(q)
[ ∑
X 6∈B
(mod q)
X (a)cX (k)
]
e(kβ)
∣∣∣ ∣∣∣Sg(a
q
+ β
)∣∣∣dβ
≤
{∑
q<B
∑
(a,q)=1
∫
|β|< B
qN
∣∣∣ N∑
k=1
µ(k)
1
φ(q)
[ ∑
X 6∈B
(mod q)
X (a)cX (k)
]
e(kβ)
∣∣∣2dβ} 12 .‖Sg‖2
< (3.26)
1
2
√
N. (3.26)
Restrict q ∼ Q < B. Performing the β-integration, we bound (3.26) by
(logN)2
B2
Q2N
∑
q∼Q
∑
(a,q)=1
∣∣∣∑
k∈I
µ(k)
1
φ(q)
[ ∑
X 6∈B
(mod q)
X (a)cX (k)
]∣∣∣2 (3.27)
where I ⊂ [1, N ] is an interval of size ∼ QNB .
By orthogonality
(3.27) = (logN)2
B2
Q2N
∑
q∼Q
1
φ(q)
∑
X 6∈B
(mod q)
∣∣∣∑
k∈I
µ(k)cX (k)
∣∣∣2. (3.28)
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At this stage, we follow the argument from the proof of Theorem 3 in [B-P],
noting that we have excluded characters induced by the exceptional character
X ∗.
We briefly recall the steps. Setting d = (k, q), we have
cX (k) = X 1
(k
d
)
cX (d) (3.29)
and cX (d) = 0 unless q1
∣∣∣ qd , qdq1 square free, ( qq1d , q1) = 1, in which case
|cX (d)| = ϕ(q)
ϕ( qd)
q
1/2
1 . (3.30)
Write ∑
k∈I
µ(k)cX (k) =
∑
d| q
q1
cX (d)µ(d)
∑
k1∈
1
d
I
(k1,q)=1
µ(k1)X 1(k1)
hence ∣∣∣∑
k∈I
µ(k)cX (k)
∣∣∣ ≤ ∑
d| q
q1
,d sf
ϕ(q)
ϕ( qd)
q
1/2
1
∣∣∣ ∑
k1∈
1
d
I
µ(k1)X (k1)
∣∣∣. (3.31)
We use Theorem 4 from [B-P] (the ‘case II-assumption’ in the statement
amounts to assuming X1 6= X ∗). Thus we have
Lemma 3. Let I1 ⊂ [1, N ] be an interval of size |I1| > NB and X (mod q), q ≤
B, not induced by the exceptional character. Then∣∣∣ ∑
k∈I1
µ(k)X (k)
∣∣∣≪A |I1|
(logN)A
. (3.32)
From (3.32)
(3.31)≪A |I|
(logN)A
∑
d| q
q1
,d sf
ϕ(q)
ϕ( q
d
)
q
1/2
1
1
d
< (logN)−A q
1/2
1 2
ω( q
q1
)|I|. (3.33)
Substituting (3.33) in (3.28) gives
(3.28)≪A 1
(logN)A−2
B
Q
∑
q∼Q
1
ϕ(q)
∑
X (mod q)
q
1
2
1 2
ω( q
q1
)
∣∣∣∑
k∈I
µ(k)cX (k)
∣∣∣.
(3.34)
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Using again (3.29), (3.30) and writing q2 =
q
q1
,
(3.34) <
1
(logN)A−2
B
Q
∑
q∼Q
1
ϕ(q)
∑
X (mod q)
q
1
2
1 2
ω( q
q1
)
∑
d| q
q1
|µ(d)| |cX (d)|
∣∣∣ ∑
k1∈
1
d
I
(k1,
q
q1
)=1
µ(k1)X1(k1)
∣∣∣
<
1
(logN)A−2
B
Q
∑
q2≤2Q
∑
d|q2
d sf
2ω(q2)
ϕ( q2
d
)
∑
q1≤
2Q
q2
q1
ϕ(q1)
∑∗
X (mod q1)
∣∣∣ ∑
k1∈
1
d
I
(k1,q2)=1
µ(k1)X (k1)
∣∣∣.
(3.35)
(
∑∗
means summation over primitive characters).
According to [B-P], Theorem 5
Lemma 4. Let ℓ ∈ Z+. Then, with R as in (3.2)
∑
q≤R
q
ϕ(q)
∑∗
X (mod q)
∣∣∣ ∑
k∈I1,(k,ℓ)=1
µ(k)X (k)
∣∣∣≪ε (logN)74(R2N 12 ℓε+R|I1| 12N 310 ℓε+|I1|).
(3.36)
Hence
∑
q1≤
2Q
q2
q1
ϕ(q1)
∑∗
X (mod q1)
∣∣∣ ∑
k1∈
1
d
I,(k1,q2)=1
µ(k1)X (k1)
∣∣∣≪ (logN)74QN
Bd
(3.37)
and
(3.26), (3.35)≪A (logN)−A+76N
∑
q2<2Q
4ω(q2)
ϕ(q2)
≪ (logN)−A+90N. (3.38)
This gives
(3.24)≪A (logN)−AN. (3.39)
Next, we analyze the contribution (3.25) of the exceptional character.
Estimate for some Q < B
(3.25)≪ (logN)4 B
NQ
∑
I
∑
q∼Q,r|q
1
ϕ(q)
( ∑
k∈I1,k sf
|cX (k)|
)∣∣∣ ∑
k∈I2
g(k)cX (k)
∣∣∣
(3.40)
where in the first sum, I runs over a partition of [1, N ] in intervals of size
∼ QNB and I1, I2 denote a pair of subintervals of I.
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Since X is induced by X ∗(mod r), it follows from (3.29), (3.30) that
cX (k) = X ∗
(k
d
)
cX (d) and |cX (d)| < ϕ(q)
ϕ( q
d
)
r1/2. (3.41)
Hence ∑
k∈I,k sf
|cX (k) ≤ r 12
∑
k∈I,k sf
(
k,
q
r
)
≪ r 12 NQ
B
2ω(
q
r
) (3.42)
and
(3.40)≪ (logN)4r
∑
I
∑
q∼Q
r|q
2ω(
q
r
)
∑
d| q
r
1
ϕ( q
d
)
∣∣∣∑
k∈I
d|k
g(k)X ∗
(k
d
)∣∣∣. (3.43)
Write r = 2γr1, (r1, 2) = 1, r1 > 1 (r is a power of 2, cf. [Gr]). Let X ∗ =
X ∗0X ∗1 ,X ∗0 (mod2γ),X ∗1 (mod r1).
Since X ∗1 is primitive,
X ∗1 (k) =
1
τ(X ∗1 )
∑
(a,r1)=1
X ∗1 (a)er1(ak)
and we may also bound (3.43) by
r r
1/2
1 (logN)
4
∑
I
∑
q∼Q
r|q
2ω(
q
r
)
∑
d| q
r
1
ϕ( qd)
∣∣∣∑
k∈I
d|k
g(k)X ∗0
(k
d
)
er1
(
a
k
d
)∣∣∣ (3.44)
with (a, r1) = 1.
Depending on whether r1 is small or large, we use (3.44) or (3.43).
The estimates are carried out in the next section.
4. Major Arcs Analysis (II)
First, observe that the ‘trivial’ estimate on (3.43) gives
(logN)5
r
Q
∑
k≤N
∑
d|k
d 2ω(d)
( ∑
q1∼
Q
dr
2ω(q1)
)
|g(k)|. (4.0)
Bounding
∑
q1∼
Q
dr
2ω(q1) ≤
(Q
dr
)1/2[ ∑
q1∼
Q
dr
4ω(q1)
] 1
2 ≪ (logN)2 Q
dr
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we obtain
(4.0) < (logN)7
∑
k<N
(∑
d|k
2ω(d)
)
|g(k)|
< (logN)7
( ∑
k<N
τ(k)4
) 1
2 ‖g‖2
< (logN)24
√
N‖g‖2. (4.1)
Recall the definition (3.16) of g.
Let J = Jα = [n1, n2[⊂ [0, n[ where n2 − n1 = m and n2 > n1 > n4 .
Write
x =
∑
j<n1
xj2
j +
∑
n1≤j<n2
xj2
j +
∑
n2≤j<n
xj2
j = u+ 2n1y + w. (4.2)
and
g(x) =
∑
A⊂{0,1,... ,m−1}
|A|<K0
gA(u, w)wA(y) (4.3)
where y ∈ {0, 1, . . . , m− 1}.
We will choose
n0 >
√
n and o(n) > m > logB > C(logn)n0. (4.4)
Recalling (3.13) and the choice K ∼ | log c′|, we have
K0 ∼
( 1
c′
)C n0m
n
(4.5)
(C a constant).
Recalling (1.12), we need an approximation of wA with suitably restricted
Fourier transform. Let ℓ ∈ Z+ be another parameter and replace the step
function h by a function −1 ≤ h0 ≤ 1 satisfying
h0 =


1 + 0(2−ℓ) if 0 ≤ x < 1
2
− 2−ℓ
−1 + 0(2−ℓ) if 1
2
≤ x < 1
(4.6)
and
supp ĥ0 ⊂ [−2ℓ, 2ℓ]. (4.7)
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Denoting
w˜A(y) =
∏
j∈A
h0
( y
2j+1
)
(4.8)
it follows from (4.6), (4.7) that
2
−m
2 ‖wA − w˜A‖2 < C|A|2−ℓ/2 < CK0 2−ℓ/2 (4.9)
and
w˜A(y) =
∑
{bj}j∈A
( ∏
j∈A
ĥ0(bj)
)
e
(∑
j∈A
bj
2j+1
y
)
(4.10)
where ∑
{bj}
∣∣∣ ∏
j∈A
ĥ0(bj)
∣∣∣ ≤ ‖ĥ0‖|A|1 (4.11)< (cℓ)K0 . (4.11)
Note that if we replace each wA by w˜A in (4.3), we obtain a function g˜ that
satisfies
‖g − g˜‖ℓ2[1,N ] ≤
∑
A
‖gA‖ℓ2u,w‖wA − w˜A‖ℓ2y
(4.9)≪ K02−ℓ/2
(
m
K0
)
‖g‖2
. nK02−ℓ/2
√
N. (4.12)
In view of the estimate (4.1), we can take
ℓ ∼ (logn)K0. (4.13)
Hence, by (4.7), (4.11)
|bj| < nCK0 and
∑
{bj}
∣∣∣ ∏
j∈A
ĥ0(bj)
∣∣∣ < (C(logn)K0)K0 . (4.14)
Returning to (3.43), (3.44), write
d = 2νd1; (d1, 2) = 1 (4.15)
and
r = 2γr1; (r1, 2) = 1 and r1 > 1. (4.16)
We carry out the estimate by fixing u, w and exploiting the y-variable. By
(4.2), since ν < logQ = o(n), the condition d|x clearly becomes
2ν |u and y = z + d1y′, y′ ∈
{
0, 1, . . . ,
[2m
d1
]}
(4.17)
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where
z = z(u, w) ∈ {0, 1, . . . , d1−1} is determined by u+ w + 2n1z ≡ 0(mod d1).
Note also that log |I| > n− logB > (1− o(1))n and, by our choice of n1, the
restriction x ∈ I essentially amounts to restricting w ∈ I.
From the preceding and (4.3) with wA placed by w˜A, we estimate in (3.43)∣∣∣∑
x∈I
d|x
g(x)X ∗
(x
d
)∣∣∣ by
∑
w∈I
∑
2ν |u
∑
A⊂{0,1,... ,m−1}
|A|<K0
|gA(u, w)|
∣∣∣ ∑
y′< 2
m
d1
w˜A(z + d1y
′)X ∗1
(u+ w + 2n1z
d
+ 2n1−νy′
)∣∣∣
(4.18)
and in (3.44)∣∣∣∑
x∈I
d|x
g(x)er
(ax
d
)∣∣∣ by
∑
w∈I
∑
2ν |u
∑
A,|A|<K0
|gA(u, w)|
∣∣∣ ∑
y′< 2
m
d1
w˜A(z + d1y
′)e
(a1
r1
y′
)∣∣∣
(4.19)
where a1 ≡ 2n1−ν−γ .a(mod r1), (a1, r1) = 1.
We consider first the case where r1 is small, proceeding with (3.44), (4.19).
Using (4.10), the inner sum in (4.19) is bounded by
∑
{bj}
∏
j∈A
|ĥ0(bj)|
∣∣∣ ∑
y< 2
m
d1
e
((a1
r1
+ d1
∑
J∈A
bj
2j+1
)
y
)∣∣∣. (4.20)
Substitution in (3.44) gives then an estimate
r
1
2
1 r n
4 1
Q
∑
A
∑
w
∑
ν
2ν
∑
2ν |u
∑
d1.2−ν
Q
r
2ω(d1)d1
( ∑
q1∼
Q
dr
2ω(q1)
)
|gA(u, ω)|.(4.20)
≪ r 121 n7
∑
A
∑
w
∑
ν
∑
2ν |u
|gA(u, w)|
∑
d1<2−ν
Q
r
2ω(d1).(4.20)
(4.10),(4.14)≪ r 121 n10
(
m
K0
)(
C(log n)K0
)K0
2−m‖g‖ℓ1x .(4.21)
≪ r 121
(
Cn(logn)K0
)K0
N2−m.(4.21) (4.22)
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(since ‖g‖1 ≤
√
N‖g‖2 < 2N)
and where (4.21) is an upper bound on
∑
d∼D
d odd
2ω(d)
∣∣∣ ∑
y< 2
m
d
e
((a1
r1
+ d
∑
j∈A
bj
2j+1
)
y
)∣∣∣
≪
∑
d∼D
d odd
2ω(d)
[∥∥∥a1
r1
+ d
(∑
j∈A
bj
2j+1
)∥∥∥+ D
2m
]−1
. (4.23)
We analyze (4.23) according to [B2], §4.
Note that the contribution of those d for which∥∥∥a1
r1
+ d
(∑
j∈A
bj
2j+1
)∥∥∥ > B2n2K02−m (4.24)
in (4.22) is at most
r
1
2
1
N
B2
n−
1
2
K0
(∑
d∼D
2ω(d)
)
< N.n−
1
3
K0 (4.25)
and it remains to consider the others.
We assume
(
cf. (4.4)
)
m > 10 logB + CK0 logn. (4.26)
Since |A| < K0, there is some m1 ∈
{[
m
4
]
, . . . ,
[
m
2
]}
such that
A ∩ [m1, m2] = φ with m2 = m1 +
[
m
5K0
]. Writing
β =
∑
j∈A
bj
2j+1
=
∑
j∈A
j<m1
bj
2j+1
+
∑
j∈A
j>m2
bj
2j+1
= β1 + β2
it follows from (4.14) that
|β2| < nCK02−m2 < nCK02−m4 . (4.27)
Hence, if d fails (4.24), we have, since (r1, 2) = 1
1
r12m1
≤
∥∥∥a1
r1
+ dβ1‖ < nCK02−m2d+ 2− 34m. (4.28)
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by (4.25). Therefore
d ≥ n−CK0 2[ m5K0 ] 1
r1
> 2
m
6K0 (4.29)
provided
r1 < 2
m
60K0 (4.30)
and, recalling (4.5),
m > CK20 logn or n >
( 1
c′
)C
(logn)n0
√
m. (4.31)
We assume (4.30) and (4.31).
Hence, we may take D > 2
m
6K0 in (4.23).
Next, denoting d′ the difference between distinct integers d that fail (4.24),
we have
d′ 6= 0, ‖d′β‖ < 2− 34m.
Hence
‖d′β1‖ < |d′|.2−m1−
m
6K0
implying that either
|d′| > 2 m6K0 (4.32)
or
0 < |d′| ≤ 2 m6K0 and d′β1 ≡ 0(mod1). (4.33)
Let τ be the power of 2 in the factorization of d′. Then
2τ ≤ 2 m6K0 and 2τβ1 ≡ 0(mod1). (4.34)
If d ∼ D is any integer failing (4.24), it follows from (4.34) that
1
B
<
1
r1
≤
∥∥∥2τa1
r1
∥∥∥ ≤ 2τ∥∥∥a1
r1
+dβ
∥∥∥+2τD|β2| < 2−m2 +2 m6K0 BnCK02−m4 < 2−m8
(4.35)
(contradiction).
This shows that the difference between two distinct elements d failing
(4.24) is at least 2
m
6K0 . Therefore, since D > 2
m
6K0 , we get∑
d∼D
d fails (4.24)
2ω(d)
1
‖a1r1 + dβ‖+ D2m
≤
2m
D
(∑
d∼D
4ω(d)
) 1
2 |{d ∼ D; d fails (4.24)| 12 .
2m
D
(logD)4D
1
2
(
1 +D.2
− m
6K0
) 1
2
.
2m(logD)4 2
− m
12K0 . (4.36)
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Substituting (4.36) in (4.22) gives the estimate
r
1
2
1 (Cn(logn)K0)
K0+42−
m
12KN
(4.26)
< 2
− m
13K0 r
1
2
1 N. (4.37)
Summarizing, from (4.25), (4.37), (4.5), and by assumption (4.30) on r, we
have
(3.44) <
(
n−
1
3
K0 + r
1
2
1 2
− m
13K0
)
N < 2n−
1
3
K0N < 2−
n0m
n
lognN. (4.38)
Recall also conditions (2.6), (4.26), (4.31) on B and m
logB > C(log n)n0m > 10 logB and n >
( 1
c′
)C
n0
√
m logn. (4.39)
Next, consider the case that r1 is ‘large’, in the sense that (4.30) fails
r1 ≥ 2
m
60K0 . (4.40)
We now proceed with (3.43), (4.18), obtaining instead of (4.22) the bound(
Cn(logn)K0
)K0
N2−m.(4.41) (4.42)
with (4.41) an upper bound on
∑
d∼D
d odd
2ω(d)
∣∣∣ ∑
y< 2
m
d
e
(
d
(∑
j∈A
bj
2j+1
)
y
)
X ∗1 (ℓ+ 2ty)
∣∣∣. (4.41)
for some ℓ, t ∈ Z+.
The inner sum in (4.41) may be further evaluated by
r1 +
2m
dr1
.(4.43) (4.42)
with (4.43) of the form
∣∣∣ r1−1∑
y=0
e(θy)X ∗1 (ℓ1 + 2ty)
∣∣∣ = (4.43)
for some θ ∈ R and ℓ1 ∈ Z.
Writing θ = br1 +ψ(mod1), |ψ| < 1r1 , partial summation gives an estimate
on (4.43) by an incomplete sum∑
y∈V
er1(by)X ∗1 (ℓ1 + 2ty) (4.44)
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with V a subinterval of {0, 1, . . . , r1 − 1}.
Completing the sum (4.44), we obtain, since (r1, 2) = 1
(log r1)
∣∣∣ r1−1∑
y=0
er1(b1y)X ∗1 (ℓ1 + 2ty)
∣∣∣ =
(log r1)
∣∣∣ r1−1∑
y=0
er1(b2y)X ∗1 (y)
∣∣∣ = (log r1)√r1
since X ∗1 is primitive.
Therefore (4.41) is bounded by
∑
d∼D
2ω(d)
(
r1 +
2m
d
√
r1
log r1
)
≪ (logN)4
(
B2 +
2m√
r1
) (4.39),(4.40)
< 2m2−
m
121K0
and, by (4.31)
(4.42) < N2−
m
122K0 . (4.45)
Thus the estimate (4.38) also holds for r1 large.
In view of (4.39), choose m, logB ∼ n0 log n and n0 such that
n1/2 < n0 < (c
′)C
n2/3
logn
. (4.46)
Since (4.38) is an estimate for (3.25) and recalling (3.39), this proves that
∣∣∣ ∫
M
S(α)Sg(α)dα
∣∣∣≪A N
(logN)A
. (4.47)
Recalling (3.19) and the construction from §1, we therefore proved that
∑
|A|≤n0
|µ̂(A)|2 < (logn)−λ provided n0 < (logn)−Cλ n2/3 (4.48)
for any fixed constant λ ≥ 1.
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