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a b s t r a c t
In this study, we present a numerical approximation for the solutions of the system of
high-order linear retarded and advanced differential equations with variable coefficients
under themixed conditions. Thismethod is based on taking the truncated Bessel expansion
of the functions in the retarded and advanced differential equation system. By the aid
of the matrix operations and the collocation points, the problem is transformed into a
matrix equation with the unknown Bessel coefficients. By solving this matrix equation, the
unknown coefficients of the approximate solutions are computed. In addition, examples
that illustrate the pertinent features of the method are presented, and the results of this
investigation are discussed.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
In this study, we consider the approximate solutions of a system of high-order linear retarded and advanced differential
equations with variable coefficients in the form
R
r=1
m
n=0
k
j=1
β
n,r
i,j (x)y
(n)
j (x+ γr) = gi(x), i = 1, 2, . . . , k, 0 ≤ a ≤ x ≤ b (1)
with the mixed conditions
m−1
j=0

an
i,j
y(j)n (a)+ bni,jy(j)n (b)

= λn,i, i = 0, 1, . . . ,m− 1, n = 1, 2, . . . , k, (2)
where y(0)j (x) = yj(x) is an unknown function, βn,ri,j (x) and gi(x) are the functions defined on interval a ≤ x ≤ b, and also
γr , ani,j , b
n
i,j
and λn,i are appropriate constants.
The delay differential equations provide realistic models for many phenomena arising in scientific and technological
areas. They can be used for the modeling of population dynamics, the spread of infectious diseases, optimal control of a
chemical reactor, etc. [1–3].
Schmitt [4] worked on the delay and functional differential equations and their applications, El-Gendi [5] extended the
method of El-Gendi [6] for finding an approximate solution of a class of functional differential equations in the form of
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Chebyshev series, Wiederholt [7] developed the stability of multistep methods for delay differential equations, Bellen [8]
introduced one-step collocation for solving the delay differential equations, Van and Sommeijer [9] searched the stability
in linear multistep method for pure delay differential equations, Banks et al. [10] have used spline-based technique for
computing Riccati operators and feedback controls regulator problems for delay equations, Oberle and Pesch [11] have
studied the numerical solutions of delay differential equations, Banks and Rosen [12] introduced spline approximations for
linear nonautonomous delay systems, Al-Mutib [13] studied the stability properties of numerical treatment for solving delay
differential equations, Bellen and Zennaro [14] introduced a method for numerical solutions of delay differential equations
by uniform corrections to an implicit Runge–Kutta method, Vermiglio [15] worked a one-step subregion method for delay
differential equations, Abo-Hasha [16] considered the numerical solution of delay and neutral delay differential equations
using the spline method. Strygin [17] introduced a new numerical method for approximating the solution to a boundary
value problem for a system of linear ordinary first-order differential equations, bothwith delayed and accelerated argument
bymeans of quadratic splines. Also, Dehghan et al. have applied the variational iterationmethod [18] and the decomposition
method [19] for the pantograph type delay differential equations.
In recent years, delay differential equations have been solved by using various methods such as the Adomian
decomposition method [20], the Taylor method [21], the Runge–Kutta method [22], the variable multistep methods [23],
the homotopy perturbation method [24], an algorithm [25], the DELSOL—a numerical code [26], the Taylor polynomial
approach [27], themethod of steps and themethod of power series [28] and spline solutionmethod [29].Moreover, Ramadan
et al. [30–32] have used the spline approximation for obtaining numerical solutions of the delay differential equation
systems.
Additionally, Yüzbaşı et al. [33–40] have studied the Bessel matrix and collocation methods for the numerical
solutions of the neutral delay differential equations, the pantograph equations, the Lane–Emden differential equations,
singular differential–difference equations, Fredholm integro-differential equations, Volterra integral equation systems and
Fredholm integro-differential equation systems. Moreover, Yüzbaşı [41] have developed the Bessel collocation approach
for continuous population models for single and interacting species, and also, Yüzbaşı et al. [42] have worked on the
approximate solutions of the pollution model of a system of lakes.
In this work, by developing matrix and collocation methods studied in [33–42], we will find the approximate solutions
of system (1) in the truncated Bessel series form
yi(x) =
N
n=0
ai,nJn(x), i = 1, 2, . . . , k (3)
so that ai,n, n = 0, 1, 2, . . . ,N are the unknown Bessel coefficients, N is chosen any positive integer such that N ≥ m, and
Jn(x), n = 0, 1, 2, . . . ,N are the Bessel functions of the first kind defined by
Jn(x) =
[[ N−n2 ]]
k=0
(−1)k
k!(k+ n)!
 x
2
2k+n
, n ∈ N, 0 ≤ x <∞.
2. Basic matrix relations for solution
The Bessel functions of the first kind Jn(x) can be written in the matrix form as follows;
JT (x) = DXT (x)⇔ J(x) = X(x)DT ; (4)
where
J(x) = J0(x) J1(x) · · · JN(x) , X(x) = 1 x1 x2 · · · xN and
if N is odd,
D =

1
0!0!20 0
−1
1!1!22 · · ·
(−1) N−12N−1
2
! N−12 !2N−1 0
0
1
0!1!21 0 · · · 0
(−1) N−12N−1
2
! N+12 !2N
0 0
1
0!2!22 · · ·
(−1) N−32N−3
2
! N+12 !2N−1 0
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
,
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if N is even,
D =

1
0!0!20 0
−1
1!1!22 · · · 0
(−1) N2N
2
! N2 !2N
0
1
0!1!21 0 · · ·
(−1) N−22N−2
2
! N2 !2N−1 0
0 0
1
0!2!22 · · · 0
(−1) N−22N−2
2
! N+22 !2N
...
...
...
. . .
...
...
0 0 0 · · · 1
0!(N − 1)!2N−1 0
0 0 0 · · · 0 1
0!N!2N

(N+1)×(N+1)
.
The approximate solutions given in relation (3) can be transformed into the matrix forms
yj(x) = J(x)Aj; Aj =

aj,0 aj,1 · · · aj,NT , j = 1, 2, . . . , k. (5)
By putting Eq. (4) into Eq. (5), we obtain the matrix relations
yj(x) = X(x)DTAj, j = 1, 2, . . . , k. (6)
The relation between the matrix X(x) and its n-th derivative X(n)(x) is
X(n)(x) = X(x)(BT )n, (7)
where
BT =

0 1 0 · · · 0
0 0 2 · · · 0
...
...
...
. . .
...
0 0 0 · · · N
0 0 0 · · · 0
 and (BT )0 = [I](N+1)×(N+1) is unit matrix.
With the help of (6) and (7), we have the recurrence relations
y(n)j (x) = X(x)(BT )nDTAj, n = 0, 1, 2, . . . ,m and j = 1, 2, . . . , k. (8)
When we replace x+ γr by x in Eq. (8), we have the matrix form
y(n)j (x+ γr) = X(x+ γr)(BT )nDTAj, n = 0, 1, 2, . . . ,m and j = 1, 2, . . . , k. (9)
The relation between the matrix X(x+ γr) and X(x) is
X(x+ γr) = X(x)Bγr , (10)
such that
Bγr =


0
0

(γr)
0

1
0

(γr)
1 · · ·

N
0

(γr)
N
0

1
1

(γr)
0 · · ·

N
1

(γr)
N−1
...
...
. . .
...
0 0 · · ·

N
N

(γr)
0

.
We have the following matrix relation by substituting Eq. (10) into Eq. (9)
y(n)j (x+ γr) = X(x)Bγr (BT )nDTAj, n = 0, 1, 2, . . . ,m and j = 1, 2, . . . , k. (11)
By using the relation (11), we find the following matrix form
y(n)(x+ γr) = X¯(x)B¯γr

B¯
n D¯A, n = 0, 1, 2, . . . ,m, (12)
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where
y(n)(x+ γr) =

y(n)1 (x+ γr)
y(n)2 (x+ γr)
...
y(n)k (x+ γr)
 , A =

A1
A2
...
Ak
 , X¯(x) =

X(x) 0 · · · 0
0 X(x) · · · 0
...
...
. . .
...
0 0 · · · X(x)

k×k
,
B¯γr =

Bγr 0 · · · 0
0 Bγr · · · 0
...
...
. . .
...
0 0 · · · Bγr

k×k
, B¯ =

BT 0 · · · 0
0 BT · · · 0
...
...
. . .
...
0 0 · · · BT

k×k
and D¯ =

DT 0 · · · 0
0 DT · · · 0
...
...
. . .
...
0 0 · · · DT

k×k
.
3. Method of solution
Firstly, we write the system (1) in the matrix form
R
r=1
m
n=0
βn,r(x)y
(n)(x+ γr) = g(x), (13)
where
βn,r(x) =

β
n,r
1,1(x) β
n,r
1,2(x) . . . β
n,r
1,k(x)
β
n,r
2,1(x) β
n,r
2,2(x) . . . β
n,r
2,k(x)
...
...
. . .
...
β
n,r
k,1(x) β
n,r
k,2(x) . . . β
n,r
k,k (x)
 , y(n)(x+ γr) =

y(n)1 (x+ γr)
y(n)2 (x+ γr)
...
y(n)k (x+ γr)
 and g(x) =

g1(x)
g2(x)
...
gk(x)
 .
When we substitute the collocation points,
xs = a+ b− aN s, s = 0, 1, . . . ,N, (14)
into Eq. (13), we have the matrix equation system
R
r=1
m
n=0
βn,r(xs)y
(n)(xs + γr) = g(xs).
The above system is briefly expressed as follows
R
r=1
m
n=0
βn,rY
(n)
γr
= G, (15)
where
βn,r =

βn,r(x0) 0 · · · 0
0 βn,r(x1) · · · 0
...
...
. . .
...
0 0 · · · βn,r(xN)
 , G =

g(x0)
g(x1)
...
g(xN)
 , Y(n)γr =

y(n)(x0 + γr)
y(n)(x1 + γr)
...
y(n)(xN + γr)
 .
By using (12) and the collocation points (14), we have the system
y(n)(xs + γr) = X¯(xs)B¯γr

B¯
n D¯A, s = 0, 1, . . . ,N,
and this system can be briefly written as
Y(n)γr = XB¯γr

B¯
n D¯A, (16)
where
X =

X¯(x0)
X¯(x1)
...
X¯(xN)
 and X¯(xs) =

X(xs) 0 · · · 0
0 X(xs) · · · 0
...
...
. . .
...
0 0 · · · X(xs)

k×k
, s = 0, 1, . . . ,N.
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By substituting the relation (16) into Eq. (15), we gain the fundamental matrix equation as follows
R
r=1
m
n=0
βn,rXB¯γr

B¯
n D¯A = G. (17)
Note that full dimensions of the matrices βn,r ,X, B¯γr , B¯, D¯,A and G in Eq. (17) are respectively k(N + 1)× k(N + 1), k(N +
1)× k(N + 1), k(N + 1)× k(N + 1), k(N + 1)× k(N + 1), k(N + 1)× k(N + 1), k(N + 1)× 1 and k(N + 1)× 1.
Briefly, the fundamental matrix equation (17) corresponding to Eq. (1) can be expressed in the form
WA = G or [W;G] (18)
which corresponds to a linear system of k(N + 1) algebraic equations in k(N + 1) the unknown Bessel coefficients such that
W =
R
r=1
m
n=0
βn,rXB¯γr

B¯
n D¯ = [wp,q], p, q = 1, 2, . . . , k(N + 1).
Similarly, we get the matrix form of the conditions (2) by means of the relation (6) as follows
m−1
j=0

ajX¯(a)+ bjX¯(b)
 
B¯
j D¯A = λ, (19)
where
aj =

a1j 0 · · · 0
0 a2j
... 0
0 0
. . .
...
0 0 · · · akj

k×k
, bj =

b1j 0 · · · 0
0 b2j
... 0
0 0
. . .
...
0 0 · · · bkj

k×k
, λ =

λ1
λ2
...
λk

k×1
,
λi =

λi,0
λi,1
...
λi,m−1

m×1
, ai
j
=

ai0,j
ai1,j
...
aim−1,j

m×1
, bi
j
=

bi0,j
bi1,j
...
bim−1,j

m×1
and i = 1, 2, . . . , k.
The matrix form (19) can be briefly written in form
UA = λ or [U; λ] (20)
so that
U =
m−1
j=0

ajX¯(a)+ bjX¯(b)
 
B¯
j D¯.
Lastly, we replace the rows of the matrix U and λ by the rows of the matrix W and G, respectively, and thus we have the
new augmented matrix
W˜A = G˜. (21)
For simplicity, if lastmk rows of the matrixW are replaced, the augmented matrix of the above system is as follows [27,34,
41–45]:
[W˜; G˜] =

w1,1 w1,2 · · · w1,k(N+1) ; g1(x0)
w2,1 w2,2 · · · w2,k(N+1) ; g2(x0)
...
...
...
...
...
...
wk,1 wk,2 · · · wk,k(N+1) ; gk(x0)
wk+1,1 wk+1,2 · · · wk+1,k(N+1) ; g1(x1)
...
...
...
...
...
...
wk(N−m+1),1 wk(N−m+1),2 · · · wk(N−m+1),k(N+1) ; gk(xN−m)
v1,1 v1,2 · · · v1,k(N+1) ; λ1,0
v2,1 v2,2 · · · v2,k(N+1) ; λ1,1
...
...
...
...
...
...
vm,1 vm,2 · · · vm,k(N+1) ; λ1,m−1
vm+1,1 vm+1,2 · · · vm+1,k(N+1) ; λ2,0
...
...
...
...
...
...
vmk,1 vmk,2 · · · vmk,k(N+1) ; λk,m−1

. (22)
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If rank W˜ = rank [W˜; G˜] = k(N + 1), then we can write
A = (W˜)−1G˜. (23)
Lastly, the determined Bessel coefficients ai,0, ai,1, . . . , ai,N ,

i = 1, 2, . . . , k, Ai =

ai,0 ai,1 · · · ai,NT , A =
A1 A2 · · · AkT are substituted in Eq. (3) and thus we obtain the Bessel polynomial solutions
yi,N(x) =
N
n=0
ai,nJn(x), i = 1, 2, . . . , k.
On the other hand, when
W˜ = 0, if rank W˜ = rank [W˜; G˜] < k(N + 1), then we may find a particular solution. Otherwise
if rank W˜ ≠ rank [W˜; G˜] < k(N + 1), then there does not exist a solution.
4. Accuracy of solution
We can easily check the accuracy of themethod. Since the truncated Bessel series (3) is approximate solution of (1), when
the function yi,N(x), i = 1, 2, . . . , k, and its derivatives are substituted in Eq. (1), the resulting equation must be satisfied
approximately; that is, for x = xq ∈ [a, b] q = 0, 1, 2, . . .
Ei(xq) =
 R
r=1
m
n=0
k
j=1
β
n,r
i,j (xq)y
(n)
j (xq + γr)− gi(xq)
 ∼= 0, i = 1, 2, . . . , k (24)
and Ei(xq) ≤ 10−kq (kq positive integer).
If max 10−kq = 10−k (k positive integer) is prescribed, then the truncation limit N is increased until the difference Ei(xq)
at each of the points becomes smaller than the prescribed 10−k, see [34,36,41–45]. On the other hand, the error can be
estimated by the function
Ei,N(x) =
R
r=1
m
n=0
k
j=1
β
n,r
i,j (x)y
(n)
j,N(x+ γr)− gi(x) ∼= 0, i = 1, 2, . . . , k.
5. Illustrative examples
In this section, several numerical examples are given to illustrate the accuracy and efficiency of the method. All
computations have been performed usingMATLAB. The following tables and figures contain the values of the exact solutions
yi(x), i = 1, 2, . . . , k, the approximate solutions yi,N(x), i = 1, 2, . . . , k, and the absolute error functions ei,N(x) =yi(x)− yi,N(x) , i = 1, 2, . . . , k at the selected points of the given interval. Also, we calculated the maximum absolute
errors for Example 1 by using
ei,N =
yi,N(x)− yi(x)∞ = max yi,N(x)− yi(x) , a ≤ x ≤ b .
Example 1. We consider the following linear system of second-order retarded and advanced differential equations
y(2)1 (x− 1/2)+ 2xy(1)1 (x+ 1/3)− xy2(x− 1/2)+ x2y3(x− 1) = g1(x)
y(2)2 (x− 1/4)− xy(1)1 (x+ 1/5)− xy2(x− 1/6)+ 5y3(x− 1/2) = g2(x)
y(2)3 (x+ 1/3)− xy(1)1 (x− 1/6)+ xy(1)3 (x− 1/3)+ 3y1(x+ 1/4)+ 2xy2(x+ 1/3) = g3(x)
, 0 ≤ x ≤ 1 (25)
and the initial conditions
y1(0) = 0, y(1)1 (0) = 1, y2(0) = 1, y(1)2 (0) = 0, y3(0) = 1, y(1)3 (0) = 1.
In here,g1(x) = − sin(x− 1/2)+ 2x cos(x+ 1/3)− x cos(x− 1/2)+ x
2ex−1,
g2(x) = − cos(x− 1/4)− x cos(x+ 1/5)+ x cos(x− 1/6)+ 5ex−1/2,
g3(x) = ex+1/3 − x cos(x− 1/6)+ xex−1/3 + 3 sin(x+ 1/4)+ 2x cos(x+ 1/3),
and the exact solutions are y1(x) = sin(x), y2(x) = cos(x) and y3(x) = ex. The approximate solutions by the truncated
Bessel series are given by
yi(x) =
3
n=0
ai,nJn(x), i = 1, 2, 3,
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where N = 3, k = 3,m = 2, γ1 = − 12 , γ2 = − 13 , γ3 = − 14 , γ4 = − 16 , γ5 = −1, γ6 = 13 , γ7 = 14 , γ8 = 15 , β0,11,2 (x) =
−x, β0,12,3 (x) = 5, β0,42,2 (x) = x, β0,51,3 (x) = x2, β0,63,2 (x) = 2x, β0,73,1 (x) = 3, β1,23,3 (x) = x, β1,43,1 (x) = −x, β1,61,1 (x) = 2x, β1,82,1 (x) =
−x, β2,11,1 (x) = 1, β2,32,2 (x) = 1, β2,63,3 (x) = 1 and βn,ri,j (x) = 0 for the other all i, j, n, r .
For N = 3, we have the set of the collocation points as follows
x0 = 0, x1 = 13 , x2 =
2
3
, x3 = 1

.
The fundamental matrix equation of the problem from Eq. (17) is written as
β0,1XB¯−1/2D¯+ β0,4XB¯−1/6D¯+ β0,5XB¯−1D¯+ β0,6XB¯1/3D¯+ β0,7XB¯1/4D¯+ β1,2XB¯−1/3B¯D¯+ β1,4XB¯−1/6B¯D¯
+ β1,6XB¯1/3B¯D¯+ β1,8XB¯1/5B¯D¯+ β2,1XB¯−1/2

B¯
2 D¯+ β2,3XB¯−1/4 B¯2 D¯+ β2,6XB¯1/3 B¯2 D¯

A = G,
where
β0,1 =
β0,1(0) 0 0 00 β0,1(1/3) 0 00 0 β0,1(2/3) 0
0 0 0 β0,1(1)
 , β0,4 =
β0,4(0) 0 0 00 β0,4(1/3) 0 00 0 β0,4(2/3) 0
0 0 0 β0,4(1)
 ,
β0,5 =
β0,5(0) 0 0 00 β0,5(1/3) 0 00 0 β0,5(2/3) 0
0 0 0 β0,5(1)
 , β0,6 =
β0,6(0) 0 0 00 β0,6(1/3) 0 00 0 β0,6(2/3) 0
0 0 0 β0,6(1)
 ,
β0,7 =
β0,7(0) 0 0 00 β0,7(1/3) 0 00 0 β0,7(2/3) 0
0 0 0 β0,7(1)
 , β1,2 =
β1,2(0) 0 0 00 β1,2(1/3) 0 00 0 β1,2(2/3) 0
0 0 0 β1,2(1)
 ,
β1,4 =
β1,4(0) 0 0 00 β1,4(1/3) 0 00 0 β1,4(2/3) 0
0 0 0 β1,4(1)
 , β1,6 =
β1,6(0) 0 0 00 β1,6(1/3) 0 00 0 β1,6(2/3) 0
0 0 0 β1,6(1)
 ,
β1,8 =
β1,8(0) 0 0 00 β1,8(1/3) 0 00 0 β1,8(2/3) 0
0 0 0 β1,8(1)
 , β2,1 =
β2,1(0) 0 0 00 β2,1(1/3) 0 00 0 β2,1(2/3) 0
0 0 0 β2,1(1)
 ,
β2,3 =
β2,3(0) 0 0 00 β2,3(1/3) 0 00 0 β2,3(2/3) 0
0 0 0 β2,3(1)
 , β2,6 =
β2,6(0) 0 0 00 β2,6(1/3) 0 00 0 β2,6(2/3) 0
0 0 0 β2,6(1)
 ,
β0,1(x) =
0 −x 0
0 0 5
0 0 0

, β0,4(x) =
0 0 0
0 x 0
0 0 0

, β0,5(x) =
0 0 x20 0 0
0 0 0
 , β0,6(x) =
0 0 0
0 0 0
0 2x 0

,
β0,7(x) =
0 0 0
0 3 0
0 0 0

, β1,2(x) =
0 0 0
0 0 0
0 0 x

, β1,4(x) =
 0 0 0
0 0 0
−x 0 0

, β1,6(x) =
2x 0 0
0 0 0
0 0 0

,
β1,8(x) =
 0 0 0
−x 0 0
0 0 0

, β2,1(x) =
1 0 0
0 0 0
0 0 0

, β2,3(x) =
0 0 0
0 1 0
0 0 0

, β2,6(x) =
0 0 0
0 0 0
0 0 1

,
B¯−1/2 =
B−1/2 0 0
0 B−1/2 0
0 0 B−1/2

, B¯−1/6 =
B−1/6 0 0
0 B−1/6 0
0 0 B−1/6

, B¯−1 =
B−1 0 0
0 B−1 0
0 0 B−1

,
B¯1/3 =
B1/3 0 0
0 B1/3 0
0 0 B1/3

, B¯1/4 =
B1/4 0 0
0 B1/4 0
0 0 B1/4

, B¯−1/3 =
B−1/3 0 0
0 B−1/3 0
0 0 B−1/3

,
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B¯1/5 =
B1/5 0 0
0 B1/5 0
0 0 B1/5

, B¯−1/4 =
B−1/4 0 0
0 B−1/4 0
0 0 B−1/4

,
B−1/2 =
1 −1/2 1/4 −1/80 1 −1 3/40 0 1 −3/2
0 0 0 1
 ,
B−1/6 =
1 −1/6 1/36 −1/2160 1 −1/3 1/120 0 1 −1/2
0 0 0 1
 , B−1 =
1 −1 1 −10 1 −2 30 0 1 −3
0 0 0 1
 ,
B1/3 =
1 1/3 1/9 1/270 1 2/3 1/30 0 1 1
0 0 0 1
 ,
B1/4 =
1 1/4 1/16 1/640 1 1/2 3/160 0 1 3/4
0 0 0 1
 , B−1/3 =
1 −1/3 1/9 −1/270 1 −2/3 1/30 0 1 −1
0 0 0 1
 ,
B1/5 =
1 1/5 1/25 1/1250 1 2/5 3/250 0 1 3/5
0 0 0 1
 ,
B−1/4 =
1 −1/4 1/16 −1/640 1 −1/2 3/160 0 1 −3/4
0 0 0 1
 , X =

X¯(0)
X¯(1/3)
X¯(2/3)
X¯(1)
 , X¯(0) =
X(0) 0 0
0 X(0) 0
0 0 X(0)

,
X¯(1/3) =
X(1/3) 0 0
0 X(1/3) 0
0 0 X(1/3)

, X¯(2/3) =
X(2/3) 0 0
0 X(2/3) 0
0 0 X(2/3)

,
X¯(1) =
X(1) 0 0
0 X(1) 0
0 0 X(1)

, X(0) = 1 0 0 0 , X(1/3) = 1 1/3 1/9 1/27 ,
X(2/3) = 1 2/3 4/9 16/27 , X(1) = 1 1 1 1 ,
B¯ =
BT 0 00 BT 0
0 0 BT
 , D¯ =
DT 0 00 DT 0
0 0 DT
 , BT =
0 1 0 00 0 2 00 0 0 3
0 0 0 0
 ,
DT =
 1 0 0 00 1/2 0 0−1/4 0 1/8 0
0 −1/16 0 1/48
 , G =
 g(0)g(1/3)g(2/3)
g(1)
 , g(0) = 501/10451975/957
2063/965

,
g(1/3) =
1313/3140
803/245
5293/1282

, g(2/3) =
677/3141
247/48
1085/176

, g(1) =
198/1745
2065/264
3581/427

,
A =
A1
A2
A3

, A1 =
a1,0
a1,1
a1,2

,
A2 =
a2,0
a2,1
a2,2

and A3 =
a3,0
a3,1
a3,2

.
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The augmented matrix for this fundamental matrix equation is calculated as
[W;G] =

−1/2 3/16 1/4 −1/16 0 0 0 0 0 0 0 0 ; 501/1045
0 0 0 0 −1/2 3/32 1/4 −1/32 75/16 −155/128 5/32 −5/384 ; 1975/957
189/64 381/1024 3/128 1/1024 0 0 0 0 −1/2 −1/8 1/4 1/24 ; 2063/965
−13/18 49/144 13/36 −1/432 −143/432 287/10368 −1/864 1/31104 8/81 −17/486 1/162 −1/1458 ; 1313/3140
4/45 −67/450 −2/45 −4/675 −73/432 −37/10368 217/864 44/4211 715/144 −311/749 5/288 −5/10368 ; 803/245
1597/576 689/1024 131/1152 109/9216 16/27 17/81 1/27 1/243 −1/2 −1/12 1/4 1/12 ; 5293/1282
−7/6 17/48 7/12 5/48 −143/216 −287/5184 −1/432 −1/15552 35/81 −71/972 1/162 −1/2916 ; 677/3141
13/45 −431/1800 −13/90 −169/5400 1/8 1/192 13/48 31/576 715/144 311/749 5/288 5/10368 ; 247/48
487/192 857/923 89/384 368/9755 1 7/12 1/6 1/36 −11/18 −1/18 11/36 7/54 ; 1085/176
−11/6 7/48 11/12 41/144 −15/16 −31/128 −1/32 1/31104 1 0 0 0 ; 198/1745
3/5 −23/100 −3/10 9/100 47/144 343/3456 97/288 1097/10368 75/16 155/128 5/32 5/384 ; 2065/264
431/192 3499/3072 145/384 111/1411 10/9 28/27 4/9 8/81 −5/6 −1/12 5/12 7/36 ; 3581/427

.
The matrix form for the initial conditions from Eq. (20) is computed as
[U; λ] =

1 0 0 0 0 0 0 0 0 0 0 0 ; 0
0 1/2 0 0 0 0 0 0 0 0 0 0 ; 1
0 0 0 0 1 0 0 0 0 0 0 0 ; 1
0 0 0 0 0 1/2 0 0 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 1 0 0 0 ; 1
0 0 0 0 0 0 0 0 0 1/2 0 0 ; 1
 .
Thus, we compute the new augmented matrix based on conditions from system (22) as
[W˜; G˜] =

−1/2 3/16 1/4 −1/16 0 0 0 0 0 0 0 0 ; 501/1045
0 0 0 0 −1/2 3/32 1/4 −1/32 75/16 −155/128 5/32 −5/384 ; 1975/957
189/64 381/1024 3/128 1/1024 0 0 0 0 −1/2 −1/8 1/4 1/24 ; 2063/965
−13/18 49/144 13/36 −1/432 −143/432 287/10368 −1/864 1/31104 8/81 −17/486 1/162 −1/1458 ; 1313/3140
4/45 −67/450 −2/45 −4/675 −73/432 −37/10368 217/864 44/4211 715/144 −311/749 5/288 −5/10368 ; 803/245
1597/576 689/1024 131/1152 109/9216 16/27 17/81 1/27 1/243 −1/2 −1/12 1/4 1/12 ; 5293/1282
1 0 0 0 0 0 0 0 0 0 0 0 ; 0
0 1/2 0 0 0 0 0 0 0 0 0 0 ; 1
0 0 0 0 1 0 0 0 0 0 0 0 ; 1
0 0 0 0 0 1/2 0 0 0 0 0 0 ; 0
0 0 0 0 0 0 0 0 1 0 0 0 ; 1
0 0 0 0 0 0 0 0 0 1/2 0 0 ; 1

.
By solving this system, the unknown Bessel coefficients matrix is obtained as
A = 7.5190× 10−17 2 176/4285 −925/614 1 0 −1063/618 −2667/569 1 2 10441/1955 37377/1925T .
Substituting the elements of the column matrix A into Eq. (3), we gain the approximate solutions for N = 3 as
y1,3(x) = 0.751897074878e− 16+ x+ (0.513418645781e− 2)x2 − 0.156385721896x3,
y2,3(x) = 1− 0.465008235364x2 − (0.976493755694e− 1)x3
and
y3,3(x) = 1+ x+ 0.417583122187x2 + 0.279512989614x3.
By making similar operations, the approximate solutions with our method for N = 5, 8, 11 are obtained, respectively, as
y1,5(x) = 0.751850457167e− 16+ x+ (0.399927147758e− 3)x2 − 0.166614187789x3
− (0.340216654419e− 3)x4 + (0.807849163851e− 2)x5,
y2,5(x) = 1− 0.499184653424x2 − (0.292415500304e− 2)x3 + (0.474545218158e− 1)x4
− (0.538978399018e− 2)x5,
y3,5(x) = 1+ x+ 0.497423871750x2 + 0.173894406180x3 + (0.311783889181e− 1)x4
+ (0.152981121637e− 1)x5,
y1,8(x) = −0.225555161405e− 15+ x+ (0.300459531189e− 5)x2 − 0.166661209785x3
− (0.754146745636e− 5)x4 + (0.831591155244e− 2)x5 + (0.564973602284e− 5)x6
− (0.183280139928e− 3)x7 − (0.325153817194e− 5)x8,
y2,8(x) = 1+ (0.249392105621e− 14)x− 0.499999342311x2 − (0.463636506170e− 6)x3
+ (0.416574554656e− 1)x4 + (0.234750011166e− 4)x5 − (0.143067488773e− 2)x6
+ (0.464634082221e− 4)x7 + (0.463290906057e− 5)x8,
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(a) Comparison of the absolute errors functions e1,N (x) for
N = 3, 5, 8, 11.
(b) Comparison of the absolute errors functions e2,N (x) for
N = 3, 5, 8, 11.
(c) Comparison of the absolute errors functions e3,N (x) for
N = 3, 5, 8, 11.
Fig. 1. For N = 3, 5, 8, 11 of Eq. (25), (a) comparison of the absolute errors functions e1,N (x) for y1,N (x), (b) comparison of the absolute errors functions
e2,N (x) for y2,N (x) and (c) comparison of the absolute errors functions e3,N (x) for y3,N (x).
y3,8(x) = 1+ x+ 0.499995309485x2 + 0.166672287106x3 + (0.416842523033e− 1)x4
+ (0.826031306466e− 2)x5 + (0.149497271465e− 2)x6 + (0.122621130684e− 3)x7
+ (0.508292115511e− 4)x8,
and
y1,11(x) = −0.488702849710e− 15+ x− (0.585643625430e− 8)x2 − 0.166666705002x3
− (0.375659139890e− 7)x4 + (0.833337563834e− 2)x5 + (0.102229446788e− 6)x6
− (0.198396760480e− 3)x7 − (0.114746235259e− 6)x8 + (0.273226151595e− 5)x9
+ (0.761308536769e− 7)x10 − (0.475255363940e− 7)x11,
y2,11(x) = 1− (0.974523018022e− 16)x− 0.500000002128x2 − (0.661247654256e− 8)x3
+ (0.416666610655e− 1)x4 + (0.422910557878e− 7)x5 − (0.138888515262e− 2)x6
− (0.589174725640e− 7)x7 + (0.248886991093e− 4)x8 − (0.127400851752e− 6)x9
− (0.177408709896e− 6)x10 − (0.246705429167e− 7)x11,
y3,11(x) = 1+ x+ 0.499999991786x2 + 0.166666674977x3 + (0.416667018590e− 1)x4
+ (0.833321661540e− 2)x5 + (0.138899685444e− 2)x6 + (0.198530409724e− 3)x7
+ (0.244571258465e− 4)x8 + (0.307225554494e− 5)x9 + (0.130896441838e− 6)x10
+ (0.571007258226e− 7)x11.
In Tables 1–3, we give the maximum absolute errors obtained by using ei,N =
yi,N(x)− yi(x)∞ = maxyi,N(x) −
yi(x)
, 0 ≤ x ≤ 1 for N = 3, 5, 8, 11 and i = 1, 2, 3.
We compare the absolute error functions obtained by the present method for N = 3, 5, 8, 11 of Eq. (25) in Fig. 1. From
Tables 1–3 and Fig. 1, we see the errors decrease rapidly as N increases.
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Table 1
The maximum absolute error e1,N for N = 3, 5, 8, 11 of y1(x) of Eq. (25).
N 3 5 8 11
e1,N 7.2775×10−3 1.0568×10−4 1.7019×10−6 1.0976×10−8
Table 2
The maximum absolute error e2,N for N = 3, 5, 8, 11 of y2(x) of Eq. (25).
N 3 5 8 11
e2,N 1.030× 10−1 3.4638×10−4 7.5992×10−7 3.8969×10−9
Table 3
The maximum absolute error e3,N for N = 3, 5, 8, 11 of y3(x) of Eq. (25).
N 3 5 8 11
e2,N 2.12× 10−2 4.8705×10−4 1.2434×10−6 1.4211×10−9
Table 4
Comparison of the exact solution y1(xi) and the approximate solutions y1,N (xi) for values xi of Eq. (26).
xi Exact solution Spline function method [27] Present method
y1(xi) = exi r = 1, N = 10, y1,10(xi) N = 5, y1,5(xi) N = 7, y1,7(xi) N = 10, y1,10(xi)
0.1 1.105170918075648 1.10516666666 1.10517115240 1.10517091882 1.105170918075651
0.2 1.221402758160170 1.22137504890 1.22140388348 1.22140276081 1.221402758160179
0.3 1.349858807576003 1.34977822110 1.34986085768 1.34985881164 1.349858807576030
0.4 1.491824697641270 1.49152292944 1.49182727115 1.49182470324 1.491824697641324
0.5 1.648721270700128 1.64799017588 1.64872442687 1.64872127811 1.648721270700220
Table 5
Comparison of the exact solution y2(xi) and the approximate solutions y2,N (xi) for values xi of Eq. (26).
xi Exact solution Spline function method [27] Present method
y2(xi) = e−xi r = 1, N = 10, y2,10(xi) N = 5, y2,5(xi) N = 7, y2,7(xi) N = 10, y2,10(xi)
0.1 0.9048374180359595 0.90483333333 0.904837558766 0.904837418428 0.9048374180359572
0.2 0.8187307530779818 0.81870838168 0.818731420973 0.818730754469 0.8187307530779774
0.3 0.7408182206817178 0.74077323916 0.740819430728 0.740818222802 0.7408182206817084
0.4 0.6703200460356393 0.67018333376 0.670321567249 0.670320048915 0.6703200460356270
0.5 0.6065306597126334 0.60626888896 0.606532505002 0.606530663444 0.6065306597126203
Example 2. Let us consider the linear retarded and advanced differential equation system
y(2)1 (x− 1)− xy(1)1 (x+ 1/2)+ 3y(1)2 (x− 1/3)+ 2xy3(x− 1/4) = g1(x)
y(2)2 (x+ 1/2)+ 2y(1)1 (x− 1/3)− xy(1)2 (x− 1/3)+ x2y1(x− 1/5)− xy3(x+ 1/2) = g2(x)
y(2)3 (x+ 1/3)+ xy(1)1 (x− 1/3)− xy(1)3 (x− 1)+ 3xy1(x− 1/2)− xy2(x+ 1/3) = g3(x)
, 0 ≤ x ≤ 1
and the initial conditions
y1(0) = 0, y(1)1 (0) = 1, y2(0) = 1, y(1)2 (0) = 0, y3(0) = 1, y(1)3 (0) = 1.
By applying the present method for N = 3 as in Example 1, we obtain the approximate solutions of the problem for N = 3
as y1(x) = x3 − 2x2 + x− 1, y2(x) = 2x3 − x2 + 2x− 3 and y3(x)=3+x2 − 2x+ 2 which are the exact solutions.
Example 3 ([27]). Finally, we consider the linear delay differential equation system
y(2)1 (x)− y1(x)+ y2(x)− y1(x− 0.2) = −ex−0.2 + e−x
y(2)2 (x)+ y1(x)− y2(x)− y2(x− 0.2) = −e−x+0.2 + ex
, 0 ≤ x ≤ 1 (26)
and the initial conditions
y1(0) = 1, y(1)1 (0) = 1, y2(0) = 1 and y(1)2 (0) = −1.
The exact solutions of the problem are y1(x) = ex and y2(x) = e−x.
Using the procedure in Section 3, we gain the approximate solutions by the Bessel polynomials of the problem for
N = 5, 7, 10. In Tables 4–7, the absolute errors are compared with results obtained by the Spline function method [27],
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Table 6
Comparison of the absolute errors e1,N (xi) for N = 3, 6, 10 of y1(x) of Eq. (26).
xi Spline function method [27] Present method
e1,10(xi), r = 1 e1,5(xi) e1,7(xi) e1,10(xi)
0.1 4.3e−06 2.3433e−007 7.4397e−010 3.3307e−015
0.2 2.8e−05 1.1253e−006 2.6519e−009 8.8818e−015
0.3 8.1e−05 2.0501e−006 4.0641e−009 2.7311e−014
0.4 3.0e−04 2.5735e−006 5.6022e−009 5.3957e−014
0.5 7.3e−04 3.1562e−006 7.4092e−009 9.1704e−014
Table 7
Comparison of the absolute errors e2,N (xi) for N = 3, 6, 10 of y2(x) of Eq. (26).
xi Spline function method [27] Present method
e2,10(xi), r = 1 e2,5(xi) e2,7(xi) e2,10(xi)
0.1 4.1e−06 1.4073e−007 3.9179e−010 2.3315e−015
0.2 2.2e−05 6.6789e−007 1.3909e−009 4.4409e−015
0.3 4.5e−05 1.2100e−006 2.1198e−009 9.3259e−015
0.4 1.4e−06 1.5212e−006 2.8797e−009 1.2323e−014
0.5 2.6e−04 1.8453e−006 3.7312e−009 1.3101e−014
(a) Comparison of the absolute errors functions e1,N (x) for
N = 5, 7, 10.
(b) Comparison of the absolute errors functions e2,N (x) for
N = 5, 7, 10.
(c) Comparison of the absolute errors functions e1,N (x) for
N = 5, 7, 10.
(d) Comparison of the absolute errors functions e2,N (x) for
N = 5, 7, 10.
Fig. 2. For N = 5, 7, 10 of Eq. (26), (a) comparison of the absolute errors functions e1,N (x) for y1,N (x) in the interval 0.1 ≤ x ≤ 0.5, (b) comparison of the
absolute errors functions e2,N (x) for y2,N (x) in the interval 0.1 ≤ x ≤ 0.5, (c) comparison of the absolute errors functions e1,N (x) for y1,N (x) in the interval
0 ≤ x ≤ 1, (d) comparison of the absolute errors functions e2,N (x) for y2,N (x) in the interval 0 ≤ x ≤ 1.
whereas the comparisons of the absolute error functions are provided in the interval 0.1 ≤ x ≤ 0.5 in Fig. 2(a) and (b). In
addition, we give the comparisons of the absolute error functions in the interval 0 ≤ x ≤ 1 in Fig. 2(a) and (b). As can be
seen from Tables 4–7 and Fig. 2, the results by the present method are better than those obtained by the Spline function
method.
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6. Conclusions
In this article, a collocation scheme has been studied to obtain the approximate solutions of a system of high-order linear
retarded and advanced differential equations with variable coefficients. A considerable advantage of the method is that
the Bessel polynomial coefficients of the solutions are computed very easily by using computer programs such as Matlab,
Maple and Mathematica. Illustrative examples are included to demonstrate the validity and applicability of the technique,
and are performed on a computer using a code written in Matlab. Illustrative examples with the satisfactory results are
used to demonstrate the application of this method. It is seen from the numerical examples this method is very attractive
and contributed to the good agreement between approximate and exact values in the numerical example. Also, tables and
figures indicate that as N increases, the errors decrease. Moreover, the present method is comparedwith the spline function
method in Example 3 and the results of this comparison show that study presented is very effective.
The method can also be extended to the system of linear retarded and advanced integro-differential equations with
variable coefficients, but some modifications are needed.
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