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Abstract 
Independence number (IN) is associated with a collection of sets. It is the maximum size of 
a subcollection such that all intersections of members or complements of members, that is all 
elementary sets, from the subcollection are nonempty. This paper develops the theory and gives 
examples of exact and asymptotic evaluations. The asymptotic results are as the dimension d of 
the space goes to infinity. There is a close link to Vapnik-Chernovenkis dimension and 
complexity issues in computational geometry. In one common case the IN is equal to the VC 
dimension and the fact that the so-called growth functions are the same gives improvements 
over Sauer’s Lemma for several examples. A point-set duality also establishes a link which gives 
a version of Sauer’s lemma for the IN. The IN controls the depth of inclusion+xclusion 
identities for the collection of sets with application to probability identities. 
Keywords: Independence number; VC dimension; Inclusion-exclusion; Boolean algebra 
1. Introduction 
This paper continues the study of independence number of the authors (a discussion 
of these and other references is given in Section 6; the authors’ papers are refered to by 
NW). The starting point for this body of work was the paper NW [7] which studied 
unions of balls in Rd and in Sd- ’ the unit spherical shell in Rd and was motivated by 
computational aspects of confidence regions in statistics. This paper links together 
new techniques and examples of exact and asymptotic evaluation. Section 6 reviews 
the literature. 
We proceed with a definition of independence number. Let d = (Ai}: be a finite 
collection of subsets of a base set X. Then we call d independent if for every index set 
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J E { 1, . . , rz} (including the empty index set) 
C(&,J)E nAinfi&#@, 
ic.l i$J 
Let 55’ be a collection of sets. Then the independence number (IN) of V, written m(V), is 
defined to be the maximum integer m such that there is a independent subcollection 
~ = (Ai}l ~ V. 
It follows immediately that for every subcollection JZZ with n = (dl > m(V) there is 
a J c (1, . . . ,n> such that 
C&J, J) = 8, (I) 
that is d is not independent. The main purpose of this paper is to evaluate or derive 
upper bounds for m(@. These can be provided, for example, by proving that (1) holds, 
for some J, for any subcollection of size m + 1. 
One motivation for the study of independence number is that it controls the 
maximum complexity in a broad sense of Boolean operations on sets in V. The 
following elementary observation exposes this. Suppose that (1) holds for some J. Let 
the indicator function I(A) of a set A be defined as 
I(A),(x) = 
i 
:, :;;. 
and 1(O) = 0. Then 
Z{C(d, J)} = n Z(Ai) n{l - I(Ai)} = 0. 
i.zJ ipJ 
(2) 
But then 
I (- 1) IJ'I+IK~ - 11 
K # Jc,I~I<IJcI 
showing that the complexity of intersections can be reduced in order. Using induction, 
it is clear that the order of any such formula for the indicator function of an 
intersection can be reduced to one of order m(%‘) and that the existence of at least one 
independent subcollection of size m means that m(%) is the best such reduction 
possible in general. We shall return to issues of this kind in Section 6. 
The phrase independence number derives from the following O-l-type law. Suppose 
that p is a measure on +Z and that we force the Ai to be independent events. Then 
from (1) 
AI(C(d> J))) = n P(Ai) n (1 - P(Ai)} = 0, 
isJ igJ 
so that, for some i, p(A,) = 0 or 1. Thus m(g) limits the number of nontrivially 
independent events. 
Example 1. Let % be the collection of all half-spaces of the form H(a, c) = {x: aTx 6 c; 
u,xER~, CER). Then m(V) = d. 
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Example 2. Let %Z comprise all balls B(a, r) = {x: 11x - alI2 < r; a, x E Rd, rE R+} then 
m(q) = d + 1. If we restrict to fixed radius r then the value is still d + 1. 
Example 3 (NW). For fixed r let %? be the set of all axis-parallel hyper-cubes: n;=, {x: 
[xi - ai1 < r>, then m(V) = Ly] , where L.1 means integer part. 
Notice that in these examples the value of m(g) increases broadly as a linear 
function of dimension. This is a benchmark for what to try to establish for more 
complex cases asymptotically as d gets large. Polynomial bounds are easier to 
establish as we discuss below. 
2. Some properties of IN 
The first result is that m(V) is a subadditive function. 
Theorem 1. Let WI and V2 be two subcollections then 
Proof. Let ,& = { Ai}:= 1 be a subcollection of %‘iuV2 written 
d = {Ai: AiEVi, i = 1, . . ,H.i; AiEV2, i = Iti + 1, . . . ,n} 
and suppose that n > nz(FI) + m(V2). Then either n1 > m(gI) or n2 = n - n, > m(V2) 
(or both). Suppose the first case. Then there exists a J G { 1, . . , nl} with C(&, J) = 0. 
Thus, C(&, J’) = 0 for any J’ 2 J and in particular for J’ = { 1, . . . , n}\JC. Similarly if 
n2 > m(V2). Thus A is not independent and the right-hand inequality must hold. 
Now suppose that n = max(m(G%i), m(V2)}, and suppose, say, that n = m(qI). Then 
there is a independent collection of sets d in %i and d is also independent in %‘i uq2. 
Similarly if n = m(‘S2). This proves that the second to right inequality. The left-hand 
inequalities are straightforward. IJ 
It is convenient to define the IN induced on a subset of the original base set. Thus let 
Y be a subset of the base set X. Then the IN of V relative to Y is defined to be m(%‘/Y ) 
the independence number of the collection 59’ = {Cn Y 1 CE%?] with base set Y. 
Theorem 2. Let Q? be a collection of subsets of a base set X. Let X1, , . . , X, be a cover of 
X: X = urz I Xi. Then 
m(V) < 5 m(Wl Xi) + N, 
i=l 
where m(%? I Xi) is the independence number of %? relative to Xi (i = 1, . , n). 
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Proof. Let n = Cy=‘=, mi + N, where mi = m(%Y[Xi) (i = 1, . . . , N) and let {AL):= 1 
be a subcollection of 9. For each i = 1, . . . , N construct the subcollection of 
Ci = {CnXi: CE%?j: 
pi = {AjnXi:jEli}, 
where 
i-l 
mk + i, . . . , 2 mk + i (i = 2, . . . ,N). 
k=l 
Then IBi( = mi + 1, SO that pi is not independent in pi relative to Xi. Thus for each 
i there is an index set Ji E Ii such that 
C(Bi, Ji) = fl {AjnXi}n n {Xi\Aj) = 8. 
i EJ, jeI,lJ, 
This can be rewritten 
Xin n Ajn n A: = 8. 
i EJ, jsI,lJ. 
Let J = u,y= 1 Jiy so that the complement of J in { 1, . . . , n} is Ul!= 1 (Zi\Ji). Then d is 
not independent in V because 
C(d,J) = fi () Aj n f-j AjC , 
i=l i j EJ, jeUJ, 
=(~~Xi)n~~{j?l,Ajnj.l?,J,A~} 
G fi kin n Aj n () AI} 
i=l j EJ. jsI,lJ, 
= (J C(Bi, Ji) 
i=l 
The next theorem is due to Pakula [12] and we give essentially his proof. It is 
useful in obtaining polynomial upper bounds for the IN. It concerns linear classes 
of level sets. 
Theorem 3 (Pakula [12]). Let 9 = {f(x)} b e a linear space of real functions 
of dimension m over Rd. Let %? be the collection of all level sets of the form 
C = (x: f (x) < c}. Then m(V) G m. 
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Proof. From the definition of dimension, if n > m then for any collection of II func- 
tions fi (x), . . . , f”(x) there are constants a,, . , u, not all zero such that 
Thus there are constants cr, . . . , c, such that for any x in Rd 
For each i define Ai = {x: h(x) < Ci}. Then we need to show that d = { Ai} is not 
independent. Suppose some Ui > 0. Define J = {i: ai > O}. Then 
It is clear that either C(&, J) or C(&‘, Jc) is empty otherwise we could effect a sign 
change on the left-hand side by a changing x, which is a contradiction since the 
right-hand side is nonzero. 0 
Theorems l-3 can be used to prove that the IN is finite and often that it is 
polynomial in some critical quantity such as d, the dimension of the space. The IN for 
Example 1 is immediate from takingfi(x) = xi. Another important class of sets is the 
level sets whenf(x) is quadratic: 
f(X) = iil UiXf + i Uij Xixj + i bixi > 
i<j i=l 
Theorem 3 then yields as an upper bound to the independence number the total 
number of base functions in the form off(x) which is d(d + 3)/2. Notice that strips of 
the form 
(u’x - b)2 < c 
are a subclass and therefore also have d(d + 3)/2 as an upper bound. We shall see in 
Section 4 that in fact there is a linear bound. Any class of quadratic cylinders with axes 
of any dimension is a subclass of the quadratic class and therefore shares the same 
upper bound. Balls of arbitrary centre and radius fall in the subclass 
f(X)=UiiI Xf + i biXi. 
i=l 
The dimension of this functional class is d + 1 which is thus an upper bound to m(V) 
and gives an alternative approach to Example 2. 
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3. Enumerative and asymptotic methods 
A basic technique in the theory of IN is to count the number of nonempty regions 
C(&, J). If Id1 = n then, including the empty index set, this gives an absolute 
maximum number of 2”. If it can be shown that for any such zz? c %? the number of 
regions is less that 2” then m(V) < II. Typically, we may count classes of sets that are 
simpler to define that the nonempty C(&, J) but which contain them as a subclass. If 
the simpler class has less than 2” members then we can claim that m(q) < II. Suppose 
‘% is defined for a particular dimension d. If a recurrence can be found linking the 
nonempty C(&, J) (or the simpler class) in for d and d - 1 then direct enumeration is 
possible via generating functions and asymptotic formulae. 
We start with Example 1 and count half-spaces. Let M(n, d) be the total number of 
regions into which Rd is divided with n half spaces (we shall use the same notation for 
other examples). Then the recurrence formula referred to above is 
M(n, d) = M(n - 1, d) + M(n - 1, d - 1) (3) 
with the boundary conditions 
M(1, d) = 2; M(n,l)=n+ 1 (n=2,3...). 
In this case M(n, d) is the exact count of the nonempty C(&‘, J). Define the generating 
function for M(n, d) as 
G(x, y) = jJ x*ySM(r, s). 
*,s= 1 
It is convenient to extend this to include the r = 0 row and s = 0 column in which case 
1 
G(xY y, = (1 - y)(l - x(1 + y))’ 
Then M(n, d) is computed as the coefficient of yd in 
(1 + v)” 
l-y’ 
namely, 
Thus, as expected, M(n, d) < 2” if and only if n > d. This shows immediately that the 
IN is m(g) = d. 
This analysis is now applied to balls of arbitrary radius in Rd. It is sufficient (and 
easier to understand the induction) to replace the problem by a spherical regions on 
the surface of a ball in Rd+‘. It also avoids some of the double-counting. Thus let 
M(n, d) be the maximum number of regions into which the surface of a sphere in Rd is 
divided by spherical regions on the surface (geodesic balls). Then the recurrence 
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relation is the same as (3) but the boundary conditions: 
M(1, d) = 2 (d = 1,2, . . . ); M(n, 1) = 2n (n = 1,2, . . . ), 
The generating function is 
1 
G(x, y, = (1 - y)(l - x(1 + y)) + 1 - x;1 + y)’ 
so that M(n, d) is the coefficient of yd in (1 + y)“(l - y)-’ + (1 + y)n-i, namely, 
k(F)+(“1’). 
From this it follows that M(n, d) = 2” when n = d + 1 and < 2” when n > d + 1, 
which gives m(%‘) = d + 1. 
Now consider the case of strips discussed briefly in Section 2. Thus let %? be the 
collection of sets in Rd of the form 
{x: 12x - bl < c} 
for any a, b, c in Rd. We count all possible subregions into which R” is divided by 
n such regions. If JJ? is such a collection then this count exceeds the number of sets of 
the form C(&, J) because, for example each strip on its own (and its complement) has 
multiple components among the subregions. The recurrence for the subregions is 
M(n, d) = M(n - 1, d) + 2 M(n - 1, d - l), 
M(1, d) = 3 (d = 1,2, . . . ); M(n, 1) = 2n - 1 (n = 1, 2, . . . ). 
The generating function is 
and M(n, d) is the coefficient of yd in 
(1 + 2Y) 
l-y ’ 
namely, 
M(n, d) = f: 2.(F) = 3”B(n, d, $), 
r=O 
where B(n, d, p) = prob(Z G d) for Z a Binomial(n, p) random variable. Thus the 
condition M(n, d) < 2” becomes 
B(n, d,%) < z . 
0 
n 
(4) 
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Suppose we let 
pi(l - p)“-‘. 
Then we can use Hoeffding’s inequality [6] to claim that 
G(p, n, pn + in) 6 exp( - 2nt’). 
Thenifweletd=naforO<cl< 1 then 
M(n, d) = 3”B(rz, cm, 3) = 3”G(i, n, n(1 - a)) < 3”exp( - 2n(j - tl)*). 
Then the condition M(n, an) < 2” hold if c( < 3 - (3 log ($))‘I2 and hence we have the 
linear bound 
m(%‘) < 4.62d. 
A slightly better bound of m(w) < 4.40d is obtained by using by setting 
U = Z - (n - d) and using the bound of Chernoff [2] which says that for any random 
variable U 
prob(U > 0) < inf &(t), 
t>0 
where &(t) = E(e’“) is the moment generating function for U. The details are 
omitted. This approach can be generalised to other situation in which there is linear 
recurrence. such as 
M(n, d) = M(n - 1, d) + k M(n - 1, d - l), 
with suitable boundary conditions. 
4. Independence number and VC dimension 
Independence number is closely related to Vapnik-Chernovenkis dimension. The 
latter is an important tool in the study of the asymptotics of empirical processes and in 
computational learning (see Section 6). For VC dimension we keep as far as possible 
to the same notation as for IN. 
Let %? be a collection of subsets of X and X a finite subset of X. The collection 
59 is said to shatter X if for any subset S of X there is a member C of % such that 
CnS = S. (The empty set is also included so that there is a member of 99 which does 
not intersect X.) The VC dimension d(q) is defined to be the size of the largest finite 
set X E X which can be shattered by 59. We have deviated somewhat from the 
standard here which defines the dimension as d(q) + 1 (in our notation). 
For a finite set X E X, define x(X, %‘) = # {S c X: 3 C in %?!, CnS = S}, that is the 
number of subsets of X which can be ‘picked out’ by a member of %?. Then define the 
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growth function of %? to be 
LI(n, %) = max{rc(X, @): 1x1 = n}. 
Then the VC dimension is the maximum value of n such that n(n, %) = 2”. Sauer’s 
lemma shows that the growth function is polynomially bounded in the VC dimension: 
= 2”B(n, II(%), f) < 2”. (4) 
The growth function has been evaluated in a number of different cases. The following 
elementary connection between IN and VC dimension does not depend on the 
geometry of the situation but only the definitions. 
Theorem 4. Let W be a collection of subsets of X then if there is a collection S of 
independent sets in W with I&( = 2” then there exists a set X of m points in X that is 
shattered by d. If there exists afinite set X of size 2” that can be shattered then there 
exists a collection of m independent sets. 
Proof. Assume that d = (Ai} is a collection of 2” independent sets. This means that 
for every index set J G { 1, . . ,2”} there is a point xJ E Ai if and only if i E J. Define the 
incidence matrix {nJ,ij where 
1 if XJEAi, 
nJ,i = 0 otherwise. 
This matrix contains every O-l row vector of length 2”. Now notice that if we select 
a set X of m points from the collection of xJ and form an m x 2” submatrix from the 
corresponding rows of the incidence matrix (and the full set of columns) then every 
column of this submatrix is associated with a subset of the set X. Now it is possible to 
choose the set X in a special way so that every distinct subset of X is represented by 
a different subcolumn. This follows since the corresponding rows are different and all 
possible different rows occur in the full matrix. It follows that d shatters X. The 
second statement in the theorem is proved analogously. 0 
Corollary 4. The IN number m(%‘) and the V/c dimension d(g) satisfy the following 
inequalities: 
(i) d(g) < 2”‘(‘6’+1 - 1, 
(ii) m(%?) < 2J(‘61+’ - 1, 
and d(W) is finite if and only if m(q) is finite. 
Proof. This follows directly from Theorem 4 and the definitions, namely that m(‘e) 
and d(%‘) are, respectively, the sizes of the largest collection of independent sets and 
the largest finite shattered set. 0 
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We now prove a stronger result but one which covers many interesting cases. If we 
consider the case of balls of constant radius then each ball can be associated uniquely 
with its centre. Let us generalise this and assume that to each x E X is associated 
a unique member C(x) of 9 and let all such sets comprise %? so we write %’ = {C(x)}. 
Definition. A class of sets subsets of X, $7 = {C(x)} is called rejexive if, for x, y in X, 
x E C(y) if and only if y E C(x). 
Theorem 5. For a re$exive class W = {C(x): x E X} the independence number and the 
VC dimension are equal. 
Proof. Let d = {A(xi)) b e a independent family of size m. Then each of the sets 
C(‘4, J), J E (1, . . . , m}, is nonempty. Select y, E C(d, J). Then yJ E A(Xi) for all i E J 
and yJ$A(xi) for all i&J. From reflexivity this implies that XiE A(yJ) for all iE J and 
X&A(yJ) for all i&I. But this means that A(yJ) picks out the subset Xi, ieJ and the set 
of all A(yJ) shatters the set {Xi>, of size m. Conversely suppose that there is a set (Xi} of 
size m which is shattered by (A(x)}. Then for any J there is a yJ which picks out 
xj, jG.J. But from reflexivity this y,,~ C(&, J) where d = {A}. But since this holds 
for all J, d is independent. 0 
A useful special case is where X is R” and the set C(x) is the translate of a radially 
symmetric set C(ZE C o - z E C) with x as centre: C(x) = {x + C}. Balls of equal 
radius, cubes of fixed size and strips are in the category. Also when C(x) is a ball in 
a metric space {y: d(x, y) < (or B ) r} the reflexive property follows from the sym- 
metry of the metric. 
The proof of Theorem 5 establishes that in the reflexive case the maximum number 
of nonempty sets C(&‘, J) for a particular finite collection d with 1 d 1 = n is exactly 
the same as the growth function. From this we can immediately show, following the 
counting argument in Section 3 for example that for balls of fixed radius 
Since d(%‘) = d + 1, the inequality in Sauer’s Lemma is strict in this case. Thus 
although the VC dimensions are the same (and also equal to the IN) in the fixed radius 
balls and arbitrary radius balls case the growth functions are different. 
The similarity between the growth function bound in Sauer’s Lemma and the 
enumeration formulae for IN and also the duality results in Theorems 4 and 5 point to 
some deeper connection between the two theories. We give here an outline of 
a point-set duality theory. 
Let (X, %?) be a base set and collection of subset in the usual way. Construct a ‘dual’ 
system (W*, ‘%‘*) in which the sets of G? become the ‘points’ of the new system and write 
informally X* G %. Then define %?* to be the collection of sets {C!J},, x each one 
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determined by an x in X in the following way: 
C: = {C: C in %7, XEC}. 
Theorem 6. Consider (X, %) and its dual (X*, %?*). Then the IN numbers and VC 
dimensions satisfy: m(W) = d(W*) and d(V) = m(W*). 
Proof. In the definition of independence the statement that XE Ai is equivalent to 
Ai E C:. Following through the definitions it is easily seen that independence in (X, %) 
is equivalent to shattering in (W*, %?*). Conversely, if we look at sets {AZ,} in %?*, then 
a ‘point’ C (as a member of X*) is in AZ, if and only if Xi E C so that independence in 
(X*, %?*) is equivalent to shattering in (W, ‘$7). The stated equivalence of IN and VC 
dimensions follows immediately. 0 
The duality is completed by setting a l-l correspondence between X and %?* which 
requires the following separation condition: for any x, x’ E X with x # x’ there are C, 
C’ in %? with C # C’ such that x E C and x’ E C’. Note that this additional condition is 
not necessary for the proof Theorem 6 where the only separation required is part of 
the definitions. The stronger duality of Theorem 5 occurs when we are able to set up 
a l-l correspondence between X and %?, in which case all four values of IN and VC in 
the statement of Theorem 6 are equal. 
An important corollary of Theorem 6 is that we can state a version of Sauer’s 
Lemma for independence number. We define the growth function for independence 
number: p(n, W) is the maximum number of nonempty C(JX?, J) of a collection A of 
size IAl = n. Then using the equivalence described in the proof of the first part of 
Theorem 6 together with Sauer’s Lemma applied to (X*, %?*) we have 
Corollary 6. The growth function for independence number and the independence 
number itself satisfy 
The point-set duality can be used to create a theory of probably-approximately- 
correct approximation based on random sets rather than random points. This is done 
by replacing x E A by ‘A contains x’ throughout, in the usual theory, as for example in 
the paper of Haussler and Welzl [S]. Thus assume that we have a pair (W, %‘) and its 
dual (X*, %?*) and assume the separation condition (see above) so that we can set up 
a l-l correspondence between V and X* and between X and G?*. Assume that sets can 
be selected independently in %? in such a way that the dual problem (W*, w*) has a VC 
theory with base set X* and ‘range’ %?*. The statements arising from such a theory can 
be translated to a random set approach in (X, %7) with VC dimension replaced by 
independence number. For example, the key definition of ‘&-approximation’ of the 
usual theory is replaced by the following: 
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Definition. Let (X, %?) be a base set and collection of subsets and let d be a finite 
collection of subsets (in V). For any E, 0 d E < 1, a subcollection of Y, of &‘, is an 
s-*approximation if for all x E X 
I#{C: xEC, C in d}/ldl - #{C: XEC, C in Y}/IY”l I GE. 
That is the proportion of sets in ~2 covering any x is approximated up to E. 
5. Inclusion+xclusion identities 
In NW [7] it is shown that there is an inclusion-exclusion identity for balls of equal 
radius which does not require intersections of more than d + 1 balls. This value the 
authors called depth. 
Definition. A collection of sets d = {Al, . . . , A,} is said to have a depth m inclusion- 
exclusion (IE) identity if there is an expansion 
, 
where the cJ are constants. The application to probability statements is clear: if 
d consists of measurable sets with respect to a measure p then 
~ ~Ai =~ 
( ) i=l r=l 
Theorem 7. A collection of sets d = {Al, . . . , A,,,+ 1 } is not independent if and only if it 
has a depth m identity. 
Proof. Suppose that d is not independent then there is an index set 
X(1, . . . , m + l} such that (2) holds. Thus 1(n:2i1 Ai) can be expressed as a linear 
combination of terms I ( ni E K Ai) for I K 1 < m. This can be converted to an identity 
for I (n;!$ Ai) using the standard inclusion-exclusion identity. 
Conversely suppose there is a depth m identity of the form 
andforwhichC(d,J)#~forallJr{1,...,m+1}.Forj,Lc{1,...,m+1)and 
XEC(&, J) 
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Thus, 
C CL 
IL1 L m.L L J 
for all J & { 1, . . . ,m + 11. A simple inductive argument shows that 
CL zrz ( - l)ILI-’ 
for all IL I 6 m. But taking x E n;211 & 
1 = C CL1 n Ai (X) = 1 ( - l)‘L’-’ = 1 + ( - 1)” 
IL1 cm ( ) ieL IL1 G m, 
a contradiction. 0 
Theorem 8. Let {A}:= 1 be a collection ofn sets for which every index set J E (1, . . , n} 
containing m + 1 elements is not independent (or equivalently by Theorem 7 has a depth 
m identity). Then there is a depth m IE identity for I (Uy=, Ai). 
Proof. This follows from the inductive use of the IE identity. We omit the details. 0 
Corollary 9. If the independence number of a collection (8 in m everyfinite subcollection 
has a depth m + 1 IE identity. 
Algorithmically, the task of finding depth m IE identities is equivalent to finding all 
the nonempty sets C(&‘, J) which can be thought of as atoms (elementary events in the 
probability space sense). Indeed for a collection with IN number equal to m any finite 
subset in the Boolean algebra of unions and intersections of members of %? can be 
expressed in terms of these atoms. In NW [ 1 l] a complete description is given of these 
atoms for balls of arbitrary radius. A major task is to determine the atoms for general 
cases. 
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discussed and improved by Grunbaum [4]. NW [7] covers in depth the case of 
Euclidean balls and geodesic balls in S,, without mention of IN but covering 
inclusion-exclusion identities, giving an explicit representation for the identity in 
terms of the Delauney (dual Voronoi) simplicial complex. This work is extended 
in NW [8]. Theorem 3 is in Pakula [12], who mentions that John Venn knew 
that two-dimensions restricts the independence. NW [S, 91, cover, respectively, the 
case of hypercubes (Example 3) and translates of regions formed by intersections 
of half-spaces. 
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The original VC theory appears in Vapnik and Chernovenkis [ 171 and has been the 
subject of intense activity within the theory of empirical processes. See the book of 
Gaenssler [ 31 and the review by Pollard [ 131. Sauer’s Lemma is in Sauer [ 151. Schlhfli 
[16] showed essentially that the bound in Sauer’s Lemma is exact for half spaces and 
recently, in NW [lo], the authors have shown that it is exact for Euclidean balls of 
arbitrary radius. 
The technology of VC dimension has been adopted by researchers in computa- 
tional learning theory following important work by Haussler and co-workers, see for 
example Haussler and Welzl [S], and papers at COLT: the Annual Conference on 
Computational Learning Theory. The subject is sometimes referred to as PAC: 
probably-approximately-correct learning. The recent book by Anthony and Biggs [l] 
is a useful summary and makes connections to threshold logics, perceptions and 
neural nets. 
The explicit connection between IN, inclusionexclusion and these areas has not 
been given before to the authors’ knowledge. 
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