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This dissertation addresses the important question of the extent to which ran-
dom variables and vectors with truncated power tails retain the characteristic
features of random variables and vectors with power tails.
We define two truncation regimes - soft truncation and hard truncation,
based on the growth rate of the truncating threshold. We study the central limit
theorem and the large deviations behavior of the model with truncated power
laws in both regimes. The central limit theorem is studied for random vec-
tors taking values in a separable Banach space, while for the large deviations,
the random vectors are assumed to be Rd-valued. It turns out that, in the soft
truncation regime, truncated power tails behave, in important respects, as if no
truncation took place. On the other hand, in the hard truncation regime much
of “heavy tailedness” is lost. Based on this observation, we set before ourselves
two tasks. The first one is to suggest statistical tests to decide on whether the
truncation is soft or hard. The second task is to devise an estimator for the tail
exponent from the truncated data, which is consistent regardless of the trunca-
tion regime. Finally, we apply our methods to two recent data sets arising from
computer networks.
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CHAPTER 1
INTRODUCTION
1.1 Models with truncated power tails
Power tails are characteristic of models in which probability of one single large
value, that can impact the whole system, is relatively big. Probability laws with
power tails are ubiquitous in applications. A good fit between empirical distri-
bution of various quantities of interest and distributions with power tails has
been reported in such diverse areas as human travel (Brockmann et al. (2006)),
earthquake analysis (Corral (2006)), animal science (Bartumeus et al. (2005)) and
even in language (Serrano et al. (2009)). The modelling and analysis of such phe-
nomena differ a lot from their classical counterparts, where the tail decays much
faster than a power tail, for example exponentially fast. The behavior of models
with power tails is governed by the large values that shock the system every
now and then, as opposed to the systems which exhibit some stability in the
sense that their behavior is determined largely by an averaging effect. In the lit-
erature, probability laws with power tails are often referred to as “heavy-tailed
distributions”; in this dissertation also both the terms will be used interchange-
ably.
In many situations there is a “physical” limit that prevents a quantity of in-
terest from taking an arbitrarily large value. The File Allocation Table (FAT)
used on most computer systems allows the largest file size to be 4GB (minus
one byte) (Microsoft Knowledge Base Article 154997 (2007)); the greatest loss an
insurance company is exposed to by an single covered event is limited by its
reinsurance contract (see e.g. Mikosch (2009)). Even the number of the atoms in
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the universe is widely considered to be finite. It is common in practice to com-
bine these two facts together and use a model that features power tails only in
a truncated form; such models are often referred to as truncated Le´vy flights, see
e.g. Scholtz and Contreras (1998), Maruyama and Murakami (2003) or Zaninetti
and Ferraro (2008). At the first glance this leads to a situation where the power
tails, in a sense, completely disappear. The truncation may change dramatically
the behavior of the cumulative sums of observations and it always changes dra-
matically the behavior of the cumulative maxima of the observations. Yet it is
precisely such patterns of behavior for which a model with power tails is cho-
sen in the first place. This leads one to ask the natural question: to what extent,
if any, do phenomena well described by models with truncated power tails
retain the characteristic features of power tails?
Answering this question is not straightforward. We start by pointing out that
the level of truncation is linked to the amount of observations one has at hand.
This can be thought of in different ways. First of all, finiteness of the sample
is sometimes taken as the source of the truncation, see e.g. Burrooughs and
Tebbens (2001) or Barthelemy et al. (2008). Secondly, both the physical nature
of the truncation bound and the available data can be linked to a technological
level. This is particularly transparent when one models a phenomenon related
to computer or communications systems; see e.g. Jelenkovic´ (1999) or Gomez
et al. (2000). We describe this situation as a sequence of models, each one with
truncated power tails or, in other words, as a triangular array system, which we
now proceed to define formally.
There are situations where a realistic model demands that one go beyond
finite-dimensional spaces. For example, to model any quantity that changes
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with time, one needs to consider a suitable function space. Hence, for the un-
derlying space, it makes sense to use some nice infinite dimensional space. For
this dissertation, we have chosen separable Banach spaces for that purpose. For-
mally, a random variable H that takes values in a separable Banach space B is
said to be heavy-tailed or to have a power tail if there is a non-null measure µ
on B \ {0} so that for every ε > 0, µ(B \ Bε) < ∞ and there is a sequence an
going to infinity so that
nP (a−1n H ∈ ·) w−→ µ(·) (1.1)
on B \ Bε for all ε > 0. Here, for all r ≥ 0, Br denotes the closed ball of radius r
centered at the origin:
Br := {x ∈ B : ‖x‖ ≤ r} .
If B = Rd, then the above is equivalent to
nP (a−1n H ∈ ·) v−→ µ(·) (1.2)
inRd\{0}. HereRd is the compactification ofRd obtained by adding to the latter
a ball of infinite radius centered at origin. The measure µ necessarily satisfies
µ(Rd \ Rd) = 0. It also has a scaling property: there exists α > 0 such that for
any Borel set A ⊂ B and c > 0,
µ(cA) = c−αµ(A) .
The assumption (1.1) implies that for x > 0,
P (‖H‖ > x) = x−αl(x) ,
where l is a slowly varying function at infinity. This justifies the usage of the
term “power tail”. Denote S := {x ∈ B : ‖x‖ = 1} and let B(S) denote the Borel
σ-field on S. Define a probability measure σ on (S,B(S)) by
σ(A) :=
1
µ(Bc1)
µ
({
x ∈ B : x‖x‖ ∈ A, ‖x‖ ≥ 1
})
.
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It’s easy to see that (1.1) implies
P
(
H
‖H‖ ∈ ·
∣∣∣∣‖H‖ > t) w−→ σ(·) (1.3)
in B(S) as t −→∞.
For n = 1, 2, . . . (regarded both as the number of observations in the nth row
of the triangular array and the number of the model) let Mn > 0 denote the
truncation level. The nth row of the triangular array will consist of observa-
tions Xnj, j = 1, . . . , n, which we view as generated according to the following
mechanism:
Xnj := Hj1 (‖Hj‖ ≤Mn) + Hj‖Hj‖(Mn + Lj)1 (‖Hj‖ > Mn) , (1.4)
j = 1, . . . , n, n = 1, 2, . . .. Here H1, H2, . . . are i.i.d. copies of H that satisfies
(1.1), and (L,L1, L2, . . .) is a sequence of i.i.d. nonnegative random variables
independent of (H,H1, H2, . . .). For each n = 1, 2, . . . we view the observation
Xnj , j = 1, . . . , n as having power tails that are truncated at level Mn.
We need to comment, at this point, on the role of the random variables
L1, L2, . . .. One should view them as possessing light tails, even exponentially
decaying tails. In many cases taking these random variables to be equal to zero
with probability 1 is appropriate; in other applications exponentially fast taper-
ing off of the tails beyond the truncation point has been observed (see e.g. Hong
et al. (2008)). The results of this dissertation hold whenever the tails of the ran-
dom variables L1, L2, . . . are only light enough, not necessarily exponentially
light. We have chosen to formulate our results in this way in order to increase
their generality, even though we are thinking of their role in the model (1.4) as
representing the exponentially fast decaying tails.
Our approach to addressing the question “to what extent do models with
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truncated power tails retain the characteristic features of power tails?” lies in
studying the effect of the rate of growth of the truncation levelMn on the asymp-
totic properties of the triangular array defined in (1.4). Specifically, we introduce
the following definition. We will say that the tails in the model (1.4) are
truncated softly if limn→∞ nP (‖H‖ > Mn) = 0 ,
truncated hard if limn→∞ nP (‖H‖ > Mn) =∞ .
(1.5)
Clearly, an intermediate regime exists as well. In this dissertation, we shall
study the behavior of the partial sums of the triangular array (1.4) in both the
regimes defined above. We shall see that there are reasons to say that when
the tails of the power law model are truncated softly, much of the power law
behavior is preserved, while when they are truncated hard, the same is lost.
We finish this section by pointing out that some of the issues related to mod-
els with truncated power tails have been addressed in the literature, but from
different angles. The paper Asmussen and Pihlsgard (2005) discusses an appli-
cation of distributions with truncated power tails in queuing, and addresses the
question whether light tailed approximations or heavy approximations work
better in this situation. On the other hand, a maximum likelihood estimation
procedure of the tail exponent α in a parametric model of truncated power tails
(specifically, the truncated Pareto distribution) is given in Aban et al. (2006).
Finally, estimation of the tail exponent in randomly censored power models
(where the tails are not so much truncated, as contaminated) is discussed in
Beirlant et al. (2007) and Einmahl et al. (2008).
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1.2 The Central Limit Theorem
Suppose that X,X1, X2, . . . are i.i.d. random variables taking values in a sep-
arable Banach space B. X is said to satisfy a central limit theorem if there is
non-degenerate B-valued random variable V and sequences an and bn so that
b−1n
n∑
j=1
Xj − an =⇒ V , (1.6)
and in that case, X is said to be in the domain of attraction of V or the law of
V . It has been shown in Araujo and Gine´ (1980) that if a random variable V
has a domain of attraction, then its characteristic function must necessarily be
of one of the two forms described below. Either there is a finite measure Γ on
S := {x ∈ B : ‖x‖ = 1}, x0 ∈ B and 0 < α < 2 so that for all f ∈ B′ which is the
dual space of B,
E exp(if(V)) =
exp
[
if(x0) +
∫
S
∫ ∞
0
{
eirf(s) − 1− irf(s)1(0 < r ≤ 1)} r−α−1drΓ(ds)] , (1.7)
or there is x0 ∈ B and a function Φ : B′ ×B′ −→ R satisfying for all f, g ∈ B′,
1. Φ(f, f) ≥ 0
2. Φ(f, g) = Φ(g, f)
3. Φ(f, ·) is linear,
so that for all f ∈ B′,
E exp(if(V)) = exp
{
if(x0) +
1
2
Φ(f, f)
}
. (1.8)
If (1.7) holds, then V is said to be an α-stable random variable with location
x0 and spectral measure Γ, while if (1.8) holds, then V is said to be a Gaussian
random variable with mean x0 and covariance Φ. It is easy to see that in the
latter case, for all f, g ∈ B′,
Cov(f(V), g(V)) = Φ(f, g) ,
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and hence the name covariance for Φ. Theorem 6.5 in Araujo and Gine´ (1980)
states that if V is a B-values Gaussian random variable, then there exists t0 > 0
so that for every t < t0,
E exp
(
t‖V‖2) <∞ .
On the other hand, if V is an α-stable random variable with 0 < α < 2, then
there exists C ∈ (0,∞) so that
P (‖V‖ > x) ∼ Cx−α as x −→∞.
If B = Rd, then nice characterizations of the domains of attraction for stable
and Gaussian laws are known. When 0 < α < 2, it has been shown in Rvacˇeva
(1962) that H is in the domain of attraction of a Rd-valued α-stable random
variable V with location zero and spectral measure Γ if and only if
nP (c−1n H ∈ ·) v−→ µ (1.9)
onRd\{0} for some sequence cn going to infinity, where the measure µ is defined
by
µ(A) =
∫
S
∫ ∞
0
1(rs ∈ A)r−α−1drΓ(ds) .
In that case (1.6) holds with
bn = sup{t : nP (‖H‖ > t) ≥ α−1Γ(S)} ,
and
an :=

0, α < 1
nb−1n
∫
{‖x‖≤bn} xP (H ∈ dx), α = 1
nb−1n E(H), 1 < α < 2 .
.
In the same paper, it has been shown that a Rd-valued random variable H is in
the domain of attraction of a Gaussian random variable V with mean zero and
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covariance matrix Φ if and only if
lim
R→∞
R2P (‖H‖ > R)∫
{‖x‖≤R} ‖x‖2P (H ∈ dx)
= 0 , (1.10)
where ‖ · ‖ denotes the L2 norm, and
lim
R→∞
∫
{‖x‖≤R}〈t, x〉2P (H ∈ dx)∫
{‖x‖≤R}〈u, x〉2P (H ∈ dx)
=
〈t,Φt〉
〈u,Φu〉
for all t, u ∈ Rd. In this case, (1.6) holds with
bn = sup
{
t : nt−2
∫
{‖x‖≤t}
‖x‖2P (H ∈ dx) ≥ E‖V‖2
}
,
where ‖ · ‖ denotes the L2-norm, and
an = nb
−1
n E(H) .
Unfortunately, nice characterizations of the domains of attraction are not known
when B is a general separable Banach space. However, when 0 < α < 2, it is
known that (1.1) which is the equivalent condition of (1.9) on Banach spaces,
is a necessary condition for H to be in the domain of attraction of an α-stable
random variable; see Theorem 6.18 in Araujo and Gine´ (1980). Corollary 6.21 in
the same book states that if H is a B-valued random variable in the domain of
attraction of a Gaussian law, then (1.10) holds.
In this dissertation, we shall study the effect of truncation on the CLT behav-
ior of the partial sums of the triangular array (1.4). Specifically, we answer the
question when is the limiting law after suitable centering and scaling α-stable
with 0 < α < 2 and when is the same Gaussian.
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1.3 Large Deviations
Suppose X,X1, X2, . . . are i.i.d. Rd-valued random variables and λn is a se-
quence of numbers going to infinity so that as n −→∞,
λ−1n
n∑
j=1
Xj
P−→ 0 .
Studying the large deviations behavior of X means analyzing the decay rate of
P (λ−1n
∑n
j=1Xj ∈ A) for a setA ⊂ Rd that is bounded away from zero. This anal-
ysis, however, is very different for the following two situations - one when X
has a power tail and the other when X has some finite exponential moment.
Study of the former situation in one dimension dates back to Heyde (1968),
Nagaev (1969a), Nagaev (1969b), Nagaev (1979) and Cline and Hsing (1991),
among others; see Section 8.6 in Embrechts et al. (1997) and Mikosch and Na-
gaev (1998) for a survey on this. More recently, the functional version of large
deviation principles for heavy-tailedRd valued random variables has been stud-
ied by Hult et al. (2005). There, it is shown among other things, that ifH1, H2, . . .
are i.i.d. copies of H that satisfies (1.2), then
P
(
λ−1n
∑n
j=1 Hj ∈ ·
)
nP (‖H‖ > λn)
v−→ µ(·)
µ(Bc1)
, (1.11)
where λn is a sequence satisfying λ−1n
∑n
j=1Hj −→ 0 in probability and in addi-
tion
λn 
√
n1+γ for some γ > 0, if α = 2
λn 
√
n log n, if α > 2 ,
and Br denotes the closed ball of radius r centered at the origin. The idea lead-
ing to the proof of (1.11) is that for
∑n
j=1 Hj to be large, it is “necessary and
sufficient” that exactly one of the summands is large.
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For the situation where X has some finite exponential moment, Crame´r’s
Theorem states that for A ⊂ Rd,
− inf
x∈int(A)
Λ∗(x) ≤ lim inf
n→∞
1
n
logP
(
n−1
n∑
j=1
Xj
)
≤ lim sup
n→∞
1
n
logP
(
n−1
n∑
j=1
Xj
)
≤ − inf
x∈cl(A)
Λ∗(x) , (1.12)
where Λ∗ is the Fenchel-Legendre dual of Λ, defined by
Λ∗(x) := sup
λ∈Rd
{〈λ, x〉 − Λ(λ)}, x ∈ Rd , (1.13)
and
Λ(λ) := logE exp(〈λ,X〉) .
Though (1.12) is valid even without the assumption that Λ(λ) <∞ for all λ in an
open ball around zero, it is useful only when this is true. A detailed treatment
of the theory of large deviations for the situation where finite exponential mo-
ments exist can be found in Varadhan (1984) and Dembo and Zeitouni (1998),
among others.
In this dissertation, we study the large deviation behavior for the row sums
of the triangular array (1.4), separately for the hard truncation and soft trunca-
tion regimes, as defined in (1.5). We show that in the soft truncation regime, the
large deviation behavior is similar to (1.11) in important respects, while in the
hard truncation regime, the same is similar to (1.12).
1.4 The Hill Estimator
Any statistical inference based on data which are believed to come from a prob-
ability law with power tails, revolves around estimating the tail index α. One of
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the most widely used estimator of the tail exponent is the Hill estimator, intro-
duced by Hill (1975). Given a one-dimensional non-negative sampleX1, . . . , Xn,
the Hill statistic is defined by
h(k, n) =
1
k
k∑
i=1
log
X(i)
X(k)
, (1.14)
where X(1) ≥ X(2) ≥ . . . ≥ X(n) are the order statistics from the sample
X1, . . . , Xn, and k = 1, . . . , n is a user-determined parameter, the number of the
upper order statistics to use in the estimator. The consistency result for the Hill
estimator says that, if X1, . . . , Xn are i.i.d. with regularly varying right tail with
exponent α > 0, and k = kn → ∞, kn/n → 0 as n → ∞, then h(kn, n) → 1/α
in probability as n→∞; see e.g. Theorem 3.2.2 in de Haan and Ferreira (2006).
The heuristic idea behind such a result is the following. If the sampleX1, . . . , Xn
came from a Pareto(α) distribution, i.e., have the density αx−α−1 for x ≥ 1, then
E logX1 = 1/α. Hence, by the weak law of large numbers n−1
∑n
j=1 logXj
would be a consistent estimator of α−1. If however, the sample comes from
a model which is assumed only to have power tails, then the distribution of
(X(j)/X(k) : 1 ≤ j ≤ k − 1) approximates that of the order statistics of a sam-
ple of size k − 1 from Pareto(α) whenever k is a sequence of integers satisfying
1 k  n. Hence, one would expect that
1
k − 1
k−1∑
i=1
log
X(i)
X(k)
consistently estimates α−1. Clearly, this quantity is asymptotically equivalent to
the Hill estimator in probability.
Under some additional distributional assumptions, the Hill estimator is
known to be asymptotically normal, as stated in the following result; see, for
example, Proposition 9.3 in Resnick (2007).
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Theorem 1.4.1. Suppose X1, X2, . . . are i.i.d. [0,∞) valued random variables with
c.d.f. F , such that F¯ := 1 − F is regularly varying with index −α, α > 0. Suppose
that kn is a sequence of integers satisfying 1 kn  n. In addition, assume that
lim
n→∞
√
kn
(
n
kn
F¯ (b(n/kn)y)− y−α
)
= 0
locally uniformly in (0,∞] and
lim
n→∞
√
kn
∫ ∞
1
(
n
kn
F¯ (b(n/kn)s)− s−α
)
ds
s
= 0 ,
where
b(·) :=
(
1
F¯ (·)
)←
.
Then, √
kn
(
h(kn, n)− 1
α
)
=⇒ N
(
0,
1
α2
)
,
where for 1 ≤ k ≤ n, h(k, n) is the Hill estimator, as defined in (1.14), for the random
variables X1, . . . , Xn.
In this dissertation, the behavior of the Hill estimator, when the sample arises
from the model with truncated power law (1.4), is studied.
1.5 Outline of Dissertation
As mentioned earlier, the behavior of the model with truncated power tails is
studied in this dissertation, with the goal of understanding the differences be-
tween the regimes of hard and soft truncation, as defined in (1.5). On this note,
in Chapters 2 and 3, we investigate respectively the central limit theorem and
the large deviations behavior of the partial sums of the observations coming
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from (1.4). Our results for these two chapters make it clear that in important re-
spects, observations with softly truncated tails behave like heavy tailed random
variables, while those with hard truncated tails behave like light tailed random
variables. Thus, figuring out the truncation regime from given data is an im-
portant problem. This task is addressed in Chapter 4, where we suggest sta-
tistical procedures for testing the hypothesis of the soft (correspondingly, hard)
truncation regime against the appropriate alternative. Finally, we consider the
problem of estimating the tail exponent α based on a sample of observations
with truncated power tails without knowing the truncation level or, even, if the
truncation is soft or hard. We show how this can be accomplished in Chapter 5.
In Chapter 6 we apply the statistical techniques of Chapter 4 to two recent data
sets related to TCP connections in a large computer network.
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CHAPTER 2
CENTRAL LIMIT THEOREM
2.1 Introduction
In this chapter, we study the central limit behavior of the sum of truncated
heavy-tailed random vectors. By “heavy-tailed”, we shall mean random vectors
in the domain of attraction of some α-stable law. Let B be a separable Banach
space and V an α-stable law on that with 0 < α < 2. Suppose that H,H1, H2, . . .
are B-valued random variables in the domain of attraction of V . This means
that there are deterministic sequences bn and cn so that
b−1n
n∑
j=1
Hj − cn =⇒ V . (2.1)
This assumption aboutH exceeds that defined in Chapter 1, i.e., there exist µ and
(an) satisfying (1.1). Let L,L1, L2, . . . be i.i.d. [0,∞)-valued random variables
such that the families (H,H1, H2, . . .) and (L,L1, L2, . . .) are independent. The
triangular array {Xnj : 1 ≤ j ≤ n} is generated according to (1.4). We consider
the row sum
Sn :=
n∑
j=1
Xnj .
In this chapter we study the limiting distribution of Sn after suitable centering
and scaling.
The aim of such an investigation is to decide, based on this, what the trun-
cated model resembles more - the untruncated case or the case with bounded
support. Clearly, if the thresholding sequence Mn is identically equal to infinity,
then the limit law of Sn will be V , while if Mn is identically equal to a finite con-
stant, then on Rd, the limit law will be a Gaussian one. Thus, one would expect
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that there is a dichotomy based on the growth rate of Mn. It turns out that (1.5)
is exactly that dichotomy.
Section 2.2 gives the results in general Banach spaces. Section 2.3 specializes
to Banach spaces of type 2. A counter-example is discussed in section 2.4.
2.2 General Banach Spaces
We start with the situation where the truncation level Mn grows sufficiently
fast with the sample size, so that the truncated power tails model (1.4) is in the
soft truncation regime. Theorem 2.2.1 below shows that, in this case, the partial
sums of the random vectors with truncated heavy tails converge, when properly
centered and scaled, to the same α-stable limit as without truncation.
Theorem 2.2.1. In the soft truncation regime we have
b−1n Sn − cn =⇒ V . (2.2)
Proof. By (2.1) it is enough to show that
b−1n
∥∥∥∥∥Sn −
n∑
j=1
Hj
∥∥∥∥∥ p−→ 0 .
However, for any ε > 0,
P
(
b−1n
∥∥∥∥∥Sn −
n∑
j=1
Hj
∥∥∥∥∥ > ε
)
≤ P (‖Hj‖ > Mn for some j = 1, . . . , n)
≤ nP (‖H1‖ > Mn)→ 0 ,
and the claim follows.
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Next, we consider the intermediate regime
lim
n→∞
nP (‖H‖ > Mn) = δ ∈ (0,∞) . (2.3)
It turns out that in this case, the limit is an infinitely divisible law, which is
obtained by a certain truncation of the jumps of the α-stable law V in (2.1).
We start with some preliminaries. As mentioned in Section 1.2, since the lim-
iting law V in (2.1) is α-stable, the Le´vy-Khinchine formula for its characteristic
function has the form
Vˆ(f) = exp
[
if(x0) +
∫
B
{
eif(x) − 1− if(x)1(‖x‖ ≤ 1)}µ(dx)] , f ∈ B′ (2.4)
for some x0 ∈ B and a unique measure µ on B \ {0} where B′ denotes the dual
space of B. µ is called the Le´vy measure of V . There is a finite measure Γ on
S := {x ∈ B : ‖x‖ = 1} so that
µ(A) =
∫
S
{∫ ∞
0
1A(rs)r
−(1+α)dr
}
Γ(ds) (2.5)
for every Borel set A ⊂ B \ {0}. Γ is known as the spectral measure of V . The
normalized spectral measure of V , denoted by σ, is defined as
σ(·) := Γ(·)/Γ(S) .
We shall denote by Br the closed ball of radius r, i.e.,
Br := {x ∈ B : ‖x‖ ≤ r} .
For further details on stable laws on separable Banach spaces and their domain
of attraction, the reader is referred to Araujo and Gine´ (1980).
Theorem 2.2.2. If (2.3) holds, then
b−1n
(
Sn − n
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
=⇒ Vδ
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where
Vˆδ(f) := exp
[∫
{‖x‖≤C}
{
eif(x) − 1− if(x)}µ(dx)
+δ
∫
S
(
eiCf(x) − 1)σ(dx)], f ∈ B′
and
C := δ−1/α(α−1Γ(S))1/α .
For the proof, we shall need the following result, which can be proved by
similar arguments as in Theorem 5.9, page 129 of Araujo and Gine´ (1980).
Theorem 2.2.3. Let X,X1, X2, . . . be B-valued random variables in the domain of
attraction of some α-stable law with 0 < α < 2. Assume that there is a sequence dn and
a measure ν on B \ {0} satisfying
nP (X/dn ∈ ·) −→ ν
weakly onBcε for all ε > 0. For n ≥ 1, let {Ynj : 1 ≤ j ≤ n} be a family of i.i.d. random
variables with
P (Yn1 ∈ A) = P
(
X ∈ A ∣∣ ‖X‖ ≤ dn) , A ⊂ B .
Then,
1. d−1n
(∑n
j=1 Xj − an
)
converges weakly to the law with characteristic function
exp
[∫ {
eif(x) − 1− if(x)1(‖x‖ ≤ 1)} ν(dx)] , f ∈ B′ ,
where
an := n
∫
{‖x‖≤dn}
xP (X ∈ dx) .
2. d−1n
(∑n
j=1 Ynj − an
)
converges weakly to the law with characteristic function
exp
[∫
{‖x‖≤1}
{
eif(x) − 1− if(x)} ν(dx)] , f ∈ B′ .
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Proof of Theorem 2.2.2. Write
Sn :=
n∑
j=1
Hj1(‖Hj‖ ≤Mn)
+Mn
n∑
j=1
Hj
‖Hj‖1(‖Hj‖ > Mn) +
n∑
j=1
Lj
Hj
‖Hj‖1(‖Hj‖ > Mn)
Clearly, the last sum above is stochastically bounded and hence vanishes on
scaling by Mn. Thus, without loss of generality we assume that L is identically
zero. It follows by Theorem 6.18, page 150 in Araujo and Gine´ (1980) that
lim
n→∞
nP (H/bn ∈ Bc1) = µ(Bc1) = α−1Γ(S) ,
the second equality following from (2.5). By (2.3), it follows that
lim
n→∞
Mn
bn
= δ−1/α(α−1Γ(S))1/α = C . (2.6)
Hence,
nP (H/Mn ∈ ·) −→ γ
weakly on Bcε for all ε > 0, where γ(dx) = µ(Cdx). Define
Kn :=
n∑
j=1
1(‖Hj‖ > Mn) .
Fix an integer k ≥ 0. Clearly, for n ≥ k, the conditional distribution of Sn given
that Kn = k is same as that of
n−k∑
j=1
Ynj +Mn
k∑
j=1
Znj =: S
(1)
n,k + S
(2)
n,k
where {Ynj : 1 ≤ j ≤ n} is a family of i.i.d. random variables with law given by
P (Yn1 ∈ A) = P
(
H ∈ A ∣∣ ‖H‖ ≤Mn)
and {Znj : 1 ≤ j ≤ n} is a family of i.i.d. random variables taking values in
S := {x ∈ B : ‖x‖ = 1}, independent of {Ynj : 1 ≤ j ≤ n}with
P (Zn1 ∈ A) = P
(
H
‖H‖ ∈ A
∣∣ ‖H‖ > Mn) , A ⊂ S .
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By Theorem 2.2.3, it follows that as n −→∞,
M−1n−k
(
S
(1)
n,k − (n− k)
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
converges weakly to a law with characteristic function
exp
[∫
{‖x‖≤1}
{
eif(x) − 1− if(x)} γ(dx)] , f ∈ B′ . (2.7)
This immediately implies that
M−1n
(
S
(1)
n,k − n
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
converges weakly to the same law, i.e., the one with characteristic function (2.7).
H being in the domain of attraction of V means that
P
(
‖H‖ > r, H‖H‖ ∈ ·
)
P (‖H‖ > r)
w−→ σ(·) (2.8)
on S; see e.g. Corollary 6.20 (b) of Araujo and Gine´ (1980). This implies that
M−1n S
(2)
n,k =⇒
k∑
j=1
Uj
where U1, U2, . . . are i.i.d. S-valued random variables distributed as σ. Hence,
the conditional distribution of
M−1n
(
Sn − n
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
given that Kn = k converges weakly to
A+
k∑
j=1
Uj ,
where A is distributed as (2.7), independent of (Uj : j ≥ 1). Note that (2.3)
implies that Kn converges weakly to a Poisson limit with mean δ. Thus,
M−1n
(
Sn − n
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
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=⇒ A+
N∑
j=1
Uj
where N is a Poisson random variable with mean δ, independent of
(A,U1, U2, . . .). Thus, for f ∈ B′,
E exp
{
if
(
N∑
j=1
Uj
)}
= exp
{
δ
∫
S
eif(x)σ(dx)− 1
}
= exp
[
δ
∫
S
(
eif(x) − 1)σ(dx)] .
This shows that the characteristic function of A+
∑N
j=1 Uj is given by
exp
[∫
{‖x‖≤1}
{
eif(x) − 1− if(x)} γ(dx) + δ ∫
S
(
eif(x) − 1)σ(dx)] , f ∈ B′ .
Thus, by (2.6),
b−1n
(
Sn − n
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
converges weakly to a law with characteristic function
exp
[∫
{‖x‖≤1}
{
eiCf(x) − 1− iCf(x)} γ(dx) + δ ∫
S
(
eiCf(x) − 1)σ(dx)] , f ∈ B′ .
A change of variable completes the proof.
The above result shows that in the intermediate regime, the scaling constant
is same as that in the untruncated case. We show furthermore in the following
result that the centering constant can also be chosen to be the same as that in
(2.1).
Theorem 2.2.4. In the intermediate regime, b−1n (Sn − cn) converges weakly to the law
with characteristic function
exp
[
if(xδ)+
∫
{‖x‖≤C}
{
eif(x) − 1− if(x)}µ(dx)+δ ∫
S
(
eiCf(x) − 1)σ(dx)], f ∈ B′ ,
where
xδ := x0 −
∫
{‖x‖≤1}
xµ(dx) +
∫
{‖x‖≤C}
xµ(dx) .
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Proof. In view of Theorem 2.2.2, all that needs to be shown is
lim
n→∞
b−1n
(
n
∫
{‖x‖≤Mn}
xP (H ∈ dx)− cn
)
= xδ . (2.9)
By Theorem 2.2.3 and (2.6), it follows that
b−1n
(
n∑
j=1
Hj − n
∫
{‖x‖≤Mn}
xP (H ∈ dx)
)
converges weakly to the law with characteristic function
exp
[∫ {
eif(x) − 1− if(x)1(‖x‖ ≤ C)}µ(dx)] , f ∈ B′ .
This in view of (2.1) and (2.4) shows (2.9) and thus completes the proof.
Finally, we consider the situation where the truncation level Mn grows rel-
atively slowly with the sample size, and that the truncated power tails model
(1.4) is in the hard truncation regime. Also assume that EL2 < ∞. These as-
sumptions will be in force for the rest of this chapter. As we will see, in this case
the partial sums of the random vectors with truncated heavy tails are no longer
asymptotically α-stable but, rather, converge in law (under some additional as-
sumptions), after suitable centering and scaling, to a Gaussian limit. Therefore,
at least from the point of view of the behavior of partial sums, a model with
power tails that have been truncated hard does not behave anymore as a heavy
tailed model.
We start with a one-dimensional result.
Theorem 2.2.5. For every f in B′,
B−1n (f(Sn)− Ef(Sn)) =⇒ N
(
0,
2
2− α
∫
S
f 2(s)σ(ds)
)
,
where
Bn := [nM
2
nP (‖H‖ > Mn)]1/2, n = 1, 2, . . . .
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The proof is using the following lemma.
Lemma 2.2.1. For every f ∈ B′,
lim
n→∞
nB−2n
∫
S
∫ Mn
0
f(s)r2P
(
‖H‖ ∈ dr, H‖H‖ ∈ ds
)
=
α
2− α
∫
S
f(s)σ(ds).
Proof. By (2.8), ∫
S
∫ Mn
0
f(s)r2P
(
‖H‖ ∈ dr, H‖H‖ ∈ ds
)
=
∫ Mn
0
2y
(∫
S
f(s)P
(
‖H‖ > y, H‖H‖ ∈ ds
))
dy
−M2n
∫
S
f(s)P
(
‖H‖ > Mn, H‖H‖ ∈ ds
)
∼
∫
S
f(s)σ(ds)
[∫ Mn
0
2yP (‖H‖ > y) dy −M2nP (‖H‖ > Mn)
]
∼
∫
S
f(s)σ(ds)
(
2
2− α − 1
)
M2nP (‖H‖ > Mn) = n−1B2n
∫
S
f(s)σ(ds)
as n −→ ∞, where the second asymptotic equivalence follows from the Kara-
mata theorem (see e.g. Resnick (1987)).
Proof of Theorem 2.2.5. We shall use the Central Limit Theorem for triangular ar-
rays; see e.g. Theorem 2.4, page 345 in Gut (2005). We need to prove that
lim
n→∞
n
B2n
Var (f(Xn1)) =
2
2− α
∫
S
f(s)2σ(ds) (2.10)
and that for every ε > 0,
n
B2n
E
(|f(Xn1)− E (f(Xn1))|2 1 (|f(Xn1)− E (f(Xn1))| > εBn))→ 0 (2.11)
as n −→∞. In order to prove (2.10), we will show that
lim
n→∞
n
B2n
E
(
f(Xn1)
2
)
=
2
2− α
∫
S
(f(s))2 σ(ds) (2.12)
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while
lim
n→∞
n1/2
Bn
|E (f(Xn1))| = 0 . (2.13)
The former claim follows easily from Lemma 2.2.1 and the weak convergence
(2.8) by writing
E
(
(f(Xn1))
2
)
= E
(
f(H))21 (‖H‖ ≤Mn)
)
+E
(
(f(H))2
‖H‖2 (Mn + L1)
21 (‖H‖ > Mn)
)
∼ n−1B2n
α
2− α
∫
S
(f(s))2 σ(ds) + (1 + o(1))M2nE
(
(f(H))2
‖H‖2 1 (‖H‖ > Mn)
)
∼ n−1B2n
α
2− α
∫
S
(f(s))2 σ(ds) +M2nP (‖H‖ > Mn)
∫
S
(f(s))2 σ(ds)
= n−1B2n
(
α
2− α + 1
)∫
S
(f(s))2 σ(ds) = n−1Bαn
α
2− α
∫
S
(f(s))2 σ(ds) .
For (2.13) we write
|E (f(Xn1))| ≤ ‖f‖ [E (‖H‖1(‖H‖ ≤Mn)) +MnP (‖H‖ > Mn)] .
Since
MnP (‖H‖ > Mn)Mn (P (‖H‖ > Mn))1/2 = n−1/2Bn ,
the claim (2.13) will follow once we check that
lim
n→∞
n1/2B−1n E [‖H‖1(‖H‖ ≤Mn)] = 0 . (2.14)
We give separate arguments for the cases α ≤ 1 and α > 1.
Case 1 (α ≤ 1): Letting C be a positive constant whose value may change from
line to line, by the Karamata theorem,
E [‖H‖1(‖H‖ ≤Mn)] ≤
(
E
[‖H‖3/21(‖H‖ ≤Mn)])2/3
∼ CMn (P (‖H‖ > Mn))2/3
= Cn−1/2Bn (P (‖H‖ > Mn))1/6
 n−1/2Bn .
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Case 2 (1 < α < 2): Here (2.14) follows trivially from the fact that
E [‖H‖1(‖H‖ ≤Mn)] has a finite limit, while Bn  n1/2 as α < 2.
We have now proved (2.10). By (2.13), the remaining condition (2.11) will
follow once we check that for every ε > 0,
n
B2n
E
(|f(Xn1)|2 1 (|f(Xn1)| > εBn))→ 0 .
This is, however, an immediate consequence of the fact that the hard truncation
implies that Bn Mn as n→∞.
Theorem 2.2.5 immediately shows by the Crame´r-Wold device that if B =
Rd, then
B−1n (Sn − ESn) =⇒ η ,
where η is a centered Gaussian law on Rd whose covariance matrix has the en-
tries
2
2− α
∫
S
sisjσ(ds), i, j = 1, . . . , d .
It also follows that in general Banach spaces, if there is any hope of weak con-
vergence to a non-degenerate limit, then the right scaling constant for Sn−ESn
is Bn.
Recall that a Rd-valued random variable X is in the domain of attraction of
some non-Gaussian stable law if and only if there exists a sequence bn and a non
null Radon measure µ on R¯d with µ(R¯d \ Rd) = 0 such that
nP (X/bn ∈ ·) −→ µ
vaguely on R¯d \ {0}, see Rvacˇeva (1962). In other words, being in the domain
of attraction or not depends only upon the tail. However on general Banach
spaces this condition is only necessary and far from sufficient. The problem with
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general Banach spaces is that even the usual Central Limit Theorem is not well
understood. There are examples of random variables with bounded support
which do not satisfy the Central Limit Theorem. The difficulty stems from the
fact that on Banach spaces, the mere convergence of characteristic functions to
that of the limit is not sufficient for weak convergence. One needs to check
in addition some tightness condition as stated in the following result, which
follows from Theorem 2.1 in Ledoux and Talagrand (1991) and the paragraph
preceding that.
Theorem 2.2.6. A sequence of probability measures {µn : n ≥ 1} on B converges
weakly to another probability measure µ if and only if
1. for every f ∈ B′,
lim
n→∞
∫
B
exp (if(x))µn(dx) =
∫
B
exp (if(x))µ(dx) ,
2. for every  > 0, there is a compact set K in B such that
inf
n≥1
µn(K) ≥ 1−  .
As a result, unlike as in Rd, a Banach space valued random variable being in
the domain of attraction of some α-stable law means more than an assumption
about the tail. Easy-to-check criteria for satisfying the Central Limit Theorem
on Banach spaces are not known. The following result is an example of the not-
so-easy-to-check ones, known as the “small ball criterion”; see Theorem 10.13,
page 289 in Ledoux and Talagrand (1991).
Theorem 2.2.7. Let X be a zero mean B-valued random variable. Then X satisfies the
Central Limit Theorem if and only if
1. limt→∞ t2P (‖X‖ > t) = 0,
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2. for each  > 0,
lim inf
n→∞
P
(‖Sn‖/√n < ) > 0 .
Our next result is an analogue of the above theorem in the truncated setting
under hard truncation.
Theorem 2.2.8. There is a Gaussian measure γ on B such that
B−1n (Sn − ESn)⇒ γ (2.15)
if and only if the following hold:
1. (small ball criterion) For every  > 0
lim inf
n→∞
P (B−1n ‖Sn − ESn‖ < ) > 0
2. supn≥1B−1n E‖Sn − ESn‖ <∞ .
In that case, γ is given by
γˆ(f) = exp
(
− 2
2− α
∫
S
f 2(s)σ(ds)
)
, f ∈ B′ . (2.16)
For the proof, we shall need the following lemma, which is an easy conse-
quence of the contraction principle.
Lemma 2.2.2. Suppose that {(Xj, αj) : 1 ≤ j ≤ N} is a family of N independent
(B × R)-valued random variables. Assume that for each j, both Xj and αjXj are
symmetric random variables with E‖Xj‖ < ∞. Further, if |αj| ≤ 1 almost surely for
all j, then
E
∥∥∥∥∥
N∑
j=1
αjXj
∥∥∥∥∥ ≤ E
∥∥∥∥∥
N∑
j=1
Xj
∥∥∥∥∥ .
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Proof. Fix i.i.d. Rademacher random variables ε1, . . . , εN that are independent
of {(Xj, αj) : 1 ≤ j ≤ N}. Denote by Eε the expectation with respect to the
filtration generated by {(Xj, αj) : 1 ≤ j ≤ N}. Note that
E
∥∥∥∥∥
N∑
j=1
αjXj
∥∥∥∥∥ = E
∥∥∥∥∥
N∑
j=1
εjαjXj
∥∥∥∥∥
= EEε
∥∥∥∥∥
N∑
j=1
εjαjXj
∥∥∥∥∥
≤ EEε
∥∥∥∥∥
N∑
j=1
εjXj
∥∥∥∥∥
= E
∥∥∥∥∥
N∑
j=1
εjXj
∥∥∥∥∥
= E
∥∥∥∥∥
N∑
j=1
Xj
∥∥∥∥∥ ,
where the inequality follows from Theorem 4.4 in Ledoux and Talagrand (1991),
which is the contraction principle. This completes the proof.
Proof of Theorem 2.2.8. First we prove the direct part, i.e., we assume that 1. and
2. hold. We first show that it suffices to check that {L(Zn)} is relatively compact
where
Zn := B
−1
n
n∑
j=1
Ynj ,
Ynj := Xnj −X ′nj
for every n and X ′n1, X ′n2, . . . are i.i.d. copies of Xn1 so that (X ′nj : j ≥ 1) and
(Xnj : j ≥ 1) are independent families. To see this, note that by Corollary 4.11
in Araujo and Gine´ (1980), the relative compactness of {L(Zn)} implies that the
sequence {L(B−1n Sn)} is relatively shift compact, i.e., there exists some sequence
{vn} ⊂ B such that {L(B−1n Sn − vn)} is relatively compact. Theorem 4.1 in
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de Acosta and Gine´ (1979) states that if {Vnj : 1 ≤ j ≤ n} is a triangular array
such that {L(∑nj=1 Vnj)} is relatively shift compact and
lim
t→∞
sup
n≥1
n∑
j=1
E [‖Vnj‖1(‖Vnj‖ > t)] = 0 ,
then {L[∑nj=1(Vnj − EVnj)]} is relatively compact. In view of that, once we
check the following, showing relative compactness of {L(Zn)} will show that
{L[B−1n (Sn − ESn)]} is relatively compact:
lim
t→∞
lim sup
n→∞
nE [‖Un‖1(‖Un‖ > t)] = 0 , (2.17)
where
Un := B
−1
n
[
H1(‖H‖ ≤Mn) + H‖H‖(Mn + L)1(‖H‖ > Mn))
]
.
Fix t > 0. Since Bn Mn, for n large enough,
nE [‖Un‖1(‖Un‖ > t)] = nB−1n E [(Mn + L)1(‖H‖ > Mn)1(L > Bnt−Mn)]
≤ Ct−1nM2nB−2n P (‖H‖ > Mn) .
Thus,
lim sup
n→∞
nE [‖Un‖1(‖Un‖ > t)] ≤ Ct−1 .
This shows (2.17) and hence that {L[B−1n (Sn−ESn)]} is relatively compact. Thus,
in view of Theorem 2.2.5, this will complete the proof of the direct part.
First we record some properties of the random variables defined above,
which shall be used in the proof. The hypotheses immediately implies that for
all  > 0
lim inf
n→∞
P (‖Zn‖ < ) > 0 (2.18)
and that
sup
n≥1
E‖Zn‖ <∞ . (2.19)
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Let {Fk} be any sequence of increasing finite-dimensional subspaces so that
closure
( ∞⋃
k=1
Fk
)
= B . (2.20)
For any subspace F ofB, denote by TF the canonical map fromB to the quotient
space B/F . By Corollary 6.19 (page 151) in Araujo and Gine´ (1980), it follows
that for every k TFk(H) is in the domain of attraction of some α-stable law with
the same scaling constant (bn) as that of H , and that
lim
k→∞
sup
n≥1
nP (‖TFk(H)‖ > bn) = 0 . (2.21)
Clearly, for every k, there is Ck ∈ [0,∞) so that as t −→∞,
P (‖TFk(H)‖ > t) ∼ CkP (‖H‖ > t) .
It follows by (2.21) that
lim
k→∞
Ck = 0 .
Thus,
lim sup
n→∞
[M2nP (‖H‖ > Mn)]−1E‖TFk(Xn1)‖2
≤ lim sup
n→∞
[M2nP (‖H‖ > Mn)]−1E
(‖TFk(H)‖21 (‖TFk(H)‖ ≤Mn))
+ lim sup
n→∞
M−2n
P (‖TFk(H)‖ > Mn)
P (‖H‖ > Mn) E(Mn + L)
2 .
By the Karamata theorem,
lim
n→∞
[M2nP (‖H‖ > Mn)]−1E
(‖TFk(H)‖21 (‖TFk(H)‖ ≤Mn)) = α2− αCk ,
while clearly
lim
n→∞
M−2n
P (‖TFk(H)‖ > Mn)
P (‖H‖ > Mn) E(Mn + L)
2 = Ck .
Thus,
lim
k→∞
lim sup
n→∞
[M2nP (‖H‖ > Mn)]−1E‖TFk(Xn1)‖2 = 0
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which in turn shows,
lim
k→∞
lim sup
n→∞
[M2nP (‖H‖ > Mn)]−1E‖TFk(Yn1)‖2 = 0 . (2.22)
Coming to the proof, in view of the criterion for relative compactness dis-
cussed in Ledoux and Talagrand (1991) (page 40-41), it suffices to show that
given  > 0, there is a finite dimensional subspace F with
lim sup
n→∞
P [‖TF (Zn)‖ > ] ≤  . (2.23)
Let ε1, ε2, . . . be an i.i.d. sequence of Rademacher random variables, indepen-
dent of (Xn, X ′n, n ≥ 1), and let Eε denote the conditional expectation given
{Ynj}. Observing that
(εjYnj : j ≥ 1) d= (Ynj : j ≥ 1),
it suffices to show that for all η > 0,
lim
k→∞
lim sup
n→∞
P
[∣∣∣∣∣
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥− Eε
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥
∣∣∣∣∣ > Bnη
]
= 0 , (2.24)
and that there is a numerical constant C > 0 so that for every δ > 0,
lim sup
k→∞
lim sup
n→∞
P
[
Eε
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥ > BnCδ
]
< δ , (2.25)
whenever {Fk} is a sequence of finite-dimensional subspaces satisfying (2.20).
To establish (2.24), it suffices to check that
lim
k→∞
lim sup
n→∞
P
[∣∣∣∣∣
∥∥∥∥∥
n∑
j=1
εjTFk(unj)
∥∥∥∥∥− Eε
∥∥∥∥∥
n∑
j=1
εjTFk(unj)
∥∥∥∥∥
∣∣∣∣∣ > Bnη
]
= 0
where
unj := Ynj1(‖Ynj‖ ≤ βBn) ,
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β > 0 is to be specified later. This is because for n large enough,
B−1n E
∥∥∥∥∥
n∑
j=1
Ynj1 (‖Ynj‖ > βBn)
∥∥∥∥∥
≤ B−1n
n∑
j=1
E ((Mn + L)1 (‖H‖ > Mn)1 (L > βBn −Mn))
= B−1n nP (‖H‖ > Mn)O(B−1n )
= o(1) .
The proof is via the concentration property (Theorem 4.7, page 100 in Ledoux
and Talagrand (1991)) of Rademacher averages, which says for t > 0 and any
subspace F ,
Pε
[∣∣∣∣∣B−1n
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥−M
∣∣∣∣∣ > t
]
≤ 4 exp
(
− t
2
8σ2n,F
)
≤ 32σ
2
n,F
t2
,
where Pε denotes the conditional probability given {Ynj},
σn,F := B
−1
n sup
f∈(B/F )′,‖f‖≤1
[
n∑
j=1
f 2(TF (unj))
]1/2
,
and M is the Pε-median of B−1n
∥∥∥∑nj=1 εjTF (unj)∥∥∥. Though it has been sup-
pressed in the notation, σn,F does depend on β. Fix n and a subspace F and
note that∣∣∣∣∣B−1n Eε
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥−M
∣∣∣∣∣ ≤ Eε
∣∣∣∣∣B−1n
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥−M
∣∣∣∣∣
≤
∫ σn,F
0
dt+
∫ ∞
σn,F
32
σ2n,F
t2
dt
= 33σn,F .
Hence, on the set {σn,F ≤ η/66},∣∣∣∣∣B−1n Eε
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥−M
∣∣∣∣∣ ≤ η2
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and thus, on that set,
Pε
[∣∣∣∣∣
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥− Eε
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥
∣∣∣∣∣ > Bnη
]
≤ Pε
[∣∣∣∣∣B−1n
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥−M
∣∣∣∣∣ > η2
]
≤ 32 σ
2
n,F
(η/2)2
= 128
σ2n,F
η2
,
hence, proving that
P
[∣∣∣∣∣
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥− Eε
∥∥∥∥∥
n∑
j=1
εjTF (unj)
∥∥∥∥∥
∣∣∣∣∣ > Bnη
]
≤ P
[
σn,F >
η
66
]
+ 128
Eσ2n,F
η2
≤ 10
4
η2
Eσ2n,F .
Thus all that needs to be shown is that given any δ > 0, there is a choice of β
depending only on δ, so that
lim sup
k→∞
lim sup
n→∞
Eσ2n,Fk ≤ δ .
Using Lemma 6.6 (page 154) in Ledoux and Talagrand (1991), it follows that for
any n, F
Eσ2n,F ≤ nB−2n sup
f∈(B/F )′,‖f‖≤1
Ef 2(TF (un1)) + 8B
−2
n E
∥∥∥∥∥
n∑
j=1
unj‖unj‖
∥∥∥∥∥ .
Clearly,
nB−2n sup
f∈(B/Fk)′,‖f‖≤1
Ef 2(TFk(un1)) ≤ [M2nP (‖H‖ > Mn)]−1E(‖TFk(Yn1)‖2)
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which can be made as small as needed by (2.22). For the other part, note that
B−2n E
∥∥∥∥∥
n∑
j=1
unj‖unj‖
∥∥∥∥∥ ≤ βB−1n E
∥∥∥∥∥
n∑
j=1
unj
∥∥∥∥∥
≤ βB−1n E
∥∥∥∥∥
n∑
j=1
Ynj
∥∥∥∥∥
= βE‖Zn‖
where both the inequalities follow from Lemma 2.2.2. Thus, choosing β smaller
than δ/(16 supn≥1E‖Zn‖) (which is positive because of (2.19) ) does the trick.
For the proof of (2.25) we shall show that there is an universal constantC > 0
so that whenever F is a subspace satisfying
lim inf
n→∞
P
[
Eε
∥∥∥∥∥
n∑
j=1
εjTF (Ynj)
∥∥∥∥∥ ≤ 2Bnδ
]
> 0 , (2.26)
it follows that
lim sup
n→∞
P
[
Eε
∥∥∥∥∥
n∑
j=1
εjTF (Ynj)
∥∥∥∥∥ > CBnδ
]
≤ δ . (2.27)
The reason that this suffices is the following. Fix δ > 0 and a sequence of finite-
dimensional subspaces {Fk} satisfying (2.20). Note that for all n, k ≥ 1,
P
[
B−1n Eε
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥ > 2δ
]
≤ P (‖Zn‖ > δ) + P
[∣∣∣∣∣
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥− Eε
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥
∣∣∣∣∣ > Bnδ
]
.
By (2.24) and (2.18), it follows that
lim inf
k→∞
lim inf
n→∞
P
[
Eε
∥∥∥∥∥
n∑
j=1
εjTFk(Ynj)
∥∥∥∥∥ ≤ 2Bnδ
]
> 0 .
By (2.27), (2.25) follows.
The proof of (2.27) uses the following isoperimetric inequality; see Theorem
1.4 (page 26) in Ledoux and Talagrand (1991).
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Theorem 2.2.9. Given a probability space (E,Σ, µ) and a fixed, but arbitrary, integer
N ≥ 1, denote by P the product measure µ⊗N on EN . There is a universal positive
constant K, independent of N , satisfying for all A ∈ Σ⊗N and q, k ≥ 1,
P∗(HN(A, k, q)) ≥ 1−
[
K
(
1/P (A)
k
+
1
q
)]k
,
where P∗ denotes the inner probability associated with P ,
HN(A, q, k) :=
{
x ∈ BN : there exist x1, . . . , xq ∈ A
such that #
{
i ≤ n : xi /∈
{
x1i , . . . , x
q
i
}} ≤ k} , (2.28)
and for x ∈ EN , the coordinates are denoted by x1, . . . , xN respectively.
In what follows, we adopt the notation according to Theorem 2.2.9, that is,
for any u ∈ Bn, the coordinates will be denoted by u1, . . . , un respectively. Fix a
subspace F satisfying (2.26). Let T = TF and define
A :=
{
x ∈ Bn : Eε
∥∥∥∥∥
n∑
i=1
εiT (xi)
∥∥∥∥∥ ≤ 2Bnδ
}
.
Fix n, q, k ≥ 1 and let x ∈ Hn(A, q, k), where Hn is as defined in (2.28). Then
there exist u ≤ k, x1, . . . , xq in A and integers 1 ≤ i1 < . . . < iu ≤ n such that
{
i ≤ n : xi /∈
{
x1i , . . . , x
q
i
}}
= {i1, . . . , iu} .
Thus,
{1, . . . , n} = {i1, . . . , iu} ∪ I ,
where
I := ∪ql=1{i ≤ n : xi = xli} .
To see this, fix v ∈ {1, . . . , n} \ {i1, . . . , iu}. Then, xv ∈ {x1v, . . . , xqv} and hence
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v ∈ I . Thus,
Eε
∥∥∥∥∥
n∑
j=1
εjT (xj)
∥∥∥∥∥ ≤ kmaxj≤n ‖xj‖+ Eε
∥∥∥∥∥∑
j∈I
εjT (xj)
∥∥∥∥∥
(by the contraction principle) ≤ kmax
j≤n
‖xj‖+
q∑
l=1
Eε
∥∥∥∥∥
n∑
j=1
εjT (x
l
j)
∥∥∥∥∥
(since xl ∈ A for all l) ≤ kmax
j≤n
‖xj‖+ 2qδBn .
This shows: for n, q, k ≥ 1{
x ∈ Bn : Eε
∥∥∥∥∥
n∑
j=1
εjT (xj)
∥∥∥∥∥ > (2q + 1)Bnδ
}
⊂ (Hn(A, q, k))c ∪
{
x ∈ Bn : kmax
j≤n
‖xj‖ > Bnδ
}
.
Let
θ := lim inf
n→∞
P
[
Eε
∥∥∥∥∥
n∑
j=1
εjTF (Ynj)
∥∥∥∥∥ ≤ 2Bnδ
]
> 0 .
By Theorem 2.2.9, it follows that
lim sup
n→∞
P
[
Eε
∥∥∥∥∥
n∑
j=1
εjTF (Ynj)
∥∥∥∥∥ > (2q + 1)Bnδ
]
≤
[
K
(
log(1/θ)
k
+
1
q
)]k
+ P
[
B−1n max
j≤n
‖Ynj‖ > δ
k
]
,
where K is the universal constant in the isoperimetric inequality. Choose q =
2K and k to be large enough (depending only on θ) so that[
K
(
log(1/θ)
k
+
1
q
)]k
≤ δ
2
.
All that remains to be shown is
lim
n→∞
P
[
B−1n max
j≤n
‖Ynj‖ > δ
k
]
= 0 . (2.29)
Note that
max
j≤n
‖Ynj‖ ≤ max
j≤n
‖Xnj‖+ max
j≤n
‖X˜nj‖
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and that
max
j≤n
‖Xnj‖ ≤Mn + max
j≤n
Lj .
Since EL21 < ∞, {n−1/2 maxj≤n Lj} is a tight family. This shows (2.29) and thus
establishes (2.27) with C = 4q + 1 and hence completes the proof of the direct
part.
The converse is straightforward. For 1., note that if (2.15) holds, by the con-
tinuous mapping theorem,
lim
n→∞
P (B−1n ‖Sn − ESn‖ ≤ ) = γ (B) ,
the right hand side being positive because in a separable Banach space a cen-
tered Gaussian law puts positive mass on any ball with positive radius centered
at origin, see the discussion on page 60-61 in Ledoux and Talagrand (1991). 2.
follows from Theorem 2.1 in de Acosta and Gine´ (1979).
2.3 Type 2 Banach Spaces
It would be nice if the statement of Theorem 2.2.8 were true without the as-
sumption of the small ball criterion. Unfortunately, that is not the case, as a
counter-example is shown in the next section. However, if a condition named
type 2 is imposed on the space, then the claim of Theorem 2.2.8 holds without
any further assumption, in the hard truncation regime. Showing that is pre-
cisely the content of this section. We start with defining the type of a Banach
space.
Definition 1. A Banach space is said to be of type p, 1 ≤ p ≤ 2, if there exists a finite
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constant C such that
E
∥∥∥∥∥
n∑
i=1
Xi
∥∥∥∥∥
p
≤ C
n∑
i=1
E‖Xi‖p
for all n ≥ 1 and zero mean independent B-valued random variables X1, . . . , Xn with
finite p-th moment.
The following result, which follows from Theorem 7.2 in Araujo and Gine´
(1980), gives an equivalent definition of a space of type p.
Theorem 2.3.1. A Banach space B is of type p with 1 ≤ p ≤ 2 if and only if the
following is true. Whenever {εn}∞n=1 is a sequence of independent Rademacher ran-
dom variables and {xn}∞n=1 ⊂ B1 is such that
∑∞
n=1 ‖xn‖p < ∞, the infinite sum∑∞
n=1 εnxn converges almost surely.
This shows that if 1 ≤ p ≤ p′ ≤ 2 and B is of type p′, then B is also of type p.
Clearly, every space is of type 1.
As commented in the previous section, the Central Limit Theorem on gen-
eral Banach spaces is not well understood. Banach spaces of type 2 are nice in
the sense that every random variable X taking values there with E||X‖2 < ∞
satisfies the Central Limit Theorem. In fact these are the only spaces where this
is true. This is the statement of Theorem 10.5 (page 281) in Ledoux and Tala-
grand (1991). We would like to mention at this point that while the assumption
of type 2 is a rather restrictive one, this is a fairly large class. For example, ev-
ery Hilbert space and lp for p ≥ 2 is a Banach space of type 2. We show in the
following result that (2.15) can be extended on these spaces.
Theorem 2.3.2. If B is of type 2 and the model with power law tails (1.4) is in the hard
truncation regime, then there is a Gaussian measure γ on B such that
B−1n (Sn − ESn)⇒ γ
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The characteristic function of γ is given by (2.16).
Proof. In view of Theorem 2.2.5 and using similar arguments as in the proof of
Theorem 2.2.8, it suffices to prove that {L(Zn)} is relatively compact where the
definition of Zn (and Ynj) is exactly the same as in the proof of the latter theorem.
Choose a sequence {Fk} of finite dimensional subspaces satisfying (2.20). By the
type 2 property, there is C ∈ (0,∞) so that
E‖TFk(Zn)‖2 ≤ CB−2n nE‖TFk(Yn1)‖2
= C[M2nP (‖H‖ > Mn)]−1E‖TFk(Yn1)‖2 .
Using (2.22), it follows that
lim
k→∞
lim sup
n→∞
E‖TFk(Zn)‖2 = 0
which shows (2.23) and thus completes the proof.
2.4 A Counter-example
The following is a counter-example where for a random variable Y in the do-
main of attraction of some α-stable law,B−1n (Sn−ESn) is not weakly convergent
for some choice of Mn in the hard truncation regime and the light tailed random
variable L.
Example 1. Let 1 ≤ α < p < 2 and suppose thatB is of type α and not of type p. In the
proof of Theorem 9.21 in Ledoux and Talagrand (1991), a symmetric bounded random
variable X is constructed, so that n−1/p
∑n
i=1 Xi does not converge to 0 in probability,
where X1, X2, . . . are i.i.d. copies of X . By the same result,
n−1/α
n∑
i=1
Xi
P→ 0 .
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Fix x ∈ B \ {0} and define
Y := X + xS
where S is a R-valued SαS random variable, independent of X . Thus, Y is in the
domain of attraction of an α-stable law on B. Let Y1, Y2, . . . denote i.i.d. copies of Y .
For a positive number Mn,
Yni := Yi1 (‖Yi‖ ≤Mn) +Mn Yi‖Yi‖1 (‖Yi‖ > Mn)
is the truncation of Yi to the ball of radius Mn, as defined in (1.4) with L identically
equal to zero. Let
Sn :=
n∑
i=1
Yni .
Clearly n−1/pSn does not converge to 0 in probability whenever Mn −→ ∞. Note that
if in addition M1−
α
2
n  n 1p− 12 , then
B2n = nM
2
nP (‖Y ‖ > Mn)
= O(nM2−αn )
= o(n2/p) .
Thus, under that upper bound on growth rate of Mn, B−1n Sn is not weakly convergent.
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CHAPTER 3
LARGE DEVIATIONS
3.1 Introduction
In this chapter we study the behavior of the large deviation probabilities for
sums of truncated heavy-tailed random variables. LetH be aRd valued random
variable satisfying (1.2) for some sequence an going to infinity and a non-null
Radon measure µ on Rd with µ(Rd \ Rd) = 0. We further assume that if α = 1
then H has a symmetric distribution and if α > 1 then E(H) = 0. The triangular
array {Xnj : 1 ≤ j ≤ n} is as defined in (1.4), where H1, H2, . . . are i.i.d. copies
of H , Mn is a sequence of positive numbers going to ∞, L,L1, L2, . . . are i.i.d.
[0,∞) valued random variables independent of H,H1, H2, . . . and ‖ · ‖ denotes
the L2 norm on Rd, i.e., for x = (x1, . . . , xd) ∈ Rd,
‖x‖ :=
(
d∑
j=1
x2j
)1/2
. (3.1)
We shall study large deviations for
Sn :=
n∑
j=1
Xnj .
The motivation for this chapter is similar to that for Chapter 2, deciding
based on the growth rate of the truncating threshold, what the model with trun-
cated power tails resemble more - the untruncated one or the one with finite
exponential moments. In other words, we want to link the behavior of the
large deviation probabilities associated with Sn to the hard and soft truncation
regimes defined in (1.5). The large deviations for the soft truncation and hard
truncation regimes are studied in Sections 3.2 and 3.3 respectively.
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3.2 Soft truncation case
For this section, we assume that Mn goes to∞ fast enough so that
lim
n→∞
nP (‖H‖ > Mn) = 0 .
We assume in addition that if α = 2, then
lim
n→∞
Mn/
√
n1+γ =∞ (3.2)
for some γ > 0, and if α > 2, then
lim
n→∞
Mn/
√
n log n =∞ .
Define
bn :=

inf{x : P (‖H‖ > x) ≤ n−1}, α < 2
√
n1+γ, α = 2
√
n log n, α > 2 ,
(3.3)
where γ is same as that in (3.2). Clearly, 1  bn  Mn and L(b−1n Sn) is a tight
sequence. The following result, which is an easy consequence of Lemma 2.1 in
Hult et al. (2005), describes the large deviation behavior of λ−1n Sn where bn 
λn Mn.
Theorem 3.2.1. If λn is any sequence of positive numbers satisfying bn  λn  Mn,
then
P (λ−1n Sn ∈ ·)
nP (‖H‖ > λn)
v−→ µ(·)
µ(Bc1)
on Rd \ {0}. Recall that for all r ≥ 0, Br denotes the closed ball of radius r, centered at
the origin.
Proof. Fix a sequence λn satisfying the hypotheses. The assumption that λn  bn
implies
λ−1n Sn
P−→ 0 .
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By Lemma 2.1 in Hult et al. (2005), it follows that
P
(
λ−1n
∑n
j=1Hj ∈ ·
)
P (‖H‖ > λn)
v−→ µ(·)
µ(Bc1)
on Rd \ {0}. Note that
sup
A⊂Rd
∣∣∣∣∣P (λ−1n Sn ∈ A)− P
(
λ−1n
n∑
j=1
Hj ∈ A
)∣∣∣∣∣
≤ P (‖Hj‖ > Mn for some 1 ≤ j ≤ n)
≤ nP (‖H‖ > Mn)
= o(nP (‖H‖ > λn)) ,
the last equality following from the assumption that λn  Mn. This completes
the proof.
The next result, Theorem 3.2.2, describes the large deviation behavior of
M−1n Sn. The reason we call this a large deviation result is the following. This
result, for example, shows that for all r ∈ (k − 1, k) such that ν(k)({x ∈ Rd :
‖x‖ = r}) = 0 (which is in fact true for all but countably many r’s in (k − 1, k) ),
P (‖Sn‖ > rMn) ∼ Cr{nP (‖H‖ > Mn)}k
for some Cr ∈ (0,∞).
Theorem 3.2.2. Suppose k ≥ 1 and that
P (L > x) = o(P (‖H‖ > x)k−1) (3.4)
as x −→∞. Then, as n −→∞,
P (M−1n Sn ∈ ·)
{nP (‖H‖ > Mn)}k
v−→ 1
k!
ν(k)
on Rd \Bk−1, where
ν(k)(A) :=
∫
· · ·
∫
1
(
k∑
j=1
xj ∈ A
)
ν(dx1) . . . ν(dxk) ,
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and
ν(A) :=
µ(A ∩B1)
µ(Bc1)
+ σ(A ∩ S) . (3.5)
For the proof of Theorem 3.2.2, we shall need the following lemmas.
Lemma 3.2.1. As t −→∞,
P (X t/t ∈ ·)
P (‖H‖ > t)
v−→ ν
on Rd \ {0}, where, for t > 0,
X t := H1 (‖H‖ ≤ t) + (t+ L) H‖H‖1 (‖H‖ > t) .
Proof. Since for all  > 0, ν restricted to Bc is a finite measure, it suffices to show
that for  ∈ (0, 1),
lim
t→∞
P (X t/t ∈ Bc)
P (‖H‖ > t) = ν(B
c
) , (3.6)
and that for A ⊂ Rd which is closed and bounded away from zero,
lim sup
t→∞
P (X t/t ∈ A)
P (‖H‖ > t) ≤ ν(A) . (3.7)
For(3.6), note that
lim
t→∞
P (X t/t ∈ Bc)
P (‖H‖ > t) = limt→∞
P (H/t ∈ Bc)
P (‖H‖ > t)
=
µ(Bc)
µ(Bc1)
P (‖H‖ > t)
= ν(Bc) ,
where the second equality follows from the fact that
P (H/t ∈ ·)
P (‖H‖ > t)
v−→ µ(·)
µ(Bc1)
in Rd \ {0}, which is a consequence of (1.2), and that Bc is a µ-continuous set.
For (3.7), fix an A ⊂ Rd which is closed and bounded away from zero. Define a
function
T : Rd \ {0} −→ S
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by
T (x) =
x
‖x‖ .
Since A is closed, ⋂
>0
T (A ∩ (B1+ \ int(B1−))) = A ∩ S .
To see this, note that the right hand side is trivially contained in the left hand
side. Suppose x belongs to the left hand side. Then, for every n ≥ 1, there is
yn ∈ Awith |‖yn‖−1| ≤ 1/n and yn/‖yn‖ = x. Clearly, then yn −→ x as n −→∞.
Since A is closed, x ∈ A. That x ∈ S is trivial. Thus, for fixed δ > 0 there is  > 0
so that
σ (T (A ∩ (B1+ \ int(B1−)))) ≤ σ(A ∩ S) + δ .
Define
A˜ := T (A ∩ (B1+ \ int(B1−))) .
Since A ∩ (B1+ \ int(B1−)) is compact and T is continuous, A˜ is compact and
hence closed. Note that
P (X t/t ∈ A) ≤
P (X t/t ∈ A ∩B1−) + P (X t/t ∈ A ∩ (B1+ \ int(B1−)) + P (‖X t‖ ≥ (1 + )t) .
Clearly
P (X t/t ∈ A ∩B1−) = P (H/t ∈ A ∩B1−)
and hence
lim sup
t→∞
P (X t/t ∈ A ∩B1−)
P (‖H‖ > t) ≤
µ(A ∩B1)
µ(Bc1)
.
Also,
P (‖X t‖ ≥ (1 + )t) P (‖H‖ > t) .
Note that
P (X t/t ∈ A ∩ (B1+ \ int(B1−)) ≤ P (H/‖H‖ ∈ A˜, ‖H‖ > (1− )t) .
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Since A˜ is closed,
lim sup
t→∞
P (H/‖H‖ ∈ A˜, ‖H‖ > (1− )t)
P (‖H‖ > t) ≤ (1− )
−ασ(A˜) ≤ (1− )−α(σ(A) + δ) .
Since  and δ can be chosen to be arbitrarily small, this shows (3.7) and hence
completes the proof.
Lemma 3.2.2. Suppose that (3.4) holds. Then,
P
(
M−1n
∑k
j=1Xnj ∈ ·
)
P (‖H‖ > Mn)k
v−→ ν(k)(·) ,
on Rd \Bk−1.
Proof. First note that for any r > k − 1,
ν(k)(Bcr)
=
∫
. . .
∫
1
(
k∑
j=1
xj ∈ Bcr
)
ν(dx1) . . . ν(dxk)
=
∫
{(r−k+1)<‖x1‖≤1}
. . .
∫
{(r−k+1)<‖xk‖≤1}
1
(
k∑
j=1
xj ∈ Bcr
)
ν(dx1) . . . ν(dxk) ,
the last equality following from the fact that ν(Bc1) = 0. Since ν puts finite
measure on the set {‖x‖ > (r − k + 1)}, it follows that ν(k)(Bcr) <∞.
Fix a ν(k) continuity set A ⊂ Bcδ for some k − 1 < δ < k. Fix  > 0 so that
(k − 1)(1 + ) < δ. Clearly,
P
(
M−1n
k∑
j=1
Xnj ∈ A, ‖Xnj‖ ≤ (1 + )Mn, 1 ≤ j ≤ k
)
≤ P
(
M−1n
k∑
j=1
Xnj ∈ A
)
≤ P
(
M−1n
k∑
j=1
Xnj ∈ A, ‖Xnj‖ ≤ (1 + )Mn, 1 ≤ j ≤ k
)
+kP (L > Mn)P (‖H‖ > Mn) .
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By the assumption on L,
P (L > Mn) = o(P (‖H‖ > Mn)k−1)
= o(P (‖H‖ > Mn)k−1) .
Since A ⊂ Bcδ where δ > (k − 1)(1 + ),
P
(
M−1n
k∑
j=1
Xnj ∈ A, ‖Xnj‖ ≤ (1 + )Mn, 1 ≤ j ≤ k
)
=
∫
{η<‖x1‖≤1+}
· · ·
∫
{η<‖xk‖≤1+}
1
(
k∑
j=1
xj ∈ A
)
P (M−1n Xn1 ∈ dx1) . . . P (M−1n Xnk ∈ dxk)
=
∫
{‖x1‖≤1+}
· · ·
∫
{‖xk‖≤1+}
1
(
k∑
j=1
xj ∈ A
)
Pn(dx1) . . . Pn(dxk) , (3.8)
where η := δ−(k−1)(1+) > 0 and Pn(·) denotes the restriction of P (M−1n Xn1 ∈
·) to Rd \ Bη. Let ν˜ denote the restriction of ν to Rd \ Bη. Then, by Lemma 3.2.1,
as n −→∞,
Pn
P (‖H‖ > Mn)
w−→ ν˜
on Rd \Bη. Thus,
Pn(dx1) . . . Pn(dxk)
P (‖H‖ > Mn)k
w−→ ν˜(dx1) . . . ν˜(dxk)
on (Rd \Bη)k, as n −→∞. Consider the function f : Rd×k −→ R defined by
f(x1, . . . , xk) = 1(‖x1‖ ≤ 1 + ) . . .1(‖xk‖ ≤ 1 + )1
(
k∑
j=1
xj ∈ A
)
.
The set of discontinuities of f is contained in
k⋃
j=1
{(x1, . . . , xk) : ‖xj‖ = 1 + } ∪
{
(x1, . . . , xk) :
k∑
j=1
xj ∈ ∂A
}
.
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The product measure ν˜k gives zero measure to this set because ν (and hence ν˜)
does not charge anything outside B1 and the set A has been chosen to satisfy∫
. . .
∫
1
(
k∑
j=1
xj ∈ ∂A
)
ν(dx1) . . . ν(dxk) = 0 .
Thus, as n −→∞, the right hand side of (3.8) is asymptotically equivalent to
P (‖H‖ > Mn)k
∫
{‖x1‖≤1+}
· · ·
∫
{‖xk‖≤1+}
1
(
k∑
j=1
xj ∈ A
)
ν˜(dx1) . . . ν˜(dxk)
= P (‖H‖ > Mn)kν(k)(A) .
This completes the proof.
We shall also need the following result, which has been proved in Prokhorov
(1959).
Lemma 3.2.3. If X1, . . . , XN are i.i.d. R-valued independent random variables with
|Xi| ≤ C a.s. where 0 < C <∞, then, for λ > 0,
P (SN − ESN > λ) ≤ exp
{
− λ
2C
sinh−1
Cλ
2Var(SN)
}
,
where
SN :=
n∑
i=1
Xi .
The proof of Theorem 3.2.2 is based on the idea that for M−1n Sn to belong to
a set A that is bounded away from Bk−1 and is not entirely contained in Bck, it
is “necessary and sufficient” that M−1n
∑k
u=1Xnju belongs to A for exactly one
tuple 1 ≤ j1 < . . . < jk ≤ n. This idea is similar to the idea in the proof of
Lemma 2.1 in Hult et al. (2005), that Sn is large “if and only if” exactly one of
the summands is large.
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Proof of Theorem 3.2.2. We shall show that for every ν(k)-continuous set A ⊂ Rd \
Bδ for some δ > k − 1,
lim
n→∞
P (M−1n Sn ∈ A)
{nP (‖H‖ > Mn)}k =
1
k!
ν(k)(A) . (3.9)
We first show the lower bound, i.e., the lim inf in (3.9) is at least the right hand
side. Fix a set A as described above. Define for  > 0
A− := {x ∈ A : for all y ∈ Rd with ‖y − x‖ < , y ∈ A} .
Clearly,
lim
↓0
ν(k)(A−) = ν(k)(int(A)) = ν(k)(A) ,
where the second equality is true because A is ν(k)-continuous. Thus, for the
lower bound, it suffices to show that for all  > 0 so that A− is a ν(k)-continuity
set (which is true for all but countably many ’s),
lim inf
n→∞
P (M−1n Sn ∈ A)
{nP (‖H‖ > Mn)}k ≥
1
k!
ν(k)(A−) . (3.10)
Fix  > 0 so that A− is a ν(k)-continuity set. Since we want to show (3.10), we
can assume without loss of generality that ν(k)(A−) > 0. Fix n ≥ k and define
for 1 ≤ j1 < . . . < jk ≤ n
Cj1...jk :=
M−1n
k∑
u=1
Xnju ∈ A−,
∥∥∥∥∥∥
∑
i∈{1,...,n}\{j1,...,jk}
Xni
∥∥∥∥∥∥ < Mn
 .
Though the above definition also depends on n, we suppress that to keep the
notation simple. Clearly,
P (M−1n Sn ∈ A) ≥ P
(⋃
Cj1...jk
)
,
where the union is taken over all subsets of {1, . . . , n}, and
P (C1,...,k) = P
(
M−1n
k∑
j=1
Xnj ∈ A−
)
P
(∥∥∥∥∥
n−k∑
i=1
Xni
∥∥∥∥∥ < Mn
)
∼ P
(
M−1n
k∑
j=1
Xnj ∈ A−
)
∼ P (‖H‖ > Mn)kν(k)(A−) ,
48
as n −→∞, where the first equivalence is true because
M−1n
n−k∑
i=1
Xni
P−→ 0
and the second equivalence follows from Lemma 3.2.2. Thus, for (3.10), all that
remains to show is
P
(⋃
Cj1...jk
)
∼
∑
P (Cj1...jk) , (3.11)
where the union and the sum are both taken over all subsets of {1, . . . , n}. Fix
η > 0 so that (k − 1)(1 + η) < δ and subsets {i1, . . . , ik} and {j1, . . . , jk} of
{1, . . . , n} so that
# ({i1, . . . , ik} ∩ {j1, . . . , jk}) = l < k . (3.12)
Note that,
P (Ci1...ik ∩ Cj1...jk)
≤ P
(
M−1n
∥∥∥∥∥
k∑
u=1
Xnju
∥∥∥∥∥ > δ,M−1n
∥∥∥∥∥
k∑
u=1
Xniu
∥∥∥∥∥ > δ
)
≤ P
(
M−1n
∥∥∥∥∥
k∑
u=1
Xnju
∥∥∥∥∥ > δ,M−1n
∥∥∥∥∥
k∑
u=1
Xniu
∥∥∥∥∥ > δ,
‖Xnu‖ ≤ (1 + η)Mn for u ∈ {i1, . . . , ik} ∪ {j1, . . . , jk}
)
+2kP (L > ηMn)P (‖H‖ > Mn)
≤ P (‖Xnj‖ > [δ − (k − 1)(1 + η)]Mn for 1 ≤ j ≤ 2k − l) + o(P (‖H‖ > Mn)k)
= O(P (‖H‖ > Mn)2k−l) .
Clearly, there are at most O(n2k−l) pairs of subsets satisfying (3.12). Thus,
∑
P (Ci1...ik ∩ Cj1...jk) =
k−1∑
l=0
O(n2k−lP (‖H‖ > Mn)2k−l)
= o(nkP (‖H‖ > Mn)k) ,
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where the sum in the left hand side of the first line is taken over all pairs of
distinct subsets {i1, . . . , ik} and {j1, . . . , jk} of {1, . . . , n}. This shows (3.11) and
thus completes the proof of the lower bound.
For the upper bound, choose a sequence zn satisfying
{nP (‖H‖ > Mn)}
k+1
k+2  nP (‖H‖ > zn) {nP (‖H‖ > Mn)} kk+1 (3.13)
if α < 2,
nP
(
‖H‖ > Mn
log n
)
 nP (‖H‖ > zn)
 min
(
{nP (‖H‖ > Mn)} kk+1 , nP
(
‖H‖ > n
Mn
))
(3.14)
if α > 2, and
nP
(
‖H‖ > Mn
log n
)
 nP (‖H‖ > zn)
 min
(
{nP (‖H‖ > Mn)} kk+1 , nP
(
‖H‖ >
(
n
Mn
)1+η))
(3.15)
for some η > 0 if α = 2. Note that if un and vn are sequences satisfying un 
vn  1, then there exists a sequence wn with
un  P (‖H‖ > wn) vn ,
see Resnick (2007) for example. Thus, existence of zn satisfying (3.13) is imme-
diate from the assumption that nP (‖H‖ > Mn) goes to zero as n −→ ∞. A
sequence satisfying (3.14) will exist if the following are verified:
Mn
log n
 n
Mn
, (3.16)
nP
(
‖H‖ > Mn
log n
)
 {nP (‖H‖ > Mn)}β , (3.17)
where β = k/(k+1). From the fact thatMn 
√
n log n, (3.16) follows. For (3.17),
letting  ∈ (0, α − 2) and c to be a finite constant whose value may change from
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line to line, note that
nP
(
‖H‖ > Mn
logn
)
{nP (‖H‖ > Mn)}β
= n1−βM−α(1−β)n (log n)
αl(Mn/ log n)l(Mn)
−β
 n1−βM−α(1−β)n (log n)α(Mn/ log n)(1−β)/2M (1−β)/2n
= n1−βM−α(1−β)n (log n)
cM (1−β)n
= n1−βM (−α)(1−β)n (log n)
c
 n1−βn(−α)(1−β)/2(log n)c
= n(1−β)(2−α+)/2(log n)c
→ 0 by choice of  .
To establish that a sequence zn satisfying (3.15) exists, it suffices to check (3.17)
and that
Mn
log n

(
n
Mn
)1+η
. (3.18)
For (3.17), let 0 <  < 2{1−(1+γ)−1}. Once again, letting c to be a finite constant
whose value may change from line to line, by similar calculations as above,
nP
(
‖H‖ > Mn
logn
)
{nP (‖H‖ > Mn)}β
 n1−βM (−2)(1−β)n (log n)c
 n1−βn(−2)(1−β)(1+γ)/2(log n)c
→ 0 by choice of  .
It’s easy to check that (3.18) holds for η < 2γ.
Write
S˜n :=
n∑
j=1
Xnj1(‖Xnj‖ ≤ zn) .
Fix 0 <  < δ − k + 1 and define
A := {y ∈ Rd : ‖y − x‖ <  for some x ∈ A} .
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Assume that  is chosen so that A is also a ν(k)-continuity set. Define the events
Dn :=
{
M−1n
l∑
u=1
Xnju ∈ A for at least one tuple
1 ≤ j1 < j2 < . . . < jl ≤ n, 1 ≤ l < k
}
,
En :=
{
M−1n
k∑
u=1
Xnju ∈ A for at least one tuple
1 ≤ j1 < j2 < . . . < jk ≤ n
}
,
Fn := {‖Xnj‖ > zn for at least (k + 1) many j’s ≤ n} ,
Gn := {‖S˜n‖ > Mn} .
Clearly,
P
(
M−1n Sn ∈ A
) ≤ P (Dn) + P (En) + P (Fn) + P (Gn) .
Also,
P (En) ≤ n
k
k!
P
(
M−1n
k∑
j=1
Xnj ∈ A
)
∼ 1
k!
{nP (‖H‖ > Mn)}k
∫
· · ·
∫
1
(
k∑
j=1
xj ∈ A
)
ν(dx1) . . . ν(dxk)
by Lemma 3.2.2. By the fact that A ⊂ Bcδ ,
P (Dn) ≤
k−1∑
l=1
nlP
(
‖
l∑
j=1
Xnj‖ > δMn
)
≤
k−1∑
l=1
nllP (L > (δ/l − 1)Mn)P (‖H‖ > Mn)
 nkP (‖H‖ > Mn)k ,
the last inequality following from (3.4). By the choice of zn,
P (Fn) ≤ {nP (‖H‖ > zn)}k+1  {nP (‖H‖ > Mn)}k .
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All that remains is to show that
P (Gn) {nP (‖H‖ > Mn)}k . (3.19)
Recall that ‖·‖ denotes the L2 norm as defined in (3.1). Denoting the coordinates
of a Rd-valued random variable Y by Y (j) for 1 ≤ j ≤ d, note that
P (Gn) ≤
d∑
j=1
P
(
|S˜(j)n | > Mn/
√
d
)
.
In view of this, to show (3.19), It suffices to prove that for 1 ≤ j ≤ d,
ES(j)n = o(Mn) (3.20)
P
(
|S˜(j)n − ES˜(j)n | > θMn
)
= o
({nP (‖H‖ > Mn)}k) , (3.21)
for all θ > 0. By the assumption that H has a symmetric law when α = 1, (3.20)
is trivially true in that case. We shall show (3.20) separately for the cases α < 1
and α > 1. We start with the case α > 1. Note that for n large enough so that
zn < Mn,
|ES(j)n | = n|E[X(j)n1 1(‖Xn1‖ ≤ zn)]|
= n|E[H(j)1(‖H‖ ≤ zn)]|
(since EH = 0 when α > 1) = n|E[H(j)1(‖H‖ > zn)]|
≤ nE[|H(j)|1(‖H‖ > zn)]
≤ nE[‖H‖1(‖H‖ > zn)]
= O(nznP (‖H‖ > zn))
= o(Mn) .
where the last step follows from the fact that the choice of zn implies that zn 
Mn and that nP (‖H‖ > zn)  1, which are true, in fact, for all α. For the case
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α < 1, note that for n large enough,
|ES(j)n | = n|E[X(j)n1 1(‖Xn1‖ ≤ zn)]|
= n|E[H(j)1(‖H‖ ≤ zn)]|
≤ nE[|H(j)|1(‖H‖ ≤ zn)]
≤ nE[‖H‖1(‖H‖ ≤ zn)]
= O(nznP (‖H‖ > zn))
= o(Mn) .
Note that by Lemma 3.2.3,
P
(
|S˜(j)n − ES˜(j)n | > θMn
)
≤ K1 exp
{
−K2Mn
zn
sinh−1K3
Mnzn
Var(S˜
(j)
n )
}
,
for finite positive constants K1, K2 and K3. Thus, all that needs to be shown is
exp
{
−K2Mn
zn
sinh−1K3
Mnzn
Var(S˜
(j)
n )
}
 {nP (‖H‖ > Mn)}k . (3.22)
We shall show this separately for the cases α < 2, α ≥ 2. We start with the case
α ≥ 2. For (3.22), it suffices to show that
Mn
zn
 log n , (3.23)
Mnzn  Var(S˜n) . (3.24)
It follows directly from choice of zn that (3.23) is true. If α > 2, then
Var(S˜
(j)
n )
Mnzn
= O(n/Mnzn)
= o(1)
by choice of zn. If α = 2, then there is a slowly varying function m : [0,∞)→ R
at∞ so that
Var(S˜
(j)
n )
Mnzn
= O(nm(zn)/Mnzn)
= O
(
n/Mnz
1/(1+η)
n
)
= o(1) .
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Finally, let us come to the case α < 2. Note that there is a slowly varying function
m : [0,∞)→ R at∞ (which is possibly different from the one chosen just above),
so that
Mn
zn
∼
(
P (‖H‖ > zn)
P (‖H‖ > Mn)
)1/α
m(Mn)
m(zn)

(
P (‖H‖ > zn)
P (‖H‖ > Mn)
)1/α
zn
Mn
 {nP (‖H‖ > Mn)}−
k+1
α(k+2)
zn
Mn
.
This shows that
Mn
zn
 {nP (‖H‖ > Mn)}−u
for some u > 0. Also, note that
Var(S˜(j)n ) = O(nz
2
nP (‖H‖ > zn))
= o(znMn) ,
the last step following from the facts that zn  Mn and nP (‖H‖ > zn)  1.
Thus,
Mn
zn
sinh−1K3
Mnzn
Var(S˜
(j)
n )
 {nP (‖H‖ > Mn)}−u ,
and hence,
exp
{
−K2Mn
zn
sinh−1K3
Mnzn
Var(S˜
(j)
n )
}
 exp{−K2{nP (‖H‖ > Mn)}−u}
 {nP (‖H‖ > Mn)}k .
This shows (3.22) and thus completes the proof.
Theorem 3.2.2 clearly excludes the boundary cases, i.e., it does not give the
decay rate of P (‖Sn‖ > kMn) when k is a positive integer. For stating the re-
sults for the boundary case, we need some preliminaries. By Rvacˇeva (1962), it
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follows that when α = 2, H is in the domain of attraction of a Gaussian random
variableG0. In view of the assumption thatEH = 0 whenever α > 1, this means
that there is a sequence an going to infinity so that
a−1n
n∑
j=1
Hj =⇒ L(G0) .
By the same paper, it follows from (1.2) that if 0 < α < 2, there is a α-stable
random variable S on Rd so that
b−1n
n∑
j=1
Hj =⇒ L(S) ,
where bn is as defined in (3.3). Clearly, if α > 2, then
n−1/2
n∑
j=1
Hj =⇒ L(G) ,
where G is a Gaussian random variable on Rd with mean zero and covariance
matrix same as that of H . Thus,
B−1n
n∑
j=1
Hj =⇒ L(V) , (3.25)
where
Bn :=

bn, α < 2
an, α = 2
n1/2, α > 2 ,
(3.26)
and
V :=

S, α < 2
G0, α = 2
G, α > 2 .
(3.27)
Note that
P
(
Sn 6=
n∑
j=1
Hj
)
≤ P (‖Hj‖ > Mn for some 1 ≤ j ≤ n)
≤ nP (‖H‖ > Mn)
→ 0 .
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Thus, it follows from (3.25) that
B−1n Sn =⇒ L(V) . (3.28)
The next two results, which are the last two main results of this section, de-
scribe the behavior of the large deviation probability for the boundary cases.
Specifically, Theorem 3.2.3 gives the decay rate of P (‖Sn‖ > Mn) and Theorem
3.2.4 gives the decay rate of P (‖Sn‖ > kMn) for k ≥ 2.
Theorem 3.2.3. (The boundary case: k = 1) For all closed set F ⊂ S,
lim sup
n→∞
P
(
‖Sn‖ > Mn, Sn‖Sn‖ ∈ F
)
nP (‖H‖ > Mn) ≤ Γ1(F ) ,
where,
Γ1(A) :=
∫
A
P (〈x,V〉 ≥ 0)σ(dx) ,
for A ⊂ S, and V is as defined in (3.27). If, in addition,∫
S
P (〈x,V〉 = 0)σ(dx) = 0 , (3.29)
then, as n −→∞,
P
(
‖Sn‖ > Mn, Sn‖Sn‖ ∈ ·
)
nP (‖H‖ > Mn)
w−→ Γ1(·)
weakly on S.
Theorem 3.2.4. (The boundary case: k ≥ 2) Suppose k ≥ 2 and assume that (3.4)
holds. Then,
lim sup
n→∞
P
(
‖Sn‖ > kMn, Sn‖Sn‖ ∈ F
)
{nP (‖H‖ > Mn)}k ≤ Γk(F ) ,
for all closed set F ⊂ S, where for all A ⊂ S,
Γk(A) :=
1
k!
∑
s∈A
P (〈s,V〉 ≥ 0)σ({s})k .
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If, in addition, for every s ∈ S,
lim inf
t→∞
P
(
‖H‖ > t, H‖H‖ = s
)
P (‖H‖ > t) ≥ σ({s}) (3.30)
and
P (〈s,V〉 = 0)σ({s}) = 0 , (3.31)
then,
P
(
‖Sn‖ > kMn, Sn‖Sn‖ ∈ ·
)
{nP (‖H‖ > Mn)}k
w−→ Γk(·) ,
weakly on S.
It is easy to see that for all k ≥ 1, Γk(S) ≤ σ(S) = 1, which in particular
implies that Γk is a finite measure. However, Γk might be the null measure,
and if that is the case, the statements of Theorems 3.2.3 and 3.2.4 just mean that
P (‖Sn‖ > kMn) decays faster than {nP (‖H‖ > Mn)}k. For the proofs, we shall
need the following lemma, which in fact, proves the first parts of both theorems.
Lemma 3.2.4. Suppose k ≥ 1 and assume that (3.4) holds. Then, as n −→∞,
lim sup
n→∞
P
(
‖Sn‖ > kMn, Sn‖Sn‖ ∈ F
)
{nP (‖H‖ > Mn)}k ≤ Γk(F ) ,
for all closed set F ⊂ S.
Proof. It is easy to see that for all k ≥ 1 and A ⊂ S,
Γk(A) =
1
k!
∫
S
. . .
∫
S
1
(∥∥∥∥∥
k∑
j=1
xj
∥∥∥∥∥ = k,
∑k
j=1 xj
‖∑kj=1 xj‖ ∈ A
)
P
(
k∑
j=1
〈xj,V〉 ≥ 0
)
σ(dx1) . . . σ(dxk) .
Fix k ≥ 1 and a closed set F ⊂ S. Let 0 < η < 1 and define
En :=
{∥∥∥∥∥
k∑
u=1
Xnju
∥∥∥∥∥ > (k − η)Mn for at least one tuple 1 ≤ j1 < j2 < . . . < jk ≤ n
}
.
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By similar arguments as in the proof of Theorem 3.2.2, it follows that
P ({‖Sn‖ > kMn} ∩ Ecn) = o({nP (‖H‖ > Mn)}k)
as n −→∞. Thus, for the upper bound, it suffices to show that
lim sup
η↓0
lim sup
n→∞
P
({
‖Sn‖ > kMn, Sn‖Sn‖ ∈ F
}
∩ En
)
{nP (‖H‖ > Mn)}k
≤ 1
k!
∫
S
. . .
∫
S
1
(
‖
k∑
j=1
xj‖ = k,
∑k
j=1 xj
‖∑kj=1 xj‖ ∈ F
)
P
(
k∑
j=1
〈xj,V〉 ≥ 0
)
σ(dx1) . . . σ(dxk) .
and for that it suffices to show
lim sup
η↓0
lim sup
n→∞
P
(
‖Sn‖ > kMn, Sn‖Sn‖ ∈ F, ‖
∑k
j=1Xnj‖ > (k − η)Mn
)
P (‖H‖ > Mn)k
≤
∫
S
. . .
∫
S
1
(
‖
k∑
j=1
xj‖ = k,
∑k
j=1 xj
‖∑kj=1 xj‖ ∈ F
)
P
(
k∑
j=1
〈xj,V〉 ≥ 0
)
σ(dx1) . . . σ(dxk) . (3.32)
Fix a sequence n satisfying M−1n  n  M−1n Bn, which is possible because
Bn goes to infinity, where Bn is as defined in (3.26). Also Bn = O(bn) = o(Mn),
where bn is as in (3.3), thus showing that n goes to zero as n goes to infinity. Set
F η := {x ∈ S : ‖x− s‖ ≤ η for some s ∈ F} .
Define the events
Un :=
{
‖
k∑
j=1
Xnj‖ > (k − η)Mn,
∑k
j=1Xnj
‖∑kj=1Xnj‖ ∈ F η,〈 ∑k
j=1Xnj
‖∑kj=1Xnj‖ , B−1n
n∑
j=k+1
Xnj
〉
≥ −η
}
,
Vn :=
{
k − η < M−1n ‖
k∑
j=1
Xnj‖ ≤
√
k2 + n, ‖Sn‖ > kMn,〈 ∑k
j=1Xnj
‖∑kj=1Xnj‖ , B−1n
n∑
j=k+1
Xnj
〉
< −η
}
,
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Wn :=
{
‖
k∑
j=1
Xnj‖ > (k − η)Mn, ‖Sn‖ > Mn,
∑k
j=1 Xnj
‖∑kj=1 Xnj‖ /∈ F η, Sn‖Sn‖ ∈ F
}
,
Yn :=
{
‖
k∑
j=1
Xnj‖ > (k − η)Mn, min
1≤j≤k
‖Xnj‖ < 1− η
2
Mn
}
,
Zn :=
{
min
1≤j≤k
‖Xnj‖ ≥ 1− η
2
Mn, ‖
k∑
j=1
Xnj‖ >
√
k2 + nMn
}
.
Note that{
‖Sn‖ > kMn, Sn‖Sn‖ ∈ F, ‖
k∑
j=1
Xnj‖ > (k − η)Mn
}
⊂ Un ∪ Vn ∪Wn ∪ Yn ∪ Zn .
Let k − 1 < r < k − η be such that
ν(k)
({x ∈ Rd : ‖x‖ = r}) = 0 .
For n ≥ 1, let Pn(·) and ν˜(k) denote the restrictions of P
(
M−1n
∑k
j=1 Xnj ∈ ·
)
and
ν(k) respectively to Rd \Br, i.e., for A ⊂ Rd,
Pn(A) := P
(
M−1n
k∑
j=1
Xnj ∈ A ∩Bcr
)
ν˜(k)(A) := ν(k) (A ∩Bcr) .
Then, by Lemma 3.2.2, it follows that
Pn
P (‖H‖ > Mn)k
w−→ ν˜(k) .
By (3.28), it follows that
Pn(dx)
P (‖H‖ > Mn)kP
(
B−1n
n∑
j=k+1
Xnj ∈ dy
)
w−→ ν˜(k)(dx)P (V ∈ dy)
on Rd × Rd. Note that
P (Un)
=
∫
Rd
∫
Rd
1
(
‖x‖ > k − η, x‖x‖ ∈ F
η
)
1(〈x, y〉 ≥ −η)Pn(dx)
P
(
B−1n
n∑
j=k+1
Xnj ∈ dy
)
.
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Since F η is a closed set,
lim sup
n→∞
P (Un)
P (‖H‖ > Mn)k
≤
∫
1
(
‖x‖ ≥ k − η, x‖x‖ ∈ F
η
)
P (〈x,V〉 ≥ −η)ν˜(k)(dx)
=
∫
1
(
‖x‖ ≥ k − η, x‖x‖ ∈ F
η
)
P (〈x,V〉 ≥ −η)ν(k)(dx) .
Letting η ↓ 0, we get using the fact that F is a closed set,
lim sup
η↓0
lim sup
n→∞
P (Un)
P (‖H‖ > Mn)k
≤
∫
Rd
1
(
‖x‖ ≥ k, x‖x‖ ∈ F
)
P (〈x,V〉 ≥ 0)ν(k)(dx)
=
∫
Rd
. . .
∫
Rd
1
(
‖
k∑
j=1
xj‖ ≥ k,
∑k
j=1 xj
‖∑kj=1 xj‖ ∈ F
)
P
(
k∑
j=1
〈xj,V〉 ≥ 0
)
ν(dx1) . . . ν(dxk)
=
∫
S
. . .
∫
S
1
(∥∥∥∥∥
k∑
j=1
xj
∥∥∥∥∥ = k,
∑k
j=1 xj
‖∑kj=1 xj‖ ∈ F
)
P
(
k∑
j=1
〈xj,V〉 ≥ 0
)
σ(dx1) . . . σ(dxk) ,
the last equality being true because ν(Bc1) = 0 and the restriction of ν to S is σ.
Thus, in order to show (3.32), all that remains is to prove
P (Vn) + P (Wn) + P (Yn) + P (Zn) P (‖H‖ > Mn)k .
Note that on the set Vn,
k2M2n < ‖Sn‖2
=
∥∥∥∥∥
k∑
j=1
Xnj
∥∥∥∥∥
2
+
∥∥∥∥∥
n∑
j=k+1
Xnj
∥∥∥∥∥
2
+ 2
〈
k∑
j=1
Xnj,
n∑
j=k+1
Xnj
〉
≤ (k2 + n)M2n +
∥∥∥∥∥
n∑
j=k+1
Xnj
∥∥∥∥∥
2
− 2Bnη
∥∥∥∥∥
k∑
j=1
Xnj
∥∥∥∥∥
≤ (k2 + n)M2n +
∥∥∥∥∥
n∑
j=k+1
Xnj
∥∥∥∥∥
2
− 2η(k − η)BnMn ,
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and hence,
P (Vn)
≤ P
(∥∥∥∥∥
k∑
j=1
Xnj
∥∥∥∥∥ ≥ (k − η)Mn
)
×P
∥∥∥∥∥
n∑
j=k+1
Xnj
∥∥∥∥∥
2
> 2η(k − η)BnMn − nM2n

 P (‖H‖ > Mn)k ,
the last step following from the fact that by the choice of n, nM2n + B2n =
o(BnMn) showing that 2η(k − η)BnMn − nM2n is much larger than B2n which
is the growth rate of
∥∥∥∑nj=k+1 Xnj∥∥∥2. Since for any u, v ∈ Rd,∥∥∥∥ u+ v‖u+ v‖ − u‖u‖
∥∥∥∥ ≤ ∥∥∥∥ u+ v‖u+ v‖ − u‖u+ v‖
∥∥∥∥+ ∥∥∥∥ u‖u+ v‖ − u‖u‖
∥∥∥∥
=
‖v‖
‖u+ v‖ +
∣∣∣∣‖u+ v‖ − ‖u‖‖u+ v‖
∣∣∣∣
≤ 2 ‖v‖‖u+ v‖ ,
it follows that
P (Wn) ≤ P
(∥∥∥∥∥
k∑
j=1
Xnj
∥∥∥∥∥ ≥ (k − η)Mn
)
P
(∥∥∥∥∥
n∑
j=k+1
Xnj
∥∥∥∥∥ > η2Mn
)
 P (‖H‖ > Mn)k .
Clearly,
P (Yn) ≤
k∑
j=1
P
(
‖Xnj‖ > 2k − 1− η
2(k − 1) Mn
)
≤ kP (‖H‖ > Mn)P
(
L >
1− η
2(k − 1)Mn
)
 P (‖H‖ > Mn)k ,
the last step following by (3.4). Finally,
P (Zn) ≤ kP
(
‖H‖ > 1− η
2
Mn
)k
P
(
L >
(√
k2 + n
k
− 1
)
Mn
)
 P (‖H‖ > Mn)k ,
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the last step being true because by the choice of n, it follows that
1  nMn
= O
((√
k2 + n
k
− 1
)
Mn
)
.
This completes the proof.
Proof of Theorem 3.2.3. In view of Lemma 3.2.4, it suffices to show that
lim inf
n→∞
P (‖Sn‖ > Mn)
nP (‖H‖ > Mn) ≥ Γ1(S) . (3.33)
We assume without loss of generality that Γ1(S) > 0. For 1 ≤ j ≤ n, define
Cj :=
{
‖Xnj‖ ≥Mn,
∑
1≤i≤n,i 6=j
〈Xni, Xnj〉 > 0
}
.
Note that
P (‖Sn‖ > Mn) ≥ P
(
n⋃
j=1
Cj
)
, (3.34)
and that
P (Cj)
=
∫
S
∫
Rd
1(〈x, y〉 > 0)P
(
‖Xn1‖ ≥Mn, Xn1‖Xn1‖ ∈ dx
)
P
(
B−1n
n∑
j=2
Xnj ∈ dy
)
=
∫
S
∫
Rd
1(〈x, y〉 > 0)P
(
‖H‖ ≥Mn, H‖H‖ ∈ dx
)
P
(
B−1n
n∑
j=2
Xnj ∈ dy
)
By (1.3) and (3.28), it follows that
lim inf
n→∞
P (Cj)
P (‖H‖ > Mn) ≥
∫
S
∫
Rd
1(〈x, y〉 > 0)σ(dx)P (V ∈ dy)
= Γ1(S) , (3.35)
the equality in the last line following from (3.29). In view of (3.34) and (3.35), all
that needs to be shown is that
n2P (C1 ∩ C2) = o(nP (‖H‖ > Mn)) ,
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but that follows from similar arguments as in the proof of Theorem 3.2.2. This
completes the proof.
Proof of Theorem 3.2.4. In view of Lemma 3.2.4, it suffices to show that if (3.30)
and (3.31) hold, then for k ≥ 2 and s1, . . . , sr ∈ S,
lim inf
n→∞
P (‖Sn‖ > Mn)
{nP (‖H‖ > Mn)}k ≥
1
k!
r∑
i=1
P (〈si,V〉 ≥ 0)σ({si})k . (3.36)
Denote for 1 ≤ j1 < . . . < jk ≤ n,
Cj1...jk :=
r⋃
i=1
{
‖Hju‖ ≥Mn,
Hju
‖Hju‖
= si for 1 ≤ u ≤ k,
∑
v 6=j1,...,jk
〈si, Xnv〉 > 0
}
.
Note that,
P (‖Sn‖ > kMn) ≥ P
(⋃
Cj1...jk
)
,
where the union is taken over all tuples 1 ≤ j1 < . . . < jk ≤ n. It follows by
(3.30) and (3.31) that for any 1 ≤ j1 < . . . < jk ≤ n and 1 ≤ i ≤ r,
lim inf
n→∞
P
(
‖Hju‖ ≥Mn, Hju‖Hju‖ = si for 1 ≤ u ≤ k,
∑
v 6=j1,...,jk〈si, Xnv〉 > 0
)
P (‖H‖ > Mn)k
≥ σ({si})kP (〈si,V〉 ≥ 0) ,
and hence for 1 ≤ j1 < . . . < jk ≤ n,
lim inf
n→∞
P (Cj1...jk)
P (‖H‖ > Mn)k ≥
r∑
i=1
σ({si})kP (〈si,V〉 ≥ 0) .
Thus, in order to show (3.36), it suffices to prove that as n −→∞,
P
(⋃
Cj1...jk
)
∼
∑
P (Cj1...jk) ,
where the sum and the union are taken over all tuples 1 ≤ j1 < . . . < jk ≤
n. That follows from similar arguments leading to the proof of (3.11). This
completes the proof.
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3.3 Hard truncation case
For this section, we assume that Mn goes to∞ slowly enough so that nP (‖H‖ >
Mn) goes to∞ as n −→∞. Moreover, if α = 2, we assume that E‖H‖2 <∞. We
further assume that EeL <∞ for some  > 0.
We shall say that a sequence of random variables Zn follows the Large De-
viations Principle (LDP) with speed an and rate function I if for any Borel set
A,
− inf
x∈int(A)
I(x) ≤ lim inf
n→∞
1
an
logP (Zn ∈ A)
≤ lim sup
n→∞
1
an
logP (Zn ∈ A) ≤ − inf
x∈cl(A)
I(x) .
The first result of this section is an analogue of Crame´r’s Theorem because
of the following reason. Recall that Crame´r’s Theorem gives the LDP for
n−1
∑n
i=1 Zi where Z1, Z2, . . . are i.i.d. random variables with finite exponential
moments. Note that the normalizing constant is n, the rate at whichE
∑n
i=1 ‖Zi‖
grows. The following result gives the LDP for the sequence Sn/{nMnP (‖H‖ >
Mn)}. By the Karamata’s Theorem, it is easy to see that if α < 1,
E
n∑
i=1
∥∥∥∥Hi1 (‖Hi‖ ≤Mn) + Hi‖Hi‖(Mn + Li)1 (‖Hi‖ > Mn)
∥∥∥∥
grows like nMnP (‖H‖ > Mn) up to a constant, and hence we consider this to be
an analogue of Crame´r’s Theorem, at least for that case. This result, however, is
valid for α < 2.
Theorem 3.3.1 (Large Deviations (α < 2)). Sn/{nMnP (‖H‖ > Mn)} follows LDP
with speed nP (‖H‖ > Mn) and rate function Λ∗, which is the Fenchel-Legendre dual
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(defined in (1.13)) of the function Λ given by
Λ(λ) :=

∫ (
e〈λ,x〉 − 1) ν(dx), 0 < α < 1∫ (
e〈λ,x〉 − 1− 〈λ, x〉) ν(dx), α = 1∫ (
e〈λ,x〉 − 1− 〈λ, x〉) ν(dx)− 1
α−1
∫
S〈λ, s〉σ(ds), 1 < α < 2
.
where the measure ν is as defined in (3.5).
For the proof, we shall use the following theorem (Theorem 2.3.6 (page 44)
in Dembo and Zeitouni (1998)):
Theorem 3.3.2 (Ga¨rtner-Ellis). If Yn is a sequence ofRd-valued random variables with
for every t ∈ Rd,
lim
n→∞
1
an
logEe〈t,Yn〉 = Λ(t) ,
where an −→ ∞, Λ(t) is a finite number for every t ∈ Rd and Λ is a differentiable
function, then Yn/an follows LDP with speed an and rate function Λ∗ which is the
Fenchel-Legendre dual of Λ.
Proof of Theorem 3.3.1. Define
Xn := H1(‖H‖ ≤Mn) + H‖H‖(Mn + L)1(‖H‖ > Mn) .
Since Λ is clearly a differentiable function, using the Ga¨rtner-Ellis theorem, it
suffices to show that for all λ ∈ Rd,
lim
n→∞
1
P (‖H‖ > Mn) logE exp(〈λ,M
−1
n Xn〉) = Λ(λ) . (3.37)
Case: 0 < α < 1. Note that
E exp(〈λ,M−1n Xn〉) =
∫
Rd
exp(〈λ, x〉)P (M−1n Xn ∈ dx)
= 1 +
∫
Rd\{0}
(
e〈λ,x〉 − 1)P (M−1n Xn ∈ dx) .
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By Lemma 3.2.1 and the fact that ν charges only {x : 0 < ‖x‖ ≤ 1}, for all
0 <  < 1, it follows that∫
{≤‖x‖≤3}
(
e〈λ,x〉 − 1)P (M−1n Xn ∈ dx)
∼ P (‖H‖ > Mn)
∫
{‖x‖≥}
(
e〈λ,x〉 − 1) ν(dx) . (3.38)
Since, for α < 1 , e〈λ,x〉 − 1 is ν-integrable and hence,
lim
↓0
∫
{‖x‖≥}
(
e〈λ,x〉 − 1) ν(dx) = ∫ (e〈λ,x〉 − 1) ν(dx) .
Also,
1
P (‖H‖ > Mn)
∫
{‖x‖>3}
∣∣e〈λ,x〉 − 1∣∣P (M−1n Xn ∈ dx)
=
1
P (‖H‖ > Mn)E
[∣∣∣e〈λ,M−1n Xn〉 − 1∣∣∣1(‖M−1n Xn‖ > 3)]
≤ 1
P (‖H‖ > Mn)E
[
exp
(〈λ,M−1n Xn〉)1(‖M−1n Xn‖ > 3)]+ P (L > 2Mn) .
By the Cauchy-Schwarz inequality,
1
P (‖H‖ > Mn)E
[
exp
(〈λ,M−1n Xn〉)1(‖M−1n Xn‖ > 3)]
≤ [E exp (〈2λ,M−1n Xn〉)]1/2 P (‖Xn‖ > 3Mn)1/2P (‖H‖ > Mn)
≤ [E exp (2M−1n ‖λ‖‖Xn‖)]1/2 P (‖Xn‖ > 3Mn)1/2P (‖H‖ > Mn) .
Choose n large enough so that Mn > max(1, 2‖λ‖/) where  is such that EeL <
∞. Also, observe that
M−1n ‖Xn‖ ≤ (2 +M−1n L) .
Thus,
E exp
(
2M−1n ‖λ‖‖Xn‖
) ≤ exp(4C‖λ‖)EeL <∞ ,
while,
P (‖Xn‖ > 3Mn)1/2
P (‖H‖ > Mn) =
P (L > 2Mn)
1/2
P (‖H‖ > Mn)1/2 ≤
e−Mn
P (‖H‖ > Mn)1/2
[
EeL
]1/2 −→ 0 .
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This shows
lim
n−→∞
1
P (‖H‖ > Mn)
∫
{‖x‖>3}
∣∣e〈λ,x〉 − 1∣∣P (M−1n Xn ∈ dx) = 0 . (3.39)
By Karamata’s theorem and the fact that e〈λ,x〉 = 1 + O(‖x‖), one can show that
there is C <∞ so that,
lim sup
n→∞
1
P (‖H‖ > Mn)
∫
{‖x‖<}
∣∣e〈λ,x〉 − 1∣∣P (M−1n Xn ∈ dx) ≤ C1−α ,
thus proving that
lim
↓0
lim sup
n−→∞
1
P (‖H‖ > Mn)
∫
{‖x‖<}
∣∣e〈λ,x〉 − 1∣∣P (M−1n Xn ∈ dx) = 0 . (3.40)
Clearly, (3.38), (3.39) and (3.40) show (3.37) and hence complete the proof for the
case α < 1.
For the case α = 1, note that
E exp(〈λ,M−1n Xn〉) =
∫
Rd
exp(〈λ, x〉)P (M−1n Xn ∈ dx)
= 1 +
∫
Rd\{0}
(
e〈λ,x〉 − 1)P (M−1n Xn ∈ dx)
= 1 +
∫
Rd\{0}
(
e〈λ,x〉 − 1− 〈λ, x〉)P (M−1n Xn ∈ dx)
where the last equality follows from the fact that when α = 1, H (and hence Xn)
has a symmetric distribution. Note that α = 1 implies that∫ ∣∣e〈λ,x〉 − 1− 〈λ, x〉∣∣ ν(dx) <∞ . (3.41)
By arguments similar to those for the case α < 1, it follows that as n −→∞,∫
Rd\{0}
(
e〈λ,x〉 − 1− 〈λ, x〉)P (M−1n Xn ∈ dx)
∼ P (‖H‖ > Mn)
∫ (
e〈λ,x〉 − 1− 〈λ, x〉) ν(dx) . (3.42)
This completes the proof for the case α = 1.
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For the case 1 < α < 2, note that
E exp(〈λ,M−1n Xn〉)
= 1 +
∫
Rd\{0}
(
e〈λ,x〉 − 1− 〈λ, x〉)P (M−1n Xn ∈ dx) + ∫ 〈λ, x〉P (M−1n Xn ∈ dx) .
For this case also, (3.41) clearly holds and similar arguments as those for the
case α < 1 show (3.42). Thus, all that needs to be shown is as n −→∞,∫
〈λ, x〉P (M−1n Xn ∈ dx) ∼ −
1
α− 1P (‖H‖ > Mn)
∫
S
〈λ, s〉σ(ds) . (3.43)
For this, note that by the assumption that EH = 0,∫
〈λ, x〉P (M−1n Xn ∈ dx)
= −M−1n
∫
{‖x‖>Mn}
〈λ, x〉P (H ∈ dx)
+
{
1 +M−1n E(L)
}∫
S
〈λ, s〉P
(
H
‖H‖ ∈ ds, ‖H‖ > Mn
)
= −M−1n
∫ ∞
Mn
{∫
S
〈λ, s〉P
(
‖H‖ > r, H‖H‖ ∈ ds
)}
dr
+M−1n E(L)
∫
S
〈λ, s〉P
(
H
‖H‖ ∈ ds, ‖H‖ > Mn
)
= −M−1n
∫ ∞
Mn
{∫
S
〈λ, s〉P
(
‖H‖ > r, H‖H‖ ∈ ds
)}
dr
+o(P (‖H‖ > Mn)) ,
as n −→∞. By (1.3), it follows that∫ ∞
Mn
{∫
S
〈λ, s〉P
(
‖H‖ > r, H‖H‖ ∈ ds
)}
dr
∼
∫ ∞
Mn
{∫
S
〈λ, s〉σ(ds)
}
P (‖H‖ > r)dr
∼ 1
α− 1MnP (‖H‖ > Mn)
∫
S
〈λ, s〉σ(ds) ,
where the second equivalence follows from the Karamata’s Theorem. This
shows (3.43) and thus completes the proof.
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Similar calculations as above, for the case α ≥ 2, will show that Sn/(nM−1n )
follows LDP with speed nM−2n and rate function that is the Fenchel-Legendre
dual of 1
2
〈λ,Dλ〉, D being the dispersion matrix of H . This is, however, covered
in much more generality in Theorem 3.3.4 below, and hence we chose not to
include this case in Theorem 3.3.1. That the statement of Theorem 3.3.4 implies
the above, is clear because when α ≥ 2, it’s easy to see that n1/2  nM−1n  n
and that
ESn = O (nMnP (‖H‖ > Mn))
= o(nM−1n ) .
Crame´r’s Theorem deals with n−1
∑n
i=1 Zi where Z1, Z2, . . . are i.i.d. random
variables. On a finer scale, n−1/2
∑n
i=1[Zi − E(Zi)] possesses a limiting Normal
distribution by the central limit theorem. For β ∈ (1/2, 1), the renormalized
quantity n−β
∑n
i=1[Zi −E(Zi)] satisfies an LDP but always with a quadratic rate
function. The precise statement for this is the following result, known as mod-
erate deviations. See Theorem 3.7.1 in Dembo and Zeitouni (1998).
Theorem 3.3.3. Let Z1, Z2, . . . be i.i.d. Rd-valued random variables with finite ex-
ponential moments in a ball around the origin. Let the covariance matrix C of Z1 be
invertible. Then for n1/2  an  n,
√
an/n
∑n
i=1[Zi − E(Zi)] follows LDP with rate
function 1
2
〈x,C−1x〉.
The last result of this chapter is an analogue of the above result, in the setting
of truncated heavy-tailed random variables.
Theorem 3.3.4 (Moderate Deviations). Suppose the sequence an satisfies
n1/2MnP (‖H‖ > Mn)1/2  an  nMnP (‖H‖ > Mn), if α < 2
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and
n1/2  an  n, if α ≥ 2 .
Then, a−1n (Sn − ESn) follows LDP with speed βn and rate Λ∗ where
βn :=

a2n
nM2nP (‖H‖>Mn) , if α < 2
a2n
n
, if α ≥ 2 ,
and
Λ(λ) :=
1
2
〈λ,Dλ〉 .
Here, D is the d× d matrix with
Dij :=
2
2− α
∫
S
sisjσ(ds)
if α < 2 and the dispersion matrix of H is α ≥ 2, which is well defined even when
α = 2 because it has been assumed in that case, that E‖H‖2 <∞. If, in addition, D is
invertible, then Λ∗ is given by
Λ∗(x) =
1
2
〈x,D−1x〉 .
Proof. It is easy to see that βn −→ ∞ as n −→ ∞. Thus, in view of Theorem
3.3.2, it suffices to show that for all λ ∈ Rd,
lim
n→∞
β−1n logE exp
(〈λ, (Mnbn)−1(Sn − ESn)〉) = 1
2
〈λ,Dλ〉 , (3.44)
where
bn :=
 nMnP (‖H‖ > Mn)/an, α < 2n/(anMn), α ≥ 2 .
The assumptions on an in the hypotheses imply that
1 bn  {nP (‖H‖ > Mn)}1/2, if α < 2
and
M−1n  bn M−1n n1/2, if α ≥ 2 .
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Define
Xn := H1(‖H‖ ≤Mn) + H‖H‖(Mn + L)1(‖H‖ > Mn) .
Let ξn be defined by
exp(〈λ, (bnMn)−1(Xn − EXn)〉)
= 1 + (bnMn)
−1〈λ,Xn −EXn〉+ 1
2
(bnMn)
−2〈λ, (Xn −EXn)(Xn −EXn)Tλ〉+ ξn .
Note that
E exp(〈λ, (bnMn)−1(Xn − EXn)〉)
= 1 +
1
2
(bnMn)
−2〈λ,D(Xn)λ〉+ Eξn
= 1 +
1
2
γn〈λ,Dλ〉(1 + o(1)) + Eξn , (3.45)
where
γn :=
 b
−2
n P (‖H‖ > Mn), α < 2
b−2n M
−2
n , α ≥ 2 .
To see how (3.45) follows, we first consider the case α ≥ 2. For any Rd valued
random variable Y , denote the coordinates by Y (1), . . . , Y (d) respectively. Note
that for 1 ≤ j, k ≤ d,
E
[
X(j)n X
(k)
n
]
= E
[
H(j)H(k)1(‖H‖ ≤Mn)
]
+O(M2nP (‖H‖ > Mn))
= E
[
H(j)H(k)
]
(1 + o(1)) ,
in the last equality we used the fact that if α = 2, then by assumption E‖H‖2 <
∞ and hence P (‖H‖ > x) = o(x−2) as x −→ ∞. Similarly, it will follow that for
1 ≤ j ≤ d,
lim
n→∞
E[X(j)n ] = E
[
H(j)
]
,
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and hence, for 1 ≤ j, k ≤ d,
lim
n→∞
Cov(X(j)n , X
(k)
n ) = Cov(H
(j), H(k)) ,
and thus justifying (3.45) in the case α ≥ 2. For the case α < 2, in the proof of
Theorem 2.2.5, it has been shown that as n −→∞,
Var(〈λ,Xn〉) ∼M2nP (‖H‖ > Mn)
2
2− α
∫
S
〈λ, s〉2σ(ds) ,
see (2.10). Since the left hand side is same as 〈λ,D(Xn)λ〉, it follows that
(bnMn)
−2〈λ,D(Xn)λ〉 ∼ b−2n P (‖H‖ > Mn)
2
2− α
∫
S
〈λ, s〉2σ(ds)
= γn
2
2− α
∫
S
〈λ, s〉2σ(ds)
= γn
d∑
j=1
d∑
k=1
λjλk
2
2− α
∫
S
sjskσ(ds)
= γn〈λ,Dλ〉 ,
where for x ∈ Rd, the coordinates are denoted by x1, . . . , xd respectively. This
shows (3.45) for the case α < 2.
Clearly, nγn = βn, and hence all that needs to be shown for (3.44) is Eξn =
o(γn) as n −→∞. By Taylor’s Theorem, there exists C <∞ so that
|ξn| ≤ C(bnMn)−3‖Xn − EXn‖3 exp
{
C(bnMn)
−1‖Xn − EXn‖
}
≤ C(bnMn)−3‖Xn − EXn‖3 exp
{
Cb−1n
(
4 +
L+ E(L)
Mn
)}
≤ 8C(bnMn)−3
(‖Xn‖3 + ‖EXn‖3) exp{Cb−1n (4 + L+ E(L)Mn
)}
,
the last inequality following from the fact that (A + B)3 ≤ 8(A3 + B3) for all
A,B ≥ 0. Thus,
E|ξn| = O
(
(bnMn)
−3E
[(‖Xn‖3 + ‖EXn‖3) exp(CL/bnMn)]) .
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Note that
E
[‖Xn‖3 exp(CL/bnMn)]
= E
[‖H‖31(‖H‖ ≤Mn)]E [exp(CL/bnMn)]
+P (‖H‖ > Mn)E
[
(Mn + L)
3 exp(CL/bnMn)
]
= O(1)E
[‖H‖31(‖H‖ ≤Mn)]+O (M3nP (‖H‖ > Mn)) .
Also,
‖EXn‖3E [exp(CL/bnMn)]
= O(1)‖EXn‖3
= O(E(‖Xn‖3))
= O
(
E
[‖H‖31(‖H‖ ≤Mn)]+M3nP (‖H‖ > Mn)) ,
the last step following by similar calculations as above. Thus,
Eξn = O
{
(bnMn)
−3 (E [‖H‖31(‖H‖ ≤Mn)]+M3nP (‖H‖ > Mn))} . (3.46)
If α < 3, then by the Karamata’s Theorem,
E
[‖H‖31(‖H‖ ≤Mn)] = O(M3nP (‖H‖ > Mn)) .
It is not hard to see that for all α,
M3nP (‖H‖ > Mn) = o(b3nM3nγn) , (3.47)
where we have used the fact that if α = 2, then P (‖H‖ > x) = O(x−2) as
x −→ ∞, which follows from the assumption that E‖H‖2 < ∞ in that case.
Hence by (3.46), it follows that Eξn = o(γn) for the case α < 3. If α ≥ 3, then
E
[‖H‖31(‖H‖ ≤Mn)] = o(Mn) = o(b3nM3nγn) .
Using (3.46) and (3.47), this proves that Eξn = o(γn) for the case α ≥ 3, and thus
completes the proof.
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3.4 Conclusion
The idea behind the investigation of the large deviation principle in the soft
truncation regime is clearly similar to that in the untruncated situation consid-
ered in Hult et al. (2005), for example. On the other hand, in the hard truncation
regime, the large deviation behavior is via the Ga¨rtner-Ellis Theorem, which is
the basis of the Crame´r’s Theorem and the Moderate Deviations result for ran-
dom variables with finite exponential moments. Thus, from the point of view of
large deviation principle also, the conclusion of Chapter 2 holds. That is, when
the power tails are truncated softly, the model resembles one with untruncated
power tail, while when the same is truncated hard, the model resembles one
whose tails decay exponentially fast.
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CHAPTER 4
APPLICATION 1: TESTING FOR SOFT AND HARD TRUNCATION
4.1 Introduction
Chapters 2 and 3 of this thesis provide, among other things, evidence that, in
certain important respects, random variables with truncated heavy tails retain
“most of the tail heaviness” if the truncation is soft, but loose “much of the tail
heaviness” if the truncation is hard. Since the truncation level is not observed,
how does one decide if the tails of observed data have been truncated softly or
hard? In this chapter we construct statistical tests for testing each of the two
hypothesis against the corresponding alternative. We restrict ourselves to the
case of one-dimensional observations. This is no loss of generality because of the
following reason. Our interest lies primarily in deciding the truncation regime
which is stated in terms of the norm of the heavy-tailed random variable; see
(1.5). Hence, even if the observations are from a higher dimensional space, one
can look at the norm of the observations and thus bring it to this setting. In a
subsequent chapter, we shall illustrate our methods by applying them to two
data sets arising from internet traffic.
The formal setup in this chapter is as follows. We are given a sample
X1, . . . , Xn of one-dimensional observations from the model with truncated
power tails (1.4), i.e.,
Xj := Hj1 (|Hj| ≤Mn) + Hj|Hj|(Mn + Lj)1 (|Hj| > Mn) , (4.1)
where H,H1, H2, . . . are assumed to be i.i.d. R-valued random variables that
have power tails with exponent α. We emphasize a slight change in notation
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from (1.4): whereas the latter used the notation Xn1, . . . , Xnn to emphasize the
triangular array nature of the model, in a statistical procedure, when a sin-
gle sample (i.e., a particular row of the triangular array) is given, the notation
X1, . . . , Xn is more natural. In this chapter, α can take any positive value. Nei-
ther the precise value of α, nor the exact distribution of the random variables
Lj are assumed to be known. However, an upper bound on α is assumed to be
known.
This chapter is split into three sections, describing, correspondingly, testing
the hypothesis of soft truncation, testing the hypothesis of hard truncation, and
testing a slightly stronger version of the latter.
4.2 Testing the hypothesis of soft truncation
We consider the following problem of testing a null hypothesis against a simple
alternative:
H0 : P (|H1| > M) n−1 (soft truncation)
H1 : P (|H1| > M) n−1 (hard truncation)
 . (4.2)
We assume the tail exponent α satisfies
α < A <∞ , (4.3)
i.e. an upper bound on the tail exponent is available. As a test statistic we will
use
Zn(A) :=
∑n
i=1 |Xi|A
max1≤i≤n |Xi|A . (4.4)
The following proposition describes the asymptotic distribution of Zn(A) under
the null hypothesis and under the alternative.
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Proposition 4.2.1. (i) Under the hypothesis H0 of soft truncation,
Zn(A)⇒ ΓA/α1
∞∑
j=1
Γ
−A/α
j , (4.5)
where (Γj, j ≥ 1) are the arrival times of a unit rate Poisson process on (0,∞).
(ii) Assume that ELA1 < ∞. Then under the hypothesis H1 of hard truncation,
Zn(A)
P−→∞.
Proof. For part (i), we define
bn = inf
{
x > 0 : P (|H1|A > x) ≤ n−1
}
, n = 1, 2, . . . .
Note that, for any x > 0,
nP
(
b−1n |X1|A > x
) ∼ nP(b−1n |H1|A > x)→ x−α
as n → ∞. It follows from Proposition 3.21 (page 154) in Resnick (1987) that
we have the following weak convergence of a sequence of point processes on
(0,∞]:
Nn :=
n∑
j=1
δb−1n |X1|A ⇒ N :=
∞∑
j=1
δ
Γ
−A/α
j
(4.6)
as n → ∞. Here δa is a point mass at a, and the weak convergence takes place
in the space of Radon point measures on (0,∞] endowed with the topology
of vague convergence; see Section 3.4 in Resnick (1987). We would like to use
the continuous mapping theorem to deduce (4.5) from (4.6), but a preliminary
truncation step is necessary.
For ε > 0 we define
Zn(A; ε) :=
∑n
i=1 |Xi|A1
(
b−1n |Xi|A > ε
)
max1≤i≤n |Xi|A .
78
Notice that Zn(A; ε) = h(Nn), where for a Radon point measure η =
∑
j δrj on
(0,∞],
h(η) =
η
(
(ε,∞])
maxj rj
.
It is standard (and easy) to check that h is continuous with probability 1 at the
Poisson random measure N in (4.6), so by the continuous mapping theorem,
Zn(A; ε)⇒ ΓA/α1
∞∑
j=1
Γ
−A/α
j 1
(
Γ
−A/α
j > ε
)
.
Therefore, the convergence (4.5) will follow once we check that for every δ > 0,
lim
ε→0
lim sup
n→∞
P
(
Zn(A)− Zn(A; ε) > δ
)
= 0 . (4.7)
To this end, notice that, for any 0 < θ < 1 we can select τ > 0 so small that
P
(
max1≤i≤n |Xi|A ≤ τbn
) ≤ θ for all n large enough. Then, for all n large enough,
P
(
Zn(A)− Zn(A; ε) > δ
) ≤ θ + δ−1E(τ−1b−1n n∑
i=1
|Xi|A1
(
b−1n |Xi|A ≤ ε
))
= θ + δ−1τ−1nb−1n E
(
|X1|A1
(
b−1n |X1|A ≤ ε
))
= θ + δ−1τ−1nb−1n E
(
|H1|A1
(
b−1n |H1|A ≤ ε
))
∼ θ + δ−1τ−1nb−1n
(
(1− α/A)−1(εbn)P
(|H1|A > εbn)
∼ θ + δ−1τ−1nb−1n (1− α/A)−1(εbn)
(
ε−α/An−1
)
= θ + δ−1τ−1(1− α/A)−1ε1−α/A.
where the second equality holds because of soft truncation, and the first asymp-
totic equivalence follows from the Karamata theorem. Since A > α, we obtain
(4.7) by first letting ε→ 0 and then θ → 0. This completes the proof of part (i).
For part (ii), we start with observing that∑n
i=1 |Xi|A
nMAn P (|H1| > Mn)
≥
∑n
i=1 |Hi|A1
(
Mn/2 ≤ |Hi| ≤Mn
)
nMAn P (|H1| > Mn)
(4.8)
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≥ (Mn/2)A
∑n
i=1 1
(
Mn/2 ≤ |Hi| ≤Mn
)
nMAn P (|H1| > Mn)
∼ 2−A(2α − 1)
in probability. On the other hand, for some constant c > 0, by the assumption
ELA1 <∞,
max
1≤i≤n
|Xi|A ≤ c
(
MAn + max
1≤j≤n
LAj
)
= cMAn + o(1)n
a.s. as n→∞. Since the truncation is hard, and A > α, we see that
maxi=1,...,n |Xi|A
nMAn P (|H1| > Mn)
→ 0 (4.9)
a.s. as n→∞ as well. The claim of part (ii) follows from (4.8) and (4.9).
Based on Proposition 4.2.1, we suggest the following test for the problem
(4.2).
reject H0 at significance level p ∈ (0, 1) if Zn(A) > cp(α/A) , (4.10)
with cp(θ) such that P (Z(θ) > cp(θ)) = p, where for 0 < θ < 1,
Z(θ) = Γ
1/θ
1
∞∑
j=1
Γ
−1/θ
j . (4.11)
The random variable Z(θ) does not seem to have one of the standard dis-
tributions, and we are not aware of any previous studies of the distribution of
Z(θ). The following proposition lists some of the properties of this distribution.
Proposition 4.2.2. The random variableZ(θ) is an infinitely divisible random variable.
It has a density with respect to the Lebesgue measure, and the Laplace transform
Ee−γZ(θ) =
(
1 + γeγ
∫ 1
0
e−γxx−θ dx
)−1
, (4.12)
γ > γ0, where γ0 < 0 is the number satisfying
1 + γ0e
γ0
∫ 1
0
e−γ0xx−θ dx = 0 .
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Proof. For δ > 0 let
Wδ =
∞∑
j=1
(
δ + Γj
)−1/θ
.
Then Wδ is an infinitely divisible random variable with the Laplace transform
Ee−γWδ = exp
{
−
∫ δ−1/θ
0
(
1− e−γy)θy−(1+θ) dy} (4.13)
for all γ ∈ R because the Le´vy measure of Wδ has a compact support; see
Rosin´ski (1990) and Sato (1999). Since
Z(θ)
d
= 1 + T 1/θWT
where T is a standard exponential random variable independent of
(
Γj : j ≥ 1
)
,
it follows that
Ee−γZ(θ) =
∫ ∞
0
e−te−γEe−γt
1/θWt dt (4.14)
=
∫ ∞
0
e−te−γ exp
{
−
∫ t−1/θ
0
(1− e−γt1/θy)θy−(1+θ) dy
}
dt
= e−γ
∫ ∞
0
e−t exp
{
−t
∫ 1
0
(
1− e−γx)θx−(1+θ) dx} dt
= e−γ
∫ ∞
0
e−t exp
[
−t
{
−(1− e−γ) + γ
∫ 1
0
x−θe−γx dx
}]
dt
= e−γ
∫ ∞
0
exp
[
−t
{
e−γ + γ
∫ 1
0
e−γxx−θ dx
}]
dt .
Since the exponent under the integral is positive if and only if γ > γ0, we obtain
(4.12). Additionally, it follows from (4.14) that
Z(θ)
d
= 1 + Y (T ) , (4.15)
where
(
Y (t), t ≥ 0) is a subordinator satisfying
Ee−γY (t) = exp
{
−t
∫ 1
0
(
1− e−γx)θx−(1+θ) dx} , t ≥ 0 , (4.16)
independent of T . Since a Le´vy process stopped at an independent infinitely
divisible random time is, obviously, infinitely divisible, so is Z(θ). Furthermore,
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the characteristic function of Y (t) is integrable on the real line for every t > 0,
so each Y (t) has a density, and then the same is true for any mixture of (Y (t)).
Therefore, Z(θ) has a density.
Even though we know, by Proposition 4.2.2, that the random variable Z(θ)
has a density, at present we do not know ways to compute this density. One
possibility is to estimate the critical values cp(α/A) to perform the test (4.10).
For values of α not too close to the upper bound A (or, equivalently, for the
values of θ not too close to 1), it is possible to estimate the critical values cp(θ)
by the Monte-Carlo method. However, the infinite series has to be truncated
at a sufficiently large finite number of terms. The following Proposition shows
that a conservative upper bound on the quantile can be obtained even by the
truncated series.
Proposition 4.2.3. Let for N ≥ 1,
TN := Γ
1/θ
1
N∑
j=1
Γ
−1/θ
j ,
where 0 < θ < 1. Let C be such that
P (TN > C) = γ
where 0 < γ < 1. Then,
γ < P (Z(θ) > C) ,
and for all δ > 0 and 0 < r < 1,
P (Z(θ) > C + δ) < γ +O
(
e−rN
λ
)
,
where
λ :=
1− θ
1 + θ
.
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Proof. The first inequality is trivially true. For the second one, note that
P (Z(θ) > C + δ) ≤ P (TN > C) + P
(
Γ
1/θ
1
∞∑
j=N+1
Γ
−1/θ
j > δ
)
≤ γ + P (Γ1 > Nλ)+ P (ΓN ≤ N/2)
+P
(
Nλ/θ
∞∑
j=N+1
(N/2 + Γj − ΓN)−1/θ > δ
)
Clearly for all r ∈ (0, 1),
P
(
Γ1 > N
λ
) ≤ exp(−rNλ)E [exp(rΓ1)] = O (exp(−rNλ)) .
Also,
P (ΓN ≤ N/2) ≤ eN/2E
(
e−ΓN
)
= eN/2
[
E
(
e−Γ1
)]N
= eN/22−N
= exp {−(log 2− 1/2)N}
= o
(
e−rN
λ
)
.
Since
(Γj − ΓN : j ≥ N + 1) d= (Γj : j ≥ 1) ,
it follows that
P
(
Nλ/θ
∞∑
j=N+1
(N/2 + Γj − ΓN)−1/θ > δ
)
= P
(
Nλ/θ
∞∑
j=1
(N/2 + Γj)
−1/θ > δ
)
= P
(
δ−1Nu
∞∑
j=1
(N/2 + Γj)
−1/θ > Nu−λ/θ
)
≤ exp (−Nu−λ/θ)E [exp{δ−1Nu ∞∑
j=1
(N/2 + Γj)
−1/θ
}]
=: exp
(−Nu−λ/θ)En ,
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where
u :=
1
θ
− 1 .
Clearly, u − λ/θ = λ and hence it suffices to show that En = O(1). By (4.13), it
follows that
En = exp
[
−
∫ (N/2)−1/θ
0
{
1− exp (δ−1Nuy)} θy−(1+θ)dy]
= exp
[
K1N
uθ
∫ K2/N
0
(ez − 1) z−(1+θ)dz
]
,
for some finite positive constants K1 and K2. Note that as x ↓ 0,∫ x
0
(ez − 1) z−(1+θ)dz
= O
(∫ x
0
z−θdz
)
= O
(
x1−θ
)
.
Hence, ∫ K2/N
0
(ez − 1) z−(1+θ)dz = O (N θ−1)
= O
(
N−uθ
)
.
This shows that En = O(1) and thus completes the proof.
Using N = 105 number of terms in the series and generating the (truncated)
random variable 105 times, we have estimated some quantiles, for a range of
values θ, as mentioned in Table 4.1.
For θ closer to 1, the rate of convergence of the truncated sum
∑N
j=1 Γ
−1/θ
j as
N →∞ is very slow, and in order to obtain upper bounds on the quantiles of the
random variable Z(θ) we used Proposition 4.2.2 as described below. Such upper
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Table 4.1: cp(θ) for various p and θ
@
@
@
@
@
p
θ
0.5 0.6 0.7
.05 4.3 5.8 8.2
.025 5.1 6.9 9.8
.01 6.2 8.4 12.1
bounds lead to conservative versions of the test (4.10). We use the exponential
Markov inequality: for 0 < r < −γ0,
P (Z(θ) ≥ z) ≤ e−rzEerZ = e−rz
(
1− re−r
∫ 1
0
erxx−θ dx
)−1
,
and estimate the integral from above by∫ 1
0
erxx−θdx ≤ er/k k
θ−1
1− θ +
1
k
k∑
j=2
erj/k
(
j − 1
k
)−θ
,
k > 1. Using r = .05 and k = 107 we computed numbers c˜p(θ) satisfying
P
(
Z(θ) ≥ c˜p(θ)
) ≤ p .
These numbers c˜p(θ) are reported in Table 4.2.
Since we are only assuming that the tail exponent α has a known upper
bound as in (4.3), but the exact value of α may be unknown, a possible way to
obtain a conservative estimate of the critical value cp(α/A) in (4.11) is to choose
a number A1 > A and use the statistic Zn(A1) instead of Zn(A) in (4.4). By
Proposition 4.2.1, under the null hypothesis, the test statistic converges weakly
to Z(α/A1), which is stochastically smaller than Z(A/A1), and we obtain a con-
servative test by modifying (4.10) as follows:
reject H0 at significance level p ∈ (0, 1) if Zn(A1) > cp(A/A1) . (4.17)
85
Table 4.2: c˜p(θ) for various p and θ
@
@
@
@
@
p
θ
0.8 0.9 0.95
.05 65.43 73.12 127.37
.025 79.29 86.98 141.23
.01 97.62 105.31 159.56
4.3 Testing the hypothesis of hard truncation
In this section we consider the following problem of testing a null hypothesis
against a simple alternative:
H0 : P (|H1| > M) n−1 (hard truncation)
H1 : P (|H1| > M) n−1 (soft truncation)
 . (4.18)
We still assume that an upper bound (4.3) on the tail exponent is known. For
a test statistic in this case we choose a number γ ∈ (0, 1) and define
Zn(A; γ) =
(∑[γn]
j=1(−1)jX〈A/2〉j
)2∑n
j=[γn]+1 |Xj|A
. (4.19)
Here a〈b〉 = |a|bsign(a) for real a, b is the signed power. The asymptotic distribu-
tion of Zn(A; γ) under the null hypothesis and under the alternative in (4.18) is
described in Proposition 4.3.1 below. Recall the standard notation of Sα(σ, β, µ)
for (the distribution of) an α-stable random variable with the scale σ, skewness β
and location µ; see Samorodnitsky and Taqqu (1994). For a symmetric α-stable
random variable, β = µ = 0. For a positive strictly α-stable random variable
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with 0 < α < 1, one has β = 1 and µ = 0. Finally, for 0 < α < 2, let
Cα =

(Γ(1− α) cos(piα/2))−1 if α 6= 1,
2/pi if α = 1,
Proposition 4.3.1. (i) Assume that EL2A1 < ∞. Then under the hypothesis H0 of
hard truncation,
Zn(A; γ)⇒ C1(γ)χ21 , (4.20)
where C1(γ) = 2γ/(1−γ), and χ21 is the standard chi-square random variable with one
degree of freedom.
(ii) Under the hypothesis H1 of soft truncation,
Zn(A; γ)⇒ C2(A; γ)S
2
1
S2
, (4.21)
where
C2(A; γ) =
(
γ
1− γ
Cα/A
C2α/A
)A/α
,
and S1 and S2 are independent random variables, such that S1 is a symmetric 2α/A-
stable random variable with unit scale, and S2 is a positive strictly α/A-stable random
variable with unit scale.
Proof. The claim of part (i) will follow from the following two statements.
1
(nMAn P (|H1| > Mn))1/2
[γn]∑
j=1
(−1)jX〈A/2〉j ⇒
(
2Aγ
A− α
)1/2
N(0, 1) , (4.22)
and
1
nMAn P (|H1| > Mn)
n∑
j=[γn]+1
|Xj|A → A(1− γ)
A− α (4.23)
in probability. We prove (4.23) first, and it is enough to show that
1
nMAn P (|H1| > Mn)
E
 n∑
j=[γn]+1
|Xj|A
→ A(1− γ)
A− α (4.24)
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and
1(
nMAn P (|H1| > Mn)
)2 Var
 n∑
j=[γn]+1
|Xj|A
→ 0 . (4.25)
Note that by the Karamata theorem,
E
 n∑
j=[γn]+1
|Xj|A
 ∼ (1− γ)nE(|X1|A)
= (1− γ)n
[
E
(|H1|A1(|H1| ≤Mn))+ E(Mn + L1)AP (|H1| > Mn)]
∼ (1− γ)n
[
α
A− αM
A
n P (|H1| > Mn) +MAn P (|H1| > Mn)
]
=
(
nMAn P (|H1| > Mn)
)A(1− γ)
A− α ,
proving (4.24). A similar calculation gives us
Var
 n∑
j=[γn]+1
|Xj|A
 ∼ (1− γ)nVar(|X1|A)
≤ nE(|X1|2A) ∼ (nM2An P (|H1| > Mn)) 2A2A− α ,
and (4.25) follows because the truncation is hard. Therefore, we have estab-
lished (4.23).
In order to prove (4.22), note that the triangular array
X˜nj := H
〈A/2〉
j 1
(|Hj|A/2 ≤MA/2n )+ Hj|Hj|(MA/2n + LA/2j )1(|Hj|A/2 > MA/2n ) ,
j = 1, . . . , n, n = 1, 2, . . ., satisfies the assumptions of Theorem 2.2.5 (with α
replaced by 2α/A), and, therefore,
1(
nMAn P (|H1| > Mn)
)1/2
(
n∑
j=1
X˜nj − E
( n∑
j=1
X˜nj
))
⇒
(
2A
A− α
)1/2
N(0, 1) .
The random variables
(
X
〈A/2〉
j
)
form a somewhat different triangular array,
namely
X
〈A/2〉
nj = H
〈A/2〉
j 1
(|Hj|A/2 ≤MA/2n )+ Hj|Hj|(Mn + Lj)A/21(|Hj|A/2 > MA/2n ) ,
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j = 1, . . . , n, n = 1, 2, . . ., but an inspection of the proof of Theorem 2.2.5 shows
that the argument applies equally well to the latter triangular array, so that
1(
nMAn P (|H1| > Mn)
)1/2
(
n∑
j=1
X
〈A/2〉
nj − E
( n∑
j=1
X
〈A/2〉
nj
))
⇒
(
2A
A− α
)1/2
N(0, 1) .
In particular, (extending the length of the rows of the triangular array) we see
that
1
(nMAn P (|H1| > Mn))1/2
(
n∑
j=1
X
〈A/2〉
nj −
2n∑
j=n+1
X
〈A/2〉
nj
)
⇒
(
4A
A− α
)1/2
N(0, 1) .
Replacing n with [nγ/2], we obtain (4.22) and, hence, finish the proof of part (i).
For part (ii), we define
bn = inf
{
x > 0 : P (|H1|A/2 > x) ≤ n−1
}
, n = 1, 2, . . . .
Then for some centering sequence (cn) we have
b−1n
(
n∑
j=1
H
〈A/2〉
j − cn
)
⇒ Y
with Y having a S2α/A(σ, β, µ) distribution with σ2α/A = (C2α/A)−1 and some β, µ;
see Feller (1971). Because of the soft truncation, the triangular array
(
X
〈A/2〉
nj
)
satisfies Theorem 2.2.1, and so
b−1n
(
n∑
j=1
X
〈A/2〉
nj − cn
)
⇒ Y
with the same Y . Extending the rows of the triangular array gives us
b−1n
(
n∑
j=1
X
〈A/2〉
nj −
2n∑
j=n+1
X
〈A/2〉
nj
)
⇒
(
2
C2α/A
)A/(2α)
S1 ,
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where S1 is a symmetric 2α/A-stable random variable with unit scale. Replacing
n with [nγ/2] we obtain
[γn]∑
j=1
(−1)jX〈A/2〉j ⇒
(
γ
C2α/A
)A/(2α)
S1 . (4.26)
Next, we also have
b−2n
n∑
j=1
|Hj|A ⇒
(
1
Cα/A
)A/α
S2 ,
where S2 is a positive strictly α/A-stable random variable with unit scale; see
once again Feller (1971). As before, because of the soft truncation, Theorem
2.2.1 applies, and we obtain
b−2n
n∑
j=1
|Xnj|A ⇒
(
1
Cα/A
)A/α
S2 .
Replacing n with (1− γ)n, shows that
b−2n
n∑
j=[γn]+1
|Xj|A ⇒
(
1− γ
Cα/A
)A/α
S2 . (4.27)
Since the numerator and the denominator of the statistic Zn(A; γ) in (4.19) are
independent, the claim of part (ii) of the proposition follows from (4.26) and
(4.27).
Interestingly, the asymptotic distribution of the test statistic Zn(A; γ), under
the null hypothesis, does not depend on the choice of the parameter A (as long
as it an upper bound on the tail exponent α). Furthermore, under the null hy-
pothesis this asymptotic distribution of the test statistic is light-tailed (e.g. some
exponential moments are finite). On the other hand, the asymptotic distribu-
tion of the test statistic under the alternative is, clearly, heavy tailed, as even
the second moment is infinite. Therefore, a reasonable test will reject the null
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hypothesis in favor of the alternative if the test statistic is too large. That is, we
suggest the following test for the problem (4.18).
reject H0 at significance level p ∈ (0, 1) if Zn(A; γ) > 2γ
1− γ cp , (4.28)
with cp such that P (χ21 > cp) = p.
4.4 Testing a stronger version of the hypothesis of hard trunca-
tion
The test statistics Zn(A; γ) we used in the previous subsection for the problem
(4.18) has a nondegenerate asymptotic distribution under both the null hypothe-
sis and the alternative. This restricts the sensitivity of the resulting test. In order
to obtain a more sensitive test we strengthen the null hypothesis. Specifically,
in this section we consider the following problem of testing a null hypothesis
against a simple alternative:
H0 : n
1−P (|H1| > M) 1
H1 : nP (|H1| > M) 1
 , (4.29)
where  is a fixed number in (0, 1).
For this problem one can use the same test statistic Zn(A) defined in (4.4)
as we used for the problem (4.2) of testing the hypothesis of soft truncation.
Proposition 4.2.1 tells us that this test statistic diverges in probability to infinity
under the hypothesis of hard truncation. The strengthened hypothesis of hard
truncation in (4.29) allows us to quantify how fast this divergence takes place.
This, in turn, can be used to build a test. The asymptotic distribution of Zn(A)
under the hypothesis of soft truncation is described in Proposition 4.2.1. The
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next result provides an asymptotic distributional lower bound on the test statis-
tic under the null hypothesis in the problem (4.29). As in the previous sections,
we assume that an upper bound (4.3) on the tail exponent is known.
Proposition 4.4.1. Assume that EL2A1 <∞. Then under the strengthened hypothesis
H0 of hard truncation,
lim inf
n→∞
P
(
n−/2Zn(A) > x
)
≥ e−x2 (4.30)
for every x > 0.
Proof. In the notation of the triangular array (1.4), consider the binomial ran-
dom variable Nn =
∑n
j=1 1
(|Hj| > Mn). The strengthened hypothesis of hard
truncation implies that P (Nn ≥ n) → 1 as n → ∞. Notice that, on the event
{|Hj| > Mn for at least one j ≤ n}, whose probability increases to 1,
Zn(A) ≥
∑n
j=1(Mn + Lj)
A1
(|Hj| > Mn)
maxj=1,...,n(Mn + Lj)A1
(|Hj| > Mn)
=
n∑
i=1
{
(Mn + Li)1
(|Hi| > Mn)
maxj=1,...,n(Mn + Lj)1
(|Hj| > Mn)
}A
≥
n∑
i=1
{
Li1
(|Hi| > Mn)
maxj=1,...,n Lj1
(|Hj| > Mn)
}A
=
∑n
j=1 L
A
j 1
(|Hj| > Mn)
maxj=1,...,n LAj 1
(|Hj| > Mn) .
Therefore, for x > 0, using the assumption EL2A1 <∞, we have
lim inf
n→∞
P
(
n−/2Zn(A) > x
)
≥ lim inf
n→∞
P
(
max
j=1,...,Nn
LAj < n
−/2Nn
ELA1
2
x−1
)
≥ lim inf
n→∞
E
[(
1− x
2
Nn
)Nn
1
(
Nn ≥ n
)]
→ e−x2 ,
as required.
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Proposition 4.4.1 tells us that under the hypothesisH0, n−/2Zn(A) is, asymp-
totically, stochastically larger than the square root of the standard exponential
random variable (independently of the parameter A). Therefore, we suggest the
following test for the problem (4.29).
reject H0 at significance level p ∈ (0, 1) if Zn(A) ≤
∣∣log(1− p)∣∣1/2n/2 . (4.31)
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CHAPTER 5
APPLICATION 2: ESTIMATING THE TAIL INDEX FROM TRUNCATED
DATA
5.1 Introduction
Estimating the tail exponent α is one of the main statistical issues one faces when
working with data for which a model with power tails is contemplated. This is
a difficult statistical problem because one attempts to estimate a parameter gov-
erning the tail behavior in an otherwise nonparametric model. The situation is
even trickier when one tries to estimate the tail exponent in a sample of obser-
vations with truncated power tails. This is the task we address in this chapter.
Suppose that we have a one-dimensional non-negative sample from the
truncated power law model (1.4). Once again, we use notation similar to that in
Chapter 4, instead of the triangular array notation. That is, we assume that our
sample X1, . . . , Xn is given by
Xj = Hj1(Hj ≤Mn) + (Mn + Lj)1(Hj > Mn) , (5.1)
where H,H1, H2, . . . are i.i.d. [0,∞) valued random variables whose tails are
regularly varying with index α. As in Chapter 4, the sequence Mn, the true
value of α, the exact form of the distribution of H and the distribution of L are
all assumed to be unknown and α can take any positive value.
In order to accomplish the task of estimating the tail exponent from the trun-
cated data, we analyze the behavior of the Hill estimator introduced by Hill
(1975), which is one of the best known and widely used estimators of the tail
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exponent of distributions with non-truncated power tails, in the truncated set-
ting. There are, however, a number of other estimators of the same; see Chapter
4 of de Haan and Ferreira (2006) for a thorough discussion. The discussion in
Chapters 2 and 3 makes it intuitive that estimating the tail exponent α should
be easier if the tails are truncated softly, than in the case when the tails are trun-
cated hard. That turns out, indeed, to be the case. Specifically, we will show in
Section 5.2 that when the model with truncated power tails is in the soft trunca-
tion regime, the Hill estimator h(kn, n), as defined in (5.2) below, is a consistent
estimator of the inverse of the tail exponent as long as kn is a sequence of inte-
gers satisfying 1  kn  n, which is also the range where kn should belong in
the untruncated case for the consistency to hold. However, in the hard trunca-
tion regime, it turns out that kn should satisfy nP (H > Mn)  kn  n in order
for the consistency to hold. More than anything, this makes it difficult to choose
apriori a k so that the Hill estimator is consistent for α−1 because of the lack of
knowledge about Mn and the exact tail of H . Therefore, we set before ourselves
the following task in this chapter - devising a method to choose a (random) kn
based on the data so that h(kn, n) consistently estimates α−1 regardless of the
truncation regime. This will be done in Section 5.3. This, in particular, comple-
ments the methods suggested in Chapter 4 in the following way. All the tests
discussed in that chapter assumes that an upper bound on α is known, which
of course, will rarely be the case in practice. However, if one can estimate α re-
gardless of the truncation regime, one can suggest an upper bound for α based
on that estimate.
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5.2 Effect of truncation on the Hill estimator
Given a sample X1, . . . , Xn, recall from (1.14) that the Hill statistic is defined by
h(k, n) =
1
k
k∑
i=1
log
X(i)
X(k)
, (5.2)
where X(1) ≥ X(2) ≥ . . . ≥ X(n) are the order statistics from the sample
X1, . . . , Xn, and k = 1, . . . , n is a user-determined parameter, the number of
the upper order statistics to use in the estimator. Also recall that if X1, . . . , Xn
are i.i.d. random variables whose right tail is regularly varying with exponent
α > 0, and the sequence kn satisfies 1 kn  n as n→∞, then h(kn, n)→ 1/α
in probability as n→∞; see e.g. Theorem 3.2.2 in de Haan and Ferreira (2006).
In spite of the simplicity of the statement of the consistency of the Hill es-
timator, selecting the number k of the upper order statistics for a given sample
with nontruncated power tails remains a daunting problem; see e.g. pp. 192-193
in Embrechts et al. (1997). In the main result of this section, Theorem 5.2.1 below,
we will see that one has to be particularly careful when using the Hill estimator
on a sample with truncated power tails. Nonetheless, a consistent estimator can
still be obtained.
Notice that the next theorem does not impose any conditions on the random
variables L1, L2, . . . in the model (5.1).
Theorem 5.2.1. Suppose that the number kn of the upper order statistics satisfies
nP (H > Mn) + 1 kn  n . (5.3)
Then h(kn, n)→ 1/α in probability as n→∞.
Note that Theorem 5.2.1 says that, in the soft truncation regime, the Hill
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estimator is consistent under the same assumption, kn/n → 0, as in the non-
truncated case. The proof is along similar lines as those in the proof of Theorem
4.2 of Resnick (2007). In what follows, we adopt the following notations:
M+(0,∞] = Space of all non-negative Radon measures on (0,∞] ,
for x ∈ R, δx denotes the measure on R defined by
δx(A) :=
 1, x ∈ A0, x /∈ A ,
and for any function f : [0,∞) −→ R,
f←(x) := inf{y : f(y) ≥ x} .
The proof of Theorem 5.2.1 needs the following sequence of lemmas.
Lemma 5.2.1. If (5.3) holds, then νn ⇒ να as M+(0,∞]-valued random variables,
where να is a measure on (0,∞] defined by
να((x,∞]) = x−α for all x > 0,
νn :=
1
kn
n∑
i=1
δXi/b(n/kn)
and
b(·) :=
(
1
P (H > ·)
)←
. (5.4)
Proof. We shall write just k for kn. First we shall show that as measures on (0,∞],
n
k
P
[
X1
b(n/k)
∈ ·
]
v−→ να(·) . (5.5)
The hypothesis implies that
lim
n→∞
n
k
P (H > Mn) = 0
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and hence
b(n/k)Mn .
Thus, for any x > 0 and for n large enough so that xb(n/k) < Mn,
P
[
X1
b(n/k)
> x
]
= P [H > xb(n/k)]
∼ k
n
x−α ,
where the last line follows from the hypothesis that k  n. This shows (5.5).
In order to complete the claim, it suffices to check that for all non-negative con-
tinuous functions h with compact support, defined on (0,∞],
E exp
(
−
∫
hdνn
)
−→ E exp
(
−
∫
hdνα
)
. (5.6)
Note that
E exp
(
−
∫
hdνn
)
=
[
E exp
{
−1
k
h(X1/b(n/k))
}]n
=
[
1−
∫
(0,∞]
{
1− e− 1kh(x)
}
P
(
X1
b(n/k)
∈ dx
)]n
=
[
1− 1
n
∫
(0,∞]
{
1− e− 1kh(x)
}
nP
(
X1
b(n/k)
∈ dx
)]n
.
Since h is compactly supported, there is  > 0 so that h is zero on (0, ). Thus,∫
(0,∞]
{
1− e− 1kh(x)
}
nP
(
X1
b(n/k)
∈ dx
)
=
∫
[,∞]
{
1− e− 1kh(x)
}
nP
(
X1
b(n/k)
∈ dx
)
.
Since k  1, using estimates provided by Taylor’s expansion, one can show that∫
[,∞]
{
1− e− 1kh(x)
}
nP
(
X1
b(n/k)
∈ dx
)
=
∫
[,∞]
h(x)
n
k
P
(
X1
b(n/k)
∈ dx
)
+ o
(
k−2nP (X1 > b(n/k))
)
= (1 + o(1))
∫
[,∞]
h(x)να(dx) + o(1) ,
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the last step following from (5.5). Thus,∫
(0,∞]
{
1− e− 1kh(x)
}
nP
(
X1
b(n/k)
∈ dx
)
−→
∫
[,∞]
h(x)να(dx)
=
∫
(0,∞]
h(x)να(dx) .
This shows (5.6) and hence completes the proof.
Lemma 5.2.2. Under the hypotheses of Theorem 5.2.1, X(k)/b(n/k)
P−→ 1.
Proof. Fix  > 0. Note that
P
[∣∣∣∣ X(k)b(n/k) − 1
∣∣∣∣ > ] = P [X(k) > (1 + )b(n/k)] + P [X(k) < (1− )b(n/k)]
≤ P
[(
1
k
n∑
i=1
δXi/b(n/k)
)
((1 + ,∞]) ≥ 1
]
+P
[(
1
k
n∑
i=1
δXi/b(n/k)
)
((1− ,∞]) < 1
]
.
But, by Lemma 5.2.1,(
1
k
n∑
i=1
δXi/b(n/k)
)
((1 + ,∞]) P−→ (1 + )−α < 1 ,
and hence
P
[(
1
k
n∑
i=1
δXi/b(n/k)
)
((1 + ,∞]) ≥ 1
]
−→ 0 .
Similarly, (
1
k
n∑
i=1
δXi/b(n/k)
)
((1− ,∞]) P−→ (1− )−α > 1 ,
and hence
P
[(
1
k
n∑
i=1
δXi/b(n/k)
)
((1− ,∞]) < 1
]
−→ 0 .
This completes the proof.
Lemma 5.2.3. Under the assumptions of Theorem 5.2.1,
νˆn
P−→ να ,
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in M+(0,∞], where
νˆn :=
1
kn
n∑
i=1
δXi/X(k) .
Proof. It suffices to show that
νˆn ⇒ να
because if the limit is degenerate, weak convergence and convergence in proba-
bility are equivalent.
Define an operator T : M+(0,∞]× (0,∞) 7→M+(0,∞] by
T (µ, x)(A) = µ(xA)
By Slutsky’s theorem and Lemmas 5.2.1 and 5.2.2, it follows that(
νn,
X(k)
b(n/k)
)
⇒ (να, 1)
in M+(0,∞]× (0,∞). Since
νˆn(·) = νn
(
X(k)
b(n/k)
·
)
= T
(
νn,
X(k)
b(n/k)
)
,
the conclusion will follow if T is continuous at (να, 1), which has been shown in
the proof of Theorem 4.2 of Resnick (2007).
Proof of Theorem 5.2.1. Observe that ∫
[1,∞)
νˆn((x,∞])x−1dx
(convention: X(0) =∞) =
k∑
i=1
∫
[
X(i)
X(k)
,
X(i−1)
X(k)
) νˆn((x,∞])x−1dx
=
k∑
i=1
i− 1
k
∫
[
X(i)
X(k)
,
X(i−1)
X(k)
) x−1dx
=
k∑
i=1
i− 1
k
(
log
X(i−1)
X(k)
− log X(i)
X(k)
)
=
1
k
k∑
i=1
log
X(i)
X(k)
= h(k, n) ,
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and that ∫
[1,∞)
να((x,∞])x−1dx
=
∫
[1,∞)
x−α−1dx
=
1
α
.
If only the map T : M+(0,∞] −→ R defined by
T (µ) :=
∫
[1,∞)
µ((x,∞])x−1dx
were continuous, the proof would have been complete (clearly T has compact
support). However, that’s not true. Nevertheless, for every M > 0, the map TM
defined by
TM(µ) :=
∫
[1,M ]
µ((x,∞])x−1dx
is continuous. Hence, it suffices to show that for every δ > 0,
lim
M→∞
lim sup
n→∞
P
[∫ ∞
M
νˆn((x,∞])x−1dx > δ
]
= 0 . (5.7)
We write
P
[∫ ∞
M
νˆn((x,∞])x−1dx > δ
]
≤ P
[∫ ∞
M
νˆn((x,∞])x−1dx > δ, X(k)
b(n/k)
∈ (1− η, 1 + η)
]
+P
[
X(k)
b(n/k)
/∈ (1− η, 1 + η)
]
= A(M,n) +B(n)
Note that by Lemma 5.2.2,
B(n) −→ 0 .
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Also,
A(M,n) ≤ P
[∫ ∞
M(1−η)
νn((x,∞])x−1dx > δ
]
≤ δ−1E
[∫ ∞
M(1−η)
νn((x,∞])x−1dx
]
= δ−1
∫ ∞
M(1−η)
n
k
P [X1 > b(n/k)x]x
−1dx .
The functions x 7→ n
k
P [X1 > b(n/k)x]x
−1 are non-increasing and converging
point-wise to x−α−1, and hence uniformly on [M(1− η),∞). Thus as n −→∞,∫ ∞
M(1−η)
n
k
P [X1 > b(n/k)x]x
−1dx −→
∫ ∞
M(1−η)
x−α−1dx = CM−α
for some C ∈ (0,∞). This shows
lim
M→∞
lim sup
n→∞
A(M,n) = 0
and hence (5.7). This completes the proof.
5.3 How to choose k when the data is truncated?
Since the truncation level Mn is not known, it is desirable to have a sample-
based way of deciding on the number of upper order statistics to use in the Hill
estimator, particularly when the tails are truncated hard. A natural (in view of
the condition (5.3)) choice is to use a random number of upper order statistics
given by
kˆn =
n( 1
n
n∑
j=1
1
(
Xj > γ max
i=1,...,n
Xi
))β , (5.8)
where γ and β are user-specified parameters taking values in (0, 1) and [·] de-
notes the integer part. The first main result of this section shows that this choice
of the number of upper order statistics leads to a consistent estimator of the
reciprocal of the tail exponent in the hard truncation regime.
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Theorem 5.3.1. Suppose that the model (5.1) is the hard truncation regime, i.e.,
lim
n→∞
nP (H > Mn) =∞ .
Assume that in addition,
P (H > Mn)P (L > Mn) = o(1/n) for all  > 0. (5.9)
Then, h(kˆn, n) consistently estimates α−1, where kˆn is as defined in (5.8).
The proof is using the following lemma.
Lemma 5.3.1. As n −→∞,
kˆn
kn
P−→ 1 ,
where
kn :=
[
nP (H > γMn)
β
]
.
Proof. Clearly, all that needs to be shown is∑n
j=1 1(Xj > γMˆn)
nP (H > γMn)
P−→ 1 (5.10)
where
Mˆn := max
1≤i≤n
Xi.
We shall show that the assumption (5.9) on Mn implies that
Mˆn
Mn
P−→ 1. (5.11)
For this, note that for 0 < x < 1,
P
(
M−1n max
1≤i≤n
Xi ≤ x
)
≤ P (Hj ≤ xMn, 1 ≤ j ≤ n)
= {1− P (H > xMn)}n
→ 0,
103
the last step following from the assumption that P (H > Mn) 1/n. For x > 1,
P
(
M−1n max
1≤i≤n
Xi > x
)
≤ nP (H > Mn)P (L > (x− 1)Mn) −→ 0 .
This shows (5.11). It’s easy to see from the hard truncation assumption that for
0 < θ1 < 1 ∑n
j=1 1 (Xj > θ1Mn)
nP (H > θ1Mn)
P−→ 1
and hence for θ2 > 0, ∑n
j=1 1 (j : Xj > θ1Mn)
nP (H > θ2Mn)
P−→
(
θ1
θ2
)−α
(5.12)
Fix 0 <  < 1. Let 0 < η < 1 be such that (1− η)−α < 1 + . Note that
P
∑nj=1 1
(
Xj > γMˆn
)
nP (H > γMn)
> 1 + 

≤ P
 ∑nj=1 1
(
Xj > γMˆn
)
∑n
j=1 1 (Xj > γ(1− η)Mn)
> 1

+P
[∑n
j=1 1 (Xj > γ(1− η)Mn)
nP (H > γMn)
> 1 + 
]
≤ P [(1− η)Mn > Mˆn] + P
[∑n
j=1 1 (Xj > γ(1− η)Mn)
nP (H > γMn)
> 1 + 
]
By (5.11), P [(1− η)Mn > Mˆn] −→ 0. By (5.12),∑n
j=1 1 (Xj > γ(1− η)Mn)
nP (H > γMn)
P−→ (1− η)−α < 1 + 
and hence
P
[∑n
j=1 1 (Xj > γ(1− η)Mn)
nP (H > γMn)
> 1 + 
]
−→ 0.
Now let η > 0 be such that γ(1 + η) < 1 and (1 + η)−α > 1− . Note that
P
∑nj=1 1
(
Xj > γMˆn
)
nP (H > γMn)
< 1− 

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≤ P
 ∑nj=1 1
(
Xj > γMˆn
)
∑n
j=1 1 (Xj > γ(1 + η)Mn)
< 1

+P
[∑n
j=1 1 (Xj > γ(1 + η)Mn)
nP (H > γMn)
< 1− 
]
≤ P [(1 + η)Mn < Mˆn] + P
[∑n
j=1 1 (Xj > γ(1 + η)Mn)
nP (H > γMn)
< 1− 
]
.
From here, exactly same arguments as before show that
P
∑nj=1 1
(
Xj > γMˆn
)
nP (H > γMn)
< 1− 
 −→ 0
and thus show (5.10), which completes the proof.
Proof of Theorem 5.3.1. In view of Lemma 5.3.1, it suffices to show that
1
kn
kˆn∑
i=1
log
X(i)
X(kˆn)
P−→ 1
α
.
Fix  > 0. Fix 0 < η < 1/2 so that α−1 log 1+η
1−η <

3
. We first show that
P
∣∣∣∣∣∣ 1kn
kˆn∑
i=1
log
X(i)
X(kˆn)
− 1
α
∣∣∣∣∣∣ > 

≤ P
[∣∣∣∣∣ 1kn
kn∑
i=1
log
X(i)
X(kn)
− 1
α
∣∣∣∣∣ > 3
]
+P
[
− log X([kn(1+η)])
X([kn(1−η)])
>

3
]
+P
[∣∣∣∣∣ kˆnkn − 1
∣∣∣∣∣ ≥ η
]
. (5.13)
To see this, suppose that the following are true:∣∣∣∣∣ 1kn
kn∑
i=1
log
X(i)
X(kn)
− 1
α
∣∣∣∣∣ ≤ 3 , (5.14)
− log X([kn(1+η)])
X([kn(1−η)])
≤ 
3
, (5.15)∣∣∣∣∣ kˆnkn − 1
∣∣∣∣∣ ≤ η . (5.16)
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By (5.16), it follows that [(1 − η)kn] ≤ kˆn ≤ [(1 + η)kn]. This along with (5.15)
shows that ∣∣∣∣log X(kˆn)X(kn)
∣∣∣∣ ≤ 3 .
Invoking (5.14), it follows that∣∣∣∣∣ 1kn
kn∑
i=1
log
X(i)
X(kˆn)
− 1
α
∣∣∣∣∣ ≤ 23 . (5.17)
By (5.15) and (5.16), it also follows that∣∣∣∣∣∣ 1kn
kˆn∨kn∑
i=kˆn∧kn
log
X(i)
X(kˆn)
∣∣∣∣∣∣ ≤ 2η 3 ≤ 3 . (5.18)
It follows from (5.17) and (5.18) that∣∣∣∣∣∣ 1kn
kˆn∑
i=1
log
X(i)
X(kˆn)
− 1
α
∣∣∣∣∣∣ ≤  .
This shows (5.13). It follows from Theorem 5.2.1 that
P
[∣∣∣∣∣ 1kn
kn∑
i=1
log
X(i)
X(kn+1)
− 1
α
∣∣∣∣∣ > 3
]
−→ 0 .
By Lemma 5.2.2 and the fact that the function b(·), as defined in (5.4), regularly
varies with exponent 1/α, it follows that
X([kn(1+η)])
X([kn(1−η)])
P−→
(
1 + η
1− η
)−1/α
.
and hence the choice of η implies
P
[
− log X([kn(1+η)])
X([kn(1−η)])
>

3
]
−→ 0 .
Lemma 5.3.1 implies that
P
[∣∣∣∣∣ kˆnkn − 1
∣∣∣∣∣ ≥ η
]
−→ 0 .
This completes the proof.
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The next result shows that the Hill estimator with the random number of top
order statistics is consistent for α−1 in the soft truncation regime also.
Theorem 5.3.2. In the soft truncation regime, h(kˆn, n) consistently estimates α−1,
where kˆn is as defined in (5.8).
Proof. Let h˜(k, n) denote the Hill estimator for the random variables H1, . . . , Hn
based on the top k order statistics, i.e.,
h˜(k, n) :=
1
k
k∑
i=1
log
H(i)
H(k)
,
where 1 ≤ k ≤ n and H(1) ≥ . . . ≥ H(n) are the order statistics from H1, . . . , Hn.
Let β be same as that in the definition of kˆn; see (5.8). By the discussion on page
89 in Resnick (2007), it follows that
(
h˜([n1−βt], n) : t ≥ 1
)
converges in proba-
bility to the deterministic function that is the constant 1/α, on D[1,∞) which
is equipped with the topology of uniform convergence on bounded intervals.
Since,
P
(
h˜([n1−βt], n) 6= h([n1−βt], n) for some t ≥ 1
)
≤ nP (H > Mn) −→ 0 ,
it follows that (
h([n1−βt], n) : t ≥ 1) P−→ 1
α
(5.19)
in D[1,∞).
Next, we shall investigate the asymptotic behavior of
Nn :=
n∑
j=1
1
(
Xj > γ max
i=1,...,n
Xi
)
.
By Proposition 3.21 (page 154) in Resnick (1987) it follows that
n∑
j=1
δb−1n Xj =⇒
∞∑
j=1
δ
Γ
−1/α
j
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on MP (0,∞], where
bn := inf
{
x > 0 : P (H > x) ≤ n−1}
and (Γj : j ≥ 1) denote the arrivals of an unit rate Poisson Process. An immedi-
ate consequence of this is that for r ≥ 1,
(
b−1n X(i) : 1 ≤ i ≤ r
)
=⇒
(
Γ
−1/α
i : 1 ≤ i ≤ r
)
.
Thus, for r ≥ 1,
P (Nn = r) = P
(
X(r+1) ≤ γX(1) < X(r)
)
−→ P
(
Γ
−1/α
r+1 ≤ γΓ−1/α1 < Γ−1/αr
)
as n −→∞. Thus,
Nn =⇒ N :=
∞∑
j=1
1
(
Γ
−1/α
j > γΓ
−1/α
1
)
.
By (5.19), it follows that
(
h([n1−βt], n), Nβn
)
=⇒
(
1
α
,Nβ
)
in D[1,∞)× Nβ , where
Nβ := {1, 2β, 3β, . . .} .
Since the evaluation map from D[1,∞) × Nβ to R defined by (x, a) 7→ x(a) is
continuous, the continuous mapping theorem completes the proof.
Once we have shown that the Hill estimator with the random number of
upper order statistics is consistent for the reciprocal of the tail exponent, the
next natural question is “What is the asymptotic second order behavior? ”. In
the non-truncated world, it is known that Theorem 1.4.1 holds, for example. It
would be nice to know if a similar result would be true in the truncated setting.
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We could prove that in the simplest possible case, i.e., when H has a Pareto
distribution, L is identically zero and Mn is within a particular range, then the
same claim as in Theorem 1.4.1 holds. This is precisely the content of the next
result, which is the last main result of this section. We, however, do believe
that this can be extended to more general situations and hope to address this in
future research.
Theorem 5.3.3. Let H,H1, H2, . . . be a sequence of i.i.d. Pareto(α) random variables,
i.e., have density αx−α−1 for x ≥ 1. Here α > 0. Define
Xj := Hj ∧Mn ,
where Mn is a sequence of positive numbers going to∞. If the sequence Mn satisfies, in
addition, that
lim
n→∞
nM−αn =∞
and
lim
n→∞
nM−α(2−β)n (logMn)
2 = 0 , (5.20)
then, √
kˆn
(
h(kˆn, n)− 1
α
)
=⇒ N
(
0,
1
α2
)
.
Here, kˆn and β are as in (5.8), and for 1 ≤ k ≤ n, h(k, n) is the Hill estimator for the
random variables X1, . . . , Xn based on the top k order statistics, as defined in (5.2).
The proof is using the following lemma.
Lemma 5.3.2. Suppose that vn is a sequence of integers satisfying 1  nM−αn 
√
vn 
√
n and
lim
n→∞
nM−αn√
vn
log
{
Mn
(
n
vn
)−1/α}
= 0 .
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Let Y(n,1) ≥ . . . ≥ Y(n,n) be the order statistics of Yn,1, . . . , Yn,n that are i.i.d. from the
cdf Fn defined as
Fn(x) = P (H ≤ x|H ≤Mn) .
Then,
√
vn
(
1
vn
vn∑
i=1
log
Y(n,i)
Y(n,vn)
− 1
α
)
=⇒ N
(
0,
1
α2
)
.
Proof. We shall first show that
√
vn
(
1
vn
n∑
i=1
δYn,i/(n/vn)1/α
(
y−1/α,∞]− y) =⇒ W (y) (5.21)
in D[0,∞), where D[0,∞) is endowed with the topology of uniform conver-
gence on bounded intervals and W is the standard Brownian Motion on [0,∞).
Let (Γi : i ≥ 1) be the arrivals of a unit rate Poisson process. Define
φn(s) :=
Γn+1
vn
F¯n
(
(n/vns)
1/α
)
,
where G¯ := 1−G for any function G. The hypothesis implies that(
n
vn
)1/α
Mn
and hence for 0 < T <∞ and n large enough,
sup
0≤s≤T
∣∣∣∣ nvn F¯n ((n/vns)1/α)− s
∣∣∣∣ ≤ 11−M−αn
[
TM−αn +
nM−αn
vn
]
.
In view of the hypothesis nM−αn 
√
vn 
√
n, it follows that
lim
n→∞
√
vn sup
0≤s≤T
∣∣∣∣ nvn F¯n ((n/vns)1/α)− s
∣∣∣∣ = 0 . (5.22)
Also, note that
sup
0≤s≤T
∣∣∣∣φn(s)− nvn F¯n ((n/vns)1/α)
∣∣∣∣
=
∣∣∣∣Γn+1n − 1
∣∣∣∣ nvn F¯n ((n/vnT )1/α)
= Op(n
−1/2)O(1)
= op(v
−1/2
n ) .
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This in conjunction with (5.22) shows that
√
vn (φn(s)− s) −→ 0 (5.23)
in probability in D[0,∞). In particular, this means that φn converges to the
identity in probability. Recall that in D[0,∞),
√
vn
(
1
vn
n∑
i=1
1 (Γi ≤ vns)− s
)
=⇒ W (s) .
Hence, it follows by the continuous mapping theorem and Slutsky’s theorem
that
√
vn
(
1
vn
n∑
i=1
1 (Γi ≤ vnφn(s))− φn(s)
)
=⇒ W (s) (5.24)
in D[0,∞). Let U1, U2, . . . denote i.i.d. standard uniform random variables. No-
tice that (
1− Γi
Γn+1
: 1 ≤ i ≤ n
)
d
=
(
U(n,i) : 1 ≤ i ≤ n
)
,
where U(n,1) ≥ . . . ≥ U(n,n) are the order statistics of U1, . . . , Un. The following
arguments are similar to those in the proof of Theorem 9.1 in Resnick (2007):
n∑
i=1
δYn,i/(n/vn)1/α
(
y−1/α,∞] = n∑
i=1
1
(
Yn,i > y
−1/α(n/vn)1/α
)
d
=
n∑
i=1
1
(
F←n (Ui) > y
−1/α(n/vn)1/α
)
=
n∑
i=1
1
(
F←n (U(n,i)) > y
−1/α(n/vn)1/α
)
d
=
n∑
i=1
1
(
F←n
(
1− Γi
Γn+1
)
> y−1/α(n/vn)1/α
)
=
n∑
i=1
1
(
1− Γi
Γn+1
> Fn
(
y−1/α(n/vn)1/α
))
=
n∑
i=1
1
(
Γi
Γn+1
< F¯n
(
y−1/α(n/vn)1/α
))
=
n∑
i=1
1 (Γi < vnφn(y))
a.s.
=
n∑
i=1
1 (Γi ≤ vnφn(y)) .
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This along with (5.23) and (5.24) shows (5.21). An application of Vervaat’s
lemma shows that
√
vn
(
n
vn
Y −α(n,vn) − 1
)
=⇒ −W (1) (5.25)
jointly with (5.21). This, in particular, shows that(
√
vn
{
1
vn
n∑
i=1
δYn,i/(n/vn)1/α(x,∞]− x−α
}
,
Y(n,vn)
(n/vn)1/α
)
=⇒ (W (x−α), 1) ,
in D[0,∞)×R. Since the map from D[0,∞)×R to R defined by (x(·), p) 7→ x(p·)
is continuous, it follows that
√
vn
{
1
vn
n∑
i=1
δYn,i/Y(n,vn)(x,∞]− x−α
n
vn
Y −α(n,vn)
}
=⇒ W (x−α) ,
in D[0,∞), jointly with (5.25). From here, we shall proceed as in the proof of
Proposition 9.1 in Resnick (2007) to arrive at(
√
vn
(
1
vn
vn∑
i=1
log
Y(n,i)
Y(n,vn)
− 1
α
n
vn
Y −α(n,vn)
)
,
√
vn
(
n
vn
Y −α(n,vn) − 1
))
=⇒
(∫ ∞
1
W (x−α)
dx
x
,−W (1)
)
. (5.26)
This implies that
√
vn
(
1
vn
vn∑
i=1
log
Y(n,i)
Y(n,vn)
− 1
α
)
=⇒
∫ ∞
1
W (x−α)
dx
x
− 1
α
W (1)
as desired; hence proving (5.26) suffices. This would be immediate if only the
map ψ from D[0,∞) to R defined by
ψ(x) :=
∫ ∞
1
x(s)
ds
s
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could be applied. This is true because by similar arguments as those in the proof
of Theorem 5.2.1, it follows that
ψ
(
1
vn
n∑
i=1
δYn,i/Y(n,vn)(s,∞]
)
=
1
vn
vn∑
i=1
log
Y(n,i)
Y(n,vn)
,
and that
ψ(s−α) =
1
α
.
Though ψ has bounded support, it is clearly not continuous. Define for 1 < T <
∞, the map ψT from D[0,∞) to R by
ψT (x) :=
∫ T
1
x(s)
ds
s
.
Clearly ψT is a continuous map with compact support and also as T −→∞,
ψT (W (s
−α)) =⇒ ψ(W (s−α)) .
Thus, to show (5.26), all that remains is to verify that for all  > 0,
lim
T→∞
lim sup
n→∞
P
[
√
vn
∣∣∣∣∣
∫ ∞
T
{
1
vn
n∑
i=1
δYn,i/Y(n,vn)(s,∞]− s−α
n
vn
Y −α(n,vn)
}
ds
s
∣∣∣∣∣ > 
]
= 0 .
(5.27)
Clearly,
P
[
√
vn
∣∣∣∣∣
∫ ∞
T
{
1
vn
n∑
i=1
δYn,i/Y(n,vn)(s,∞]− s−α
n
vn
Y −α(n,vn)
}
ds
s
∣∣∣∣∣ > 
]
≤ P
[
√
vn
∫ ∞
T
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/Y(n,vn)(s,∞]− s−α
n
vn
Y −α(n,vn)
∣∣∣∣∣ dss > 
]
= P
[
√
vn
∫ ∞
TY(n,vn)/(n/vn)
1/α
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]− u−α
∣∣∣∣∣ duu > 
]
≤ P
[
√
vn
∫ ∞
T/2
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]− u−α
∣∣∣∣∣ duu > 
]
+P
[
Y(n,vn)/(n/vn)
1/α ≤ 1/2] .
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The second term on the right hand side clearly goes to zero, so we forget that.
For the first term, note that
P
[
√
vn
∫ ∞
T/2
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]− u−α
∣∣∣∣∣ duu > 
]
≤
√
vn

E
∫ ∞
T/2
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]− u−α
∣∣∣∣∣ duu
=
√
vn

∫ ∞
T/2
E
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]− u−α
∣∣∣∣∣ duu
=
√
vn

∫ Mn(n/vn)−1/α
T/2
E
∣∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]− u−α
∣∣∣∣∣ duu
+
√
vn
∫ ∞
Mn(n/vn)−1/α
u−α−1du
≤
√
vn

∫ Mn(n/vn)−1/α
T/2
E
∣∣∣∣ 1vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]
− n
vn
F¯n(u(n/vn)
1/α)
∣∣∣∣duu
+
√
vn

∫ Mn(n/vn)−1/α
T/2
∣∣∣∣ nvn F¯n(u(n/vn)1/α)− u−α
∣∣∣∣ duu
+
√
vn
∫ ∞
Mn(n/vn)−1/α
u−α−1du
=: I1 + I2 + I3 .
Clearly, by the hypothesis,
I3 = O
(
nM−αn /
√
vn
)
= o(1) .
Some simple algebraic calculations show that
I2 =
√
vn

M−αn
1−M−αn
∫ Mn(n/vn)−1/α
T/2
∣∣∣∣u−α − nvn
∣∣∣∣ duu
= O
(
M−αn
√
vn +
nM−αn√
vn
log
{
Mn
(
n
vn
)−1/α})
= o(1) .
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Notice that
E
[
1
vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]
]
=
n
vn
F¯n(u(n/vn)
1/α) ,
and thus, letting C to be a finite positive constant whose value may change from
line to line,
I1 ≤
√
vn

∫ ∞
T/2
Var
[
1
vn
n∑
i=1
δYn,i/(n/vn)1/α(u,∞]
]1/2
du
u
≤ C
√
n√
vn
∫ ∞
T/2
[
F¯n(u(n/vn)
1/α)
]1/2 du
u
= C
√
n√
vn
∫ Mn(n/vn)−1/α
T/2
[ vn
n
u−α −M−αn
1−M−αn
]1/2
du
u
≤ CT−α/2 .
This shows that
lim
T→∞
lim sup
n→∞
I1 = 0 ,
and thus completes the proof of (5.27), and hence that of (5.26). This completes
the proof.
Proof of Theorem 5.3.3. Define
Un :=
n∑
j=1
1 (Xj > γMn)
k˜n :=
[
n1−βUβn
]
Since by the assumption nM−αn  1,
P (kˆn 6= k˜n) ≤ P (X(1) 6= Mn) −→ 0 ,
it suffices to show that
k˜n
(
h(k˜n, n)− 1
α
)
=⇒ N
(
0,
1
α2
)
. (5.28)
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To this end, we shall show that given any sequence of integers un such that
kn :=
[
n1−βuβn
] u2n,
nM−αn 
√
kn 
√
n
and limn→∞ nM
−α
n√
kn
log
{
Mn
(
n
kn
)−1/α}
= 0 ,
 (5.29)
[
k˜n
(
h(k˜n, n)− 1
α
)∣∣∣∣Un = un] =⇒ N (0, 1α2
)
. (5.30)
The reason that this suffices for (5.28) is the following. It is easy to see that
Un
γ−αnM−αn
P−→ 1
k˜n
nγ−αβM−αβn
P−→ 1 .
Clearly, (5.20) ensures that k˜n  U2n, nM−αn 
√
k˜n 
√
n in probability and
that
lim
n→∞
nM−αn√
k˜n
log
(
Mn
(
n
k˜n
)−1/α)
= 0
in probability. Recall that any sequence that converges in probability has a sub-
sequence that converges almost surely. Thus, in order to show that proving
(5.30) completes the proof of this theorem, we shall show the following. Sup-
pose that if Vn is a sequence of non-negative integer valued random variables
such that Vn ≤ n for all n and
Vn
nM−αn
−→ γ−α
almost surely, then[
kn
(
h(kn, n)− 1
α
)∣∣∣∣Vn = un] =⇒ N (0, 1α2
)
,
whenever un and kn are sequences of non-negative integers satisfying (5.29). We
shall now show that if this is true, then
[n1−βV βn ]
(
h([n1−βV βn ], n)−
1
α
)
=⇒ N
(
0,
1
α2
)
. (5.31)
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Fix x ∈ R. For n ≥ 1, define a function fn on the set of non-negative integers as
follows:
fn(v) =

P
(
[n1−βV βn ]
(
h([n1−βV βn ], n)− 1α
) ≤ x∣∣∣∣Vn = v) , if P (Vn = v) > 0
0, otherwise .
Clearly, for n ≥ 1,
P
(
[n1−βV βn ]
(
h([n1−βV βn ], n)−
1
α
)
≤ x
)
= Efn(Vn) .
By the assumptions on Vn, it is easy to see that
fn(Vn) −→ Φ(αx)
almost surely. The bounded convergence theorem implies that (5.31) holds.
Thus, proving (5.30) for all sequence un satisfying (5.29) completes the proof
of this theorem.
To show (5.30), write
h(k˜n, n) =
1
k˜n
Un∑
i=1
log
X(i)
X(k˜n)
+
1
k˜n
k˜n∑
i=Un+1
log
X(i)
X(k˜n)
=:
1
k˜n
(S1 + S2)
Fix any sequence un satisfying (5.29) and note that
[S2|Un = un] d=
kn−un∑
i=1
log
Y(n−un,i)
Y(n−un,kn−un)
,
where Y(n−un,1) ≥ . . . ≥ Y(n−un,n−un) are the order statistics of (n − un) i.i.d.
random variables generated from the cdf Fn defined as
Fn(x) = P (H ≤ x|H ≤Mn) ,
and kn := [n1−βuβn]. Since n ∼ n− un and kn ∼ kn − un, it follows that
1 (n− un)M−αn 
√
kn − un 
√
n− un ,
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and
lim
n→∞
(n− un)M−αn√
n− kn
log
{
Mn
(
n− un
kn − un
)−1/α}
= 0 .
Thus, the hypotheses of Lemma 5.3.2 are satisfied. Hence,[√
kn
(
1
kn − unS2 −
1
α
)∣∣∣∣Un = un] =⇒ N (0, 1α2
)
.
This along with the fact that
√
knS2
(
1
kn − un −
1
kn
)
=
S2
kn − un
un√
kn
= Op(1)o(1)
shows [√
kn
(
1
kn
S2 − 1
α
)∣∣∣∣Un = un] =⇒ N (0, 1α2
)
. (5.32)
It’s easy to see that since 1 ≤ X(i) ≤Mn,
S1√
k˜n
≤ Un logMn√
k˜n
= Op
(
n1/2M−α(1−β/2)n logMn
)
= op(1) (5.33)
where the last step follows from (5.20). Clearly, (5.32) and (5.33) show (5.30) and
thus complete the proof.
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CHAPTER 6
DATA ANALYSIS
6.1 Introduction
In this chapter we applied the statistical methods of Chapter 4 to two data sets.
One data set contains “think times”, or delays (in microseconds) between suc-
cessive request/response exchanges between hosts using a TCP connection. The
second data set contains the sizes (in bytes) of objects (files, HTTP responses,
email messages, etc.) transferred on TCP connections. Both data sets were
acquired by monitoring between 1:30 PM and 2:30 PM on July 24, 2006, the
communication links connecting the site of a large commercial enterprize to the
Internet. Both data sets exhibit visual evidence of heavy tails, and the Hill es-
timator confirms that (see below). Our goal is to check if the data sets show
statistical evidence of soft or hard truncation of heavy tails.
6.2 Think Times
This data sets contains 2.1× 107 observations which are plotted on Figure 6.1.
Clearly, the nature of this data set changes over time, and the nature of
truncation of heavy tails may potentially change as well. In order to study
this effect we have broken the data set into four pieces, with corresponding
ranges
[
0.11 × 107, 0.64 × 107]; [0.8 × 107, 1.6 × 107]; [1.7 × 107, 1.9 × 107] and[
1.95× 107, 2.1× 107]. The individual pieces are plotted on Figure 6.2
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Figure 6.1: Think Times - the entire data set
Figure 6.2: Think Times - the different pieces
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Table 6.1: Upper bound of α for the different pieces of Think Times
piece A
1 3.02
2 2.30
3 0.85
4 2.24
The structure of the 4 individual pieces appears to be more stable than
that of the entire data sets, and we proceed to analyze each piece separately.
To do that, we first ran the Hill estimator with random k given in (5.8) on
the first half of each of the 4 pieces. The estimation was conducted using
β, γ = 0.3, 0.4, 0.5, 0.6, 0.7 and conservative upper bounds for α were obtained;
these are presented in Table 6.1.
We then proceeded to use the second halves of each piece of the Think Times
data set to test for soft and hard truncations.
Testing the hypothesis of soft truncation
The test statistic Zn(A1) of Section 4.2 was computed for various values of A1
larger than A. The results are reported in the Table 6.2. Comparing the result-
ing values of the test statistic with the corresponding quantiles (or their upper
bounds) of Z(A/A1), it is clear that the null hypothesis of soft truncation can be
rejected for pieces 1 and 3. For piece 2, there is some evidence against the null
hypothesis of hard truncation, while for piece 4 no such evidence exists.
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Table 6.2: Zn(A1) for the different pieces of Think Times
A/A1 piece 1 piece 2 piece 3 piece 4
0.5 31.43 5.81 154.05 3.57
0.6 51.59 7.99 205.37 4.72
0.7 77.39 10.74 271.27 6.11
0.8 108.08 14.20 361.74 7.81
0.9 142.78 18.57 491.31 9.91
0.95 161.38 21.16 576.73 11.13
Table 6.3: P-values corresponding to Zn(A; γ) for the different pieces of
Think Times
γ piece 1 piece 2 piece 3 piece 4
0.1 0.85 0.72 0.88 0.33
0.2 0.83 0.98 0.38 0.57
0.3 0.97 0.99 0.79 0.68
0.4 0.94 0.68 0.39 0.43
0.5 0.83 0.63 0.94 0.47
0.6 0.97 0.89 0.83 0.27
0.7 0.91 0.88 0.87 0.40
0.8 0.64 0.85 0.80 0.33
0.9 0.70 0.37 0.85 0.40
Testing the hypothesis of hard truncation
The test statistic Zn(A; γ) of Section 4.3 was computed for various values of γ.
The resulting p-values are reported in Table 6.3. Clearly, the hypothesis of hard
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Table 6.4: P-values corresponding to Zn(A) for the different pieces of
Think Times
 piece 1 piece 2 piece 3 piece 4
0.1 1.00 1.00 1.00 1.00
0.2 1.00 1.00 1.00 1.00
0.3 1.00 1.00 1.00 0.91
0.4 1.00 0.73 1.00 0.45
truncation cannot be rejected for any of the four pieces.
Testing a stronger version of the hypothesis of hard truncation
The test statistics Zn(A) of Section 4.4 was computed and the corresponding p-
values calculated for various values of . These are listed in Table 6.4. It is clear
that even the stronger version of the hypothesis of hard truncation cannot be
rejected.
6.3 Object Sizes
This data set contains 2.2 × 107 observations. It is plotted in Figure 6.3. It does
not appear that the nature of the observations changes with time, so we applied
our statistical tests to the entire data set. After running the Hill estimator with
random k and parameters β and γ as above, on the first half of the data set, we
obtained a conservative upper bound on the value of the tail exponent α; this
turned out to be A = 1.69. We used the second half of the Object Sizes data set
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Figure 6.3: Data on Object Sizes
to test for soft and hard truncations.
Testing the hypothesis of soft truncation
We evaluated the test statistic Zn(A1) of Section 4.2 for a range of values of A1
larger than A. The results are reported in Table 6.5. Comparing these with the
corresponding quantiles (or their upper bounds) of Z(A/A1), we see that the
hypothesis of soft truncation cannot be rejected.
Testing the hypothesis of hard truncation
We evaluated the test statistic Zn(A; γ) of Section 4.3 for various values of γ,
and the obtained p-values are reported in Table 6.6. The null hypothesis of hard
truncation cannot be rejected.
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Table 6.5: Zn(A1) for Object Sizes
A/A1 Zn(A1)
0.5 1.75
0.6 2.32
0.7 3.09
0.8 4.10
0.9 5.42
0.95 6.23
Table 6.6: P-values corresponding to Zn(A; γ) for Object Sizes
γ p-value
0.1 0.50
0.2 0.36
0.3 0.73
0.4 0.77
0.5 0.95
0.6 0.94
0.7 0.94
0.8 0.97
0.9 0.72
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Table 6.7: P-values corresponding to Zn(A) for Object Sizes
 p-value
0.1 1.00
0.2 0.86
0.3 0.33
0.4 0.08
Testing a stronger version of the hypothesis of hard truncation
We calculated the test statistics Zn(A) of Section 4.4 for various values of , and
the p-values are given in Table 6.7. The strengthened hypothesis of hard trun-
cation becomes suspicious for  = 0.4, but overall our statistical tests do not
produce clear evidence of the level of truncation for the Object Sizes data set.
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