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Introduction

23
Synaptic plasticity is the basis for learning and memory. According to Hebb's rule [1] , which 24 constitutes the foundation for current views on learning and memory, the interaction 25 strength increases between two neurons that are co-activated. When extended to the 26 temporal domain by taking into account the effect of the causal relationship between pre- 27 and post-synaptic firing on the potentiation and depression of the synapse, this rule is 28 known as spike-timing dependent plasticity (STDP). STDP has been identified in various 29 systems in the brain, and a rich repertoire of causal relations has been described [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] . 30 The effect and possible computational role of oscillations on STDP has been addressed in 56 several studies [49] [50] [51] [52] [53] [54] [55] [56] [57] . However, in all of these studies the oscillatory activity was either an 57 inherent property of the neuron or inherited via feed-forward connections from inputs that 58 were oscillating and had a clear preferred phase. This raises the question of the origin of 59 these oscillations: are the mechanisms for generating these oscillations genetically 60 hard-wired into the system or can they be acquired via a learning process? A recent 61 numerical study simulating a large scale detailed thalamocortical model argued that 62 oscillations may emerge with STDP [58] . However, the principles that underlie the perturbations [59] . Can STDP provide a homeostatic mechanism for the regulation and Fokker-Planck approximation for the synaptic weights dynamics in the limit of slow learning 78 rate. This learning dynamics induces a flow on the phase diagram. Thus, the plane of solution for the neuronal responses, is also the phase plane for the STDP dynamics. We 81 then investigate which features of the STDP rule determine whether this flow will converge 82 to a state in which neuronal activity oscillates and how these oscillations are governed by 83 this rule. Finally, we summarize our results and discuss possible outcomes and extensions to 84 
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the simplified model studied here.
85
Results
86
The rate model 87 We explored the STDP dynamics of the effective coupling between two neuronal populations 88 with reciprocal inhibition. We modelled the rate dynamics of the populations as:
where r i is the mean rate of population i that receives external excitatory input I i . For 90 simplicity we take
is a sigmoidal function and throughout this paper it is 91 taken to be a threshold linear function of its input, g(x) = x + = x for x > 0 and 0
92
otherwise. The terms a 1 and a 2 represent adaptation variables of populations 1 and 2
93
respectively and parameter A denotes the adaptation strength. J ij ≥ 0 is the strength of 94 inhibition from population j to population i.
95
Parameter τ m is the membrane time constant and τ a is the adaptation time constant. It 96 is assumed that adaptation is a slower process than the neural response to its input, 
101
This model and its architecture were chosen for their simplicity and analytical tractability 102 and the fact that they enable oscillatory activity.
103
The phase diagram stable wherever they exist and may also co-exist.
110
For weak reciprocal inhibition , J 21 < 1 + A and J 12 < 1 + A, there exist a solution in 111 which both populations are active that we term the Fusion state. However, this fusion state 112 loses its stability if the inhibition is sufficiently strong,Ĵ ≡ √ J 21 J 12 > 1 + . Consequently, 113 there is a region in the phase diagram in which there is no stable fixed point solution. In 114 this region the system relaxes to a limit cycle of anti-phase oscillation, Fig 1B. In the limit 115 of slow adaptation, → 0, one can derive a complete solution for the limit cycle, see
116
Methods. In this case the limit cycle solution has two phases. During the first phase 117 population 1 is dominant and active, r 1 > 0, whereas population 2 is quiescent, r 2 = 0.
118
During the second phase population 2 is dominant and population 1 is quiescent. We denote 119 by T 1 the dominance time of population i, and by T = T 1 + T 2 the period of the oscillations, 120 see Fig inhomogeneous Poisson processes with instantaneous rate r i (t). Let us denote by ρ x,i (t) the 130 spiking activity of neuron x in population i ∈ {1, 2}, which is a Dirac comb of the sum of 131 delta functions at the spike times of the neuron. Thus, the full correlation of different 132 neurons is given by the product of the mean firing rates ρ x,1 (t)ρ y,2 (t ) = r 1 (t)r 2 (t ). Due 133 to the separation of time scales in the limit of slow learning (see below) the STDP dynamics 134 are driven by the temporal average of the cross correlations. For a periodic solution we Fig 1D shows Methods. To analyze the STDP dynamics it is convenient to use the following quantities: 
where ∆J is the synaptic weight difference due to pre and post spikes with a time difference 157 of ∆t = t post − t pre . The functions K ± (t) are the temporal kernels for the potentiation (+) 158 and depression (-) of the STDP rule, respectively, and α is the relative strength of the 159 depression. Parameter λ is the learning rate. We assume that the learning process occurs on 160 a slower time scale than the adaptation. Specifically, here we focus on the family of 161 temporally a-symmetric exponential learning rules:
where Θ(x) is the Heaviside step function, and τ ± denote the characteristic time scales of 
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The mean field Fokker-Planck dynamics
168
Changes to the synaptic weights due to the plasticity rule of equation (6) 
The mean-field approximation is obtained in the limit of λ → 0, where the right hand side of 172 equation (8) can be replaced by its temporal mean due to the averaging of the slow learning 173 dynamics, yielding
In regions of the phase diagram where a stable fixed point solution exists, i.e., r i (t) = r * i , 175 the correlation function, Γ, is given by the product of the time independent means, 176 Γ(t) = r * 1 r * 2 , and one obtains thatJ 12 =J 21 . As the firing rates are non-negative and the 177 temporal kernels of the potentiation and depression, K ± , have an integral of one, the sign of 178 J is determined by 1 − α. As a corollary, the synaptic weights will flow towards the region 179 of limit cycle solution from initial conditions close to the origin in the phase diagram if 180 α < 1. This result holds for any choice of temporal structure for the STDP rule. Note that 181 a similar condition (α < 1) was assumed for inhibitory plasticity in Luz and Shamir (2012) . 182 Thus, initial conditions of weak synaptic coefficients (J ij close to the origin) will flow 183 towards the region of the limit cycle solution and will enter it near the diagonal,
In the region of the limit cycle the STDP dynamics do not necessarily flow in parallel to 185 the identity line, but rather depend on the specific limit cycle solution and on the temporal 186 structure of the STDP rule. It is convenient to formulate the STDP dynamics in terms of
On the diagonal, J 12 = J 21 , due to the symmetry of the limit cycle solution BioRxiv pre-print convenient to write it as the sum of two terms: J +,pot ≤J +,dep and there is equality only at T = 0 (on the boundary of stable Fusion).
216
The dynamics of J + along the diagonal are determined by the weighted sum of both 217 J +,pot and −αJ +,dep .J + will be positive for α < 1 for small T -near the crossing from the 218 Fusion region. For τ + < τ − and 1 > α > α c (τ + , τ − ) (see Methods),J + will change its sign 219 at T * ; thus, the fixed point (noteJ − = 0 on the diagonal) at T * will be stable along the J + 220 direction. This scenario is illustrated in Fig 2D that 
The geometry of the phase diagram (Fig 1A) reveals that increasing (decreasing) J − 
Discussion
258
We examined whether oscillatory activity can emerge via an unsupervised learning process 259 of STDP. Our main result is that under a wide range of parameters, oscillatory activity can 260 develop via STDP. Specifically, we found that to develop the capacity for oscillatory activity 261 the STDP rule must obey the following conditions (i) a bias towards potentiation, α < 1
262
will lead the system into the oscillatory region of the phase diagram, (ii) a longer 263 characteristic time for depression than for potentiation, τ − > τ + , will enable the existence of 264 a fixed point on the diagonal that can be governed by the exact value of alpha, and (iii) the 265 stability of the fixed point in the orthogonal direction is governed by the 'Hebbianity' of the 266 plasticity rule. STDP may also provide a mechanism for selecting and stabilizing the desired 267 oscillations; for example, oscillation frequency can be governed and manipulated by the The interplay of short and long term plasticity processes deserves consideration.
279
Oscillations would not be possible in this model without the short term plasticity; here, 280 adaptation. Thus, short term plasticity has a major role in shaping the temporal structure 281 of the neuronal cross-correlations, Γ ij (t) that drive the STDP dynamics, which in turn, may 282 or may not converge to a state that allows this oscillatory behaviour. However, using the (threshold) linearity of our model one can easily rescale the neuronal 289 responses to allow for different inputs and adaptation strengths. On the other hand, the 290 independence of the fixed point, T * , on the adaptation strength, A, is specific to this model 291 and for the choice of an exponentially decaying STDP rule.
292
A central assumption in this study was the choice of (a reciprocal inhibition) 293 
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BioRxiv pre-print architecture. This choice was made to obtain a model that can be fully analyzed. However, 294 the choice of architecture (including the short-term-plasticity mechanism) shapes the phase 295 diagram, allows for the different regions of dynamical solutions (fixed points, In/Out 296 of/Anti -phase oscillations, etc.) and determines the cross correlations. Consequently, the 297 effect of the network architecture on STDP dynamics should not be underestimated.
298
Because this effect is highly non-linear, one cannot generalize these results to other 299 architectures in a straightforward manner. Nevertheless, the approach delineated here, 300 namely, studying the induced flow on the phase diagram of the system, can be applied to 301 other models in the limit of slow learning rate. 
where δx ≡ x − x * , yielding the four eigenvalues for the stability matrix:
The sum of the pair of eigenvalues λ + 1 ,± 2 is −Ĵ − (1 + ) < 0 and their product is
322
(1 + A + 1Ĵ ) > 0; hence, these eigenvalues are always stable. On the other hand, for the 323 pair of eigenvalues λ − 1 ,± 2 the sum is +Ĵ − (1 + ), which is negative if and only if inhibition 324 is sufficiently week,Ĵ < 1 + (in that case their product will also be positive, assuming is 325 small). Thus, the Fusion state looses its stability when reciprocal inhibition becomes 326 sufficiently strong,Ĵ > 1 + .
327
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The Limit Cycle solution. In the region of the phase diagram where no stable fixed 328 point exists the network dynamics relaxes to anti-phase oscillations. Below we provide a 329 detailed solution for the limit cycle in the limit of → 0. The limit cycle is solved using the 330 anti-phase oscillations ansatz. First the neuronal dynamics is solved for each phase, where 331 the dynamics are linear. This provides a piecewise solution with several parameters to be 332 determined. Then we apply two sets of constraints: periodicity and transition.
333
Assuming the anti-phase oscillations ansatz we separate the cycle into two phases.
334
During phase-1 population 1 is dominant and fully suppresses population 2, for times 335 t ∈ (0, T 1 ). In the limit of slow adaptation, → 0, dynamics during phase-1 are given by:
where we measure time in units of τ a . Eqs (18)- (21) can be easily solved, yielding
Similarly, during phase-2, when population 2 is dominant and fully suppresses population 1,
, we obtain
Continuity of the adaptation variables, a i , dictates that, for example, the initial conditions 340 of Eq (25), a 2 (T 1 ), will be given from Eq (23), a 2 (T 1 ) = a 2 (0)e −T1 . We now need to 341 determine four parameters: a 1 (0), a 2 (0), T 1 and T 2 . These parameters are determined by 342 two sets of constraints. One is periodicity, namely
yielding,
The second set of constraints is given by the transition conditions. Specifically, the 345 transition time from phase-1 to phase-2 at T 1 is not arbitrary; rather, T 1 is a special point 346 in time in which population 2 is released from being fully suppressed, such that, the net 347 input to population 2 changes its sign from negative to positive; thus,
which provides implicit equations for the dominance times, T 1 and T 2 ,
BioRxiv pre-print Using Eq (32), and taking the limit of T 1 → ∞, we obtain J 21 → 1 + A. Thus, the 350 dominance time of population i, T i , diverges on the boundary of Rival-i. Taking the limit of 351
1+A+β and from symmetry
1+A+1/β , which obeys J 12 J 21 → 1; hence, the limit of zero oscillation period is 353 obtained on the boundary of stable Fusion (note that these calculations were done for 354 → 0).
355
On the diagonal, J 12 = J 21 ≡Ĵ, dominance times are equal,
Consequently, the oscillation period, T , increases monotonically along the diagonal of the Calculation of the (temporally averaged) cross-correlation function, Eq (5), is done using the 361 analytical solution for the neuronal responses in the limit of slow adaptation, → 0. When 362 the system relaxes to a fixed point solution, r i (t) = r * i (i = 1, 2), the cross-correlations are 363 constant in time,
Thus, correlations will be zero in the Rival states; hence, there will be no STDP. In the
365
Fusion state the cross-correlations will be symmetric, Γ 12 (t) = Γ 21 (t). As a result, the 366 STDP dynamics for J 12 and J 21 will be identical and the flow will be in the uniform 367 direction, parallel to the diagonal line.
368
At the Limit cycle we use the analytical solution, Eqs (22)- (29), to calculate the 369 cross-correlations in a straightforward manner.For ∆ ∈ [0, min{T 1 , T 2 }] we obtain
G 0 = ∆ (36)
(38)
where
For ∆ > min{T 1 , T 2 }, assuming without loss of generality that
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Along the diagonal, on the edge of the stable Fusion state region, T → 0, the 373 cross-correlation will resemble a triangular chainsaw function (in the → 0 limit) with 374 period T and peak 2I 2 /(2 + A) 2 . Consequently, as T goes to zero, the overlap between the 375 cross-correlation function and the STDP rule will be governed by the DC component, The above expressions for the cross-correlations were given in terms of the dominance 378 times, {T i } instead of the effective couplings J ij . The translation to the synaptic weights 379 from the dominance times is possible by Eq (32). However, because we were interested in 380 studying the ability to learn and stabilize a specific oscillatory activity it was more 381 convenient to think of the dynamics in terms of the dominance times. Similarly, to consider 382 stability with respect to the J − direction we utilized the derivative of Γ − = Γ 21 − Γ 12 with 383 respect to ∆T = T 1 − T 2 . On the diagonal,
Calculation of α c
385
On the diagonal T 1 = T 2 = T /2, in the limit of slow oscillations, T → ∞, one obtains
Using Eq (52) yields
Hence, if α is less than a critical value α c = K(τ + )/K(τ − ),J + will always be positive
388
(along the diagonal). On the other hand, if α is larger than α c thenJ + will always be 389 negative for large T , and a fixed point will exist if α < 1. 
