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摘要: 通过构建科技成果转化评估指标体系 , 并借助于 BP人工神经网络方法, 实现对高校科技成果转化指标体
系的综合评价。主要应用主成分分析方法 ( PCAM ) 对神经网络的输入层数据进行处理, 使用模拟退火算法
( SA ) 与神经网络结合的方法提高评价的精确度, 并通过实证分析证明 BP神经元网络在高校科技成果评估领域
的的适用性。
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Abstrac t: In th is paper, we construct an index system o f un iversities sc ience and techn ica l ach ievement transform ation.
Then w e accom plish the tota l eva luation o f achievem ent transfo rm ation by using BP neura l ne tw ork m ethod. In orde r to so lv e
the mu lti- d im ension prob lem o f BP s input layer, th is paper em beds the PCA into them ode.l Then it uses the sim ulated
annea ling a lgo rithm to im prove the accuracy of ev aluation. Em pirical research has shown that them odel w ith BP ar tific ia l
neura l netwo rk, PCA and s imu la ted annealing a lgor ithm, can pre ferab ly eva luate the indexes o f un iv ers ities sc ience and
technical achiev em ent transform ation.












































































1 2 基于主成分分析的 BP神经网络评价模型







( PCAM ) 来浓缩评价指标的 精华 信息, 并将新
指标作为神经网络的输入单元。
1 2 2 BP神经网络模型构建。在主成分分析的基
础上, 参考 高等院校科技成果转化绩效评价指标
体系 , 对高校科研成果转化评估指标进行降维处





图 1 基于主成分分析的 BP神经网络评价方法
型 (见图 1)。







的目标函数值; 以概率 1接受较好点, 以某种概率
PT接受较差点作为当前点 , 直到系统冷却 模拟退
火方法在初始温度足够高、温度下降足够慢的条件
下, 能以概率 1收敛到全局最优值, 由于它也以某
种概率接受较差点, 从而具有跳出局部最优解的能
力。算法的求解过程如下 (见图 2) :
图 2 模拟退火算法求解过程
退火温度 T控制着求解过程向最优值的优化方











(表 1) 进行完全统计与处理, 并通过主成分分析法
将 40个高校的 32个原指标 (经标准化处理过 ) 浓
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学校名称 指标 01指标 02指标 03指标 04指标 05 指标 38指标 39指标 40
北京大学 12069 11445 3328 4042 4491 2914 708957 513200
清华大学 4386 4269 2203 2891 4052 2232 17531111082006
南开大学 1588 1450 759 1175 793 795 266860 206967
厦门大学 1243 1243 646 465 734 355 238714 175460
华南理工 2506 2317 1135 1448 2217 1206 422621 279578
电子科技 1659 1611 628 1397 1016 931 346231 318221
表 2 成果转化指标主要成分分析
高校 01 0 2082 0 0194 - 0 0168- 0 0041- 0 0222- 0 00110 1134 0 0615 0 0882 0 1097
高校 02 0 0939 - 0 0993 0 0221 0 0492 0 0929 0 0506 0 1125 0 0540 0 0688 0 0932
高校 03 0 0448 0 0123 0 0794 0 0414 0 0015 0 0194 0 1117 0 0399 0 0490 0 1080
高校 04 0 0394 - 0 0257 0 0204 - 0 0340 0 0116 0 0123 0 0766 0 0413 0 0774 0 0489
高校 05 0 0033 0 0551 - 0 0176 0 0257 0 0612 - 0 0120- 0 0811 0 0455 0 0417 0 1055
高校 06 0 0951 0 0673 - 0 0446 0 0182 0 0181 - 0 00790 1142 0 0367 0 0577 0 0758
高校 07 0 0844 0 0246 - 0 0020 0 0038 0 0968 - 0 03160 1142 0 0367 0 0577 0 0768
高校 08 0 1139 0 0254 0 0834 0 0487 0 0474 - 0 06260 1093 0 0173 0 0358 0 0939
高校 09 0 1114 0 500 0 0083 0 0059 0 1000 0 0017 0 0809 0 0236 0 0595 0 0761
高校 10 0 0749 - 0 0301 0 0406 0 0666 0 0229 0 0133 0 0929 0 0372 0 0677 0 0685
2 2 综合评价模型实现
2 2 1 网络结构。网络采用的结构为
[ 10 5 1]
, 输入
层即为 10个合成指标值, 中间层为 5个节点, 输出
层即为 1个综合评价值, 即科技成果的评价结果,
然后利用 BP神经网络进行训练。








2 3 3 算法选取。文章通过标准 BP神经网络算法
和结合模拟退火算法 2种方法对高校科技成果转化
数据进行评价。标准 BP神经网络算法主要参数为:
net= new ff ( m inmax ( p )',
[ 10 5 1]
, { 'logsig,' 'logsig, ' '
purelin '} ' tra inscg ') ; net trainparam show = 5;
net tra inparam lr = 0 01; net tra inparam epochs =
2000; net tra inparam goa l= 1e- 5; net performFcn=
m' se;' 模拟退火算法在此基础上加入: t0= 1000; tu-
ihuo= t0; bk = 1; 等算法语句, 对数据进行
训练。
文章选取性质相似的 40个高校科技成果数据作







序号 高校 1 高校 2 高校 3 高校 4 高校 5
实际值 0. 5102 0. 5271 0. 4927 0. 3023 0. 3951
标准 BP预测 0. 5567 0. 5380 0. 5169 0. 2682 0. 3894
模拟退火预测 0. 5491 0. 5314 0. 4895 0. 3071 0. 3912
序号 高校 6 高校 7 高校 8 高校 9 高校 10
实际值 0. 4863 0. 5017 0. 5658 0. 4547 0. 4439
标准 BP预测 0. 4093 0. 4614 0. 5126 0. 5173 0. 4544
模拟退火预测 0. 451 0. 4782 0. 5513 0. 4468 0. 4436
图 4 三条曲线比较
3 结果讨论
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