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Abstract
One way to study the combinatorics of finite metric spaces is to
study the betweenness relation associated with the metric space. In
the hypergraph metrization problem, one has to find and character-
ize metric betweennesses whose collinear triples (or alternatively, non-
degenerate triangles) coincide with the edges of a given 3-uniform hy-
pergraph. Metrizability of different kinds of hypergraphs was inves-
tigated in the last decades. Chen showed that steiner triple systems
are not metrizable, while Richmond and Richmond characterized lin-
ear betweennesses, i.e. metric betweennesses that realize the complete
3-uniform hypergraph. The latter result was also generalized to almost-
metric betweennesses by Beaudou et al. In this paper, we further ex-
tend this theory by characterizing the largest nonlinear almost-metric
betweennesses that satisfy certain hereditary properties, as well as the
ones that contain a small linear number of non-degenerate triangles.
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1
ar
X
iv
:1
70
8.
05
07
5v
3 
 [m
ath
.C
O]
  6
 Ju
n 2
01
8
Keywords: Finite metric space, Metric betweenness, Hypergraph metriza-
tion problem
1 Introduction
Metric space is one of the most successful concepts of mathematics, with
a wide range of applications in many fields including computer science,
quantitative geometry, topology, molecular chemistry and phylogenetics. Al-
though finite metric spaces are trivial objects from a topological point of
view, they have surprisingly complex and intriguing combinatorial proper-
ties, which were investigated from different angles over the last fifty years
[1, 2, 3, 4, 5, 6, 7, 8].
A well known approach to the combinatorics of finite metric spaces is to
study the betweenness relation associated with the metric space. We say that
point y is between points x and z in a metric space M = (X, d) if
d(x, y) + d(y, z) = d(x, z).
We also say that the triple {x, y, z} is collinear. A (non-degenerate) triangle is
a triple that is not collinear. The collinear triples/triangles form a 3-uniform
hypergraph called the collinearity/triangle hypergraph of the metric space. A
3-uniform hypergraph is metrizable if it is the collinearity hypergraph of some
finite metric space. We can equivalently talk about metrizability of a hyper-
graph as triangle hypergraph, since it is the complement of the collinearity
hypergraph. There are two general types of hypergraph metrization problems.
Problem 1 Decide whether a given 3-uniform hypergraph is metrizable.
Problem 2 Characterize metric betweennesses that realize a given 3-uni-
form hypergraph.
Only a couple of partial results are known to these problems. In [9], Chen
showed as a consequence of the Sylvester-Chvátal Theorem that no (v, k, 1)
design with k ≥ 3 and v > k is metrizable. In particular, no Steiner triple
system with more than 3 points, finite projective plane of order higher than
1 or finite affine plane of order higher than 2 is metrizable. Further, Beaudou
et al. proved that no complement of a Steiner triple system with more than
3 points is metrizable [10].
In [11], Richmond and Richmond characterized metrizable betweennesses
with a complete collinearity hypergraph i.e. with the maximum number of
collinear triples. That result was generalized to almost-metrizable (pseudo-
metric) betweennesses by Beaudou et al. [10]. The aim of this paper is to
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further extend these extremal results by characterizing the largest almost-
metrizable betweennesses that have at least one triangle. We also characterize
infinite families of almost-metrizable betweennesses that have a linear num-
ber of triangles.
First, we introduce the base definitions in Section 2. Then, we state our
main results in Section 3, and prove them in Section 5 after some preparations
in Section 4. We conclude the paper with some interesting remarks in Section
6.
2 Definitions
A metric space M = (X, d) is finite if |X| < ∞. In this paper, all metric
spaces will be assumed to be finite. Further, a triple will always mean an
unordered triple if not stated otherwise. A betweenness structure is a pair
B = (X, β) where X is a nonempty finite set and β ⊆ X3 is a ternary
relation called the betweenness relation of B. The order of B is n(B) = |X|.
The relation (x, y, z) ∈ β will be denoted by (x y z)B or simply by (x y z)
if B is clear from the context and we say that y is between x and z. We also
say that the triple {x, y, z} is collinear in B. The size of B is the number of
collinear triples in B.
A non-collinear triple of B is called a triangle. We denote the set of tri-
angles in B by ∆(B), and we define the co-size of B to be |B|∆ = |∆(B)|. We
can associate two complementary 3-uniform hypergraphs to a betweenness
structure: the hypergraph of triangles and the hypergraph of collinear triples.
In this paper we prefer to use the triangle hypergraph of B, denoted by H(B),
as we will study betweenness structures of linear co-size. Accordingly, when
we speak about metrizability of a hypergraph, we mean metrizability as a
triangle hypergraph (which is the complement of the hypergraph in the usual
definition). The degree of a point x ∈ X in H(B) will be denoted by dB(x).
The substructure of B induced by a nonempty subset Y ⊆ X is the
betweenness structure B|Y = (Y, β∩Y 3). The substructure induced byX\{x}
will also be denoted by B − x. We say that the betweenness structure B1 =
(X, β1) is an extension of the betweenness structure B2 = (X, β2) (in notation
B1 4 B2) if β1 ⊇ β2 (here, the reversed direction of “<” is intentional, as we
want the betweenness structure induced by the constant zero pseudometric
to be the smallest element in this ordering).
The betweenness structure induced by a finite metric space M = (X, d) is
B(M) = (X, βM) where
βM = {(x, y, z) ∈ X3 : d(x, z) = d(x, y) + d(y, z)}
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is the betweenness relation of M . Note that {x, y, z} is a triangle in B(M)
if and only if the triangle inequality holds strictly for x, y and z in any
combination.
The betweenness structure B is metrizable if it is induced by some metric
space M = (X, d). We say that a 3-uniform hypergraph H is metrizable
if there exists a metrizable betweennes structure B such that H = H(B).
The betweenness relation of a metrizable betweenness structure satisfies the
following elementary properties for all x, y, z ∈ X:
(P1) (x x z);
(P2) (x y z)⇒ (z y x);
(P3) (x y z) ∧ (y x z)⇒ x = y;
and additionally, for all x, y, z, w ∈ X,
(P4) (x y z) ∧ (x w y)⇒ (x w z) ∧ (w y z).
The trichotomy of betweenness follows straight from properties (P1)–(P3):
for any three distinct points x, y, z ∈ X, at most one of the relations (x y z),
(y z x), (z x y) can hold. Property (P4), that we call the four relations
property or f.r.p. in short, is the simplest non-trivial property of metric be-
tweennesses.
It is easy to see that these elementary properties are not sufficient to
guarantee the metrizability of a betweenness structure (think about the Fano
plane). We call a betweenness structure almost-metrizable if it satisfies prop-
erties (P1)–(P4). These betweennesses are usually called “pseudometric” in
the related literature, however, we want to avoid confusion with a different
meaning of the term, a betweenness structure induced by a pseudometric,
i.e. a generalized metric where zero distances are allowed. Quite interest-
ingly, several properties of finite metric spaces can be seamlessly generalized
to almost-metrizable betweenness structures (Proposition 1 is a good exam-
ple). Our main results will be stated for almost-metrizable betweennesses,
and every betweenness structure will be assumed to be almost-metrizable in
the rest of the paper if not stated otherwise.
The adjacency graph of a betweenness structure B = (X, β) is the simple
graph G(B) = (X,E) where the edges are such pairs of points for which no
third point lies between them, or more formally,
E(B) =
{
{x, z} ∈
(
X
2
)
: @ y ∈ X\{x, z}, (x y z)B
}
.
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Further, the adjacency graph of a finite metric space M is defined to be
G(M) = G(B(M)). We can make the following observations about the adja-
cency graph.
Observation 1 The adjacency graph of a betweenness structure is connec-
ted.
Observation 2 Let B be a betweenness structure and let Y be a nonempty
set of points in B. Then G(B)[Y ] ≤ G(B|Y ).
A weighted graph is a triple W = (V,E, ω) where G = (V,E) is a simple
graph and ω is a positive real-valued function on the set of edges, also called
the edge weighting ofW . We note that every simple graph G = (V,E) can be
regarded as a weighted graph with ω ≡ 1 as edge weighting. We will freely
move between these interpretations as convenient.
By graph we will mean a connected weighted graph in the rest of the
paper if not stated otherwise. We will write “simple graph” if we want to
emphasize that all of the edge weights are equal to one. We use notations
Pn, Cn, Kn and Kn1,n2 in the usual sense for the (non-weighted) path, cycle,
complete graph of order n and for the complete bipartitie graph with parts
of size n1 and n2, respectively.
LetW be a graph on vertex set V . The length of a path inW is the sum of
the weights on its edges. The metric space induced by W is M(W ) = (V, dW )
where dW is the usual graph metric of W , i.e. dW (u, v) is the length of the
shortest path between u and v in W . Note that every finite metric space
M = (X, d) is induced by some graph W . For example, take d as the edge
weighting on a complete simple graph on vertex set X. It can be also proved
that the adjacency graph is the smallest simple graph that can induce the
metric space with an appropriate edge weighting.
The betweenness structure induced by W is the betweenness structure
induced by M(W ), denoted by B(W ). We also say that W is the spanner
graph of the betweenness structure B(W ). In order to simplify notations,
we will write (x y z)W instead of (x y z)B(W ). Note that B(W ) is always
metrizable, and (x y z)W holds if and only if y is on a shortest path connecting
x and z in W . A betweenness structure (or finite metric space) is
• graphic if it is induced by a simple graph;
• ordered if it is induced by a path;
• orderable if it has an ordered extension.
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We remark that betweenness structures are typically not graphic.
We will denote the ordered betweenness structure induced by the path
P = x1x2 . . . xn by [x1, x2, . . . , xn]. Let B be a betweenness structure on
ground set X and let Y = {y1, y2, . . . , y`} be a subset of X. We write
(y1 y2 . . . y`)B if B|Y = [y1, y2, . . . , y`]. Notice that for three points, this
gives back the usual notation of betweenness. We close this section with an
observation that is an easy consequence of f.r.p.
Observation 3 Let B be a betweenness structure on ground set X = {x1,
x2, . . . , xn} and let 1 ≤ i ≤ j ≤ n be integers such that for Y = {xi, xi+1, . . . ,
xj} and Z = {x1, . . . , xi, xj, . . . , xn}, B|Y = [xi, xi+1, . . . , xj] and B|Z = [x1,
x2, . . . , xi, xj, . . . , xn]. Then
B = [x1, x2, . . . , xn].
Two important subcases of Observation 3 that we will extensively use later
are |Y | = 3 and |Z| = 3. Note that we get back f.r.p. by setting |Y | = |Z| = 3.
3 Main Results
Let Pn and Cn denote the graphic betweenness structures induced by Pn and
Cn, respectively.
Definition 1 A betweenness structure B = (X, β) is linear if any triple
T ∈ (X
3
)
is collinear, or equivalently, if B is of co-size 0.
Observe that all ordered betweenness structures are linear and any sub-
structures of a linear betweenness structure are linear as well. On the other
hand, however, orderedness does not follow from linearity, as C4 shows. In
[11], Richmond and Richmond gave a full characterization linear metrizable
betweenness structures, which was extended to almost-metrizable between-
ness structures by Beaudou et al. in [10], Lemma 1. We reformulate the latter
result in our notations.
Proposition 1 (Beaudou et al. [10]) Up to isomorphism, the linear be-
tweenness structures are Pn (n ≥ 1) and C4.
Because of Proposition 1, we can use linearity and orderedness inter-
changeably when n 6= 4. A line in a betweenness structure B = (X, β) is
a set of points Y ⊆ X that induces a linear substructure. Lines inducing
an ordered substructure are called ordered lines, while the ones inducing a
C4 are called cyclic lines. A betweenness structure is regular if it does not
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contain any cyclic lines. This seems to be an important distinction as a lot of
questions are much easier to answer for regular betweenness structures than
for irregular ones.
Let Φ be a hereditary property of betweenness structures. We will denote
the set of betweenness structures of order n and co-size m by B(n,m), and
among those, the set of betweenness structures that satisfy Φ by BΦ(n,m).
Our quantities of interest are the following:
• τ(n, k) = min{m > k : B(n,m) 6= ∅};
• τΦ(n, k) = min{m > k : BΦ(n,m) 6= ∅}
• γ(k, c) = max{n ∈ Z : B(n, kn− c) 6= ∅};
• σ(k, c) = max{n ∈ Z : B(n, kn− c) = ∅};
• ϑmin(k) = min{c ∈ Z : γ(k, c) =∞};
• ϑmax(k) = max{c ∈ Z : γ(k, c) =∞}.
Definition 2 A betweenness structure B of order n is quasilinear if |B|∆ =
τ(n, 0), i.e. it is a nonlinear betweenness structure of minimum co-size.
As part of our main results, we will extend Proposition 1 by characterizing
quasilinear betweenness structures.
Below, we introduce the most important graph classes that will appear in
the theorems below (see Figure 1). All of these graphs are defined on vertex
set X = {x1, x2, . . . , xn−2, y, z} relative to the path P = x1x2 . . . xn−2. We
indicate the admissible values of parameters between parentheses. The range
of parameter i will be chosen such that the obtained graphs are pairwise
non-isomorphic. These ranges will be I2n = I4n = {i ∈ N : 1 ≤ i ≤
⌈
n−3
2
⌉} and
I3n = {i ∈ N : 1 ≤ i ≤ n− 3}.
• R4n,i (n ≥ 5, i ∈ I4n): delete edge {xi, xi+1} from P and add edges
{y, xi}, {z, xi}, {y, xi+1} and {z, xi+1};
• S4n (n ≥ 5): add edges {x1, y}, {xn−2, z}, and add edge {y, z} of weight
n− 3;
• Q3n (n ≥ 4): add edges {y, x1} and {z, x1};
• R3n,i (n ≥ 4, i ∈ I3n): delete edge {xi, xi+1}, add edges {y, xi}, {z, xi},
and add edges {y, xi+1}, {z, xi+1} of weight 2;
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R4n,i
x1 xi xi+1 xn−2
y
z
... ...
S4n
y
x1 x2 xn−2
z
...
n− 3
Q3n
y
z
x1 x2 xn−2
...
R3n,i
x1 xi xi+1 xn−2
y
z
...
2
2
...
S3n
y
x1 x2 xn−2
z
...
2
n− 2
Q2n
y
z
x1 x2 xn−2
...
R2n,i
x1 xi xi+1 xn−2
y
z
... ...
S2n
y
x1 x2 xn−2
z
...
n− 2
Figure 1: Graphs Qcn (2 ≤ c ≤ 3), Rcn,i (2 ≤ c ≤ 4) and Scn (2 ≤ c ≤ 4). Edges
of weight different from 1 are indicated by double-lines and labeled with the
corresponding edge weight.
• S3n (n ≥ 4): add edge {x1, y}, and add edge {xn−2, z} of weight 2 and
edge {y, z} of weight n− 2;
• Q2n (n ≥ 3): add edges {y, x1}, {z, x1} and {y, z};
• R2n,i (n ≥ 4, i ∈ I2n): delete edge {xi, xi+1}, and add edges {y, xi},
{z, xi}, {y, xi+1}, {z, xi+1} and {y, z};
• S2n (n ≥ 3): add edges {x1, y}, {xn−2, z}, and add edge {y, z} of weight
n− 2.
Further, we define the simple graph Tn,i (n ≥ 6, 1 ≤ i ≤
⌈
n−5
2
⌉
) with ver-
tices {x1, x2, . . . xn−4, y, z, u, v} and edges {{xj, xj+1} : 1 ≤ j ≤ n− 5, j 6= i},
{xi, y}, {xi, z}, {y, u}, {y, v}, {z, u}, {z, v}, {u, xi+1} and {v, xi+1} (see Figure
2). We will denote the betweenness structures induced by graphs Qcn, Rcn,i,
Scn and Tn,i by Qcn, Rcn,i, Scn and Tn,i, respectively.
We divide our main results into two groups. The starting point of the first
three theorems is the characterization of quasilinear betweenness structures.
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x1 x2 xi xi+1 xn−4
y
z
u
v
... ...
Figure 2: Graph Tn,i
H13 H
1
4 H
2
4
22
H15
H16 H
2
6 H
3
6 H
4
6
Figure 3: Spanner graphs of small exceptional quasilinear betweenness struc-
tures. Edges of weight different from 1 are indicated by double-lines.
That result can be then easily extended to other extremal problems of similar
form: characterize nonlinear betweenness structures of minimum co-size that
satisfy certain hereditary properties. We consider two of the most important
hereditary properties: regularity and orderability.
Theorem 1
1. For all n ≥ 3, τ(n, 0) = max{1, n− 4};
2. up to isomorphism, the quasilinear betweenness structures are the fol-
lowing:
• R4n,i for n ≥ 5, i ∈ I4n;
• S4n for n ≥ 5;
• B(G) where G is one of the graphs in Figure 3.
Theorem 2 Let Φ be the “regular” property. Then for all n ≥ 3,
τΦ(n, 0) = max{1, n− 3}.
Further, up to isomorphism, the nonlinear regular betweenness structures of
minimum co-size are the following:
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• Q3n for n ≥ 4;
• R3n,i for n ≥ 4, i ∈ I3n;
• S3n for n ≥ 4;
• B(K3).
Theorem 3 Let Φ be the “orderable” property. Then for all n ≥ 3,
τΦ(n, 0) = n− 2.
Further, up to isomorphism, the nonlinear orderable betweenness structures
of minimum co-size are the following:
• Q2n for n ≥ 3;
• R2n,i for n ≥ 4, i ∈ I2n;
• S2n for n ≥ 3.
A k-uniform hypergraph H = (V, E) is a ∆-star (or ∆-system) if there
exists a set of points K ⊆ V such that for any edges E,F ∈ E , E ∩ F = K.
We call K the kernel of the ∆-star and denote it by ker(H). H is a tight star
if it is a ∆-star with kernel of size k− 1. Note that the hypergraph with only
one edge can be regarded as a tight star. We will apply these definitions to
3-uniform hypergraphs only.
With the second group of theorems, we focus our attention on between-
ness structures of linear co-size kn − c. In particular, we fully characterize
case k = 1 in Theorem 4, give a sharp upper bound on c in case of k = 2 in
Theorem 5 and characterize the corresponding extremal betweenness struc-
tures in Theorem 6. Interestingly, there is a series of gaps in the sequence of
possible co-sizes that separate the cases with different leading coefficient k if
n is large enough. These gaps should be subject to future research.
Theorem 4 Let c be an integer and Nc = 11− c. Then the following hold.
1. If c > 4, then B(n, n− c) = ∅, except for n = c, in which case B(n, 0)
consists of all the linear betweenness structures of order n (see Propo-
sition 1).
2. If 2 ≤ c ≤ 4, then B(n, n − c) 6= ∅ if and only if n ≥ c. Further,
if n ≥ Nc, then the betweenness structures B ∈ B(n, n − c) can be
characterized as follows:
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• if c = 4, then B is isomorphic to either R4n,i (i ∈ I4n) or S4n;
• if c = 3, then B is isomorphic to either Q3n, R3n,i (i ∈ I3n) or S3n;
• if c = 2, then B is isomorphic to either Q2n, R2n,i (i ∈ I2n) or S2n.
3. If c < 2 and n ≥ Nc, then B(n, n− c) = ∅.
4. If c ≤ 4 and n = Nc − 1, then B(n, n− c) 6= ∅. Moreover, there exists
a betweenness structure B ∈ B(n, n − c) such that H(B) is not a tight
star.
Theorem 5
τ(n, n− 2) =
{
2n− 10 if n ≥ 9
n− 1 if 4 ≤ n ≤ 8
Theorem 6
1. Let c ≥ 11 be an integer. Then B(n, 2n− c) 6= ∅ if and only if n = c/2
or c− 4 ≤ n ≤ c− 2.
2. B(n, 2n − 10) 6= ∅ if and only if n ≥ 5. Further, if n ≥ 9 and B ∈
B(n, 2n− 10), then B ' Tn,i for some 1 ≤ i ≤
⌈
n−5
2
⌉
.
3. For all 6 ≤ n < 9, there exists a betweenness structure B ∈ B(n, 2n −
10) such that B 6' Tn,i for any 1 ≤ i ≤
⌈
n−5
2
⌉
.
Now, we can easily determine some of the quantities defined above on the
basis of Theorem 4 and Theorem 6.
Corollary 1
• ϑmin(1) = 2;
• ϑmax(1) = 4;
• σ(1, c) =
{
c− 1 if 2 ≤ c ≤ 4
∞ otherwise ;
• γ(1, c) =

10− c if c < 2
∞ if 2 ≤ c ≤ 4
c if c > 4
.
Corollary 2
• ϑmax(2) = 10;
• σ(2, 10) = 4;
• γ(2, c) =
{
c− 2 if c > 10
∞ if c = 10 .
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4 General Lemmas
In this section, we state and prove most of the lemmas that we will use in
the proof of the main results.
Lemma 1
• For all n ≥ 6, τ(n, 0) ≥ 2.
• Additionally, if Φ is the “regular” property, then τΦ(5, 0) ≥ 2.
Proof. Suppose to the contrary that there exists a nonlinear betweenness
structure B of order n and co-size 1 such that either n ≥ 6, or n = 5 and B
is regular. Let X be the ground set and T = {x, y, z} be the sole triangle of
B. Further, let G be the adjacency graph of B and set Gp = G(B − p) for all
points p ∈ T .
Observe first that for all p ∈ T ,
Gp = G− p. (4.1)
Since B is either regular or n ≥ 6 holds, Proposition 1 implies that B − p is
ordered, hence,
Gp ' Pn−1. (4.2)
Further, G−p ≤ Gp by Observation 2, and Gp ≤ G−p is also true, otherwise
(u p v)B would be true for an edge {u, v} of Gp, and B would be linear by
Observation 3. This completes the proof of (4.1).
Also observe that for all p ∈ T , B − p is ordered, hence, B − p = B(Gp)
and we obtain by (4.1) that
B − p = B(G− p) ' Pn−1, (4.3)
Our next goal is to show that G ' Cn. Let N+G (w) denote the closed
neighborhood of a point w in G (i.e. w ∈ N+G (w)).
Claim 1 For all w ∈ X, dG(w) ≤ 3 and if dG(w) = 3, then T ⊆ N+G (w).
Proof. The degree of a point w 6= x in Gx ' Pn−1 is at most 2 and because
of (4.1), x can be the only extra neighbor of w in G. Hence, dG(w) ≤ 3 and
if dG(w) = 3, then x is a neighbor of w. The same argument holds for w 6= y
and w 6= z, from which the claim follows. 
Claim 2 For all p ∈ T , dG(p) = 2.
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Proof. We can suppose without loss of generality that p = x. We obtain from
Claim 1 that dG(x) ≤ 3, thus, it is enough to show that dG(x) 6= 3 and
dG(x) 6= 1 (obviously, dG(x) > 0 since G is connected).
Suppose first that dG(x) = 3 and let u1, u2, u3 be the neighbors of x such
that (u1 u2 u3)Gx holds. Then y = u2, otherwise Gy would contain a cycle
by (4.1), in contradiction with (4.2). Similarly, we obtain that z = u2, which
contradicts y 6= z.
Next, suppose that dG(x) = 1. It follows from (4.1) and (4.2) that G is a
tree and
dG(y) = dG(z) = 1, (4.4)
because otherwiseGy orGz would be disconnected. Let w be the sole neighbor
of x. Clearly, w is not a leaf, hence, w /∈ T . Further, w cannot be an end-
vertex of Gx, otherwise G would have only two leaves. Therefore, dG(w) = 3
and so w must be adjacent to both y and z by Claim 1. This is, however,
impossible since x, y, z and w would form a connected component of G by
(4.4), contradicting n ≥ 5. 
Now, we prove that
G ' Cn.
Because of (4.1), it is enough to show that the two neighbors of x guaranteed
by Claim 2 are the end vertices of Gx. Let u and v be the two neighbors
of x and suppose to the contrary that u is an inner vertex of Gx. Let Puv
denote the subpath of Gx that connects u and v. Now, dG(u) = 3, so Claim
1 implies that u is adjacent to both y and z, one of which, e.g. y, is not in
Puv. However, this contradicts (4.2) as Gy would contain the cycle formed by
Puv and the edges {x, u} and {x, v} by (4.1).
Let Axy, Ayz and Azx denote the three arcs that we obtain by deleting
x, y and z from G ' Cn. Since n ≥ 5, there exist two distinct points u and v
different from x, y an z. There are two cases depending on whether u and v
are on the same arc.
If u and v are on the same arc, say Axz, then we can assume without loss
of generality that (x u v z)G holds. However, this implies (u v y)G−x and
(v u y)G−z, which lead to a contradiction by (4.3).
In the second case when u and v are on distinct arcs, for example u ∈
V (Axy) and v ∈ V (Ayz), (u v z)G−x and (u z v)G−y hold, which lead to a
contradiction again by (4.3). This completes the proof of Lemma 1. 
Lemma 2 Let Φ be a hereditary property of betweenness structures and sup-
pose that there exists an integer c ≥ 2 such that τΦ(c + 2, 0) ≥ 2. Then for
all n ≥ 3, τΦ(n, 0) ≥ n− c.
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Proof. We prove τΦ(n, 0) ≥ n − c by induction on n. τΦ(n, 0) ≥ n − c is
obvious for 3 ≤ n ≤ c + 1, and it is also true for n = c + 2 by the lemma’s
assumption.
Next, suppose that n > c+ 2 and for all n′ < n, τΦ(n′, 0) ≥ n′ − c. Let B
be a nonlinear betweenness structure of order n that satisfies Φ and suppose
to the contrary that
|B|∆ < n− c.
Notice that |B|∆ > 1 because otherwise any substructure of order c + 2 of
B that contains the single triangle of B would violate the assumption of the
lemma (here we relied on the assumption that Φ is hereditary). Now, let T1
and T2 be two distinct triangles of B, x be a point in T1\T2 and set B′ = B−x.
Since x /∈ T2 and Φ was hereditary, B′ is a nonlinear betweenness structure
on n− 1 points that satisfies Φ. However,
|B′|∆ ≤ |B|∆ − 1
< (n− 1)− c
in contradiction with the induction hypothesis. 
Observation 4 Let c and n be integers such that n > 2c − 1 and let B ∈
B(n, n− c) be a nonlinear betweenness structure on ground set X such that
for all points x ∈ X, dB(x) = n− c or dB(x) ≤ 1. Then H(B) is a tight star.
Proof. Let k be the number of points x ∈ X for which dB(x) = n − c. It is
obvious that H(B) is a ∆-star and 0 ≤ k ≤ 3, so it is enough to show that
k ≥ 2. If k = 0, then |B|∆ ≤ n/3 and if k = 1, then |B|∆ ≤ (n− 1)/2. Since
B is nonlinear, n ≥ 3 and hence n/3 ≤ (n− 1)/2. Further, n > 2c− 1 implies
(n− 1)/2 < n− c = |B|∆,
thus, k ≥ 2 and H(B) is a tight star. 
Lemma 3 Let c be an integer and Φ be a hereditary property of betweenness
structures such that τΦ(n′, 0) ≥ n′ − c for all n′ ≥ 3. Further, let n > c be
an integer and B ∈ BΦ(n, n− c) be a nonlinear betweenness structure. Then
H(B) is a ∆-star. Further, if n > 2c− 1, then H(B) is a tight star.
Proof. First, notice that condition τΦ(n′, 0) ≥ n′ − c for n′ = 3 implies that
c ≥ 2. Further, we can assume that n > c+ 1: if not, then |B|∆ = n− c ≤ 1
and H(B) is clearly a ∆-star.
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Now, we can prove that H(B) is a ∆-star by showing that for all points
x ∈ X
dB(x) = n− c or dB(x) ≤ 1. (4.5)
In addition to (4.5), if n > 2c − 1, then B satisfies the conditions of Obser-
vation 4, thus, H(B) is also a tight star.
In order to prove (4.5), suppose to the opposite that there exits a point x
such that 1 < dB(x) < n− c. Then B − x is clearly a nonlinear betweenness
structure of order n− 1 ≥ c+ 1 ≥ 3 that satisfies property Φ. Further,
|B − x|∆ < n− c− 1,
which contradicts τΦ(n− 1, 0) ≥ n− c− 1. 
Lemma 4 Let B ∈ B(n, n − c) be a nonlinear betweenness structure on
ground set X such that H(B) is a tight star. Further, in case of n = 5
suppose that B is regular. Then 2 ≤ c ≤ 4 and the following hold:
• if c = 2, then B is isomorphic to either Q2n, R2n,i (i ∈ I2n) or S2n (R2n,i
is only possible if n ≥ 4);
• if c = 3, then B is isomorphic to either Q3n, R3n,i (i ∈ I3n) or S3n;
• if c = 4, then B is isomorphic to either R4n,i (i ∈ I4n) or S4n.
Proof. Let {y, z} be the kernel of H(B). First, we prove that the points of
X\{y, z} can be ordered as x1, x2, . . . , xn−2 such that one of the following
cases hold:
• Case 1: (y x1 x2 . . . xn−2)B and (z x1 x2 . . . xn−2)B;
• Case 2: there exists an index 1 ≤ i < n− 2 such that (x1 x2 . . . xi y
xi+1 . . . xn−2)B and (x1 x2 . . . xi z xi+1 . . . xn−2)B;
• Case 3: (y x1 x2 . . . xn−2)B and (x1 x2 . . . xn−2 z)B.
The substructures B−y and B−z are ordered by Proposition 1: they are
clearly linear, and neither one is isomorphic to C4 because otherwise n = 5
and B is irregular. It follows that B − y − z is ordered too, hence, with an
appropriate ordering of the points of X\{y, z},
B − y − z = [x1, x2, . . . , xn−2].
Points x1, x2, . . . , xn−2 must be in the same order in both B−y and B−z. Let
1 ≤ j, k ≤ n− 1 be the positions of y and z in B− z and B− y, respectively.
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We show that if j 6= k, then
j = 1 and k = n− 1, or j = n− 1 and k = 1. (4.6)
If (4.6) is false, then we can assume without loss of generality that 1 < j <
n−1. Now, (xj−1 y xj)B is true but (xj−1 z xj)B is false, hence, we can apply
Observation 3 to B − y to obtain that B is ordered in contradiction with its
nonlinearity. Hence, either j = k or (4.6) holds. Reversing the ordering of
points x1, x2, . . . , xn−2 if necessary, B satisfies one of the cases listed above.
We complete the proof by showing that
• if Case 1 holds, then 2 ≤ c ≤ 3 and B ' Qcn;
• if Case 2 holds, then 2 ≤ c ≤ 4 and B ' Rcn,i for some i ∈ Icn;
• if Case 3 holds, then 2 ≤ c ≤ 4 and B ' Scn.
It is clear that c ≥ 2 in all three cases since H(B) is a tight star.
Case 1. We show that if (y z xj)B holds for some 1 ≤ j ≤ n − 2, then
{y, z, xk} is a collinear triple for all 1 ≤ k ≤ n − 2, k 6= j, which would
violate the nonlinearity of B. There are two possibilities:
• if k < j, then (y z xj)B and (z xk xj)B implies (y z xk)B by f.r.p.;
• if j < k, then (y z xj)B and (y xj xk)B implies (y z xk)B by f.r.p.
Similarly, (z y xj)B cannot hold for any 1 ≤ j ≤ n− 2.
Next, we show that if (y xj z)B holds, then j = 1. Suppose that there
exists an integer k such that 1 ≤ k < j. Now, (y xj z)B and (y xk xj)B
implies (xk xj z)B by f.r.p. that would contradict (z xk xj)B from the case’s
assumptions. So, there is no such k and consequently, j = 1.
This also means that only one extra betweennesses, (y x1 z)B, can hold
in B. If it does hold, then c = 3 and B ' Q3n. If it does not hold, then c = 2
and B ' Q2n. Note that Qcn is defined because n ≥ c+ 1 by the non-linearity
of B.
Case 2. Similarly to the previous case, we show that if (xj y z)B holds for
some 1 ≤ j ≤ n− 2, then {y, z, xk} is a collinear triple for all 1 ≤ k ≤ n− 2,
k 6= j, which would violate the nonlinearity of B. We can assume by symmetry
that j ≤ i. There are three possibilities:
• if k < j, then (xj y z)B and (xk xj z)B implies (xk y z)B by f.r.p.;
• if j < k ≤ i, then (xj y z)B and (xj xk y)B implies (xk y z)B by f.r.p.;
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• if i < k, then (xj y z)B and (xj z xk)B implies (y z xk)B by f.r.p.
Similarly, (y z xj)B cannot hold for any 1 ≤ j ≤ n− 2.
Next, we show that if (y xj z)B holds, then j = i or j = i + 1. Assume
again that j ≤ i. If there exists an integer k such that j < k ≤ i, then
(y xj z)B and (xj xk y)B implies (xk xj z)B by f.r.p., in contradiction with
(xj xk z)B. So there is no such k, thus, j = i. Similarly, j = i+1 follows from
j ≥ i by symmetry.
This means that only two extra betweennesses, (y xi z)B and (y xi+1 z)B,
can hold in B. If both of them hold, then c = 4 and B ' R4n,i. If only one of
them holds, then c = 3 and B ' R3n,i or B ' R3n,n−2−i. Finally, if there are
no extra betweennesses, then c = 2 and B ' R2n,i. Note that Rcn,i is defined
because n ≥ c+1 by the non-linearity of B and also n ≥ 4 by the assumption
of Case 2.
Case 3. First, we show that if (y xj z)B holds for some 1 ≤ j ≤ n − 2,
then {y, z, xk} is a collinear triple for all 1 ≤ k ≤ n− 2, k 6= j, which would
violate the nonlinearity of B. We can assume by symmetry that k < j. Now,
relations (y xj z)B and (y xk xj)B imply (y xk z)B by f.r.p., which is exactly
what we wanted to show.
To finish this case, we show that (xj y z)B implies j = 1 (and similarly,
(y z xj)B implies j = n−2). Suppose that there exists an integer k such that
1 ≤ k < j. Now, (xj xk z)B follows from (xj y z)B and (y xk xj)B by f.r.p.,
in contradiction with (xk xj z)B. This means that there is no such k, hence,
j = 1.
So, only two extra betweennesses, (x1 y z)B and (y z xn−2)B, can hold
in B. If both of them holds, then c = 4 and B ' S4n. If exactly one of them
holds, then c = 3 and B ' S3n. Finally, if there are no extra betweennesses,
then c = 2 and B ' S2n. Note again that Scn is defined because n ≥ c + 1 by
the non-linearity of B. 
5 Proof of the Main Results
Proof of Theorem 1.
1. It is obvious that R4n,i (n ≥ 5, i ∈ I4n), S4n (n ≥ 5) and all the graphs
in Figure 3 induce quasilinear betweenness structures. Let Φ be the trivial
property, i.e. Φ is true for all betweenness structures. Lemma 1 shows that
the condition of Lemma 2 holds for Φ and c = 4, thus, we obtain
τ(n, 0) ≥ n− 4
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for all n ≥ 3. For n ≥ 5, S4n proves the sharpness of this bound, and it is also
easy to see that τ(3, 0) = τ(4, 0) = 1.
2. The lemma below characterizes quasilinear betweenness structures of
order n ≤ 6. We skip the proof of this statement as it is a long but straight-
forward case analysis. See [12] for a fully detailed proof.
Lemma 5 Up to isomorphism, the quasilinear betweenness structures of or-
der at most 7 are the following:
• R4n,i for 5 ≤ n ≤ 7, i ∈ I4n;
• S4n for 5 ≤ n ≤ 7;
• B(G) where G is one of the graphs in Figure 3.
Next, let B ∈ B(n, n− 4) be a quasilinear betweenness structure of order
n ≥ 7. The following claim is an easy consequence of Lemma 5.
Corollary 3 Let A ∈ B(7, 3) be a betweenness structure. Then H(A) is a
tight star.
Now, we can apply either Claim 3 (n = 7) or Lemma 3 with c = 4 (n ≥ 8)
to obtain that H(B) is a tight star. Finally, Lemma 4 for c = 4 proves that
B ' R4n,i for some i ∈ I4n or B ' S4n. 
Proof of Theorem 2. First, notice that every betweenness structure B ∈
B(5, 1) contains a cyclic line by Theorem 1, hence, τΦ(5, 0) ≥ 2. We can
now apply Lemma 2 to Φ and c = 2 to obtain that
τΦ(n, 0) ≥ n− 3
for all n ≥ 3.
τΦ(3, 0) = 1 is obvious. For n ≥ 4, Q3n, R3n,i (i ∈ I3n) and S3n are nonlinear
regular betweenness structures of co-size n− 3, hence, they are of minimum
co-size, too, and for all n ≥ 4,
τΦ(n, 0) = n− 3.
Next, we characterize the extremal cases. Let B be a nonlinear regular
betweenness structures of minimum co-size. Case n = 3 is trivial, so we can
assume that n ≥ 4 and |B|∆ = n − 3. It is enough to show that H(B) is a
tight star. Then B is characterized by Lemma 4 applied with c = 3.
If n ≥ 6, then Lemma 3 applied to Φ and c = 3 proves that H(B) is a
tight star. If n = 4, then |B|∆ = 1 and H(B) is a tight star again. Finally,
Claim 3 below completes the proof with case n = 5.
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Claim 3 Let B ∈ B(5, 2) be a regular betweenness structure. Then H(B) is
a tight star.
We skip the proof of Claim 3 here, as it is a straightforward case analysis.
We refer the interested reader to [12] where a complete proof can be found.

Proof of Theorem 3. First, notice that the betweenness structures induced
by the graphs H14 and H24 are not orderable, hence, we obtain from Theorem
1 that there are no orderable quasilinear betweenness structures on 4 points,
i.e. τΦ(4, 2) ≥ 2.
Now, we can apply Lemma 2 with Φ and c = 2 to obtain that for all
n ≥ 3,
τΦ(n, 0) ≥ n− 2.
It is obvious that Q2n (n ≥ 3), R2n,i (n ≥ 4, i ∈ I2n) and S2n (n ≥ 3) are
nonlinear orderable betweenness structures of co-size n − 2, hence, they are
of minimum co-size as well, and for all n ≥ 3,
τΦ(n, 0) = n− 2.
Next, we characterize the extremal cases. Let B be a nonlinear orderable
betweenness structure of co-size n − 2. It is clear that H(B) is a tight star
if n = 3. The same holds for n ≥ 4 as shown by Lemma 3 with parameter
c = 2. Finally, since orderable betweenness structures are also regular, we
can apply Lemma 4 to obtain the desired characterization. 
Lemma 6 Let c be an integer and B ∈ B(n, n−c) be a betweenness structure.
Then for all points x of B,
dB(x) = n− c or dB(x) ≤ 5− c.
Proof. Suppose that dB(x) < n − c and set B′ = B − x. B′ is a nonlinear
betweenness structure with n − 1 points and n − c − dB(x) > 0 triangles,
hence, Theorem 1 yields
n− c− dB(x) ≥ τ(n− 1, 0) ≥ n− 5,
from which dB(x) ≤ 5− c follows. 
Lemma 7 Let c ≤ 4 and n ≥ Nc = 11−c be integers, and let B ∈ B(n, n−c)
be a betweenness structure. Then H(B) is a tight star.
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Proof. We prove the lemma by descending induction on c. If c = 4 and
n ≥ N4 = 7, then Theorem 1 shows that H(B) is a tight star.
Next, suppose that c < 4 and the lemma is true for all 4 ≥ c′ > c. First,
observe that
n > max{c, 2c− 1}
since Nc > c and Nc > 2c− 1 for c ≤ 3. If for all points x ∈ X, dB(x) = n− c
or dB(x) ≤ 1, then B satisfies the conditions of Observation 4 and we are
done. So, assume that x is a point of B such that
1 < dB(x) < n− c. (5.1)
First, notice that Lemma 6 gives
dB(x) ≤ 5− c. (5.2)
Set B′ = B − x and
c′ = c+ dB(x)− 1.
B′ has n− 1 points and n− c− dB(x) = (n− 1)− c′ triangles. It is obvious
from (5.1) that c′ < n − 1, hence, c′ ≤ 4 by Theorem 1. Also notice that
c < c′ and
n− 1 ≥ Nc − 1
≥ 10− c
≥ 10− c− (dB(x)− 2)
≥ Nc′ ,
thus, H(B′) must be a tight star by the induction hypothesis. Let {y, z} be
the kernel of H(B′). If dB(y) = dB(z) = n − c, then H(B) is clearly a tight
star and the proof is complete. We show below that this is indeed the case.
Assume to the contrary that, for example,
dB(z) < n− c.
Then, Lemma 6 yields
dB(z) ≤ 5− c (5.3)
on one hand, and (5.2) gives
dB′(z) = n− c− dB(x)
≥ n− c− (5− c)
≥ n− 5,
(5.4)
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on the other hand. However, by combining (5.3) and (5.4) we obtain
n− 5 ≤ dB′(z)
≤ dB(z)
≤ 5− c,
which contradicts n ≥ Nc. 
Proof of Theorem 4.
1. Let c > 4 and 1 ≤ n be integers and B ∈ B(n, n− c) be a betweenness
structure. It is obvious that B(n, n− c) = ∅ if n < c, and B(n, n− c) 6= ∅ if
n = c. Further, if c < n, then
|B|∆ = n− c ≥ n− 4
by Theorem 1, in contradiction with c > 4.
2. Let 2 ≤ c ≤ 4 and 1 ≤ n be integers and B ∈ B(n, n − c) be a
betweenness structure. First, we show that
B(n, n− c) 6= ∅ ⇔ n ≥ c.
It is obvious that B(n, n − c) = ∅ if n < c, and B(n, n − c) consists of the
linear betweenness structures of order n if n = c. Finally, if n > c, then
Scn ∈ B(n, n− c).
Now, suppose that n ≥ Nc. Lemma 7 guarantees that H(B) is a tight
star. Further, since 5 < Nc ≤ n, we can apply Lemma 4 to obtain the desired
characterization.
3. Let c < 2 and n ≥ Nc be integers and B ∈ B(n, n−c) be a betweenness
structure. We can apply Lemma 7 again to obtain that H(B) is a tight star.
However, a tight star can have at most n− 2 edges, hence,
n− c = |B|∆ ≤ n− 2,
contradicting c < 2.
4. Finally, let n = Nc − 1. Note that n ≥ 6 for c ≤ 4. It is easy to see
that for 1 ≤ i ≤ ⌈n−5
2
⌉
, Tn,i ∈ B(n, n− c) and H(Tn,i) is not a tight star (see
Figure 2). 
Proof of Theorem 5. Let n ≥ 9 be an integer. Since n − 2 < 2n − 10 and
Tn,1 ∈ B(n, 2n− 10), τ(n, n− 2) ≤ 2n− 10. Next, we show that
τ(n, n− 2) ≥ 2n− 10.
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Figure 4: Examples for spanner graphs of small graphic betweenness struc-
tures of co-size n− 1.
Let B be a betweenness structure of order n such that |B|∆ > n− 2 and
set c = n− |B|∆. Then c < 2 and B ∈ B(n, n− c), from which
n ≤ Nc − 1 = 10 + |B|∆ − n
follows by Part 3 of Theorem 4, so |B|∆ ≥ 2n− 10.
Finally, the betweenness structures induced by the graphs in Figure 4
proves that τ(n, n− 2) = n− 1 for 4 ≤ n ≤ 8. 
Proof of Theorem 6.
1. Suppose that B ∈ B(n, 2n− c) and set c′ = c− n. Now,
B ∈ B(n, n− c′). (5.5)
On one hand, if n < c − 4, i.e. c′ > 4, then n = c′ by Part 1 of Theorem
4, which gives n = c/2. On the other hand, if n > c − 2 i.e. c′ < 2, then
c ≥ 11 implies n ≥ Nc′ , and Part 3 of Theorem 4 yields B(n, n − c′) = ∅ in
contradiction with (5.5). In summary, either n = c/2 or c − 4 ≤ n ≤ c − 2.
In the latter case, Scn is the evidence for B(n, 2n− c) 6= ∅.
2. It is easy to see that
B(n, 2n− 10) 6= ∅ ⇔ n ≥ 5 :
if n = 5, then take the ordered betweenness structure on 5 points; otherwise
take a betweenness structure that satisfies Part 4 of Theorem 4 with c =
10− n ≤ 4, for example, Tn,1.
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Figure 5: Triangle hypergraphs in Claim 4. The hyperedges are represented
by triangles.
Next, suppose that n ≥ 9. Set c = 10 − n and let B ∈ B(n, n − c) =
B(n, 2n− 10) be a betweenness structure on ground set X. Below, we prove
that B ' Tn,i for some 1 ≤ i ≤
⌈
n−5
2
⌉
.
Claim 4 One of the following three cases hold:
A. there exist distinct points u, v, w, x, y, z ∈ X such that with X ′ = X\{u,
v, w, x, y, z},
∆(B) = {{p, w, x} : p ∈ X ′}∪{{p, y, z} : p ∈ X ′}∪{{u,w, x}, {v, y, z}};
B. there exist distinct points u, v, x, y, z ∈ X such that with X ′ = X\{u,
v, x, y, z},
∆(B) = {{p, x, y} : p ∈ X ′} ∪ {{p, y, z} : p ∈ X ′};
C. there exist distinct points p, q, u, v, x, y, z ∈ X such that with X ′ =
X\{p, q, u, v, x, y, z},
∆(B) = {{p′, x, y} : p′ ∈ X ′} ∪ {{p′, y, z} : p′ ∈ X ′}∪
{{u, x, y}, {v, x, y}, {p, y, z}, {q, y, z}}.
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Proof. Observe that
H(B) is not a tight star, (5.6)
because |B|∆ = 2n − 10 > n − 2, the latter being the maximum number of
edges in a tight star.
Claim 5 Let p ∈ X be a point such that 0 < dB(p) < n− c and suppose that
dB(p) is maximal with this property. Then
1. H(B − p) is a tight star;
2. dB(p) = n− 5.
Further, if q is a point in the kernel of H(B − p) such that dB(q) < n − c,
then
3. dB(q) = n− 5 and no triangle T ∈ ∆(B) contains both p and q.
Proof.
1. Set B′ = B − p. First of all, observe that Lemma 6 implies
dB(p) ≤ 5− c = n− 5. (5.7)
Further, notice that
B′ ∈ B(n− 1, n− 1− c′)
where
c′ = c+ dB(p)− 1.
We show that H(B′) is a tight star by applying Lemma 7. Two conditions
must be met:
(i) c′ ≤ 4;
(ii) n− 1 ≥ Nc′ .
Condition (i) holds because of (5.7). As for condition (ii),
Nc′ = 12− c− dB(p)
= 2 + n− dB(p),
hence, condition (ii) holds if and only if
dB(p) ≥ 3. (5.8)
Suppose to the contrary that (5.8) is false, and let ni denote the number
of points q′ ∈ X such that dB(q′) = i. Then, as p was of maximum degree,
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ni > 0 only if 0 ≤ i ≤ 2 or i = n − c = 2n − 10. Further, n2n−10 ≤ 1
for otherwise H(B) would be a tight star in contradiction with (5.6). Now,
counting the sum of degrees in H(B) in two ways, we obtain
3(2n− 10) =
∑
q′∈X
dB(q′)
=
2n−10∑
i=0
ini
= n1 + 2n2 + (2n− 10)n2n−10
≤ 2(n− 1) + (2n− 10),
which is equivalent to n ≤ 9.
Since n ≥ 9 by the theorem’s assumption, the only problematic case is
n = 9, so suppose that this is indeed the case. Notice that n2n−10 6= 0,
otherwise, we obtain by the previous argument that 3(2n−10) ≤ n1 + 2n2 ≤
2n in contradiction with n = 9. Thus, n2n−10 = 1, which further implies
n1 = 0, otherwise
2(2n− 10) ≤ n1 + 2n2
≤ 1 + 2(n− 2) (5.9)
in contradiction with n = 9 again. So, we can conclude that
n2 = n− 1 = 8. (5.10)
Let y denote the unique point for which dB(y) = 2n − 10 = 8, and let
Gy be the (not necessarily connected) link graph of y in H(B), i.e. Gy =
{X\{y}, Ey} where Ey = {T\{y} : y ∈ T ∈ ∆(B)}. Now, we obtain from
(5.10) that
Gy is a disjoint union of cycles.
Further, note the following easy consequences of Lemma 5.
Claim 6 Let A ∈ B(6, 2) be a betweenness structure with triangles R and
T . Then |R ∩ T | 6= 1.
Claim 7 There is no set of points Y ⊂ X\{y}, |Y | = 5 that induces two
independent edges in Gy.
Now, if Gy is connected, then we can clearly find an Y ⊂ X\{y} that
contradicts Claim 7. If Gy is not connected but contains a triangle, then we
can again construct such a Y : take two points, x1 and x2, from the triangle,
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two endpoints, z1 and z2 of an edge that is not in the triangle and a fifth
point w that is not adjacent to any of the previously chosen ones. Such a w
exists because Gy has n− 1 = 8 vertices, at most 7 of which are adjacent to
x1, x2, z1 or z2. Hence, we can conclude that
Gy is the disjoint union of two 4-cycles
and so
α(Gy) = 4, and any independent set of size 4 consists of
one-one opposing pair of vertices from each components of Gy.
(5.11)
Observation (5.11) has two important consequences.
Claim 8 Let A and B be two independent sets of size 4 in Gy. Then |A∩B|
is even.
Claim 9 Let Y ⊆ X be a set of points such that y ∈ Y and B|Y is linear.
Then |Y | ≤ 5.
Observe that B − y is a linear betweenness structure of order 8, hence, it
is also ordered by Proposition 1 and we can index its points as x1, x2, . . . , x8
such that
B − y = [x1, x2, . . . , x8].
Claim 10
1. (xi y xj)B ⇒ |j − i| ≥ 5;
2. (xi xj y)B ⇒ |j − i| ≤ 3.
Proof. 1. Suppose that i < j and set Y = {x1, . . . , xi, y, xj, . . . , x8}. Since
(x1 . . . xi xj . . . x8)B and (xi y xj)B hold, we obtain from Observation 3
that B|Y is ordered. Now, |Y | ≤ 5 by Claim 9 and so |j − i| ≥ 5.
2 Set Y = {xi, xi+1, . . . , xj, y}. Since (xi xi+1 . . . xj)B and (xi xj y)B
hold, it follows from Observation 3 that B|Y is ordered. Now, |Y | ≤ 5 by
Claim 9 and so |j − i| ≤ 3. 
We call a pair {xi, xj} an `-chord if |j − i| = ` and the triple {xi, xj, y}
is collinear. Our next observation follows from Claim 10.
Corollary 4 Let {xi, xj} be an `-chord and suppose that i < j. Then one of
the following cases hold:
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1. if ` ≥ 5, then (x1 . . . xi y xj . . . x8)B holds and so {x1, . . . , xi, xj, . . . ,
x8} is an independent set in Gy;
2. if ` ≤ 3, then either (y xi xi+1 . . . xj)B or (xi xi+1 . . . xj y)B holds
and so {xi, xi+1, . . . , xj} is an independent set in Gy.
Let h` denote the number of `-chords for 1 ≤ ` ≤ 8. Note that
h` ≤ 8− ` (5.12)
and
h4 = 0 (5.13)
by Claim 10. Further, observe that
8∑
`=1
h` =
(
8
2
)
− |B|∆ = 20.
However, we will show below the contradiction
8∑
`=1
h` ≤ 19.
Claim 11 If {xi, xi+3} is a 3-chord, then {xi, xi+2} and {xi+1, xi+3} are 2-
chords.
Proof. Because of Claim 10, either (y xi xi+3)B or (xi xi+3 y)B holds, so {xi,
xi+1, xi+2, xi+3, y} induces a linear substructure by Observation 3 and hence
both {xi, xi+2, y} and {xi+1, xi+3, y} are collinear. 
Claim 12
1. h3 ≤ 3 and if h3 = 3, then the 3-chords are exactly {x1, x4}, {x3, x6}
and {x5, x8};
2. h5 ≤ 2 and if h5 = 2, then the 5-chords are exactly {x1, x6} and
{x3, x8}.
Proof.
1. If {xi, xi+3} is a 3-chord, then Y1 = {xi, xi+1, xi+2, xi+3} is an inde-
pendent set in Gy by Corollary 4. Similarly, if {xi+1, xi+4} is a 3-chord,
then Y2 = {xi+1, xi+2, xi+3, xi+4} is an independent set in Gy. However,
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|Y1∩Y2| = 3 in contradiction with Claim 8. Hence, we get the maximum pos-
sible number of 3-chords if we take every second one starting with {x1, x4}.
2. Similarly to the previous case, if {xi, xi+5} and {xi+1, xi+6} are both 5-
chords, then both Y1 = {x1, . . . , xi, xi+5, . . . , x8} and Y2 = {x1, . . . , xi+1, xi+6,
. . . , x8} are independent sets by Corollary 4, contradicting Claim 8. Hence,
we get the maximum possible number of 5-chords if we take every second one
starting with {x1, x6}. 
Claim 13 If h5 > 0, then h2 ≤ 5 and h3 ≤ 2.
Proof. Suppose that h5 > 0 and let {xi, xi+5} be a 5-chord. We already know
from (5.12) that h2 ≤ 6. Assume to the contrary that h2 = 6. We obtain
from Claim 11 that for all 1 ≤ k ≤ 6,
{xk, xk+2} is a 2-chord.
First, we show that for all 1 ≤ k ≤ 6
(y xk xk+2)B ⇒ (y xk+1 xk+3)B. (5.14)
Suppose to the contrary that (y xk xk+2)B holds but (y xk+1 xk+3)B is false.
Then, because of Claim 10 and the fact that {xk+1, xk+3} is a 2-chord,
(xk+1 xk+3 y)B must be true. From this and (xk+1 xk+2 xk+3)B, (xk+1 xk+2 y)B
follows by f.r.p. On the other hand, however, (y xk xk+2)B and (xk xk+1 xk+2)B
yield (y xk+1 xk+2)B, a contradiction.
Next, notice that
(y xi xi+2)B (5.15)
holds. If not, then Claim 10 and the fact that {xi, xi+2} is a 2-chord imply
(xi xi+2 y)B. Since {xi, xi+5} is a 5-chord, (x1 . . . xi y xi+5 . . . x8)B is true
by Corollary 4. Now, Observation 3 implies (x1 . . . xi xi+2 y xi+5 . . . x8)B,
giving an independent set {x1, . . . , xi, xi+2, xi+5, . . . , x8} of size 5 in Gy in
contradiction with (5.11).
Similarly to (5.15),
(xi+3 xi+5 y)B
holds, which leads to a contradiction as (y xi+3 xi+5) follow from (5.15) by
repeated application of (5.14).
For the second part of the claim, assume to the contrary that h3 > 2.
Then, because of Claim 12, h3 = 3 and the 3-chords are exactly {x1, x4},
{x3, x6} and {x5, x8}. Further, we obtain from Claim 11 that h2 = 6, contra-
dicting what we have just proved above. 
Now, we can complete the proof of Part 1 as follows.
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• If h5 = 0, then (5.12), (5.13) and Claim 12 yield
8∑
`=1
h` = h1 + h2 + h3 + h6 + h7
≤ 7 + 6 + 3 + 2 + 1 = 19;
• if h5 > 0, then (5.12), (5.13), Claim 12 and Claim 13 yield
8∑
`=1
h` = h1 + h2 + h3 + h5 + h6 + h7
≤ 7 + 5 + 2 + 2 + 2 + 1 = 19.
2. Next, we prove that dB(p) = n − 5. Since we have just proved that
H(B − p) is a tight star, there are two points y and z different from p of
degree
dB−p(y) = dB−p(z) = |B − p|∆ = n− c− dB(p). (5.16)
However, since H(B) is not a tight star, we can assume without loss of gen-
erality that dB(z) < n− c, thus, because of the maximality of dB(p),
dB(p) ≥ dB(z) ≥ dB−p(z),
from which
dB(p) ≥ (n− c)/2 = n− 5
follows by (5.16). As we have already established dB(p) ≤ n− 5 in (5.7), the
proof is complete.
3. Let q ∈ ker(H(B − p)) be a point such that dB(q) < n− c. Now,
dB−p(q) = |B − p|∆
= n− c− dB(p)
= n− 5
= dB(p),
hence, we obtain that dB−p(q) = dB(q) = dB(p) = n−5. This also shows that
any triangle that contains p avoids q. 
Since B ∈ B(n, n−c) and n > 2c−1, we obtain from (5.6) and Observation
4 that there exists a point x ∈ X such that
1 < dB(x) < n− c.
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We can suppose that x is such a point of maximum degree. Now, we can
apply Claim 5 to obtain that dB(x) = n− 5 and H(B−x) is a tight star. Let
{y, z} be the kernel of H(B − x), and suppose that
dB(y) ≥ dB(z).
we close the proof of Claim 4 by considering the following two cases.
• Case 1: dB(y) < n− c;
• Case 2: dB(y) = n− c.
Claim 14
1. If dB(y) < n − c, then there exists a point w ∈ X\{x, y, z} such that
dB(w) = dB(x) = dB(y) = dB(z) = n − 5 and every triangle of B
contains exactly one pair of points from the set {w, x, y, z} that is either
{w, x} or {y, z};
2. if dB(y) = n − c, then dB(x) = dB(z) = n − 5 and every triangle of B
contains exactly one of the pairs {x, y} and {y, z}.
Proof.
1. We already know that dB(x) = n − 5. Let T be an arbitrary triangle
of B. Because dB(z) ≤ dB(y) < n− c, we obtain from Part 3 of Claim 5 that
dB(y) = dB(z) = n− 5 and
{x, y}, {x, z} 6⊂ T. (5.17)
Now, since every triangle that avoids x contains both y and z, we obtain
from (5.17) that
y ∈ T ⇔ z ∈ T. (5.18)
Since dB(y) = dB(x), we obtain from Part 1 of Claim 5 that B − y is a
tight star. Further, (5.17) yields
dB−y(x) = dB(x) = n− 5 = |B|∆ − dB(y) = |B − y|∆,
hence, x ∈ ker(H(B − y)). Let w be the other point of that kernel. Point
w is different from x and y by definition. If w = z would be true, then all
n− 5 > 1 triangles of B− y would contain x and z, which contradicts (5.17).
Therefore, w, x, y and z are distinct points.
Next, observe that dB(w) < n− c. Otherwise, all triangles would contain
w and so w would be in the kernel of B − x, which is impossible since w 6= y
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and w 6= z. Now, we can apply Part 3 of Claim 5 with p = y and q = w to
obtain that dB(w) = n− 5 and {w, y} 6⊂ T. Since every triangle that avoids
y contains both w and x,
w ∈ T ⇔ x ∈ T (5.19)
follows. Now, triangle T either contains x, or it is in ∆(B − x) and hence
contains y, so we obtain from (5.18) and (5.19) that T contains exactly one
of the pairs {w, x} or {y, z}, and it does not contain any other pairs from
{w, x, y, z}.
2. Notice that dB(z) < n−c because y is already contained in all triangles
but H(B) is not a tight star by (5.6). Now, we obtain from Part 1 of Claim 5
that dB(z) = n− 5 and no triangle of B contains both x and z. Now, as y is
of full degree, it can be easily seen that every triangle of B contains exactly
one of the pairs {x, y} and {y, z}. 
Now, we analyze Cases 1-2 with the help of Claim 14.
Case 1. Claim 14 guarantees that the set of triangles of B can be divided
into wx-triangles and yz-triangles, depending on whether they contain the
pair {w, x} or {y, z}.
Set Y = X\{w, x, y, z} and let ni denote the number of points of degree i
in B. Then, for every point p ∈ X, dB(p) ≤ 2⇔ p ∈ Y , hence, n0 +n1 +n2 =
|Y | = n− 4. On the other hand,
n1 + 2n2 =
∑
p∈Y
dB(p)
= |B|∆
= 2n− 10,
so one of the following cases hold:
• Case 1.1: n0 = 1, n1 = 0 and n2 = n− 5;
• Case 1.2: n0 = 0, n1 = 2 and n2 = n− 6.
Case 1.1 is impossible because if u denotes the point of degree 0 and q is a
point of degree 2, then B|{q,u,w,x,y,z} would contradict Claim 6. As for Case
1.2, notice that there are an equal number of wx- and yz-triangles because
dB(x) = dB(y), hence, the two points of degree 1 cannot be covered by the
same tight star. This gives exactly Case A of Claim 4.
Case 2. Claim 14 guarantees that the set of triangles of B can be divided into
xy-triangles and yz-triangles, depending on whether they contain {x, y} or
{y, z}. Set Y = X\{x, y, z}. Then, for every point p ∈ X, dB(p) ≤ 2 ⇔ p ∈
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Figure 6: Triangle hypergraphs in Claim 15. The hyperedges are represented
by triangles.
Y , hence, n0 +n1 +n2 = |Y | = n− 3. On the other hand, n1 + 2n2 = 2n− 10
as we have shown in the previous case, so one of the following cases hold:
• Case 2.1: n0 = 2, n1 = 0 and n2 = n− 5;
• Case 2.2: n0 = 1, n1 = 2 and n2 = n− 6;
• Case 2.3: n0 = 0, n1 = 4 and n2 = n− 7.
Note that there are an equal number of xy- and yz-triangles because dB(x) =
dB(z), hence, in each case, exactly half of the points of degree 1 are covered by
xy-triangles. Now, we can see that Case 2.1 and Case 2.3 coincide with Case
B and Case C of Claim 4, respectively. As for Case 2.2, let q denote the point
of degree 0, and u and v be the two points of degree 1. Then B|{q,u,v,x,y,z}
contradicts Claim 6. 
Next, we analyze Cases A, B and C of Claim 4 in order to characterize
B.
Claim 15 The following statements hold for the hypergraphs H˜1, H˜2 and H˜3
in Figure 6:
1. H˜1 is metrizable, and for every betweenness structure A with triangle
hypergraph H˜1, A ' T7,1;
2. H˜2 is not metrizable;
3. H˜3 is not metrizable.
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Figure 7: Possible spanner graphs of betweenness structure B′ in the proof
of Case A of Theorem 6.
The proof of Claim 15 can be found in [12] along with the other technical
lemmas.
Case A. Recall that there exist distinct points u, v, w, x, y, z ∈ X such that
with X ′ = X\{u, v, w, x, y, z},
∆(B) = {{p, w, x} : p ∈ X ′} ∪ {{p, y, z} : p ∈ X ′} ∪ {{u,w, x}, {v, y, z}}.
We show that B ' Tn,i for some 1 ≤ i ≤
⌈
n−5
2
⌉
.
Let p be a point of X ′ and consider the betweenness structure B′ =
B|{p,u,v,w,x,y,z}. It is easy to see that H(B′) = H˜1, so we obtain from Part 1 of
Claim 15 that B′ ' T7,1. Further, it is easy to see that B′ is induced by one
of the graphs in Figure 7, therefore,
(p u v)B or (u v p)B (5.20)
holds. We can assume without loss of generality that G(B′) is the graph in
Figure 7a and thus
(u y x v)B, (u z w v)B, (u y w v)B and (u z x v)B (5.21)
hold.
We know from the triangle hypergraph that B|X\{w,x,y,z} is linear, more-
over, it is ordered by Proposition 1 as n− 4 ≥ 5. This is also true for B|X′ as
X ′ ⊆ X\{w, x, y, z}. Let x1, x2, . . . , xn−6 denote the points of X ′ such that
B|X′ = [x1, x2, . . . , xn−6],
33
and let k and ` denote the position of u and v in B|X′∪{u} and B|X′∪{v},
respectively. Since no p ∈ X ′ is between u and v by (5.20), k = `, and we
can assume without loss of generality that
(x1 . . . xk−1 u v xk . . . xn−6)B.
We can also assume that k ≤ ⌈n−5
2
⌉
. Keep in mind, however, that k = 1 is
possible. Now, it follows from (5.21) that
(x1 . . . xk−1 u y x v xk . . . xn−6)B,
(x1 . . . xk−1 u z w v xk . . . xn−6)B,
(x1 . . . xk−1 u y w v xk . . . xn−6)B
and
(x1 . . . xk−1 u z x v xk . . . xn−6)B.
With this, we covered all collinear triples of B, and the resulting betweenness
structure is metrizable and isomorphic to Tn,k.
Case B. Recall that there exist distinct points u, v, x, y, z ∈ X such that
with X ′ = X\{u, v, x, y, z},
∆(B) = {{p, x, y} : p ∈ X ′} ∪ {{p, y, z} : p ∈ X ′}.
Set B′ = B|{p,q,u,v,x,y,z} where p, q ∈ X ′ are two arbitrary points. Now,
H(B′) = H˜2, which is shown to be impossible by Part 2 of Claim 15.
Case C. Recall that there exist distinct points p, q, u, v, x, y, z ∈ X such that
with X ′ = X\{p, q, u, v, x, y, z},
∆(B) = {{p′, x, y} : p′ ∈ X ′} ∪ {{p′, y, z} : p′ ∈ X ′}∪
{{u, x, y}, {v, x, y}, {p, y, z}, {q, y, z}}.
Set B′ = B|{p,q,u,v,x,y,z}. Now, H(B′) = H˜3, which is again impossible by Part
3 of Claim 15.
3. Finally, the following examples prove the last point of Theorem 6: take
S46 for n = 6, S37 for n = 7 and S28 for n = 8. 
We remark that Theorem 2 and Theorem 3 follows from Theorem 4 if n
is large enough (n ≥ 8 and n ≥ 9, respectively). The reason why we have
chosen another path to prove them is that Theorem 4 does not say anything
about small betweenness structures and complicated case analysis would still
be required to characterize them.
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6 Conclusion
Extending the work of Richmond, Richmond [11] and Beaudou [10] on hy-
pergraph metrizability, we have characterized almost-metrizable betweenness
structures of small linear co-size, including the largest non-linear (quasilin-
ear) betweenness structures and the largest betweenness structures of co-size
2n−c. We have observed that there are gaps in the size-spectrum of between-
ness structures and we proposed interesting quantities that can be subject of
future research.
We close the paper with our conjectures on the possible extension of
Theorem 4 and Theorem 6 to betweenness structures of co-size kn − c. We
call a 3-uniform hypergraph a tight k-star if it is the (not necessarily edge-
disjoint) union of k tight stars on the same ground set.
Conjecture 1 For all integers k ≥ 0 and c, there exists a threshold Nkc > 0
such that for all n ≥ Nkc and betweenness structure B ∈ B(n, kn− c), H(B)
is a tight k-star.
Further, the following inequality would be an easy consequence of Con-
jecture 1.
Conjecture 2
ϑmin(k) ≥ 2k.
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1 Results
This is an appendix to [1], and contains the proofs of some technical results for
small betweenness structures. We use definitions and references (e.g. theorem
and figure numbering) from [1] but we also repeat the results to be proved
here along with the corresponding figures.
We prove the following results.
Lemma 5 Up to isomorphism, the quasilinear betweenness structures of or-
der at most 7 are the following:
• R4n,i for 5 ≤ n ≤ 7, i ∈ I4n;
• S4n for 5 ≤ n ≤ 7;
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Figure 6: Triangle hypergraphs in Claim 15
• B(G) where G is one of the graphs in Figure 3.
Claim 3 Let B ∈ B(5, 2) be a regular betweenness structure. Then H(B) is
a tight star.
Claim 15 The following statements hold for the hypergraphs H˜1, H˜2 and H˜3
in Figure 6:
1. H˜1 is metrizable, and for every betweenness structure A with triangle
hypergraph H˜1, A ' T7,1;
2. H˜2 is not metrizable;
3. H˜3 is not metrizable.
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Figure 8: Possible triangle hypergraphs of small exceptional quasilinear be-
tweenness structures. The hyperedges are represented by triangles.
2 Proof of Lemma 5
Let B = (X, β) be a quasilinear betweenness structure of order n ≤ 7 and
set H = H(B). For the sake of this proof, we will denote the betweenness
structure induced by the graph H in from Figure 3 by Ain.
There are no quasilinear betweenness structures of order n < 3, and if
n = 3, then B is obviously induced by a triangle. If n = 4, then B is of co-size
1, so H is obviously a tight star. Thus, we can apply Lemma 4 with c = 3 to
obtain that B ' Q34 ' A14 or B ' R34,1 ' S34 ' A24.
Next, suppose that 5 ≤ n ≤ 7. Since for all n ≥ 3,
τ(n, 0) = n− 4
by Part 1 Theorem 1, we obtain from Lemma 3 that H is a ∆-star. If n = 5
and B is regular or n ≥ 6 and H is a tight star, then B is isomorphic to either
R4n,i for some i ∈ I4n or to S4n, as shown by Lemma 4 with parameter c = 4.
Therefore, either n = 5 and B is irregular or n ≥ 6 and H is a non-tight
∆-star. The four possible triangle hypergraphs are shown in Figure 8.
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Figure 9: Cases 1.1-1.4. in the proof of Lemma 5
Case 1. In this case, n = 5, X = {u, v, x, y, z} and T = {x, y, z} is the sole
triangle of B (see Figure 8a). Because of the case’s assumption, there exists
a subset Y ⊆ X such that
B|Y ' C4. (2.1)
Points u and v partition T into three parts: (· u v)B = {p ∈ X : (p u v)B},
(u · v)B = {p ∈ X : (u p v)B} and (u v ·)B = {p ∈ X : (u v p)B}. Notice that
T 6⊆ Y , therefore, u, v ∈ Y . We obtain from (2.1) that
either |(u · v)B|Y | ≥ 2, or |(· u v)B|Y | ≥ 1 and |(u v ·)B|Y | ≥ 1. (2.2)
Note that we can replace B|Y with B in (2.2), so the following cases are
possible up to symmetry (see Figure 9):
• Case 1.1: (u x v)B ∧ (u y v)B ∧ (u z v)B;
• Case 1.2: (u x v)B ∧ (u y v)B ∧ (u v z)B;
• Case 1.3: (x u v)B ∧ (u v y)B ∧ (u z v)B;
• Case 1.4: (x u v)B ∧ (u v y)B ∧ (u v z)B.
Case 1.1. We can suppose without loss of generality that Y = {u, v, x, y}.
Now, because of (2.1), (x u y)B and (x v y)B hold. The betweenness structures
B − x and B − y are linear, so they are isomorphic to either P4 or C4. We
show that
B − x ' B − y ' C4. (2.3)
4
Relation (x z u)B cannot hold, otherwise (x z u)B and (x u y)B would
imply (x z y)B by f.r.p., in contradiction with T being a triangle. Similarly,
we obtain that none of the betweennesses (x z v)B, (y z u)B and (y z v)B
hold. As a consequence, neither B − x nor B − y is isomorphic to P4. For
example, if B − x ' P4, then because of (u y v)B and (u z v)B, (u z y)B or
(y z v)B hold in contradiction with the previous assertion.
Now, (2.3) yields (x u z)B, (x v z)B, (y u z)B and (y v z)B, therefore, we
have 9 nontrivial betweennesses:
(u x v)B, (u y v)B, (u z v)B, (x u y)B, (x v y)B
(x u z)B, (x v z)B, (y u z)B and (y v z)B.
These betweennesses cover all collinear triples of B and show that B '
B(K2,3) = A15.
Case 1.2. It follows from (2.2) that Y = {u, v, x, y} and so (x u y)B and
(x v y)B hold by (2.1). Relations (u x z)B and (x v z)B follows from (u x v)B
and (u v z)B by f.r.p. Similarly, (u y z)B and (y v z)B follows from (u y v)B
and (u v z)B, hence, considering (2.1) and the case’s initial assumptions, we
have 9 non-trivial betweennesses:
(x u y)B, (u y v)B, (y v x)B, (v x u)B, (u v z)B,
(u x z)B, (x v z)B, (u x v)B and (u v z)B.
These betweennesses cover all collinear triples of B and show that B ' R45,1.
Case 1.3. It follows from (2.2) that Y = {u, v, x, y} and so (v y x)B and
(y x u)B hold by (2.1). Further, (x u v)B and (u z v)B imply (x u z)B by
f.r.p. Similarly, (u v y)B and (u z v)B imply (u z y)B and (z v y)B.
Now, considering the case’s assumptions, we have 9 non-trivial between-
nesses:
(x u v)B, (u v y)B, (u z v)B, (v y x)B, (y x u)B
(x u z)B, (x z v)B, (u z y)B and (z v y)B.
These betweennesses cover all collinear triples of B and show that B ' S45 .
Case 1.4. It follows from (2.2) that B − x 6' C4, so we can assume without
loss of generality that Y = {u, v, x, y} and hence (y x u)B and (v y x)B hold
by (2.1). Moreover, since B−x ' P4, (u v y z)B or (u v z y)B is true. However,
in case of (u v z y)B, (v z y)B and (v y x)B would lead to the contradiction
(z y x)B by f.r.p., hence, (u v y z)B holds and in particular,
(v y z)B (2.4)
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K2,3 R45,1
2
S45
Figure 10: Spanner graphs of 5-point quasilinear betweenness structures
must be true. Now, there are two cases to consider.
Case 1.4.1: B − y ' C4.
In this case, relations (z x u)B and (v z x)B hold. However, (v z x)B and (2.4)
imply (y z x)B by f.r.p., which is impossible for T is a triangle.
Case 1.4.2: B − y ' P4.
Now, (x u v z)B holds. However, (x v z)B and (2.4) leads to a contradiction
again.
In summary, we obtain that the quasilinear betweenness structures on 5
points are exactly the ones induced by the graphs listed in Figure 10.
Case 2. In this case, n = 6, X = {u, v, w, x, y, z} and there are two triangles
in B that intersect in one vertex: T = {x y z} and R = {x u v} (see
Figure 8b). Now, B−x is a linear betweenness structure of order 5, therefore,
it is ordered by Proposition 1. Further, B − y, B − z, B − u and B − v
are quasilinear betweenness structures of order 5, hence, they are induced
by one of the 5-vertex graphs in Figure 10. However, the spanner graph
cannot be isomorphic to K2,3 because each substructure in question intersect
the ordered substructure B − x in 4 points and thus has a 4-point ordered
substructure itself.
Consider now B−v. Because of the argument above, it is induced by either
R45,1 or S45 . As (B− v)−x must be ordered, we can determine the position of
x in the spanner graph of B−v up to symmetry. After that, y and z must be
the two uniquely determined vertices for which {x, y, z} forms a triangle (y
and z are in symmetric position in B, so they are interchangeable). Finally,
we can place u and w in two possible ways. There are four cases altogether
shown in Figure 11.
Case 2.1. The ordering of B−x is an extension of the ordering of (B−x)−v =
[u, y, w, z]. Let i denote the position of v in this extended ordering.
Case 2.1.1: i = 1.
(v u x)B−x∧ (u x w)B−v f.r.p.⇒ (v u x)B, which is impossible since R = {x, u, v}
was a triangle.
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Figure 11: Cases 2.1-2.4. in the proof of Lemma 5
Case 2.1.2: i = 2.
(x u y)B−v ∧ (u v y)B−x f.r.p.⇒ (x u v)B  
Case 2.1.3: i = 3.
As the triple {v, x, z} is collinear, so one of the following cases hold:
• Case 2.1.3.1: (v x z)B;
• Case 2.1.3.2: (x v z)B;
• Case 2.1.3.3: (x z v)B.
Case 2.1.3.1. (v x z)B ∧ (u v z)B−x f.r.p.⇒ (u v x)B  
Case 2.1.3.2. (x v z)B ∧ (u x z)B−v f.r.p.⇒ (u x v)B  
Case 2.1.3.3. (x z v)B ∧ (x w z)B−v f.r.p.⇒ (w z v)B, contradicting (v w z)B−x.
Case 2.1.4: i = 4.
(u w v)B−x ∧ (u x w)B−v f.r.p.⇒ (u x v)B  
Case 2.1.5: i = 5.
(u w v)B−x ∧ (u x w)B−v f.r.p.⇒ (u x v)B  
Case 2.2. Similarly to the previous case, B−x is an extension of the ordering
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of (B − x) − v = [w, y, u, z]. Let i denote the position of v in this extended
order.
Case 2.2.1: i = 1.
(v w u)B−x ∧ (w x u)B−v f.r.p.⇒ (v x u)B  
Case 2.2.2: i = 2.
As the triple {v, x, z} is collinear, one of the following cases hold:
• Case 2.2.2.1: (v x z)B;
• Case 2.2.2.2: (x v z)B;
• Case 2.2.2.3: (x z v)B.
Case 2.2.2.1. (v x z)B ∧ (x u z)B−v f.r.p.⇒ (v x u)B  
Case 2.2.2.2. (x v z)B ∧ (v u z)B−x f.r.p.⇒ (x v u)B  
Case 2.2.2.3. (x z v)B ∧ (x u z)B−v f.r.p.⇒ (x u v)B  
Case 2.2.3: i = 3.
(y u x)B−v ∧ (y v u)B−x f.r.p.⇒ (v u x)B  
Case 2.2.4: i = 4.
(x u z)B−v ∧ (u v z)B−x f.r.p.⇒ (x u v)B  
Case 2.2.5: i = 5.
(w u v)B−x ∧ (w x u)B−v f.r.p.⇒ (x u v)B  
Case 2.3. Similarly to the previous cases, B−x is an extension of the ordering
of (B − x) − v = [u, y, w, z]. Let i denote the position of v in this extended
order.
Case 2.3.1: i = 1.
(v u z)B−x ∧ (u x z)B−v f.r.p.⇒ (v u x)B  
Case 2.3.2: i = 2.
(x u y)B−v ∧ (u v y)B−x f.r.p.⇒ (x u v)B  
Case 2.3.3: i = 3.
(x u w)B−v ∧ (u v w)B−x f.r.p.⇒ (x u v)B  
Case 2.3.4: i = 4.
As the triple {v, x, y} is collinear, one of the following cases hold:
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• Case 2.3.4.1: (v x y)B;
• Case 2.3.4.2: (x v y)B;
• Case 2.3.4.3: (x y v)B.
Case 2.3.4.1. (v x y)B ∧ (x u y)B−v f.r.p.⇒ (v x u)B  
Case 2.3.4.2. (x v y)B ∧ (x y w)B−v f.r.p.⇒ (v y w)B, contradicting (y w v)B−x.
Case 2.3.4.3. (x y v)B ∧ (x u y)B−v f.r.p.⇒ (x u v)B  
Case 2.3.5: i = 5.
(u z v)B−x ∧ (u x z)B−v f.r.p.⇒ (u x v)B  
Case 2.4. Similarly to the previous cases, B−x is an extension of the ordering
of (B − x) − v = [w, y, u, z]. Let i denote the position of v in this extended
order.
Case 2.4.1: i = 1.
As the triple {v, x, y} is collinear, one of the following cases hold:
• Case 2.4.1.1: (v x y)B;
• Case 2.4.1.2: (x v y)B;
• Case 2.4.1.3: (x y v)B.
Case 2.4.1.1. (v x y)B ∧ (v y u)B−x f.r.p.⇒ (v x u)B  
Case 2.4.1.2. (x v y)B ∧ (x y u)B−v f.r.p.⇒ (x v u)B  
Case 2.4.1.3. (x y v)B ∧ (x w y)B−v f.r.p.⇒ (w y v)B, contradicting (v w y)B−x.
Case 2.4.2: i = 2.
(x w u)B−v ∧ (w v u)B−x f.r.p.⇒ (x v u)B  
Case 2.4.3: i = 3.
(x y u)B−v ∧ (y v u)B−x f.r.p.⇒ (x v u)B  
Case 2.4.4: i = 4.
(u z x)B−v ∧ (u v z)B−x f.r.p.⇒ (u v x)B  
Case 2.4.5: i = 5.
As the triple {v, x, y} is collinear, one of the following cases hold:
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• Case 2.4.5.1: (v x y)B;
• Case 2.2.5.2: (x v y)B;
• Case 2.2.5.3: (x y v)B.
Case 2.4.5.1. (v x y)B ∧ (x w y)B−v f.r.p.⇒ (v w y)B, contradicting (w y v)B−x.
Case 2.4.5.2. (x v y)B ∧ (y u v)B−x f.r.p.⇒ (x v u)B  
Case 2.4.5.3. (x y v)B ∧ (y u v)B−x f.r.p.⇒ (x u v)B  
Case 3. In this case, n = 6, X = {u, v, w, x, y, z} and there are two, disjoint
triangles in B: T = {x, y, z} and R = {u, v, w} (see Figure 8c). Now, for any
point p ∈ X, B − p is a quasilinear betweenness structure of order 5.
Case 3.1: B contains an ordered substructure on 4 points.
We can suppose without loss of generality that (B−x)−u is an ordered sub-
structure. We know from Case 1 that there are two betweenness structures,
R45,1 and S45 , of order 5 that contain an ordered substructure on 4 points.
Thus, considering B − x and B − u, there are three cases up to symmetry:
• Case 3.1.1 B − x ' B − u ' R45,1;
• Case 3.1.2 B − x ' R45,1, B − u ' S45 ;
• Case 3.1.3 B − x ' B − u ' S45 .
Case 3.1.1. Since R is a triangle and (B− x)− u is ordered, we can suppose
without loss of generality that B − x is induced by the corresponding graph
shown in Figure 12a. Similarly, as (B− u)− x is ordered, T is a triangle and
(y v z w)B−x holds by the previous argument, B− u must be induced by the
corresponding graph shown in Figure 12a. Next, observe the following.
Claim 16
1. (x y u)B ⇔ (x v u)B ⇔ (x z u)B ⇔ (x w u)B;
2. ¬(y x u)B ∧ ¬(x u v)B ∧ ¬(z x u)B ∧ ¬(x u w)B.
Proof.
1. From Part 1 we only show that (x y u)B ⇔ (x v u)B. Equivalences
(x v u)B ⇔ (x z u)B and (x z u)B ⇔ (x w u)B can be proved in a similar
way.
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Figure 12: Cases 3.1.1-3.1.3 in the proof of Lemma 5
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Relations (x y u)B and (x v y)B−u imply (x v u)B by f.r.p. Conversely,
(x v u)B and (v y u)B−x imply (x y u)B.
2. From Part 2 we prove ¬(y x u)B as an example. Relation (y u z)B−x
holds, so (y x u)B would imply (y x z)B by f.r.p., a contradiction. 
Now, if all of the four betweennesses in Part 1 of Claim 16 hold, then with
the 14 betweennesses from B−x and B−u, we have altogether 18 non-trivial
betweennesses that form a betweenness structure isomorphic to A26.
Otherwise, Part 2 of Claim 16 yields (x u y)B, (u x v)B, (x u z)B and
(u x w)B because the underlying triples must be collinear. Now, with the
14 betweennesses from B − x and B − u, we have altogether 18 non-trivial
betweennesses that form a betweenness structure isomorphic to A36
Case 3.1.2. As R = {u, v, w} is a triangle and (B−x)−u is ordered, we can
assume without loss of generality that B−x is induced by the corresponding
graph in Figure 12b. Similarly, as (B − u) − x is ordered and (y v z w)B−x
holds by the previous argument, B−u is induced by the corresponding graph
in Figure 12b.
Observe that (B − x)− y is induced by a star and (B − u)− y is induced
by a path, hence, we obtain from (x w z v)B−u that
B − y ' R45,1
and its adjacency graph is the one shown in Figure 12b. Finally, (u x w)B−y
and (y u w)B−x imply (y u x)B by f.r.p. Together with the 17 betweennesses
from B−x, B−u and B−y, we have altogether 18 non-trivial betweennesses
that form a betweenness structure isomorphic to A26.
Case 3.1.3. As R is a triangle and (B − x) − u is ordered, we can suppose
without loss of generality that the first graph in Figure 12c induces B − x.
Similarly, as (B − u)− x is ordered and (y v z w)B−x holds by the previous
argument, B − u is induced by the corresponding graph in Figure 12c. It is
also true that
B − y ' S45 ,
otherwise we would be back to Case 3.1.2. Now, because of (x w z v)B−u,
B − y is induced by the third graph in Figure 12c. Finally, (y u w)B−x and
(u x w)B−y imply (y u x)B by f.r.p. Together with the 17 betweennesses from
B − x, B − u and B − y, we have 18 non-trivial betweennesses that form a
betweenness structure isomorphic to A16 ' C6.
Case 3.2: B does not contain any ordered substructures on 4 points.
In this case, for all p ∈ X,
B − p ' B(K2,3).
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Figure 13: Cases 1-3 in the proof of Claim 3
and the unique triangle must be the class of size 3 of K2,3. Thus, we can
determine the spanner graphs of all the substructures B − p, p ∈ X, from
which we obtain all betweennesses of B. It follows that B is isomorphic to
A46 ' B(K3,3).
To summarize Case 3, B is induced by a graph isomorphic to one of the
6-vertex graphs in Figure 3.
Case 4. In this case, n = 7, X = {p, u, v, w, x, y, z} and there are three
triangles in B that intersect in one point: {x, y, z}, {x, u, v} and {x, p, w}
(see Figure 8d). Now, B − y is a quasilinear betweenness structure of order
6 with two triangles intersecting in 1 point, hence, it belongs to Case 2.
However, we have already shown that Case 2 is impossible. 
3 Proof of Claim 3
Suppose to the contrary that H(B) is not a tight star. Then clearly |R ∩
T | = 1. Let x, y, z, u and v be the points of B such that R = {x, u, v} and
T = {x, y, z}. Since B is regular by assumption, B − x must be ordered, so
one of the following cases hold up to symmetry:
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• Case 1: (u v y z)B;
• Case 3: (u y z v)B;
• Case 2: (u y v z)B.
Before we analyze these cases, observe that for any point p 6= x, B − p is
a quasilinear betweenness structure on 4 points, thus, it is induced by one of
the two 4-vertex graphs in Figure 3. Further, notice that each betweenness
of A14 has its middle point outside of the unique triangle.
Case 1. Since T is the only triangle of B − u and (v y z)B holds by the
case’s assumption, B − u must be induced by the graph in Figure 13a and
consequently, (v x z)B−u holds. However, this and (u v z)B imply (u v x)B
by f.r.p., in contradiction with R being a triangle.
Case 2. Similarly to the previous case, B−u is induced by the corresponding
graph in Figure 13b, so (y x v)B−u holds. However, this and (u y v)B imply
(u x v)B by f.r.p. in contradiction with R being a triangle.
Case 3. As (u v z)B holds by the case’s assumption, B − y and B − v must
be induced by the corresponding graphs in Figure 13c and thus (x z v)B−y
and (x u y)B−v hold. From these betweennesses and the case’s assumption,
we obtain that B − u and B − z are induced by the corresponding graphs in
Figure 13c. But now, (x y v)B−u contradicts (x v y)B−z. 
4 Proof of Claim 15
For six distinct points p1, p2, p3, p4, p5, p6, letR46,1(p1, p2; p3, p4, p5, p6),R46,2(p1,
p2; p3, p4, p5, p6) and S46 (p1, p2; p3, p4, p5, p6) denote the betweenness structures
induced by the graphs shown in Figure 14.
Case 1. It is clear that H˜1 is metrizable as H(T7,1) ' H˜1. Next, let A be a
betweenness structure such that H(A) = H˜1 and label the points of H˜1 as
in Figure 6a. We show that A ' T7,1.
It can be easily seen that A−x, A−w, A−y and A−z are all quasilinear
betweenness structures of order 6 and their triangle hypergraphs are tight
starts, hence, they are isomorphic to either R46,1, R46,2 or S46 by Lemma 4.
Observe the following.
Observation 5 Let B ∈ B(6, 2) be a betweenness structure on ground set
X = {p1, p2, p3, p4, p5, q} such that (p1 p2 p3 p4 p5)B holds and H(B) is a
tight star with kernel K = {pi, q}. Then
14
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S46(p1, p2; p3, p4, p5, p6)
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p1 p2
Figure 14: Vertex-labeled spanner graphs of quasilinear betweenness struc-
tures on 6 points. The kernel of each triangle hypergraph is encircled by
dashed line.
1. i = 1⇒ B = S46 (p1, q; p2, p3, p4, p5);
2. i = 2⇒ B = R46,1(q, p2; p1, p3, p4, p5);
3. i = 3⇒ B = R46,2(q, p3; p1, p2, p4, p5).
(Cases i = 4 and i = 5 can be obtained by symmetry.)
Suppose first that one of the betweenness structuresA−q′, q′ ∈ {x, y, z, w}
is isomorphic to R46,1. We may assume that q′ = x. Then
A− x = R46,1(y, z; p3, p4, p5, p6)
where
{p3, p4} = {u,w} and {p5, p6} = {p, v},
so there are four possibilities.
If A− x = R46,1(y, z;w, u, p, v), then (w z u p v)A holds, hence, A− y =
S46 (w, x; z, u, p, v) by Observation 5. Further, since {y, z} = ker(H(A − w))
and (y u p v)A−x and (z u p v)A−x hold, A−w must be R46,1(y, z;x, u, p, v).
Now, (x u p)A−w holds in contradiction with (u p x)A−y.
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IfA−x = R46,1(y, z;w, u, v, p), then similarly to the previous case,A−y =
S46 (w, x; z, u, v, p) and A− w = R46,1(y, z;x, u, v, p), which contradict on the
triple {u, p, x}.
If A− x = R46,1(y, z;u,w, p, v), then A− y must be R46,2(x,w;u, z, p, w),
which contradicts the fact that {x,w, p} is a triangle.
Lastly, we show that if A − x = R46,1(y, z;u,w, v, p), then A ' T7,1.
It is easy to see by Observation 5 that A − y = R46,2(x,w;u, z, v, p) and
A− z = R46,2(x,w;u, y, v, p). Both implies that A−w = R46,1(y, z;u, x, v, p).
These substructures are consistent with one another and cover all collinear
triples of A. It is easy to see now that A is induced by the vertex-labeled
T6,1 in Figure 7a.
Next, suppose that none of the betweenness structures A − q′, q′ ∈
{x, y, z, w} is isomorphic to R46,1, but one of them, for example A − x, is
isomorphic to R46,2. Then
A− x = R46,2(y, z; p3, p4, p5, p6)
where
{p3, p6} = {p, v} and {p4, p5} = {u,w},
so, there are two possibilities up to symmetry. If A−x = R46,2(y, z; p, u, w, v),
then A− y = R46,1(x,w; v, z, u, p), while if A− x = R46,2(y, z; p, w, u, v), then
A−y = R46,1(x,w; p, z, u, v) by Observation 5. In both cases,A−y contradicts
our previous assumption on A− q′.
Finally, suppose that all of the betweenness structures A − q′, q′ ∈
{x, y, z, w} are isomorphic to S46 . Then
A− x = S46 (y, z; p3, p4, p5, p6)
where
{p3, p6} = {u,w} and {p4, p5} = {p, v},
so there are two possibilities up to symmetry. If A− x = S46 (y, z;u, p, v, w),
then A − y = R46,1(x,w; z, v, p, u), while if A − x = S46 (y, z;u, v, p, w), then
A−y = R46,1(x,w; z, p, v, u) by Observation 5. In both cases,A−y contradicts
our previous assumption on A− q′.
In summary, we can conclude that A ' T7,1.
Case 2. Suppose to the contrary that H˜2 is metrizable and let A be a be-
tweenness structure such that H(A) = H˜2. Label the points of H˜2 as in
Figure 6b. Notice that both A − x and A − q are a quasilinear between-
ness structures with 2 triangles that form a tight star. The next observation
follows from Theorem 1.
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Observation 6 Let A be a quasilinear betweenness structure of order n ≥ 6
such that H(A) is a tight star. Then there is exactly one cyclic line in A and
it contains ker(H(A)).
We obtain from Observation 6 that there is exactly one cyclic line Lx in
A− x, and it contains the kernel {y, z}. Further, Lx does not contain p or q
because {y, z, p} and {y, z, q} are triangles. Hence, Lx is a cyclic line in A−q
as well that does not contain p, contradicting Observation 6.
Case 3. Suppose to the contrary that H˜3 is metrizable and let A be a be-
tweenness structure such that H(A) = H˜3. Label the points of H˜3 as in
Figure 6c. Observe that A− x and A− z are quasilinear betweenness struc-
tures on 6 points with 2 triangles that form a tight star, hence, they are
isomorphic to either R46,1, R46,2 or S46 .
If A − x ' R46,1, then we can assume by symmetry that A − x =
R46,1(y, z;u, v, p, q). It is also easy to see by Observation 5 thatA−z = R46,1(y,
x;u, v, p, q), from which (y u x)A follows. This is, however, impossible as
{u, x, y} was a triangle.
Next, if A − x ' R46,2, then we can assume by symmetry that A − x =
R46,2(y, z; p, u, v, q). It is easy to see that A − z = R46,2(y, x; p, u, v, q) by
Observation 5, from which the contradiction (y u x)A follows again.
Finally, if A − x ' S46 , then we can assume by symmetry that A −
x = S46 (y, z;u, p, q, v). Now, we obtain from Observation 5 that A − z =
S46 (y, x;u, p, q, v), from which (u y x)A follows, leading to a contradiction
again. 
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