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Abstract
Varchenko introduced a distance function on chambers of hyperplane arrangements that
he called quantum bilinear form. That gave rise to a determinant, indexed by those
chambers, whose entry in position (C,D) is the distance between C and D: that is the
Varchenko determinant. His purpose was to show that the Varchenko determinant has a
nice factorization. Aguiar and Mahajan defined later a generalization of the quantum bi-
linear form, and showed that, for central hyperplane arrangements, the determinant given
rise by their distance function has also a nice factorization. We aim to prove that, for
arbitrary hyperplane arrangements, the determinant given rise by that generalized quan-
tum bilinear form has a nice factorization. Moreover, we prove that, if the determinant
is indexed by the chambers of apartments, then it also has a nice factorization.
Keywords: Hyperplane Arrangement, Tits Monoid, Determinant
MSC Number: 05B20, 52C35
1 Introduction
In 1993, Varchenko introduced a determinant defined from hyperplane arrangements, and
bearing his name [9, § 1]. However, that determinant already appeared in 1990 in their
article with Schechtman in the implicit form of the determinant of a symmetric bilinear
form on a Verma module over a C-algebra [8, § 1]. Denham and Hanlon studied some
algebraic properties of the Varchenko matrix like the connection between its Smith normal
form for special matrix coefficients and the Betti numbers of its complexified hyperplane
arrangement [2, Theorem 3.3], and also its determinant but through a factorization and only
for central hyperplane arrangements [2, § 5]. Hanlon and Stanley computed the nullspace
of the Varchenko matrix of braid arrangements [4, Theorem 3.3]. Note that its determinant
plays a key role to prove the realizability of variant models of quon algebras in quantum
mechanics like a deformed quon algebra [6, Theorem 4.2], and a multiparametric quon algebra
[7, Proposition 2.1]. The quon algebra is an approach to particle statistics in order to provide
a theory in which the Pauli exclusion principle and Bose statistics are violated.
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Definition 1.1. Let a1, . . . , an, b ∈ R such that (a1, . . . , an) 6= (0, . . . , 0). A hyperplane in
Rn is a (n− 1)-dimensional affine subspace
H :=
{
(x1, . . . , xn) ∈ Rn
∣∣ a1x1 + · · ·+ anxn = b}.
A hyperplane arrangement is a finite set of hyperplanes in Rn.
To every hyperplane H in Rn can be associated two connected open half-spaces H+ and H−
such that H+ unionsqH0 unionsqH− = Rn and H+ ∩H− = H0, letting H0 := H.
Definition 1.2. A face of a hyperplane arrangement A in Rn is a nonempty subset F in Rn
having the form
F :=
⋂
H∈A
HH(F ) with H(F ) ∈ {+, 0,−}.
Denote the set formed by the faces of A by FA.
The set FA is a poset with partial order  defined, for F,G ∈ FA, by
F  G ⇐⇒ ∀H ∈ A : H(F ) 6= 0 ⇒ H(F ) = H(G).
Definition 1.3. The sign sequence of a face F ∈ FA is A(F ) :=
(
H(F )
)
H∈A.
Definition 1.4. A chamber of a hyperplane arrangement A is a face in FA whose sign
sequence contains no 0. Denote the set formed by the chambers of A by CA.
Assign a variable hεH , ε ∈ {+,−}, to every half-space Hε, H ∈ A. We work with the
polynomial ring RA := Z
[
hεH
∣∣ ε ∈ {+,−}, H ∈ A] in variables hεH . For two chambers
C,D ∈ CA, the set of half-spaces containing C but not D is
HC,D :=
{
HH(C)
∣∣ H ∈ A, H(C) = −H(D)}.
Definition 1.5. The distance function v : CA × CA → RA of Aguiar and Mahajan is
defined by
v(C,C) = 1 and v(C,D) =
∏
Hε∈HC,D
hεH if C 6= D.
The quantum bilinear form is the distance function v with the restriction h+H = h
−
H .
Definition 1.6. The Varchenko determinant of a hyperplane arrangementA is ∣∣v(D,C)∣∣
C,D∈CA .
Definition 1.7. The centralization of a hyperplane arrangement A to a face F ∈ FA \CA
is the hyperplane arrangement AF defined by AF := {H ∈ A | F ⊆ H}.
The weight of a face F ∈ FA \ CA is the monomial bF ∈ RA defined by
bF :=
∏
H∈AF
h+H h
−
H ∈ RA.
The multiplicity of a face F ∈ FA \ CA is the integer
βF :=
#{C ∈ CA | C ∩H = F}
2
,
where H ∈ AF , and we will see in Section 5 that βF is independent of the chosen H.
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Here is the first main result of this article.
Theorem 1.8. Let A be a hyperplane arrangement. Then,∣∣v(D,C)∣∣
C,D∈CA =
∏
F∈FA\CA
(1− bF )βF .
Varchenko is the first to compute that determinant in 1993 when the distance function is
the quantum bilinear form [9, Theorem 1.1]. Recall that a hyperplane arrangement A is
central if
⋂
H∈A
H 6= ∅. In 2017, Aguiar and Mahajan computed that determinant for the
case of central hyperplane arrangements [1, Theorem 8.11]. The year after, Pfeiffer and
Randriamaro computed that determinant for Coxeter arrangements [5, Theorem 1.1].
Definition 1.9. Let K be a subset of a hyperplane arrangement A. An apartment of A is
a chamber of K. Denote the set formed by the apartments of A by KA.
Definition 1.10. Consider an apartment K ∈ KA. The sets formed by the faces and the
chambers in K are respectively FKA := {F ∈ FA | F ⊆ K} and CKA := CA ∩ FKA .
Definition 1.11. The Varchenko determinant of a hyperplane arrangement A restricted to
an apartment K is
∣∣v(D,C)∣∣
C,D∈CKA
.
Here is the second main result of this article.
Theorem 1.12. Let A be a hyperplane arrangement, and K ∈ KA. Then,∣∣v(D,C)∣∣
C,D∈CKA
=
∏
F∈FKA \CKA
(1− bF )βF .
Aguiar and Mahajan computed that determinant for the case of central hyperplane arrange-
ments [1, Theorem 8.12]. And Gente computed that determinant when K is an apartment
generated by a central hyperplane arrangement and the distance function is the quantum
bilinear form [3, Theorem 4.5].
Consider the example of the hyperplane arrangement {H1, H2, H3, H4} in Figure 1. Its
Varchenko determinant restricted to the apartment H−1 is∣∣∣∣∣∣∣∣∣∣∣∣
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= (1−h+2 h−2 )2 (1−h+3 h−3 )2 (1−h+4 h−4 )3.
This article is structured as follows: We generalize the Tits monoid to arbitrary hyperplane
arrangements in Section 2, and compute the Euler characteristics of CW complexes associated
to hyperplane arrangements in Section 3. Those results are used to generalize a Witt identity
to arbitrary hyperplane arrangements in Section 4. Finally, we use the two provided Witt-
identity generalizations to prove Theorem 1.8 and Theorem 1.12 in Section 5.
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Figure 1: The Faces of {H1, H2, H3, H4}
2 A Tits-Monoid Generalization
It is known that, for a central hyperplane arrangement A, the set FA is a monoid [1, § 1.4.2],
called Tits monoid, whose product is defined by: If F,G ∈ FA, then FG is the face in FA
such that, for every H ∈ A, H(FG) :=
{
H(F ) if H(F ) 6= 0,
H(G) otherwise.
We extend the Tits monoid to arbitrary hyperplane arrangements in Rn.
Proposition 2.1. Let A be a hyperplane arrangement in Rn, and two faces F,G ∈ FA. Then,
there exists a unique face K ∈ FA such that, for every H ∈ A,
H(K) =
{
H(F ) if H(F ) 6= 0,
H(G) otherwise.
Proof. Define a path p : [0, 1] → Rn from x ∈ F to y ∈ G by p(t) := (1 − t)x + ty. It is
a homeomorphism between [0, 1] and [x, y] := p
(
[0, 1]
)
. There exist F1, . . . , Fk ∈ FA \ {F},
with Fk = G, such that
• ∀i ∈ [k] : Fi ∩ [x, y] 6= ∅,
• [x, y] = (F ∩ [x, y]) unionsq
⊔
i∈[k]
(Fi ∩ [x, y]),
• and ∀i, j ∈ [k] : i < j ⇒ sup p−1(Fi ∩ [x, y]) < inf p−1(Fj ∩ [x, y]).
If F1 ≺ F , then
∀H ∈ A : H(F ) = 0 ⇒ H(G) = 0.
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We deduce that F is the face K ∈ FA such that H(K) =
{
H(F ) if H(F ) 6= 0,
H(G) otherwise
.
Otherwise, F1  F . So, F ⊆ F1, which means ∀H ∈ A : H(F ) 6= 0 ⇒ H(F1) = H(F ).
Hence,
∀H ∈ A, H(F ) = 0 : H(G) = H(F1).
We deduce that F1 is the face K ∈ FA such that H(K) =
{
H(F ) if H(F ) 6= 0,
H(G) otherwise
.
Corollary 2.2. Let A be a hyperplane arrangement. The set FA is a monoid whose product
is the multiplication FG = K defined in Proposition 2.1.
3 The Euler Characteristic
We compute the Euler characteristics of special subsets relative to hyperplane arrangements.
Although the calculations are relatively simple, we mention the results as they are used later.
The m–ball Bm consists of a point if m = 0, otherwise Bm := {x ∈ Rm | ‖x‖ < 1}. A m–cell
is a topological space homeomorphic to Bm. The dimension of a m–cell is defined to be m.
Let X be a Hausdorff topological space, and assume that it is represented as a disjoint union
of cells eα, α ∈ A. Recall that the pair
(
X, {eα}α∈A
)
is a CW complex if the following two
conditions are satisfied:
1. If dim eα = m, there exists a continuous map fα : Bm → X such that
• the restriction of fα to Bm is a homeomorphism onto eα,
• fα(∂Bm) is a union of finitely many cells of dimension less than m.
2. A subset Y ⊆ X is closed in X if and only if Y ∩ eα is closed for any α.
Definition 3.1. The Euler characteristic of a CW complex
(
X, {eα}α∈A
)
is
χ(X) :=
∑
α∈A
(−1)dim eα .
A polyhedron of a hyperplane arrangement A is a union of faces in FA which is connected.
We precisely investigate CW complexes
(
P, {F ∈ FA | F ⊆ P}
)
, where P is a polyhedron A.
Let C˘A be the set formed by the bounded chambers of a hyperplane arrangement A. We
distinguish three types of unbounded chambers C ∈ CA \ C˘A according to their frontiers:
1. if ∂C is homeomorphic to Bn−1, we say that C is of type 1, and write C ∈ C(1)A ,
2. if ∂C is homeomorphic to ∂Bn−1 × R, we say that C is of type 2, and write C ∈ C(2)A ,
3. if ∂C is homeomorphic to ∂B1 ×Rn−1, we say that C is of type 3, and write C ∈ C(3)A .
In Figure 2, C1, C2, C3 are chambers of type 2, and the remaining chambers are of type 1.
Chambers of type 3 are those whose frontiers are two parallel hyperplanes.
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Figure 2: Chambers of Types 1 and 2
Lemma 3.2. Let A be a hyperplane arrangement in Rn, and C ∈ CA. Then,
χ(C) =

1 if C ∈ C˘A,
0 if C ∈ C(1)A ,
−1 if C ∈ C(2)A ,
(−1)n−1 if C ∈ C(3)A .
Proof. If C ∈ C˘A, then C is homotopy equivalent to a point, and χ(C) = 1.
(1) If C ∈ C(1)A , χ(C) = χ(C) + χ(∂C) = χ(Bn) + χ(Bn−1) = (−1)n + (−1)n−1 = 0.
(2) If C ∈ C(2)A , divide C in two chambers C1 and C2 of type 1 by adding a bounded (n− 1)–
dimensional cell P in C. Then,
χ(C) = χ(C1) + χ(C2)− χ(C1 ∩ C2) = −χ(C1 ∩ C2) = −χ(P ) = −1.
(3) If C ∈ C(3)A , χ(C) = χ(C) + χ(∂C) = χ(Bn) + 2χ(Bn−1) = (−1)n−1.
Definition 3.3. Let A be a hyperplane arrangement in Rn. A panel of a chamber C ∈ CA
is a face F ∈ FA \ CA such that F ⊆ C and dimF = n − 1. Denote the set formed by the
panels of C by PC .
Lemma 3.4. Let A be a hyperplane arrangement in Rn, C ∈ CA, and {Fj}j∈J a nonempty
set formed by panels of C such that {Fj}j∈J 6= PC , and, if #J > 1,
∀j ∈ J, ∃k ∈ J \ {j} : dimFj ∩ Fk = n− 2.
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Then,
χ
(
C \
⋃
j∈J
Fj
)
=

−1 if C ∈ C(1)A and
⋃
j∈J
Fj is bounded,
0 otherwise.
Proof. If C ∈ C˘A, then
⋃
j∈J
Fj is homotopy equivalent to a point.
(1) Suppose that C ∈ C(1)A .
• If
⋃
j∈J
Fj is bounded, then it is homotopy equivalent to a point.
• Otherwise, int
( ⋃
j∈J
Fj
)
is homeomorphic to Bn−1 while ∂
⋃
j∈J
Fj to B
n−2.
(2) If C ∈ C(2)A , then C \
⋃
j∈J
Fj is homeomorphic to the closure of a chamber of type 1.
(3) If C ∈ C(3)A , there is a hyperplane H such that C \
⋃
j∈J
Fj = C unionsqH.
4 Two Witt-Identity Generalizations
We extend a Witt identity [1, Proposition 7.30] to arbitrary hyperplane arrangements.
Definition 4.1. A nested face of a hyperplane arrangement A is a pair (F,G) of faces in
FA such that F ≺ G.
For a nested face (F,G), define the set of faces F
(F,G)
A := {K ∈ FA | F  K  G}.
Lemma 4.2. Let A be a hyperplane arrangement in Rn, D ∈ CA, and (A,D) a nested face.
Then, CA has a chamber D˜A whose sign sequence is defined, for every H ∈ A, by
H(D˜A) =
{
−H(D) if H(A) = 0,
H(A) otherwise.
Proof. Take two points x ∈ D, and y ∈ A. From x, the ray {x(1 − t) + yt ∣∣ t ∈ R≥0}
successively meets the chamber D, the face A, and another-first chamber C:
• if H ∈ AA, then H(C) = −H(D),
• else, H(C) = H(D) = H(A).
Definition 4.3. Let A be a hyperplane arrangement, and cA := min{dimF | F ∈ FA}. The
rank of a face F ∈ FA is rkF := dimF − cA.
Assign a variable xC to each chamber C ∈ CA.
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Proposition 4.4. Let A be a hyperplane arrangement in Rn, D ∈ CA, and (A,D) a nested
face. Then, ∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC = (−1)rkD
∑
C∈CA
AC=D˜A
xC .
Proof. We have
∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC =
∑
C∈CA
( ∑
F∈F (A,D)A
FC=D
(−1)rkF
)
xC . Note that
F
(A,D)
A =
{
F ∈ FA | F  D, A\AA(F ) = A\AA(A)
}
.
• If AA(C) = AA(D˜A), then
∑
F∈F (A,D)A
FC=D
(−1)rkF = (−1)rkD.
Define the bijection b : {F ∈ FA | A  F} → FAA such that AA
(
b(F )
)
= AA(F ).
• If AA(C) = AA(D), then∑
F∈F (A,D)A
FC=D
(−1)rkF = (−1)−cA
∑
F∈F (A,D)A
(−1)dimF
= (−1)cA
∑
F∈b
(
F
(A,D)
A
)(−1)dimF
= (−1)cAχ
(
b(D)
)
= 0 from Lemma 3.2 as b(D) is a chamber of type 1.
• The case AA(C) /∈
{
AA(D), AA(D˜A)
}
remains. That condition imposes #AA > 1.
Assume that, for every H ∈ AA, H(D) = +, and define the hyperplane arrangement
ACA := {H ∈ AA | H(C) = −}. Remark that if #ACA > 1, then
∀H ∈ ACA, ∃H ′ ∈ ACA \ {H} : dimH ∩H ′ = n− 2.
We obtain,∑
F∈F (A,D)A
FC=D
(−1)rkF = (−1)−cA
∑
F∈F (A,D)A
∀H∈ACA: H(F )=+
(−1)dimF
= (−1)cA
∑
F∈b
(
F
(A,D)
A
)
∀H∈ACA: H(F )=+
(−1)dimF
= (−1)cAχ
(
b(D) \
⋃
H∈ACA
b(D) ∩H
)
= 0 using Lemma 3.4 with
⋃
H∈ACA
b(D) ∩H unbounded.
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So
∑
F∈F (A,D)A
(−1)rkF
∑
C∈CA
FC=D
xC = (−1)rkD
∑
C∈CA
AA (C)= AA (D˜A)
xC = (−1)rkD
∑
C∈CA
AC=D˜A
xC .
The set of faces composing the closure of a chamber D ∈ CA is FD := {F ∈ FA | F  D}.
Proposition 4.5. Let A be a hyperplane arrangement in Rn, and D ∈ C˘A ∪ C(2)A ∪ C(3)A .
Then, ∑
F∈FD
(−1)rkF
∑
C∈CA
FC=D
xC =

(−1)cAxD if D ∈ C˘A,
(−1)1+cAxD if D ∈ C(2)A ,
(−1)cA+n−1xD if D ∈ C(3)A .
Proof. We have
∑
F∈FD
(−1)rkF
∑
C∈CA
FC=D
xC =
∑
C∈CA
( ∑
F∈FD
FC=D
(−1)rkF
)
xC . If C 6= D, define the
hyperplane arrangement AC,D := {H ∈ A | H(C) 6= H(D)}. Remark that if #AC,D > 1,
then
∀H ∈ AC,D, ∃H ′ ∈ AC,D \ {H} : dimH ∩H ′ = n− 2.
We obtain ∑
F∈FD
FC=D
(−1)rkF = (−1)cA
∑
F∈FD
∀H∈AC,D: H(F )6=0
(−1)dimF
= (−1)cAχ
(
D \
⋃
H∈AC,D
D ∩H
)
= 0 from Lemma 3.4.
If C = D, then
∑
F∈FD
FC=D
(−1)rkF = (−1)cAχ(D) =

(−1)cA if D ∈ C˘A,
(−1)1+cA if D ∈ C(2)A ,
(−1)cA+n−1 if D ∈ C(3)A .
5 The Varchenko Matrix
We prove the main results in this section. For that, we mainly use the extensions to arbitrary
hyperplane arrangements of the maps γA and m defined by Aguiar and Mahajan [1, § 8.4].
Lemma 5.1. Let A be a hyperplane arrangement in Rn, C,D ∈ CA, and F  C. Then,
v(C,D) = v(C,FD) v(FD,D).
Proof. From the proof of Proposition 2.1, we know that, if p(t) is the directed line-segment
from a point x ∈ F to a point y ∈ D, then FD is the first chamber F1 that p(t) meets.
• If F1 = C, then HC,F1 unionsqHF1,D = HC,C unionsqHC,D = HC,D.
• Else, if H1 = Supp(C ∩ F1), then
HC,F1 unionsqHF1,D =
{
H
H1 (C)
1
} unionsq {HH(F1) | H ∈ A, H(F1) = −H(D)} = HC,D.
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The module of RA–linear combinations of chambers in CA is MA :=
{ ∑
C∈CA
xCC
∣∣∣ xC ∈ RA}.
Let {C∗}C∈CA be the dual basis of the basis CA of MA. Define the linear map γA : MA →M∗A,
for a chamber D ∈ CA, by
γA(D) :=
∑
C∈CA
v(D,C)C∗.
For a nested face (A,D), where D is a chamber, let m(A,D) :=
∑
C∈CA
AC=D
v(D,C)C∗ ∈M∗A.
Define the extension ring BA :=
{
p∏
F∈FA\CA
(1− bF )kF
∣∣∣∣ p ∈ RA, kF ∈ N} of RA.
Proposition 5.2. Let A be a hyperplane arrangement in Rn, D ∈ CA, and (A,D) a nested
face. Then,
m(A,D) =
∑
C∈CA
xC γA(C) with xC ∈ BA.
Proof. The backward induction proof is inspired by a part of the proof of [1, Proposition 8.13].
We obviously have m(D,D) = γA(D). The generalized Witt identity in Proposition 4.4
applied to xC = v(D,C)C
∗ in addition to Lemma 5.1 yield∑
F∈F (A,D)A
(−1)rkFm(F,D) = (−1)rkD
∑
C∈CA
AC=D˜A
v(D,C)C∗ = (−1)rkD v(D, D˜A) m(A, D˜A).
Hence, m(A,D) − (−1)rkD−rkA v(D, D˜A) m(A, D˜A) =
∑
F∈F (A,D)A \{A}
(−1)rkF−rkA+1m(F,D).
We may now affirm that, by induction hypothesis, and using the same argument as in the
proof of [1, Proposition 8.13], we obtain the result.
Theorem 5.3. Let A be a hyperplane arrangement in Rn, and D ∈ CA. Then,
D∗ =
∑
C∈CA
xC γA(C) with xC ∈ BA.
Proof. Suppose first that D ∈ C˘A∪C(2)A ∪C(3)A . Applying xC = v(D,C)C∗ to Proposition 4.5,
we obtain ∑
F∈FD
(−1)rkFm(F,D) = λD∗ with λ ∈ {−1, 1}.
From Proposition 5.2, we conclude that D∗ =
∑
C∈CA
xC γA(C) with xC ∈ BA.
Suppose now that D ∈ C(1)A . Consider the hyperplane arrangement A′ = Aunionsq {H ′} such that
• H ′ divides D into two chambers Db ∈ C˘A′ ∪ C(2)A′ ∪ C(3)A′ and Du ∈ C(1)A′ ,
• for every C ∈ C˘A ∪ C(2)A ∪ C(3)A , H ′ ∩ C = ∅,
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• if C ′A is the set of chambers in CA cut by H ′, then, for every C ∈ CA \ C ′A, C ⊂ H ′+,
• if we denote by Cb and Cu the two chambers obtained from the cut of C ∈ C ′A by H ′,
then we assume that Cb ⊂ H ′+.
Then,
D∗b =
∑
C∈CA′
xC γA′(C) with xC ∈ BA′
D∗b =
∑
C∈CA\C′A
xC γA′(C) +
∑
C′∈C′A
(
xC′b γA′(C
′
b) + xC′u γA′(C
′
u)
)
D∗b −
∑
C∈CA\C′A
xC γA′(C)−
∑
C′∈C′A
xC′b γA′(C
′
b) =
∑
C′∈C′A
xC′u γA′(C
′
u).
Setting h+H′ = h
−
H′ = 0, we obtain
D∗b−
∑
C∈CA\C′A
xC γA′(C)−
∑
C′∈C′A
xC′b γA′(C
′
b) ∈
{ ∑
C∈CA\C′A
xC∗C
∗+
∑
C′∈C′A
xCb′∗Cb
′∗
∣∣∣ xC∗ , xCb′∗ ∈ BA},
and
∑
C′∈C′A
xC′u γA′(C
′
u) ∈
{ ∑
C′∈C′A
xCu′∗Cu
′∗
∣∣∣ xCu′∗ ∈ BA}. The only possibility is
D∗b −
∑
C∈CA\C′A
xC γA′(C)−
∑
C′∈C′A
xC′b γA′(C
′
b) =
∑
C′∈C′A
xC′u γA′(C
′
u) = 0.
Finally, replacing C ′b by C
′ for every C ′ ∈ C ′A, we conclude that
D∗b =
∑
C∈CA\C′A
xC γA(C) +
∑
C′∈C′A
xC′ γA(C ′) = D∗.
Definition 5.4. The Varchenko matrix of the hyperplane arrangement A is
VA :=
(
v(D,C)
)
C,D∈CA .
Proposition 5.5. Let A be a hyperplane arrangement in Rn. For every face F ∈ FA \ CA,
there is a nonnegative integer lF such that
detVA =
∏
F∈FA\CA
(1− bF )lF .
Proof. It is clear that VA is the matrix representation of γA. The determinant of VA is a
polynomial in RA with constant term 1, so VA is invertible. From Theorem 5.3, we know
that, for every chamber D ∈ CA, there exist xC ∈ BA such that D∗ =
∑
C∈CA
xCγA(C). Hence,
γ−1A (D
∗) =
∑
C∈CA
xC C with xC ∈ BA.
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As the matrix representation of γ−1A is V
−1
A , each entry of V
−1
A is then an element of BA. To
finish, note that V −1A =
adj(VA)
detVA
, where each entry of adj(VA) is a polynomial in RA. Then,
the only possibility is detVA has the form k
∏
F∈FA\CA
(1− bF )lF , with k ∈ Z. As the constant
term of detVA is 1, we deduce that k = 1.
Define the subring BKA :=
{
p∏
F∈FKA \CKA
(1− bF )kF
∣∣∣∣ p ∈ RA, kF ∈ N} of BA.
Definition 5.6. The Varchenko matrix restricted to an apartment K ∈ KA is
V KA :=
(
v(D,C)
)
C,D∈CKA
.
Proposition 5.7. Let A a hyperplane arrangement in Rn, and K ∈ KA. Then, for every
face F ∈ FKA \ CKA , there exists a nonnegative integer lF such that
detV KA =
∏
F∈FKA \CKA
(1− bF )lF .
Proof. Let K be the subset of A containing the hyperplanes H such that dimH ∩K = n− 1.
For every H ∈ K, set h+H = h−H = 0. Hence, v(D,C) = 0 whenever one of C or D is a chamber
in CKA but the other not. For every D ∈ CKA , and any nested face (A,D), define
γKA (D) :=
∑
C∈CKA
v(D,C)C∗ and mK(A,D) :=
∑
C∈CKA
AC=D
v(D,C)C∗.
In that case, γA(D) = γKA (D) and m(A,D) = mK(A,D). With a backward induction similar
to the proof of Proposition 5.2, we prove that mK(A,D) =
∑
C∈CKA
xC γK(C) with xC ∈ BKA .
We distinguish four kinds of chambers C ∈ CKA according to their frontiers:
1. if ∂C is homeomorphic to Bn−1, we say that C is of type 1, and write C ∈ CK,1A ,
2. if ∂C is homeomorphic to ∂Bn−1 × R, we say that C is of type 2, and write C ∈ CK,2A ,
3. if ∂C is homeomorphic to ∂B1×Rn−1, we say that C is of type 3, and write C ∈ CK,3A ,
4. if ∂C is homeomorphic to ∂Bn, we say that C is bounded, and write C ∈ C˘KA .
Suppose that D ∈ C˘KA ∪CK,2A ∪CK,3A . With the same argument as in the proof of Theorem 5.3,
we get
∑
F∈FD
(−1)rkFmK(F,D) = ±D∗, and then D∗ =
∑
C∈CKA
xC γ
K
A (C) with xC ∈ BKA .
Suppose now that D ∈ CK,1A . Consider the hyperplane arrangement A′ = Aunionsq{H ′} such that
• H ′ divides D into two chambers Db ∈ C˘KA′ ∪ CK,2A′ ∪ CK,3A′ and Du ∈ CK,1A′ ,
• for every C ∈ C˘KA ∪ CK,2A ∪ CK,3A , H ′ ∩ C = ∅,
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• if C ′KA is the set of chambers in CKA cut by H ′, then, for every C ∈ CKA \C ′KA , C ⊂ H ′+,
• if we denote by Cb and Cu the two chambers obtained from the cut of C ∈ C ′KA by H ′,
then we assume that Cb ⊂ H ′+.
With an argument similar to the proof of Theorem 5.3, we obtain
D∗b =
∑
C∈CKA \C′KA
xC γ
K
A (C) +
∑
C′∈C′KA
xC′ γ
K
A (C
′) = D∗ with xC , xC′ ∈ BKA .
Finally, as V KA is the matrix representation of γK , one proves with an argument similar to
the proof of Proposition 5.5 that detV KA has the form
∏
F∈FKA \CKA
(1− bF )kF .
Definition 5.8. The restriction of a hyperplane arrangement A in Rn to an apartment
K ∈ KA is the set arrangement A(K) in K defined by
A(K) := {H ∩K | H ∈ A : H ∩K 6= ∅}.
Let F ∈ FA, andH ∈ A such that F ⊆ H. Define the integer βHF :=
#{C ∈ CA | C ∩H = F}
2
.
Theorem 5.9. Let A a hyperplane arrangement in Rn, and F ∈ FA. Then, βHF has the same
value βF for every H ∈ AF , and
detVA =
∏
F∈FA\CA
(1− bF )βF .
Proof. From Proposition 5.5, we have detVA =
∏
F∈FA\CA
(1−bF )lF . Take a face E ∈ FA \CA:
there exists an apartment K ∈ KA such that A(K) is central with center E, and
detV KA =
∏
F∈FKA \CKA
(1− bF )l′F .
Setting h+H = h
−
H = 0 for every H ∈ A \ AE , we see that, for every F ∈ FKA \ CKA , lF = l′F .
We prove by backward induction on the dimension of E that
∀H,H ′ ∈ AE : βHE = βH
′
E = βE and detV
K
A =
∏
F∈FKA \CKA
(1− bF )βF .
Remark that βHF =
#{C ∈ CKA | C ∩H = F}
2
. It is clear that, if dimE = n− 1, then βE = 1
and detAE = 1− bE . If dimE < n− 1, by induction hypothesis,
detV KA = (1− bE)lE
∏
F ∈ (FKA \CKA )\E
(1− bF )βF .
Note that the leading monomial in detV KA is (−1)
#CKA
2
∏
C∈CKA
v(C, C˜E) =
( ∏
H∈AE
h+H h
−
H
)#CKA
2 .
Comparing the exponent of h+H h
−
H , we get lE =
#CKA
2
−
∑
F ∈ (FKA \CKA )\E
F⊆H
βHF = β
H
E .
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Theorem 5.10. Let A a hyperplane arrangement in Rn, and K ∈ KA. Then,
detV KA =
∏
F∈FKA \CKA
(1− bF )βF .
Proof. From Proposition 5.7, we have detV KA =
∏
F∈FKA \CKA
(1−bF )lF . Take a face E ∈ FKA \CKA :
there exists an apartment L ∈ KA such that L ⊆ K, A(L) is central with center E, and
detV LA =
∏
F∈FLA\CLA
(1− bF )l′F .
Setting h+H = h
−
H = 0 for every H ∈ A \ AE , we see that, for every F ∈ FLA \ CLA, lF = l′F .
Finally, we deduce from the proof of Theorem 5.9 that lF = βF .
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