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Traditional Darcy-based models have not been providing satisfactory answers 
for watershed scientists working in complex landscapes and new methods are thus 
being developed. Ideally these new methods would characterize discharge patterns, 
estimate stream chemistry, and can be transferrable between complex and 
heterogeneous watersheds. In this dissertation, we develop two such methods by 
relating hydrologic and geomorphologic (or ‘hydrogeomorphologic’) properties to 
stream chemistry, biota and (preferential) flow patterns. The research is carried out in 
two different, well-studied watersheds in the Catskill Mountains, New York State: 
Neversink River and Town Brook. 
The 176 km2 Neversink River watershed has a detailed discharge, chemistry, 
and biotic data for nested sub-watersheds (0.2 to 160 km2) that are affected by acid 
rain. The results from the Neversink River watershed showed that baseflow stream 
acid buffering chemistry (ANC values and Ca2+ concentrations) was reduced in 
subwatersheds 
that were steeper or had more stream channels. Although speculative, we 
believe that long-term flushing of base cations from the shallow soils during storm 
runoff events reduces the acid buffering chemistry during baseflow. A simple 
geomorphologic relationship, based on mean slope and stream channels per area, was 
 strongly correlated to populations of aquatic biota (macroinvertebrate, periphytic 
diatom, and fish) in ‘ungaged’ sub-watersheds where discharge was not measured. 
Town Brook watershed (2.5 km2) was investigated to determine the sources 
and flowpaths of water during nine rainfall events from April 2007 to October 2007.   
A combination of hydrometric, chemical, and isotopic data sets was measured and 
surface saturation maps were developed.  The results suggested that during 
precipitation events greater than 1 cm, hill side saturation areas caused by groundwater 
springs and soil pipes were a significant runoff source.  The properties commonly used 
to infer surface saturation areas in Town Brook (i.e. slope, upslope area, and/or soil 
transmissivity) predicted general spatial patterns, but were insufficient to estimate 
surface saturation at the smallest scales measured (<100 m2). 
The success of hydrogeomorphologic properties in estimating stream acid 
buffering chemistry and watershed saturation patterns in the two Catskill watersheds 
suggest that simple alternatives to traditional Darcy-based predictions may be 
applicable under certain conditions. 
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CHAPTER 1 
INTRODUCTION 
 
Watershed hydrology is a puzzle with many pieces.  When viewed together, 
these pieces can explain the sources, ages, and flowpaths water takes from the point it 
lands as precipitation to when it leaves a watershed.  Collectively this information is 
also needed to help predict stream chemistry and aquatic habitat.  However, the 
explicit mapping of the heterogeneous properties is impractical, even in small research 
watersheds (Beven and Feyen, 2002; McDonnell et al., 2007).  It is even more difficult 
to predict how these properties change across spatial scales, which is critical to 
effectively managing water resources in larger areas (NRC, 1991; McDonnell et al., 
2007).   
The Catskill Mountains are the water supply for New York City’s population 
of 8 million people.  The Catskills are also a mixed land-use area, necessitating 
management for water quality issues to protect drinking water supplies and freshwater 
ecology.  The dominant concerns for local water management agencies are water-
borne pathogens, sediment, and nutrients (NRC, 2000), who sources are typically 
related to agriculture, urban/suburban development, and/or other natural processes.  .  
A wide range of governmental and citizen groups work to protect and manage the 
water resources of the Catskills (Galusha, 2002).   
The glacially-derived soils and heterogeneous geohydrology of the Catskills 
(Rich, 1934; Kirkland, 1973; Ozvarth, 1985) result in complicated spatial variability; 
this limits the prediction of stream chemistry (i.e. Wolock et al. 1997) and aquatic 
biota (i.e. Baldigo and Lawrence, 2001).  The goal of this dissertation was thus to 
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evaluate whether ‘hydrogeomorphologic’ properties can be effective predictors of 
stream chemistry and aquatic biota in two Catskill watersheds.  Town Brook sub-
watershed is 2.5 km2 and characterized by relatively short, steep forested hill sides and 
very-wide agricultural valley-bottoms with thick glacial deposits and shallow perched 
water tables.  In contrast, the Neversink River watershed is much larger (176 km2) and 
dominated by steep, forested hill sides with shallow till soils and narrow valley 
bottoms with minimal thick glacial deposits. 
1.1 Summary of Chapters 
 The next two chapters in this dissertation explore the hydrological, chemical, 
and ecological response of the Neversink.  Chapter 2 improves previous speculation as 
to why adjacent Neversink sub-watersheds have strongly varying acid buffering 
chemistry (acid neutralizing capacity ANC and calcium Ca2+).  The complex 
hydrology of the Neversink inhibits some distributed models for explaining the 
variable stream chemistry (i.e. Wolock et al., 1997), thus a simple regression analysis 
is employed using numerous widely-available hydrogeomorphologic properties.  The 
hydrogeomorphologic relationship developed in Chapter 2 is then correlated to the 
populations of aquatic biota (fish, diatom, and macroinvertebrate inventories) in 
Chapter 3.   
 Town Brook sub-watershed (2.5 km2) is investigated in more detail in Chapter 
4 to determine the dominant hydrological flowpaths and source areas at smaller, more 
detailed scales.  These investigations use hydrometric, chemical, and isotopic 
measurements to detail runoff sources during nine storm events.  The hydrometric 
measurements include detailed mapping of saturated areas, which help to validate 
conventional distributed geomorphologic properties at the hillslope-scale.  Finally, 
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Chapter 5 synthesizes the dissertation results and speculates on how and when 
hydrogeomorphologic properties could be used to improve predictions of stream 
chemistry and aquatic biota in the Catskill Mountains. 
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Chapter 2 
RELATING HYDROGEOMORPHOLOGIC PROPERTIES TO STREAM 
BUFFERING CHEMISTRY IN THE NEVERSINK RIVER WATERSHED, NEW 
YORK STATE, USA 
 
2.1 Abstract 
Monitoring the effects of acidic deposition on aquatic ecosystems in the 
Northeastern U.S. has generally required regular measurements of stream buffering 
chemistry (i.e. acid neutralizing capacity ANC and calcium Ca2+), which can be 
expensive and time consuming.  The goal of this paper was to develop a simple 
method for predicting baseflow buffering chemistry based on the 
hydrogeomorphologic properties of ten nested watersheds in the Neversink River 
basin (2.0 to 176.0 km2), an acid-sensitive basin in the Catskill Mountains, New York 
State.  The tributaries and main reach watersheds have strongly contrasting mean 
baseflow ANC values and Ca2+ concentrations, despite rather homogeneous 
vegetation, bedrock geology, and soils.  A stepwise regression was applied to relate 
thirteen hydrogeomorphologic properties to the mean baseflow ANC values and Ca2+ 
concentrations.  The regression analysis showed that watersheds with lower ANC 
values had a higher mean ratio of ‘quickflow’ runoff to precipitation during twenty 
non-snowmelt runoff events (referred to as mean Runoff Ratio). The mean Runoff 
Ratio could explain at least 80% of the variability in mean baseflow ANC values and 
Ca2+ concentrations among the ten watersheds. Greater mean Runoff Ratios also 
correlated with steeper slopes and larger drainage densities, thus allowing the 
prediction of baseflow ANC values (r2=0.75) and Ca2+ concentrations (r2=0.77) with 
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widely-available spatial data.  These results indicate that hydrogeomorphologic 
properties can explain a watershed’s sensitivity to acid deposition in regions where the 
spatial sources of stream buffering chemistry from the bedrock mineralogy and soils 
appear to be fairly uniform.   
2.2 Introduction 
Strong mineral acidity in atmospheric deposition, largely resulting from the 
burning of fossil fuels, has acidfied surface waters and degraded aquatic ecosystems in 
the Northeastern U.S. (Driscoll et al., 2001; 2003).  Streams become acidic if the acid 
neutralizing capacity (ANC), maintained by the release of base cations from mineral 
weathering and cation exchange, is less than the influx of acidic anions from the 
atmosphere and other sources.  Chronically acidic streams have low ANC values 
during baseflow and high flow, whereas waters that are buffered during baseflow but 
have low ANC values during high flow are considered episodically acidified (Evan et 
al., 1995; Wigington et al., 1996a; 1996b).   
 Simple models based on discharge have been developed to predict the response 
of stream buffering chemistry (Ca2+ and ANC) during episodic acidification (e.g. 
Davies et al., 1999; Wade et al., 1999).  Kirchner et al. (1993a and 1993b) suggested 
that acid buffering chemistry (ANC and sum of base cations) is a logarithmic function 
of stream discharge and is not greatly affected by variable spatial sources of buffering.  
However, all these models require calibration to baseflow chemistry measurements 
and do not adequately explain why differences in baseflow chemistry occur (Van 
Sickle et al., 1997).  
Predicting a watershed’s ability to buffer acidity during baseflow is crucial to 
cost-effective management of stream chemistry and biota in the Northeastern U.S. 
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(Peters and Driscoll, 1987; Van Sickle et al., 1997).  Regression models for predicting 
buffering chemistry at baseflow typically relate average stream chemistry values to 
geologic, land-cover, topographic, and/or soil properties (Wolock et al., 1997; Clow et 
al., 2000; Cooper et al., 2004; Sullivan et al., 2007).  These spatial properties are used 
to infer the sources and flowpaths that control baseflow buffering chemistry (Peters 
and Driscoll, 1987; Wigington et al., 1992).  Since variations in many of these 
subsurface properties (i.e. geology and soils) are mapped rather coarsely, these 
empirical models are sometimes impractical for management of smaller, more 
spatially uniform watersheds (Cooper et al., 2004).  In these more uniform watersheds 
it is more likely differences in geomorphology (i.e. topography and drainage 
characteristics) that control the sources and flowpaths also cause variable baseflow 
buffering chemistry (Peters and Driscoll, 1987; Wigington et al., 1992).  
The 176 km2 Neversink River watershed (hereafter referred to as the 
Neversink) in the Catskill Mountains in New York State illustrates the difficulties of 
quantifying the sources and flowpaths that control stream buffering chemistry.  The 
Neversink receives among the highest amounts of acidic deposition in North America 
(Murdoch and Stoddard, 1993) and streams there have shown little recovery since 
implementation of Title IV of the Clean Air Act Amendments in 1990 (Lawrence et 
al., 1999; Murdoch and Shanley, 2002; Burns et al., 2006).  Despite similar land cover, 
geology, and soil series throughout the Neversink, sub-watersheds differ from 
chronically acidic, to episodically acidic, to well-buffered (Figure 2.1a,b,c).  
Neversink watersheds have vastly different low-flow ANC values, but become more 
similar at high-flow when ANC values of 0 µeq/L or less are frequently observed 
(Figure 2.1), when less buffered event water dominates streamflow.  Despite a 
convergence towards similar ANC values at high flow, Figure 2.1 indicates large 
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differences in these values during most of the flow regime, which emphasizes to the 
importance of developing a conceptual framework that could indicate why such 
differences in baseflow ANC occur in the Neversink. 
Explanations for the differences in the buffering chemistry of the Neversink 
sub-watersheds during baseflow (low-flows shown in Figure 2.1) include geological 
heterogeneities as reflected by the underlying bedrock lithology (Baldigo and 
Lawrence, 2000), the presence of carbonate rocks imported by glaciers from other 
watersheds (Stoddard and Murdoch, 1991), the distribution of groundwater springs 
(Burns et al., 1998a; Baldigo and Lawrence, 2000; Shaman et al., 2004), watershed 
area or topography (Wolock et al., 1997; Vitvar et al., 2002; Shaman et al., 2004), or 
gradients in acidic deposition due to elevation (Lovett et al., 1999; Lawrence, 2002).  
Thus far, none of these explanations has been able to adequately characterize the 
variable response and effects of stream acidification in the Neversink. 
Another explanation for the differences in stream buffering chemistry is that 
variable geomorphology causes differences between watersheds.  Differences in 
baseflow ANC in the Neversink could not be predicted, however with a distributed 
model of subsurface contact times (Wolock et al., 1997).  In addition, residence time 
estimates using 18O and 35S indicate that stream baseflow (~300 days old) is derived 
from the mixing of a deeper groundwater system (groundwater springs had residence 
times of ~500 days) and faster, shallow flowpaths (Burns et al., 1998a).  The shallow 
flowpaths rapidly transfer rain (‘event’) water through the organic horizon to the 
stream during runoff events (Brown et al., 1999).  From these intensive field 
measurements in the Neversink it appears that differences in the dominant ‘flowpaths’ 
between watersheds may in part explain the wide variations in baseflow buffering 
chemistry. 
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The goal of this research is to identify hydrologic and geomorphologic 
(referred to as ‘hydrogeomorphologic’) properties that can adequately explain the 
differences in Ca2+ concentrations and ANC values among ten Neversink sub-
watersheds during baseflow.  Specifically we hope to 1) identify 
hydrogeomorphologic properties that may characterize the distribution of ‘fast’ 
(shallow) and ‘slow’ (deep) flowpaths, 2) determine if simple statistical relationships  
exist between hydrogeomorphologic properties and baseflow ANC values and Ca2+ 
concentrations, and 3) understand how to apply these relationships to improve the 
monitoring and management of acid buffering chemistry in the Neversink.  
2.3 Methodology 
 In this section we first discuss the characteristics and type of data collected at 
the study site. This is followed by a description of how the hydrologic and 
hydrogeomorphologic properties are calculated. Finally, we detail stepwise linear 
regression models that were used to develop relationships between 
hydrogeomorphologic properties and the mean growing-season ANC values and Ca2+ 
concentrations.   
   2.3.1 Study Site 
The Neversink River Watershed is located in the Catskill Mountains of 
southeastern New York State (Figure 2.2a) and is typical of many Northeastern U.S. 
watersheds.  The Catskills received very high amounts of acidic deposition during the 
study period or 1991 to 1993 (Stoddard and Murdoch, 1993); sulfate loads at the 
National Trends Network monitoring gage in Biscuit Brook (634 m) were ~30 kg/ha 
in 1992 compared to ~20 kg/ha in 2002 (see Murdoch and Shanley, 2006). The 
Catskill Mountains were formed by the dissection of an uplifted bedrock plateau by 
 12 
streams and glaciers (Rich, 1934).  The bedrock mineralogy is spatially uniform with 
flat laying Upper Devonian-age bedrock, as much as 2000 m thick (Rich, 1934).  The 
highly erosion resistant bedrock is 60% sandstone, with horizontal shale and siltstone 
bedding planes.  The major surficial geological features are till, kame terraces, 
outwash sand and gravel, recent alluvium, and exposed rock (Figure 2.2b).  The extent 
of till results from deglaciation processes, which left loose ablation till in the valley 
bottoms and lodgement till in the upland tributaries (Ozvarth 1985).  The lodgement 
till, formed under moving glaciers, is typically less than 1.0 m in depth and highly 
compacted (Figure 2.2b).  Thicker ablation till deposits, formed at active ice margins, 
create kame terraces (Figure 2.2b) and other recognizable glacial features.  Glacial 
outwash and recent alluvium form narrow deposits of coarse sand and gravel over 
parts of the valley bottom (Figure 2.2b).   
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Figure 2.2: Overview of the Neversink and monitoring locations (2.2a).  2.2b shows 
surficial geology, 2.2c shows land cover, 2.2d shows soil depths, 2.2e is the slope.   
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The Neversink watershed originates at the summit of Slide Mountain 
(elevation 1274 m) and drains into the Neversink reservoir (elevation 408 m), a 
drinking water supply for New York City.  The average annual precipitation at Slide 
Mountain was 1570 mm from 1950 to 1985, of which 20-35% falls as snow (Thaler 
1996).  Cold winter temperatures (mean 3.3 oC at Slide Mountain) and spring rains 
typically produce peak discharge during snowmelt in April and May (Thaler 1996).  
The Neversink watershed has steep slopes (mean slope 0.24 m/m), quick-draining 
shallow till soils, and slowly weathering bedrock (Murdoch and Stoddard, 1993) and 
lacks major surface water storage, with only two ponds larger than 3 ha. The land 
cover is predominately forested (>98%) (Figure 2.2c), consisting of American beech, 
red maple, sugar maple, and yellow birch (Kudish 2002).  The forests have returned 
after being harvested in the mid-19th century (Kudish 2002). The small residential area 
near the outlet occupies less than 0.25% of the watershed. Unlike some other areas in 
the Catskills with more suitable soils, very little land in the larger valley-bottom was 
cleared for agriculture or grazing (Kudish 2002).  The soils are classified as 
Inceptisols in the Arnot-Oquaga-Lackawanna series (Soren 1961).   
 2.3.2 Data Sources 
The study period is from June 1, 1991 through October 1, 1993, when the 
USGS collected water samples at all ten sites in the Neversink for chemical analysis. 
Year-round water quality samples were collected irregularly and with different 
frequencies among the watersheds, these year-round data were used to construct 
concentration-discharge relationships (six watersheds shown in Figure 2.1a,b,c).  
However, the statistical comparisons of stream buffering focus on a subset of data 
from the growing-season (June 1 through September 30) to minimize the influence of 
snowmelt and that generally correspond to baseflow sampling conditions. 
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The water samples from the growing-season were not collected simultaneously 
in all ten watersheds, but in general were sampled every 2 to 6 weeks.  The different 
sampling rates meant that a total of 10 to 28 water samples were collected in each of 
the ten watersheds during the growing-seasons of 1991, 1992, and 1993.  Standard 
deviation is also reported for the growing-season ANC and Ca2+ concentrations 
indicate stable baseflow concentrations and relatively similar variance among 
watersheds.  All samples were analyzed for ANC and calcium Ca2+ (reported in µeq/L 
and µmol/L, respectively), using the methods described by Lawrence et al., (1995) and 
estimates of laboratory error given by Lincoln et al., (1996). The ANC samples were 
unfiltered and measured by Gran titration.   
Daily precipitation was provided by the Northeast Regional Climate Center in 
Ithaca, N.Y. for the upper (Slide Mountain) and lower (Claryville) rain gages (Figure 
2.2a).  Discharge data were collected by the U.S. Geological Survey (USGS) at 15 
minute intervals from ten gaging stations (Figure 2.2 a).  The 15 minute data were 
used unless the gage was not operable (i.e. frozen in winter), in which case daily 
discharge was estimated via alternative methods. 
Other data sources available were a 10 m by 10 m digital elevation model 
(DEM) and locations of gaging stations from the USGS.  Surficial geological maps 
were produced by the New York State Museum (NYSM) and USGS (Figure 2.2b).  
Finer scale interpretations of sand and gravel deposits and soil depth (to restricting 
layer) were made via Soil Survey Geographic Database SSURGO data (Figure 
2.2b,d).  Bedrock geological maps also produced by the NYSM and USGS showed 
uniform lithology, but spatial data are not included for brevity.  Digital line graphs 
representing stream channels were taken from the National Hydrography Dataset 
(NHD) available from the USGS.   
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   2.3.3 Calculating Hydrogeomorphologic Properties 
The ten geomorphological and three hydrological ‘properties’ used in this 
study were chosen from previous studies involving flowpath distribution (e.g. 
McGuire et al., 2004; Sanford et al., 2007; Tetzlaff et al., 2009).  The ten properties 
are listed in Table 2.1 for each nested watershed: area (A), mean elevation (ELEV), 
mean slope (S), profile curvature (Curvepro), ratio of median flowpath length to 
flowpath gradient (L/G), topographic index (TI), drainage density (DD), soil 
topographic index (STI), average hillside soil depth (Storehill), and fraction of sand and 
gravel deposits (Stores&g).  A brief description of the methods used to calculate the 
parameters follows and is supplemented in Table 2.1.    
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Table 2.1: Hydrogeomorphologic properties used in the stepwise linear regression to 
estimate stream buffering chemistry. 
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Watershed 
indicator Symbol Units Data sources and methods 
Watershed 
area A km
2 GIS delineation using USGS gage locations and 10 m DEM 
Mean 
elevation ELEV m Mean elevation for all cells in a 10m DEM 
Mean slope S m/m Watershed mean using all cells in a 10m DEM 
Profile 
curvature 
Curvepr
o 
deg/mm Profile curvature is calculated at the watershed outlet using ArcGIS toolbox and 10m DEM  
Median 
flowpath 
length by 
flowpath 
gradient 
L/G m 
The median of all flowpath lengths divided by 
the flowpath slopes from a 10-m DEM using 
ArcGIS toolbox 
Topgraphic 
index, ln(α/tan 
β) 
TI ln(m) 
Measure of lateral flow, calculated using 
ArcGIS toolbox using 10m DEM and following 
the methods of Beven (2001), where α is the 
contributing area per contour line and tan β is 
the local slope. 
Drainage 
density DD m/m
2 Total stream length from USGS HHD delineated channels per watershed area 
Soil 
topographic 
index 
ln(α/Totan β) 
STI ln(dm-1) 
Measure of lateral flow and surface saturation, 
calculated using GIS estimates from a 10m 
DEM and SSURGO soil survey to estimate 
transmissivity To, following methods of Beven 
(2001) 
Hillside soil 
depth Storehill m 
Mean depth of soil layer above impermeable 
material, excluding areas covered with sand and 
gravel deposits identified from SSURGO data 
Fraction of 
area covered 
by sand and 
gravel 
deposits 
Stores&g m2/m2 
Fraction of watershed area covered by sand and 
gravel deposits as measured by SSURGO data 
Median 
discharge Q50 mm/d 
Median mean daily discharge for growing-
season (6/1 to 9/30) during WY1992 and 
WY1993 follow Helsel and Hirsch (1993) 
Discharge 
exceeded 90% 
of days 
Q90 mm/d 
Same as above, but mean daily ‘low-flow’ 
exceeded 90% of days. 
Runoff ratio Runoff Ratio m/m 
Mean ratio of discharge to precipitation during 
20 non-snowmelt events, quickflow is separated 
following methods Hewlitt and Hibbert (1967) 
Both the mean elevation and mean slope are calculated as the mean of all 10 m 
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DEM cells within the watershed.  Profile curvature reflects the change in gradient 
along the slope line and is calculated at the watershed outlet using the Spatial Analyst 
Tools within ArcGIS.  The flowpath length is divided by the cell-slope for every 
DEM-cell using ArcGIS, and the median L/G value across the watershed is given.  
The drainage density is stream length (perennial streams defined by the NHD) divided 
by the watershed area.  The TI and STI (Beven, 2001) incorporate combinations of 
topographic and soil features to estimate the spatial probability of runoff and were 
computed in ArcGIS using the Spatial Analyst Toolbox. The TI only requires the 
DEM, while the STI is calculated from a DEM and soil properties given in the 
SSURGO data.  The average hillside soil depth is computed as the average soil depth 
from SSURGO maps, excluding all sand and gravel deposits (if present).  Lastly, the 
fraction of sand and gravel deposits is given per watershed area from SSURGO 
measurements. 
Three hydrological properties are also considered: the median of the growing-
season mean daily discharges (Q50), the growing-season mean daily low-flow 
exceeded 90% of the time (Q90), and the mean runoff ratio (Runoff Ratio).  The 
growing-season Q50 and Q90 are computed following Helsel and Hirsch (1993) for the 
mean daily discharge data for June 1 to September 30 in WY1992 and WY1993.   
The Runoff Ratio is the average volume of ‘quickflow’ runoff to event 
precipitation during twenty non-snowmelt storm events.  Daily precipitation total for 
any of the 10 watersheds were normalized using a linear relationship based on mean 
watershed elevation:  
𝑃𝑃𝑖𝑖 = 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶 + �𝐸𝐸𝑖𝑖−𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶 �𝐸𝐸𝑆𝑆𝐶𝐶𝑖𝑖𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆 −𝐸𝐸𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶 �𝑃𝑃𝑆𝑆𝐶𝐶𝑖𝑖𝑆𝑆𝐶𝐶𝑆𝑆𝑆𝑆 − 𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝑖𝑖𝐶𝐶𝐶𝐶𝐶𝐶 �  Equation 1 
where Pi is the total daily rainfall in watershed i , Ei is the mean elevation of watershed 
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i, EClaryville is the elevation at the Claryville rain gage (503 m), ESlideMt is the elevation 
at the Slide Mt. rain gage (874 m), and PClaryville and PSlideMt is the total daily rainfall at 
the Claryville and Slide Mt. gages, respectively.   
The storms were selected for calculating the mean Runoff Ratio such that 1) 
events lasted longer than 4 days with minimum 3 days of recession and precipitation 
was >8 mm, 2) differences in precipitation between two rainfall gages was <100%, 3) 
storms were excluded if snowmelt/snowfall was likely based on the precipitation type 
and air temperature measured at the rain gages that could have affected the timing and 
volume of peak runoff.  The Runoff Ratios were calculated from throughout the year to 
capture a sufficient number of non-snowmelt storms necessary for the analysis, which 
would not have been possible if only storms during the growing-season were used.  
The bulk of the runoff events (eleven) did occur during the growing-season (June to 
September), two in October, three in November, one in March, and three in May.  The 
‘quickflow’ separations were done according to Hewlitt and Hibbert (1967), by 
placing a line from the initial rise of the hydrograph with a slope of 0.8 mm h-1 km-2 
until it intersects the recession limb.      
    2.3.4 Statistical Analysis 
The nested nature of the Neversink sub-watersheds likely caused the 
hydrogeomorphologic properties to be correlated, which is common in these type of 
investigations (Buttle and Eimers, 2009; Sanford et al., 2007).  In addition to the 
correlations, the lack of a theoretical basis for developing a physical hydrological 
model based on these properties, encouraged a more exploratory, statistical approach 
in which forward stepwise linear regression analysis (Draper and Smith, 1981) was 
used to predict mean baseflow stream buffering chemistry.  The Pearson product-
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moment correlation coefficient (reported as r-values) were determined between all the 
hydrogeomorphologic properties to evaluate their statistical independence using 
Matlab (Mathworks version R2008a) and p-values were estimated based on the 
student t-distribution and a 95% confidence level.   
The forward stepwise regression was performed in Matlab to develop the most 
highly predictive model for stream buffering chemistry as a function of the 13 
hydrogeomorphologic properties (Table 2.1).  The method fits an initial set of 
properties and then compares the explanatory power of incrementally larger and 
smaller sets of properties.  If any properties not in the regression model had a p-value 
less than the entrance tolerance (p<0.05), the term with the smallest p-value was 
added; and if terms in the model had p-values greater than the exit tolerance (p>0.10) 
than the term with the largest p-value was removed.  The resulting model was thus the 
largest set of properties with p<0.10 (based on F-tests using a 95% confidence 
interval).  Residual plots were also evaluated to verify the assumptions of normality 
and homoscedasticity in the linear predictions.   
2.4 Results 
After demonstrating distinct spatial differences in stream buffering chemistry, 
stepwise linear regression models were used to develop relationships between 
hydrogeomorphologic properties and the mean growing-season ANC and Ca2+ 
concentrations.  We have defined the growing-season study period (June 1 to 
September 30) somewhat arbitrarily, but in general this period best captures the 
longest period during the year in which baseflow conditions are observed in this 
watershed.  
During the growing-seasons of 1991, 1992, and 1993 the mean ANC varied 
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from -20±3 to 138±21 µeq/L and Ca2+ varied from 25±5 to 107±21 µmol/L across the 
ten watersheds (Table 2.2).  These results are consistent with Figure 2.1, showing that 
low-flows vary from well-buffered to acidic across the Neversink.  The relative 
standard error remained nearly similar, despite the range of buffering chemistry (Table 
2.2).  The spatial patterns in mean growing-season ANC values and Ca2+ 
concentrations can be seen in Figure 2.3a and 2.3b, respectively.  The East Branch is 
more acidic than the West Branch, but both become gradually more buffered 
downstream (Figure 2.3).  High Falls is the most well-buffered tributary (Figure 2.3 
and Table 2.2) and shows the greatest response in ANC to changes in discharge 
(Figure 2.1a).  It should be noted that acidic deposition was still high during the study 
period of 1991 to 1993 due to the relatively recent enactment of the Clean Air Act 
Amendments of 1990 (Stoddard and Murdoch, 1993; Murdoch and Shanley, 2006). 
2.4.1 Relationship of Stream Buffering Chemistry to Hydrogeomorphologic Properties 
The 13 hydrogeomorphologic properties used in the forward stepwise 
regression have significant correlation (Table 2.3).  This correlation is not surprising 
considering the nested-nature of the watersheds, but should be considered in 
conjunction with the subsequent stepwise regression analysis (Draper and Smith, 
1981).  For example, the mean slope (S) was strongly correlated to TI (Pearson 
product moment correlation coefficient r=-0.92, p<0.01) and Runoff Ratio (r=0.75, 
p<0.05).  The fraction of sand and gravel deposits (Storerip) were statistically 
correlated to L/G and DD (r=0.78, p<0.05, and r=0.83, p<0.01, respectively).  These 
correlations are important to consider when interpreting the results from the step-wise 
regression. 
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Figure 2.3: Spatial variability of mean summer ANC values (2.3a) and Ca2+ 
concentrations (2.3b) in the ten Neversink sub-watersheds.  The units and methods 
used to derive these properties are explained in Table 2.1. 
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Forward stepwise linear regression analysis was used to select the 
hydrogeomorphologic properties that best predict the mean baseflow ANC values and 
Ca2+ concentrations across all ten watersheds (Table 2.4).  The regression yielded 
similar statistically significant relationships for the mean ANC and Ca2+, using the 
properties Runoff Ratio and L/G (Table 2.4).  Most notably, the mean Runoff Ratio  
explained more than 81% (p<0.01) of the variability in baseflow ANC and Ca2+ (Table 
2.4).  As the mean Runoff Ratio increased from 8.5% to 21.1% the corresponding 
mean summer ANC values decreased from 138 µeq/L to -20 µeq/L (Table 2.2 and 
Figure 2.4a), or about 13 µeq/L for each 1.0% increase in Runoff Ratio.  The median 
flowpath length over gradient L/G explained an additional 7% (p=0.07) of the 
variability in ANC values and 10% (p=0.01) of the variability in Ca2+ concentrations, 
resulting in greater ANC values and Ca2+ concentrations when the flowpath is 
lengthened and/or flowpath gradient becomes less steep.  These results are consistent 
with recent studies indicating that L/G is positively correlated with mean residence 
times in some geographic settings (McGuire et al., 2004; Tetzlaff et al., 2009).   
The stepwise regression results are investigated more thoroughly using the 
residual plots shown in Figure 2.5a for ANC values (Ca2+ residuals are similar).  The 
residual plot shows that mean Runoff Ratios predict the maximum (High Falls) and 
minimum (Winnisook) baseflow ANC values (notice the x-axis in Figure 2.5a is 
ordered with increasing ANC).  Adding L/G to the linear regression significantly 
improved (>10 µeq/L closer to measured value) the prediction of New Hill, East 
Branch, Otter Pool, and West Branch (all >49 km2) and Biscuit.  These results 
provided an impetus for investigating the links between mean Runoff Ratio and other 
hydrogeomorphologic properties. 
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Table 2.4: Results of stepwise regression using the 13 hydrogeomorphologic 
properties, described in Table 2.1 and shown in Table 2.2, to predict mean summer 
buffering chemistry.  The Δr2 is the amount by which the predictor improved the 
variance explained by the linear regression, while r2 is the overall variance in the 
relationship explained by the stepwise linear regression, whose significance was 
evaluated by the p-value. 
 
Mean 
growing-
season value 
Predictor Δ r2 r2 Slope of equation Intercept p-value 
ANC Runoff Ratio 0.81 0.81 -1157 347 <0.001 
 L/G 0.07 0.88 -49 347 0.07 
Ca2+ Runoff Ratio 0.81 0.81 -712 230 <0.001 
 L/G 0.10 0.91 -29 230 0.01 
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Figure 2.4: Linear relationships developed from stepwise regression for mean 
growing-season (June 1 to September 30) ANC values (2.4a) using Runoff Ratio and 
Ca2+ concentrations (2.4b) using hydrogeomorphologic properties and units explained 
in Table 2.1 and 2.2. 
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Figure 2.5: Plots of residuals between measurements and predictions from linear 
relationships developed from stepwise linear regression.  2.5a shows residuals 
between linear models using Runoff Ratio and L/G (explained in Table 2.1) to explain 
increasing ANC values (Ca2+ is similar and thus not shown).  2.5b shows residuals 
between linear models using S and DD (explained in Table 2.1) and Runoff Ratios. 
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2.4.2 Predicting Stream Buffering Chemistry without Precipitation and Discharge Data 
Although mean Runoff Ratio is a strong predictor of stream buffering 
chemistry, the calculation requires discharge and rainfall data, and is therefore only 
applicable where these measurements are available.  As an alternative that could be 
applied at sites without such data, we employed forward stepwise linear regression to 
find the strongest predictors of mean Runoff Ratio from among the ten 
geomorphologic properties considered (Table 2.1 and 2.2).  The new linear 
relationship that was developed explained greater than 95% of the variability in Runoff 
Ratio using drainage density DD and mean watershed slope S (Figure 2.6a).  Runoff 
Ratio increases as each of these properties increase.  Slope explained 56% of the 
variability in Runoff Ratio, but is a poor predictor of response in watersheds with low 
Runoff Ratios (Figure 2.5b).  Adding DD explained an additional 39% of the 
variability in Runoff Ratio by reducing the prediction error for High Falls by over 50% 
and Otter Pool by close to 30% (Figure 2.5b).  The residuals showed that neither R nor 
DD is a singular predictor of Runoff Ratio, but together these variables capture most of 
the variation in event runoff response.   
Both DD and S are easily estimated with widely-available spatial data, making 
this predictive relationship potentially applicable in other Neversink sub-watersheds 
where discharge or chemistry measurements are lacking.  This simple predictive 
relationship explains 75% and 77% of the variability in ANC values and Ca2+ 
concentrations, respectively (Figure 2.6b).  The Pearson correlation coefficients (Table 
2.3) showed that S and DD are negatively correlated (r=-0.62).  S is also correlated 
with Runoff Ratio (r=0.75, p<0.05), while DD is not correlated to Runoff Ratio 
(r=0.03).  Therefore, despite their correlation, S and DD have interacting effects that 
control the volume of ‘quickflow’ (and baseflow stream chemistry) and possibly also 
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reflect process-based differences that will be reviewed shortly.   
 
Figure 2.6: Predictions developed from mean slope S and drainage density DD 
(explained in Table 2.1). 2.6a shows that S and DD explain 95% of the variability in 
Runoff Ratio (see 2.5b for residuals).  2.6b shows the same relationship explains more 
than 75% of the variability in mean ANC and Ca2+ concentrations. 
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2.5 Discussion 
We demonstrated that linear relationships using hydrogeomorphologic 
properties could explain a significant amount of the variability in mean growing-
season (June thru September) baseflow buffering chemistry (ANC values and Ca2+ 
concentrations).  In the following sections we attempt to explain the applicability of 
our simple relationship and suggest possible physical mechanisms for the connections 
between event runoff and baseflow chemistry.  
   2.5.1 Prediction of Baseflow Buffering Chemistry with a Geomorphologic ‘Index’ 
 The results suggested that event-scale runoff (e.g. mean Runoff Ratio) is a 
useful means for predicting the mean baseflow buffering chemistry (r2>0.81 and 
p<0.001) of ten nested Neversink sub-watersheds.  For every 1% increase in mean 
Runoff Ratio (1% more precipitation transferred to ‘quickflow’ on average) the mean 
baseflow ANC value decreased by 13 µeq/L (Figure 2.4a and Table 2.4).  This is 
significant in the Neversink because mean Runoff Ratios varied by over two-fold, from 
8.5% to 21.1% (Table 2.1).  Perhaps more interestingly, this relationship showed that 
steeper, more efficiently drained watersheds had larger mean Runoff Ratios (Figure 
2.6a).  The potential of a geomorphologic ‘index’, using mean slope and drainage 
density, to predict baseflow buffering chemistry in the Neversink merits further 
discussion.     
 The success of a geomorphologic index in predicting stream buffering 
chemistry indicates there are physical (hydrologic) controls on stream chemistry in the 
Neversink, where there is little variability in weathering sources and land cover.  
Steeper watersheds have increased rapid runoff volumes and thus reduced percolation 
to deeper flowpaths.  Similarly, watersheds with higher drainage densities should also 
 34 
have greater runoff volumes and reduced flowpath lengths from the hillslopes to the 
nearest stream channel.  What is most interesting about this relationship in Figure 2.6a 
is that near equal weight is given to mean slope and drainage density.  As an example, 
the Main Branch is less steep than High Falls (Table 2.2), but the smaller drainage 
density in High Falls is consistent with the much smaller mean Runoff Ratio measured 
there.   
The uniform soil series and consistent bedrock mineralogy (i.e. 
‘weatherability’) within the Neversink reduces variability in spatial buffering sources, 
and suggests that differences in the distribution of flowpaths (and corresponding 
residence times) could be a more likely explanation for the differences in stream 
buffering chemistry.  This suggests that the geomorphologic index approach used here 
may be less applicable in areas with more variable buffering sources (e.g. isolated 
carbonate sources), or where there is less topographic variation (e.g. slope). However, 
it should be noted that the presence of isolated carbonate mineral sources within the 
Neversink has previously been hypothesized as a control on stream buffering 
chemistry (Stoddard and Murdoch, 1991), but that such a source does not have to be 
invoked to explain most of the variation in buffering chemistry observed across these 
10 Neversink catchments  A further impediment to applying this 
hydrogeomorphologic approach may occur in areas without perennial stream channels, 
where defining an appropriate drainage density may be problematic.  These limitations 
aside, it is difficult to truly know the applicability of this geomorphologic index to 
other watersheds without a better mechanistic understanding of how event runoff 
response alters baseflow buffering chemistry. 
 35 
2.5.2 Connections between Baseflow Buffering Chemistry and Event Runoff 
Response 
Although we do not have sufficient internal measurements to reliably identify 
the mechanisms that connect event runoff response to stream chemistry, the strength 
of this relationship (Table 2.4a and Figure 2.4) invites some speculation be made as to 
whether there are cause and effect mechanisms operating and what the basis for these 
mechanisms might be.  There are two controls on stream buffering that are sometimes 
considered separately, 1) at low-flow, stream buffering chemistry reflects the 
subsurface residence time and the mineral weathering rate of the bedrock and soils, 
and 2) at high-flow, increasing discharge decreases the baseflow stream buffering 
chemistry (Figure 2.1) through the rapid addition of direct acidic precipitation and 
‘quickflow’ that has not been fully neutralized in the subsurface.  However, by 
demonstrating a strong correlation between discharge during runoff events (mean 
Runoff Ratio) and average baseflow chemistry (Figure 2.4a), we suggest that these two 
controls on stream buffering are related mechanistically.  Although numerous 
mechanisms could be proposed, two alternative mechanisms are suggested here that 
could form the conceptual basis for additional research to explore the connections 
between event runoff and baseflow buffering chemistry in the Neversink: 1) mixing 
from different distributions of hydrological flowpaths, and 2) changes in soil base 
cation stores. 
 It is possible that watersheds have vastly different hydrological flowpaths that 
contribute to baseflow due to differences in geomorphology.  Neversink watersheds 
likely maintain baseflow from multiple flowpaths, such as water that passes through 
the fractured bedrock, the soil matrix, and near-stream alluvial aquifers, whose relative 
contributions are not well quantified.  If bedrock water were better buffered than soil 
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water for example, we could imagine that watersheds with more bedrock flowpaths 
would be more buffered during baseflow.  Although the mixing of different 
hydrological flowpaths is a viable mechanism for explaining the baseflow stream 
buffereing chemistry, it does little to clarify why the distribution of flowpaths 
contributing to baseflow would be correlated to the event runoff response. 
 Another more nuanced mechanism appears to explain these results based on 
spatial variation in soil base cation stores.  A simple schematic (Figure 2.7) is shown 
to better illustrate how the flushing of solutes by different flowpaths alters baseflow 
chemistry between ‘flashy’ and ‘damped’ watersheds.  The ‘flashy’watersheds have 
greater ‘quickflow’ runoff and often thin hillside soils (Table 2.2), which over time 
would cause greater flushing and loss of base cation stores (higher ‘flushing 
frequencies’).  The remaining water that does recharge deeper flowpaths in ‘flashy’ 
watersheds will thus reflect the reduced capacity to neutralize acidity in the soils of 
these watersheds, and will therefore have lower ANC values and Ca2+ concentreations 
when the water discharges to the stream during baseflow. 
A mechanism that connects event runoff response to changes in the baseflow 
buffering chemistry from depleted base cation stores (Figure 2.7) has been inferred 
from observations in the Neversink and other sites.  For example, Burns et al. (1998b), 
working at the Panola Mountain Watershed in Georgia, showed that hillslope sections 
with more subsurface storm runoff (greater ‘flushing frequency’) also had lower base 
cation concentrations, which was confirmed during a 147-storm analysis by Tromp-
van Meerveld and McDonnell (2006).  Hydrology-driven variations in the flushing 
frequency of soils has also been invoked to explain varying patterns in dissolved 
organic carbon (Hornberger et al., 1994) and nitrate concentrations (Creed et al., 1996) 
in surface waters.  A similar mechanism in reverse was also invoked previously in the 
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Neversink (e.g. Murdoch and Shanley, 2002; 2006) to explain the slower recovery of 
low-flow buffering chemistry in response to decreased acidic deposition, compared to 
a faster recovery of high-flow buffering chemistry.  Measurements of groundwater 
spring chemistry across the Neversink from the same time period (unpublished data 
from D.A. Burns) showed that springs are well-buffered and have longer residence 
times (Burns et al., 1998a).  The few acidic springs were found in the steeper, 
chronically-acidified watersheds (i.e. Tisons and Winnisook), which indicates that 
water can move through deeper flowpaths without becoming adequately buffered 
under certain conditions.   
 
Figure 2.7: Schematic depicting differences in runoff sources between ‘flashy’ and 
‘damped’ watersheds to better explain the connection between event runoff response 
and baseflow buffering chemistry. 
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 2.5.3 Implications for the Monitoring and Management of Stream Buffering 
Chemistry  
The results suggest that watershed geomorphology affects the distribution of 
flowpaths and ‘quickflow’ runoff and acts as an important control on the flushing and 
weathering of base cations across the flow regime.  This confirms Burns et al.’s (2006) 
hypothesis that local-scale factors affect the cycling of anions and cations in the 
Neversink.  These local-scale factors (differences in event runoff response) may 
confound a simple cause-effect relationship between emission trends and stream 
buffering chemistry (Burns et al., 2006; Driscoll et al., 2006).  However, we have put 
forward a simple relationship (Figure 2.6a) that predicts how these local-scale factors 
affect stream chemistry in the Neversink using digital elevation models and 
hydrography to calculate S and DD.  This geomorphologic index could also be used to 
identify tributaries in the Neversink that would be likely to be acidic, which could help 
minimize the need for extensive field monitoring to establish the extent of the effects 
of acidic deposition on aquatic biota. This approach might also be attempted in other 
Catskill watersheds, and in other regions to test the widespread applicability of this 
type of hydrogeomorphic ‘index’.  Past studies of spatial variation in surface water 
buffering chemistry have also concluded that differences in hydrologic flowpaths and 
subsurface residence time can be principal controls on spatial patterns in regions of 
relatively uniform bedrock mineralogy (Peters and Murdoch, 1985; Peters and 
Driscoll, 1987; Wigington, 1992).                                                                                                                                                                                                                                                                                                                                                                                                                      
2.6 Conclusions 
 This study has introduced a simple hydrogeomorphologic index to predict 
apparently complex patterns of stream buffering chemistry (acid neutralizing capacity 
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ANC and Ca2+) in ten nested Neversink watersheds (2.0 km2 to 176 km2).  In systems 
like the Neversink, stream acid buffering chemistry is a function of discharge because 
acidic event water moves through ‘fast’ (shallow) flowpaths that transit rapidly 
through the system without time to be fully neutralized by cation exchange or 
weathering. Thus, in the Neversink, where there is apparently little geographic 
difference in the ‘weatherability’ of the minerals, the properties that affect how rapidly 
event water is transported through  the system have a strong control on buffering 
chemistry, particularly baseflow ANC values.  It was therefore not surprising to find 
that steeper, more efficiently drained watersheds had larger ‘quickflow’ volumes 
(mean Runoff Ratio) and reduced buffering chemistry. From our analsysis, we 
speculate that more ‘quickflow’ correlated to lower baseflow ANC and Ca2+ because 
of mixing from different flowpath distributions and/or changes in soil cation stores 
over time.  Although, the mechanisms responsible for connecting event runoff 
response and baseflow chemistry are not well-understood, the proposed 
geomorphologic index has the potential to identify acidification ‘hot-spots’ with 
widely-avaliable spatial data.  The findings from this study are consistent with a fairly 
simple hydrologic conceptualization of the Neversink as a system controlled by 
watershed geomorphology.  
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Chapter 3 
 
EXPLAINING THE SPATIAL VARIABILITY OF AQUATIC BIOTA USING 
HYDROGEOMORPHOLOGIC PROPERTIES IN THE NEVERSINK RIVER 
WATERSHED, NEW YORK STATE, USA 
 
3.1 Abstract 
 High inputs of acidic deposition continue to negatively affect populations of 
macroinvertebrate, periphytic diatoms, mussels, and fish despite reductions in acidic 
deposition in the Northeast U.S. following implementation of the Clean Air Act.   
Previous research from the Neversink River watershed in the Catskill Mountains, New 
York State developed a hydrogeomorphologic ‘index’ to relate areas with steep slopes 
and high drainage densities to lower stream baseflow acid neutralizing capacity 
(ANC).  In this study, we applied that relationship to 28 sub-watersheds (0.3 km2 to 
176.0 km2) to estimate inventories of aquatic biota, including various metrics of 
macroinvertebrate, diatom, and fish populations.  The hydrogeomorphologic ‘index’ 
was strongly correlated to the macroinvertebrate-based indices.  Biotic metrics 
involving fish and diatoms correlated less well to the hydrogeomorphologic index, 
perhaps because this index is based on static characteristics and these organisms are 
especially susceptible to episodic (short-term) changes in stream discharge and 
corresponding acidity that require more dynamic information to predict.  Our analysis 
suggests that biotic and hydrologic characteristics are meaningfully correlated to each 
other in the Neversink watershed.  From a practical perspective, perhaps easily 
calculated hydrogeomorphologic indices may be used to compliment, or even in lieu 
 48 
of, expensive and time consuming biotic measurements to identify streams potentially 
at-risk for acidification. 
3.2 Introduction 
Strong mineral acidity in atmospheric deposition, largely resulting from the 
burning of fossil fuels, has contributed to biological stress and the degradation of 
aquatic ecosystems in the Northeastern U.S. (Driscoll et al., 2001; 2003).  The decline 
in fossil fuel emissions since implementation of Title IV of the Clean Air Act 
Amendments of 1990 have reduced acidic deposition in the Northeast, but have not 
yet resulted in reductions in stream acidity of equal magnitude (Lawrence, 1999; 
Murdoch and Shanley, 2002; Burns et al., 2006).  Stream acidification remains 
problematic in the 176 km2 Neversink River watershed (hereafter referred to as the 
Neversink) in the Catskill Mountains of New York State because of the high rates of 
acidic deposition and shallow glacial soils (Stoddard and Murdoch, 1991).  Acidic 
deposition over the past several decades has accelerated the leaching of base cations 
(particularly Ca2+ and/or Mg2+) from soils (Lawrence et al., 1999; Lawrence, 2002), 
delaying the recovery of acid neutralizing capacity (ANC).  This delayed recovery of 
ANC has severe ramifications for aquatic biota in many parts of the Neversink. 
Although some headwater streams have adequate ANC and provide suitable 
habitat for aquatic biota (Baldigo and Lawrence, 2000), most Neversink headwater 
streams are ‘chronically’ acidified (baseflow ANC<0 eq/L) or become ‘episodically’ 
acidified during runoff events.  In chronically acidified Neversink sub-watersheds, 
native fish and macroinvertebrate communities showed little improvement between 
1987 and 2003 (Burns et al., 2008) and downstream mussel species (Alasmidonta 
heterodon and Alasmidonta varicose) remain threatened by extinction (Baldigo et al., 
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2002; 2003).   
Previous studies in the Neversink have shown that ANC values are correlated 
to the distribution of macroinvertebrates (Ernst et al., 2008), diatoms (Burns et al., 
2008), mussels (Baldigo et al., 2002; 2003), and fish populations (Baldigo and 
Lawrence, 2000; 2001; Van Sickle et al., 1996).  Although studies of caged fish 
(Baldigo and Murdoch, 1997), fish surveys (Baker et al., 1996), and bioassays (van 
Sickle et al., 1996) showed episodic acidification caused fish mortality in the 
Neversink, there was little improvement in predicting mortality rates using episodic 
chemistry versus baseflow (long-term) chemistry (van Sickle et al., 1996).  This 
suggests that improved explanations for the variations in baseflow ANC values in the 
Neversink could also explain spatial variability of aquatic biota populations. 
Explanations for the differences in the buffering chemistry, i.e., ANC, of the 
Neversink sub-watersheds during baseflow include geological heterogeneities as 
reflected by the underlying bedrock lithology (Baldigo and Lawrence, 2000), the 
presence of carbonate rocks imported by glaciers from other watersheds (Stoddard and 
Murdoch, 1991), the distribution of groundwater springs (Burns et al., 1998a; Baldigo 
and Lawrence, 2000; Shaman et al., 2004), watershed area or topography (Wolock et 
al., 1997; Vitvar et al., 2002; Shaman et al., 2004), and/or gradients in acidic 
deposition due to elevation (Lovett et al., 1999; Lawrence et al., 2001).   More 
recently in Chapter 2, we were able to demonstrate that variability in baseflow ANC 
can largely be explained by differences in the average proportions of rainfall that 
became ‘quickflow’ runoff (further referred to as mean Runoff Ratio); we used water 
chemistry data from 1991 to 1993, which corresponded to a period when acidic 
deposition was still substantial (see Murdoch and Shanley, 2006).    
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In general, Neversink watersheds that are steeper (higher mean slope S) and 
have more perennial stream channels per area (larger drainage density DD) have 
higher mean Runoff Ratios, i.e., more precipitation transferred to ‘quickflow’ during 
runoff events (Figure 3.1a), and reduced stream ANC values (Figure 3.1b).  It was 
shown that 95% of the variability in mean Runoff Ratio could be explained by a simple 
equation (see Chapter 2) (Figure 3.1a): 
 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑅𝑅𝐶𝐶𝑆𝑆𝑖𝑖𝑅𝑅�������������������  =  1.71(𝑆𝑆)  +  0.13(𝐷𝐷𝐷𝐷) –  0.45                      Equation (1) 
where 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑅𝑅𝐶𝐶𝑆𝑆𝑖𝑖𝑅𝑅������������������� is the mean quotient of ‘quickflow’ to precipitation from 20 
non-snowmelt runoff events, accounting for differences in precipitation between 
watersheds, and using the simple graphical ‘quickflow’ separation technique from 
Hewlitt and Hibbert (1967) (see section 2.3.2 for complete description).  It was also 
shown that mean Runoff Ratio estimates from Equation 1 could be used to predict over 
75% of the variability in mean baseflow ANC values (Figure 3.1a).  The strength of 
this relationship suggests that baseflow ANC values are affected by hydrologic 
processes that are captured by easily measured ‘hydrogeomorphologic’ properties. 
Our hypothesis is that estimates of mean Runoff Ratio, calculated with slope 
and drainage density (Equation 1), are correlated to populations of acid-sensitive 
aquatic biota.  To test this hypothesis, we combine aquatic biota data from three 
previous studies, Ernst et al. (2008), Burns et al. (2008), and Baldigo and Lawrence 
(2000; 2001), which cumulatively included nine of the watersheds used to develop 
Equation 1 and 19 additional ‘ungaged’ watersheds where discharge was not 
measured.  The study’s goal, therefore, is to predict diatom, macroinvertebrate, and 
fish inventories using widely-available spatial data, specifically digital elevation 
models and hydrography required to calculate S and DD. 
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Figure 3.1: The mean Runoff Ratio was estimated with the mean slope (S) and 
drainage density (DD) using Equation 1 (values shown in Table 3.1) in 3.2a.  3.2b 
shows that 75% of the variability in mean growing-season ANC values can by 
estimated using S and DD.  This is adapted from Figure 2.6. 
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3.3 Methodology 
   3.3.1 Study Site 
The Neversink watershed is located in the Catskill Mountains of southeastern 
New York State (Figure 3.2a).  The Neversink originates at the summit of Slide 
Mountain (elevation 1274 m) and drains into the Neversink reservoir (elevation 408 
m), part of the New York City drinking water supply.  The Catskills received very 
high amounts of acidic deposition during the study period or 1991 to 1993 (Stoddard 
and Murdoch, 1993); sulfate loads at the National Trends Network monitoring gage in 
Biscuit Brook (634 m) were ~30 kg/ha in 1992 compared to ~20 kg/ha in 2002 (see 
Murdoch and Shanley, 2006).  The average annual precipitation at Slide Mountain was 
144 cm during the study period (WY1992 and 1993).  Cold winter temperatures (mean 
3.3 °C at Slide Mountain) and spring rains typically produce peak discharge during 
snowmelt in April and May (Thaler, 1996).  The Neversink has only two ponds larger 
than 3 ha and no major channel diversions.  The land cover is predominately (>98%)  
old (~100-yrs) re-grown forests (Figure 3.2b), consisting of American beech (Fagus 
grandifolia), yellow birch (Betula alleghaniensis), sugar maple (Acer saccharum), red 
maple (Acer rubrum) and balsam fir (Abies balsamea); eastern hemlock (Tsuga 
canadiensis) dominates many riparian zones. (Kurdish, 2002).   The Neversink was 
never substantially cleared for agriculture or grazing (Kurdish, 2002) and less than 
0.25% of the watershed is low density residential.  The soils are primarily well drained 
Inceptisols less than 1.5 m deep (Soren, 1961). 
The dissection of an uplifted bedrock plateau by streams and glaciers formed 
the Catskill Mountains (Rich, 1934).  The major surficial geological features are till, 
kame terraces, outwash sand and gravel, alluvium, and exposed rock.  Deglaciation 
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left loose ablation till in the valley bottoms and more compacted lodgement till in the 
upland tributaries (Ozvarth, 1985).  Stream habitat characteristics exhibited gradual 
trends from high to low-elevations and from smaller to larger watersheds (Baldigo and 
Lawrence, 2000).  Channel width, pool-riffle ratio, percent medium gravel, and 
percent undercut banks were similar between the east and west branches, while 
channel width-depth ratio was distinctly different (Baldigo and Lawrence, 2000). 
 
Figure 3.2: Overview of the Neversink: (a) monitoring locations used in the regression 
analysis to develop Equation 1 b) land cover and c) slope. 
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   3.3.2 Collection of Aquatic Biota and Water Chemistry Data 
The ANC values used to develop Equation 1 were from the growing-seasons 
(June thru September) of 1991, 1992, and 1993 and in general were sampled every 2 
to 6 weeks.  The different sampling rates meant that a total of 10 to 28 water samples 
were collected in each of the ten watersheds.  The ANC values were measured by 
Gran titration in µeq/L via the methods described by Lawrence et al. (1995) and 
estimates of laboratory error were given by Lincoln et al. (1996). The additional biotic 
inventories used in this study by Ernst et al. (2008), Burns et al. (2008), and Baldigo 
and Lawrence (2000; 2001) consisted of multiple metrics of fish, macroinvertebrates, 
and diatom populations.  The biotic inventories were collected during the growing-
season, but at different times from 1987 to 2003 and in different, but overlapping 
watersheds (Figure 3.3).   
Ernst et al. (2008) compiled data from 30 Neversink stream reaches (1991-
2001), 16 of which were upstream of the reservoir and used in this study; six of these 
corresponded to watersheds where discharge and Runoff Ratios were measured (WC, 
BB, EB, NH, TS, MB from Chapter 2) and ten were additional ‘ungaged’ watersheds 
(WB3, WB5, WB6, WB7, WB8, B1, DC, O1, SM, NV16) (Table 3.1).  Two metrics 
of macroinvertebrate richness (number of different species) were calculated from 100 
random subsamples of 200-individuals: total macroinvertebrate richness and richness 
of Ephemeroptera (mayfly), Plecoptera (stonefly), Trichoptera (caddisfly), or EPT 
richness. 
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Figure 3.3: Location of the 10 watersheds with discharge and aquatic biota data 
(triangles also used in Figure 3.2 and 3.4) and the 18 additional ‘ungaged’ watersheds 
(circles also used in Figure 3.4) with aquatic biota data and no discharge 
measurements. 
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Table 3.1. Relevant geomorphologic properties of the ten watersheds used in the 
regression analysis to estimate mean Runoff Ratio and applied to 18 additional 
watersheds without discharge measurements (Figure 3.3). 
  
Watershed names and 
abbreviation used in other 
studies 
 
Area 
A 
(km2) 
Mean 
Slope 
S 
(m/m) 
Drainage 
Density 
DD 
(km/km2) 
Estimate of 
mean 
Runoff 
Ratio using 
Equation 1 
(measured) 
U
se
d 
to
 d
ev
el
op
 E
qu
at
io
n 
1 HF High Falls
4 7.2 0.25 0.85 0.09 (0.08) 
BB Biscuit3,4, WB21, NW62 9.8 0.28 0.94 0.15 (0.15) 
WS Winnisook3,4, NW12 2.0 0.32 0.85 0.21 (0.21) 
WC Wildcat3,4, WB11, NW42 20.8 0.28 0.94 0.15 (0.15) 
OP Otter Pool3,4 66.8 0.25 0.99 0.11 (0.11) 
WB West Branch3,4, NW112 89.2 0.24 1.32 0.13 (0.12) 
TS Tisons3,4, EB31, NE52 23.6 0.29 1.22 0.20 (0.19) 
NH New Hill3,4, EB21, NE82 49.1 0.25 1.36 0.15 (0.15) 
EB East Branch3,4, EB11, NE112 60.4 0.24 1.32 0.14 (0.15) 
MB Main Branch3,4, NV151,N122 176.0 0.24 1.35 0.13 (0.15) 
A
dd
iti
on
al
 ‘u
ng
ag
ed
’ w
at
er
sh
ed
s 
WB5 WB51 2.0 0.19 1.52 0.07 
WB6 WB61 1.1 0.20 0.94 0.01 
WB7 WB71 1.1 0.20 0.79 0.01 
WB8 WB81 0.4 0.21 1.31 0.09 
NV16 NV161 160.0 0.24 1.34 0.14 
NE7 NE72 32.8 0.27 1.34 0.19 
NE9 NE92 49.7 0.24 1.46 0.16 
NE10 NE102 53.1 0.24 1.46 0.15 
NW2 NW22 2.3 0.32 0.89 0.21 
NW3 NW32, WB31 8.2 0.30 0.99 0.20 
NW8 NW82 45.1 0.27 0.99 0.14 
DC Deer Creek3, EB51 5.5 0.32 1.14 0.26 
UT Upper Tisons3 0.7 0.27 1.40 0.20 
B2 Braid-23 15.1 0.28 1.05 0.17 
O1 Oasis-13, EB61 15.5 0.28 1.03 0.17 
B1 Braid-13, EB41, NE12 20.9 0.30 1.08 0.21 
SM Slide Mountain3, WB41 3.2 0.32 0.67 0.18 
O2 Oasis-23 0.3 0.27 0.67 0.10 
 source: 1 Ernst et al. (2008)    2 Burns et al. (2008)      3 Baldigo and Lawrence (2001)     4 Chapter 2 
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Burns et al. (2008) made measurements in 2003 at 15 Neversink locations, of 
which eight corresponded to watersheds used to directly measure Runoff Ratios (TS, 
NH, EB, WS, BB, WC, WB, MB from Chapter 2) and seven were additional (B1, 
NE7, NE9, NE10, NW2, NW3, NW8) (Table 3.1).  The data generated from this 
campaign were compared to a similar unpublished data set from 1987.  Burns et al. 
(2008) collected macroinvertebrate data to calculate Acid Biological Assessment 
Profiles or the Acid BAP index (new metric developed by Burns et al. (2008)) and 
periphytic diatom data used to calculate Diatom Acid Tolerance Index (DATI) (Passy, 
2000; Passy et al., 2006).   
Baldigo and Lawrence (2000; 2001) studied the effects of stream acidity on 
fish populations in 16 Neversink reaches (1991-1994), nine of which had measured 
Runoff Ratios (BB, WS, WC, OP, WB, TS, NH, EB, MB from Chapter 2) and seven 
were additional watersheds (DC, UT, B2, O1, B1, SM, O2) (Table 3.1).  Fish data 
were summarized as total density (number of fish/m2) and species richness, i.e., total 
number of fish species found, which included brook trout, brown trout, Atlantic 
salmon, blacknose dace, longnose dace, and slimy sculpin.  Total fish biomass (g/m2) 
was not included because it lacked correlation to ANC values (Baldigo and Lawrence, 
2001). 
   3.3.3 Statistical Analysis 
The measurements of mean Runoff Ratios were collected from 20 storms from 
1991 to 1993, where runoff was estimated as ‘quickflow’ following Hewlitt and 
Hibbert (1967) (see Chapter 2 for complete description).  Watershed mean Runoff 
Ratios were calculated using mean slope and drainage density with Equation 1 and are 
shown in Table 3.1.  The mean slope (S) was calculated as mean slope in all 10 m 
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DEM cells within the watershed using ArcGIS.  Digital line graphs representing 
stream channels were taken from the National Hydrography Dataset (NHD) and 
drainage density was calculated as the length of stream channel per area for each 
watershed.   
The estimate of mean Runoff Ratio from Equation 1 was then correlated to 
macroinvertebrate, periphytic diatom, and fish populations, from three previous 
studies: Ernst et al. (2008), Burns et al. (2008), and Baldigo and Lawrence (2000; 
2001).  The Pearson product-moment correlation coefficient (reported as r-values) 
were determined between the estimate Runoff Ratios and the various biotic indices 
using Matlab (Mathworks version R2008a) and p-values were estimated based on the 
student t-distribution and a 95% confidence level.  It is particularly important to 
compare p-values, instead of r-values, in this study because the biotic indices are 
calculated from varying sample sizes. 
3.4 Results 
The goal of this study was to apply the relationships between 
hydrogeomorphologic properties, specifically watershed slope (S) and drainage 
density (DD) (via equation 1), to investigate potential predictive relationships for 
inventories of aquatic biota in Neversink watersheds.  This goal was motivated by 
previous work showing a relationship between aquatic biota and ANC (e.g. Baldigo et 
al., 2000; Bladigo and Lawrence, 2000; Ernst et al., 2008; Burns et al., 2008) and 
between estimates of mean Runoff Ratio and ANC in watersheds with measured 
discharge (Figure 3.1b).  Initially, we evaluate the estimated mean Runoff Ratios in all 
watersheds where biotic inventories were available, before focusing on ‘ungaged’ 
watersheds that were not used to develop Equation 1.  
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Considering the whole population of watersheds, mean Runoff Ratios estimates 
were particularly well correlated to macroinvertebrate inventories (Figure 3.5a,b,c,d).  
The correlations to total macroinvertebrate richness, EPT richness, and Acid BAP 
index are significant (|r|>0.74, p<0.01) in all cases.  The estimates of Runoff Ratio 
correlated particularly strongly to the Acid BAP Index (Figure 3.5c,d) developed by 
Burns et al. (2008) (r=-0.93 and -0.89, p<0.01 and p<0.01, for measurements in 1987 
and 2003, respectively; Figure 3.5c,d). Correlation to the less acid-focused 
macroinvertebrate indices, total and EPT richness (Figure 3.5a,b), were slightly 
weaker, although still strong(r=-0.79 and -0.76, p<0.01 and p<0.01, respectively).  The 
estimates of Runoff Ratio were significantly correlated (p<0.01) to these 
macroinvertebrate indices, despite sampling dates that varied from 1987 to 2003. 
The correlations of fish indices to the estimated mean Runoff Ratios (Figure 
3.5e,f) were somewhat weaker compared to macroinvertebrate indices (Figure 
3.5a,b,c,d).  The correlations to total fish density and fish species richness were=-0.76 
and r=-0.72, p<0.01 and p=0.01, respectively.   
The acid tolerance of diatoms, measured using the DATI, was the most weakly 
correlated to the Runoff Ratio estimates (r=0.57, p=0.04) (data not shown).  However, 
the overall strong and significant correlation of the Runoff Ratio estimates (|r|>0.57, 
p<0.05) from the entire population of watersheds to all the biotic indices is 
encouraging.   
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Figure 3.4: Relationships between: (a) total macroinvertebrate richness versus 
estimated Runoff Ratio; (b) EPT richness versus estimated Runoff Ratios; (c) Acid 
BAP index in 1987 versus estimated Runoff Ratio; (d) Acid BAP index in 2003 versus 
estimated Runoff Ratio; (e) fish species richness versus estimated Runoff Ratio; (f) 
total fish density versus estimated Runoff Ratio.  Triangles correspond to the 
watersheds used to develop Equation 1, circles correspond to additional watersheds 
(Table 3.1) with r-values given for correlation to all watersheds. 
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The effectiveness of the Runoff Ratio estimates for predicting biotic indices 
varied in ‘ungaged’ watersheds compared to the ‘regression’ watersheds used to 
develop Equation 1 (Figure 3.3 and Table 3.1).   Interestingly, some macroinvertebrate 
indices were more strongly correlated to Runoff Ratio estimates in ‘ungaged’ versus 
‘regression’ watersheds, including total richness (r=-0.83, p=0.04 versus r=0.14, 
p=0.80) and EPT richness (r=-0.87, p=0.02 versus r=0.13, p=0.81) (Figure 3.5a,b).  
This is clearly because there were fewer ‘regression’ watersheds sampled and they 
covered a smaller range of ANC values than the ‘ungaged’ watersheds.  As an 
example, the low correlation between macroinvertebrate richness data from Ernst et al. 
(2008) (|r|>0.13, p<0.81) was likely because ‘regression’ and ‘ungaged’ watersheds 
were sampled with different frequencies (n=6 and n=10, respectively) and at different 
times between 1991 and 2001. 
Other biotic indices had similar correlation between ‘ungaged’ and ‘regression’ 
watersheds, including the 2003 Acid BAP index (r=-0.94, p<0.01 versus r=-0.85, 
p<0.01) and total fish density (r=-0.81, p=0.03 versus r=-0.72, p=0.03) (Figure 3.5d 
and 3.5f, respectively).  In some cases however, Runoff Ratio estimates were less 
predictive in ‘ungaged’ versus ‘regression’ watersheds, including the 1987 Acid BAP 
index (r=-0.92, p<0.01 versus r=-0.94, p=0.06; Figure 3.5c), DATI (r=0.56, p=0.15 
versus r=0.53, p=0.36; data not shown), and fish species richness (r=-0.92, p<0.01 
versus r=-0.55, p=0.20; Figure 3.5e).  Despite the inconsistency in the strength of 
predicting aquatic biota in ‘ungaged’ watersheds, the overall effectiveness of Runoff 
Ratio estimates in predicting various biotic inventories (Figure 3.5) suggests that its 
effectiveness was not limited to the narrow set of watersheds from which Equation 1 
was developed. 
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 3.5 Discussion 
The reduced prediction of fish (slightly) and diatom (more substantial) 
inventories compared to the macroinvertebrate indices used here suggests that aquatic 
biota that are sensitive to instantaneous sampling conditions (e.g. changes in 
streamflow) were more difficult to predict with the hydrogeomorphologic index 
(Equation 1).  This is consistent with observations of fish by Baldigo and Lawrence 
(2001) who suggested that well-buffered headwater streams (e.g. O1 and O2) are an 
‘oasis’ from acidic event water that reduces fish density and species richness. It is also 
consistent with observations of Burns et al. (2008) who speculated that DATI values 
were reduced in August 2003 versus August 1987 because stream discharge was 
sharply higher during the later sampling date (data not shown here).  Although the 
index still did adequately well in predicting fish inventories (|r|>0.72 p=0.01) and even 
diatoms (|r|=0.57 p=0.04), it appears better suited to predicting macroinvertebrate 
inventories (|r|>0.74, p<0.01) because of their reduced sensitivity to episodic changes 
in stream discharge and acidity. 
The proposed hydrogeomorphologic index captured the more buffered stream 
chemistry (high ANC) and reduced biota populations in some small watersheds (>10 
km2) that were less steep and had fewer stream channels (Table 3.1).  For example, 
WB6 and WB7 are less steep (0.20 m/m) and HF and O2 have smaller drainage 
densities (<0.85 km/km2).  The index was less effective, however, at indicating that 
small tributaries alter downstream stream chemistry.  For example, the addition of O2 
(Runoff Ratio estimate = 0.10) below B2 (Runoff Ratio estimate = 0.17) does not 
correspond to the better buffered section of O1 (Runoff Ratio estimate = 0.17) (see 
Figure 3.3 and Table 3.1).  The hydrogeomorphologic index (Equation 1) would be 
less applicable in areas with more isolated, small buffering sources or where 
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topographical differences (e.g. slope) are more subtle.  Additionally, defining the 
perennial stream channels to derive drainage density may be problematic in some 
areas.   
The relationships between the proposed geomorphologic index and inventories 
of aquatic biota are strongly linked to the reliability of Equation 1 to estimate the mean 
Runoff Ratio (Figure 3.2a).  Measurements of mean Runoff Ratio are somewhat 
stochastically controlled by weather and runoff conditions.  Measurements taken from 
20 storms during 1991 to 1993 may not reflect any repeatable runoff response, but do 
provide a strong measure of the relative hydrological differences between the 
watersheds.  The hydrogeomorphologic index based on average slope (S) and drainage 
density (DD) is thus a ‘static’ indicator independent of rainfall and antecedent 
conditions.  It is possible that some dynamic characteristics of mean Runoff Ratio are 
not included in our simple regression equation (Figure 3.1a), which may have reduced 
the accuracy of our predictions.   
These limitations in our ‘static’ hydrogeomorphologic index aside, there is 
clear potential for improving watershed monitoring and management in areas with 
similar geomorphological controls on hydrology.  Hydrogeomorphologic-based 
indices have the potential to focus sampling locations for aquatic biota without the 
need for field monitoring.  Knowledge about the spatial distribution of aquatic biota 
could also be used for developing comprehensive biotic inventories or focusing 
mitigation strategies to areas at-risk for stream acidification.  Although this study is 
unlikely to apply in watersheds with contrasting topography or isolated buffering 
sources, it indicates that under some conditions aquatic biota can be predicted using 
simple, widely-available spatial data. 
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3.6 Conclusions 
 High inputs of acidic deposition have reduced soil base-cation stores and 
stream acid neutralizing capacity (ANC) in parts of the Neversink watershed.   As a 
result, stream acidity continues to negatively affect a variety of aquatic biota 
populations in many Neversink streams.  In this study, an estimate of the mean Runoff 
Ratio was calculated for 28 Neversink sub-watersheds (0.3 to 176.0 km2) using a 
hydrogeomorphologic index based on mean slope and drainage density.  The 
hydrogeomorphologic index was then correlated to macroinvertebrate, diatoms, and 
fish inventories collected in previous studies.  The geomorphologic index was 
particularly effective in predicting macroinvertebrate populations (|r|>0.74, p<0.01).   
However, aquatic biota that are especially susceptible to rapid, episodic changes in 
stream acidity (e.g. fish and diatoms) were more difficult to predict (|r|>0.57, p<0.05) 
with our ‘static’ hydrogeomorphologic index.  The hydrogeomorphologic index also 
correlated to biotic inventories from ‘ungaged’ watersheds that did not have discharge 
data.  Despite some limitations, the proposed hydrogeomorphologic index could offer 
a cost-effective alternative to identify where aquatic biota will be at risk from surface 
water acidification. 
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Chapter 4 
EFFECTS OF PREFERENTIAL HYDROLOGICAL PATHWAYS IN A 
GLACIATED WATERSHED IN THE NORTHEASTERN USA 
 
4.1 Abstract 
Despite observational evidence of preferential flowpaths in watersheds in the 
Northeastern U.S., their effects on the spatial sources of runoff remain unclear.  An 
intense field survey was undertaken during the 2007 growing-season to determine the 
sources of stream runoff to a 2.51 km2 watershed in the Catskill Mountains, New York 
State, where preferential pathways are caused by groundwater springs and soil piping.  
A two-component hydrograph separation using δ18O shows that the contribution from 
event water (new rain water) ranged from 14% to 37% of the runoff volume and 18% 
to 49% of the peak streamflow for nine rainfall events.  Further, end-member mixing 
analysis (EMMA) using δ18O, Si, and DOC shows that groundwater is the dominant 
runoff source, but saturated areas account for between 2% to 24% of the total volume 
4% to 59% of discharge at peak streamflow.   Field surveys of saturated areas suggest 
that near-stream areas are insufficient to generate the observed tracer concentrations in 
rainfall events >8 mm, and require connection of upslope areas to explain the 
hydrograph separations.  These results are corroborated by the timing of the transient 
groundwater and overland flow response that confirm hill side preferential flowpaths 
rapidly transport water to near-stream saturation areas.  Conventional methods for 
estimating variable saturated areas (VSA) using surface topography and soil 
transmissivity over predict VSA in the valley-bottom and do not capture the 
concentrated VSA on the hill sides.  Overall these results are consistent with recent 
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findings from other landscapes with co-evolved glacial soils, where the lateral re-
distribution in hill side areas can reduce the influence of the topography and drainage 
network spatial sources of stream runoff. 
4.2 Introduction 
The spatiotemporal characterization of hydrological pathways resulting from 
complex subsurface heterogeneity is fundamental to modeling catchment hydrology 
and water quality (Lin 2006; Beven 2002).  Models based on most conventional 
theories (such as Darcy’s Law, advection-dispersion equation, and the conservation of 
mass) imply that water and solutes move within a small deviation of an average 
velocity.  To account for both the ‘long’ and ‘short’ term memory found in real 
hydrologic systems (Kirchner 2000) using these conventional theories would require 
the explicit mapping of all the heterogeneous subsurface properties, an impossible task 
in even small research watersheds (Beven 2002; McDonnell et al. 2007).  Most models 
instead rely on calibration to account for a lack of knowledge about spatial 
heterogeneities (McDonnell et al. 2007).  However, there is concern that models 
calibrated to the outlet response may not be capturing the internal processes of the 
watershed that are critical for soil and water management.  McDonnell et al. (2007) 
therefore suggests that simple explanations for the emergence, maintenance, and 
interconnections of landscape heterogeneities would have widespread implications for 
improving modeling.  Although their work points a way forward, simple and 
generalizable explanations capable of predictions in ungauged basins remain elusive 
because of the incredible variety in measured watershed responses (Troch et al. 2008).  
  Some principles are emerging for predicting dominant runoff processes in 
ungauged watersheds by comparing watersheds from different landscape units (e.g. 
McGlynn et al. 2004), across spatial scales (e.g. McGuire et al. 2005; Hrachowitz et 
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al. 2009), and from differing geomorphologic provinces (Tetzlaff et al. 2009).  It is 
general accepted that in steep terrain, gravitationally driven subsurface flowpaths 
dominate and topography is more important than catchment size in determining the 
average hydrologic response (Tetzlaff et al. 2009, McGuire et al. 2005).  The drainage 
network (topology) is also an important hydrologic control in watersheds where 
landscape features adjacent to the stream are important sources of runoff (Buttle 2006; 
McGlynn et al. 2004) and at larger spatial scales when in-stream transit is significant.  
However, Buttle (2006) proposes that a third control, in addition to topography and 
topology, is necessary for watersheds with heterogeneous subsurface properties. 
When parts of the landscape partition water differently between lateral and 
vertical movement (typology) the effects of subsurface properties become increasingly 
important.  For example, the typology of the Cairngorms Mountains, Scotland is 
radically different between the highly-responsive peat soils, where water is transported 
laterally by overland flow, and more free draining podzolic soils, where vertical flow 
dominates (Soulsby et al. 2006; Soulsby and Tetzlaff 2008; Hrachowitz et al. 2009).  
As a consequence, Soulsby and Tetzlaff (2006) could show that even at a basin scale 
of 230 km2, differences in typology at the hillslope-scale reduce the influence the 
drainage network (topology) and topography.  The work in the Cairngorms and in 
other areas (Laudon et al. 2007; Broxton et al. 2009) demonstrates that differences in 
typography can alter the flowpaths and source areas in landscapes with co-evolved 
soils. 
The landscape in the glaciated Northeastern U.S. is composed of hill sides and 
uplands with shallow, highly permeable soils and valley bottoms with deeper soils that 
are more poorly drained. Clear differences in typography occur between variable 
saturation areas (VSA) that are dominated by lateral runoff versus deep drift and 
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alluvial deposits that are more freely draining.  Saturation-excess runoff from VSA is 
the dominant runoff mechanism (Betson 1964; Dunne and Black 1970; Dunne et al. 
1975) and high infiltration rates make infiltration-excess runoff unlikely during storms 
(Walter et al. 2002).  The spatial distribution of VSA is in part driven by topography, 
causing saturation in flatter areas, at breaks in slope, or when upslope contributing 
areas are large (Beven and Kirkby 1979).   The classical conceptualization of VSA 
dynamics predicts that VSA will develop in the areas adjacent to the stream channel 
(Dunne et al. 1975; Engman 1974), making the drainage network (topology) important 
when subsurface differences is small.  Not surprisingly, the models derived from these 
40 year-old conceptualizations have focused on topographic controls on VSA and may 
be neglecting the subsurface heterogeneity in these complex glacial landscapes. 
Conventional VSA models are routinely used to calibrated with watershed 
discharge to predict runoff source areas for management decisions (Mehta et al. 2004), 
but a lack of field-scale validation means that we may not be ‘getting the right answers 
for the right reasons’.  Steenhuis et al. (1995) convincingly showed that in watersheds 
dominated by VSA hydrology, discharge could be predicted by just part of the 
watershed soils being at field capacity (the VSA extent) prior to runoff.  The 
disadvantage of this approach is that it does not explain the distribution of storages, 
thus techniques have been developed to predict VSA locations based on the 
Topographic Index (Beven and Kirkby, 1979) and the Soil Topographic Index (Beven, 
1986), which use local slope, upslope area, and soil transmissivity (see Methodology 
section).  These saturation maps can be parameterized into distributed models to 
predict the spatiotemporal sources of runoff during rainfall events and across 
antecedent conditions (Mehta et al 2004; Lyon et al. 2004; Dahlke et al. 2009). 
Unfortunately, when these models are calibrated to the outlet discharge the effective 
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lateral hydraulic conductivity must be increased up to ten-fold from the soil survey 
properties (Mehta et al. 2004).  A lack of consideration for the distribution and 
dynamics of preferential flowpaths, and their impacts on landscape typology, within 
distributed VSA models could have important ramifications on soil and water 
management. 
The potential control of preferential flowpaths on the extent VSA is limited by 
the lack of field-scale validation.  Several previous researchers observed that water 
was supplied to near-stream saturation areas from subsurface macropores 
(Waddington et al. 1993; Buttle and Peters 1997) and overland flow from upslope 
springs (Engman 1974; Inamdar and Mitchell 2007).  Dunne et al. (1975) and Dunne 
and Black (1970) showed that during wet conditions in Sleepers River, Vermont the 
saturated areas and overland flow were controlled by the location of groundwater 
seeps.  Subsurface preferential flowpaths also connect perched water tables on 
restrictive layers (Lin 2006; Lin and Zhou 2008) or along the bedrock (Tromp van 
Meerveld and McDonnell 2006), which can be connected to the stream or near-stream 
VSA in larger events.  Overall, these preferential flowpaths act to change the 
typography across the landscape by increasing lateral flow and thereby reducing the 
influence of surface topography and topology on runoff sources.  The inclusion of 
preferential flowpaths in VSA models therefore has the potential improve runoff 
predictions and management decisions. 
The goal of this study is to determine the importance of hill side preferential 
flowpaths to the spatial distribution of runoff sources during rainfall events.  The study 
is carried out in a tributary to Town Brook watershed (2.51 km2) in the Catskill 
Mountains, New York State where several preferential flowpaths have been located 
and monitored, including soil pipes and groundwater springs.  Intensive field mapping 
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was used to document the saturated areas in the landscape and their hydrologic 
connectivity.  The contributions of the saturated areas to stream runoff are investigated 
using a combination of hydrometric, chemical, and isotopic measurements during nine 
storm events.  The study is intended to define basic watershed function and verify that 
conventional distributed models can capture the complex flowpaths present in the 
glaciated, mixed-use watersheds in the Northeastern U.S. 
4.3 Methodology 
4.3.1 Study Site 
The 60 ha study hillslope is part of a 2.51 km2 study watershed in the 
southwest corner of the 36.5 km2 Town Brook watershed in the Catskill Mountain 
region of New York State (Figure 4.1).   The study watershed was cleared for grazing 
in the early 18th century, but has returned to 75% forest, dominated by hardwoods like 
American beech (fagus grandifolia), red maple (acer rubrum), sugar maple (acer 
saccharum), and yellow birch (betula alleganiensis) (Kurdish 2002), and 25% shrub 
and brush (Figure 4.1).  The watershed ranges in elevation from 585 m to 935 m, with 
slopes from 0° to 40°.  The climate is characteristically humid, with an average annual 
temperature of 8° C and average annual precipitation of about 900 mm.  
The Catskill Mountains have characteristic glacial features typical of 
watersheds in the Northeastern U.S.  The geology is sandstones (60%) and 
interbedded siltstones and shales (40%) that produce contact springs on the hill sides 
(Rich 1934; Reynolds 2000).  The soil development has been highly influenced by 
glacial features, with deep drift features in the valley-bottoms and shallow, 
undeveloped till soils on the hillslopes.  The effective soil depths are reduced by a 
compacted restrictive layer, referred to as a ‘fragipan’, at depths between 30 and 70 
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cm across most of the hillslope (USDA 2007).  The effective conductivity of the 
fragipan is roughly 0.5 cm/hr, or an order of magnitude less than the well-drained 
surface material that drains at 15 cm/hr.  Dahlke et al (2009) used seismic refraction to 
estimate a glacial till thickness of up to 4 m in near stream areas. 
The catena at the study hillslope is derived from glacial till composed from 
reddish sandstone, siltstone, and shale.  The soils are all silt loam with high (>10%) 
amount of rock fragments, the study watershed is composed of about 35% Willowmoc 
soils, 30% Lackawanna soils, 10% Onteora soils, and 25% soils of minor extent 
(USDA 2007).  The Lackawanna soils are on the hillsides and convex hilltops with a 
moderately draining layer above the dense fragipan (Figure 4.1).  The Willowmoc 
soils are located slightly down the hill sides and also have moderately draining surface 
layers.  The Onteora soil series is in the flat area adjacent to the stream have much 
lower transmissivity.  Soil maps are developed from Soil Survey Geographic 
(SSURGO) data along with associated attribute tables (Map Unit Identification 
Records), which are used to extract soil properties.  
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Figure 4.1: Measurements locations at Town Brook watershed, a mixed land-use 
watershed in the Catskill Mountains.  Watershed analysis is completed in the study 
watershed in the southeast corner of Town Brook.  Hillslope measurements are made 
at four well locations, four weirs, a rain gauge, and two saturated areas during nine 
storm events.  Soils are composed of several classification series across the hillslope. 
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4.3.2 Field Collection 
Water chemistry and quantity measurements were made at a variety of 
locations during the growing season of 2007.  Water table heights were measured at 
four locations (Figure 4.1) using WT-HR 500 and 1000 capacitance probes from 
TruTrack, Inc. inside 2.5-cm PVC tubes and screened to various depths.  The 
measurements were made at different positions along the hillslope to capture the 
transient groundwater response above the fragipan layer and the deeper permanent 
groundwater response.  The permanent groundwater (henceforth referred to as PGW) 
measurement was made about 1.0 m from the stream using a well that was screened 
from 0.2 m to 0.6 m from the surface at a location without a fragipan layer.  The 
remaining three piezometers measured the transient groundwater directly above the 
fragipan at various depths and locations; in the near-stream to a depth of 50 cm, 
(NSGW), 55 cm in the low-angle valley bottom (TGW1), and 40 cm on the steeper 
hill side (TGW2).  Water table depths were measured at 15 minute intervals during the 
rainfall events. 
Overland flow discharge measurements were also made at four locations 
(Figure 4.1).  In the areas where continuous baseflow was maintained, spring 1 (SP1) 
and the soil pipe outlet (SPO), H-flumes were installed.  At the other two more 
transient overland flow locations, spring 2 (SP2) and spring 3 (SP3), Parshall flumes 
were installed.  Overland flow was too diffuse just below the spring outlet to install 
the flumes, thus installation was approximately 5 m to 10 m below the outlet, leaving a 
small saturated area above some of the flumes (explained more in the Results 
section).  Stage-discharge relationships were developed for the flumes across a range 
of discharges.  Discharge data was collected every 15 minutes using Druck water level 
pressure transducers connected to Telog data recorders.   
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The extent of saturated areas was measured using a global positioning system 
(GPS) unit and intensive field surveys.  The soil was determined to be saturated using 
the ‘boot-print’ technique by making a small depression in the soil (1 to 2 cm) and 
observing if it re-filled with water.  The GPS had an accuracy of 3 m or better during 
the surveys and was subsequently uploaded into a geographic information systems 
(GIS) program to calculate the spatial coverage.  Errors in these estimates could result 
from small (< 5 m2) saturation areas that were missed or not well-represented by the 
GPS measurements.  As a result more detailed surveys with measuring tapes were 
made at the small saturation areas above the weirs of SP1, SP2, and SP3 across a 
range of conditions.  The extent of saturated area caused above SP2 varied from ~0 to 
~16 m2 and ~2 to ~19 m2 at SP3.  The continuous baseflow discharge at SP1 creates a 
larger saturation area of ~5 m2 to ~24 m2.  The soil pipe also maintains discharge 
during the driest summer periods, dye tracing revealed that water is transported at least 
80 m and at velocities of up to 0.70 m/s in the soil pipe.    
The topographic index (TI) (Beven and Kirkby 1979) and soil topographic 
index (STI) (Beven, 1986) are employed to capture the overall dynamics of saturated 
extent based on topography and soils. The TI is calculated based on the Digital 
Elevation Model (DEM): 
𝑇𝑇𝑇𝑇 = 𝛼𝛼
𝑆𝑆𝐶𝐶𝑅𝑅𝑡𝑡
            (1) 
where a is the upslope contributing area (m²) and β is the local surface topographic 
slope (radians). Large TI values mean that areas receive more upslope water and/or are 
less steep.  The STI is calculated from a DEM and soil properties given in the 
SSURGO soil survey data:  
𝑆𝑆𝑇𝑇𝑇𝑇 = 𝛼𝛼
𝐷𝐷𝐾𝐾𝑠𝑠𝑆𝑆𝐶𝐶𝑅𝑅𝑡𝑡
    (2)   
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where D is the local soil depth (m) and Ks the saturated hydraulic conductivity (md-1). 
Large STI values indicate locations that are more prone to saturation than small λ. 
Water chemistry was also monitored at a variety of locations across the 
watershed.  Grab samples were collected from the stream at up to 15 minute intervals 
using an ISCO automatic water sampler mounted 5 cm above the channel bed.  Rain 
water was collected 0.5 from the ground surface near the tipping bucket and at a 
forested location below the canopy.  Rain water was collected in 2 mm increments and 
mixed between the two 30-cm funnel collectors proportionate to the volume collected. 
Soil water was collected using free draining lysimeters that were made from 5 cm 
PVC and gravity fed to a collection vessel that was pumped after the storm events.  
The lysimeters were installed at depths of 15 and 40 cm adjacent to the NSGW 
location (Figure 4.1).  The volume of water collected from each lysimeter was 
considered indicative of the amount of flow through the soil horizon, which was 
minimal in the largest events and did not occur in five of the nine events.  Saturation 
area sampling was mixed from two locations (Figure 4.1) and was sampled at the 
surface to minimize the amount of particulate organic matter collected.  Near-stream 
groundwater samples were collected prior to and during each event from the 
observation well located 1 m from the stream (Figure 4.1).  Spring water is sampled 
during baseflow from the weirs located 5 to 10 m from the spring outlet.  
4.3.3 Laboratory Analysis 
All samples were refrigerated until they were analyzed.  Major ions and 
dissolved organic carbon (DOC) were analyzed in the Soil and Water Laboratory in 
the Biological Environmental Engineering Department at Cornell University.  The 
water samples were passed through a 0.45 µm nitrocellulose filter before being 
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analyzed.  The cation Si was analyzed with ThermoJarrel Ash with customized axial 
view torch inductively coupled plasma (ICP) spectrometer and reported to with a 15% 
error.  The anions Cl were analyzed with the Dionex ICS-2000 with anion column and 
reported to within a 10% error.  The DOC was measured with the OIAnalytical 1010 
wet oxidation TOC/DOC analyzer with an error within 10% and a coefficient of 
variation of 10%.  
The δ18O samples were stored in glass vials with polyseal caps to prevent 
evaporation prior to transport to the Laboratory of Isotope Geochemistry at the 
University of Arizona.  The samples were analyzed for δ18O at the University of 
Arizona using a DLT-100 Liquid Water Isotope Analyzer. Standards were analyzed 
immediately preceding the analysis of every sample to ensure adequate results.  The 
analysis procedure is outlined in Lyon et al. (2009). The analyzer has a reported 
measurement error of 0.1‰ and 0.8‰ for δ18O and δ2H measurements, respectively 
(Lis et al., 2008), and in-house error estimates of 0.11‰ and 0.4‰. 
4.3.4 Hydrograph Separation Techniques 
Three hydrograph separation techniques were applied in this study: 1) 
graphical techniques, 2) two-component isotopic separation (Sklash and Farvolden 
1979), and 3) end-member mixing analysis (Christopherson and Hooper 1992).   The 
hydrograph was separated into quickflow and delayed flow for each of nine storm 
events, as described by Hewlett and Hibbert (1967).  A separation line was projected 
from the initial rise of the hydrograph at a slope of 0.5 s-1km-2h-1.   This method was 
used to estimate the runoff ratio, by dividing the quickflow by the rainfall amount for 
each event. 
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The two-component technique (Sklash and Farvolden 1979) is a mass balance 
approach that separates the hydrograph into pre-event water (baseflow and water 
stored within the watershed prior to rainfall) and event water (rain water) based on the 
stable isotope ratios: 
𝑄𝑄𝑆𝑆𝐶𝐶𝑆𝑆 = 𝑄𝑄𝑝𝑝𝐶𝐶𝑝𝑝 + 𝑄𝑄𝐶𝐶𝐶𝐶𝐶𝐶    (3) 
 where Q is discharge, C is δ18O composition, and the subscripts t, p, and e refer to 
total, pre-event, and event water, respectively.  The contributions of event and pre-
vent water were estimated for each stream sample.  The event water was estimated 
based on median δ18O of the rain samples collected at 2 mm increments.  The pre-
event water is the baseflow chemistry within 24 hr of the beginning of the rain event.  
The uncertainty of each computed mixing fraction was evaluated using the technique 
described by Genereux (1998).   
𝑊𝑊𝑅𝑅𝑝𝑝 = �� 𝐶𝐶𝐶𝐶−𝐶𝐶𝑠𝑠
�𝐶𝐶𝐶𝐶−𝐶𝐶𝑝𝑝�
2 𝑊𝑊𝐶𝐶𝑝𝑝�2 + � 𝐶𝐶𝑠𝑠−𝐶𝐶𝑝𝑝
�𝐶𝐶𝐶𝐶−𝐶𝐶𝑝𝑝 �
2 𝑊𝑊𝐶𝐶𝐶𝐶�2 + � 1�𝐶𝐶𝑝𝑝−𝐶𝐶𝐶𝐶�𝑊𝑊𝐶𝐶𝐶𝐶�2  (4) 
An EMMA model was used to estimate the runoff source areas following the 
steps outlined by Christopherson and Hooper (1992).  First, linear plots of pairwise 
combination of solutes (mixing diagrams) are used to find conservative tracers across 
all nine events.  Second, the selected tracers are standardized into a correlation matrix 
such that solutes with greater variation do not exert more influence.  Third, a principal 
component analysis is completed for all combination of three, four, and five solutes 
(δ18O, Si, DOC, Cl, and Ca).  The model selected accounted for the greatest variability 
across all nine events with two principal components, implying three end-members are 
necessary and using the three solutes δ18O, Si, and DOC.  The concentrations of the 
end-members are then projected in the U-space defined by the stream PCA.  The 
goodness-of-fit for the predicted tracer concentrations are compared through least-
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squares linear regression.  The EMMA model was used then used to estimate the 
contributions from each of the three end members by solving the mass balance: 
𝑄𝑄𝑠𝑠𝑆𝑆 = 𝑄𝑄𝑅𝑅𝑅𝑅 + 𝑄𝑄𝑆𝑆𝑅𝑅 + 𝑄𝑄𝑔𝑔𝑔𝑔   (5) 
𝑈𝑈1𝑠𝑠𝑆𝑆𝑄𝑄𝑠𝑠𝑆𝑆 = 𝑈𝑈1𝑅𝑅𝑅𝑅𝑄𝑄𝑅𝑅𝑅𝑅 + 𝑈𝑈1𝑆𝑆𝑅𝑅𝑄𝑄𝑆𝑆𝑅𝑅 + 𝑈𝑈1𝑆𝑆𝑅𝑅𝑄𝑄𝑔𝑔𝑔𝑔  (6) 
𝑈𝑈2𝑠𝑠𝑆𝑆𝑄𝑄𝑠𝑠𝑆𝑆 = 𝑈𝑈2𝑅𝑅𝑅𝑅𝑄𝑄𝑅𝑅𝑅𝑅 + 𝑈𝑈2𝑆𝑆𝑅𝑅𝑄𝑄𝑆𝑆𝑅𝑅 + 𝑈𝑈2𝑆𝑆𝑅𝑅𝑄𝑄𝑔𝑔𝑔𝑔  (7) 
where Q is discharge, U1 and U2 are the first and second components of PCA, and 
three end-members of, tf, and gw, corresponding to overland flow, throughfall 
(rainfall), and groundwater, respectively. 
The chemistry of each end-member is estimated as the median of samples 
taken before, during, and after the event.  The temporal variability of the solute 
concentrations, particularly near stream groundwater and spring water, was small 
during the events.  The short duration high intensity rain storms also had minimal 
temporal variability in chemistry, although concentrations changed over the course of 
the study period.  The water chemistry in the saturated areas also did not change 
appreciably during the storm events, but did show some dilution of Si and DOC, and 
enrichment of δ18O.  Varying tracer concentrations is recommended when temporal 
variability is large, although in this study more consistent results from all nine events 
were found when the median concentrations are taken.  The assumption of static end-
members is unlikely across all events, but provides an effective means for comparing a 
range of rainfall events. 
The uncertainty for each principal component is estimated using the method 
described by Burns et al. (2001) based on the analytical uncertainty of each solute: 
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𝑊𝑊𝑅𝑅𝑖𝑖 = [(𝑉𝑉𝑖𝑖𝐶𝐶𝑊𝑊𝐶𝐶)2 + (𝑉𝑉𝑖𝑖𝑖𝑖𝑊𝑊𝑖𝑖)2 + ⋯ ]0.5    (8) 
Where Wui is the uncertainty value for principal component I, Via and Vib are 
eigenvectors for solutes a and b for principal component i, and We and Web are the 
analytical uncertainties.  The uncertainty value for each component is then used to 
create two new sets (high estimate and low estimate) of values for U1 and U2.  These 
new values of U1 and U2 are then used in Equations 3 through 5 to calculate an 
uncertainty range for each event. 
4.4 Results 
        In this section, the geochemical, isotopic, and hydrometric measurements are 
described for nine rainfall events.  Additionally, six field surveys are used to map the 
saturated areas.  
4.4.1 Mapping of Surface Saturation Patterns 
Hill side and near-stream saturated areas are evident from simple field surveys. 
Six surveys were collected immediately prior to, during, and after the 2007 growing 
season (Figure 4.2) using a handheld GPS receiver.  The saturation extent decreases 
after snowmelt through the summer (4.2a through 4.2d), until the watershed ‘wets-up’ 
after the 9/12/07 survey (4.2e), characteristic of early Fall events.  As the soil profile 
dries, the estimate of saturation extent drops from 9.90% after snowmelt to 1.70% of 
the surveyed area during the summer low-flow.  The location of saturation also shifts 
from near-stream areas after snowmelt to more finger-like patterns originating from 
point-sources (Figure 4.2).  The consistent hill side saturation patterns are fixed by 
groundwater springs (Figure 4.2), which maintain down slope saturation through the 
driest periods. 
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The size of saturated areas varies little over the dry summer conditions, 
changing from 1.7% to 4.3%, but responding rapidly to rainfall events.  For example, 
the survey on 9/5/07 was made during summer low flow conditions, but prior to the 
rainfall events on 9/8, 9/9, and 9/11/07 (Figure 4.2).  The survey on 9/12/07 is made 
within 3 hours of peak stream runoff from a 13 mm rainfall event.  Comparing the 9/5 
and 9/12/07 surveys shows that the spatial extent of saturated areas increases over 
two-fold from 29 mm of rainfall over three days.  The hill side saturated areas extend 
down slope and become temporarily connected to the stream in the 9/12/07 survey.  
After the system ‘wets up’ during the 9/12/07 event, the extent of saturated areas does 
not decrease appreciably again before the 10/5/07 survey, but in the later survey lacks 
the overland connections to the stream (Figure 4.2e versus 4.2f).  These simple 
surveys provide qualitative evidence of the spatial and temporal dynamics of overland 
flow pathways and are used to validate the measurements made during the rainfall 
events.     
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Figure 4.2: Maps of surface saturated areas made using field surveys.  Six field 
surveys using the ‘bootprint’ method of saturation and GPS system (to accuracy of 3 
meters).  4.2a also shows the hillshade (topography), 4.2b shows the topographic 
index, 4.2c shows the soil topographic index, and 4.2f shows the USGS delineated 
stream channels.  
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4.4.2 Analysis of Nine Storm Events 
Nine rain events were monitored over a 5 month period from 7/4/2007 to 
10/19/2007.  The rain events ranged from 2.4 mm to 12.6 mm and occurred over a 
variety of antecedent rainfall conditions (Table 4.1).  The average rainfall rate varied 
from 0.31 to 5.78 mm/hr and the rainfall events lasted from 0.8 to 15.2 hours.  The 
maximum 15 minute rainfall rate (84 cm/d) did not exceed the estimate of saturated 
conductivity of 110 cm/d.  The 7-day antecedent rainfall varies from 0.0 to 8.7 mm 
and 21-day varies from 0.5 to 28.1 mm.  
The differences in rainfall and antecedent rainfall conditions produced a 
correspondingly large range of runoff conditions in the stream and hill side weirs.  The 
length of the stream runoff events ranged from 16 to 72 hours and had average 3-day 
antecedent runoff of 0.046 to 0.227 mm/d (Table 4.2).  The peak stream discharge 
varied from 0.63 mm/d to 9.69 mm/d (Table 4.2) and was lagged from the rainfall by 
between 1.0 and 5.3 hours.  Overland flow occurred during every event at the spring 1 
weir (SP1) and the weir at outlet of the soil pipe (SPO), the same locations that 
maintained constant baseflow through the summer.  The more transient springs 2 and 
3 (SP2 and SP3) produced overland runoff in five of the nine events, presumably when 
small saturated areas formed above the weir.  The mean discharge from the SPO was 
between 0.118 and 0.668 L/s, which is about ten times the discharge from the SP1 
during the nine events. 
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Water table heights were also measued at four locations along the hillslope, a 
riparian well (PGW), a near-stream transient piezometer (NSGW), and two upslope 
piezometers (TGW1 and TWG2).  The water table heights respond to the nine rainfall 
events at all locations, but the rate of groundwater rise (rise rate) varies significantly 
between events from 4.4 to 55.6 cm/hr at the PGW (Table 4.3). A water table was only 
maintained throughout the study period at the PGW, while the other piezometers keep 
a transient water table only during rainfall events (Figure 4.3).  The transient response 
of a perched water table is caused by an impermeable ‘fragipan’ layer at a depth of 30 
to 70 cm (NRCS).  The PGW responds slower and declines more gradually than the 
transient groundwater during the storm events (Table 4.3 and Figure 4.3). 
The hydrographs shown in Figure 4.3 are indicative of the range of rainfall 
events measured and are used as examples throughout this section.  The events begin 
with a small event with dry antecedent conditions on 9/8/2007 (4 mm rainfall in last 
21 days), followed by larger events with wetter conditions on 9/11/07 (13 mm rainfall 
in last 21 days), and into the Fall much wetter conditions on 10/19/07 (20 mm rainfall 
in last 21 days).  Over this time the mean PGW height increases from 42 cm from the 
surface during the 9/8/07 event, to 14 cm during the 9/11/07 event, and 11 cm during 
the 10/19/07 event.  Correspondingly, the runoff coefficients show a large range from 
0.14% during the 9/8/2007 with the driest antecedent conditions, 1.60% as the system 
‘wets up’ during 9/11/07, and up to 8.30% during the 10/19/2007 event with the most 
antecedent rainfall.  The nine rainfall events thus represent a variety of conditions 
from which to assess common source areas and flowpaths in the study watershed. 
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4.4.2.1 Groundwater Table-Stream Runoff Relationships 
The groundwater table-stream runoff relationship shows significant variability 
depending on the antecedent conditions and rainfall.  The PGW heights showed 
consistent counter-clockwise hysteresis versus stream discharge (Figure 4.4), 
indicating the PGW lagged behind the stream response during the rising limb of the 
hydrograph (Figure 4.3).  The PGW lags the stream response during both the 9/11/07 
and 10/19/07 events, despite wetter antecedent conditions (Table 4.1) and a 20 cm 
difference in the pre-storm PGW height during the 10/19/07 event.  The NSGW 
heights also have a counter-clockwise hysteresis during the 9/12/07 and 10/19/07 
events, but peak at the same time as the stream (Figure 4.1).  During both storms, the 
NSGW height begins around 40 cm from the surface, rises rapidly, and then reaches a 
maximum of about 10 cm where it remains for 3 to 5 hours.  A 5 to 15 cm shallow 
layer with high organic content has highly conductive soils that likely cause the water 
near the stream to move laterally at shallow depths (Lyon et al. 2006a; 2006b) and 
effectively act as overland flow.  Thus, while the NSGW heights remain close to 10 
cm for much of the event, the upslope saturation areas are connected via overland 
flow, which is consistent field observations in this area during larger some events 
(4.2b and 4.2e). 
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The overland flow measurements made at SP1 and the SPO show both 
overland flow locations have a small clock-wise hysteresis loop, indicating that they 
respond faster than the watershed outlet (Figure 4.4c, d).  The rapid response of the 
SP1 discharge is due to a small saturated area below the spring head, whose size 
depends on the antecedent conditions (see Methods section).  The SP1 discharge is 
more than 50% greater during the 9/11/07 storm (Figure 4.4d), despite wetter 
antecedent conditions during the 10/19/07 event (Table 4.1 and 4.2). The differences 
instead likely reflect the greater rainfall intensity during the 9/11/07 event which 
produces increasing amounts of overland flow, versus more constant rainfall during 
the 10/19/07 event (Figure 4.3a and c).  Conversely, the soil pipe response increases in 
a similar linear way during both events, supplying nearly twice as much runoff in the 
10/19/07 event than the 9/11/07 event (Figure 4.4c).  The sources to the soil pipe are 
not clear because there are no distinguishable upslope saturated areas and the nearby 
TGW1 response is lagged.  
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4.4.2.2 Tracer Response 
      The rainfall caused consistent deflection in δ18O in the stream water during the 
storm events (Figure 4.5).  The δ18O response reflects the addition of isotopically 
enriched event water during the rainfall events, the mean rain δ18O is -4.92±0.87‰  
over the nine events versus an average stream baseflow concentration of -
10.61±0.57‰  (Table 4.4).  The baseflow (prevent) δ18O is a mixture of enriched near-
stream groundwater (mean -9.73‰) and depleted groundwater springs (mean -
10.91‰) that discharge directly into the stream from zero-order tributaries (see spring 
location in Figure 4.2).  The stream concentrations range from -10.85‰  to -8.55‰  
and are positively correlated to stream discharge (r2 = 0.69) over the nine events.  
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Figure 4.5: Chemograph and hydrograph for the 9/8/07, 9/9/07, and 9/11/07 storms 
(4.5a,b,c) and the 10/19/07 storm (4.5d e,f).   The Si and δ18O concentrations show 
consistent dilution during storm events, versus a flushing of DOC. 
        The stream Si concentration decrease during the rainfall events (r2=0.50) and 
DOC concentrations increase more linearly (r2=0.72) (Figure 4.5).  The variability in 
the Si concentration is relatively small during the events, 1.32 mg/L to 2.0 mg/L, with 
minimums during peaks flows consistent with dilution-type effects (rain Si 
concentrations are 0.06 mg/L).  Conversely, DOC concentration are maximum at peak 
discharge (‘flushing’ effects) and have more variability, with baseflow concentrations 
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around 5 mg/L to peak flow concentrations between 10 and 20 mg/L.  The timing of 
the tracer response is also different with Si, DOC and δ18O concentration responding 
rapidly to increasing discharge, but DOC concentration fall immediately while Si and 
δ18O remains depleted for up to 24 hours after the event (Figure 4.5).  The magnitude 
and timing of the stream concentrations reflect additional sources during the rainfall 
events.    
      Solute concentrations are also measured at different ‘end-members’ across the 
hillslope during the nine events (Figure 4.1 and Table 4.4).  As mentioned previously, 
the rain and throughfall was enriched in δ18O and had much lower concentrations of 
DOC and Si than the stream water.  The PGW and SP1 water show the opposite 
chemistry, with more depleted δ18O and higher concentrations of Si.  The DOC 
concentrations vary significantly across the landscape, from less than 3 mg/L in spring 
waters, to 8 mg/L in the riparian groundwater and soil-water, and much higher (25.0 
mg/L) in the near-stream saturated areas.  The tracer concentrations are used 
subsequently to estimate the source areas of runoff using simple hydrograph 
separation techniques. 
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Table 4.3: Solute concentrations for the end members used in the mixing analysis.  
The end-members are averaged from multiple measurements during all nine storm 
events. 
End Member Si (mg/L) δ18O (‰) DOC (mg/L) 
Mean rain and throughfall 
(standard deviation) 
0.06 (0.04) -4.92 (0.87) 1.03 (0.43) 
Mean perennial GW       
(standard deviation) 
1.68 (0.15) -9.73 (0.26) 7.68 (1.56) 
Mean spring GW           
(standard deviation) 
1.9 (0.11) -10.91 (0.25) 2.49 (1.03) 
Mean saturated area     
(standard deviation) 
0.69 (0.16) -8.84 (0.48) 24.97 (3.05) 
Mean soil water            
(standard deviation) 
0.92 (0.59) -6.04 (1.87) 7.06 (1.15) 
4.4.2.3 New Water Response 
A simple two-component mixing model (Equation 3) is used to separate 
streamflow into event water (event rainwater) and pre-event water (baseflow water) 
contributions during nine storms.  The contribution of event water was 14% to 37% of 
the runoff volume, with the maximum storm contribution from 18% to 49% usually 
near peak stream discharge (Table 4.5 and Figure 4.6a,c).  The proportion of new 
water contributions is clearly a function of rainfall characteristics and antecedent 
conditions.  For example, during three successively larger storms in September (Figure 
4.3), the event water contributions increase from 14%, to 25%, and 37% as the system 
wets up (Table 4.5).  The timing of the event water also becomes less lagged and more 
synchronized with stream discharge during the 9/11/07 storm.  However, during the 
10/19/07 storm, with very wet antecedent conditions, new water comprises only 33% 
of the total volume (Table 4.5), as groundwater contributions are larger due to greater 
baseflow (Figure 4.6).  Overall, the event water contributions during these nine storms 
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are strongly explained by the rainfall volume (r2=0.69), but less so by the 7-day or 21-
day antecedent rainfall (r2=0.20 and 0.41, respectively). 
The event water reaches a consistent maximum of around 35% during the three 
largest events (9/11/07, 9/12/07, and 10/19/07) despite varying rainfall intensities and 
antecedent conditions.  Across all of the events, the maximum event water 
contributions are more correlated to the length of the rainfall event and volume 
(r2=0.70 and 0.79, respectively) than the mean or maximum 15-minute rainfall 
intensity (r2=0.61 and -0.24, respectively).  The error estimated with Equation 9 is 
shown for each stream sample in Figure 4.6a and 4.6c, with errors from 12.4% to 
30.1% of the storm volume for the nine events.  Overall, the two-component model 
demonstrates that event rainwater is an important source of runoff during summer 
storms. 
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Figure 4.6: Hydrograph separations using simple mixing models for 9/8/07, 9/9/07, 
and 9/11/07 storms (4.6a, b) and 10/19/07 storm (4.6c, d).  Top graphs show 
separation of new event water using the 2-component model and rain plus saturated 
areas from 3-component model.  The bottom graphs show the contributions of the 3-
component model using Si, DOC, and δ18O. 
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4.4.2.4 End-Member Response 
The response of three solutes, Si, DOC, and δ18O, are used to identify water 
source areas using end-member mixing analysis (EMMA) and Equations 5 to 7.  
Viable end-members are selected using the concentration plots between the various 
solutes (Figure 4.6).  A groundwater end-member is necessary to explain the high Si 
concentrations and depleted δ18O over the entire event (Figure 4.7), particularly during 
baseflow.  While more enriched δ18O and lower Si stream concentrations are 
attributable to rain and throughfall sources (Figure 4.7).  The depleted rainfall δ18O did 
not change by more than 1.5‰ during any of the short rainfall events, with a mean of -
4.92‰ and 1 standard deviation of 0.87‰ over all nine events (Table 4.4). Soil water 
from neither the A-horizon nor shallow groundwater can explain the DOC 
concentrations in the stream (Figure 4.7).  Instead, saturated areas are the only source 
capable of producing high stream DOC concentrations (Figure 4.7), which can exceed 
15 mg/L at peak storm flows (Figure 4.5).  Soil water is excluded from the EMMA 
because the δ18O is not distinguishable from rain water and the volume of water 
collected from the free-draining lysimeters was minimal and erratic, only producing 
runoff in four of nine events. Thus, the concentration plots suggest that a three end-
member system are necessary to explain storm stream concentrations between 
groundwater (baseflow water), saturated areas, and rain water.  
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Figure 4.7: Solute concentrations for all nine storm events and average end-members 
concentration.  Groundwater (spring and riparian waters) capture most of the stream 
concentrations, but a DOC-rich source, and enriched δ18O source are necessary to 
capture all the variability. 
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Principal component analysis (PCA) was used to define a mixing space for the 
nine events using the three end-members for each event.  This model explains 90% to 
98% (depending on the storm) of the variability in Si, DOC, and δ18O stream 
concentrations for the nine storm events, implying three end-members are necessary 
(Figure 4.8).  The first principal component is controlled by the dilution of Si and 
δ18O; while the second is controlled by the flushing of DOC.  The percent contribution 
for the three end-members over the nine storm events are shown in Table 4.5.  The 
groundwater dominates the volume of stream water during storm events, producing 
53% to 95% of total runoff volume (Table 4.5).  The volume of rain water ranged 
from 4% to 25% and saturated areas between 2% and 24% of the total storm volume 
for the nine storm events (Table 4.5).  The model was adequate in reproducing the 
measured values, with r2 from 0.55 to 0.77 for Si, 0.76 to 0.97 for DOC, and 0.85 to 
0.99 for δ18O.  The error estimates made using Equation 8 are shown for select rain 
events in Figure 4.6b and d for all three end-members, and range from 8% to 31% for 
the total storm volumes during the nine events.  
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Figure 4.8: Principal component analysis used in the 3-component mixing model for 
9/8/07, 9/9/07, and 9/11/07 (8a) and 10/19/07 storm (8b).  The first principal 
component is mainly explained by Si and δ18O concentrations, while the second is 
mostly explained by the DOC concentration. 
 109 
 
 
 110 
Contributions from saturated areas reach their maximum during peak stream 
discharge and fall rapidly, while the contributions from rain water are more damped 
and lagged from the runoff peak (Figure 4.6).  During the 9/11/07 storm event, 
maximum saturated area contributions exceed 59% of peak streamflow compared to a 
maximum of 22% from rain water coming after peak streamflow.  This same trend is 
also evident from the PCA plot (Figure 4.8) that shows a rapid expression of saturated 
areas in the stream water followed by rain water during the falling limb of the 
hydrograph for both the 9/11/07 and 10/19/07 storm events.  However, combining the 
saturated area and rain water contributions gives a runoff volume with similar timing 
and magnitude to the event water estimated with the two-component model (Equation 
3) for both events in Figure 4.6a,c.  The relative agreement between the two models 
suggests that the EMMA results are a plausible explanation for sources of event 
water.    
4.5 Discussion 
Saturation excess runoff is an important contributor to storm response in the 
Northeast U.S., but remains difficult to spatially and temporally quantify because of 
the lateral re-distribution of water due to subsurface heterogeneities and preferential 
flow.  In Town Brook watershed, preferential flowpaths could potentially connect hill 
side areas to the stream, making predictions difficult with conventional variable 
saturated area (VSA) models.   
4.5.1 Causes of Soil Saturation in Town Brook 
 The spatiotemporal patterns of surface saturation are different between valley-
bottom areas and hill side areas far from stream channels (Figure 4.2f).  After 
snowmelt on 4/12/07, saturated areas adjacent to stream channel (within 15 m) 
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represent about 80% of the total extent (Figure 4.2a).  The near-stream saturation 
accounts for only around 55% of the saturation area during the driest survey on 9/5/07, 
with the remaining soil saturation occurring in isolated areas on the hill sides and is 
not connected to the stream (Figure 4.2d).  Hill side saturation areas maintained by 
groundwater springs have been described throughout the Catskills (Burns et al. 1998; 
West et al. 2004; Siren 1963).  The differing controls on saturation areas in the valley-
bottoms versus the hill sides makes prediction difficult using common VSA 
conceptualizations. 
Estimates of saturation areas made using surface topography and soil 
properties are not able to robustly reproduce the measured saturation areas.  The 
topographic index or TI (Figure 4.2b) correctly identifies most hill side saturation 
areas using a 5 m by 5 m DEM, but even high-resolution LIDAR topography cannot 
detect the concentrated overland flow from the spring heads.  Additionally, TI would 
predict that valley-bottom areas should remain saturated during drier conditions 
because of larger contributing areas than the upslope areas; however, the continuous 
spring discharge maintains hill side saturation areas, while valley-bottom decrease 
quickly after snowmelt (Figure 4.2a,b).  The soil topographic index (STI) even more 
severely over-predicts valley-bottom saturation because the Onteora soils (Figure 4.1 
and 4.2c) have lower hydraulic conductivity.  This qualitative analysis shows that TI 
and STI generally over predict the extent of saturation area and underestimate the 
importance of concentrated flowpaths. 
Previous studies in Town Brook have also shown that measured saturation 
areas are generally over predicted from models using surface topography.  Working in 
adjacent north-facing Town Brook tributary, Mehta et al. (2004) showed that hill side 
saturation areas were concentrated and connected to the stream, but were poorly 
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predicted by their distributed model (see Figure 10 in Mehta et al. 2004).  Even with 
inclusion of micro-topography, the model severely overpredicts the extent of saturated 
areas near the stream channels and does not capture small hill side areas caused by 
groundwater springs (see Mehta et al. 2004 Figure 4.12).  Additionally, Lyon et al 
(2006a; 2006b) used 43 piezometers in a 120 m by 180 m area at the toe of the study 
hillslope (Figure 4.1) to estimate the shallow groundwater table.  They found that STI 
had a relationship to probability of surface saturation during wet conditions (March to 
May), but not during dry conditions (June to August).  A reanalysis of toe slope 
saturation patterns from Lyon et al. 2006b shows that during dry conditions (see 
Figure 5 in Lyon et al.) the most persistent saturation occurs at the outlet of the soil 
pipe in the northwest corner of the hillslope (Figure 4.1 and 4.2).  The lack of 
agreement between the saturation predictions and measurements in Town Brook 
appears driven by preferential flowpaths, such as the springs and soil pipes, that are 
not well-described by the surface topography and soil surveys. 
The role of preferential flowpaths is better examined in regards to the hillslope 
geomorphology and geology.  The contact groundwater springs occur from bedding 
planes in the sandstone bedrock, but are not predictable by elevation or upslope area.  
Instead, the hill side saturation areas consistently emerge at the interface between the 
Willowmoc and Lackawanna soils (Figure 4.1), when vertical hydraulic conductivity 
decreases (see STI in Figure 4.2c) and the fragipan becomes more consistent.  The hill 
side saturation areas rarely extend to the near-stream Onteora soils (Figure 4.2c) 
because the Willowmoc soils on the toe slope (Figure 4.1) have reduced slopes and 
increased soil depths.  On the study hillslope, the Willowmoc soils also contain at least 
two measured soil pipes at depths of less than 0.75 m that extend to within 300 m of 
the stream.  The soil pipe occur within the Willowmoc soils, but discharge into the 
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flat, poorly-draining Onteora soils and create one of the few consistent near-stream 
saturation area (Figure 4.2 and see also Lyon et al. 2006a).  The near-stream saturation 
areas are influenced by the upslope preferential flowpaths, but their relative influence 
on watershed functioning remains to be explored.   
The co-evolution of the soils in Town Brook watershed is likely responsible 
for the importance of preferential flowpaths on saturation area dynamics.  Consistent 
preferential pathways persist because of the upslope springs and down slope fragipan 
layers.  In general, these preferential pathways increase lateral runoff and reduce 
vertical infiltration (vary the typology); the most extreme case being the saturated 
soils, which transfer all rainfall to lateral runoff.  The co-evolved drainage system 
found in Town Brook is similar to the glacial Cairngorm Mountains in Scotland 
described by Soulsby et al. (2006), Soulsby et al. (2008), and Hrachowitz (2009), 
where small amounts of responsive peats soils can dominate runoff sources in larger 
watersheds during rainfall events.  Thus, the influence of hill side saturation patterns 
on the watershed response could have important new implications for the management 
of soil and water in this well-studied area.  
4.5.2 Importance of Preferential Pathways to Storm Runoff Sources 
 Evaluating the impacts of preferential pathways on watershed functioning 
requires inferences from the hydrometric, chemical, and isotope data because direct, 
robust measurements are impractical.  In Town Brook, preferential flow occurs both 
during low-flows and transiently during rainfall events due to a variety of causes, 
including bedrock heterogeneities, overland flowpaths, micro-topography, and soil 
piping.  The preferential pathways accentuate lateral runoff and may reduce the role of 
topography and topology on runoff source areas if they connect to the stream.     
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 Several hydrometric lines of evidence suggest that hill side saturation areas 
connect to the stream channel during rain events.  First, GIS measurements made after 
snowmelt (Figure 4.2a) and within three hours of the 9/11/07 rain event (Figure 4.2f) 
show saturated connections from the spring head down to the stream channel.  Second, 
the overland flow measurements at the springs and soil pipe respond faster to rainfall 
events than the stream (Figure 4.4c,d), implying they could be a source of peak storm 
runoff.   Third, the transient NSGW also responds rapidly and stays within 10 cm of 
the surface, where the lateral conductivity in the organic horizon is much higher than 
the mineral soil (Figure 4.4b).  This transmissivity feedback type response has been 
found in other studies in till soils (Bishop et al. 1990; Kendall et al. 1999) and is 
indicative of fast runoff pathways and high DOC concentrations (Kendall et al. 1999).  
In this study, the shallow flow in the top 5 cm to 10 cm is essentially overland because 
the vertical infiltration is near zero and these areas appear saturated using the ‘boot-
print’ survey method shown in Figure 4.2.  Finally, the deeper PGW and nearby 
TGW1 do not respond fast enough to contribute to the peak stream discharge (Figure 
4.3a,c and 4.4a).  The entirety of the hydrometric observations suggest that surface 
saturation in near-stream areas stay connected to the stream during rain events and act 
as flowpaths for hill side water to reach the stream.   
 The water chemistry is also used to estimate source areas via simple 
hydrograph separations.  The simplest two-component model using δ18O convincing 
shows that water supplied by the rain event (event water) is a significant source of 
runoff, especially during peak streamflow (Figure 4.6 and Table 4.5).  This implies 
that source areas and flowpaths combine to rapidly contribute event water to the 
stream during the rising limb of the hydrograph.  However, using several tracers (δ18O, 
Si, and DOC) the EMMA shows that stream contributions from rain water are lagged 
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and damped from the stream response (Figure 4.6b, d).  The rapid contributions during 
the rising limb are instead supplied by saturated areas, which supply up to 24% of the 
runoff volume and 18% to 49% at peak streamflow.  Combining the saturated area and 
rain contributions produces a similar hydrograph to the event water estimated using 
the two-component model (Figure 4.6a, c), but event water is slightly smaller (>10%) 
during peak streamflow.  These results imply that event water is mobilized both by 
direct precipitation onto the stream channel, but also from water that mixes in the 
saturated areas during peak flows.  The EMMA relies on DOC to act as tracer for 
saturated areas to be accurately predicted (Figure 4.5). 
The large flush of DOC during the rising limb of the hydrograph can only be 
explained by concentrations in the near-stream saturated areas (Figure 4.7a).  Other 
studies have found that the variability of DOC concentrations in streamwater may be 
an effective indicator of flowpaths during storm runoff (Moore 1989; McDowell and 
Fisher 1976; Fiebig et al. 1990; Brown et al. 1999).  Fiebig et al. (1990) suggested that 
DOC indicated flushing from preferential flowpaths further from the stream channel 
that did not contribute during baseflow.  The consistent trend of higher DOC 
concentrations on the rising limb versus falling limb of the hydrograph (Figure 4.5) is 
similar to trends in Maimai, New Zealand (Moore 1989) and in a small hardwood 
watershed in Massachusetts (McDowell and Fisher 1976).  Brown et al. (1999) also 
found that shallow soils were the most important source of DOC and a possible source 
of quick runoff in the Catskill Mountains.  The EMMA suggests that the DOC is 
rapidly mobilized through shallow layers and/or preferential flowpaths, while more 
dilute rain water dominates after peak streamflow. 
Contributions from rain water (event water that does not mix in the saturated 
areas) reach their maximum of 5.8% to 31.6% of the instantaneous discharge during 
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the falling limb of the hydrograph (Figure 4.6b, d).  Similar dilution effects have been 
attributed to direct precipitation onto riparian saturated areas (Eshleman et al. 1993, 
Wels et al. 1991).  However, Buttle and Peters (1997) found that hill slopes were 
capable of generating event runoff from preferential pathways that was often attributed 
to direct precipitation onto saturated areas.  Buttle and Peters (1997) also suggested 
preferential pathways could invalidate common assumptions in hydrograph separation 
techniques without consideration of hydrometric response.  The results presented here 
concur with Buttle and Peters (1997) that preferential flowpaths are capable of 
transporting rain water far from the stream channel without considerable mixing, 
which could have been attributed to direct precipitation on valley-bottom saturation 
areas (e.g. Wels et al. 1991) if the intensive hydrometric measurements had not been 
collected.  Although the results cannot not preclude contribution of rain (event) water 
via subsurface preferential flowpaths as well, occurring on the transient perched water 
table.   
Separately the hydrometric and water chemistry results suggest that water 
supplied to saturated areas during peak storm runoff may come from hill-side sources, 
but an integration of these data sets could further corroborate this runoff mechanism.  
The rainfall events shown in Figure 4.3a and 4.3b during several September rain 
events are used to further illustrate hill side contributions.  The 9/5/2007 (Figure 4.2d) 
survey was made during summer low flow and the total saturated area in the study 
watershed was 1.1%, but 0.21% was connected to the stream via surface saturation 
(essentially only the stream channel).  Correspondingly, the rainfall event on 9/8/07 
has a very small runoff coefficient (0.14%) and runoff was generated principally from 
direct precipitation onto the stream channel and not from saturated areas (3.6% versus 
1.5% of the total runoff volume, respectively).  As a result of this storm event the 
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water table heights increased (Table 4.3 and Figure 4.3b) and the saturation extents 
likely increased.  The subsequent 9/9/07 storm had roughly equal contributions from 
rain and saturation areas (6.5% versus 5.8 % of the total runoff volume, respectively), 
but saturation contributions could still be explained by a small near-stream area 
(<0.10% of the watershed area).  However, during the larger event on 9/11/07, when 
the hill side saturation areas connect to the stream, the volume contributed by 
saturation areas jumps to 28.4% of the total and 59.3% at peak streamflow.  The near-
stream saturation areas are not of sufficient size to generate this volume of runoff, 
which suggests that water from the hill side areas was quickly transported to the 
stream via preferential pathways under certain conditions.  The changing saturation 
areas during these September storms are an example of how antecedent conditions and 
rainfall characteristics act to influence runoff sources. 
4.5.3 Conceptualizing Runoff Source Areas during Varying Summer Storms 
The antecedent conditions and rainfall characteristics have uneven controls on 
the hydrometric response between differing parts of the watershed.  The rate of 
groundwater rise at the NSGW and PGW is significantly correlated (r2 = 0.89 and 
0.90, respectively) to the 7-day antecedent rainfall conditions.  In contrast, the upslope 
transient groundwater (TGW1 and TGW2) is more strongly explained by total amount 
of rainfall (r2 = 0.65 and 0.65) than 7-day antecedent rainfall (r2= 0.45 and 0.35).  The 
same is true for overland flow at SPO, SP1, SP2, and SP3, where the increase in 
discharge is more correlated to storm rainfall volumes (r2 = 0.60, 0.57, 0.77, and 0.78, 
respectively) than 7-day antecedent rainfall (r2 = 0.29, 0.26, 0.54, and 0.23, 
respectively).  The difference in response likely reflects the redistribution of water in 
near-stream areas, while hill side features have a more limited memory of past rain 
events. 
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 The differences in hydrometric response across antecedent conditions manifest 
into differing runoff sources to the stream during the storm events.  The volume and 
maximum instantaneous event water contributions are much more correlated to 
rainfall volume (r2=0.69 and 0.79, respectively) than the 7-day antecedent rainfall (r2= 
0.20 and 0.30, respectively).  The rainfall contributions from EMMA also show more 
correlation to total rainfall volumes (r2=0.60) than 7-day antecedent rainfall (r2=0.10).  
However, the total and maximum contributions from the saturated areas show similar 
positive correlation to rainfall amounts (r2= 0.57 and 0.68, respectively) and 7-day 
antecedent rainfall (r2=0.68 and 0.63, respectively).  As a result of these controls, the 
three rainfall events larger than 8 mm produce a similar volume of saturated area 
runoff (22.5% to 28.4% of the total), while rain water contributions are more variable 
(14.5% to 25.8%) and increase more linearly with rainfall volume.  The complicated 
controls on source area contributions are not easily parameterized using conventional 
VSA runoff models (Figure 4.2b,c) that rely on surface topography to redistribute 
water down slope. 
From a synthesis of these results we propose a conceptual model capable of 
predicting the source areas across antecedent conditions and under different rainfall 
characteristics.  During smaller events and drier conditions, the upslope saturation 
areas remain disconnected, near-stream saturation areas are minimal, and most storm 
runoff is generated by direct precipitation onto the stream.  A similar storm would 
generate more saturation excess overland flow in wet antecedent conditions, when the 
PGW and NSGW respond faster and near-stream saturation areas are more easily 
connected.  For storms with more 8 mm of total rainfall, the additional sources and 
timing of overland flow can only be explained by the connection of hill side saturation 
areas.  However, the hill side saturation areas have a maximum spatial extent that they 
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quickly reach in wet antecedent conditions due to the limited upslope expansion of the 
preferential flowpaths (Figure 4.2e, f and measurements from SP1 corroborate this).  
Larger rain storms thus produce similar amount of runoff volume from saturated areas, 
but larger relative amounts of rain water.  The lagged contribution of the rain and 
event water (Figure 4.6) implies that direct precipitation onto the stream channel is not 
the only source of rain water to the stream and that preferential flowpaths could move 
rain water from further up the hill sides.  This conceptual framework reinforces the 
idea that isolated areas in the landscape can contribute the majority of storm runoff 
through saturation excess processes.     
4.5.4 Implications for Modeling and Management of VSA Hydrology 
These results add to the growing body of evidence that highly responsive soils 
on the hill sides can be important contributors to storm runoff in co-evolved glacial 
soils (Buttle 2006; Soulsby et al. 2006; Soulsby and Tetzlaff 2008).  It is clear that 
predicting the exact positions of saturated contributing areas is not possible because of 
heterogeneities in the geology and soils.  We believe that these heterogeneities are 
responsible for the overland saturation patterns and become a major source of storm 
runoff during larger summer and fall events.  However, we also acknowledge this 
method does not rule out other sources or runoff, including subsurface-flow caused by 
saturation on the perched water table.  Although the stream chemistry would suggest a 
more shallow soil source, the mixing overland flow and subsurface waters in near-
stream area means this cannot be excluded as a possible source.  What is apparent is 
that watershed sources and flowpaths rapidly deliver water mixed in the saturated soils 
and slowly supply event (rain) water during the stream recession.    
The spatial patterns of runoff source areas in Town Brook are influenced by 
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rapid lateral flow by select areas in the landscape.  Thus, conventional VSA theories 
do in general apply and are capable for supporting management decisions, but in 
general the models fail to capture the isolated flowpaths on the hill sides and over 
predict near-stream saturation extents (Mehta et al. 2004; Lyon et al. 2006b).  This 
means that water gets to the stream faster and from sources further than what is 
predicted by the surface topography or the drainage network (topology).  In other 
areas, hydrologic soil classification schemes have been developed (e.g. HOST 
classifications from Scotland, website: http://www.macaulay.ac.uk/host/) to better 
predict landscape typology.  Developing these surveys by hand would be too resource 
intensive, but so far remote-sensing (de Alwis et al. 2007) and geophysical measures 
(Dahlke et al. 2009) have proved impractical for widespread applications.   Therefore, 
at present surface topography and SSURGO soil maps remain the most robust means 
for managing soil and water in the near-term, a more concerted effort should however 
be made to better integrate differences typology in future VSA models. 
4.6 Conclusions 
 The variable source areas (VSA) concepts proposed over 40 years ago (e.g. 
Betson 1964 and Dunne and Black 1970) for Northeastern watersheds have been 
subject to few updates and improvements.   However, there is a growing body of 
literature from other glacial areas (e.g. Soulsby and Tetzlaff, 2008) suggesting that 
differences in the lateral and vertical distribution of water can cause hill side features 
to control overall watershed functioning.  Therefore, we more closely considered the 
effects of lateral redistribution of water via saturation-excess overland flow in a 2.51 
km2 watershed using hydrometric, chemical, and isotopic data.  The intensive surveys 
revealed that hill sides have saturation areas maintained by spring heads that can 
connect to the stream via overland flow in larger events.  These results are supported 
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by the hydrometric measurements, which showed a rapid response of overland 
flowpaths and transient near-stream saturation during the event.  Finally, hydrograph 
separations using isotope and geochemicals confirm that a signature of shallow 
overland flow supplies up to 59% at peak streamflow and event (rain) water has 
maximum contributions to the stream the falling limb of the hydrograph. 
 Overall these results would be difficult to predict with conventional VSA 
models because the saturated areas are not well-captured by the soil or topographic 
information.  For example, near-stream areas do not saturate as readily as predicted by 
the upslope topography or drainage network (topology).  The presence of lateral 
preferential flowpaths suggest that water is transported more quickly and from sources 
further from the stream channel than current VSA theories would predict.  Although 
this does not preclude the use of conventional models, which although overpredict the 
extent of saturated areas, but do delineate the measured runoff areas and as  
hydrologically sensitive areas for management purposes.  For VSA models to ‘get the 
right answers for the right reasons’ will require more validation of internal watershed 
processes with regard to the lateral redistribution of water due to preferential 
flowpaths in glaciated Northeastern U.S. watersheds. 
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Chapter 5 
CONCLUSIONS 
 
 The goal of this dissertation was to evaluate whether ‘hydrogeomorphologic’ 
properties can be effective predictors of stream chemistry and aquatic biota in two 
Catskill watersheds: Neversink (176.0 km2) and Town Brook (2.5 km2).  This goal 
was met by analyzing hydrometric, chemical, and isotopic data using a variety of 
statistical and graphical methodologies.  Overall, the dissertation demonstrated that 
hydrogeomorphologic ‘properties’, such as watershed slope and channel network, are 
coupled to some stream chemistry measures (acid neutralizing capacity ANC and 
Ca2+), corresponding aquatic biota (i.e. macroinvertebrate and fish), and spatial runoff 
patterns. 
 The Neversink represented an ideal place to explore hydrogeomorphologic 
relationships because sufficient nested monitoring data exists and spatial patterns in 
stream chemistry are not well-explained.  The lack of a theoretical or even conceptual 
model for differences in acid buffering chemistry (ANC and Ca2+) indicated that a 
simple regression analysis was sufficient.  The regression analysis yielded a 
relationship that predicted over 80% of the variability in mean baseflow ANC values 
and Ca2+ concentrations using the Runoff Ratio, or the mean ratio of ‘quickflow’ 
runoff to precipitation during twenty storm events.  It was further shown that 
watersheds with steeper slopes and more stream channels had greater mean Runoff 
Ratios and reduced baseflow ANC values and Ca2+ concentrations. 
Applying the relationship between mean Runoff Ratio and baseflow ANC 
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values, estimated using drainage density and mean slope, we predicted the spatial 
distribution of aquatic biota in the Neversink.  The study tested hydrogeomorphologic 
controls on macroinvertebrate, periphytic diatom, and fish inventories from three 
previous studies (Ernst et al., 2008; Burns et al., 2008; Baldigo and Lawrence, 2000) 
in 28 Neversink sub-watersheds (0.2 to 176 km2).  The hyrdogeomorphologic 
relationship was more effective in predicting macroinvertebrate than fish or diatom 
populations because our ‘static’ properties could not capture the episodic changes in 
stream chemistry that affected fish and diatom inventories. 
 In Town Brook we investigated how hillslope-scale hydrogeomorphologic 
properties can affect hydrological sources and flowpaths at the outlet of a 2.5 km2 
watershed.  The end-member mixing analysis and hydrometric measurements 
suggested that saturated areas supply much of the ‘new water’ during runoff events.  
Maps of the saturated areas also indicated that hill sides likely connect to the stream 
and contribute runoff when precipitation exceeded 1 cm.  In Town Brook, ‘small-
scale’ features (springs and pipes) caused hill side saturation features that were 
difficult to replicate with topographic or soil properties. 
All of these findings are consistent with a fairly simple conceptualization of 
the Catskills as a system controlled by watershed geomorphology.  For example, we 
showed that geomorphology (slope and drainage density) was a strong control on 
hydrology (mean Runoff Ratio) in the Neversink.  This meant that hydrology and 
geomorphology were combined controls on a watershed’s ability to buffer diffuse 
sources of acidity.  The hydroeomorphologic controls on stream chemistry (i.e. ANC 
values) had obvious implications for predicting aquatic habitat in the Neversink.  
Working in Town Brook watershed, spatial geomorphologic properties were less 
effective in estimating the extent of saturated areas on smaller scales (<0.01 km2) that 
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corresponded to sources of stream solutes during high-flows.  Limitations to 
hydrogeomorphologic approaches exist in areas without sufficient spatial data and/or 
where subsurface properties are more variable.  Another limitation of this approach is 
that it is not necessarily clear that the hydrogeomorphologic properties are 
mechanistically related to the stream chemistry or aquatic habitat.   
These limitations aside, the understanding of hydrogeomorphologic controls in 
the two study watersheds allowed for estimates of some stream solutes (i.e. ANC, 
Ca2+, DOC, etc.) and some aquatic biota (i.e. macroinvertebrate and fish) using 
widely-available spatial data.  The success of hydrogeomorphologic properties in 
estimating watershed response under select conditions suggests that simple 
alternatives to traditional Darcy-based predictions may exist for certain water 
management applications.   
5.1 Future Research 
Despite the long-held recognition of variable saturated area (VSA) runoff 
generation in Northeastern U.S. watersheds (Betson, 1964), relatively few studies have 
related this to watershed geomorphology in quantitative ways.  As a result, we have 
limited tools for predicting the saturation patterns observed in Town Brook a priori or 
estimating how widespread these runoff processes are in other parts of the Catskills.  
These questions require new remote measurement techniques for quantifying 
saturation areas, coupled to field validation similar to Chapter 4.  Collecting event 
runoff data across a wider range of conditions (besides the growing-season) may also 
help verify the conceptualization for hydrological flowpaths and sources.  The 
potential to connect baseflow measurements to the event data in Chapter 4 may be a 
potential way to verify these concepts. 
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 There appears to be considerable research potential in the Neversink for 
applying the relationships developed in this dissertation to other data sets, particularly 
as a tool for predictions in ungauged watersheds.  For example, expanding the 
knowledge of sand and gravel aquifers to low-flows at different and larger Catskill 
watersheds is merited.  We are also interested in a more quantitative analysis of the 
factors that suggested ‘self-similar’ discharge (i.e. Shaman et al., 2004) in larger 
watersheds.  The stream chemistry models also have the potential to predict acid 
buffering chemistry and stream biota in other Catskill watersheds.  Further, the 
connections demonstrated between event-scale processes and baseflow chemistry is 
being investigated using 20+ year data sets from the Neversink.  This future work has 
the potential to isolate the influences of changing precipitation patterns and emission 
trends on stream acidity in the Catskills.  Overall, this dissertation has tapped into a 
rich research field that has the potential to help protect and manage the water and 
ecological resources of the Catskill Mountains. 
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Table 3: (continued) 
 
 
  Runoff Ratio (m/m) 
startdate stopdate WS WC OP WB MB HF BB TS NH 
8/18/1991 9/10/1991 0.28 0.06 0.05 0.05 0.07 0.03 0.05 0.16 0.12 
9/25/1991 10/2/1991 0.12 0.05 0.07 0.07 0.06 0.01 0.09 0.10 0.06 
10/17/1991 10/29/1992 0.35 0.22 0.10 0.09 0.13 0.03 0.13 0.24 0.17 
11/22/1991 12/5/1991 0.30 0.33 0.21 0.30 0.33 0.19 0.80 0.22 0.23 
3/26/1992 4/6/1991 0.54 0.30 0.16 0.18 0.25 0.03 0.16 0.33 0.28 
5/31/1992 6/5/1992 0.50 0.33 0.23 0.30 0.41 0.11 0.21 0.43 0.33 
6/5/1992 6/13/1992 0.51 0.41 0.25 0.36 0.46 0.26 0.24 0.62 0.45 
8/9/1992 8/17/1992 0.25 0.22 0.16 0.14 0.11 0.11 0.14 0.22 0.14 
8/17/1992 8/21/1992 0.00 0.03 0.02 0.02 0.04 0.10 0.03 0.04 0.05 
9/10/1992 9/18/1992 0.02 0.08 0.09 0.08 0.08 0.07 0.08 0.05 0.08 
9/22/1992 9/26/1992 0.03 0.04 0.04 0.04 0.04 0.04 0.05 0.04 0.05 
9/26/1992 10/8/1992 0.52 0.10 0.06 0.06 0.09 0.06 0.06 0.26 0.17 
10/24/1992 10/30/1992 0.01 0.08 0.06 0.06 0.06 0.03 0.13 0.05 0.07 
11/2/1992 11/5/1992 0.10 0.15 0.12 0.12 0.13 0.12 0.14 0.16 0.17 
11/12/1992 11/16/1992 0.43 0.42 0.42 0.38 0.39 0.30 0.43 0.30 0.30 
5/5/1993 5/20/1993 0.14 0.10 0.07 0.07 0.10 0.04 0.07 0.24 0.18 
5/20/1993 5/26/1993 0.03 0.06 0.05 0.04 0.05 0.03 0.05 0.08 0.07 
6/9/1993 6/15/1993 0.01 0.02 0.02 0.02 0.02 0.03 0.03 0.03 0.02 
7/19/1993 7/23/1993 0.02 0.02 0.02 0.03 0.03 0.02 0.03 0.06 0.04 
9/3/1993 9/6/1993 0.04 0.03 0.05 0.06 0.07 0.07 0.04 0.08 0.08 
                      
  average 0.21 0.15 0.11 0.12 0.15 0.08 0.15 0.19 0.15 
  standard dev 0.20 0.14 0.10 0.12 0.14 0.08 0.18 0.15 0.11 
 
 
 
 
Table 4: Step-wise regression data 
 
 
Runoff 
Ratio L/G 
Measured 
ANC 
Regression 
Constants 
Predicted 
Ca 
 
fraction m ueq/L 
  
ueq/L 
HF 0.09 2.15 108 a1 -1157 141 
BB 0.15 2.43 73 a2 -49 55 
WS 0.21 2.44 22 b0 347 -17 
WC 0.15 3.08 53 
  
17 
OP 0.11 2.69 77 
  
85 
WB 0.12 2.53 95 
  
79 
TS 0.19 3.06 27 
  
-26 
NH 0.15 3.06 41 
  
26 
EB 0.15 2.87 43 
  
34 
MB 0.15 2.52 70 
  
55 
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Table 4 (Continued) 
 
 
Runoff 
Ratio L/G 
Measured 
Ca 
Regression 
Constants 
Predicted 
Ca 
 
fraction m umol/L 
  
umol/L 
HF 0.09 2.15 108 a1 -712 106 
BB 0.15 2.43 73 a2 -29 54 
WS 0.21 2.44 22 b0 230 9 
WC 0.15 3.08 53 
  
31 
OP 0.11 2.69 77 
  
72 
WB 0.12 2.53 95 
  
69 
TS 0.19 3.06 27 
  
5 
NH 0.15 3.06 41 
  
37 
EB 0.15 2.87 43 
  
41 
MB 0.15 2.52 70 
  
54 
 
A.2 Chapter 3 raw data 
Table 1: Data from Ernst et al. (2008) 
 
Watershed Total richness 
EPT 
richness 
WB1 35 12 
WB2 34 18 
EB1 21 5 
EB2 23 6 
EB3 32 11 
NV15 32 9 
WB3 27 12 
WB5 44 24 
WB6 43 21 
WB7 44 19 
WB8 44 20 
EB4 13 0 
EB5 23 5 
EB6 25 8 
NV16 37 13 
WB4 22 7 
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Table 2: Data from Burns et al. (2008) 
 
Watershed DATI 
Acid 
BAP 
1987 
Acid 
BAP 
2003 
TS 56 0 2.08 
NH 88 N/A 3.63 
EB 83 8.04 9.06 
WS 93 2.47 3.63 
BB 16 8.24 6.72 
WC 47 7.37 7.58 
WB 2 9.27 9.25 
MB 13 6.99 8.85 
B1 76 0 1.92 
NE7 74 0.65 1.88 
NE9 80 N/A 5.28 
NE10 88 7.83 7.35 
NW8 5 7.58 9.22 
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Table 3: Data from Baldigo and Lawrence (2000 & 2001) 
 
Watershed 
Total 
fish 
density 
(#/m2) 
Fish 
species 
richness 
BB 0.6 3.0 
WS 0.0 0.0 
WC 0.5 3.0 
OP 0.7 5.0 
WB 1.0 5.0 
TS 0.1 1.0 
NH 0.1 2.0 
EB 0.5 4.0 
MB 1.6 6.0 
DC 0.1 1.0 
UT 0.0 0.0 
B2 0.1 1.0 
O1 0.4 2.0 
B1 0.3 1.0 
SM 0.2 2.0 
O2 1.7 2.0 
 
 
 
 
 
 
A.3 Chapter 4 raw data 
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Table 1. Stream chemistry used in hydrograph separations (data in bold was used in 
EMMA) 
 
 
 
 
 
 
 
 
 
 
 
 
 144 
 
 
Collect 
Date 
Collect 
Time Cl Ca Si O18 DOC SO4- NO3- 
7/4/2007 13:00 0.34 5.17 1.89 -10.45 3.44 1.52 0.17 
7/4/2007 19:15 0.26 3.02 1.51 -10.16 5.94 1.42 0.26 
7/4/2007 21:30 0.21 3.64 1.42 -10.06 5.69 1.52 0.22 
7/5/2007 0:30 0.14 2.16 1.36 -9.72 6.96 1.75 0.08 
7/5/2007 4:30 0.20 3.82 1.49 -9.60 5.59 1.61 0.08 
7/5/2007 6:30 0.21 4.26 1.56 -9.89 4.36 1.38 0.05 
7/5/2007 9:30 0.20 4.72 1.67 -10.13 3.89 1.29 0.05 
7/5/2007 12:30 0.30 4.02 1.76 -10.39 3.71 1.34 0.03 
7/5/2007 18:30 0.32 5.23 1.77 -10.35 3.69 1.46 0.03 
                  
7/19/2007 0:00 0.46 5.31 1.48 -10.78 3.54 1.18 0.21 
7/23/2007 9:00 0.17 5.25 1.59 -10.79 4.01 1.38 0.38 
7/23/2007 12:15 0.32 4.56 1.36 -10.74 4.27 1.22 0.77 
7/23/2007 13:15 0.34 3.31 1.15 -10.65 5.03 1.22 0.49 
7/23/2007 14:15 0.49 3.03 1.01 -10.56 5.21 1.20 0.41 
7/23/2007 15:15 0.28 2.53 0.97 -10.53 5.40 1.08 0.38 
7/23/2007 16:15 0.22 2.91 0.92 -10.40 5.74 1.15 0.14 
7/23/2007 17:15 0.51 2.19 0.89 -10.22 5.68 1.16 0.14 
7/23/2007 18:15 0.39 2.45 0.83 -10.22 5.71 1.12 0.13 
7/23/2007 20:15 0.27 2.41 0.88 -10.16 5.29 1.09 0.15 
7/23/2007 21:15 0.34 1.86 0.81 -10.25 5.19 1.22 0.11 
7/23/2007 22:15 0.32 1.95 0.99 -10.22 5.09 1.24 0.09 
7/24/2007 0:15 0.25 2.00 1.07 -9.84 4.59 1.24 0.10 
7/24/2007 2:45 0.41 2.21 1.17 -9.68 4.63 1.25 0.18 
7/24/2007 8:45 0.35 3.17 1.24 -10.00 3.98 1.22 0.26 
7/24/2007 12:45 0.27 3.59 1.22 -9.99 3.89 1.29 0.31 
7/24/2007 20:30 0.21 4.07 1.37 -10.49 3.55 1.16 0.34 
7/25/2007 16:30 0.22 4.17 1.44 -10.49 3.02 1.16 0.39 
7/26/2007 9:15 0.23 4.47 1.46 -10.69 3.19 1.17 0.41 
                  
Collect 
Date 
Collect 
Time Cl Ca Si O18 DOC SO4- NO3- 
9/5/2007 14:30 0.38 6.28 1.85 -10.80 2.81 1.50 0.20 
9/8/2007 18:15 0.37 7.57 2.02 -10.20 3.84 1.57 0.16 
9/9/2007 0:30 0.88 8.53 1.98 -10.50 3.94 1.60 0.19 
9/9/2007 2:30 0.75 8.65 1.99 -10.40 4.69 1.57 0.42 
9/9/2007 4:30 0.61 8.30 1.98 -10.50 4.21 1.70 0.24 
9/9/2007 6:30 0.62 7.10 1.88 -10.40 3.96 1.33 0.35 
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Table 1 (Continued) 
      9/9/2007 10:30 0.57 6.94 2.10 -10.30 3.86 1.54 0.42 
9/9/2007 11:30 0.78 8.56 2.10 -10.30 5.56 1.48 0.40 
9/9/2007 13:30 0.96 7.80 2.10 -9.80 6.67 1.63 0.25 
9/9/2007 14:30 1.10 8.17 2.15 -9.70 6.89 1.58 0.22 
9/9/2007 15:30 1.07 7.91 2.06 -9.60 7.06 1.39 0.19 
9/9/2007 17:30 0.72 8.80 2.16 -9.60 6.40 1.55 0.17 
9/9/2007 19:30 0.76 8.05 2.04 -9.60 5.42 1.58 0.17 
9/10/2007 0:30 0.49 7.58 2.15 -9.60 4.89 1.68 0.17 
9/10/2007 3:30 0.61 7.62 2.05 -9.80 4.65 1.88 0.25 
9/10/2007 8:30 0.49 7.61 1.97 -9.90 4.46 2.02 0.20 
9/10/2007 15:30 0.34 7.83 2.02 -10.00 5.81 1.93 0.16 
9/10/2007 18:30 0.49 7.90 2.04 -9.70 6.22 1.93 0.14 
9/11/2007 6:30 0.46 7.50 1.99 -9.80 4.35 1.82 0.14 
9/11/2007 7:30 0.49 7.09 1.84 -9.90 5.05 1.90 0.15 
9/11/2007 8:30 0.68 6.97 1.84 -9.80 7.38 1.87 0.15 
9/11/2007 9:30 0.52 5.91 1.62 -9.20 9.91 1.85 0.17 
9/11/2007 10:30 0.88 1.05 1.25 -8.90 12.90 1.64 0.14 
9/11/2007 11:30 0.96 4.70 1.28 -8.80 18.43 1.89 0.14 
9/11/2007 12:30 0.79 2.18 1.37 -8.60 13.27 1.62 0.14 
9/11/2007 20:30 0.40 1.02 1.48 -8.90 8.18 1.59 0.14 
9/11/2007 23:30 0.51 3.00 1.69 -8.90 8.01 1.41 0.15 
9/12/2007 3:30 0.61 2.05 1.55 -9.20 6.13 1.68 0.15 
9/12/2007 14:30 0.49 3.16 1.52 -9.40 5.88 1.64 0.20 
9/13/2007 0:30 0.52 8.48 2.13 -9.50 5.30 1.45 0.14 
9/13/2007 18:30 0.51 6.34 2.17 -9.90 4.31 1.35 0.19 
9/14/2007 12:30 0.56 10.47 2.10 -10.21 3.37 1.32 0.19 
                  
Collect 
Date 
Collect 
Time Cl Ca Si O18 DOC SO4- NO3- 
9/27/2007 19:30 1.99 6.69 1.88 -9.50 7.15 3.98 2.36 
9/27/2007 21:30 1.82 7.51 1.88 -8.20 18.58 4.06 0.42 
9/27/2007 22:30 1.94 8.78 1.79 -8.00 12.82 4.59 2.11 
9/27/2007 23:30 1.79 8.68 1.77 -8.20 9.91 4.48 1.35 
9/28/2007 0:30 1.29 6.78 1.76 -8.50 8.66 2.07 0.23 
9/28/2007 1:30 1.13 7.26 1.78 -8.70 8.14 2.12 0.15 
9/28/2007 2:30 1.05 7.93 1.75 -8.50 7.31 2.17 0.15 
9/28/2007 3:30 0.96 7.14 1.76 -9.00 7.40 1.97 0.16 
9/28/2007 5:30 1.15 7.24 1.86 -9.10 6.99 1.71 0.17 
9/28/2007 7:30 1.20 7.34 1.90 -9.50 6.56 1.89 0.18 
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Table 1 (Continued) 
      9/28/2007 9:30 1.32 6.94 1.93 -9.50 6.47 1.43 0.54 
9/28/2007 12:30 1.81 7.14 1.94 -9.40 4.63 1.50 0.95 
9/28/2007 16:30 1.53 7.14 1.85 -9.69 4.65 1.28 0.38 
9/28/2007 18:45 1.10 7.51 1.95 -9.67 3.46 1.81 0.19 
9/28/2007 21:00 1.36 7.29 1.97 -9.90 3.33 1.53 0.94 
9/28/2007 23:30 1.51 7.23 2.01 -10.20 3.15 1.78 0.15 
9/29/2007 16:30 1.42 6.24 1.95 -10.30 3.12 1.65 1.24 
10/1/2007 17:00 1.07 5.77 2.06 -10.40 3.09 3.87 1.73 
                  
Collect Date 
Collect 
Time Cl Ca Si O18 DOC SO4- NO3- 
10/8/2007 21:30 0.67 5.90 1.79 -10.06 4.14 1.60 0.21 
10/8/2007 22:30 1.11 4.16 1.81 -9.88 5.89 1.85 0.19 
10/8/2007 23:30 0.82 4.85 1.77 -9.65 6.71 1.91 0.19 
10/9/2007 2:30 0.90 5.18 1.82 -9.38 7.82 1.92 0.18 
10/9/2007 7:30 0.94 5.26 1.86 -9.49 5.51 1.92 0.16 
10/9/2007 12:30 0.87 5.16 1.91 -9.68 5.10 1.92 0.14 
10/9/2007 18:30 0.61 5.98 1.91 -9.62 5.46 1.67 0.17 
10/9/2007 20:30 0.86 4.21 1.91 -9.41 7.24 2.01 0.16 
10/9/2007 21:30 0.81 3.66 1.72 -9.35 7.58 1.96 0.18 
10/9/2007 23:30 1.05 4.95 1.69 -9.29 8.37 1.98 0.14 
10/10/2007 1:30 0.93 5.19 1.73 -9.32 6.32 1.96 0.14 
10/10/2007 2:30 0.86 5.45 1.79 -9.39 5.89 2.04 0.14 
10/10/2007 4:30 0.93 5.50 1.82 -9.42 4.98 2.07 0.15 
10/10/2007 9:30 0.79 5.39 1.87 -9.51 4.75 1.65 0.17 
10/10/2007 18:30 0.95 6.03 1.87 -9.79 4.39 1.95 0.23 
Collect Date 
Collect 
Time Cl Ca Si O18 DOC SO4- NO3- 
10/19/2007 17:00 0.556 4.621 1.891 -10.28 4.73 1.545 0.685 
10/19/2007 18:00 0.737 4.638 1.721 -10.15 5.39 1.548 0.623 
10/19/2007 20:00 1.118 5.15 1.749 -9.42 10.01 1.791 0.431 
10/19/2007 22:00 1.041 3.747 1.594 -9.285 11.24 1.692 0.224 
10/19/2007 23:00 1.083 3.937 1.59 -9.088 9.76 1.932 0.245 
10/20/2007 0:00 1.227 4.665 1.559 -9.019 8.99 2.031 0.226 
10/20/2007 1:00 1.007 4.526 1.571 -9.157 10.23 2.082 0.22 
10/20/2007 3:00 0.868 4.654 1.603 -9.276 8.93 2.048 0.29 
10/20/2007 12:30 0.937 4.943 1.677 -9.388 5.26 1.8 0.533 
10/21/2007 2:00 0.529 5.997 1.742 -9.788 5.22 1.404 0.525 
10/21/2007 14:00 0.614 5.558 1.698 -9.768 3.12 1.708 0.709 
10/22/2007 2:00 0.526 5.704 1.789 -9.757 4.59 1.705 0.744 
10/22/2007 17:00 0.567 5.484 1.815 -9.954 3.29 1.626 0.767 
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Table 2. End-members used in hydrograph separations 
 
Location Date Time Cl Ca Si O18 DOC SO4- NO3- 
VSA 7/4/2007 17:00 0.35 3.57 0.86 -8.69 24.98 1.62 0.23 
Lysimeter 7/5/2007 10:00 0.64 14.56 2.53 -8.56 8.51 2.59 0.30 
R+TF 7/4/2007 20:00 0.06 0.77 0.11 -5.94 0.65 0.84 0.09 
R+TF 7/5/2007 10:00 0.19 0.12 0.10 -4.29 0.37 1.55 0.25 
VGW 7/4/2007 17:00 0.69 22.18 1.44 -9.80 8.15 0.68 0.02 
VGW 7/5/2007 11:30 0.60 18.56 1.50 -9.63 7.73 1.16 0.01 
SP1 7/4/2007 17:00 0.40 3.63 2.14 -11.55 3.21 1.71 0.35 
SP2 7/5/2007 11:30 0.35 3.25 1.85 -11.10 2.81 1.63 0.10 
                    
Location Date Time Cl Ca Si O18 DOC SO4- NO3- 
VSA 7/5/2007 10:30 0.27 0.33 0.43 -7.16 18.12 1.81 0.24 
Lysimeter 7/24/2007 18:45 0.64 11.26 2.79 -8.10 11.53 3.55 0.41 
R+TF 7/23/2007 18:00 0.40 0.26 0.06 -4.30 1.20 0.22 0.19 
R+TF 7/24/2007 14:45 0.43 0.16 0.07 -3.70 1.60 0.21 0.20 
VGW 7/23/2007 9:15 0.37 10.24 1.30 -9.39 6.48 1.53 0.56 
VGW 7/23/2007 19:00 0.32 33.16 0.72 -9.60 5.96 1.56 0.53 
VGW 7/24/2007 14:45 0.23 22.06 0.77 -9.10 5.25 1.86 0.01 
SP1 7/23/2007 9:35 0.25 3.87 1.63 -11.69 2.13 1.71 0.35 
SP1 7/23/2007 18:00 0.32 4.88 1.71 -11.09 1.98 1.63 0.12 
SP1 7/24/2007 14:55 0.21 3.13 1.44 -11.39 3.10 1.61 0.32 
                    
Location Date Time Cl Ca Si O18 DOC SO4- NO3- 
VSA 9/11/2007 12:30 2.03 5.19 0.54 -9.34 28.23 1.46 0.12 
VSA 9/15/2007 12:00 1.11 9.48 0.56 -9.10 25.78 2.02 0.13 
Lysimeter 9/15/2007 12:00 0.50 15.76 1.12 -5.97 12.43 3.95 0.48 
R+TF 9/15/2007 12:00 0.26 1.48 0.10 -5.13 1.02 1.60 0.42 
R+TF 9/8/2007 18:30 0.25 1.41 0.00 -4.90 1.53 1.48 0.54 
R+TF 9/9/2007 13:30 0.15 0.59 0.00 -6.20 1.12 0.96 0.34 
R+TF 9/10/2007 18:30 0.05 0.49 0.02 -4.80 1.09 1.60 0.42 
R+TF 9/11/2007 8:30 0.06 0.55 0.00 -5.40 1.03 0.29 0.24 
VGW 9/8/2007 18:30 0.26 19.47 1.69 -9.90 10.12 0.61 0.03 
VGW 9/9/2007 15:45 0.37 19.87 1.69 -10.10 9.10 0.57 0.15 
VGW 9/10/2007 18:30 0.23 19.37 1.59 -10.20 9.14 0.96 0.06 
VGW 9/11/2007 13:00 0.10 15.90 1.49 -9.80 7.13 0.64 0.05 
SP1 9/8/2007 18:30 0.49 5.73 1.79 -11.06 3.02 1.73 1.25 
SP1 9/9/2007 15:30 0.55 6.37 1.94 -11.03 4.40 1.44 0.76 
SP1 9/11/2007 12:30 0.26 4.21 1.80 -10.98 1.71 1.40 0.70 
SP3 9/11/2007 12:30 0.49 5.45 1.84 -11.28 2.13 1.34 2.39 
                    
Location Date Time Cl Ca Si O18 DOC SO4- NO3- 
VSA 9/28/2007 13:00 0.54 5.60 0.74 -7.70 23.56 2.02 0.13 
Lysimeter 9/29/2007 12:00 0.64 11.26 2.79 -8.10 11.53 3.55 0.41 
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Table 2 (Continued) 
       R+TF 9/27/2007 19:00 0.50 0.31 0.09 -5.10 1..00 0.61 0.36 
R+TF 9/28/2007 13:00 0.11 0.72 0.08 -4.30 1.25 0.81 0.26 
R+TF 9/28/2007 18:00 0.25 0.61 0.11 -5.60 1.37 3.27 1.12 
R+TF 9/29/2007 16:30 0.26 0.12 0.14 -5.10 1.45 1.27 0.56 
VGW 9/27/2007 12:00 1.51 18.80 1.96 -9.80 6.51 1.92 1.26 
VGW 9/28/2007 13:00 1.83 13.84 1.68 -9.50 8.02 1.24 0.11 
VGW 9/28/2007 16:45 0.66 16.93 1.60 -9.60 8.16 0.95 0.32 
VGW 9/29/2007 16:30 0.75 13.13 1.80 -9.40 8.52 1.02 0.31 
VGW 10/1/2007 17:00 0.34 14.08 1.38 -9.70 8.25 0.84 0.05 
SP1 9/27/2007 12:00 0.51 6.64 2.34 -10.90 3.27 1.40 0.93 
SP1 9/28/2007 13:30 0.47 6.26 2.29 -10.90 3.20 1.22 0.65 
SP1 10/1/2007 17:00 0.47 6.12 2.16 -10.80 2.51 1.31 0.85 
SP3 9/27/2007 12:00 0.85 6.77 2.41 -10.80 1.24 2.82 0.73 
                    
Location Date Time Cl Ca Si O18 DOC SO4- NO3- 
VSA 10/10/2007 13:10 0.36 6.96 0.61 -8.06 19.90 0.06 2.94 
VSA 10/11/2007 13:40 0.33 5.55 0.62 -7.07 18.61 0.12 2.55 
Lysimeter 10/11/2007 14:00 0.53 8.90 2.22 -8.17 10.15 2.91 0.32 
R+TF 10/8/2007 12:00 0.47 0.30 0.04 -5.62 1.55 0.68 1.35 
R+TF 10/9/2007 9:30 0.41 0.06 0.02 -3.92 0.58 0.51 1.16 
R+TF 10/10/2007 8:00 0.34 0.34 0.03 -3.62 0.92 0.43 0.84 
R+TF 10/10/2007 13:30 0.37 0.71 0.05 -3.50 1.28 0.64 0.93 
VGW 10/8/2007 12:00 0.55 16.66 1.82 -9.89 5.68 0.37 1.10 
VGW 10/11/2007 13:00 0.58 13.94 1.83 -9.75 5.35 0.33 1.06 
SP1 10/8/2007 12:15 0.48 6.13 2.06 -11.15 4.18 1.02 1.68 
SP1 10/11/2007 13:35 0.79 5.95 2.14 -10.99 2.61 1.00 1.67 
SP3 10/11/2007 13:45 0.53 6.96 2.12 -11.05 0.96 2.63 1.31 
                    
Location Date Time Cl Ca Si O18 DOC SO4- NO3- 
VSA 10/20/2007 13:00 0.35 3.57 1.20 -8.39 24.98 1.62 0.23 
VSA 10/19/2007 10:00 0.38 4.59 1.43 -8.25 20.89 2.01 0.25 
Lysimeter 10/20/2007 12:00 0.64 14.56 2.53 -8.56 8.51 2.59 0.30 
R+TF 10/20/2007 13:00 0.43 0.27 1.42 -6.26 0.10 0.27 0.22 
VGW 10/22/2007 17:00 0.53 10.11 1.80 -9.40 6.95 1.11 0.04 
VGW 10/20/2007 13:00 0.19 9.16 1.77 -9.50 4.66 1.01 0.16 
SP1 10/19/2007 10:00 0.43 4.98 1.86 -11.00 2.54 1.55 1.25 
SP2 10/19/2007 10:00 0.44 0.47 1.99 -10.90 2.12 1.54 1.84 
SP2 10/19/2007 18:00 0.53 6.96 2.12 -10.50 0.96 1.31 2.63 
SP3 10/22/2007 17:00 0.72 3.89 1.95 -10.60 3.06 1.54 1.89 
 
