Designed around a modular "brick" like structure to facilitate upgrades, QMUL's Lustre system provides 1.4PB (soon to be 1.8 PB) of Lustre[1] storage and 3800 CPU cores. Storage and compute are mixed in a "brick" balancing power requirements across racks, and using the full duplex uplink (most traffic is from disk to compute). StoRM [2] is used to provide an SRM interface.
(Fig 1a)
The system consists of 8 bricks, each with 6 Lustre Object Storage servers (OSS) with 20TB RAID 6 storage, and 12 Dual X5650 compute servers. Each brick has a 48 port Gbit switch with a 10Gbit/s uplink to the core. Bonded Gbit/s links are used to cost effectively increase the bandwith: 4 from the storage servers and 2 from the compute. This has provided good performance and proved to be scalable.
(Fig 1b)
Compute and storage will be upgraded to 10 Gbit/s, and a 48port TOR switch with 160Gbit/s to the core. Additional compute and storage gives 5 new double size bricks each with 12 Lustre OSS and 24 compute nodes. 
Tuning
Burn in A combination of RAL disk stress tests[3], Hepspec and ost-survey tests. These found some failures, but also found some machines performed slower -either due to failed RAID batteries, or BIOS throttling of the CPU.
Network bonding
Bonding is a cost effective way of increasing bandwidth, but does have some limitations: • Bonding n Gbit links gives n*Gbit streams, not a 4Gbit link. • The hashing algorithm used to distribute traffic across bonded links can lead to uneven traffic distribution (Fig 2a) . We found that xmit_hash_policy=layer3+4 resulted in a more even traffic distribution than the Linux default. Inbound traffic distribution is dependent on the switch hashing algorithm (fixed for our switch).
Disk Tuning
• Measure disk performance on storage nodes (Fig 2b) • Increase readahead to get good performance /sbin/blockdev --setra 16384 /dev/sdb 
Performance
Iozone[4] was used to measure read and write performance across multiple hosts for the old and new "brick".
Gbit network and 6 OSS (Fig 3a)
Write performance increases linearly to 2.5 Gbyte/s with 12 clients and 2 threads (close to 24Gbit/s network). Read performance increases to 1.5Gbyte/s with 1 or 2 threads. Maximum system performance should approach 8 Gbyte/s.
Gbit network and 12 OSS (Fig 3b)
Write performance increases linearly to 6 Gbyte/s with 12 clients (one per OSS), and has a maximum of 8 Gbyte/s with 24 clients each with 2 threads. Read performance increases linearly to 8 Gbyte/s then drops off as the OSS disks hit their IOPs limit. Maximum system performance should approach 40Gbyte/s.
Conclusions
We have built a performant petabyte storage system from commodity hardware that routinely analyses >100TB/day of ATLAS data. With the upgrade to 10Gbit/s networking to the server, we anticipate that this solution is scalable to multiple petabytes. 
