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Several missiles in the Department of Defense inventory could have improved 
performance and lethality if upgraded. This thesis is intended to explore low-cost 
software changes to the guidance and controls sections of a tactical missile in order to 
enhance performance. Optimal control was used to study Proportional Navigation in the 
case of a variable gain. A three-degrees-of-freedom dynamic model was used to find an 
optimal acceleration command for a stationary target when utilizing a variable gain. By 
decreasing the commanded acceleration, the chances of encountering acceleration 
saturation are reduced. An alternative fin control mixer for missile control allocation was 
also studied utilizing a six-degrees-of-freedom missile simulation. Through simulation, it 
was shown that an improved weapons engagement zone was realized by increasing the 
allowable envelope in a missile’s autopilot channels in conjunction with utilizing a fin 
mixer that allows for the full envelope of fin deflections in place of the conventional 
pseudoinverse fin mixer. To make sure the alternative, full-envelope fin mixer is 
implementable, a hardware in the loop simulation was run to successfully test its 
feasibility. Any, or all, of these modifications studied in this thesis should be seen as 
potential low-cost, software-only changes for missiles today.   
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It is hard to imagine conducting modern warfare without the use of missiles and 
rockets. They are launched from fixed-wing aircraft, helicopters, ground vehicles, and 
even people. Regardless of the mechanism, all missiles have the common purpose of 
reaching a target located at some distance from the launch platform. Missiles and rockets 
have an advantage over gunfire, as they may be equipped with a guidance and a controls 
section. By having a guidance subsystem, a missile can determine a desired path to the 
target, and with the controls subsystem, use forces available to the missile in order to 
follow the desired path. Together, these two subsystems increase the likelihood of the 
missile intercepting the target, and, in general, increase the overall performance of a 
guided missile relative to an unguided missile. 
Tactical missiles must be agile enough to intercept their intended target over a 
wide variety of altitudes, Mach numbers, angular offsets, adverse weather and enemy 
countermeasures. They also must contend with targets that are potentially maneuverable 
and unpredictable. All of this is to say that a missile’s task of hitting a target can be quite 
challenging. 
The ability to meet requirements is not a guarantee of the usefulness of a missile 
in various situations. The usefulness of a particular missile is dependent on its 
performance, which can be measured in a number of ways. One common performance 
metric is the probability that the missile will intercept the target with a small enough miss 
distance and enough kinetic energy that it will destroy the target, also known as 
probability of kill, or kp  [1]. Another metric is the weapon engagement zone (WEZ), 
which is defined as an area in which a weapon that is fired will successfully intercept a 
target [2]. For some missiles, performance is dependent on minimizing the acceleration 
demands on the missile during flight; for others, performance depends on the ability to 
maximize the final kinetic energy of the missile at impact. All of these metrics are useful 
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to varying degrees, based on the intended target and expected environment in which the 
missile will be used. 
B. THESIS OBJECTIVES AND SCOPE 
This thesis looks into several low-cost, software only, options for improving 
missile performance. Industry state of practice and accepted norms in guidance and 
control are tested as the baseline. Although the findings in this thesis may apply to a wide 
range of missiles, this thesis focuses on smaller missiles with the shape, size, and motor 
akin to a 69.85mm (2.75 inch) rocket with a cross configuration of control surfaces that 
uses skid-to-turn control logic. This theoretical missile is fictitious, but has many 
similarities to missiles in existence. 
Two specific aspects are considered. First, what benefits, if any, can be achieved 
by modifying the popular guidance law, Proportional Navigation, with a variable gain to 
reduce commanded acceleration, and how does the dynamic analysis compare to 
publications that have investigated a variable gain Proportional Navigation guidance law 
based on a kinematics only model. It is worth investigating if a variable gain can reduce 
the commanded acceleration, as this may reduce lift-induced drag, and the possibility of 
autopilot saturation, thus potentially improving performance. Second, the standard 
pseudoinverse fin mixer in a missile’s control subsystem is examined, along with an 
alternative fin mixer by borrowing some concepts from NASA. There are multiple layers 
of limitations in a standard missile controls subsystem that are designed to allow for a 
pseudoinverse fin mixer to allocate fin control deflections most effectively. The issue, 
however, is that these limitations, which allow for the pseudoinverse fin mixer to remain 
within the limitations of the fin actuators, also limit the maximum capability of the 
missile as well.  An alternative fin mixer may thus allow for the controls subsystem to 
access the “full-envelope” of the available controls space, and thus enhance performance.    
C. THESIS OUTLINE 
This thesis challenges some of the accepted norms in both the guidance and 
controls sections of a tactical missile. To establish the necessary background, the second 
chapter identifies the different parts of a generic missile, and the third chapter discusses 
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the history of guidance laws and controls subsystems in missiles. In Chapter IV, the 
classical guidance law known as Proportional Navigation is re-examined under the 
assumption that the proportional navigation gain is allowed to vary. In Chapter V, the 
pseudoinverse fin mixer used in missile controls subsystems is discussed, and an 
alternative methodology is proposed with an improved fin mixer to achieve the full 
capability of the control envelope. Finally, in Chapter VI, a real-time simulation using a 
microprocessor comparable to one that could be used in tactical missiles is tested to 








II. PARTS OF A MISSILE 
A. INTRODUCTION 
A review of a generic tactical missile’s subsystems and hardware components will 
be presented in this chapter, along with a brief description of the ties that link the sensor 
and inertial reference units to the guidance subsystem, and the guidance subsystem to the 
controls subsystem. This chapter should serve as a reference for better clarification in 
later chapters of this thesis. 
B. OVERVIEW OF BASIC COMPONENTS 
The purpose of a missile is to be a kinetic projectile that is capable of intercepting 
its target. The components of a missile, which are designed to allow for a successful 
intercept, include the motor, the guidance section, and the controls section. Included in 
the guidance section are an inertial reference unit (IRU) and other sensors such as a 
seeker, that enable the missile to “know” where it is located in relation to the object that 
released the missile, an inertial reference, and/or the target. Seekers can be radar, infrared 
(IR) and/or electro-optical (EO), and are typically situated on the front of the missile nose 
cone (Figure 1). Included in the controls section are the control surfaces, such as control 
fins or canards, which can be any number but typically are four in a cruciform shape, and 




Figure 1.  Basic Components of a Generic Tactical Missile 
The IRU, an inertial sensing device, is critical in sending feedback to the controls 
section. It typically has three orthogonal linear accelerometers and three angular rate 
gyros, which inertially measure accelerations and rotations about three orthogonal axes 
defined in a body-fixed frame, respectively, as shown in Figure 2. The signals from the 
IRU can also be used to estimate the missile’s position in conjunction with a Kalman 
filter and GPS unit. 
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Figure 2.  Body-Fixed Reference Frame of a Generic Tactical Missile 
C. HOW GUIDANCE COMMUNICATES WITH THE CONTROLS 
The guidance section, shown in Figure 3, receives information from the seeker 
regarding the line of sight (LOS) rate (or a similar signal) of the target relative to the 
missile. The guidance section then computes a desired acceleration command in the two 
dimensions relative to the body frame, which are typically referred to as pitch and yaw. 
For a skid-to-turn missile, roll is held nominally constant so that pitch maps to up/down 
motion while yaw maps to side-to-side motion. If followed precisely, these accelerations 
will keep the missile on a path to intercept the target. The path itself is dependent on the 
guidance law used to determine the commanded acceleration. The acceleration command 
is then sent to the controls section for implementation. 
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Figure 3.  Block Diagram of Guidance and Control Subsystems 
for a Generic Tactical Missile  
According to Pastrick et al. [3], the performance of missiles based on classical 
guidance laws such as PN may not be adequate in defeating future threats. Pastrick et al., 
recommend advancements in control systems to support the guidance system more 
effectively. To this end, this thesis will first explore a possible improvement to PN before 
looking at other possible improvements to the controls system in an effort to improve 
performance. 
D. HOW CONTROLS COMMUNICATES WITH THE HARDWARE  
Missiles are, by their nature, high velocity objects attempting to intercept small 
targets that may or may not be maneuverable. In order to achieve interception of the 
target, the controls section determines how to best follow the trajectory that guidance law 
specifies modulating the two lateral channels, namely pitch and yaw, and one axial 
channel known as roll orientation. These channels are referred to as the autopilot 
channels, and are shown in Figure 4. Typically, the compensators of pitch and yaw 
channels are structurally very similar, while the roll channel uses a different combination 
of compensating elements. 
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Figure 4.  Generic Controls Subsystem for a Tactical Missile 
From the autopilot section, desired three-channel controls for pitch, yaw, and roll 
are then combined and distributed to all of the control surfaces using a fin mixer logic. 
Fin mixing of a missile is required since it is necessary to distribute the commands from 
the autopilots to all of the fins, as the three combined channels must share all control 
surfaces. The output of the fin mixer is then sent to the physical fin actuators to generate 
the necessary accelerations to stay on the path calculated by guidance. 
Two key performance aspects, as noted by Mracek [4], determine how well the 
controls system works. The first key aspect is the speed at which the controls system is 
able to compute the desired commands with respect to the acceleration demands from the 
guidance system. This speed, or bandwidth, plays a large role in increasing the chances of 
a successful intercept. The second key performance aspect is the volume of space, or 
envelope, of possible fin deflections available to be utilized by the software to command 
the controls system’s fins. Limitations of the fins include the overall range in which the 
actuators can position the fins, and also the software limitation imposed on the maximum 
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fin deflection allowed, which may be smaller than the allowable range of the actuators. 
Fin deflection limits can be improved using better hardware (such as alternative actuators 
or improved control surfaces), or through software changes (by increasing the volume of 
the controls envelope, increasing saturation limits or removing them altogether). 
E. SUMMARY 
While there are not an overwhelming number of parts that make up a missile, 
each part can be quite complex, and an understanding of how each component 
communicates with other parts of a missile is necessary to better understand the big 
picture. It is important to keep the missile’s overarching purpose in mind, especially 
when discussing a change from the narrow perspective of an individual subsystem, when 
there exist multiple competing interdependencies between the subsystems. For instance, a 
control subsystem needs to be both fast in calculations, and robust enough against 
uncertainties without too much sacrifice from performance [4] in order to avoid slowing 
the performance of the guidance subsystem and to better serve the greater missile’s 
mission of successfully intercepting the desired target. Thus, it is the desire for better 
overall performance of a missile that drives the willingness to test and change aspects of 
the individual subsystems, such as the potential changes proposed in this thesis. 
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III. HISTORY OF MISSILE GUIDANCE LAWS 
AND CONTROL SYSTEMS 
A. INTRODUCTION 
Literature on missile guidance laws can be challenging to find, and is rarely a 
complete and detailed look at all of the laws typically categorized as classical guidance 
laws (A list is given in Table 1). Much of this is due to the classified nature of many 
aspects pertaining to missile development, to include guidance laws, and their 
implementation. Thus, this chapter intends to lay out the unclassified foundation of how 
the classical guidance laws were formed and used, which will serve as background into 
the next chapter on the possible improvements this thesis will investigate. 
1. Guidance Law Development 
Much of the guidance development for short-range tactical missiles has built upon 
classical guidance laws developed even before the first missile guidance implementation 
in the 1940s [3]. For a list of the most common guidance laws, see Table 1. The first type 
of guidance law dates back to the eighteenth century with the study of pursuit guidance 
(also known as homing guidance). In homing guidance, the missile intersects its target by 
directing itself exactly at the target at each instant of time [5]. Pursuit guidance was first 
used in the early 1940s during World War II, when the necessary technological 
developments in detecting targets and control systems were available to support the 
pursuit guidance law [5]. The issue with any type of homing guidance, however, is that 
when a pursuit guided missile is aimed at a moving target, the missile lags the target by 
following a path like the one shown in Figure 5.   
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Figure 5.  Homing Path versus a Proportional Navigation Path 
Proportional navigation (PN) was created in the United States in 1943, and was 
implemented in missiles as early as 1944 or 1945 by German scientists who had 
developed the PN guidance law separately from the Americans [5]. PN attempts to zero 
the line of sight (LOS) rate, making it different than pursuit, which zeros the line of sight  
error [3]. This difference allows a PN-guided missile to fly a more direct path toward a 
moving target, relative to the path of pure pursuit (see Figure 5). PN is simple, and is 
therefore still a very popular guidance law today against either non-maneuvering or 
constant velocity targets, as well as targets that are close to a PN missile’s intercept 
course [3], [6]. 
Table 1.   List of Guidance Laws. Adapted from [3]. 
(1) Line-of-Sight (LOS) 
(2) Pursuit 
(3) Proportional Navigation (PN) 
(4) Optimal Control 
(5) Guidance Laws Relating to Differential Game Methods 
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Other “modern” guidance laws have been created since the 1960s using methods 
such as optimal control theory and optimal-estimation theory, and these are typically 
grouped together under the umbrella term, optimal guidance [5]. Optimal guidance has 
been shown, using a six degrees of freedom (6DOF) model, to perform better than PN in 
terms of miss distance, and has the ability to constrain the impact angle [3], which is not 
possible with PN. It should be noted, however, that implementation of optimal guidance 
would require a microprocessor computer in order to compute, in real-time, the complex 
modern guidance algorithms [3]. Not much else can be said about the implementation of 
optimal guidance, as its use (if it is used) is not publicized.  
B. HISTORY OF CONTROLS  
The controls section of a missile, like that shown in Figure 4, has had many 
unique challenges historically. Originally, the main sections of the controls system, the 
autopilots and the fin mixer, were made using analog controllers and hardware [4]. Now, 
the autopilot and the fin mixing operations take place in software embedded on a 
microcontroller or small microcomputer. 
Aspects of a missile controls section that have been, and continue to be, analyzed 
and developed include integrator reset logic, command error limits, and the generation of 
acceleration limits to blend the guidance system into the controls system [4]. Within the 
controls subsystem, there are a number of other limitations as well. The physical control 
surfaces alone could potentially have position, rate, and acceleration limitations [7]. 
There may also be saturation limitations in the autopilots to limit the acceleration 
commands to the fin mixer to prevent integration wind-up. All of these limitations play 
an important role in determining the overall performance and capability of a missile, as 
does the method used to turn the missile, of which there are two: Bank-to-turn (BTT) and 
Skid-to-turn (STT). 
1. Bank-to-Turn 
A BTT missile will execute a change in attitude by first executing a roll 
maneuver, followed by an aggressive pitch maneuver, or by executing a coordinated roll 
and pitch maneuver simultaneously [8]. BTT is applicable in situations where either high 
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accelerations are needed, such as against a highly maneuverable target, or when the 
configuration geometry does not allow for a cruciform fin configuration due to non-
symmetries, which limit the amount of sideslip that the missile can achieve [9], [10]. 
Such is the case with air breathing missiles like ramjets, which necessitate a BTT control 
scheme [9], [10]. BTT additionally has the benefit of reduced drag in comparison to STT 
[11], and while STT has the ability to command only a small angle of attack (AOA), a 
BTT missile can command a large positive angle of attack.  
2. Skid-to-Turn 
The STT missile maintains either the cross (“+”) configuration or the “x” 
configuration during flight (see Figure 6), and modulates the fins to execute a skid in 
either the pitch or yaw axis. It is worth noting that this skid, or sideslip, due to a missile’s 
symmetry, is not the same as an aircraft sideslip, but rather is akin to an AOA in the 
horizontal plane, just like a pitch up or down is an AOA in the vertical plane [4]. In the 
“x” configuration, a pitch or yaw maneuver requires all of the fins to command some lift, 
and there is inevitably some cancellation of lifting force due to the fin coordination. This 
force cancellation induces more drag than a similar BTT missile. While the turn can be 
executed very quickly for STT, the STT missile is limited in the angle of attack it can 
achieve, thus limiting the lifting capacity that can be commanded relative to a similarly 
sized BTT missile [10].   
 
Figure 6.  Generic Four Fin Configurations for a STT Missile 
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C. SUMMARY 
This chapter has described some of the issues related to guidance and control of a 
tactical missile. The guidance subsystem can utilize any of the various guidance laws that 
have been developed over the years. The controls subsystem, as was mentioned, can be 
configured in a number of ways, with the most popular fin configurations presented, and 
has two main methods (STT or BTT) of executing a maneuver. By presenting the history 
of the guidance and control subsystems of a missile, it becomes even more evident that 
missile development, most of which happened decades ago, is a static topic of study that 
could use a fresh look.   
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IV. GUIDANCE LAW OPTIMIZATION 
A. INTRODUCTION 
Proportional Navigation has been, since WWII, a very popular guidance law. It is 
simple, easy to implement, and the necessary measurements of line-of-sight rate and 
missile velocity are easily attainable for onboard calculations [3]. 
The body of the missile itself has a limit to the amount of acceleration it is 
capable of achieving.  When the missile guidance section demands more acceleration 
than is physically possible, the missile saturates. Acceleration saturation levels are 
enforced, dependent upon the altitude at which the missile is presently situated. For high 
altitudes the acceleration is limited by means of a limitation in the maximum 
commandable angle of attack, while at lower altitudes, the missile structure can only 
withstand a certain limit of g’s. Reaching saturation results in an increased miss distance, 
and thus it is quite desirable to decrease the acceleration commands needed to intercept a 
target [12]. 
Maximizing the final Kinetic Energy (KE) of the missile before impact has its 
advantages. A missile with greater kinematics (i.e., a higher KE), has more agility. If the 
target is maneuvering, a missile with higher KE has a greater likelihood that it will 
intercept the target as the agility advantage decreases the chances that the target will 
successfully maneuver away. 
To make PN more effective, the acceleration necessary to impact a target can be 
reduced and/or the final kinetic energy at impact can be increased. In this chapter, PN 
with a variable gain is studied as a means to enhance the conventional fixed gain PN. 
Optimal control theory is used in conjunction with a three degrees of freedom (3DOF) 
dynamic model to solve the optimal gain program for minimizing acceleration or 
maximizing kinetic energy. 
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B. STATE OF PRACTICE 
PN is a robust guidance law that is predictable and reliable. It is based on the idea 
that a successful intercept can be achieved by decreasing the line-of-sight rate between 
the target and missile, and has been shown to be optimal, with various caveats, when [6]: 
1. It is assumed that the missile has constant velocity and a perfect autopilot 
response, 
2. The target is non-maneuvering or travels at a constant velocity, and  
3. The intercept course for the missile to target is close to the collision 
course.    
There are two different types of PN. With pure proportional navigation (PPN), the 
commanded acceleration is normal to the velocity of the missile, while with true 
proportional navigation (TPN), the commanded acceleration is normal to the LOS vector 
[3], [13]. This thesis focuses on the equations generated for PPN rather than TPN, 
because the PPN is energy preserving and is more appropriate for a tactical missile with a 
short motor burn relative to its overall time of flight. Because of their similarities, 
however, the results of this thesis may provide additional insight into optimized time-
varying gains for TPN as well.   
A handful of papers have looked into the use of a time-varying PPN or TPN gain 
value [14], [15], [16]. Yang and Yang [16] determined that the optimal time-varying PPN 
gain value to minimize flight time and the integral of the acceleration for an engagement 
against a non-maneuvering target was a number between 1.8 and 3.07. Heller et al. [14], 
solved the PN gain to simultaneously minimize miss distance and acceleration. Heller et 
al. determined the gain to be a constant value between the values of 2 and 3. In this body 
of work, the models were based on kinematics, and did not include dynamics.  
C. KINEMATIC MODEL OF PURE PROPORTIONAL NAVIGATION 
The 3DOF kinematic model of a tactical missile under Pure Proportional 
Navigation (PPN) assumes a point-mass system with translational motion in the three 
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planes and no rotational motion. Such a model is taken from [13], written as Equation (1), 
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Figure 7.  Geometry of Pure Proportional Navigation. Adapted from [13]. 
In Equation (1), MV  is the velocity of the missile, TV  is the velocity of the target, 
γ  is the flight path elevation angle of the missile with respect to the inertial frame, λ  is 
line-of-sight angle between the velocity of the target and the line r , which represents the 
distance between the target and missile, and Ma  is the acceleration commanded by the 
PPN Guidance Law.   
Typically N ′ , which is the PN gain value, is taken as a constant value ranging 
from 3 to 5 [12]. A missile will perform differently depending on the PN gain value 
chosen, with higher values producing an acceleration command that is able to correct for 
an initial heading error faster than a lower value. A lower PN gain value, on the other 
hand, will demand less acceleration from the missile against a non-maneuvering target. If 
the missile autopilot cannot achieve the acceleration computed by the guidance, a miss 
can occur [12]. Therefore, it may be desirable in some instances to compute the PN gain 
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value that minimizes the commanded PN acceleration during the missile’s flight. With 
the inclusion of even a modest fidelity representation of the missile flight dynamics, it is 
quite possible that the optimal gain program for minimizing acceleration or maximizing 
kinetic energy will be different than what has been reported in the literature.   
D. PURE PROPORTIONAL NAVIGATION WITH DYNAMICS 
1. Problem Formulation with 3DOF Dynamics Model 
Standard equations used to model a missile dynamically under the assumption of 












































,  (2) 
where MV  is the velocity of the missile, , , and x y z  are the position of the missile 
expressed in an inertial frame, L  is the lift force of the missile, D  is the drag force of the 
missile, g  is gravity, m  is the mass of the missile, γ  is the flight path elevation angle, x  
is the flight path heading angle, and s  is the flight path bank angle. 
The drag force is calculated as  
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2 M D ref
D V C Sr= , (3) 
where DC  is assumed in this thesis to be a constant value of 0.8DC =  (see, for example, 











  (4) 
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The reference diameter, refD , is chosen as 0.06985 meters (2.75 inches). It is important to 
note that DC  is typically not a constant and is comprised of a base component, 0DC , and 
an acceleration dependent component called the induced drag, 
iD
C , i.e. 
0 iD D D
C C C= + , 
where 2
iD M
C aκ≈  [19].  Since 2
iD M
C a∝ , it is desired to minimize 2ma  over the flight 
trajectory.  If 2ma  is minimized, then 0D DC C≈ , which helps to preserve kinetic energy. 
The 3DOF model developed in Equation (2) is now simplified for simulation in 
two dimensions (altitude and downrange). By assuming 0s =  and 0x = , Equation (2) is 






































  (5) 
Consider next a stationary target T  and a missile M  as two points on a two-
dimensional plane with velocities TV  and MV , respectively. It is desired now to find the 
optimal gain program to minimize the total acceleration calculated using PPN  
(Equation (1)) integrated over the flight trajectory. By substituting L
m
 in Equation (5) 
with the PPN law, where ( )2 sin /M M
L a N V r
m
λ γ′= = − , and introducing the variable r  as 
the distance between missile and target, the problem statement can be written as a 
standard optimal control problem [20] with a running cost functional as in Equation (6). 
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  (6) 
Of note in Equation (6), e  is a small number whose purpose is to prevent the 
denominators in Equation (6) from reaching a value of zero. 
2. Necessary Conditions 
The necessary conditions for optimality are now developed as this is an important 
step in solving any problem using Pontryagin’s Principle [20].  
The Hamiltonian is developed so that it can be minimized with respect to u . For 
problem aP , the Hamiltonian is given by Equation (7). 
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  (7) 
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The Lagrangian of the Hamiltonian combines the Hamiltonian with the path 
constraint on u .  For aP , the Lagrangian of the Hamiltonian is: 
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The adjoint equations for aP  are also developed for use in verification and 
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The last two adjoint equations in Equation (10) indicate that two costates, namely
 and 
M Mx z
λ λ , are each a constant value for all time. This is an easy condition to check. It 
is worth noting that although a possible N ′  solution may have been found, it cannot be 
verified to be the optimal N ′  solution without quantitative costate knowledge [20]. By 
plotting costate values with respect to time, a non-constant value could indicate that the 
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optimal solution has not been found, while a constant value would add reassurance that 
an extremal (candidate optimal) solution has indeed been found.   
The Endpoint Lagrangian, Equation (10), is constructed to determine if any 
additional information about a valid solution might be gleamed. 
 ( ) ( )1 2f f f fM T M TE x x z zυ υ= − + −   (10) 




λ  [20], two relationships are 







































  (11) 
It is clear that for aP , new information is obtained using the Transversality Condition. 
Scaling and balancing of the states with their corresponding covectors is a 
necessary process in order to improve the generated candidate solution, and to reduce the 
computational time necessary to find the candidate solution. Scaling factors for 
displacement and time were utilized when solving aP . 
The path constraint on N ′  is analyzed using the following Karush-Kuhn-Tucker 
(KKT) complementarity condition in Equation (12), and is defined as having a lower 
bound of 3 and an upper bound of 5, as these are common bounds on the value of N ′  
chosen for purposes of using PN guidance commands for missiles [12]. 
 
0    if    3
( ) 0    if  3 5 








  (12) 
Variable ( )tµ  is the path covector to h u= . What Equation (12) indicates is that for a 
valid solution, when u N ′=  is at or above the upper bound, then ( )tµ  must have a value 
at or above zero, and when u N ′=  is at or below the lower bound, then ( )tµ  must have a 
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value at or below zero. By plotting the value of ( )tµ  on the same plot as N ′ , it will be 
possible to verify that the complementarity condition holds true, which contributes 
further to the validity of the solution.  
E. AN EXAMPLE MINIMUM ACCELERATION SOLUTION 
The optimal solution for the problem given in Equation (6) was solved using 
DIDO, an optimal control toolbox that runs using MATLAB [20]. The missile was 
simulated to have the same unlimited distribution dynamic characteristics, such as drag, 
lift, and initial velocity, as obtained from an unlimited distribution model of a Hydra 70 
MK 66 [18]. The initial altitude was chosen to be a realistic altitude for a helicopter 




















    
The speed of sound (sos) was taken to be the speed of sound at sea level, i.e. 
343.0 m/ssos = . The stationary target was positioned, relative to the initial launch 
position, with a downrange distance that fell within the limited capability of a missile 
with the aforementioned characteristics. Initial conditions for the stationary target were 

















1. Results  
A solution was determined using DIDO version 7.5.4. in conjunction with 
MATLAB 2017b. Figure 8 shows the two-dimensional path the missile took from release 
to impact using PPN and a variable N ′ . 
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Figure 8.  Optimal Missile Path on the X-Z Plane for a Stationary Target 
The optimal control solution for the path-constrained N ′  in this scenario is for the 
value of N ′  to be at the lower bound of 3 for nearly three-fourths of the flight time, and 
then switch to the upper bound of 5 for the last quarter of flight time before impact. This 
behavior is shown in Figure 9 along with the value of the covector, µ . As expected, µ is 
either zero or negative when N ′  is at the lower bound, and zero or positive when N ′  is at 
the upper bound.   



















Figure 9.  N ′  and µ  for Stationary Target with Minimum Acceleration Simulation 
The Hamiltonian value for any time-free problem should be zero [20], as can be 
seen in Figure 10. Since the Hamiltonian is very nearly zero for the entire flight of the 
missile, it is apparent that the solution is likely to be an optimal solution. 


















Figure 10.  Hamiltonian for Optimal Proportional Navigation 
with Stationary Target 
Validation of the solution includes determining that the constant costates 
 and 
M Mx z
λ λ are, in fact, constant for all time.  Figure 11 confirms this.      
 
Figure 11.  Constant Costates for Optimal Proportional Navigation 
with Stationary Target  


























To determine feasibility, the solution for the control, N ′ , was interpolated and 
then fed into a an independent numerical propagator with the same dynamic equations to 
see if the state trajectories would agree with the solved optimal state trajectories. A 
feasible solution has the propagated states from the interpolated control match nearly 
exactly with the optimal solution states. Figure 12 shows the optimal states plotted as 
circles, and the propagated states plotted as a solid line. Since the traces match to within 
10-4, the feasibility test is determined to be satisfactory. This provides further reassurance 
that an extremal solution has been found. 
 
Figure 12.  Feasibility of Optimal Proportional Navigation with Stationary Target 





































Lastly, simulations for PPN with N ′= constant (various values) were run to see if 
the solution truly was optimal in minimizing the time evolution of acceleration. Figure 13 
shows the acceleration for four separate simulations with different values of N ′ , while 
Figure 14 is a zoomed view of the cost for each of the aforementioned simulations.   
 
Figure 13.  Acceleration for Fixed versus Optimal N ′  
























Figure 14.  Zoomed View of Figure 13 Near Simulated Intersection 
of Missile and Target 
Visual analysis of Figure 13 and Figure 14 show that for the scenario of a 
stationary target and a variable N ′ , the optimal solution is to have N ′  to take the value 
that gives the smallest acceleration for every instant of time. As Zarchan [12] points out 
in his book, “An increase in missile acceleration near the end of the flight can lead to 
acceleration saturation and increased miss distance.” Had the simulated missile saturated 
at 220 /m s  or approximately 2 g’s near the end of flight (see Figure 14), then a constant 
3N ′ = would have resulted in additional miss distance, while at the beginning of flight, 
had the missile saturated at 2250 /m s−  or approximately -25 g’s (see Figure 13), then a 
constant 4N ′ = or 5N ′ = would have oversaturated the missile and potentially resulted in 
less than ideal performance. The optimal solution, on the other hand, reduces the 
potential for saturation over the entire flight, and in this context will lead to enhanced 
performance in comparison with a fixed-gain guidance scheme. 






















F. AN EXAMPLE MAXIMUM FINAL KINETIC ENERGY SOLUTION 
It is desired to once again solve for an optimal gain program, this time one that 
maximizes the final kinetic energy of the missile at impact.  The only major difference 
between this problem, the maximum KE problem bP , and the minimum acceleration 
problem aP , is the cost functional. While in aP  there was only a running cost, and no 
endpoint cost, now there is only an endpoint cost and no running cost. Thus, the problem 
bP  is defined as Equation (13). 
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  (13)   
The negative sign in the cost functional is so that the solution that best minimizes the cost 
will be the solution that has maximized the final kinetic energy of the missile. 
The Endpoint Lagrangian, Equation (14), is once again constructed to determine 
if any additional information about a valid solution might be gleamed for bP .   
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 ( ) ( )2 1 212 f f f f fM M T M TE mV x x z zυ υ= − + − + −   (14) 




λ  [20], three relationships are 







































  (15) 
The missile was simulated to have the same dynamic characteristics as before, but 
would intercept a moving, rather than stationary, target. Therefore, the initial conditions 






































The initial velocity of the target was taken to be .2*sos (68.6 m/s) as this roughly 
equates to the maximum velocity of a speedboat, which is a plausible target for a missile 
of similar characteristics to a Hydra 70 MK66. A solution for this moving target scenario 





using DIDO version 7.5.4. in conjunction with MATLAB 2017b. Figure 15 shows the 
two-dimensional path the missile took from release to impact using PPN and a variable 
N ′ , along with the path of the moving target. 
 
Figure 15.  Missile and Target Trajectory for Optimal Proportional Navigation 
for Maximum Kinetic Energy 
The optimal solution for a path-constrained N ′  is shown in Figure 16 along with 
the covector, µ . Interestingly, N ′  switches between the upper and lower bounds a total 
of three times during flight in order to maximize the final kinetic energy. The behavior of 
µ  in terms of the complementarity conditions is as expected, as shown in Figure 16.  




















Figure 16.  N ′  and µ  for Optimal Proportional Navigation 
for Maximum Kinetic Energy 
The Hamiltonian value for any optimal solution not involving the endpoint cost of 
time ought to be zero for the purpose of validating the solution. As can be seen in Figure 
17, while not initially at zero, the Hamiltonian does quickly reach the zero value for the 
remainder of the simulation. 

















Figure 17.  Hamiltonian for Optimal Proportional Navigation for 
Maximum Kinetic Energy 
Validation of the solution includes determining that the constant costates 
 and 
M Mx z
λ λ are, in fact, constant for all time. This is shown in Figure 18. Additionally, as 
the terminal transversality condition indicates in Equation (15), an additional validation 
of the candidate solution is to determine if ( )
M fV f M
t mVλ = − . This is indeed the case, as 
shown in Figure 19. 










Figure 18.  Constant Costates for Optimal Proportional Navigation 
for Maximum Kinetic Energy 
 
Figure 19.  Transversality Condition Verification 
 


















For a complete analysis, the KE at all times is shown in Figure 20, even though 
the cost functional involves the endpoint cost only.   
 
Figure 20.  Kinetic Energy for Missile during Max Kinetic Energy Flight 
Feasibility of the solution is determined in the same manner as for the stationary 
target simulation, and the results are shown in Figure 21. 






















Figure 21.  Feasibility for Optimal Proportional Navigation 
for Maximum Kinetic Energy 
Lastly, for the maximum KE simulation, solutions with constant N ′  values were 
run to validate the varying N ′  solution actually increased the final KE relative to 
constant N ′values. Figure 22 shows the final cost in terms of KE for three separate 















































Figure 22.  Kinetic Energy for Different N ′  Values  
It is worth noting that allowing N ′  to vary does not seem to increase the final KE 
at impact. The difference is only about 500 Joules more than the simulation with a 
constant 4N ′ = . This outcome is most likely due to the way in which drag is modeled. A 
better model that relates high acceleration loads proportionally to lift-induced drag could 
potentially illustrate the gains derived from having a variable N ′ . This should be 
investigated further in future work. 
G. SUMMARY 
The results of this chapter show that a modest gain in performance can be 
achieved utilizing a variable N ′  when the guidance law of choice is PN. Decreasing the 
commanded acceleration at each instant of time can minimize the possibility of 
acceleration saturation, which may be the difference between a hit and a miss. 
Additionally, with further investigation, an increase in the final kinetic energy could 
allow the missile more capability right before impact. 
























V. ALTERNATIVE STRATEGY FOR FIN MIXING 
A. INTRODUCTION 
The controls subsystem plays a critical role in achieving a target intercept for a 
missile. It must be computationally faster than the guidance subsystem. The controls 
subsystem should also allow for the full physical range of the control surfaces to be used 
without demanding more from the fin actuators than they are physically capable of 
delivering. The standard control subsystem today has multiple restrictions built into the 
software so that the physical limitations of the system are not exceeded, often to the 
detriment of realizing the full capability of the system. The goal of this chapter is to take 
away some of the software restrictions in an effort to expand the envelope of missile 
control systems, while maintaining predictability, through the introduction of a more 
capable fin mixer. 
B. PSEUDOINVERSE FIN MIXER WITH MULTIPLE DEFLECTION 
LIMITS 
A missile with a cross configuration of control surfaces, Figure 23, is a very 
common configuration, and is the configuration used for the 6DOF missile model studied 
in this chapter. 
 
Figure 23.  Four Fin Cross Configuration 
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A commanded change in pitch, yaw, or roll for a missile with the cross 
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  (16) 
Thus, the commanded deflections in pitch, yaw, and roll from each of the three 
channels in the autopilot section of the controls must be allocated to each of the four fins. 
The equations, used to allocate the desired deflection of pitch, roll, and yaw onto the four 
fin control surfaces are related to Equation (16) by the use of the pseudoinverse, as 
defined in Equation (17). Equation (17) maps the deflections in the three dimensional 
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  (17) 
In Equation (18) are the equations used for what will hereafter be referred to as 






























  (18) 
Each of the individual fin deflections ( )1 2 3 4, , ,δ δ δ δ  are determined by an 
actuator, which will saturate at its upper and lower deflection limit. This limit is 
determined by the hardware itself. In the case of the 6DOF missile model used in this 
thesis, the fins had a positional hardware limitation of ±15 degrees. By analyzing all of 
the possible combinations of fin deflections, as defined by Equation (18), that do not 
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exceed the positional limitation of 15 degrees in any fin, an envelope of possible fin 
deflections can then be viewed in the three dimensional space of pitch, roll, and yaw as 
shown in Figure 24 and Figure 25. The volume shown gives the envelope where at least 
one fin is saturated in any given control direction. The other fin deflections are 
determined by scaling the output of Equation (18) to achieve the desired control 
direction. 
 


















Figure 25.  Fin Deflection Space for Pseudoinverse Fin Mixer, View 2 
In a typical 6DOF missile model, there are actually three groups of fin deflection 
limitations imposed in the controls subsystem. The first limitation is a set of saturation 
blocks within the yaw, pitch, and roll autopilot subsystems. These saturation blocks, 
shown in Figure 26, restrict the commanded pitch, roll, and yaw from each autopilot 
channel. In the model studied here, the limits are 15, 10, and 15 degrees, respectively, 
which effectively creates a “box” of possible combinations of deflections that can be sent 




















Figure 26.  Typical Controls Subsystem Utilizing the Pseudoinverse Fin Mixer 
with Saturation Blocks and Limitations Shown 
 


















The second limitation in the 6DOF model is a second saturation of the fins after 
the fin mixer to prevent commands from exceeding the ±15 degree hardware limit. The 
key downside of this fin deflection saturation is that whenever saturation does occur, the 
ratio between each of the fin deflections is lost, which causes the control to be applied 
along a different direction than desired. In this case, the control subsystem no longer 
performs as expected [7] and the predictability of the missile response is lost.   
When the “box” of possible deflections in Figure 27 is processed by the fin mixer 
(Equation (18)) and the individual fin deflections saturated at ±15 degrees, the possible 
deflections then encompass the shape shown in Figure 28 and Figure 29. These two 
figures represent the space that the controls subsystem in the 6DOF model is actually 
allowed to use, with a notable amount of space that does not preserve the ratio between 
the fins, should saturation occur. 
 
Figure 28.  Fin Deflection Space for Common Fin Mixer with 

















Figure 29.  Fin Deflection Space for Common Fin Mixer with 
Autopilot Saturation and Saturation of Fin Mixer Output, 
View 2 
The space encompassed by Figure 28 and Figure 29 that is outside of the space 
contained by the shape in Figure 24 and Figure 25 represents possible commands that 
may be applied in the wrong direction (see Figure 30 and Figure 31). A controls system, 
such as the one designed in Figure 26, thus has the possibility of executing a maneuver 
during flight different from the one intended, and has to perform the task of zeroing out 
the additional error. This additionally could have the effect of increasing the miss 
distance.   
There is a tradeoff that takes place, based on the relative size of the “box” created 
from autopilot saturation limit block, and the shape of possible fin combinations that do 
not saturate the pseudoinverse fin mixer output. Such a controls subsystem design allows 
for some pitch, roll, and yaw deflections from their respective autopilot channels that are 
outside of the space of possible fin deflections that maintain their ratio and are at or less 
than the saturation limit of the fins, and additionally limits the fins from some of the 




















±15 degrees (see Figure 30 and Figure 31). The missile is therefore unable to execute a 
roll command greater than 10 degrees, as the autopilot roll channel does not allow for this 
to happen, even though the system might be capable of meeting the autopilot’s demand. 
While it is possible to expand the autopilot saturation “box” entirely outside of the 
space defined by the physical limit of the pseudoinverse fin mixer, this would further 
increase the risk that the autopilot would demand more deflection than the pseudoinverse 
fin mixer could allow, and would therefore also increase the possibility of the missile’s 
fins saturating and the system performing differently than as expected. 
 
Figure 30.  Overlapping Figure 28 with Figure 24 
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Figure 31.  Overlapping Figure 29 with Figure 25 
To alleviate this, it would be sound engineering to place the “box” inside of the 
capability envelope of the fin mixer so that no autopilot deflections exceed the physical 
hardware limits (see Figure 24 and Figure 25).  For a fully predictable controls subsystem 
using the pseudoinverse fin mixer (Equation (18), such a space of possible fin deflections 
would look more like Figure 32 and Figure 33. This, however, would severely restrict the 
missile’s performance, as area is left unused inside of the achievable control space. As 
such, one could argue that a hardware modification is in order. Such a hardware 
modification could be costly. However, as will be explained in the following, a lower 


















Figure 32.  Autopilot Saturation Limits within Fin Mixer Envelope, View 1 
 




















The last limitation in the controls subsystem is an AOA limitation. The amount of 
pitch, roll, and yaw that the autopilot channels command is calculated with an AOA 
restriction based solely on the velocity of the missile.  At fast speeds of around 1 Mach, 
the missile’s AOA limitation will allow for up to roughly 10 degrees of control 
deflection, while at slower speeds, only approximately 5 degrees of control deflection is 
allowed. This commanding limitation plays a larger role near the end of the missile’s 
flight, as the missile’s velocity before intersection with the target is much less than the 
initial velocity when launched, due to drag. Thus, for a STT missile in particular, the 
pitch and yaw channels are most limited by the AOA limitation near the end of flight. As 
an aside, this velocity-based command limit is precisely the reason why minimizing the 
commanded acceleration of the guidance solution (as was done in Chapter IV) is 
desirable. 
C. ALTERNATIVE, FULL-ENVELOPE FIN MIXER 
An alternative practice would be to design a controls subsystem with fewer ad hoc 
limitations while still maintaining the ability to preserve the commanded control 
direction, even when some fins saturate. The first step would be to remove the pitch, roll, 
and yaw autopilot saturation limits, so that the entire space of possible fin deflections 
(within the limits of the fin actuators) is available to the controls subsystem. Second, it is 
desired to preserve the control direction as part of the fin mix strategy. Together, the 
resulting configuration envelope from this controls subsystem setup could improve the 
performance of a missile. Such a controls subsystem could be organized like the one 
shown in Figure 34.   
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Figure 34.  Controls Subsystem Utilizing the Alternative Fin Mixer without 
Ad Hoc Limitations 
It is desired to allow the 6DOF fin mixer to have access to the entire command 
envelope available, and for the resulting control allocation to maintain the ratio between 
fins while still maintaining the 15 degree maximum fin deflection limit as before. The 
following concept was adapted from a linear programming allocation solution developed 
by engineers at NASA to determine the optimal control allocation for spacecraft reaction 
wheels [21]. The linear programming solution is used to quickly identify the facets of the 
available command envelope, called the hypercube in [21]. Then it is determined if the 
vector representing the allocated controls lies inside or outside of the hypercube. If 
inside, the fin deflections are determined in order to achieve the desired control 
magnitude and direction. If any of the fin commands lie outside of the hypercube, then 
the offending fins are limited to the maximum deflection and the others are scaled so that 
the vector of fin deflections lies on the facet of the hypercube and the control direction of 
the scaled fin deflections is maintained. 
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1. Overview of the Linear Programming Concept 
The following equations were originally used by Reynolds and Markley [21] to 
determine the optimal control allocation of any numbered reaction wheel configuration 
for attitude control of a spacecraft. The results of [21] were adapted in this thesis in order 
to determine the allocation solution for a missile with four fins oriented in a cross 
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  (19) 
where 
 [ ]1 2 3 4W w w w w≡  . (20) 
 
The four deflections are represented by a 4-dimensional vector. 
 [ ]1 2 3 4finsδ δ δ δ δ=   (21) 
The displacement in the three dimensional space of pitch, roll, and yaw is 
 CMD finsWδ δ=  . (22) 
The control allocation solution is found by scaling the maximum fin deflection, or 
L-infinity norm, to the maximum limitation [ ]max 15 15 15 15δ =  (in degrees) for 
each of the four fins. 
There exists a geometry, as described in [21], in which the vertices of the 
hypercube are locations where all four fins are saturated at the limit of 15 degrees, while 
the edges of the hypercube are locations in which all but one fin ( iw ) are saturated, and 
the facets of the hypercube are where all but two fins (  and i jw w ) are saturated at 
15 degrees.   
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The scaled 4 by 1 displacement vector is defined as 
 1max finsψ δ δ
−≡  . (23) 
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where the desired direction of the combined pitch, roll, and yaw deflection is v̂ . The 
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 , (26) 
with 
 max /CMDδ δ γ=  . (27) 
Equations (19) through (27) were implemented in the following code for use in a 
MATLAB script (see the Appendix) for use in the 6DOF model. This code was adopted 
and modified from Reynolds and Markley [21]. 
When the entire space available to the alternative fin mixer is modeled using the 




Figure 35.  Space of Possible Fin Deflections with 
Alternative Linear Programming 
Fin Mixer, View 1 
 
Figure 36.  Space of Possible Fin Deflections with 
Alternative Linear Programming 
































2. Simulation Study 
It is desired now to determine if utilizing the full envelope fin mixer can 
enhance the performance of a missile. A simulated launch of a 3WAF missile using a 
6DOF missile simulation was completed assuming an initial altitude of 152.4 meters 
(500 feet) at a target located 3000 meters away, 0 meters altitude, and 0 meters 
cross-range. This first standard configuration utilized the pseudoinverse fin mixer, 
and also used a “box” saturation to limit the output of each autopilot channel 
( 15 degrees and 10 degreespitch yaw rollδ δ δ= = = ). The 15 degree saturation limit after the 
fin mixer (as shown in Figure 26) was also implemented.  
In Figure 37 and Figure 38, it is possible to see the dark gray box that defines 
autopilot saturation limits, and the light gray envelope that defines the pseudoinverse fin 
mixer with the fin actuator limitation of ±15 degrees.  The light gray shape, which is the 
same shape shown in Figure 24 and Figure 25, defines the space that preserves the 
control direction. Any required deflections in the three dimensional space of pitch-roll-
yaw that lay outside of this shape have one or more fins that are saturated, thereby no 
longer maintaining the same ratio between the individual fins. The control direction is 
therefore no longer preserved. Notice that for this simulated missile shot in Figure 37 and 
Figure 38, there is a small portion of the commanded pitch, roll, and yaw deflections 
outside of the space in which the fin mixer is able to maintain the control direction 
between fins (see the yellow line, which represents the time history of the autopilot 
commands for the simulation). Thus, an additional error must be compensated by the 
autopilot.     
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Figure 37.  Commanded Deflections (Yellow Line) with Standard Autopilot Limits 
and Pseudoinverse Control Space, View 1 
 
Figure 38.  Commanded Deflections (Yellow Line) with Standard Autopilot Limits 











A lot of information can be gleaned from Figure 37 and Figure 38 about the 
limitations in the controls subsystem, and how they affect the missile performance. 
Immediately after firing the simulated missile, the controls subsystem tries to command a 
maximum de-roll, but as there is an autopilot saturation limit of ±10 degrees, so this is the 
most de-roll that can be commanded. Of course, there is more of the capability envelope 
that lies outside of ±10 degrees, but this is not accessible to the control system.   
The pitch, roll, and yaw deflections were also graphed in Figure 39 for the same 
shot using the pseudoinverse fin mixer and autopilot saturation limits. The process of 
de-roll starts at time = 1 second and continues until time = 2.4 seconds.   
 
Figure 39.  Yaw, Pitch, and Roll Histories for Pseudoinverse Fin Mixer with 
Autopilot Box Saturation Limits 
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During the de-roll process, the seeker cannot lock-on to a target, and therefore the 
guidance subsystem cannot track or attempt to intercept the target. Hence, it is desirable 
to decrease the amount of time that the missile requires to de-roll. The roll-rate during the 
de-roll phase is also undesirable as it corrupts the measurement of the LOS-rate used to 
calculate the PN guidance command, or any guidance command that is dependent upon 
an accurate LOS-rate [10].  While a decreased time to de-roll could be accomplished with 
modifications to hardware, it remains the purpose of this thesis to see if software changes 
alone could bring about an improvement.   
To this end, a simulated firing of a 3WAF missile using the 6DOF missile 
simulation was again completed with an initial altitude of 152.4 meters (500 feet) at a 
target located 3000 meters away, 0 m altitude, and 0 m cross-range. This second 
simulation used the alternative fin mixer, and removed the AOA limits, and the saturation 
limits in the pitch, roll, and yaw autopilot subsystems. The deflections commanded by the 
controls subsystem utilizing the alternative fin mixer are shown in the available space in 
Figure 40 and Figure 41. 
 
Figure 40.  Commanded Deflections (Blue Line) with 






Figure 41.  Commanded Deflections (Blue Line) with 
Alternative Full-Envelope Fin Mixer, View 2 
By utilizing the full envelope fin mixer, more space is available to the controls 
subsystem for an increased deflection in all directions, and in the roll channel in 
particular.  The time for de-roll utilizing the alternative fin mixer is shown to take nearly 
15% less time, as can be seen in the commanded roll deflection portion of Figure 42 (also 
see Figure 43). Additionally, for this simulation, the miss distance utilizing the alternative 
fin mixer was comparable to the miss distance with the pseudoinverse fin mixer, with 
both missing the intended target by less than 3 meters. Hence, the alternative fin mixing 
strategy seems to provide an advantage over the standard setup in terms of reducing the 




















Figure 42.  Yaw, Pitch, and Roll Histories for Full Envelope Fin Mixer 
 
Figure 43.  Decreased De-roll Time with Software Change from 
Standard Fin Mixer Roll to Alternative Fin Mixer Roll 
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The miss distance was scrutinized further between the two fin mixers to determine 
if the shorter de-roll time would have a positive effect on the miss distance, since it is not 
until after the de-roll is completed that the missile’s guidance subsystem can finally track 
a target and attempt to intercept it.  Multiple simulated launces were run with a target 
located at the lower boundary of the WEZ (see Figure 44). The data shown in Figure 45 
has been normalized, but the performance is based off of the actual data from simulated 
shots. 
 
Figure 44.  Graphical Description of a Weapon Engagement Zone (WEZ) 
 63 
 
Figure 45.  Normalized Comparison of Fin Mixer Performance at 
Lower Boundary of WEZ 
As shown in Figure 45, the alternative full-envelope fin mixer gives an 
approximately 20% reduction of miss distance over the pseudoinverse fin mixer for close 
range targets. For targets at the lower bound of the WEZ, the alternative fin mixer 
therefore improves the missile’s effectiveness. Thus, a low-cost, software only 
modification can indeed be implemented to enhance the performance of the missile 
system. A more detailed simulation study of the effect of the control system modification 
should be carried out as future work. 
D. POTENTIAL FUTURE USE 
1. Future STT Missile Control Subsystem Configuration 
As the entire controls subsystem was designed with the pseudoinverse fin mixer 
in mind, it begs to question what other improvements may be made in the controls 
subsystem of a missile to further capitalize on the full-envelope fin mixer. A 





















Alternative Full-Envelope Fin Mixer
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recommended change to the controls subsystem, shown in Figure 46, would be to 
incorporate the AOA deflection limit as the defining limitation of the alternative full-
envelope fin mixer, or to allow both the AOA limit and the fin actuator positional limit 
define the limit of the alternative full-envelope fin mixer. In the latter case, the more 
severe limit would dictate the available space for the fin mixer at each instant of time 
during the flight of a missile. These nuances could be fully studied using a 6DOF Monte 
Carlo simulation. 
 
Figure 46.  Controls Subsystem Utilizing the Alternative Fin Mixer with 
Time Varying AOA Deflection Limit Input 
2. Alternative Fin Mixer for a BTT Missile 
BTT missiles, much like a STT missile, needs to allocate deflection commands 
wisely in order to maximize performance. Jones and Bossi [7] recommend using a mixer 
that is capable of decreasing the pitch commanded right before a roll deflection is needed, 
so that more roll deflection can be achieved. Thus, the ability of increasing the available 
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pitch and roll deflection without saturating the actuators is valuable to a BTT missile in 
order to increase performance. Using the fin mix matrix in Equation (28) for an “x” 
configured four fin BTT missile, Jones and Bossi indicate that they have the space shown 
in Figure 47 available to the controls subsystem.  
 
Figure 47.  Pitch and Roll Authority of a BTT Missile with “x” Configuration 
and with Actuator Saturation Limits. Source: [7]. 
 
fin1 1 1 1
pitch command
fin2 1 1 11 roll command
fin3 1 1 14
yaw command
fin4 1 1 1
−   
    
    =     − −
      −   
  (28) 
Equation (28) is the fin mix matrix for a BTT missile flying with an “x” 
configuration [7]. The same space shown in Figure 47 was reproduced utilizing Equation 
(28) fin mix matrix and the alternative fin mixer to produce Figure 48, which shows that 
each strategy gives the same shape of possible pitch and roll space.   
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Pseudoinverse and Alternative Fin Mixer Produce the same result.  
Figure 48.  Reproduction of Pitch and Roll Envelope of “x” Configuration  
Finally, the pitch and roll space available for a missile using a “+” configuration 
with the alternative fin mixer was determined, and is shown in Figure 49. As illustrated, 
an increase in available pitch and roll deflection can be achieved by utilizing a “+” 
configuration over an “x” configuration of control surfaces in conjunction with the 
alternative fin mixer. When the fin actuator limitations are not possible to improve, and 
all other aspects kept the same, a BTT missile will find it can achieve a greater envelope 
of operation if flown in a “+” configuration while utilizing the alternative fin mixer. 
















Figure 49.  Pitch and Roll Envelope Space using Alternative Fin Mixer of “+” 
Configuration (Blue) and “x” Configuration (Magenta) 
E. SUMMARY 
In this chapter, the limitations of a controls subsystem utilizing the pseudoinverse 
fin mixer were explained, and an alternative controls subsystem with the alternative 
linear programming based fin mixer was suggested to overcome the limitations that 
naturally come with using the pseudoinverse fin mixer. The linear programming code 
developed by Reynolds and Markley [21] for spacecraft reaction wheels was adopted to 
create an appropriate fin mixer for a missile. The new fin mixer was simulated and 
compared against the pseudoinverse fin mixer, and was shown to increase the available 
space for commanded deflections.  This resulted in a faster de-roll time period, which led 
to an improved lower boundary of the WEZ. Multiple directions for future work utilizing 
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VI. HARDWARE VERIFICATION OF LINEAR PROGRAMMING 
FIN MIXER 
A. INTRODUCTION 
The alternative fin mixer developed in Chapter V has shown itself worth 
investigating, but while the associated linear programming code runs smoothly on a 
desktop simulating a missile shot independent of real-time processing speeds, the same 
results may or may be replicated when utilizing a less capable microprocessor and when 
simulating a missile shot in real time. Thus, this chapter set out to simulate both the 
pseudoinverse and alternative fin mixers in real-time on a microprocessor similar in 
capabilities to those flown in missiles today. The purpose of this simulation was to 
determine if the alternative fin mixer performed at the same computational speed as the 
pseudoinverse fin mixer. As speed is one of the most important aspects of a controls 
system as a whole, any change in the controls subsystem, like a different fin mixer, would 
still need to meet the requirement of computational speed.   
B. SETUP 
The hardware for this simulation, shown in Figure 52, consisted of a VersaLogic 
Osprey embedded processing unit and a 1.0 TB WD Blue PC hardrive loaded with 
Windows 10 and MATLAB 2017b. Simulink Desktop Real-TimeTM was used to run the 
simulation of both the pseudoinverse and alternative fin mixers simultaneously in sync 
with the clock of the microprocessor. This hardware setup can be used as a missile flight 
computer by retaining only the Osprey board and embedding the flight software in local 
memory.  The footprint of the Osprey is shown in Figure 50 and Figure 51, and fits in a 
69.85mm (2.75in) rocket.  
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Figure 50.  VersaLogic Osprey, View 1 
 
Figure 51.  VersaLogic Osprey, View 2 
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Figure 52.  Real-Time Simulation Hardware Setup 
The input signals of pitch, roll, and yaw deflections were generated from the 
6DOF model with the same scenario as used in Chapter V. Recall, the deflection inputs to 
the fin mixers were generated from a simulated missile firing with an initial altitude of 
152.4 meters (500 feet) at a target located 3000 meters away, 0 meter altitude, and 





The design of the pseudoinverse fin mixer is the same mathematical expression of 
Equation (18) in Chapter V. As has been discussed before, any fin that exceeds the fin 
actuator limit of 15 degrees is individually saturated and thus no longer maintains the 
ratio between each fin. The setup can be visualized using the block diagram of Figure 53.   
 
Figure 53.  Pseudoinverse Fin Mixer with Individual ±15 Degree Saturation Blocks 
The overall simulation was set up, as shown in Figure 54, to take the pitch, roll, 
and yaw deflections from the 6DOF simulation, interpolate those commands and, based 
on the VersaLogic’s actual clock time, output the appropriate pitch yaw and roll 
deflection to both the pseudoinverse fin mixer and the alternative fin mixer. The code for 




Figure 54.  Overview of Simulink Diagram for Real-Time Fin Mixer Test 
 
 
Figure 55.  MATLAB Code Used for Interpolation Deflection Inputs for 








Figure 56, Figure 57, Figure 58, and Figure 59 show the resulting fin deflections 
from the real-time simulation of both the pseudoinverse and alternative fin mixers.   
 
Figure 56.  Fin-1 Deflections for Pseudoinverse versus Alternative Fin Mixers 
 
Figure 57.  Fin-2 Deflections for Pseudoinverse versus Alternative Fin Mixers 


















 Alternative Fin Mix
1
 Pseudoinverse Fin Mix













 Alternative Fin Mix
2
 Pseudoinverse Fin Mix
 75 
 
Figure 58.  Fin-3 Deflections for Pseudoinverse versus Alternative Fin Mixers 
 
Figure 59.  Fin-4 Deflections for Pseudoinverse versus Alternative Fin Mixers 
The deflections from the alternative fin mixer and the pseudoinverse fin mixer are 
nearly identical, and indicate that the computational time required to use the alternative 
fin mixer is nearly the same as the time required to use the pseudoinverse fin mixer for 
control allocation.   
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The fin deflections from the alternative fin mixer were then re-combined using 
Equation (16) to determine the pitch, roll, and yaw deflections that, assuming no 
restrictions in the system, a missile using the VersaLogic microprocessor would have 
executed, and were plotted along with the pitch, roll, and yaw deflections that were used 
as a source of input for the alternative fin mixer in pitch, roll, and yaw deflections into 
the alternative fin mixer are plotted using a solid line, while the fin deflection outputs 
from the alternative fin mixer, after being combined to determine the resulting pitch, roll, 
and yaw executed, are indicated using the “*” symbol.  
 
Figure 60.  Pitch Roll and Yaw Deflection Inputs and Deflections Commanded 
by Alternative Fin Mixer  
The resulting deflections from the output of the alternative fin mixer nicely align 
with the input deflections used by the alternative fin mixer in Figure 60. Thus, after 
comparing the results from the alternative fin mixer to the pseudoinverse fin mixer, and 
also comparing the output deflections from the alternative fin mixer with the 
corresponding input deflections, it is evident that the alternative fin mixer can be 
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executed as a real-time control computation. It is therefore a useful means for improving 
the controls subsystem of a missile.  
D. SUMMARY 
In this chapter, a very simple hardware test was performed to show that it is 
possible to implement the alternative, full-envelope fin mixer in hardware to support real-
time control computation. Further simulation studies should therefore be done in order to 
transition this idea into a flight test demonstration.   
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VII. CONCLUSIONS AND FUTURE WORK 
The purpose of this thesis was to examine the possibility of improving the 
performance of a tactical missile by making low-cost, software-only changes to the 
guidance and controls subsystems. 
When the guidance law of Proportional Navigation is used with a variable gain 
value, some benefit can be achieved by allowing the gain to vary between the commonly 
used constant values of 3 and 5. The results showed that the gain value will switch, but 
the exact nature of the resulting optimal gain program depends upon the scenario in 
which the missile is simulated and the specific cost functional used. Thus, a real-time 
optimal control solution would be the ideal way to implement the optimal PN concept. 
Additionally, while increased kinetic energy was achieved by allowing the gain value to 
vary, the advantage seemed to be relatively small. However, only a simple drag model 
was used here. Thus, recommended future work would be to more accurately model the 
missile’s drag in relation to the amount of acceleration commanded by the guidance 
subsystem. This would more accurately penalize the use of higher accelerations and 
would thus potentially increase the differences in final kinetic energies between runs with 
and without a variable gain value. 
For the controls subsystem, a linear programming code for satellite momentum 
wheels developed by NASA was adapted as an alternative fin mixer strategy for missiles 
to replace the pseudoinverse fin mixer typically used. The alternative fin mixer has the 
advantage of maintaining the ratio between fins if the fin actuators reach saturation due to 
a large displacement command from the autopilot channels. This maintains the control 
direction and allows for a larger space of possible fin deflections to be made available to 
the controls subsystem. Using the alternative fin mixer, reduced miss distance at the 
lower bound of the WEZ for a 6DOF missile model was obtained. This allows the missile 
to intercept targets that are closer to the launch platform, whereas before, with the 
pseudoinverse fin mixer, the missile would have missed. The subsequent increase in the 
missile’s WEZ, and therefore an increase in the geographic range of targets that the 
missile can be used against, makes it more useful to the warfighter. Both fin mixers were 
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tested in real time in order to establish that the computation associated with the 
alternative fin mixer is fast and reliable. Further improvements to the controls subsystem 
could include work done to incorporate the AOA, along with actuator limits, so that the 
more severe restriction (of the two) would determine the size of the alternative fin mixer 
envelope. It is also recommended that the calculations inside of the autopilot channels be 
investigated for further changes that could be made to improve the interaction between 
the autopilots and the alternative fin mixer. 
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APPENDIX.  LINEAR PROGRAMMING FOR AN 
ALTERNATIVE FIN MIXER 
function [fins,gamma,psi]  = OptimalFinMix(yaw,pitch,roll) 
 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
% Function implemented for control allocation of a missile utilizing 4 fin 
% '+' configuration. 
%~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
 
% Define the limitation, whether it be a fin actuator limitation, as in 
% this example, or an AOA limit, as the variable 'fin_max'. 
 
fin_max = 15*pi/180; % {radians} 
 
% w is a matrix that defines the transformation from four dimensional fin 
% configuration to 3 dimensional body-fixed space of pitch, roll, and yaw. 
w = [0 .5 0 -.5;... 
    -.25 -.25 -.25 -.25;... 
    -.5 0 .5 0]; 
 
v = [pitch roll yaw]'; % control direction 
d2 = norm(v,2); % Magnitude of vector 'v' 
v = v/norm(v);  % Normalize vector 'v' 
small_number = 1e-8; 
N = size(w,2); 
meh = 0; % Used to break out of 'for' loop 
gamma = 0; 
psi = zeros(N,1); 
for i = 1:(N-1) % Choose a fin to not be saturated 
    for j = (i + 1):N % Choose another fin to not be saturated 
        X = cross(w(:,i),w(:,j)); 
        psi = sign(w'*X); 
        psi([i j]) = [0 0]'; 
        z = w*psi; 
        d = v'*X; 
        if d ~= 0 % if the determinant is not zero... 
            psi([i j]) = (cross(v,z)'*[-w(:,j) w(:,i)])/d; 
            gamma = (z'*X)/d; 
            if gamma < 0 
                gamma = -gamma; 
                psi = -psi; 
            end 
            if all(abs(psi([i j])) < 1+small_number) 
                meh = 1; 
                break 
            end 
        end 
    end 
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if meh == 1 




% If control magnitude was outside of fin envelope, this part scales the 
% magnitude back to the facet of the hypercube. 
if d2 > fin_max*gamma 
    d2 = fin_max*gamma; 
end 
if d2 < -fin_max*gamma 
    d2 = -fin_max*gamma; 
end 
 
df = d2*psi; % Determines desired fin deflections 
df(isnan(df))=0; 
 
% If necessary, package the fin deflections in the manner that the controls 
% subsystem desires. 
delta1 = df(1); 
delta2 = df(2); 
delta3 = df(3); 
delta4 = df(4); 
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