call for refinement or validation by new experiments.
Introduction

I
In spite of this iterative nature of the system identification task [l] , limited attempts have been made so far to iimplement the whole identification session in a single instrument. This paper discusses the reasons for this and presents a solution.
For practical reasons, we considered a study case based on a frequency domain system identification package and a commercially available instrument. Yet, we would like to stress the possibility to apply this solution in a more general contexl:
The underlying concepts of frequency domain system identification are equivalent to those of the time domain metlhodology despite all the differences in the methods they use. (In the frequency domain approach instead of using the measured data samples directly, their FFTs are taken, which has far-reaching implications on the whole procedure.) Altogether, it is clear that instead of using frequency domain identification, in this study we could use time domain system identification as well. The use of an advanced soft-instrument, as it will be seen, spared us the burden of hardware interfacing and building a complete graphical user interface, but this measurement setup is not considered as optimal or the only possible one. By making the necessary extensions, the implemented solution is applicable to a different instrument or device as well.
L . Current implementations of identification
System identification is used more often than one would think. In some respects adaptive filtering and control, channel equalization and many other applications belong to this topic since they seek to determine a set of model parameters based on a noisy input and output (or at least some assumptions about the input). The available knowledge about the input signal, the time and precision requirements, the applied model class and parameter estimation algorithm and other circumstances cause the differences among these techniques and implementations.
There are just a few sophisticated universal tools that make use of all the mathematical apparatus of modeling. These are characterized by a strong dependence on the user as they leave choices open to him. Their first concern is interactivity and they concentrate less on doing things in real-time or running automatically adjusted to the needs of a specific task. Most importantly, data related to the actual measurements are typically transferred on an export I import basis within these tools. Therefore, they can be best described as off-line processing tools.
Difficulties of on-line identification
There are several questions and problems that need to be tackled before developing an on-line identification tool.
Firstly, the elaborated frequency domain methods [ 1,2] are currently non-recursive, i.e. they assume the availability of the whole data record needed to perform the necessary calculations. This implies that the measurement and the parameter estimation stages are inherently separated in time. From another point of view, physical system modeling usually does not require quick reactions. Hence, no direct need arises for a real-time identification tool.
Secondly, specifying the requirements for such an instrument is also cumbersome. Calculations for s-domain modeling are quite involved, especially for orders over 10-15. Thus, depending on the task, the requirements can vary in a wide range. An additional difficulty in creating an integrated tool is that the hardware is almost always nonstandard. Even if it is commercially available, so in principle technical data are available, a lot of different data acquisition boards I equipment are in use. Con-sequently, it is extremely difficult to write standardized interface code that provides seamless data transfer from any hardware to a standard identification package.
Thirdly, even if the interface is given to handle several different kinds of hardware, the user interface is expected to hide the irrelevant particularities of each type of hardware and allow the logical setting of parameters.
Finally, many users do not know about the details of the measurement setup necessary for effective and precise system identification (e.g. time domain methods inherently assume that piecewise constant excitation is used, and the system response is measured without using an anti-alias filter [3, 4, 5] , whereas frequency domain system identification in the s-domain requires anti-alias filtered measurement of both the input and the output signals.) It is also often overlooked that periodic excitations and measurement of full periods in steady-state can significantly improve the accuracy of the result [6] . Therefore, the interface of the instrument should make the best choices natural for the user and guide their activity in the right direction.
The solution for the above problems presented here is a virtual instrument, i.e. an instrument composed of layers of software and hardware having a virtual control panel that only appears on a computer display.
The advantages of virtual instrumentation
Virtual instrumentation is a fast growing area of the industrial and laboratory measurement technology. Modern instruments have so complex data processing units and user interfaces that they are similar to a PC from this point of view. On the other hand, in many cases engineers want to use their PC as a controllable and flexible measuring instrument. This demand resulted in the birth of virtual instrumentation.
Virtuality means that there are no real buttons or switches on the data acquisition hardware of the instrument: the user interface and most of the high-level data processing is realized by software on the host computer and its display.
The traditional instrument usually has fixed number of channels, fixed data processing abilities and user interface. The manufacturer-defined parameters of the instrument cannot be easily modified.
Meanwhile, the virtual instrument's hardware is typically modular and its software can be easily modified or extended by a sojbare upgrade. In some cases the user himself can make his own modijications to match his specific needs. From this point of view, virtual instruments may be divided into two big groups:
Virtual instruments that are built for end-users have special data acquisition software supplied by the vendors. For these softwares the source code is not distributed and they cannot be modified by the user. The other type of products supports the development of the software under high-level programming languages such as C, Pascal or Matlab and the vendors provide the instrument driver libraries.
There are many YO interfaces available for virtual instruments: PC plug-in cards fit into the PC motherboard and mostly use PCI or ISA buses for communication. One of the main advantages of plug-in cards is that the measurement data are available in the RAM of the PC. However, these cards may suffer from the noise of the PC switching power supply and it is difficult to move the virtual instrument because it cannot be separated from the PC. Remote data acquisition means that the measuring instrument is not in the PC. Special buses were developed to support remote control measurement in the last 20 years, for example IEEE 488 and VXI, but traditional communication interfaces can also be used, such as USE3 or SC'SI. The iremote access solution i ata acquisition part of the instrume nearest to the place of the measurenient, or to le running autonomously in a field experiement. The scalable architecture of computer:; and bus sy provides virtual instrumentation with flexibility z lowest possible cost. The development and mainte costs are also low because of the use of high programning languages and standardized, large hardware C Q T I I~O~~I I~S .
The widespread U se of portabl makes this line of ~~s t~u m e n t a~~o n even more appealin;
Matlab is a high level programming language that i suited to the task of matrix computations exceedinglg in identification.
Its Frequency Domain System Pdent.+cation TooEbl is a universal off-line tool that contains sophist methods and services. The graiphical ink-face of the to offers a route through each step of the identification [ 11, except for accomplishing the on-line measure Data can be exported from and imported into the t o o b
Lab virtual instruments
Meanwhile, another Matlab based I 001, S i g h b Technologies) [7] , is a collection of virtual instru based on a common data acquisition hardware.
The hardware comprises 18-bit sigma delta conv for high-precision measurements in tb: audio rang! three DSPs for real-ti me computing and communicati is accessible via SCS [ bus from a host computer. This speed bus allows using more SigLabs together.
SigLab provides virtual instruments for both domain and frequency-domain analysis. The \. function generator can produce common excitation s such as sine, squaie, chirp or random waveforn arbitrary waveforms such as a multisine. (In this late the waveform has to be designed previously and sa\ Matlab.)
The 
5.
The great advantage of instruments is that the user data directly in Matlab without the overhead of rans sf erring ~n~~r Q~~e n~ for me identification. The idea to combine these two tools into an integrated virtual ~n s~r u~e~~ followed naturally. In order to do so, we needed to build an ' i~t e~~~g @~~ ' inlegace that handles some previously mentioned difficulties of on-line tools.
We had to keep in mind several criteria in developing this interface between the EDIdent toolbox an 0 First of all, SigLab is am independent product, SO it is risky to override any m-files in the SigLab package. The interface ought to be compatible with next versions of SigLab. a It must allow users of different hardware to build their own module into it. a The specification of the interface should be general enough to support other kind of identification packages (e.g. the time domain System Identijkation Toolbox of Matlab).
Implemented features
The interface is added to the existing tools as a new entity through new visual controls and the actions behind these controls. It is not merely a means to launch the measurement, transfer and convert the data, but offers complex. services in a user-friendly fashion.
The interface contains, first of all, the description of the hardware with function calls that operate on this data. It is through these calls, for instance, that consistency checks and necessary adjustments can be carried out during the design of the excitation signal in the identification package.
The technical data about the hardware as well as the properties of the virtual control panel are mostly collected dynamically in the interface code, so that the modifications in subsequent versions of the virtual instrument do not necessarily lead to inconsistencies.
With a custom designed instrument this would not be a problem, but the virtual instruments in SigLab, as stand-alone instruments, offer restricted interfacing options. They give no guidance to the user in adjusting the measurement settings according to our purposes, so we had to provide automatic assistance in the parameter settings and structured help as part of the interface.
HW description contents
Some difficulties we encountered stemmed from the fact that SigLab supports, first of all, non-parametric identification. It does not calculate variances of obtained Fourier amplitudes and in some cases, it even returns coherence values over 1 because of 32-bit floating-point processing. It is arguable how well variances can be approximated from coherence values (even supposing that the system is linear), but erroneous coherence values close to one can completely corrupt the parameter estimation, because these correspond to noiseless measured values allowing no freedom at the model fitting.
As a consequence of these facts, we had to add some new controls to the existing virtual instruments in order to allow easy execution of repeated measurements. All these extensions are also made dynamically without making any modifications to the original code of SigLab.
General applicability of the solution
This interface is built up of separate modules, with clear definitions of services. On the instrumentation side we established a hardware description in an encapsulated form, and functions to call the virtual instrument. On the identification package side we designed a graphical interface and extensions to the virtual instrument.
Thanks to the modular design, components on both sides can be technically interchanged for a different tool of the same functionality. Beyond the implementation issues, the definition of the interface is believed to be general enough to support the use of different hardware or different identification package.
Experimental results
7.1.Measurement set-up
The presented on-line solution works, and we made tests to validate the abilities of the whole environment. We have built a simple passive circuit, a typical 50 Hz notch filter. The filter is a so-called double T filter, as it is shown in Fig.  1 Of course, the resistor and capacitor values have tolerances, so the transfer function will vary in each implementation of the filter. In order to illustrate its effect the Monte Carlo analysis of the filter is shown in Fig. 3 .
The Monte Carlo analysis is a way to determi sensitivity of the transfer function with respect to the parameters. This simulation was also made by Mi, PSpice with 20 runs. It is clear from the simulation t center frequency of the notch filter varies because tolerances. In a control application we might U conslider the parametric model of the real system.
In the ideal case we have a 212 order system accor Eq. 1. But in the general case a circuit containinj energy storage elements can be described by a 3" model. The apparent contradiction is explained degeneration of the rnodel because of the symmetrie! parameters (i.e. Cl = 2C2 = 2C3, RI = R2 := 2R3).
Identified models
We accomplished several experiment s and identifi validated models of different orders on-] ine.
The excitation signal was a multi-sine contain linearly spaced frequencies from 5 to 200 Hz. The va were estimated frorn the results of 5 experiment measurements had about 90 dB signal-to-noise ratios.
We identified models of orders between 2/2 ar Figure 4 . shows the chart of the cost function vali each model.
Except the 4/4 model, the cost function valu extremely high. This is due to the practically nc measurements, which cause the heavy weighting 01 model-data errors in the cost function [ 11.
As it was expected the 212 model could not descr system because or the circuit parameter tole Interestingly, the third order models still fail.
The frequency response function of the 414 mod the model-data error terms (residuals) ;,re plotted in This model performed well on measurement data c from independent experiments with different exc signal and noise levels, too. Clearly the 4/4 model cannot be accepted as the pure model of the filter unless we investigate the reasons for the higher model order by making further experiments. The extra pole and zero in the model can be due to parasitic effects or small nonlinearities of the realized filter but it may well be caused by imperfections of the measurement channels:
a slight input/output channel mismatch, the frequency dependant gain of the preamplifiers, or small nonlinearities.
In this situation possessing an on-line tool is a great advantage. Further experiments need to be done to evaluate the models with different excitation signals and to determine the model of the measurement channels. Once the channel is modeled, the measurements can be compensated for its effect.
Future goals
Simulator
A main inconvenience of SigLab is that the software cannot be tested if the hardware is not present. However, for development purposes it would be advantageous if the software could be used alone.
The best solution to this problem would be a hardware simulator program. The simulator is an ideal tool for verifying the theoretical considerations before using them in the measurement process. Without the simulator, each developer must have a device, even if measurement will only be made on one site.
The other benefit of developing the simulator would be the use of this integrated tool in the education. It could be very useful for teachers to check the students' knowledge, who are studying system identification or digital signal processing. The built-in recorder tool in the identification package can record the student's steps in solving the problem. This tool enables the teacher to get an overview about the knowledge of the class (e.g. is he going too fast ?,
etc.).
In practice the simulator means that the hardware dependent parts of the software should be simulated by new hardware-independent Matlab files. SigLab's hardware is handled by a dll file, which must be replaced by a new mfile implementing a virtual hardware under Matlab.
simple parallel or serial model. A real capacitor, for instance, can be modeled by four parameters: serial inductance and resistance of the lead wires, capacitance, leakage resistance. In order to get enough information about all the poles and zeros we need a bandwidth of about some megahertz.
Conclusion
We built an 'intelligent' software interjhce allowing the integration of SigLab under the Frequency Domain System Identification Toolbox of Matlab.
The functioning of the resulting integrated virtual instrument has been demonstrated. It allows to carry out experiments on-line with the system identification procedure. During the identification session the user can use the modeling results based on the previous experiment to modify the experiment setup and refine or validate their model by making further measurements.
The integrated virtual instrument is organized in layers from the measurement hardware up to the system identification software. Thus the solution is open to application specific extensions and modular development.
The availability of an integrated environment for on-line system identification can, in our belief, significantly contribute to the development of universal automated modeling tools.
