Abstract-Content-based image retrieval is generally about understanding of information in the images concerned. The more the system is able to understand the content of images the more effective it will be in retrieving desired images. In this paper, we have developed a method that combines a clustering technique with the color correlation histogram. According to this method, an image is divided into several blocks using a fixed partitioning scheme. Then, selected lower-level MPEG-7 features are used to represent the partitions and a clustering technique is applied to group similar patterns into a cluster. The cluster indices will then be used to construct a corellogram which is not based on the lower-level primitives, but on regions consisting of a distribution of primitives. The result shows that the proposed method significantly outperforms other methods on image retrieval and categorization.
I. INTRODUCTION
The need for efficient content-based image retrieval (CBIR) is crucial due to its wide application potential such as for biomedical, commerce and web image classification and searching. One of the main issues in CBIR methods is the result of their searches given a query image. It is common experience for the user to get meaningless information from the query of digital images, although the results seem to be getting better as a database of images grows. Therefore, effective indexing and searching in the large image database is needed and remains a challenge for CBIR.
In this paper, we describe a new method that combines a clustering technique with the color correlation histogram [6] . According to this method, an image is divided into several blocks using a fixed partitioning scheme. Then, selected features are used to represent the partitions and a clustering technique is applied to group similar patterns into a cluster. The cluster indices will then be used to construct a corellogram which is not merely based on the lower-level primitives, but rather on regions consisting of a distribution of primitives. We have implemented this method in the CBIR system called CIREC (Cluster correlogram Image REtrieval and Categorization).
The rest of the paper is organized as follows. Next, we briefly describe related work in CBIR. In Section III, we describe how we use a clustering technique to cluster distributions of lower-level primitives within regions of a fixed partitioning scheme. This technique is used together with the correlogram in CIREC. In Section IV, all indexing features defined in CIREC are introduced with a focus on the MPEG-7 visual descriptors. In Section V the retrieval and categorization effectiveness of CIREC is evaluated by comparing it with other systems on 1000 images of the Corel database. Section VI concludes this paper.
II. RELATED WORK
In this section, we briefly describe some CBIR systems and their properties, but for a much more elaborated survey we refer to [18] . Then we describe basic image features which have been used in CIREC such as the color histogram and the color correlation histogram for image indexing.
A. CBIR Systems
The most frequently cited image features found in literature are color, texture and shape [19] , [2] , [15] , [6] , and the most commonly used feature to represent images is color. The color histogram is the best known and most popularly used color feature in CBIR systems and is used in systems such as QBIC [4] and PhotoBook [12] . The color histogram is invariant to rotation, translation and scaling. However, a color histogram does not take into account the spatial information contained in an image, resulting in information loss and coarse indexing. Such indexing can potentially give false results on image queries. Sometimes, two images with dramatically different semantics can give rise to similar histograms. To reduce the problem, Pass and Zabih [6] proposed a split histogram called color coherence vector (CCV). The results produced by this method are quite promising compared to a color histogram. Besides that, Huang et al. [6] proposed another kind of feature called the color correlogram which enables to compute the correlation between colors using spatial information in an image. However, these methods can still not fully solve the problem of fuzziness of the color features inherently exhibited in the color histogram.
The color layout feature was also introduced to overcome the drawbacks of a color histogram. In this method images are partitioned into several blocks and the average color of each block is calculated [19] . However, the color layout is sensitive to shifting, cropping, scaling, and rotation because images are described by a set of local properties [20] .
It is quite difficult to construct a good retrieval system. Most of the systems are based on features that are semantically too primitive. Following this, region-based approaches have been introduced to reduce the semantic gap between lowlevel features and high-level features. A region based approach tries to apply an image segmentation technique to extract regions from images [2] . Thus, similarity between images are measured by calculating the correspondance between their regions. Typical examples of region-based retrieval systems include Blobworld [2] , IRM [19] , VisualSEEK [15] , and SIMPLIcity [19] . However, it is quite difficult to achieve accurate segmentation in an image [15] especially for images with less distinctive objects.
In literature not much attention has been focused to developing a CBIR system that combines information from regions and their spatial correlation. Moghaddan et. al. [1] have proposed a method called the wavelet correlogram as an effort to this direction. Their system is based on a combination of multi resolution image decomposition and the color correlation histogram, where the Gabor wavelet transform is used to compute wavelet coefficients.
B. The Histogram
A color histogram (henceforth referred to as histogram) is frequently used to represent an image's features. In literature, major color indexing methods are based on color histograms [17] , [15] , [14] . The histogram expresses the frequency distribution of color bins in an image. For simplicity, let's I denote a digital image and |I| denote the size of the image. Then, we discretize its color space into m distinct colors c 1 , ..., c m . Finally, a normalized histogram is computed by dividing the frequency of each color bin by the size of the image. Therefore, the normalized histogram of image H I can be defined as:
A main advantage of using a histogram is its robustness with respect to the projection of the image. Color histograms are invariant to translation, rotation around the viewing axis, and change slowly with distance to the object and partial occlusion. However, the histogram captures only the color distribution in an image and does not include any spatial correlation between individual pixels. Therefore, it has quite limited discriminative power. The enhanced version of a histogram which is called the color correlogram (henceforth referred to as correlogram) is introduced to reduce this problem. Besides the color distribution, the method also takes into account spatial correlation for individual pixels. It is claimed to be more effective than the histogram [6] .
C. The Correlogram
The gray-level co-occurrence matrix [5] is the basis of the correlogram. The co-occurrence matrix is one standard tool for statistical texture analysis and keeps track of the number of pairs of certain intensity pixels that occur at a certain distance and direction in an image. This means that it takes into account the joint histogram probabilities of several neighbor pixels depending on the distance between two pixels. Let I be an image, quantized into m colors c 1 , ..., c m . Let p be a pixel p = (x, y) ∈ I, and let p 1 ∈ I ci mean that pixel p 1 is of color c i and p 2 ∈ I cj means that p 2 is of color c j . The color correlogram [6] matrix C of I is defined by the joint empirical probability on the image that a color c i co-occurs with a color c j at given distance δ and angle ϕ as:
Where P means probability, and D(x, y) denotes a distance function using polar coordinates, where δ > 0 and ϕ ∈ [0, 2π]. Usually we take a small value for δ since correlation between pixels is more relevant on small distance [13] . The co-occurrence matrix above can be used to construct an asymmetric matrix. The individual elements of an asymmetric matrix are rarely used for texture analysis. Therefore, we construct a symmetric matrix that can be used to analyze overall structure of texture. The symmetric matrix can be constructed by specifying an angle ϕ ∈ [0, 2π] of neighbor pixels. The most common approach is to use the angles 0
• ,135
• and use 1 for the distance. To compute the symmetric matrix the angles are used to compute two values between neigboring points and the results of each angle is combined with others. As a result, one general symmetric matrix can be produced by averaging the results from different angles.
Thus, to compute the correlogram's matrix, the image has to be discretized into m distinct colors c 1 , ..., c m and its color co-occurrence matrix is computed to represent overall color texture in the image. The advantages of the correlogram are its easiness to compute and the inclusion of spatial correlations of colors. In their study [7] it is found that a small value of δ is sufficient to represent overall spatial correlation in an image because local correlations are more significant than global correlations.
D. Distance Metric
In content-based image retrieval, a distance metric is usually used to check similarity or dissimilarity between two images. The distance metric tries to capture the strength of relationships between features during comparisons of images in a database. In literature, many similarity measures have been suggested to compare images. In CIREC, we have used the Manhattan distance (also known as the L 1 or city block metric) to measure the similarity between two images. Given a pair of normalized features (f 1 ,...,f n ) and (g 1 ,...,g n ) of image I and I respectively, the Manhattan distance M can be mathematically described as:
The two images can be said to be similar if the distance M ≈ 0. We choose the Manhattan distance because it gave the best performance in our experiments.
III. CLUSTERING
The color correlogram works on pixel values such as pixel colors. It cannot be directly used to work on more middle or higher-level features, such as edges. Therefore, CIREC first divides an image into regions, and then uses clustering in order to work with higher-level features based on a group of pixels. The features corresponding to a region are discretized due to the clustering method, and therefore can be directly used to construct a cluster correlogram.
A. K-means Clustering
K-means clustering attempts to subdivide samples consisting of feature values into a set of clusters based on the distances between the samples. Features that are close to each other will be grouped together [8] . The method is quite fast, simple and has been applied and shown to be useful in many applications. To briefly explain the concept of the k-means algorithm suppose the observations are {x i : i = 1, ..., L}. The goal of the k-means algorithm is to partition the observations into k groups with meanx 1 ,x 2 , ...,x k such that
is minimized. K-means clustering works by iterating the following two steps until convergence: (1) assign each observation to the closest cluster-mean, and (2) update the clustermean to the centroid of all observations assigned to it in the previous step. The main problem with k-means clustering is that it does not specify how many clusters to choose. In order to determine the appropriate number of clusters k, the clustering technique is executed frequently. We start the experiment with k=2 and increase it by multiplying it with 2 each time. We stop searching when the first derivative of distortion with respect to k, KCL(k) -KCL( k 2 ) is below some small threshold.
B. Cluster Correlogram Approach
Indexing of image files in a feature space is widely used for efficient image retrieval. However, the efficiency of features often decreases with an increase of the size of the feature vector. Recently, region-based feature extraction are developed to enhance the CBIR systems [19] , [2] . The advantage of regionbased CBIR approaches is that more higher-level features over the regions can be computed, such as shape or texture information, instead of using individual pixel features. Besides that, we also believe a spatial arrangement or distribution for each region plays an important role for efficient retrieval. Based on this consideration, we propose a method that works with any type of feature representation of images to represent regions in an image.
CIREC relies on a fixed partitioning scheme to capture the distribution of image features. This is in contrast with several proposals in literature suggesting methods such as color-based segmentation to characterize the spatial distribution of color information [16] . Although this latter approach provides a more flexible representation and may give more powerful results, we also believe that these advantages are outweighed by the simplicity of the fixed partitioning approach. In the fixed partitioning scheme, each image is divided into B x B blocks as shown in Fig. (1) . Afterwards, certain features of all blocks are extracted and clustered into several groups. When clustering has converged, its centroid is used to create cluster indices for each region in each image. Finally, the correlogram is used to construct a spatial arrangement in the image. The cluster correlogram is now computed based on the cluster indices in the regions. Thus, the cluster correlogram uses cluster indices of regions instead of pixel colors, and the rest is similar as the color correlogram described by Equation 2. Clusters which have a (regional) distance smaller than 2 are used for computing the cluster correlogram (which means that every region is correlated with its 8 neighbors). Note that this technique of first clustering particular features and then constructing a cluster correlogram can work with arbitrary features.
IV. PRIMITIVE FEATURES USED IN CIREC
In CBIR, image features for visual content description is crucial. Good features help to discover meaningful patterns in the image. Until now, there is no agreement what type of features should be used to produce an optimal query result for all images. For instance, a color histogram is quite good to capture the color distribution, but suffers from lack of spatial correlation information i.e. images with different appearances could have similar histograms. Recently, there is one standard called MPEG-7 that has been proposed to provide a standard for automatic indexing for multimedia content [10] . We will use these features as primitives for computing different cluster correlograms in CIREC. When computing the distance between two images, the cluster correlograms of different features are independently computed and finally the Manhattan distances between two images are summed to compute the overall distance.
A. MPEG-7 Content Descriptors
The MPEG-7 [11] , [9] standard defines a comprehensive, standardized set for effective searching, identifying, filtering, and browsing on multimedia contents such as images, videos, audios, and other digital or even analog materials [9] . To support various types of descriptors, MPEG-7 is organized into several groups. But in CIREC, we have chosen only primitive MPEG-7 visual descriptors. The reasons why we have chosen to use these visual descriptors is that they are standardized. Besides that, we want to test the effectiveness of using MPEG-7's features in the cluster correlogram. Finally, it gives an easy way to compare our algorithm with other CBIR systems that are based on the same standard. In CIREC, we have used two types of MPEG-7 visual descriptors namely color descriptors and texture descriptors.
1) Color Descriptors:
Color is the most instantaneous method of conveying message and meanings in an image. CIREC has used the following color descriptors:
Scalable color -Is a color histogram. The histogram is composed of 256 bins and quantized in HSV color space with 16, 4, 4 values respectively. Then the histogram is encoded by a Haar transform to produce a descriptor.
Color Layout -The main purpose is to represent spatial distribution of colors in an image. It is formed by dividing an image into 8 x 8 non-overlapping blocks and then the representative of the YCbCr color system for each block is obtained. We have chosen 6, 3, 3 for the Y, Cb, Cr coefficients respectively and each color channel is quantized into 64 bins. A Discrete Cosine Transform (DCT) is performed to each block and the coefficients of DCT are used as a descriptor.
Color Structure -The main purpose is to represent local color features in an image. The image is quantized into 128 bins using the HMMD (Hue, Max, Min, Diff) color space. A 8 x 8 sized structuring block is slided over the image. With each shift of the structuring element, the number of times a particular quantized color is contained in the structure element is counted, and a histogram is constructed.
2) Texture Descriptors: Texture is quite important to check homogeneity and non-homogeneity between images. CIREC has used the following texture descriptor:
Edge Histogram -The edge histogram describes a nonhomogeneous texture and captures a spatial distribution of edges. First, an image is divided into 4 x 4 non-overlapping blocks. Then, using an edge detection algorithm, six different edge types (0 o , 45 o , 90 o , 135 o , non − directional, no − edge) are formed into an eighty-bin histogram.
In literature, texture distribution is quite efficient to represent semantics of an image in uniform background. But sometimes, the semantics might be distracted with other meaningless information. In that sense, color features would be helpful to discriminate homogeneity or non-homogeneity against other information. Color is robust to scale change with the assumption that the lighting condition is constant. For more explanation on the MPEG-7 features, we refer to references cited above. Note that in a normal CBIR system the above features are computed on the whole image, but in CIREC these features are computed in each region separately.
V. EXPERIMENTAL RESULTS
For evaluation of CIREC, we used the first 10 categories and 1000 images of the Corel database. These images have different sizes and were categorized into 10 different groups namely Africans, beaches, buildings, buses, dinosaurs, elephants, flowers, horses, mountains and foods. Each class contains 100 images with different semantics. These images are all in JPEG format with size 384 x 256 or 256 x 384. We will do experiments with retrieval of images and categorization of images. For retrieval we want to have N images returned having the same category as the query image. For categorization we will compute whether a k-nearest neighbor method using majority voting of the retrieved images gives the correct category of the query image.
As mentioned, CIREC is a cluster-based image retrieval and categorization system. The number of clusters (k) is computed manually with a certain threshold value. CIREC is using MPEG-7 visual descriptors as primitives with the following clusters: 32 clusters for scalable color, 32 clusters for color layout, 16 clusters for color structure and 16 clusters for the edge histogram. We have set B for partitioning the image into blocks to 8. CIREC is developed using Java (JDK 1.6.0-beta2) in the Windows 2000 platform. Before the experiment is conducted, the indexing process needs to be performed on each image in the database. The indexing process takes some time and it depends on the number of images, number of features used, and system configuration. We have indexed CIREC on a pentium IV 2.4GHz CPU with 522MB memory. The indexing process has two stages :
• First we cluster the features computed from the regions of all images into a set of clusters. For the 1000 images database it takes 8 hours to complete.
• Second, we use the clusters and the region topology to construct the cluster correlograms for all features we used. This takes 10-15 minutes for 1000 images in the database. Before evaluating the retrieval effectiveness of CIREC, we first show the results of six query images that were selected from the database. Fig. (2) shows the retrieval results of the queries where only the top 10 images are shown.
For evaluating CIREC and comparing it to using a color correlogram and primitive MPEG-7 features, we compute the precision of the retrieved images on the queries. In our comparison all images will be used one time as a query image. The precision is then computed as follows. Let Rank(Q, I i ) = [1, 1000] be the rank of retrieved image I i from the database, where Q is a query image. The images having a rank below some number N may contain relevant and irrelevant images. Next, let C(Q, I i ) denote that the retrieved image I i has the same category as the query image Q. The precision (P) of the first N retrieved images for a query Q is defined as: Table I shows the average precision of CIREC for different numbers of retrieved images for each group. Table II and Table  III show the average precision of MPEG-7 visual descriptors and the color correlogram respectively. The results clearly show that CIREC outperforms the other methods. Also the results decrease less fast with an increase of the number of retrieved images. Another CBIR system based on the wavelet correlogram [1] scores a precision of 71% on the Corel database with the same ten categories and N = 10.
To measure CIREC's performance for image categorization, we have tested our cluster correlogram technique in combination with the k-nearest neighbor method (k-NN). The k-nearest neighbor method first computes the k closest stored images and then uses majority voting of these k images to decide on the class label. Table IV shows the overall image categorization performance of CIREC, MPEG-7 and Correlogram (Correl.) using k-nearest neighbors. We have tested with various values of k namely k = 1, 3, 5, 7, 9, and 19. When multiple categories have the same number of votes with a particular k > 1, the query image is assigned to the category with the lowest index. CIREC gives the best performance with k = 7 and yields 89.4% correctly classified images. Another categorization system that uses a set of features and support vector machines (SVMs) scored 81.5% on the same dataset [3] . This indicates that the cluster correlogram features are quite expressive and work well in combination with a k-NN classifier. We also show the results of categorization with CIREC with k = 7 using a confusion matrix. The confusion matrix is a square matrix that shows the various classifications and misclassifications of the classifier. In the confusion matrix, numbers on the diagonal are correct classifications and offdiagonal numbers correspond to misclassifications. The confusion matrix is reported in Table V . A detailed examination of the confusion matrix shows that there is one largest number of misclassifications (the underlined number in Table V) . The model is slightly confused to make distinctions between "Beaches" and "Mountains (with glaciers)". Fig. 3 shows misclassified images from both categories.
In addition, we have also run some tests to investigate the effect on retrieval and categorization performance of indexing with using different numbers of blocks in CIREC. In this experiment, each image is divided into 4x4, 16x16, 24x24 and 32x32 blocks respectively and the same features and computed cluster centroids are used as for the 8x8 partitioning. Table VI shows the average precision results with different numbers of blocks in CIREC. According to the table, it is clearly seen that the precision varies considerably across the number of retrieved images and gives different results with different blocks. CIREC gives the best overall performance with 16x16 with number of retrieved images = 10 and yields 84%. Table VII also shows that with the same number of blocks, CIREC gives the best overall performance in the average categorization precision. It gives the best performance with k = 5 and yield 90.1% correctly classified images.
In conclusion, we think that with a 16x16 partitioning of an image, CIREC gives a significant resolution to represent regions in an image of visual patterns. The resolution gives an effective representation of spatial distributions of visual clutter for image retrieval. Nonetheless, the disadvantage of using the large number of blocks is that it is computationally more expensive. Unfortunately, CIREC does not have a special algorithm to reduce the size of a large regions while maintaining the resolution characteristics of the original data. However, there are many data reduction techniques which can be used in CIREC. Currently, we are exploring a multiresolution approach as a possible technique to reduce the original size of the data.
VI. CONCLUSION
A new image retrieval and categorization method based on a combination of region-based partitioning, clustering and the color correlogram is proposed. The system called CIREC can work with arbitrary low-level or higher level features, and in the current paper we combined it with the primitive MPEG-7 visual descriptors. On the Corel database, CIREC outperforms a number of other systems on retrieval and categorization. In future work we want to add more features to CIREC. Furthermore, we want to focus on other segmentation techniques that do not need a fixed partitioning scheme.
