ABSTRACT: This paper focuses on the discrete time transient analysis of an ATM multiplexer, where the arrival process consists of the superposition of the traffic generated by independent binary Markov sources. In particular we propose a new approach in the derivation of the transient marginal probability generating function of the buffer content. From this, time-dependent performance measures such as mean, variance and distribution of the queue length can be derived. Further, the transient analysis allows us to derive closed form expressions for the steady-state probability generating function of the queue length and its corresponding first moments.
to handle the correlation in the arrival process, The advantage behind the proposed approach is that it places the ATM multiplexer analysis on the same footing as that of the GI/D/l queue. In addition, the results derived here are more implicit than most of those which have been previously derived, using matrix geometric and spectral decomposition techniques since the latters are often given in general matrix forms which are not very handy. We have organized this paper as follows:
In the next section we present a transient analysis of an ATM multiplexer loaded with m homogeneous binary Markov sources. We derive closed-form expressions for some transient as well as steady-state performance measures. In section 3 we extend the analysis to the multiple-type of traffic case. In section 4 we illustrate our solution technique with some numerical examples. Finally, in section 5 we give a conclusion, followed by some suggestions for future research.
Transient Analysis of an ATM Multiplexer with a
Single Type of Traffic Sources Throughout this section we model the ATM multiplexer as a discrete-time queueing system with infinite storage capacity and a single deterministic server. The arrival process and the notations will follow those of Bruneel [4] .
Model Description and Notations
Here we consider an ATM multiplexer which is fed with m mutually independent and identical binary Markov sources, each alternating between an On state where at least one packet is generated per active slot, with a generating functionf(z), and an Off state where no packets are generated. State transitions are assumed to occur at the slots' boundaries and the lengths of the On and Off periods are assumed to be geometrically distributed with means -and -, respectively. The state of the system is defined by t k t a i r (it,;? where i, is the queue length at the end of slot k and % is the number of active sources during slot k. A functional equation relating the joint PGF, Q, (z, y) . of (ik, ak) between two consecutive slots is derived in [4] and is given by:
where: [4] , a closed form expression for the steady-state mean queue length, N, was derived from the functional equation (l) , but the steady state PGF of the queue length could not be determined.
Using a Matrix Analytic approach, Daigle et.a1 [5] derived a general form for the solution of the PGF of the queue size, which involves the inverse of an (m+l)x(m+l) matrix and the computation of the one step Uansition probabilities. An expression for the mean queue length, which also requires the inversion of an (m+l)x(m+l) matrix and the computation of the transition probabilities was derived. The solution for N , as derived in [ 5 ] , could not be reduced to the more explicit expression found in [3] .
In this section we propose a new approach which enables us to derive explicit closed form expressions for some transient and steady state performance measures. In addition our analysis assumes an arbitrary, but a priori known, initial condition, 
The proof to the above proposition can be found in The functions X (k) and U (k) , as defined by the recurrence
where h l , , , c1, , and D~, , are given by: 
The proof is based on solving the characteristic equation:
of the difference equations (3.1-3.2).
It is interesting to note that the roots h1,, of the characteristic equation (6) correspond to the eigenvalues of the probability generating matrix @.g.m) of the arrival process originating from a single Markov source. In particular, h, corresponds to the Perron-Frobeneous eigenvalue (or spectral radius) of the pgm.
The Solution Method
By expanding Qk + (z, y) in (1) for the first values of k, we can prove by recurrence [3] the following result: Theorem 1 The joint PGF of the queueing system under consideration, as given by the functional equation (l) , can be written as follows:
Next we show how the new expression (7) for the transient joint generating function simplifies considerably the transient analysis of the queueing system under consideration.
TransientSteady-State Analysis of the Buffer Oceupancy Distribution
Let P, ( Z) denote the marginal PGF of the queue length dish-ibution at the end of the kfh slot. Then from (7): where pk (0) is the probability of an empty buffer at the end of the kth slot and:
w) = and:
QnF,:]
where Z* is the unique root of z = WH (z) = wh; inside (IzI < 1) a n d 2 -5 1 , e 2 c2 .=z'
The above result suggests that in order to find pk (0) , one may solve for the unique root of the equation z = wH (z) inside the unit circle and then invert P (w) . Alternatively from Lagrange's theorem [6] it is easy to show that:
In the special case, where the system is initially empty, with all sources being in the Offstate (i.e. Q~(~,~) = I ) , (13) reduces to:
If we further assume that each source generates one packet per active slot (i.e. f ( Z) = Z ) then, using lagrange's theorem, it can be shown [3] that:
(VI' 
Similarly the transient variance of the queue length distribution at the end of the kth slot can be easily derived by successive differentiation of (8) (see [3] ).
Steady-State Analysis
In this section, we derive the exact analytical expression for the steady-state PGF of the buffer length. From this PGF we show how to recover the computational formula for the mean queue length which was previously derived in [4] . We should note, at this stage, that the application of other solution techniques to this type of queuing model (ex. matrix analytical and spectral decomposition techniques) has often ended up with general expressions for the steady-state PGF and for the first moment of the buffer length, which are not very explicit (ex.
[ 5,7] ). In particular the combination of matrix analytic and spectral decomposition approaches yields a general matrix expression for the marginal PGF of the buffer content, which, most of the time, is expressed in terms of the pgm of the superposition arrival process (or its corresponding eigenvalues, right and left eigenvectors). The steady-state PGF, P (z) , of the queue length distribution is easily found by applying Abel's theorem to (1 l), giving:
117) i z -h t h y k
where p is the load of the system, which can be found from the normalization condition, P (1) = 1, as follows:
First we note that since c l Iz = = o then except for the first term, all the terms under the summation in (17) become zero when evaluated at z=1. Hence it is convenient to rewrite (17) as follows:
where:
or equivalently:
Differentiating both sides of the above $TqrzBion with respect to Next let N denote the steady-state mean b&er length. then by differentiating (18.3) twice with respect to z and substituting z=1 in the resulting expression, we get:
P ( z ) ( z -H ( z ) ) = ( 1 -p ) ( z -1 ) [ F ( z ) ( z -H ( z ) ) + G ( z ) ]
(18. 3) z, substituting z=l yields p = H' (1) = ___ f . 
-a -
H" (1) R = P'(1) = + G ' (1) 2(1 -H ' ( 1 ) )
-P The'lmbedded Markov Chian Analysis
The queuing model under consideration can be formulated as a discrete-time multidimensional Markov chain. The state of the system is defined by ( lk, where ik is the queue length at the end of slot k and a; is the number of active sources of type i during slot k. Next let Q~ (z, $) = Qk (z, yl, y2 . ., y,) denote the joint PGF of the system. Then it easy to show [3] that: 
Taking the inverse w transform of the above equation yields a general expression for pk ( 0 ) which can be found in [31.
Transient Mean of the Queue Length Distribution
From the transient PGF of the queue length at the end of the kth slot (24), the corresponding transient mean, is readily obtained as follows:
with Cri = cril,,,=l and O r i = D~~I , , , =~ v (~~ { i , z ) ) , whilex,i,2i are as given in (23.2-3). In this case the only unknowns are the transient probabilities pk (0) 's, which can be computed using the next theorem:
Theorem 4
Let P(w) be the one-dimensional transform, defined by:
where Z* is the unique solution of the equation = w~( z ) inside the unit circle and 02, = I % I Z = z: , e2, = c Z 1 z = z* .
The proof can be found in [3] . From Lagrange's theorem, one can also show that:
In the special case, where the system is initially empty, with all sources being in the Off state (i.e. Q , (~, ; ) = 1, (25) reduces to P (~) = A. In addition for a large number of trafiic types ( 7 ) the root Z* cannot be easily found. Hence, as an approximation, we Next, we note that since c l , I z = = o then it can be shown that:
The steady-state mean of the queue length distribution is easily found from (26) giving [31:
The above result for the steady-state mean of the buffer length is a generalization of Bruneel results [4] obtained for the single type of traffic case. In addition, a derivation for the variance of the queue length can be found in [3] . Under the special case where the number of each type of traffic sources, ml, is restricted to one, with each source generating one cell per active slot (f, (z) = Z) , Viterbi [8] derived an explicit expression for the steady-state mean of the buffer length, using a matrix analytical approach.
By substituting ml = 1 , fl = 1 and P7 (1) = 0 in (27) we have found that our result reduces to hers. However while the derivation of (27) was done in a straight-forward and classical fashion, once we have derived P (z) in (26) consisting of the superposition of independent binary markov sources. We demonstrated the effectiveness of the approach in deriving closed form expressions for some transient as well as for some steady-state performance measures. The approach has also been extended to the multiserver case [3] . At the present stage we are investigating the applicability of the approach to the queuing analysis of an ATM system at the network's level. Figure 4 shows the transient probabilities of buffer overflow for fixed source's statistics.
