We obtain large n asymptotics for products of powers of the absolute values of the characteristic polynomials in the Gaussian Unitary Ensemble of n × n matrices. Our results can also be interpreted as asymptotics of the determinant of a Hankel matrix whose symbol is supported on the real line and possesses power-like (Fischer-Hartwig) singularities.
Introduction
In the present paper we compute large n asymptotics for the following averages of the characteristic polynomials over the Gaussian Unitary Ensemble (GUE) of n × n matrices H: m j=1 | det(H − µ j )| 2α j GUE = D n (α 1 , . . . , α m ) D n (0, . . . , 0) , ℜα j > − 1 2 , j = 1, . . . , m, (1) where
and all µ j are distinct. The condition ℜα j > − 1 2 guarantees convergence. It is easy to verify that D n (α 1 , . . . , α m ) = det(M i+j ) n−1 i,j=0 ,
that is, D n (α 1 , . . . , α m ) is a Hankel determinant with symbol w(x).
The determinant D n (0, . . . , 0) is an n-dimensional Selberg integral [1] , it can be evaluated exactly, and its large-n asymptotics (which we need below) can be readily written (cf. [2] ): D n (0, . . . , 0) = (2π) n/2 2 −n 2 /2 n−1 j=1 j! = (2π) n (n/2) n 2 /2 n −1/12 e −(3/4)n 2 +ζ ′ (−1) (1 + O(1/n)), (4) where ζ ′ (x) is the derivative of Riemann's zeta-function.
The average (1) is related to several interesting questions. We mention a conjectured relation of (1) for m = 1 and such averages over other ensembles of random matrices to the mean values {1/T } T 0 |ζ(1/2 + it)| 2α dt of the zeta-function on the critical line [3, 4, 5] . Also note that D n (α 1 , . . . , α m ) is a Hankel determinant with symbol on R and Fischer-Hartwig singularities at x = µ j . Although asymptotics of Toeplitz determinants with general Fischer-Hartwig symbols have by now been largely determined (at least the leading terms thereof, see, e.g., [6] ), the Hankel case is still open.
For connections of (1) to the one-dimensional gas of impenetrable bosons and other physical problems, see [6, 7, 8, 9] and below. (see also [9, 10, 11, 12] regarding subleading asymptotic terms, negative moments and other random matrix ensembles).
The asymptotics of averages (1) for α j positive integers have been found by Brézin and Hikami [5] , Forrester and Frankel [6] . For such α j 's, the expression (1) can be reduced to the Hermite polynomials and their derivatives at the points µ j . (In the framework of the present paper, this can be shown with the help of Christoffel's formula (e.g., [16] , p. 29) .) It is not, however, the case for noninteger α j 's. We prove Theorem 1 Fix λ j and α j such that λ j ∈ (−1, 1), λ j = λ k , for j = k, and ℜα j > −1/2, j, k = 1, . . . , m. Then, as n → ∞,
where C(α) = Γ(α + 1/2) −2α exp 2 α 0 ln Γ(α + 1/2)dα + α 2 = 2 2α 2 G(α + 1) 2 G(2α + 1) ,
and G(z) is Barnes' G-function. In (5) , the values of the roots positive for real α j (and their analytic extension for complex α j ) are taken.
With increasing effort, one can compute an arbitrary number of terms in these asymptotics (and verify a heuristic calculation of them by Gangardt [9] for m = 1).
The expression (5) without the error term was conjectured in [6] , Conjecture 4, as an extension off integer values of α j .
The asymptotics for the Hankel determinant D n (α 1 , . . . , α 2 ) are now just a combination of (1, 4, 5) . The corresponding asymptotics for a Toeplitz determinant with symbol (on the unit circle) having such type of singularities (multiplied by a rather general "regular" function) were found by Widom [13] . The multiplicative constant in the asymptotics involves the same combination of G functions as here. Note that averages of the type (1) for the Circular Unitary Ensemble are such singular Toeplitz determinants. The conjectured relation to Riemann's zeta-function averages was first formulated by Keating and Snaith [3] for that ensemble.
Let m = 1. Since the density of the scaled eigenvalues in the GUE is given by ψ(λ) = (2/π) √ 1 − λ 2 , −1 < λ < 1 (Wigner semicircle law), we have that D n (α) is proportional to ψ α 2 . Similar dependence on zero density as well as presence of the factor G(α+1) 2 /G(2α+1) is conjectured for the large T asymptotics of the zeta-function average mentioned above.
For α = 1/2, m = 1, Theorem 1 gives an analogue for the GUE of the average of the absolute value of the characteristic polynomial found by Fyodorov for the Gaussian Orthogonal Ensemble [8] (in the Unitary Ensemble, his method would correspond to the case α = 1).
The condition λ ∈ (−1, 1) means that λ is inside the bulk of the scaled spectrum of H (in other words, inside the support of the equilibrium measure for the GUE). The case λ ∈ C \ [−1, 1] corresponds to a Hankel determinant with symbol "regular" on the support of the equilibrium measure, and the average (1) is then found as a particular case of a result by Johansson [14] . (A Hankel analogue of the Szegő asymptotics for Toeplitz determinants with a regular symbol. The need to consider the equilibrium measure is an additional difficulty in comparison with the Toeplitz case.) For real λ, α, m = 1, we obtain from [14] as n → ∞:
This (including the error terms) and the asymptotics for the border case of λ close to ±1 could also be computed by our methods. We could also generalize Theorem 1 replacing x 2 in w(x) by an even degree polynomial V (x) with a positive leading coefficient. Thus it should be possible to verify Conjecture 8 of Forrester and Frankel [6] .
The one-body density matrix ρ(λ 1 , λ 2 ) of the one-dimensional gas of impenetrable bosons equals [7] , up to a simple factor, to D n (1/2, 1/2) (i.e., the corresponding w(x) = |x − λ 1 ||x − λ 2 |e −x 2 ), where n represents the number of particles. The eigenvalues of the operator with kernel ρ(λ 1 , λ 2 ) are interpreted as occupation numbers of effective single-particle states of the Bose system. These numbers exhibit correlations which in higher dimensions are expected to cause Bose-Einstein condensation in the ground state. To prove the expected asymptotic √ nproportionality of the ground state occupation number (note that Bose-Einstein condensation would correspond to the n-proportionality), we need to analyze asymptotics of D n (1/2, 1/2) for all values of λ 1 , λ 2 . Theorem 1 gives the needed asymptotics (conjectured in [7] , eq.(105)) for −1 < λ 1 < λ 2 < 1, but we still need to analyze, in particular, cases of λ 1 , λ 2 approaching each other and the points ±1. This will be the subject of a subsequent publication.
We prove Theorem 1 using Riemann-Hilbert problem methods (see [15] for an introduction). Our approach is as follows. Consider the polynomials p n (x) = κ n x n + · · · orthonormal w.r.t. to the weight w(
Then,
by a well-known formula [16, 15] (for real α j ; the case of complex α j will be explained below). The asymptotics of the polynomials p n (x) (for λ = 0 and m = 1) as n → ∞ were recently analyzed by Kuijlaars and Vanlessen in [19] by a Riemann-Hilbert problem approach. Using [19] , one can obtain any number of asymptotic terms for p n (x) and κ n .
Thus, knowing κ j , j → ∞, we can shed light on the asymptotics of D n (α 1 , . . . , α m ). However, since the product of the first κ j , j = 1, 2, . . . remains unknown we are bound to loose at least the constant factor (in n) in so obtained asymptotics of D n (cf. [20] ). This problem is avoided here by deriving an identity for (d/dα ν ) ln D n (α 1 , . . . , α m ), ν = 1, . . . , m. (cf. Deift's formula [21] and differential identities of [22] ), an idea which has proven useful in similar situations [23, 24] . It turns out that the particular structure of w(x) allows us to write the above logarithmic derivative only in terms of p n (z), ∞ −∞ p n (x)w(x)dx/(x − z), and similar expressions with index n − 1, which are precisely the quantities whose asymptotics (uniform for α in a bounded set) follow from the Riemann-Hilbert problem for p n (z). This identity is found in Section 3. Setting in it all α j = 0, ν = 1, and integrating over α 1 from zero to some α 1 , we obtain the asymptotics for ln(D n (α 1 , 0, . . . , 0)/D n (0, . . . , 0)). Now fixing in the identity α 1 , setting α 2 = · · · = α m = 0, ν = 2, and integrating over α 2 from zero to some α 2 , we obtain ln(D n (α 1 , α 2 , 0, . . . , 0)/D n (α 1 , 0, . . . , 0)). Continuing this procedure, we prove the theorem by induction. Note that instead of zero, we could have used any positive integer α (where, as noted above, the asymptotics of D n are known) as a starting point for the integration.
Riemann-Hilbert problem for p n (z)
Consider the following Riemann-Hilbert problem for a 2 × 2 matrix valued function Y (z) and the weight w(x) = m j=1 |x − µ j | 2α j exp(−x 2 ), ℜα j > −1/2:
Y has continuous boundary values Y + (x) as z approaches x from above, and Y − (x), from below. They are related by the jump condition
(c) Y (z) has the following asymptotic behavior at infinity:
It is easy to verify that, provided the system of orthogonal polynomials p k (z) = κ k z k + · · ·, κ k = 0, k = 0, 1, . . ., satisfying (8) exists, this problem has a solution given by the function:
For general weights this fact was noticed by Fokas, Its, and Kitaev [17] and, in conjunction with the steepest descent method of Deift and Zhou [18] for asymptotic analysis of matrix Riemann-Hilbert problems, has allowed in recent years to solve many previously unaccessible asymptotic problems for orthogonal polynomials (see [15] for introduction and bibliography of earlier works, and [19, 25, 20, 28, 29, 23, 24] ).
Note, in particular, that det Y (z) = 1. (From the conditions on Y (z) it follows that det Y (z) is analytic across the real axis, has all singularities removable, and tends to unity as z → ∞. It is then identically 1 by the Liouville theorem.) The solution is unique. Indeed, if there is another solution Y (z), we easily obtain by the Liouville theorem that
The case of the weight w(x) = |x| 2α exp(−x 2 ), α > −1/2, was considered in [19] (the argument is straightforward to generalize to our case). Namely, [19] gives us a ready procedure to calculate asymptotics of Y (z) in this case (by applying a series of transformations to the problem (a)-(d)). By (12) , these results are then interpreted as asymptotics of the polynomials p n (z) and their Cauchy transforms.
In the next section we shall derive an expression for (d/dα j ) ln D n (α 1 , . . . , α m ) in terms of the matrix elements of (12) , and in the section after that compute the asymptotics of Y (z).
The existence of such a system of orthogonal polynomials p k (z) = κ k z k + · · · with nonzero leading coefficients κ k for α j real, α j > −1/2, is a classical fact. Moreover, the coefficients κ 2 k = D k−1 /D k are regular functions of all α j (as follows from the determinantal representation for D k [16, 15] ). For all complex α j in any fixed bounded set of the half-plane ℜα j > −1/2, j = 1, . . . , m (denote the set of such m-tuples {α j } m j=1 by Ω), we shall prove below the existence of a solution to the Riemann-Hilbert problem for all n larger then some n 0 > 0. Its asymptotics will be explicitly constructed. We shall also see that the coefficients κ k , k > n 0 are nonzero and finite for all such α j . For k ≤ n 0 , the coefficients κ 2 k are regular and nonzero (as follows from the determinantal representation) outside of a possible subset Ω of Ω. When all α j except for α j 0 (for some j 0 ) are fixed provided only {α j } m j=1 ∈ Ω, we denote the set of values of α j 0 belonging toΩ by Ω(α 1 , . . . , α j 0 −1 , * , α j 0 +1 , . . . , α m ). As a consequence of the determinantal representation, the system of the orthogonal polynomials exists, and the formula (9) holds for α j 0 in the j 0 -component of Ω, outside the set Ω(α 1 , . . . , α j 0 −1 , * , α j 0 +1 , . . . , α m ). Throughout Section 3 (and, hence, in the differential identity obtained there) we assume that {α j } m j=1 / ∈Ω. (There is no such condition on α j in Section 4.) This provides in Section 5 a proof of Theorem 1 for {α j } m j=1 outside the setΩ. However, as we shall see below, the error term in the asymptotics of D n is uniform for all {α j } m j=1 ∈ Ω. Theorem 1 will follow then by continuity.
Differential identity
Throughout this section, we consider n a fixed positive integer and {α j } m j=1 ∈ Ω \Ω (see Section 2). Let us fix some ν from 1 to m, and denote α ν = α. The orthogonality property of the polynomials p n (x) = κ n x n + · · · implies that
Using (9) and this relation, we have
Here the prime and the lower index α stand for the derivative w.r.t. α. Below we also use derivatives w.r.t. x denoting them with the prime and the lower index x.
Note that p n (x) are analytic functions of α j as follows, e.g., from their representation as a determinant and nonvanishing of the leading coefficients for {α j } m j=1 ∈ Ω \Ω.
By the well-known Christoffel-Darboux formula (e.g., [16] ),
where b j are coefficients in the recurrence relation for our polynomials:
Let us fix the notation for the 3 leading coefficients of the polynomials p n (z) as follows:
Comparing the coefficients at the powers z n+1 , z n , and z n−1 in the recurrence relation, we obtain the following identities we shall use later on:
Substituting (15) into (14), differentiating it w.r.t. α, using the orthogonality and the above expression for b n−1 , we obtain:
Let us now evaluate J 1 . Choose points c k , d k by the inequalities:
For a small ε > 0, split the integral into 3m ones over the intervals
The middle ones can be written in the form
Now we can integrate each of the remaining integrals
by parts and then take the limit ε → 0 to obtain J 1 . Since w(x) decreases as e −x 2 at infinity and
integration by parts gives (we again use the orthogonality to write p n−1 p ′′ n,x,α wdx = nκ ′ n,α /κ n−1 )
where the first m integrals are taken in the principal value sense. Note that they converge for ℜα j > −1/2. This can be seen directly as follows. Take the j's one and write it in the form
where f (x) is a smooth function at x = µ j . Change the variables y = µ j − x in the first, and y = x − µ j in the second integral on the r.h.s. Then the sum reduces to
The integrand is of order O(y 2α j ) for small y, and therefore the integral converges as ε → 0.
We now simplify the integral. Adding and subtracting p ′ n,α (µ j ) gives:
The ratio in the first integral on the r.h.s. is obviously a polynomial of degree n − 1 in x − µ j with the leading coefficient κ ′ n,α . Therefore, by the orthogonality,
The last integral in the expression (20) for J 1 can be rewritten as follows:
Expanding here x n+1 and x n in terms of the polynomials p j (x), we obtain by orthogonality and (16) that this integral equals to
We, therefore, finally obtain
The analysis of J 2 is similar (and simpler). We obtain that
again with the principal value integral.
Thus, by (17, 22, 23, 12) , we can now write our identity in terms of the matrix elements of Y (z). Some care is needed in case of −1/2 < ℜα j ≤ 0, α j = 0. (Note that at α j = 0 the terms multiples of α j disappear.) The matrix elements Y 12 (z) and Y 22 (z) are then singular at z = µ j . The contribution to them containing a singular part has the form
with a function f (x) analytic in a neighborhood of x = µ j . On the other hand, the corresponding term in (22) or (23) has the form
with the same f (x) and the integral taken in the sense of the principal value. The difference of (24) and (25) can be written as the principal value integral
Consider
. . where the contour C is shown in Figure 1 .
On the one hand, this integral equals its residue at
On the other hand, we can rewrite the integral as a sum of parts along the real axes, a circle (of radius ε) around x = µ j , and the rest of the contour (denote this rest C 0 ):
where F (z) is regular as z → µ j and given by the integral over C 0 . The last 2 equations give the first integral in (26) . The second is obtained by a similar analysis with the cut of the root now stretching to the right hand side of µ j and x − µ j replaced by (x − µ j )e −iπ , accordingly. We then obtain that (26) can be written as follows (note that ε 2α j -contributions from the small circles around µ j from the 2 integrals in (26) cancel each other):
as z → µ j , ℑz > 0, −1/2 < ℜα j ≤ 0, α j = 0. Thus, Y j2 (z), j = 1, 2 have a singular part at µ j for ℜα j ≤ 0 given by this equation. There is no singular part for ℜα j > 0 and a constant difference for α j = 0 (obtained, e.g., by taking α j → 0 in the above equation). We have by (17, 22, 23, 12) , and the last equation,
where Y reg + (µ) = lim z→µ (Y (z) − S(z)), where the limit is taken along a non-tangential to the real line path in C + , and S(z) is the singular part of Y (z) at µ.
This can be somewhat simplified by writing out the derivatives of κ n Y 11 (µ j ), κ −1 n−1 Y 21 (µ j ), and using the identity
. We obtain then, recalling that α = α ν ,
(32) This identity holds for any positive integer n.
2πz n−1 , and γ n , β n are expressed similarly. Thus we can find the r.h.s. of (32) asymptotically as n → ∞ provided the asymptotics of Y (z) are available. These are found in the next section.
Asymptotic analysis of the Riemann-Hilbert problem
In this section we are guided by [19, 27] where the necessary steepest-descent analysis of the problem (a)-(d) of Section 2 was carried out. We are now faced only with a straightforward, although technically cumbersome, calculation. We shall see that in order to obtain asymptotics of the r.h.s. of (32) to the needed accuracy, we have to compute the first two terms in the asymptotics of the coefficients κ n , β n , γ n ; and only the main term in the asymptotics of Y (µ j ). In this section we assume only the condition ℜα j > −1/2 for α j .
For the rest of the paper, we assume that
U , T , and S transformations of the Riemann-Hilbert problem
As usual, we perform a series of transformations of the initial problem for Y (z). The first one Y → U is a scaling:
The second one U → T is given by the formula
where
Below we always take the principal branch of the logarithm and roots. The function ψ(z) is the scaled asymptotic density of zeros of p n (z). (Note that
The factor e ng(z) can therefore be regarded as a rough approximation for the polynomials. The function g(z) has the following useful properties:
From the Riemann-Hilbert problem for Y (z) we obtain the following problem for T (z):
The boundary values of T (z) are related by the jump condition
Note that this problem is normalized to 1 at infinity, and the jump matrix on (−∞, −1) ∪ (1, ∞) is exponentially close to the identity (see (36)). We have to exclude small neighborhoods of the points −1 and 1, where g + (x) + g − (x) − 2x 2 − l is close to zero, to have a uniform bound. 
. Then a simple analysis shows that ℜh(z) > 0 for ℑz > 0, and ℜh(z) < 0 for ℑz < 0 in some neighborhood of (−1, 1). We again exclude neighborhoods of the points −1 and 1 for a uniform estimate.
It turns out it is possible to make use of this fact and split the contour on (−1, 1) as shown in Figure 2 ., transforming again the Riemann-Hilbert problem accordingly (steepest descent method of Deift and Zhou). Then more elements of the jump matrix become exponentially small in n, and hence asymptotically negligible, and what remains can be reduced to matrices with constant (in z) elements. These jump matrices are different in the m + 3 neighborhoods U ±1 , U λ j (discs around the points ±1 and λ j of some sufficiently small fixed radius δ), and
. Note that in U λ j we will have to add an additional cut roughly perpendicular to the real axis (because of nonanalyticity of the absolute value). Our task is then to construct approximate solutions (parametrices) P ±1 (z), P λ j (z), P ∞ (z) in the corresponding neighborhoods and match them on the boundaries ∂U ±1 , ∂U λ j . The solution in U ∞ is given in terms of elementary functions; in U ±1 , in terms of Airy functions [27] ; and in U λ j , in terms of Bessel functions [19, 25] . The "matching" is performed using the known asymptotics of these functions at large arguments and one more "R" transformation of the Riemann-Hilbert problem. This allows us to compute any number of terms in the asymptotics of Y (z).
We start by splitting the contour (−1, 1) into lenses ( Figure 2 ). Define an analytic continuation of m j=1 |x − µ j | 2α j as follows:
Splitting of the contour is possible because of the following factorization property of the jump matrix on (−1, 1):
Define a new transformation of our matrix-valued function as follows:
for z outside the lenses,
, for z in the upper part of the lenses,
, for z in the lower part of the lenses.
(41) (Note that we had to squeeze the lenses at λ j because we want S(z) to be analytic in each part of lenses.)
Then the Riemann-Hilbert problem for S(z) is the following:
The boundary values of S(z) are related by the jump condition
where the plus sign in the exponent is on Σ 2j , and minus, on Σ 2j−1 , j = 1, 2, . . . , m + 1,
(c) S(z) = I + O(1/z) as z → ∞.
(d) For ℜα j ≤ 0, the matrix function S(z) has the following behavior as z → λ j :
For ℜα j > 0, the matrix function S(z) has the following behavior as z → λ j :
Recalling the remarks above, we see that, outside the neighborhoods U λ j , U ±1 , the jump matrix on Σ j , j = 1, . . . , 2m + 2 is uniformly exponentially close to the identity.
Let us now start constructing parametrices which give (in their respective regions) a leading contribution to the asymptotics.
Parametrix in U ∞
First, we expect the following problem for the parametrix in U ∞ :
(c) and the following behavior at infinity
The solution P ∞ (z) can be found in the same way as in [20] .
where the cut of the root is the interval (−1, 1). (Note that det P ∞ (z) = 1.) Here
The Szegő function D(z) is analytic outside the interval [−1, 1] with the boundary values satisfying D + (x)D − (x) = ω(x), x ∈ (−1, 1) \ {∪ m j=1 λ j }. We can calculate the integral in (48) directly as follows. First, replace ω(x) by ω(νx); second, take the derivative of the integral w.r.t. ν. Set then ξ = cos θ, and integrate in the complex plane of e iθ . After that integrate the result w.r.t. ν over (0, 1), and finally, use the value of the integral at ν = 0. This procedure is actually a simple "scalar" analogue of the whole present work. For λ j ∈ (−1, 1), we obtain
Therefore,
Parametrices at z = λ j
Let us now construct the parametrices in U λ j , j = 1, . . . , m. Construction is the same for every j. We look for an analytic matrix-valued function P λ j (z) in a neighborhood of U λ j which satisfies the same jump conditions as S(z) on Σ ∩ U λ j , has the same behavior as z → λ j , and (instead of a condition at infinity) satisfies the matching condition
uniformly on the boundary ∂U λ j as n → ∞.
Define:
It is easy to verify that the function e φ(z) is analytic outside [−1, 1]. Note that h(z) was defined analytic outside R \ (−1, 1). Set furthermore,
Let us now choose the exact form of the cuts Σ in U λ j so that their images under the mapping ζ = nf (z) are direct lines (Figure 3 ). Note that ζ(z) = nf (z) is analytic and one-to-one in the neighborhood of U λ j , and it takes real axis to the real axis. We have:
Set
This function has the following jumps on Γ 3 , Γ 7 :
Moreover, the functions W (z) and ω(z) are related in U λ j as follows:
in the region ℜζ > 0, ℑz > 0 ∩ ℑζ > 0, and in the region ℜζ < 0, ℑz < 0 ∩ ℑζ < 0; whereas
in the region ℜζ < 0, ℑz > 0 ∩ ℑζ > 0, and in the region ℜζ > 0, ℑz < 0 ∩ ℑζ < 0. Note that by definition of ω(z), arg ω(z) = 0 on ℑz = 0, and ω(z) is continuous through this line. Hence the function W (z) also has jumps on Γ 1 , Γ 5 given by the formulae: We look for P λ j (z) in the form:
where E n (z) is analytic and invertible in the neighborhood of U λ j , and therefore does not affect the jump and analyticity conditions. It is needed and so chosen that the matching condition be satisfied.
It is easy to verify that P (1) (z) satisfies jump conditions with constant jump matrices. Because of W (z), P (1) (z) has also an additional jump condition along the line ℜf (z) = 0 in U λ j . Set
where the cuts for Ψ α j (ζ) are shown in Figure 3 , and the Riemann Hilbert problem for it is as follows:
(b) Ψ α j satisfies the following jump conditions:
(c) For ℜα j ≤ 0 the matrix function Ψ α j (ζ) has the following behavior as ζ → 0:
For ℜα j > 0 the matrix function Ψ α j (ζ) has the following behavior as ζ → 0:
The solution of this Riemann-Hilbert problem was constructed in [25] in terms of Bessel functions. For our purposes, we need its explicit form only in the region II (see Figure 3 ). We have there [25] :
are Bessel functions (see [30] ). The solution in other regions can be reproduced by applying the jump conditions to (68).
Taking also E n (z) from [19, 25] , and substituting all into (60), we obtain for z ∈ z(II)
The argument of Bessel functions is uniformly large on ∂U λ j . Substituting asymptotics of Bessel functions for large arguments
(and similar ones for other regions (see [19, 25] )) into (69) (and its analogues for other regions), we can verify that the matching condition is satisfied. For that we need only the main asymptotic term plus the error term. The fit is ensured by the choice of E n (z). The exponential factor in the asymptotics of Bessel functions cancels with e nφ(z) in (69) leaving a constant in z factor. (Note that f (z) = iφ(z) − iφ + (λ j ).) Moreover, considering further terms, we can extend (51) into full asymptotic series in inverse powers of n. For our calculations we need to know explicitly the first correction term:
As the calculation for the other regions shows, this expression for ∆ 1 (z) extends by analytic continuation to the whole boundary ∂U λ j (cf. [19, 25] ). Moreover, it gives a meromorphic function in a neighborhood of U λ j with a simple pole at z = λ j . The error term is uniform on ∂U λ j .
Note that the absence of jumps for det Ψ(ζ) and the fact that ℜα > −1/2 implies that the only possible singularity of det Ψ(ζ) (at ζ = 0) is removable. Thus, det Ψ(ζ) is analytic. Moreover, the asymptotics of Bessel functions give that det Ψ(ζ) → 1 as ζ → ∞, which implies that det Ψ(ζ) ≡ 1. Using this, we easily deduce from (69) that also det P λ j (z) ≡ 1.
Note that it follows from the asymptotics of Bessel functions and the fact that
(where j ′ = j or j ′ = j +1 and the sign is different in different quadrants of the ζ-plane), that all the terms (including the error term) are uniform for α k in a bounded set of the half-plane ℜα k > −1/2. This observation (and similar ones for ∂U ±1 ) will be very important below.
Parametrices at z = ±1
Now let us construct parametrices in the remaining regions U ±1 . These are obtained by a slight generalization of the results of [27] (which can be viewed as the case ω(z) = 1). We are looking for an analytic matrix-valued function in U 1 which has the same jump relation as S(z) there and satisfies the matching condition on the boundary:
The solution is:
and Q(ζ) is given by the expression (7.9) of [27] in terms of Airy functions (in the notation of [27] Q(ζ) = Ψ σ (ζ)). In these formulas
As is easy to verify, so defined ζ(z) is an analytic function in a neighborhood of z = 1 (the cut of the square root is the interval (−1, 1) ), and
The argument of Airy function on ∂U 1 is uniformly large, so we can expand it into the asymptotic series and proceed the same way as for ∂U λ j . As a result we have the matching condition (73) extended to the full asymptotic expansion in inverse powers of n. We shall need below only 2 terms:
The function ∆ 1 (z) is meromorphic in the neighborhood of U 1 with a second order pole at z = 1.
The argument for the parametrix in U −1 is similar. We just mention the solution:
Here
(79) For z → −1:
The first 2 terms in the matching condition:
As in (71), the error terms in (77,81) are uniform for all z ∈ ∂U −1 and α j 's in a bounded set.
Last transformation of the problem
Now construction of the parametrices is complete, and we are ready for the last transformation of the Riemann-Hilbert problem. Let It is easily seen that this function has jumps only on ∂U ±1 , ∂U λ j , and parts of Σ j , R \ [−1, 1] lying outside of the neighborhoods U ±1 , U λ j (we denote these parts without the end-points Σ out ). The contour is shown in Figure 4 (for m = 2). Outside of it, R(z) is analytic: Indeed, as follows from (43,44,66,67) and the fact that det P λ j = 1, the function S(z)P −1 λ j (z), for example, has at most a singularity of order less than 1 at λ j , which implies, due to the absence of jumps, that S(z)P −1 λ j (z) is analytic in U λ j . The argument for other regions is similar.
The jumps are as follows:
where the plus sign in the exponent is on Σ out 2j , and minus, on Σ out 2j−1 , j = 1, . . . , m + 1,
The jump matrix on Σ out can be estimated uniformly in α as I + O(exp(−εn|x|)), where ε is a positive constant. The jump matrices on ∂U λ j ,±1 admit a uniform expansion in inverse powers of n given by (71,77,81):
Every ∆ j is of order 1/n j . (The above expressions give us explicit form of ∆ 1 (z) in each of the neighborhoods.)
We look for R(z) asymptotically in the form R(z) ∼ R 0 (z) + R 1 (z) + R 2 (z) + · · ·, where R j (z) is of the same order as ∆ j . It can be shown following Theorems 7.8-7.10 of [27] that for any k ≥ 1
uniformly for all z and for α j in a bounded set of the half-plane ℜα j > −1/2, j = 1, . . . , m.
Moreover, we can substitute this asymptotic expansion into (83) and, collecting the terms of the same order, obtain:
(86) The main term in the asymptotics of the polynomials is given therefore by the parametrices at the appropriate points z. The expressions for R k (z) follow from the Sokhotsky-Plemelj formulas:
Note that the contours are traversed in the negative direction. For reader's convenience, we present a variant of the proof of (85-87), a combination of the arguments from [27] and [20] . First, we need a bound on R(z). Let
where J is the jump matrix for R on Σ R ≡ Σ out ∪ ∂U (see (83)). The jump condition and behaviour of R(z) at infinity imply that
is the Cauchy operator on Σ R . Hence,
where C − (f ) = lim z→s C(f ) as z approaches a point s ∈ Σ R \ {intersection points} from the − side of Σ R . It is known that C − is a bounded operator from L 2 (Σ R ) to L 2 (Σ R ). Now defining the operator 
Hence, by (89),
and a matrix norm for some ε 1 > 0 and dist(z, Σ R ) ≥ ε 1 ,
uniformly in α and z for some c 1 , c 2 , c 3 > 0, and n larger then some n 0 .
To obtain a uniform estimate for all z ∈ C \ Σ R , we (for a z with dist(z, Σ R ) < ε 1 ) deform the contour as shown in Figure 5 . HereΣ R is the same as Σ R with the dotted part replaced by the semicircle of radius ε 1 .R(z) is defined as shown, and J is the analytic continuation of the jump matrix for R on Σ R . (It is easy to show that the continuation exists in a neighborhood of the original Σ R . Neighbourhoods where 2 lines intersect are analyzed similarly.)R(z) satisfies the same Riemann-Hilbert problem as R(z) but on the contourΣ R . The argument leading to (94) for R and Σ R holds forR andΣ R as well. Therefore (see Figure 5 ),
Analysis of the analytic continuation J(z) shows that we can find the same c 3 for all α j 's in a bounded set, n > n 0 , and all z ∈ C \ Σ R up to the boundary Σ R . This is the estimate we need.
We now proceed with the proof by induction. On Σ out , we define ∆ j ≡ 0. Consider the function R 1 (z) analytic outside Σ R , satisfying the jump condition R 1+ (s) − R 1− (s) = ∆ 1 (s), s ∈ Σ R , and the condition R 1 (z) = O(1/z) at infinity. The unique solution of this Riemann-Hilbert problem is given by the Sokhotsky-Plemelj formula:
Because of the estimate ∆ 1 (s) = O(1/n), uniform in α j 's, s ∈ Σ R as n → ∞, we have
uniform in α j 's and z satisfying dist(z, Σ R ) ≥ ε 1 . Deforming the contour, we extend this estimate to a uniform one for all z ∈ C \ Σ R . By (89) and (97),
The (uniform in s ∈ Σ R and α j 's) estimates
uniformly in α j 's, and z such that dist(z, Σ R ) ≥ ε 1 . By a contour deformation argument this result extends uniformly for z ∈ C \ Σ R .
Next solving the Riemann-Hilbert problem for R 2 (i.e., with the jump
By (98) and the estimates ∆ k (s) = O(1/n k ), we have as above for R 1 :
uniformly in α j 's, z ∈ C \ Σ R . By (96), (100), and the estimates for ∆,
with the same uniformity property in α j 's and z.
The general k'th induction step is carried out similarly. We have, using estimates from the first k − 1 steps,
and for the error after k terms
The last 2 estimates are valid uniformly for α j 's in a bounded set and z ∈ C \ Σ R . This concludes the proof of (85-87).
Calculation of the needed asymptotics for the polynomials
In the intersection of the region A (the area outside the lenses) and the neighborhoods U we have by (82)
It turns out that to prove Theorem 1 using (32), we need to evaluate only P λ j (z) as z → λ j (i.e., the main asymptotic term of T at λ j ) and (106) as z → ∞ (i.e., two terms of T at infinity).
We evaluate P λ j (z) as z → λ j inside the region z(II) (see Figure 3 ). P λ j (z) there is given by (69,68).
Tracing back the transformations (106,34,33), we obtain for the main asymptotic term
For application in the identity (32), we need to analyze equation (107) as z approaches λ j along a path in z(II). Note first (recall (49)) that
Therefore, the product of the first 3 terms in (69) gives as z → λ j :
(109) By (54), we need the asymptotics of Bessel functions at a small argument for (68) (see [30] for them). For α j = 1/2 + k, k = 0, 1, . . .,
where C j (α j ) are constants whose precise expressions will not be important below. For α j = 1/2 + k, k = 0, 1, . . ., the constants C 1 and C 3 remain the same, while C 2 (α j ) is replaced with C 5 (α j ) + C 6 (α j ) ln ζ, and C 4 (α j ) is replaced with C 7 (α j ) + C 8 (α j ) ln ζ. Now the regular part of the product of the next 5 terms in (69) gives for z → λ j and α j = 0:
The singular part is of order ζ 2α j which does not contribute to the regular part of the total product for Y because all the correction terms are O(ζ) as ζ → 0 and ℜα j > −1/2.
Finally, the product of the last terms in (69,107) gives by (36):
Taking the product of all contributions, we have for α j = 0:
We now turn to the asymptotics of the coefficients χ n , β n and γ n of p n (z). Here we need 2 asymptotic terms in n. As usual, we compute them investigating the limit z → ∞ of Y (z). Namely, by (12) ,
As z → ∞, we need to know asymptotics of Y (z) in the region A, which are given by the expressions (cf. (107)):
Let us compute R 1 (z) using (87). Consider first the neighborhood U λ j . Substituting ∆ 1 (x) given by (71) into (87) and calculating residues at a simple pole x = λ j , we obtain the contribution to R 1 from the neighborhood U λ j :
where t j , τ j are defined in (114).
To compute the contribution from the neighborhood U 1 , we repeat the calculation now using ∆ 1 (z) from (77). An additional complication is that we need to calculate residues in the pole z = 1 of second order. We obtain:
(118) Here the dependence on α j comes from the expansion (see (49)):
A similar calculation for U −1 gives
Summing up all the contributions (117,118,120), we obtain:
Substituting this into (116) and using the expansions for z → ∞:
we finally obtain from (115)
where τ j = arcsin λ j , A = m j=1 α j , and t j is defined by (114,35). The error terms here and in (113) are uniform for α j in a bounded set provided ℜα j > −1/2. Let us track the α-dependence of the error terms in more detail. These terms in (124) are those in (116), at worst multiplied by a polynomial in α j (independent of n) and 2 −A coming from the expansion (123) of D(z). The error term in (113) is the same as the one in (107). Now the error terms in (107) and (116) are those from (85) which we showed to have the above uniformity property.
Thus we constructed a solution to the Riemann-Hilbert problem of Section 2 for n > n 0 , α j in any bounded set of the half-plane ℜα j > −1/2. By uniqueness, it gives the orthogonal polynomials via (12) . On the other hand, the determinantal representation for orthogonal polynomials shows that R(z) is an analytic function of α j 's. Furthermore, R k (z) are also analytic functions of α j 's by construction. Thus, the error term in (105) is both analytic and uniform in α j 's in a bounded set of the half-plane ℜα j > −1/2. Therefore, it is differentiable in α j 's (the derivative being of the same order in n and uniform in α j 's). Hence, we easily conclude that the error terms in (113,124) have the same differentiability property. Alternatively, we could have deduced the differentiability of the error terms by noticing first that the asymptotic expansions of Bessel functions we used are differentiable in α j 's.
Proof of Theorem 1
We now substitute asymptotics (124,113) into the differential identity (32). We assume first that all {α j } m j=1 ∈ Ω \Ω (see Section 2) . Care is needed with estimation of κ n . To obtain the asymptotics of κ n from (124) we need first to replace n with n + 1 and second, to replace λ j with λ j n n+1 . Without this second step we would obtain a coefficient corresponding to the weight j |x − λ j 2(n + 1)| 2α j e −x 2 . However, since the new λ j is inside (−1, 1) for n large enough, and because it enters the asymptotics of κ n starting with O(1/n) term, this second replacement affects only t j in (124). We obtain −(n + 2 m j=1 α j )(ln κ n κ n−1 ) ′ αν − 2 κ n−1 κ n 2 ln κ n−1 κ n ′ αν + 2 γ ′ n,αν − β n β ′ n,αν = (n + 2 m j=1 α j ) ln(n/2) + (2λ 2 ν − 1)n + 2α ν + O(1/n).
(125) Furthermore,
(126) Note that the trigonometric terms of (124,113) cancel in these expressions.
Legitimacy of differentiation of the error terms w.r.t. α (and uniformity of these terms and their derivatives) follows from that for the error terms in (124,113) explained in the end of the previous section.
The sum of (125,126) yields: 
Since the error term here is uniform in all α ν , we can integrate this identity.
First, set α 1 = α 2 = · · · = α m = 0, ν = 1, and integrate (127) from 0 to some α 1 over α 1 without crossing any of the points in Ω( * , 0, . . . , 0) (see Section 2). We obtain: ln D n (α 1 , 0, . . . , 0) = ln C(α 1 ) + α 
Note that the number of points α 1 in Ω( * , 0, . . . , 0) is at most countable. Indeed, as a consequence of the determinantal representation, the function κ 2 k = κ 2 k (α 1 , 0, . . . , 0) is a ratio D k−1 /D k of two analytic functions of α 1 for ℜα 1 > −1/2. They are not identically zero because they are known to be positive for α 1 = 0.
Since the error term is uniform for all α j in a bounded set of the half-plane ℜα j > −1/2, j = 1, . . . m, the expansion (128) is valid for any α 1 , ℜα 1 > −1/2, by continuity (and by freedom in choice of Ω).
Second, α 1 already fixed, α 1 /
∈ Ω( * , 0, . . . , 0), set α 2 = · · · = α m = 0, ν = 2 in (127), and integrate it from 0 to some α 2 over α 2 without crossing the points in the (at most countable) set Ω(α 1 , * , 0, . . . , 0). The result is: ln D n (α 1 , α 2 , 0, . . . , 0) = ln C(α 2 ) + α 
To obtain the second equation, we substituted ln D n (α 1 , 0, . . . , 0) from (128). Again, by continuity, this result extends to any α 2 , ℜα 2 > −1/2, α 1 / ∈ Ω( * , 0, . . . , 0). Using continuity once again, we see that (130) is valid for any α 1 , α 2 , ℜα 1 , ℜα 2 > −1/2.
Proceeding in this way, we prove Theorem 1 by induction after m steps.
The second representation (6) for the constant C(α) is easy to obtain using the following properties of the G-function [31] : 
