ABSTRACT Just noticeable difference (JND) model plays an important role in removing perceptual redundancies for image/video compression. However, the existing subband-based JND models have two limitations: one is the evaluation of contrast masking (CM) effect is not comprehensive; the other is that the operation within cross domain is computational complexity. In this paper, we propose a new orientation regularity-based JND model to solve these problems in the discrete cosine transform (DCT) domain. Inspired by the structure regularity extraction in the human brain, we suggest that orientation features play an important role in the analysis of visual content. By deducing the DCT function, the orientation information is first analyzed with the DCT coefficients along different directions, and the orientation regularity is calculated with the coefficient distribution. Then, according to the orientation regularity and the frequency texture energy, the DCT blocks are classified into five types, i.e., smooth, orderly edge, disorderly edge, orderly texture, and disorderly texture. By combining these block types with their human visual system sensitivities, a more accurate CM model is proposed in a DCT domain. Finally, by incorporating the contrast sensitivity function and luminance adaptation effect, a novel DCT-based JND model is established. Since the proposed model introduces a more accurate CM model and performs only in a DCT domain, it is more efficient and concise than the state-of-the-art DCT-based JND models in theory and practice. The experimental results also show that the proposed JND model has a superior performance without cross domain.
I. INTRODUCTION
Nowadays, more than 70% of the Internet traffic is attributed to the images/videos, and generally human eyes are the ultimate receiver of these digital information. The human visual system (HVS) presents a characteristic that it can only perceive the pixel changes above a certain visibility threshold due to its underlying physiological and psychological mechanism. So there are a lot of perceptual redundancies existing in the processed images and videos. The removals of the perceptual redundancies are depended on that how to model the visibility of the HVS more accurately and efficiently. Just noticeable difference (JND) which refers to the smallest visibility threshold of the HVS [1] , [2] is a promising way to model the perceptual redundancies. Now JND models have been applied to many perceptual image and video processing systems, such as image and video compression/coding [3] - [7] , perceptual quality evaluation [8] , watermarking [9] , super-resolution [10] and so on.
In the past two decades, JND estimation has made great advance. According to the computational domain, the existing JND estimation models can be classified into two categories: pixel-based and subband-based JND models. The pixel-based JND models directly calculate the JND threshold for each pixel in image domain [11] - [14] . While the subband-based JND models are obtained in compressed domain, such as wavelet and DCT domains [3] - [5] , [15] . In this paper, we focus on the subband-based JND model especially in DCT domain, the reason for it is twofold: 1) Most images/videos over Internet are typically compressed with DCT-based coding algorithms (e.g., JPEG, H.261/3/4, MPEG 1/2/4, and the H.264 schemes) [16] and also stored as DCT coefficients.
2) The subband-based JND models are convenience for signal compression system based on subband [17] .
In general, the existing DCT-based JND models for images are constituted by three major effect factors, which are the contrast sensitivity function (CSF), luminance adaptation (LA) effect and contrast masking (CM) effect [2] , [3] , [5] , [6] , [18] . Several DCT-based JND models have been proposed in the past twenty years. Ahumada and Peterson [15] proposed an early DCT-based JND model that utilized the CSF to estimate the base threshold for each DCT component. In order to improve Ahumada et al.'s model, Watson et al. proposed the DCTune model [2] which incorporated the CSF with the LA and CM effects into the base threshold. Then, Zhang et al. [3] proposed a novel JND profile which adopted a more realistic LA model and a new CM model based on block classification. Wei and Ngan [5] proposed a JND profile on the basis of Zhang et al.'s model where a more accurate CM model was established with a new block classification. Recently, Bae and Kim [6] , [18] established a new DCT-based JND model which considered the frequency characteristics for LA effect and texture complexity for CM effect.
Throughout the existing DCT-based JND models, the core issues of the JND model are how to accurately and efficiently estimate the CM model. In fact, there are some more or less defects for the existing CM models. For instance, Zhang et al.'s model introduces the block classification concept, but the block classification only depends on frequency energy components and ignores the texture structure information. Wei et al.'s model utilizes the density of edge pixels to classify the DCT blocks. But the method is not accurate and comprehensive and will limit the process only operating in pixel domain. That means the images from the compressed domain have to be firstly transformed to the pixel domain, which will increase the computational complexity. By defining a texture complexity metric [6] , Bae et al.'s model directly introduces the structural texture features into the evaluation of the CM model. However, the calculation of the texture complexity metric is fairly complicated, because both the standard deviation of pixels and the power spectrum density of each frequency need to be estimated. According to the calculation process, Bae et al.'s models also have to operate within cross-domain. But as most image/video resource is in compressed form for efficient storage and transmission, it becomes important and urgent to operate upon the compressed data directly instead of its decompressed version. So we hope the estimation of CM model can only occur in DCT domain and avoid cross-domain operation.
Here, we use a synthetic map to illustrate the limitations mentioned above of the existing CM models. Fig. 1 shows the synthetic map and the corresponding three main DCT-based CM images. It is obvious that although these CM models have considered the frequency components and the structure complexity information, they cannot deal well with some kinds of structure regions especially the orientation regularity areas such as the horizontal, vertical and diagonal regularity regions. So in order to establish a more accurate CM model, we hope to find a way to directly extract structure texture features from the compressed data and skillfully incorporate them with the characteristics of HVS sensitivity in DCT domain.
Research on cognitive science demonstrates that the human brain is adaptive to extract the regularities for signal perception and understanding [19] , [20] . And during scene perception, the primary visual cortex presents obvious orientation selectivity mechanism in a local receptive field for image structure extraction and content representation [21] , [22] . That means orientation regularity also plays an important role in the perceived characteristics of HVS. As shown in Fig. 1 , our eyes are more sensitive to the horizontal, vertical, diagonal regularity regions but less sensitive to the disorderly areas. So in order to establish a more accurate CM model in DCT domain, we propose that it is necessary to consider the orientation regularity information. But how to directly calculate the orientation regularity features from DCT coefficients is a difficult challenge.
In order to fix the problem, we need to study the characteristics of DCT coefficients. The DCT coefficients are a linear combination of all pixel values within the DCT block [23] . They possess various features like the local periodicity and directionality features in the spatial image domain [24] , [25] . So it is possible to extract some physical features from DCT coefficients. For example in [26] and [27] , the color and texture features are directly extracted from DCT coefficients to locate the object and measure the image similarity, respectively. Therefore we try to extract the orientation regularity information directly in DCT domain. Firstly, we analyze the orientation information in each DCT coefficient and investigate the relationship between the coefficient distribution and the regularity. Then according to the distribution regularity, we sum up the absolute values of the coefficients along different directions and define them as the orientation feature energy. Finally, by comparing different directional feature energy with the average energy intensity in a block, the orientation regularity of each DCT block is determined.
With the orientation regularity, a novel JND estimation model in DCT domain is introduced. Firstly, according to the values of orientation regularity and the frequency texture energy, the DCT blocks are classified into five types, i.e., smooth, orderly-edge, disorderly-edge, orderly-texture, disorderly-texture. Then incorporating the sensitivity of the HVS into different block types, the relative weights for the CM model are determined with subjective experiments. Finally, by adjusting the base threshold from the CSF with LA and CM effects, a more accurate JND model in DCT domain is proposed. Since the whole process is without cross-domain, the proposed JND model is efficient and practical in theory and practice.
The rest of this paper is organized as follows: Section II analyzes the directional regularity information and proposes a new block classification. Then a more accurate CM model is established in DCT domain; In Section III, the base threshold based on the spatial CSF and the LA effect factor are calculated and a novel JND model is finally proposed in DCT domain; The experimental results are shown and discussed in Section IV; Section V concludes this paper.
II. THE CONTRAST MASKING EFFECT BASED ON ORIENTATION REGULARITY
Contrast masking effect is an important phenomenon in the HVS perception which refers to the reduction in the visibility of one visual component in the presence of another [28] . The sensitivity of the HVS to distortion is generally higher in smooth or orderly regions and lower in the texture or disorderly regions. Therefore, it is extremely useful to classify blocks into different types according to the image contexts. The key problem is how to define and classify the blocks and make the block classification consistent with the sensitivity of the HVS.
As we have mentioned above, the conventional method of only utilizing the frequency texture energy to classify blocks is not comprehensive. For instance, some areas with high frequency texture energy may be classified into the texture areas which are generally insensitive for the HVS. But in fact they may include many orientation regularity object boundaries (edges) or a lot of orderly texture structure information. As shown in the horizontal, vertical and diagonal regions of Fig. 1 , our eyes are actually sensitive to the areas with apparent structure regularity information [7] . So it is necessary to introduce the orientation regularity information into the block classification and the CM evaluation model.
In this section, in order to extract the orientation regularity directly in DCT domain, the directional characteristics and the distribution regularity of DCT coefficients are firstly investigated. Then incorporating with the frequency texture energy, the blocks are classified into five categories, i.e., Smooth, Orderly-Edge, Disorderly-Edge, Orderly-Texture and Disorderly-Texture. According to the sensitivity of the HVS to different block types, the relative weights for the contrast masking model are determined in each DCT block. Finally a more accurate CM model is calculated by combining the intra-band and inter-band masking thresholds in DCT domain.
A. EXTRACTING ORIENTATION REGULARITY FROM DCT COEFFICIENTS
In this section, we propose to directly use the DCT coefficients from compressed images to extract orientation regularity information for block classification. For the two-dimensional discrete cosine transform (DCT) of images, the block size N is usually chosen as 8. In fact, Ma et al. [29] and Bae and Kim [30] ever considered the choices of various DCT block sizes in their JND models. But there are two reasons that make us decide to choose the fixed 8 × 8 blocksized DCT kernel in this paper. One is that the fixed block size can greatly simplify calculated amount within an acceptable range of influences. The other is that the existing DCT-based compressing and coding algorithms mostly adopt the 8 × 8 block-sized DCT kernel. For the 8 × 8 sized DCT block, the coefficients are always defined as follows:
(1) where
There i and j are the DCT coefficients' indexes ( i, j = 0, 1,...,N-1 ). One simple observation is that each DCT coefficient C uv is a linear combination of all pixel values within the block. For u, v = 0, C 00 is 1/N times of the average intensity value in the block, so it is called DC coefficient. The remaining coefficients are all called AC coefficients and the value of each AC coefficient reveals the variations of the gray level values in certain direction at certain rate [23] ).
To see these variations in certain direction, we take a typical coefficient C 01 for example to analyze the orientation features. According to the definition of DCT, Since cos(π − θ) = − cos θ, the above equation can be reorganized as
The value of C 01 essentially depends on the intensity difference between left and right parts of the block. The corresponding coefficient diagram is shown in the red square area of Fig. 2 , which is the basis functions (coefficients) of 8 × 8 DCT. The coefficient value C 01 can be used to describe the changes of the structure contents along the horizontal direction. Similarly, there are also DCT coefficients to represent the vertical or diagonal structure contents. In short, the AC coefficients reflect the structure regularity along different directions within a block [24] .
In order to get a more intuitive understanding for the orientation characteristics of DCT coefficients, we display a inverse transformation image of DCT coefficients in Fig. 3 . For each sub-image in Fig. 3 , the brightness of pixels is proportional to the energy in the channel of the corresponding DCT block. By observing these sub-images in turn in a particular direction, we find the distributions of the pixels' brightness present some orientation regularities such as horizon, vertical or diagonal with increasing frequencies. That means according to the distribution regularity, we can combine DCT coefficient values along different directions to define and calculate the directional feature energy. Then by comparing the average energy intensity with the feature energy along different directions, the orientation regularity of each block can be determined. The specific calculation process and comparative method are explicated in the next subsection.
B. BLOCK CLASSIFICATION BASED ON ORIENTATION REGULARITY
In order to determine the orientation regularity of a block, we firstly define different directional feature energy according to the orientation characteristics of DCT coefficients, i.e., E hor , E ver and E dia . Then we compare the directional feature energy with the average energy intensity (using the DC coefficient value instead). When a certain kind of directional feature energy is dominant in a DCT block, the corresponding orientation regularity of the block is determined. In fact, the process is also a kind of block classification. The blocks are divided into four types according to orientation regularity: Horizon, Vertical, Diagonal and Disorderly.
The directional feature energy E hor , E ver and E dia represent the feature energy along different directions in a block. And the choices of DCT coefficients are based on the coefficient distribution regularity. For each 8×8 DCT block, we compute the horizontal feature energy E hor by summing up the absolute values of C 0v (v = 1, 2 . . . , 7) in the horizontal location of the DCT block:
In the same way, we can get the vertical feature energy E ver and the diagonal energy E dia , respectively.
The strategies of classifying DCT blocks mainly depend on the theory that the human visual sensitivity has directionality [15] , [31] . In general, these horizontal, vertical and diagonal blocks are belong to the orderly block type. But the HVS is usually sensitive to the horizontal and vertical contents and not so sensitive to the diagonal components. In order to reflect these perception differences, we are priority to separate out the horizontal and vertical blocks according to the comparison of different directional feature energy and the average energy. Then, we pick out the disorderly blocks from the rest blocks. Finally the residual blocks are classified as the diagonal blocks. The detailed classification procedure is illustrated in Fig. 4 . Where, it is found that t = 2.8 works well for most images we have tried.
From the flow chart of block classification based on orientation regularity, we find the disorderly blocks may have two cases. One case is that the disorderly blocks have almost no orientation information, and the other is that each direction feature is balanced and there are not dominant orientation features in the disorderly blocks. So it is necessary to combine with the existing frequency texture energy to improve the block classification for the CM estimation model.
Here, we follow the method in [3] and [32] which classify blocks with the frequency texture energy. As shown in Fig. 5 , the DCT coefficients are divided into four parts according to the level of the spatial frequency: DC, low-frequency (LF), medium-frequency (MF) and high-frequency (HF) groups. Then, we calculate the sums of the absolute values of each group, and define them as L, M and H respectively. In the method of [3] and [32] In this paper, we combine with these two methods of block classification. In order to show the performance clearly, the Lena and Peppers images are chosen and their block classification results based on orientation regularity and frequency texture energy are shown in Fig. 6 . Firstly, we can see the orientation information has been enough demonstrated, especially in the edge blocks. Then, there exists some texture blocks with the horizontal or vertical features and these blocks are often close to the edge blocks with obvious orientation regularity. In short, the distributions of different block types are consistent with the human eyes' common sense and basically reflect the object boundaries (edges) and the texture structure information (especially the orientation regularity) of the original images.
C. CONTRAST MASKING BASED ON BLOCK CLASSIFICATION
For contrast masking effect, the human eyes are not only very sensitive to the smooth or edge regions, but also sensitive to the orderly areas (especially the orientation regularity regions such as horizontal, vertical and diagonal blocks). However, the HVS is less sensitive to the disorderly texture blocks. That means for different kinds of block types, the contrast masking values are also variant according to the sensitivity of the HVS. In order to expose the diversities, we design different masking patterns for the horizontal, vertical and diagonal blocks, respectively. The three kinds of masking patterns are designed as follows: 
The inspiration of designing the masking patterns comes from the orientation characteristics of DCT coefficients. For instance, we refer to the expression of the equation (4) for the masking pattern M hor . As shown in the red square area of Fig. 2, C 01 represents the intensity differences between the left and right parts, which just reflect the changes of the horizontal structural contents. According to the sensitivity of the HVS, the horizontal content variations will result in the changes of the contrast masking values along the horizontal direction. So the design of the M hor should respond to the horizontal masking differences, where the values decline in turn from left to right along the horizon direction and remain unchanged along the column. The same principle applies to the design of the masking patterns M ver and M dia .
In this case, we are able to unify the horizontal, vertical and diagonal blocks to the orderly block type and incorporate the edge and texture types to reclassify the blocks into five categories: Smooth, Orderly-Edge, Disorderly-Edge, OrderlyTexture and Disorderly-Texture. Then for different block types, we use the masking patterns to simulate the orientation regularity effect for the CM estimation model. Finally by incorporating with the human visual sensitivity to the spatial frequency, the contrast masking effect is quantized with different thresholds in DCT domain by experiment. The extent of contrast masking effect is measured as In general, the contrast masking model can be divided into inter-band masking model and intra-band masking model in DCT domain. Intra-band masking refers to the reduction in the distortion visibility in a block due to the signal in that block itself, while inter-band masking refers to the reduction in the distortion visibility in a block at the presence of visual components in other blocks [4] . For the intra-band masking effect, we need take into account the fact that the high spatial frequency will reduce the contrast masking effect especially for the high frequency energy areas in a DCT block [11] . So by adding the correction factor of the intra-band masking in each 8 × 8 block, the final contrast masking factor can be determined as: 
(12) where n 1 and n 2 are the indices of a DCT block in an image and C(n 1 , n 2 , i, j) is the (i, j) th DCT coefficient in the (n 1 , n 2 ) th block. Then T base is the base threshold based on the spatial CSF and F LA is the LA model, which are calculated in the next section. The parameter ε is set to 0.36 [3] .
In order to compare the performance of the proposed CM model with the existing main DCT-based CM models, we choose the synthetic map in Fig.1-(a) as the input image and show the proposed CM model image in Fig. 7-(a) under the same condition. In comparison of Fig.1-(b) , -(c) and -(d), the proposed CM model distributes more masking noises in the disorderly regions and protects the orientation regularity areas very well. Fig. 7-(b) shows the proposed JND noiseinjected image of the synthetic map. And the visual distortion over the image is almost invisible.
III. CALCULATION OF DCT-BASED JND MODEL
Typically, the DCT-based JND model for images is expressed as the product of three factors: a base threshold, and two modulation factors for LA and CM effects [2] , [3] , [5] , [6] , [18] . The novel CM model has been calculated in the previous section. Here, we will introduce the base threshold based on CSF and the luminance adaptation effect in the following two subsections. And by incorporating the new CM model, the final JND model is calculated in DCT domain.
A. THE BASE THRESHOLD BASED ON CSF
The spatial CSF reflects the sensitivity of HVS under the influence of spatial frequency [3] . Research has shown that the spatial CSF shows a band-pass property in the spatial frequency domain [5] . The spatial contrast sensitivity function (CSF) is shown in Fig. 8 . According to Mannos and Sakrison [33] the corresponding CSF can be expressed by
where f (cycles per degree) is the spatial frequency and the empirical constants a, b, c and d are set to 2.6, 0.0192, 0.114 and 1.1 [33] , respectively. For the (i, j) th subband in the DCT block, the corresponding frequency f ij can be calculated by
where θ indicates the horizontal or vertical visual angle of a pixel. For most of the display screens, the PAR (pixel aspect ratio) is equal to 1. So we consider the horizontal and vertical visual angles are identical. Then, R vh stands for the ratio of the viewing distance to the screen height, and H is the number of pixels in the screen height. From these equations, it is easy to find that as the view distance or the pixel resolution of the display screen increases, the spatial frequency also increases for each DCT component. In addition to consider the spatial frequency effect for CSF value, we also need to consider several factors such as the oblique effect factor [15] and the spatial summation effect factor [31] . Thus for the (i, j) th subband in the (n 1 , n 2 ) th DCT block, the corresponding base threshold can be modified as
where parameter s is to account for the spatial summation effect and sets the value of 0.25 empirically [15] . L max and L min are the display luminance values corresponding to the maximum and minimum gray levels (i.e., 255 and 0), and G is the number of gray levels (256 in most imagery systems); φ i and φ j are DCT normalization factors
The term 1/(r + (1 − r) · cos 2 ϕ i,j ) accounts for the oblique effect, and r is empirically set to 0.6 [31] . ϕ i,j is the directional angle of the corresponding DCT component. Since the HVS is more sensitive to the horizontal and vertical frequency components (i or j = 0) than the diagonal frequency components (i = j), the direction angle ϕ i,j is calculated as:
B. LUMINANCE ADAPTATION EFFECT
The HVS presents different sensitivity to different background luminance, i.e., the visibility thresholds are high in dark or light regions, but are low in the medium gray regions [5] . In this paper, through incorporating the gamma correction formula [34] with the luminance adaptation effect, the modulation factor formula of the luminance adaptation factor which we refer to the paper of [5] is calculated as follows:
whereĪ is the average intensity value of the N ×N DCT block, which can be replaced by its corresponding DC component.
By incorporating the base threshold and the proposed CM model with the LA effect, the final DCT-based JND can be expressed as:
where α is a summation effect factor and is set to 1.2 by experiment.
IV. EXPERIMENTAL RESULTS
In general, a better JND model should guide shaping more noise at the same perceived quality, which in turn means that a more accurate JND model should own better perceptual quality under the fixed injected noise energy. In this section, according to the JND model values, we add the JND noise to each DCT coefficient of an image for the performance measure [5] .
where the C (n1, n2, i, j) is the DCT coefficient with JND noise injected. β is the adjustment factor, which guarantees the same noise energy for different JND models, S rand is the random value of ±1 in order to avoid introducing a fixed pattern of noise.
In order to compare the effectiveness of the proposed JND model with the other existing models, we conduct the subjective quality assessment experiments. The method of experiments is the adjectival categorical judgment which is recommended by ITU-R BT.500-11 standard [35] . In each test, two contaminated images of the same scale are juxtaposed on the 24-in monitor (randomly at left or right) for comparison, where one of them is contaminated by the proposed JND model noise and the other is contaminated by the comparative JND model noise. Eighteen subjects (eight of them are experts in image processing field and the others are naive) are invited to compare the quality of two images and give the quantitative scores. The evaluation rules and the quantitative scores are shown in Table 1 . In these experiments, the display equipment is a Samsung S24D300HL monitor, and we set the viewing distance as four times of the image height.
A. THE COMPARISION AND ANALYSIS OF EXPERIMENTAL RESULTS
The proposed JND model will be compared with three main existing DCT-based JND models, i. Fig. 9 shows the thumbnails of the 12 test images.
The comparison results of the subjective quality assessment experiments are shown in Table 2 , where positive/ negative values mean the proposed model performs better/worse than the compared model. Furthermore, the larger the value, the better the performance of the proposed model. The standard deviation (Std) values of the subjective assessment scores are around 1, which means the deviation of subjective scores is small and the evaluation results from the eighteen subjects are stable and credible. In order to illustrate the results, we adopt a bar graph Fig. 10 to describe the comparative results of the proposed model with other JND models.
It is noticed in Table 2 and Fig. 10 that the average scores are all positive, so the proposed model outperforms the other JND models. Especially for the comparative experiments of the images I2 and I7, the subjective assessment scores are always positive and high. That is because these two images have a large area of disorderly regions such as the branches in I2 and the grasses in I2 and I7. Meanwhile they also have many orientation regularity structure regions, i.e., the English characters and the roofs in I2 and the icon and the tank turret in I7. When these two different kinds of regions appear in an image, the proposed model performs better than the others. The reason is that the new CM model makes the proposed model add enough noises to the disorderly areas and protect the regular edge regions and orderly texture contents very well. The comparative results of images I3, I4, I9 and I11 also prove this point. For the images I1, I8, I10 and I12 which only have single structure feature regions, although the performance of the propose model is not very prominent, it is still overall better than the other three DCT-based JND models.
Furthermore, we find that the comparative scores of images I2, I10 and I11 with notable character contents are usually positive and high in the comparative groups. In fact, the cognitive science research has indicated that the character strings with structure regularity and content information are very sensitive for the HVS. Especially the orientation regularity features have a great benefits for the character detection [25] . So the proposed model based on orientation regularity will perform better than others on the images with character strings.
In order to justify that the thought of separating and discriminating orderly and disorderly regions is consistent with the brain internal generative mechanism (IGM) [7] , we choose the pixel-domain Wu declares that the idea of introducing the orientation regularity into the proposed model calculation in DCT domain is convincing and consistent with the IGM.
B. THE PERFORMANCE ILLUSTRATION OF THE PROPOSED MODEL
Here, we take image I4 for example to further show the superior performance of the proposed model than the other three DCT-based JND models. We inject the same noise energy to the original 512 × 512 image I4. Fig. 11 shows the performance comparisons of the I4 image injected with four kinds of JND-noise. Comparing with (b), (c) and (d) in Fig. 11 , the contaminated image (a) (Zhang et al.'s model) shows obvious visible distortions over the image, especially in the circle of red areas. This is because Zhang et al. evaluate the edge and texture areas too simply and ignore much structure regularity information. Bae et al.'s model significantly improves the performance by introducing the structural contrast index (SCI) [6] , especially for the glass windows with reflection contents. Because of the introduction of the reflection contents, the original smooth glass windows may have been classified into the edge or texture regions according to Zhang et al.'s model. Bae et al avoid these misjudgments with the SCI. But the design of the SCI ignores the importance of the orientation regularity information, so Bae et al.'s model cannot deal well with the structure regions with the orientation regularity such as the beams and the cars of the red circle areas.
Wei et al.'s model uses the density of edge pixels to classify blocks, but the block classification is not always consistent with the sensitivity of the HVS. Image (b) illustrates this situation, especially in the red circle areas. The beams of the building only have very simple structure, but the numbers of their edge pixels are large enough to make them classified into complicated texture areas. In order to deal with this situation, the proposed model introduces a new block classification based on orientation regularity and proposes a more accurate CM model in DCT domain. As shown in the image (d) of Fig. 11 , the performances of the proposed model are obviously better than the other three JND models, especially in the red circle areas (beams and cars). We can feel that most of the JND noises are injected to the circle of green area, i.e., the lawn which is not sensitive for the HVS. In short, the proposed model has a superior performance than others, especially for the images with many different kinds of complicated structure information.
V. CONCLUSION
In this paper, a novel JND model based on orientation regularity is proposed in DCT domain. According to the research on cognitive science, orientation regularity information plays an important role in the texture structure analyses. In order to extract the orientation regularity information, the characteristics of DCT coefficients are firstly analyzed and investigated in DCT domain. Then according to the coefficient distribution regularity, the directional feature energy is defined with the combinations of the coefficients along different directions. By comparing different directional feature energy with the average energy intensity in a block, the orientation regularity of the block is finally determined.
With the orientation regularity, a comprehensive block classification is introduced. Then in order to estimate the values of the CM model, three directional masking patterns for the horizontal, vertical and diagonal block types are designed. According to the human visual sensitivity to different block types and levels of the spatial frequency, a more accurate CM model is established in DCT domain. Finally, by adding the base threshold and the LA effect factor, a novel DCT-based JND model is proposed. The experimental results demonstrate that the proposed JND model has a superior performance than the other main DCT-based JND models, especially in the orientation regularity texture regions. Furthermore, the proposed model without cross-domain operation will bring a great convenience and efficiency improvement in the image and video compression, coding and transmission practices.
