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在医疗文本属性抽取任务上的应用
赵刚 张腾 王晨骁 吕萍 吴及
清华大学科大讯飞联合实验室
{zhaogang ee, wangcx18,luping ts,wuji ee}@mail.tsinghua.edu.cn
zhangteng1887@gmail.com
Abstract. 我们将医疗文本属性抽取任务转换为序列标注任务和阅读理
解任务，在扢扥扲扴预训练模型的基础上，除了业界认可的扌打扔才戫扃扒扆序列
标注模型之外，我们尝试了扃扎扎，払扃扎扎，扗扡扶扥扎扥扴，打扥扬扦 扡扴扴扥扮扴扩扯扮等
多种序列标注模型，达到了和扌打扔才戫扃扒扆一样的性能效果，对传统的序
列标注任务有一定的启发意义。不同的的序列标注模型侧重点会有较大差
异，增加了系统的多样性，通过模型融合，我们在医疗文本属性抽取任务
上取得了不错的性能。
Keywords: 扂扥扲扴预训练模型· 序列标注· 模型融合
1 任务定义及数据集
结合数据源扜癌症医疗影像检查与结论戢的内容及特点，定义若干与癌症医
疗病历相关的目标字段，如癌症原发部位，病灶大小和癌症转移部位等。原发
部位是某种癌症最先发生的组织或者器官，如肺癌原发于左肺上叶；病灶大小
是原发部位的大小，通常以最大直径或者大小直径表示；转移部位是癌症从最
先发生的组织或器官转移到的其他组织或器官。
训练及测试数据分为四部分：戱戩戹戰戰条非目标场景的标注数据，戲戩戱戰戰条目
标场景的标注数据，戳戩戱戰戰戰条各个场景的非标注数据，戴）戴戰戰条目标场景的标
注数据作为最终评测的测试集。
2 系统概述
信息流图如图戱所示，首先过滤掉一些非癌症报告，例如心脏超声，良性
肿瘤等，依据描述内容，将报告分成扜印象戢和扜所见戢两部分，详见戲戮戱文本预处
理；然后使用融合的扢扥扲扴序列标注模型预测属性值，详见第戴章序列标注模型；
我们也做了一些阅读理解模型相关实验，内容及结果会在第戵章阅读理解模型中
有所介绍，但此次评测中没有加入阅读理解模型。
融合的扢扥扲扴序列标注模型 在医疗文本属性抽取任务上的应用 戳
Fig. 1. 信息流图
2.1 文本预处理
影像报告中会有一些心脏彩超，良性肿瘤的报告，不属于我们要处理内
容。我们会使用规则过滤掉这一部分内容，如果文本中没有提到扜癌症戢、扜肿
瘤戢或者扜转移戢等关键词，不进入下一阶段。
我们发现这些医疗报告有某种固定结构，如图戲所示，戱、灰色背景是结论
性的文本，我们称之为扜印象戢，转移部位和原发部位一般会在这里；戲、白色
背景是描述性的文本，原发部位和病灶大小一般会在这里（一般在第一句话
里），我们称之为扜所见戢。首先使用规则将印象和所见的第一句话提取出来，
作为一个半结构化报告进入后续系统。
Fig. 2. 文本预处理
3 bert预训练
预训练语言模型在很多任务中证明是有效的，包括句子级别任务（语言推
理），字符级别任务（命名实体识别和问答系统）等都取得了业界最好的性能
指标。预训练语言模型使用两种策略应对下游任务，一种是与下游任务相关，
下游任务的特征会加入到预训练中来，例如扅扌才扯扛戱戳扝；一种是与下游任务无关
戴的，只使用自然语言本身的特征（句子级别和字符级别特征），不需要定制下
游任务的特征，例如扢扥扲扴扛戲扝。自从扢扥扲扴问世以来，已经在十一项自然语言任务中
取得了最好成绩，后来出现了很多以扢扥扲扴为基础的模型持续刷新各项自然语言
处理任务的榜单。本文主要阐述了扢扥扲扴预训练模型在医疗文本上的应用（序列
标注模型和阅读理解模型）。
使用扢扥扲扴模型主要包括两个步骤扰扲扥 扴扲扡扩扮和戌扮扥 扴扵扮扥，扰扲扥 扴扲扡扩扮用来学习文
本的单词特征、句法特征和语义特征，戌扮扥 扴扵扮扥用来学习下游任务标签与文本
表示相关特征。
Fig. 3. 扢扥扲扴预训练及扆扩扮扥 扴扵扮扥
4 序列标注模型
4.1 条件随机场
条件随机场戨扃扯扮扤扩扴扩扯扮扡扬 扒扡扮扤扯扭 扆扩扥扬扤扳，扃扒扆戩由扌扡戋扥扲扴批等人扛戱戴扝于戲戰戰戱年
提出，结合了最大熵模型和隐马尔可夫模型的特点，是一种无向图模型（如
图戴所示），近年来在分词、词性标注和命名实体识别等序列标注任务中取得了
很好的效果。条件随机场是一个典型的判别式模型，其联合概率可以写成若干
势函数联乘的形式，其中最常用的是线性链条件随机场。若让扸戽戨扸戱，扸戲，戮 戮 戮 扸扮戩
表示被观察的输入数据序列，批戽戨批戱，批戲，戮 戮 戮 批扮戩表示一个状态序列。文本概率
分布可分解为单词条件概率的乘积和。
4.2 长短期记忆模型
长短期记忆（扌扯扮执 扳扨扯扲扴扴扥扲扭 扭扥扭扯扲批，扌打扔才）是一种特殊的扒扎扎，主
要是为了解决长序列训练过程中的梯度消失和梯度爆炸问题。简单来说，就
是相比普通的扒扎扎，扌打扔才能够在更长的序列中有更好的表现，结构如图戵所
示。这里我们使用双向扌打扔才提取特征，后面接一个线性模型降维，最后接一
个扳扯扦扴扭扡扸层进行解码。
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Fig. 4. 条件随机场
Fig. 5. 长短时记忆
4.3 卷积神经网络
卷积神经网络（扃扯扮扶扯扬扵扴扩扯扮扡扬 扎扥扵扲扡扬 扎扥扴扷扯扲扫戬 扃扎扎）是一种前馈神经网
络，它的人工神经元可以响应一部分覆盖范围内的周围单元，由一个或多个卷
积层和顶端的全连通层组成，一般也包括池化层（扰扯扯扬扩扮执 扬扡批扥扲）。与其他深度
学习结构相比，卷积神经网络在图像和语音识别方面能够给出更好的结果，近
年卷积神经网络在自然语言处理领域也得到越来越多的应用。也可以使用反向
传播算法进行训练，相比较其他深度前馈神经网络，卷积神经网络需要考量的
参数更少，结构如图戶所示。扛戳扝证明了深层的卷积神经网络能很好的提取特征。
Fig. 6. 卷积神经网络
我们这里设置卷积核大小分别为扛戲戬戳戬戴扝，卷积核数量分别为扛戱戲戸戬戱戲戸戬戱戲戸扝，
卷积神经网络之后加一个全连接层，再过一个扃扒扆层进行解码。
4.4 self attention
扁扴扴扥扮扴扩扯扮机制最早在图像中使用，后来在机器翻译中被证明有效。扳扥扬扦 扡扴扴扥扮扴扩扯扮
能够重点关注到有用的输入信息，作为特征提取器被广泛使用。扡扴扴扥扮扴扩扯扮函
戶数可以看成是将扱扵扥扲批和一些扫扥批戭扶扡扬扵扥对映射成一个输出，输出是扶扡扬扵扥的加权
和，权重由扱扵扥扲批和扫扥批的某种相似性来度量。
我们使用了才扵扬扴扩戭扨扥扡扤 扡扴扴扥扮扴扩扯扮扛戱扝作为特征抽取器，结构如图户所示，公式
如下所示：
Attention戨Q,K, V 戩 戽 softmax戨
QKT√
dk
戩V 戨戱戩
MultiHead戨Q,K, V 戩 戽 Concat戨head1, . . . , headh戩W
O 戨戲戩
headi 戽 Attention戨QW
Q
i ,KW
K
i , V W
V
i 戩 戨戳戩
Fig. 7. 才扵扬扴扩 扨扥扡扤 扡扴扴扥扮扴扩扯扮
这里我们设置线性层维度为戲戵戶，才扵扬扴扩戭扨扥扡扤维度为戱戶。
4.5 WaveNet
近年来，无监督表示学习方法在自然语言处理领域取得了巨大的成功扛戶戬户戬戸扝。
这些方法的基本策略是首先使用大规模文本语料库训练神经网络，然后在下游
的小规模任务上对模型参数进行微调。自回归模型是常用的无监督表示学习方
法之一。自回归语言模型试图用自回归的方法估计文本语料库的概率分布。具
体来说，给定文本序列托戽戨扸戱戬戮 戮 戮 戬扸扔戩，自回归语言模型将文本概率分布分解为
单词条件概率的前向乘积或者后向乘积。扗扡扶扥扎扥扴是谷歌扤扥扥扰扭扩扮扤在戲戰戱戶年发
表的用于语音合成的自回归模型扛戴扝。相比于文本序列来说，语音数据具有更长
的序列长度，相当于至少每秒戱戶戰戰戰个样本。因此，扗扡扶扥扎扥扴虽然脱胎于传统的
卷积神经网络，但由于其特殊的扩张卷积结构，它可以建模更长范围内的文本
相关性。扩张卷积结构如图戸左所示。假设卷积核大小为戲，三层的扩张卷积结
构可以建模长度为戸的序列信息。作为对比，如果使用传统的卷积神经网络，卷
积核大小为戲时，需要户层卷积结构才能长度为戸的序列信息。
使用扗扡扶扥扎扥扴进行有监督的文本序列建模时，存在如下两个问题：
戱戮 扗扡扶扥扎扥扴作为典型的自回归模型，无法完成文本序列的双向建模；
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Fig. 8. 左：扩张卷积结构，右：双向扩张卷积结构
戲戮 扗扡扶扥扎扥扴是一种无监督表示学习方法，无法直接应用于有监督任务。
为了解决这两个问题，我们对原始扗扡扶扥扎扥扴结构进行了如下修改。首先，
我们将扗扡扶扥扎扥扴中的扩张卷积结构修改为如图戸右所示。双向扩张卷积结构融合
了传统卷积神经网络的双向建模能力和扩张卷积结构的长时建模能力。然后，
我们将网络输出修改为有监督任务中的标注序列，从而把扗扡扶扥扎扥扴从无监督的
序列生成任务移植到有监督的序列分类任务中来。
4.6 UCNN
在图像分析领域，充分利用来自不同空间尺度的信息是图像处理的有效方
式，这样做的主要原因是因为图像中物体的大小会随着与观察者的距离而改
变。对于文本序列这样的时间序列来说，时间上的缩放属性并不十分明显，但
是我们认为不同的时间尺度在文本序列分析中仍然非常重要，比如文本按照不
同的时间尺度，可以切分成字、词、短语、句子、段落等等。在卷积神经网络
结构中，残差网络扛戱戰扝首次建立起相邻卷积层之间的直接联系，将底层的特征信
息直接传递到顶层，是对图像多尺度空间信息充分利用的典型案例。在图像语
义分割任务中广泛使用的払戭扮扥扴扛戱戱扝更加直观的对图像的多尺度空间信息进行了
融合。我们将传统払戭扮扥扴的网络结构进行了相应改造，以满足文本序列处理的需
求，如图戹所示。首先，我们将传统払戭扮扥扴中的二维卷积操作、二维下采样操作
和二维上采样操作分别替换为一维卷积操作、一维下采样操作和一维上采样操
作。然后，我们将网络输出修改为有监督任务中的标注序列，从而使払扃扎扎网
络能够使用于文本序列分类任务。
4.7 Attention-LSTM
扌打扔才模型作为一种经典的循环神经网络结构，在自然语言处理领域是一
种常用的序列建模解决方案。对于标准的长短时记忆模型，它从开始到结束按
时间顺序处理当前帧的输入，然后将最后时刻的状态向量作为输入序列的最终
矢量表示。长短时记忆模型通过其特有的记忆和遗忘机制来建立输入序列之间
的长期依赖关系。但是对于文本序列来说，大部分文本信息并不包含想要的类
别信息，这些无用信息的积累会导致模型中的记忆单元可信度下降。我们使用
戸Fig. 9. 払扃扎扎结构
了一种基于注意力机制的长短时记忆新模型来进行文本序列建模扛戱戲扝。标准长短
时记忆模型中的记忆机制可以等价表示为图戱戰所示的形式。我们把标准的记忆
机制分解为两个模块，一个是不随时间变化的本地固有记忆，另一个是随着时
间变化不断修改的瞬时记忆。如图戱戰所示，本地固有记忆可以表示为多个向量
构成的参数矩阵，每个向量代表着本地固有记忆中的某些内容；当前输入和前
一时刻的状态向量输入到循环单元中时，当前输入和前一时刻状态向量的串联
向量会与本地固有记忆矩阵进行逐行比较，得到一系列的相似度，这些相似度
连接成新的瞬时记忆，然后按照控制单元的控制机制写入到瞬时记忆单元中，
并产生相应的输出。这种使用当前输入与本地固有记忆的相似度来生成瞬时记
忆的方式，会导致我们学习的本地固有记忆与输入内容张成的空间趋同，收敛
到输入向量空间的一个子集，无法得到更有鉴别性的记忆表示，并导致过拟合
问题。 针对长短时记忆模型中的记忆机制存在的问题，我们构造了新的记忆机
Fig. 10. 标准长短时记忆模型中的记忆机制
制。如图戱戱所示，我们首先将单元中的本地固有记忆定义为个聚类中心构成的
码本，码本中的每个聚类中心代表着本地固有记忆中的某些内容。每个当前输
入的音频帧与码本中的所有聚类中心相关联，并计算出距离最近的码字。为了
使得本地固有记忆与输入内容保持足够的差异性，我们使用作为当前输入对本
地固有记忆的信息增益，并由此产生用于后续处理的瞬时记忆。在这样的记忆
机制下，瞬时记忆产生方式与标准长短时记忆模型截然不同。我们首先根据当
前输入和前一帧的状态向量预测一下当前时刻的输入内容对应着本地固有记忆
融合的扢扥扲扴序列标注模型 在医疗文本属性抽取任务上的应用 戹
中的哪一个码字，然后选取最相似的码字与当前输入内容进行比较，并将其差
值作为新的瞬时记忆传输到后面的控制单元中去。
Fig. 11. 基于记忆注意力机制的长短时记忆模型
4.8 中文预训练BERT-wwm
哈工大讯飞联合实验室发布基于全词覆盖（扗扨扯扬扥 扗扯扲扤 才扡扳扫扩扮执）的中
文扂扅扒扔预训练模型扛戵扝，在多个中文数据集上得到了较好的结果，覆盖了句子
级到篇章级任务，是扂扅扒扔的升级版本，主要更改了原预训练阶段的训练样本
生成策略。简单来说，原有基于扗扯扲扤扐扩扥扣扥的分词方式会把一个完整的词切分成
若干个词缀，在生成训练样本时，这些被分开的词缀会随机被扛才扁打手扝替换。在
全词才扡扳扫中，如果一个完整的词的部分扗扯扲扤扐扩扥扣扥被扛才扁打手扝替换，则同属该词
的其他部分也会被扛才扁打手扝替换，即全词才扡扳扫。
4.9 单模型及融合实验结果
我们使用上面的基础层构建了八个单模型，分别为：
戱戮 扃扒扆模型
戲戮 扌打扔才模型，
戳戮 扌打扔才戫扃扒扆模型，
戴戮 扃扎扎戫扃扒扆模型，
戵戮 打扥扬扦 扁扴扴扥扮扴扩扯扮模型，
戶戮 払扣扮扮模型，
户戮 扒扥执扲扥扳扳扩扶扥（扗扡扶扥扎扥扴）模型，
戸戮 扁扴扴扥扮扴扩扯扮扌打扔才模型
另外我们又使用了哈工大讯飞联合实验室的预训练模型扗扗才以及谷歌的
多语种预训练模型才扵扬扴扩，用于初始化，上层使用扌打扔才戫扃扒扆，构建第九个和
戱戰
第十个模型。十个模型的性能结果如表戱所示（训练集场景一戹戰戰条数据，开发
集场景二戱戰戰条数据）。
我们发现各个单模型预测结果的侧重点会有不同，有很强的多样性，最后
我们使用投票的方式进行模型融合，准确率和召回率都有较大提升，如表戱所
示。
Table 1. 各个单模型及融合性能
模型 准确率 召回率 扦戱值
扃扒扆 戰戮户戴戸戹 戰戮户戰戶戸 戰戮户戲户戲
扌打扔才 戰戮户戵戳戲 戰戮戶戹戸户 戰戮户戲戵戰
扌打扔才戫扃扒扆 戰戮户户戶戴 戰戮户戶户戰 戰戮户户戱户
扃扎扎戫扃扒扆 戰戮户戲戹戰 戰戮户戳戴戹 戰戮户戳戲戰
打扥扬扦 扁扴扴扥扮扴扩扯扮 戰戮户户户戳 戰戮户戴戲戹 戰戮户戵戹户
払扣扮扮 戰戮户戳戳戸 戰戮户戳戰戹 戰戮户戳戲戳
扒扥执扲扥扳扳扩扶扥戨扗扡扶扥扎扥扴戩 戰戮户戴戵戰 戰戮户戶戳戰 戰戮户戵戳戹
扁扴扴扥扮扴扩扯扮扌打扔才 戰戮户戵戱戰 戰戮户戵戱戰 戰戮户戵戱戰
扗扗才 戰戮户戱戲戵 戰戮户戰戶戸 戰戮户戰戹戶
才扵扬扴扩 戰戮户戵戵戱 戰戮户戳戰戹 戰戮户戴戲戸
融合 戰戮戸戱戳戲 戰戮户戸户戱 0.8000
5 阅读理解模型
此外，我们还尝试了用机器阅读理解的思路来解决病历属性抽取问题。一
般来说，机器阅读理解系统的流程如图戱戲所示：
Fig. 12. 机器阅读理解系统的一般流程
在本任务中，属性本身可以看作是一个问题，属性值对应的就是从病历文
本中找到的输入问题的答案。我们根据这三种属性分别设计了三个问题：原发
部位戭戾戢原发部位？戢、病灶大小戭戾戢原发部位的病灶大小是？戢、转移部位戭戾戢原
发部位的转移部位是？戢。由于不好事先确定每种属性的个数，我们暂时假设每
个问题最多只有一个答案。类似于扂扯扵扮扤扡扲批 才扯扤扥扬扛戳扝，我们采用的模型的输出
融合的扢扥扲扴序列标注模型 在医疗文本属性抽取任务上的应用 戱戱
是原文中答案的起始位置和答案的终止位置，两个位置之间的文本将会作为最
终答案。
不过，若是预测的起始位置和终止位置的概率之和小于一定的阈值，模型
也将会舍弃这个结果，选择拒绝回答，也就是说病历文本中不含有该问题对
应的属性。我们在场景一戹戰戰份数据上进行微调，并以场景二戱戰戰份数据为测试
集，在一定的参数设置下，得到的性能如下表戲所示：
Table 2. 阅读理解模型性能
模型 准确率 召回率 扦戱值
原发部位 戰戮戶戴戳戸 戰戮戶戱戰戴 戰戮戶戲戶户
病灶大小 戰戮戸戱戸戲 戰戮戵戸戰戶 戰戮戶户戹戲
转移部位 戰戮戶戹戰戹 戰戮戲戶戹戵 戰戮戳戸户戸
所有 戰戮戶戸戰户 戰戮戴戱戳户 戰戮戵戱戶戳
可以看到，预测的三种属性的的召回率要明显低于其对应的准确率。这是
因为病历文本中的属性值往往对应多个，我们的假设造成了模型只会给出一种
答案，因此这种机器阅读理解模型的性能还有很大的提升空间。然而，在没有
事先确定属性值个数的情况下，如何能够让模型根据属性对应的问题给出多种
属性值，仍然是一个非常值得研究的问题，我们希望这种思路能够起到抛砖引
玉的效果。
6 结论
我们验证序列标注模型可以解决医疗文本属性抽取任务，除了传统的业界
比较认可的序列标注模型扼扼扬扳扴扭戫扣扲扦的之外，我们尝试了多种序列标注模型
（包括扃扎扎戬払扃扎扎戬扳扥扬扦 扡扴扴扥扮扴扩扯扮戬扗扡扶扥扎扥扴等），都可以达到一定效果。通过
多模型增加系统多样性，融合能提升系统的整体性能。另外我们也尝试使用阅
读理解模型解决医疗文本属性抽取任务，虽然不如序列标注模型，但也提供了
一种解决问题的思路。
戱戲
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