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In a circuit quantum eletrodynamic system, a chain of N qubits inhomogeneously coupled to a cavity field
forms a mesoscopic quasi-lattice, which is characterized by its degree of deformation from a normal lattice. This
deformation is a function of the relative spacing, that is the ratio of the qubit spacing to the cavity wavelength.
A polariton mode arise in the quasi-lattice as the dressed mode of the lattice excitation by the cavity photon. We
show that the transition probability of the polariton mode is either enhanced or decreased compared to that of a
single qubit by the deformation, giving a selective spontaneous radiation spectrum. Further, unlike a microscopic
lattice with large-N limit and nearly zero relative spacing, the polariton in the quasi-lattice has uneven decay rate
over the relative spacing. We show that this unevenness coincides with the cooperative emission effect expected
from the superradiance model, where alternative excitations in the qubits of the lattice result in maximum decay.
PACS numbers: 42.50.Nn, 32.80.Wr, 85.25.Am
I. INTRODUCTION
A. Quasi-lattices of qubits
Superconducting qubits are a class of two-level systems
based on the superconducting Josephson junctions [1]. When
interacting with a microwave field stalled in a stripline res-
onator, they act like artificial atoms in optical cavities with
coherent exchange of photon energy modeled on the Jaynes-
Cummings Hamiltonian [2, 3]. This combination gives rise
to circuit quantum electrodynamics (QED) [4], an emulation
of cavity QED. Circuit QED systems with superconducting
qubits can therefore emulates, in many aspects, quantum opti-
cal effects similar to those originally discovered on real atoms
or atomic media [5] and can be regarded as a type of quantum
simulators [6].
So far, studies of circuit QED only concerns with circuits of
a few superconducting qubits and each qubit is considered act-
ing separately with the stripline resonator. To understand their
collective behavior, a many-qubit theory is wanted. However,
traditional many-atom theories such as the Frenkel model for
excitons cannot not be applied because circuit QED systems
contain only a finite number of artificial atoms, i.e., large-N
limit is not taken. Neither do models for finite N , such as
the Tavis-Cummings (TC) model [7] apply because the meso-
scopic sizes of the qubits and of the spacings between the
qubits in a circuit make their dipole-field interaction to the
stripline resonator inhomogeneous. To remedy the inapplica-
bility, we have proposed a projection-deformation model that
generalizes the TC-model to work on inhomogeneous cou-
pling scenarios [8, 9].
The basic idea is that while real atoms form a lattice, the
superconducting qubits form a quasi-lattice, whose “quasi-
ness” is measured by the degree of deformation it departs from
a normal lattice. This deformation is related to a deformed
SU(2) algebra [10] obeyed by the collective spin operators of
the quasi-lattice and is quantified by a c-number deformation
factor. This factor is parametrized by the ratio of the uniform
lattice spacingLq to the wavelength λp of the interacting pho-
ton. We call this ratio the relative spacing ℓ of the qubits. The
analytical excitation spectrum of the quasi-lattice can then be
computed by diagonalizing the deformation-dependent inter-
action Hamiltonian.
B. Polariton and the radiation problem
The excited states of the quasi-lattice ought to sponta-
neously radiate microwave photons into the circuit waveguide.
But in a circuit QED system, the excitation mode of the quasi-
lattice is coherently coupled to a stripline resonator mode,
where the mixed mode of the two forms a cavity polariton.
Therefore, unlike the conventional radiation problems treated
in atomic physics, such as the Dicke radiation [11, 12], the ra-
diation in the mesoscopic circuit cavity is associated with the
dynamics of the polariton, i.e. a dressed quasi-lattice excita-
tion mode, instead of a bare lattice excitation mode.
It is known that, in a dielectric, the polariton mode is gener-
ated by the recombination of the collective atomic excitations
with the radiated photons [13]. The polariton mode we treat
here, on the other hand, is generated by the dressing through
the cavity photon. The definition is similar to that given in
semiconductor cavity QED systems [14, 15]. The radiated
photon modes are designated in a separate Hilbert space from
that of the cavity photon mode. Therefore, even though the
radiation processes are both polariton-mediated, the case for
a quasi-lattice of qubits is vastly different from the case of a
dielectric.
Besides, the energies and the eigenstates of the quasi-lattice
excitation modes are modified by the deformation described
above. The composition of the Fock number states of the po-
lariton depends thus not only on the eigenenergy of the qubits,
but also on the deformation of the quasi-lattice. It was shown
that the structure of the underlying medium has a large influ-
ence on the pattern and form of the radiation. For example, the
spontaneous emission is found directionally dependent on the
incident photon [16] in an extended medium; uneven decay
rates is found in a spherical symmetric medium by including
virtual photon processes [17]; and nonlocal effect arises for
2single-photon cooperative emission [18]. The purpose of this
paper is to investigate how the structural change introduced by
the deformation of the quasi-lattice affects the radiation spec-
trum and the polariton decay.
We find that the cavity polariton has an acutely selective
distribution of its radiated microwave photon based on the de-
formation. This is shown by the varying amplitude of the in-
teraction coefficient between the polariton and the continuum
of photon modes in the momentum space. This amplitude de-
pends on the relative spacing and has a quasi-periodicity that
matches this relative spacing with the wavelength of the cav-
ity photon, demonstrating the selectiveness of the quasi-lattice
about its radiation. Specifically, at the exact periodic positions
where the radiated photon resonates with the cavity, the mag-
nitude of the interaction will obtain its maximum value.
Moreover, we find that the polariton decay is also
deformation-dependent on the relative spacing. In fact, as pre-
dicted by Dicke, the decay rate of an N -atom lattice would
increase to N2 when the spin moment of the lattice is at the
maximum cooperation number of N/2, giving rise to superra-
diance [19–21] and superfluorescence [22–24]. For the quasi-
lattice of qubits, it is found that the maximum decay rate is ob-
tained when the relative spacing is set to one half, where only
every other qubit couples to the cavity photon. This alternate
pattern of coupling excites half of the qubits while leaving the
other half unaffected, giving an effective spin moment of N/2
to the quasi-lattice and having the decay rate match with the
Dicke model of cooperated radiation.
The article is organized as follows. The formation of cavity
polariton in a quasi-lattice is given in Sec. II, where the tran-
sition matrices for the quasi-lattice as deformed SU(2) spin
is derived in the polariton basis. By writing the qubit opera-
tors terms of these matrices using a discrete Fourier transform,
we derive the expression of the quasi-periodic interaction co-
efficient for radiation in Sec. IIIA. As an example, the sim-
plest non-trivial case with N = 4 is plotted especially to il-
lustrate the uneven distribution of radiation of the mesoscopic
system. With the derived interaction coefficient, the equation
of motion for the low-energy polariton states are derived in
Sec. IIIB. The decay rate of the polariton is subsequently com-
puted under the Markov and the Wigner-Weisskopf approxi-
mations in Sec. IV. The conclusion and relevant discussions
are given in Sec. V.
II. POLARITONS
A. System state space
Consider the circuit QED system illustrated in Fig. 1 with
N superconducting qubits (indicated by gray squares), where
two neighboring ones are spaced at a uniform distance Lq.
Each qubit can be modeled as a two-level system σj,z in the
diagonalized basis of the Josephson and charge energies of
the junctions that it contains. Depending on the type of the
qubit, the diagonalized eigenenergy is tunable through mag-
netic flux, gate charge, phase, etc. and we consider the N
qubits are tuned uniform with level spacing ωq in our study
kk
FIG. 1: (Color online) Schematic of a quasi-lattice chain of qubits
coupled to a cavity field. The arrow k indicates the direction of
photons radiated by the polaritons formed from the excitation of the
quasi-lattice and the cavity field.
here.
The middle rectangular strip indicates the coplanar waveg-
uide or stripline resonator, which is equivalent to a cavity and
contains multiple modes of a standing microwave field. How-
ever, when the qubits are all tuned resonant with the funda-
mental mode, the cavity field can be effectively regarded as
a single-mode field [25, 26]. We describe this fundamental
mode (the red curve in the figure) by the annihilation oper-
ator a¯ and denote its frequency and wavelength by ωC and
λC, respectively. Note that even though the dimensions of a
qubit are negligible compared to the wavelength λC, the spac-
ings between the qubits are non-negligible and the coupling
of each qubit to the cavity field depends on the relative spac-
ing ℓ = 2Lq/λC described above through a sinusoidal factor
cos(jπℓ). The variable j consequently can be regarded as a
relative coordinate for the qubits along the one-dimensional
chain of qubits. This chain of qubits can be regarded as a
quasi-lattice, which resembles an atomic lattice but has an in-
homogeneous coupling due to its mesoscopic nature.
This quasi-lattice of qubits is also environmentally coupled
to a reservoir, represented by a continuum of quantum oscil-
lators {ak} with frequency spectrum ωk, which gives rise to
spontaneous radiation in and out of the waveguide. These ra-
diated photons carry momentum k and are illustrated as the
green arrows in Fig. 1. Their propagations in the waveguide
are indicated by the wave functions eikrj , where rj is the coor-
dinate of the associated qubit. Note that, unlike the treatments
for radiation in atomic media where confinements in pencil-
shape geometries are usually assumed [21, 22], the waveg-
uide in superconducting circuits are strictly one-dimensional
and thus k is regarded as a wave number, not a wave vector.
The total system Hamiltonian is therefore divided into three
parts and can be written as follows (assuming ~ = c = 1)
H = Hsys + Vcav + Vrad, (1)
Hsys = ωq
N−1∑
j=0
σj,z + ωCa¯
†a¯, (2)
Vcav = η
N−1∑
j=0
cos(jπℓ)
[
σj,+a¯+ σj,−a¯
†
]
, (3)
Vrad =
N−1∑
j=0
∑
k
gk
(
akσj,+e
ikrj + a†kσj,−e
−ikrj
)
. (4)
3Note that the forms taken by Eqs. (2)-(3) assumes a strong
coupling operation regime for the qubits, where each qubit has
a maximal coupling strengh η much greater than the linewidth
of the circuit cavity, to ensure coherent exchange of photons
with the circuit cavity while the non-rotating wave terms for
the virtual photons can be ignored [3]. Further, based on
the current experiment setups [26], the magnitude of η is
much smaller than ωq such that the quasi-lattice system on
the other hand does not enter into the ultra-strong coupling
(USC) regime. When η is comparable to ωq, USC operation
will dominate and squeezing terms of a and a† have to be
taken into considerations [27]. These terms entail complex
implications to Dicke phase transitions on circuit QED sys-
tems [28, 29].
The relevant Hilbert space is tripartite:
H = Q⊗N × U ×
⊗k∏
Vk, (5)
where each Q = span{|↑〉 , |↓〉} is the internal energy
eigenspace for a qubit, U = span{|0〉 , |1〉 , |2〉 , . . . } is the
Fock eigenspace for the cavity photon, and each Vk =
span{|0〉k , |1〉k , |2〉k , . . . } is the Fock eigenspace for spon-
taneous emitted photon of wave number k. A specific system
state vector, for example, in this tripartite Hilbert space can be
written as
|↓↑↓↓ · · · ↑〉 ⊗ |n〉 ⊗ |{kj}〉 , (6)
where the first subvector denotes the configuration of the
quasi-lattice of qubits, the second that of cavity photon num-
ber, and the third that of the photon momentum radiated by
each qubit in the quasi-lattice.
Following the idea of either Dicke or Tavis-Cummings,
the quasi-lattice can be equally expressed in the angular mo-
mentum space |r,m〉 where r = N/2 = 12 (n↑ + n↓) is
the total quantized spin and m the magnetic moment. m
is also the difference between the number of spin-up qubits
and the number of spin-down qubits in the quasi-lattice, i.e.
m = 12 (n↑ − n↓) ∈ {−r,−r + 1, . . . , r}. Hence, a quasi-
lattice state expressed in |r,m〉 space has the following corre-
spondence to the qubit spin states
|r,m〉 =
√
(r +m)!(r −m)!
2r!
∑
p
Πp
∣∣∣∣∣∣↑↑ · · · ↑︸ ︷︷ ︸
r+m
↓↓ · · · ↓︸ ︷︷ ︸
r−m
〉
,
(7)
where Πp is a permutation operation on the ordered spin state
|↑↑ · · · ↑↓↓ · · · ↓〉 and the summation is over all permutations
of the same m. In other words, the number of permutations is
the degeneracy of the state |r,m〉, which is just the reciprocal
of the constant in front of the summation in Eq. (7).
Corresponding to this angular momentum space represen-
tation of the state of the quasi-lattice, we introduce a set of
total angular momentum operators
Sz =
N−1∑
j=0
σj,z, (8)
S+ =
N−1∑
j=0
cos(jπℓ)σj,+, (9)
and S− = (S+)† to replace the Pauli operators for the individ-
ual qubits. These operators obey the structure of a deformed
SU(2) algebra [30], i.e. we have the commutator become
[S+, S−] = 2Σz (10)
where Σz is an operator function of Sz and σj,z with coeffi-
cients depending on N and the relative spacing ℓ [8]. When
N →∞ and ℓ→ 0, the coefficients in front of σj,z vanish and
Σz = Sz , for which the normal SU(2) algebra is reinstalled.
With the introduction of these operators, the expressions for
Hamiltonians (2)-(3) can be simplified to
Hsys = ωqSz + ωCa¯
†a¯ (11)
Vcav = η(S+a¯+ S−a¯
†) (12)
B. Diagonalizing for polariton
The polariton state is the eigenstate that diagonlizes Hsys+
Vcav by transforming the first two product spaces in Eq. (5).
It arises as the dressed state the quasi-lattice excitation by the
cavity field.
Since the coupling of the quasi-lattice to the cavity is inho-
mogeneous, the polariton state contains implicitly a depen-
dence on the relative spacing ℓ. Following the projection-
deformation (PD) method we have introduced [8, 9], it can
be written as the eigenstate
|u, r〉 =
∑
n
c(u)n |r, u− n;n〉 , (13)
where u denotes the total excitation number. This number u is
shared between n for the photon energy part and m = u − n
for the quasi-lattice excitation part. It can take either integer
or half-integer values since m can be half-integer for odd N
of qubits. The implicit dependence on ℓ is reflected in the
expansion coefficients
c(u)n = P
(u)
n
n/2∑
q=0
fq−
n
2 C
(u)
q , (14)
through the deformation factor
f =
1
2
+
1
4N
(
1 +
sin(2N − 1)πℓ
sinπℓ
)
. (15)
The expression for coefficients in Eq. (14) is found by solv-
ing a recursive relation. Recursively expanding the relation,
each iteration gives a term that has the same factor
P
(u)
n =
∏n−1
j=0 [ε− j∆ω]√
n!(r + u)n(r − u+ 1)n¯ , (16)
4where ε is eigenvalue for the interaction Vcav in Eq. (3) and
∆ω = ωC − ωq is the qubit-cavity detuning. We have used
the Pochhammer symbols xn = x(x− 1) · · · (x− n+ 1) and
xn¯ = x(x + 1) · · · (x + n − 1) to simplify the notation. The
factor C (u)q with a fixed q can be regarded as the contribution
to a u-number excitation mode with q parts of excitation from
in the quasi-lattice alone. Written explicitly, it reads
C
(u)
q =
∑
· · ·
∑
〈j1...jk...jn/2〉
q∏
k=1
(−η2)(jk + 1)×
r + u− jk
v − jk∆ω ·
r − u+ jk + 1
v − (jk + 1)∆ω , (17)
where ,under the multi-dimensional summation,
〈j1 . . . jk . . . jn/2〉 represents the descending index set
{∀k < l : 0 ≤ jl ≤ jk − 2}. For example, for n2 = 2,
the summation is two dimensional, with the first index
j1 ∈ {0, 1, 2} and the second index j2 ∈ {0}. Appendices B
and C of Ref. [8] gives the detailed derivation.
C. Excitation operators in polariton basis
The vector |r,m;n〉 represents the state of the quasi-lattice
and cavity system by denoting the lattice excitation and the
photon state, separately. Whereas the vector |u, r〉 represents
the same combination by denoting the polariton state. Conse-
quently, the part of the total Hamiltonian not relating to spon-
taneous radiation, i.e. Eqs. (11)-(12), can be written in the
polariton basis
Hsys + V cav =
∑
u
Ωu |u, r〉 〈u, r| (18)
where the eigenfrequency Ωu is determined a posteriori by
a recursive relation [9]. The ladder operators S+ and S− in
Vcav, originally indicating the collective excitation from indi-
vidual qubits, should now be written as the off-diagonal ele-
ments of the transition matrix in the transformed basis as well.
To find the expression of the matrix elements, we expand
the bra’s and ket’s of the polariton state vector into the two-
partite form in Eq. (13). We can observe that, even though
there is exchange of energy between the quasi-lattice and the
cavity field, the total number u of excitations is preserved over
the exchange process when we disregard the energy gain and
loss due to spontaneous radiation, as reflected in the interac-
tion of Eq. (4). As a result, the diagonal elements of the transi-
tion matrices for operatorsS+ and S− are zero in the polariton
basis, as we have verified in App. A.
For the non-diagonal elements, we first observe that the
non-uniformity of the quasi-lattice has the effect of reducing
transition amplitudes as photons are more difficult to be either
absorbed or emitted with f ≤ 1:
S+ |r, u− n;n〉
=
√
f(r − u+ n)(r + u− n+ 1) |r, u− n+ 1;n〉 , (19)
0 · · · · · ·
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FIG. 2: Matrix representation of the ladder operator S
−
in the photon
basis, where the non-zero elements are clustered in blocks off the
block-diagonal line.
S− |r, u− n;n〉
=
√
f(r + u− n)(r − u+ n+ 1) |r, u− n− 1;n〉 . (20)
Applying the two operation rules above, the matrix elements
in the polariton basis vanish except for the first off-diagonal
line because of the conservation of energy in the total exci-
tation number u. This gives the raising operator as a lower
off-diagonal matrix
[S+]u,u−1 =
∑
n
c(u)n c
(u−1)
n
√
f(r + u− n)(r − u+ n+ 1),
(21)
and the lowering operator as an upper off-diagonal matrix
[S−]u,u+1 =
∑
n
c(u)n c
(u+1)
n
√
f(r − u+ n)(r + u− n+ 1).
(22)
Since each polariton consists of a series of combinations of
photons and quasi-lattice excitations that sum up to the same
total excitation number, the (u, u− 1)-th non-zero element of
S+ in the polariton basis can be expanded as a u+1 by u block
submatrix in the photon basis of n. This submatrix resides un-
der the (u, u)-th block matrix along the diagonal, making the
transition matrix S+ lower block off-diagonal. Correspond-
ing, S− in the photon basis is upper block off-diagonal, where
the (u, u+1)-th element expands to a u+1 by u+2 submatrix,
as shown in Fig. 2.
III. EQUATIONS OF MOTION
A. Discrete Fourier transform and coupling coefficients
Equipped with Eqs. (21)-(22), we are ready to deal with
the Hamiltonian (4) responsible for radiation. First, we need
to consider the qubit operators σj,+ and σj,− in the polariton
space. This can be done by regarding the operator S+ defined
in Eq. (9) as a discrete cosine transform of {σj,+}. Each σj,+
can then be written as the inverse transform
σj,+ =
1
N
N−1∑
Nl=0
cos(jπl)Sl,+, (23)
5where we have used Nl ∈ {0, · · · , N−1} to denote the index
l ∈ {0, 1N , . . . , N−1N }. j and l hence become a pair of conju-
gate variables for the discrete Fourier transforms such that (9)
and (23) satisfy the orthonormality and unitarity conditions
imposed by Parseval’s theorem.
Interpreted physically, the forward transform regards that
the individual qubit excitations over all j positions constitute
the collective excitation, where those with j at the antinodes
of the cavity field contribute most to the amplitude of the col-
lective excitation. Whereas, the inverse transform implies that
the collective excitations over a set of particular l constitute
an individual excitation at j, where the more l matches with j,
the more it will contribute to the amplitude of the individual
excitation.
We should emphasize that even though l designates length,
its meaning is distinct from ℓ. While ℓ = 2Lq/λp is a fixed
value determined by the physical circuit layout, l is only an
indexing or transform variable that takes value from a discrete
set of numbers.
Substituting the inverse transform of Eq. (23) into Eq. (4),
we have the Hamiltonian in the polariton basis
H =
∑
u
Ωu |u, r〉 〈u, r|+
∑
k
ωka
†
kak+
N−1∑
j,Nl=0
∑
k
gk
N
[
akSl,+ cos(jπl)e
ikrj + h.c.
]
, (24)
for which the system now essentially consists of two parts:
the polaritons and the radiated photons from the polaritons.
Since the collective excitation operator Sl,+ has no depen-
dence on the relative coordinate j, the functions involving j
in the second line of the equation can be summed. Writing the
coordinates rj = jLq = jℓπ/k0 where k0 = 2π/λC is the
momentum of the cavity photon, we find the radiation part of
the Hamiltonian become
Vrad =
N−1∑
Nl=0
∑
k
gk
N
[χl(k)akSl,+ + h.c.] (25)
where the coefficient
χl(k) =
[
1 + eiℓπ(N+1)k/k0 cos l(N − 1)π
− eiℓNπk/k0 cosNlπ − eiℓπk/k0 cos lπ
]/
[
1 + e2iℓπk/k0 − 2eiℓπk/k0 cos lπ
]
(26)
is a function of the momentum k of the radiation photon.
Comparing the interaction term of Eq. (25) with that of
Eq. (4), we observe the original interaction between the indi-
vidual qubits and the radiation is quantified by the dipole-field
coupling amplitude gk only, which depends on the dipole mo-
ment of the qubits and the volume of the cavity. The coeffi-
cient χl(k) shows that an extra gain factor is introduced be-
cause the photons here are radiated from the polaritons instead
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FIG. 3: (Color online) (a) The magnitude and (b) the phase of the
periodic coupling coefficient χl(k), for photons radiated by polari-
tons in the circuit QED system over a frequency range 0 < ωk =
ck < 30GHz. A quasi-lattice of N = 4 qubits with relative spacing
ℓ = 2/3 is assumed, for which l can take four values 0, 1/4, 1/2,
and 3/4.
of the individual qubits. Since the polaritons arises from the
resonance between the quasi-lattice and the cavity, this factor
χl(k) is determined by the geometric structure of the underly-
ing quasi-lattice: the total number of qubits N and the relative
spacing ℓ.
How N and ℓ determines the radiation character of the
mesoscopic system can be illustrated from the simplest non-
trivial example with an N = 4 quasi-lattice, which is experi-
mentally realizable in circuit QED [25]. We take ℓ to be 2/3
for a typical inhomogeneous coupling. Since χl is a com-
plex number, its magnitude and phase are plotted separately
against the radiated photon frequency in Fig. 3. In the Fig-
ure, we have assumed k0 adopt the value based on the first
harmonic given in the multi-qubit circuit by Fink et al [25],
where ωC = ck0 = 6.729GHz.
We observe that the periodicity of the many exponentials in
Eq. (26) makes χl(k) quasi-periodic. The quasi-period is
K =
2k0
ℓ
=
λC
Lq
k0. (27)
For the ℓ = 2/3 case plotted in the figure, the period in
terms of frequency is ωK = 20.2GHz. This quasi-periodicity
matches the zeros of |χl| with the discontinuities of the phase
of χl and the local maxima of |χl| with the zero phase of χl.
In fact, since χl(k) is an entire function of the real variable k,
the real and the imaginary parts of χl(k) obey the Kramers-
Kronig relations if we extend k to the complex plane. This im-
plies an anomalous absorption and dispersion relation of the
radiation spectrum of the polariton due to the inhomogeneous
coupling [31].
The radiation process is therefore either enhanced or sur-
pressed, depending on whether how well the radiation photon
of frequency ωk matches with the resonance between the cav-
ity of frequency ωC and the quasi-lattice of relative spacing
6ℓ. The fact that certain radiation range can be enhanced is be-
cause the photons emitted from these ranges are reabsorbed by
the quasi-lattice before reemitting into the waveguide. From
Eqs. (26)-(27), the number of extrema in χl, indicating the ex-
act matching and the exact mismatching, is determined by the
number of qubits N while the distance in k between two such
extrema is determined by the relative spacing ℓ.
In other words, we expect the polariton radiation on a quasi-
lattice of superconducting qubits provides a selective spec-
trum of radiation according not only to the eigenenergy of
the qubits, but also to their geometric layout in the circuit.
The quasi-periodic character is unique to the mesoscopic na-
ture of the circuit QED system. For in an atomic lattice, the
equivalent inter-atom spacing Lq approaches zero. The cor-
responding quasi-period K defined by Eq. (27) will approach
infinity and the periodicity vanishes.
B. Equations of motion
To study how exactly the varying interaction coefficient af-
fects the radiation spectrum, we derive the equation of motion
of the polariton here and compute its decay rate in the follow-
ing section.
Introducing the eigenfrequency ωk = ck for the radiation
photon, the Hamiltonian in the interaction picture between the
polariton and the radiation photon reads (see App. B for dis-
cussion)
H ′int(t) =
N−1∑
Nl=0
∑
k
gk
N
[
χl(k)akSl,+e
−i(ωq−ωk)t + h.c.
]
.
(28)
To study the low-energy dynamics of multi-atom systems with
weak coupling, it is customary to look at the Schroedinger
equations of the lowest excited product states: states with ei-
ther one excited atom across the lattice and zero photon or no
excited atom and one photon [16–18]. In the polariton basis,
these two states translate into the 0-excitation state and the
1-excitation state of the dressed quasi-lattice
|ψ(t)〉 = α(t) |1, r〉 ⊗ |0〉+
∑
k
βk(t) |0, r〉 ⊗ |1k〉 , (29)
which couple, respectively, to the zero and the one radiated
photon state. The radiated photons are indexed by their mo-
mentum k.
Applying Schrdinger equation with the Hamiltonian (28) to
this state, we find a pair of coupled equations of motion for
the two coefficients of the state vector
dα
dt
= −i
N−1∑
Nl=0
∑
k
gk
N
βkχl(k)[Sl,+]e
−i(ωq−ωk)t (30)
dβk
dt
= −i
N−1∑
Nl=0
gk
N
αχ∗l (k)[Sl,−]e
i(ωq−ωk)t (31)
where [S+] and [S−] are the matrix elements given by
Eq. (21)-(22) for the transitions between 0-excitation state and
1-excitation state.
We note here that the coupled equations of motion are not
dissimilar to those originally given for the radiation of atomic
lattices. The fact that it is the polaritons undergoing the ra-
diation is reflected by two changes to the original equations:
(i) the amplitude of radiation is controlled by the extra factor
χl(k) and (ii) the radiated photon is not contributed by a sin-
gle excitation, but by a group of them with non-zero transition
probabilities distributed in [Sl,±]. The weight of each contri-
bution is determined by the deformation factor f and thus by
the relative spacing ℓ of the quasi-lattice.
To solve the coupled equations of polariton dynamics, con-
sider that the dipole-field exchange of excitation of each qubit
is a much slower process than the photon oscillation in the
cavity. That means mathematically the variation of the func-
tion α(t) is adiabatic compared to the propagating functions
eiωkt and eiωqt of the photons. In other words, the change of
α(t) can be computed from the average of the temporal expo-
nentials. We hence combine Eqs. (30)-(31) and apply Markov
approximation to arrive at the equation
α˙ = −
∑
k
g2k|s(k)|2α(t)
ˆ t
0
dτ e−i(ωq−ωk)(t−τ), (32)
where we have used the notation
s(k) =
1
N
N−1∑
Nl=0
χl(k)[Sl,+]. (33)
The application of Markov approximation also accords with
Wigner-Weisskopf’s original treatment of atomic decay, by
assuming the decaying function be exponential. That is, the
exponetial function α(τ) ≈ e−γτ/2 would be a much slower
process than the oscillating function e−iωτ . We follow this
line of thought and derive the decay of polariton in the next
section.
IV. WIGNER-WEISSKOPF APPROXIMATION AND
DECAY RATE
A. Wigner-Weisskopf approximation
The approximation of Wigner-Weisskopf assumes a contin-
uous radiation spectrum, so the summation over momentum k
can be extended to an integral and Eq. (32) reads
d
dt
α(t) = −λC
2π
ˆ
dk g2k|s(k)|2α(t)
1 − e−i(ωq−ωk)t
i(ωq − ωk) . (34)
At steady state (t→∞), the last factor with the exponential
can be replaced by a principal value and a delta function
1− e−i(ωq−ωk)t
i(ωq − ωk) = −i
P
ωq − ωk + πδ(ωq − ωk). (35)
Replacing this factor into Eq. (34), we get
d
dt
α(t) = α(t)
λC
2πc
{
iP
ˆ
dk
g2k|s(k)|2
kq − k − πg
2
kq |s(kq)|2
}
(36)
7where the principle value of the first term integral is an integral
avoiding the singularities, one of which resides at kq.
Since the matrix elements of S+ and S− are independent
of k and χl(k) is an entire function of k, s(k) in Eq. (33) will
not contribute any singularity. The only other source of sin-
gularity is the interaction coefficient gk. For atomic systems
in semiclassical treatments for Wigner-Weisskopf approxima-
tion, gk can be regarded as a constant [32]. But here, since
we treat the spontaneous radiation field as a quantum field in
Eq. (4), we adopt the coupling coefficient to be (~ = 1) [33]
g2k =
ω2qµ
2
2ǫωkV
=
ck2qµ
2
2ǫkV
, (37)
where, for the circuit QED system, µ denotes the dipole mo-
ment of each qubit and ǫ the dielectric constant of the waveg-
uide. V originally designates the volume of the cavity photon,
roughly the box size of the optical cavity. For a supercon-
ducting circuit, V corresponds to the volume of the stripline
resonator.
We see g2k is an inverse function of k and it contributes the
other singularity k = 0 to Eq. (36). Extending the real vari-
able k to the complex plane, we are able to compute the inte-
gral by replacing the principal value of an integral over the real
line with a contour integral over a closed loop. Since the sin-
gularities only lie on the real line, the contour integral vanish
except for the path along a small semicircle above the singu-
larities. See App. C for the derivation and the proof that the
integral converges. Finally, the equation of motion becomes
d
dt
α(t) = −α(t)λCkqµ
2
4ǫV
{
2 |s(kq)|2 − |s(0)|2
}
(38)
B. Decay rate
From Eq. (38), we derive the decay rate
γ =
kqµ
2
4ǫA
{
2 |s(kq)|2 − |s(0)|2
}
(39)
where A denotes the cross-section area of the stripline res-
onator.
To interpret the expression of the decay rate, we look at its
limiting form. Note that the factor s(k), being a function of
χl(k) and thus of k, also depends on ℓ when k 6= 0. If the
polariton radiation was occurring on an atomic ensemble, this
relative spacing ℓ would approach zero and s(kq) is identical
to s(0), which leaves the brace of Eq. (39) with only one term
|s(0)|2. Furthermore, for an atomic ensemble in a dielectric,
the atomic number N approaches infinity and χl(k) = 1/2
since the two cosines with N in their arguments cancel out at
the large-N limit. Consequently, |s(0)|2 becomes a summa-
tion of [Sl,+][Sl,−] over all l. In other words, the decay rate
γ falls back to a sum rule summing all transitions back to the
ground state, which is no different from the usual result we
have for atomic radiation using Wigner-Weisskopf approxi-
mation.
When we have ℓ 6= 0 for a quasi-lattice of qubits, |s(kq)| 6=
|s(0)|. Whether this mesoscopic system will have a larger
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FIG. 4: Plot of the decay rate of a function of (a) the relative spacing
ℓ and (b) the qubit frequency ωq.
or smaller decay rate than microscopic atomic ensemble de-
pends on whether |s(kq)| is larger or smaller than |s(0)|.
In other words, the decay is largely determined by the fre-
quency ωq and the relative spacing ℓ of the qubits in the
quasi-lattice. We illustrate the scenario through the four-qubit
(r = 2) quasi-lattice case in Fig. 4. The ground state |0, r〉
corresponds to u = −2 and the excited state |1, r〉 corre-
sponds to u = −1. The former is composed of a single
state |r, u− n;n〉 = |2,−2; 0〉 in the basis before the trans-
formation of Eq. (13) and the latter is composed of two states:
|2,−2; 1〉, where the excitation resides in the cavity field, and
|2,−1; 0〉, where the excitation resides in the quasi-lattice.
Then according to Eq. (21), S+ for the ground to the excited
state transition consists of a single entity 2
√
fc
(−1)
0 c
(−2)
0 . Us-
ing the method outline in App. D for finding c(−1)0 and c
(−2)
0 ,
we have
[Sl,+] =
4ηf√
ε2 + 4η2f
(40)
where ε is the Stark splitting, separating the substates in the
one-polariton clustered state, i.e.
ε =
1
2
[
∆ω ±
√
∆ω2 + 16η2f
]
. (41)
Using Eq. (40) for |s(kq)| and |s(0)|, the decay rate as a
function of both ℓ and ωq is plotted in Fig. 4. The plot in
part (a) shows a symmetric decay rate about the qubit spac-
ing. At the two limiting ends with ℓ = 0 and ℓ = 1 where
the coupling factor cos(jπℓ) falls back to 1, all qubits in the
quasi-lattice are maximally coupled to the cavity field. Under
such a circumstance, each qubit is equally excited and has the
least probability to reabsorb radiated photons, resulting in a
minimal probability of spontaneous radiation and the slowest
8decay. On the contrary, at the middle ground with ℓ = 1/2,
only half of the qubits (the qubits at the antinodes) are coupled
to the cavity field while the other half (the qubits at the nodes)
are never excited by the cavity photon. The latter half are all
open to reabsorbed the photons emitted from the former half,
maximizing the likelihood of spontaneous emission across the
qubits and giving the largest decay rate for the quasi-lattice.
The inhomogeneous coupling here unevenly excites every
other qubit. When the population of every other qubit is fully
inverted, the spin moment m of the entire quasi-lattice would
become zero. Following Dicke’s argument [11], this results
in a radiated intensity proportional to N2 (
N
2 + 1), i.e. super-
radiance. The prediction of a strong but short radiation pulse
matches the largest decay rate predicted here.
From the plot in Fig. 4(b), we see the decay also matches
with the selective radiation we derived in Sec. IIIA. At the
quasi-period K of Eq. (27) or half of it, the quasi-lattice are
resonant with the cavity where the emitted photons have the
highest probability of being trapped in the cavity and reab-
sorbed by the quasi-lattice, giving a minimal decay rate. At
the non-resonant cases, the photons emitting into the waveg-
uide increase and thus the decay increases.
V. CONCLUSION AND DISCUSSIONS
We study the formation of polaritons in a quasi-lattice of su-
perconducting qubits, that is a linear chain of qubits with inho-
mogeneous coupling to a cavity field in a stripline resonator.
We show that the radiation of the quasi-lattice polariton is
different from that of an atomic lattice: the radiation ampli-
tude can be either enhanced or lowered over the radiation fre-
quency, depending on the resonance between the polariton and
the radiated photon. This amplitude shows a quasi-periodicity
determined by the structure of the quasi-lattice. Further, we
find that the decay of the polariton excited states also depends
on the structure of the quasi-lattice, in particular its spacing ℓ
between the qubits relative to the cavity wavelength. The de-
cay obtains its maximum when the qubits in the quasi-lattice
are alternatively excited by the cavity field. These unique fea-
tures demonstrate the distinction of the mesocopic nature of
superconducting qubit systems as opposed to the microscopic
atoms they emulate.
In addition, since superconducting qubit circuits have
played a great role in the development of quantum compu-
tation, the ability to filter quantum signals selectively using a
set of such qubits will benefit the designs of sophisticated pro-
cessing devices for quantum signals. For example, when the
qubits are replaced by three-level systems fabricated on su-
perconducting circuits, sophisticated photon detectors can be
implemented [34, 35]. Further, it was shown coherent photon
transport can be realized on coplanar waveguides with embed-
ded atoms [36]. Henceforth, if we regard the quasi-lattice as a
mediating device in the coplanar waveguide, complex control
over photon transports by the structure of the quasi-lattice is
very likely to occur.
Overall, the study we present here aims to lay the ground-
work for the physics of many-qubit systems in a circuit cavity.
We expect that more interesting physical phenomena will be
discovered when more variables are added to the system, es-
pecially those quantum optical effects emulatable in a super-
conducting qubit circuit [5]. It was found that, for example, a
single qubit can be dressed by the cavity field to form an effec-
tive three-level system. When a strong coherent field is added
to drive this three-level system, tunable electromagnetically
induced transparency and absorption can be achieved due to
the tunable dressed relaxations [37]. We can resonably expect
that the situation would be much more complex if the quasi-
lattice is driven by the coherent field. For example, while the
current experiments only demonstrate the stimulated emission
on a single qubit [38, 39] similar to those in atomic optics, the
extension to a quasi-lattice of qubits might lead to new pat-
terns of stimulated emission. And the quasi-lattice of qubits
is experimentally accessible using current technologies.
Another direction worth investigating is to consider that the
eigenfrequencies of the qubits are also non-uniform. In this
case, the deformed SU(2) algebra formed by the quasi-lattice
would need further generalizations. One way to include this
non-uniformity into the deformed algebra is through the sta-
tistical approach similar to what we have adopted for quasi-
lattices with non-uniform spacings in Ref. [9], where the vari-
ations are measured by a pair of mean variance. These two
parameters can then be included in the deformation factor that
describes the quasi-lattice. We hope to extend this considera-
tion and give a more detailed study in a future paper.
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Appendix A: Matrix elements of the excitation operator
To verify that the diagonal elements of S+ in the polariton
basis vanish, consider for arbitrary u
[S+]uu = 〈u, r|S+ |u, r〉
=
∑
m,n
c∗mcn 〈m; r, u−m|S+ |n; r, u− n〉
=
∑
m,n
c∗mcn
√
f(r − u+ n)(r + u− n+ 1)
×〈m; r, u−m|n;u− n+ 1〉
where the inner product in the last line equals to the Kro-
necker product δmnδu−m,u−n+1. Since m cannot simulta-
neously equal to both n and n + 1, the diagonal elements
[S+]uu = 0 for any u. Similar arguments also apply to the
conjugate S−.
9For the non-diagonal elements with u 6= v, we expand the
bra’s and ket’s using Eq. (13) to get
[S+]uv = 〈u, r|S+ |v, r〉
=
∑
m,n
c(u)∗m c
(v)
n 〈r, u−m;m|S+ |r, v − n;n〉
=
∑
m,n
c(u)∗m c
(v)
n
√
f(r − v + n)(r + v − n+ 1)
× δm,nδu−m,v−n+1
=
∑
n
c(u)∗n c
(v)
n
√
f(r − v + n)(r + v − n+ 1)δu,v+1.
The last line in the expansion demands that except for the first
off-diagonal, all other off-diagonal elements vanish, thus giv-
ing the expression in Eq. (21). Following the same logic, the
lowering ladder operator has also only the first off-diagonal
elements.
[S−]uv = 〈u, r|S− |v, r〉
=
∑
m,n
c(u)∗m c
(v)
n 〈r, u−m;m|S− |r, v − n;n〉
=
∑
m,n
c(u)∗m c
(v)
n
√
f(r + v − n)(r − v + n+ 1)
× δm,nδu−m,v−n−1
=
∑
n
c(u)∗n c
(v)
n
√
f(r + v − n)(r − v + n+ 1)δu,v−1,
giving the expression of Eq. (22).
Appendix B: Commutation relations of the deformed operators
For the operators {Sz, S+, S−} of the collective excitations
on the quasi-lattice, their structure of deformed SU(2) algebra
breaks one of the commutation relation: [S+, S−] 6= 2Sz .
However, the other two commutation relations are preserved:
[Sz, S±] = ±S±.
See App. A of Ref. [8] for a detailed derivation and discussion.
In the transformed polariton basis, S+ is expressed using
Eq. (19) and Eq. (21). We can see the commutation relation
becomes[∑
u
Ωu |u, r〉 〈u, r| , S+
]
=
∑
u,v
Ωu[S+]v,v−1 [|u, r〉 〈v − 1, r| δu,v − |v, r〉 〈u, r| δv−1,u]
=
∑
u
Ωu
{
[S+]u,u−1 |u, r〉 〈u− 1, r|
− [S+]u+1,u |u+ 1, r〉 〈u, r|
}
=
∑
u
(Ωu − Ωu−1)[S+]u,u−1 |u, r〉 〈u− 1, r|
=ωqS+ +
∑
u
(εu − εu−1)[S+]u,u−1 |u, r〉 〈u− 1, r| ,
where we have broken up each polariton eigenfrequency Ωu
into two parts: the excitation energy part uωq and the lattice-
photon interaction part εu [9]. The latter accounts for fine
splittings due to the interaction of each cluster energy level
uωq. It is determined by the coupling strength η and the detun-
ing ∆ω. For low excitation number u, its value is less affected
by the number u and the difference between two consecutive
ones is minimal as compared to ωq, i.e. εu − εu−1 ≪ ωq.
Therefore, we can consider the commutation relation for
S+ still preserves after the transformation to the polariton ba-
sis. Normal Baker-Hausdorff formula can then be applied to
obtain the Hamiltonian in the interaction picture as in Eq. (28).
Appendix C: Convergence in Wigner-Weisskopf approximation
First, substituting the expression of g2k into Eq. (36), we
have the equation of motion
d
dt
α(t) = α(t)
λCk
2
qµ
2
4πǫV
[
P
ˆ
dk
|s(k)|2
ik(k − kq) −
π
kq
|s(kq)|2
]
.
(C1)
When extending the integration variable k to the complex
plane of variable z, the principal value avoids the singular-
ity at z = 0, effectively setting the integral as the difference
of two integrals
P
ˆ
dz = lim
ǫ→0
[ˆ −ǫ
−∞
+
ˆ ∞
ǫ
]
dz =
˛
dz −
ˆ
sc
dz (C2)
where
¸
indicates a closed contour integral with an infinite-
radius arc in the upper complex plane and
´
sc
indicates a path
integral along a small semi-circle over z = 0.
To verify the path along the infinite-radius arc does not con-
tribute to the integration, we can first decompose the fraction
to have
ˆ
dk
|s(k)|2
ik(k − kq) =
i
kq
ˆ
dk
[ |s(k)|2
k
− |s(k)|
2
k − kq
]
(C3)
where |s(k)|2 is a sum of |χl(k)|2. It is not necessary to
prove the convergence of the integral from χl(k) directly.
Since χl(k) is a finite sum of the exponential eikrj , we can
simply verify that, in the modulus |χl(k)|2, each product
term eik(rj−rj′ ) be convergent with the integration along the
infinite-radius arc. That is,
ˆ
dk
eik(j−j
′)Lq
k
=
ˆ
arc
dz
eiz
z
= lim
|z|→∞
ˆ π
0
dθ|z|ieiθ exp{i|z|e
iθ}
|z|eiθ
= lim
|z|→∞
i
ˆ π
0
dθ
[
ei|z| cos θe−|z| sin θ
]
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For Ho¨lder’s inequality, we see the modulus is upper-bounded∣∣∣∣
ˆ
arc
∣∣∣∣ ≤ lim|z|→∞
ˆ π
0
dθ
∣∣∣ei|z| cos θ∣∣∣ · ∣∣∣e−|z| sin θ∣∣∣
= lim
|z|→∞
ˆ π
0
dθ
∣∣∣e−|z| sin θ∣∣∣
= lim
|z|→∞
2
ˆ π/2
0
dθe−|z| sin θ.
Furthermore, the integral vanishes when the limit is taken.
Observe that for θ ∈ (0, π/2), the exponential function above
is monotonically non-decreasing. Since the sine function in
the first quadrant is always greater than the diagonal line, i.e.
|z| sin θ > |z| θπ/2 , by exponentiating both sides, we have
e−|z| sin θ < e−2|z|θ/π.
The right hand side can be easily integrated such that∣∣∣∣
ˆ
arc
∣∣∣∣ < lim|z|→∞ 2
ˆ π/2
0
e−2|z|θ/π
= lim
|z|→∞
π
|z| (1− e
−|z|).
When the limit is taken, we see the path integral vanishes.
For the second term in Eq. (C3), we see it is identical to the
first term up to an exponential factor:ˆ
dk
eik(j−j
′)Lq
k − kq = e
ikq(j−j
′)Lq
ˆ
arc
dz
eiz
z
where z = k − kq, i.e. k is extended to the complex with
a translated origin at k = kq. Similarly, it will also vanish
at |z| → ∞. The proof that the contour integral in Eq. (C2)
vanishes is now completed and the only contribution to the
principal value is the second integral at |z| → 0.
For this integral along a small semicircle above the singu-
larities, we compute the contribution by each exponential in
|s(k)|2. For the first term in Eq. (C3),ˆ
sc
dz
eiz
z
= lim
|z|→0
i
ˆ 0
π
dθ
[
ei|z| cos θe−|z| sin θ
]
= −iπ.
The second term has the identical result with the same extra
exponential factor as above, henceˆ
dk
eik(rj−rj′ )
ik(k − kq) =
π
kq
[
1− eikq(j−j′)Lq
]
For the total contribution of |s(k)|2, we then have
P
ˆ
dk
|s(k)|2
ik(k − kq)
=
π
N2kq
N−1∑
Nl,Nl′
N−1∑
j,j′
cos(jπl) cos(jπl′)
[
1− eikq(j−j′)Lq
]
[Sl,+]10[Sl′,−]01
=
π
N2kq
N−1∑
Nl,Nl′
[χl(0)χl′(0)− χl(kq)χ∗l′(kq)] [Sl,+]10[Sl′,−]01
=
π
kq
{|s(0)|2 − |s(kq)|2}
Plugging the above result into Eq. (C1), we see the terms
about kq will cancel out and arrive at the equation of mo-
tion (38).
Appendix D: Deriving the coefficients for one-excitation in
N = 4 quasi-lattice
For a N = 4 quasi-lattice, we have the total spin r = 2
and the magnetic moment m ∈ {−2,−1, 0, 1, 2}. Since we
confine ourselves to the discussion of the ground and the first
excited state, i.e. the excitation number u being −2 and −1,
respectively, there are three possible combinations of n and m
that satisfies n +m = u. For the ground state u = −2, we
have one configuration in the expansion of Eq. (13), so
c
(−2)
0 = 1.
For the coefficients in the expansion of the first excited
polariton state, we can either plugging in the numbers into
Eq. (14) or follow the routine of finding a set of difference
equations [8]. In this case, the latter is simpler and we have
c
(−1)
1 =
ε
2η
√
f
c
(−1)
0 ,
0 =
ε−∆ω
η
√
2f
c
(−1)
1 −
√
2c
(−1)
0 .
Combining these two equations, we find a quadratic equation
for ε
ε2 −∆ωε− 4η2f = 0,
the solution of which is given in Eq. (41).
Further, using the normality condition for the superposition
coefficients, we get
c
(−1)
0 =
√
4η2f
ε2 + 4η2f
,
c
(−1)
1 =
√
ε2
ε2 + 4η2f
.
Then, substituting the coefficients into the expression
2
√
fc
(−1)
0 c
(−2)
0 for [Sl,+], we arrive at Eq. (40).
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