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Abstract
The paper presents the combination of the model-free control technique with two popular non-
linear control techniques, sliding mode control and fuzzy control. Two data-driven model-free
sliding mode control structures and one data-driven model-free fuzzy control structure are given.
The data-driven model-free sliding mode control structures are built upon a model-free intelligent
Proportional-Integral (iPI) control system structure, where an augmented control signal is inserted
in the iPI control law to deal with the error dynamics in terms of sliding mode control. The
data-driven model-free fuzzy control structure is developed by fuzzifying the PI component of the
continuous-time iPI control law. The design approaches of the data-driven model-free control al-
gorithms are offered. The data-driven model-free control algorithms are validated as controllers by
real-time experiments conducted on 3D crane system laboratory equipment.
Keywords: data-driven model-free fuzzy control; data-driven model-free sliding mode control;
model-free control; 3D crane systems.
1 Introduction
Data-driven control is an alternative to model-based control, which is based on model-free con-
troller tuning, where little information on process models is used, and practically considering that no
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parametric process model is involved. Few iterations or even a single one are usually used in model-free
controller tuning. The most successful data-driven model-free control techniques in authors’ opinion
are: Iterative Feedback Tuning (IFT) [28], [61], [35], Model-Free Adaptive Control (MFAC) [29],
[84], Simultaneous Perturbation Stochastic Approximation [73], [85], Correlation-based Tuning [39],
[69], Frequency Domain Tuning [38], [12], and adaptive online IFT [43]. These techniques carry out
the iterative experiment-based update of controller parameters; however, non-iterative techniques are
also popular as Model-Free Control (MFC) [19], [20] expressed as intelligent Proportional-Integral
(iPI) control, intelligent Proportional-Derivative (iPD) control and intelligent Proportional-Integral-
Derivative (iPID) control, Virtual Reference Feedback Tuning (VRFT) [8], [22], Active Disturbance
Rejection Control (ADRC) [25], [64], data-driven predictive control [36], [42], unfalsified control [68],
[32], and Data-Driven Inversion Based Control [46], [24]. A review on data-driven control is conducted
in [30], and a different view is pointed out in [76] and outlined in [55], stating that here is no need
to make the a priori assumption of persistency of excitation on the system input; instead, equivalent
conditions are studied on the given data under which different analysis and control problems can be
solved, revealing situations in which a controller can be tuned from data even though unique system
identification is impossible.
Fuzzy control, as a relatively easily understandable nonlinear control technique and important
application of fuzzy sets and systems due to Lotfi A. Zadeh, is transparent versus other similar tech-
niques including those specific to artificial intelligence as, for example, neural network ones, because
it can incorporate designer’s knowledge and experience. In addition, the sensitivity with respect to
modifications of controller and process parameters can be discussed by the appropriate development of
sensitivity models [53], [60], [54], [51]. However, as pointed out in [55] and [15], the heuristic approach
to design fuzzy controllers is compensated by the systematic design of fuzzy controllers [52], [50], [27],
[45]. Model-based fuzzy control and optimal tuning represent two viable directions to the systematic
design of fuzzy controllers, requiring the stability guarantee of fuzzy control systems. A discussion on
the fresh directions in the stability analysis and stable design of fuzzy control systems is carried out in
[55], and some representative results in this regard are reported in[81], [83], [71]. Classical and recent
applications of fuzzy control are exemplified in [23], [3], [33], [47], [41], [5], [7], [59].
The advantages of fuzzy control and data-driven model-free control are exploited by the devel-
opment of different combinations of both algorithms. These combinations include H∞ fuzzy control
[82], fault tolerant fuzzy control [72], parameterized data-driven fuzzy control [37], data-driven inter-
pretable fuzzy control [34], MFC merged with Proportional-Derivative Takagi-Sugeno fuzzy control
[63], [67], MFAC merged with Proportional-Derivative Takagi-Sugeno fuzzy control [62], [66], ADRC
mixed with Proportional-Derivative Takagi-Sugeno fuzzy control[65] and also tuned by VRFT [18],
fuzzy logic-based adaptive ADRC [75], and data-driven arithmetic fuzzy control using the distending
function [14].
The effects of data-driven model-free control are also leveraged with those of another popular
nonlinear control technique, namely sliding mode control, resulting in mixed data-driven and sliding
mode control techniques, briefly pointed out as follows. Sliding mode control is combined with iPI
control in [56] and applied to servo systems, next to reverse osmosis desalination plants [77], also
formulated as iPD control in [79] and applied to quadrotor systems. A second version of sliding mode
control combined with iPI control is suggested in [57] and applied along with that given in [56] to twin
rotor aerodynamic systems. Sliding mode control mixed with MFAC is proposed in [80] and applied
to robotic exoskeletons. Model-free sliding mode control based on linear regression estimation and
optimization is discussed in [16] and applied in [17] to blood glucose control. Sliding mode control
is designed by adaptive dynamic programming in [18]. A comparison of several model-free control
algorithms in a quadrotor system application is performed in [70]. The combination of discrete-time
sliding mode control and MFAC is treated in [9].
This paper offers two contributions with respect to the literature in the field. First, it applies
the data-driven model-free sliding mode controllers built upon continuous-time iPI control in the
first version in [56], [77] and [57] and the second version in [57] to different challenging nonlinear
processes, i.e. three-degree-of-freedom (3D) crane systems. Second, a novel data-driven model-free
fuzzy controller is developed by fuzzifying the Proportional-Integral (PI) component of the continuous-
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time iPI control law. The fuzzy component of the data-driven model-free fuzzy controller, expressed in
Takagi-Sugeno form, ensures the bump-less interpolator between three separately designed continuous-
time iPI controllers by placing them in the rule consequents. The correct comparison of all controllers is
done in terms of the optimal tuning of their free parameters using an appropriately defined optimization
problem solved by a metaheuristic Grey Wolf Optimizer (GWO) algorithm, which makes use of the
process model in the evaluation of the objective function.
The paper is organized as follows: the iPI controller and the data-driven model-free sliding mode
controllers based on it are briefly presented in the next Section. The proposed data-driven model-free
fuzzy controller is developed in Section 3. The real-time experimental results focused on the position
control of 3D crane system laboratory equipment are offered in Section 4 and the conclusions are
highlighted in Section 5.
2 Intelligent Proportional-Integral controller and data-driven model-
free sliding mode controllers
The continuous-time first-order local process model involved in the design of the iPI controller is
[19], [20], [21]
ẏ(t) = F (t) + α u(t), (1)
where F (t) is a function that includes the effects of unmodeled dynamics and disturbances, which is
estimated using information from the control signal u(t) and the controlled output y(t), and α > 0
is a design parameter, chosen by the user such that to ensure the same order of magnitude for ẏ(t)
and α u(t). Defining the tracking error e(t) as
e(t) = y(t)− r(t), (2)











(−F̂ (t) + ṙ(t)− uPI(t)),




to point out the PI controller component included, with the output uPI(t) and the transfer function
C(s)




where KP is the proportional gain of the PI controller, KI is the integral gain of the PI controller,
and F̂ (t) is the estimate of F (t) expressed in terms of the following modification of (1) [57]:
F̂ (t) = ˆ̇y(t)− α u(t). (6)
A first-order derivative plus low-pass filter is suggested in [62] in the practical estimation of the
derivates of the controlled output y(t) in (1) and the reference trajectory r(t) in (3). The transfer
function of that filter is F (s) [57]
F (s) = KLp1s1 + TLp1s
, (7)
where KLp1 is the filter gain and TLp1 is the filter time constant. These two filter parameters should
be chosen according to the recommendation formulated in [57] in order to obtain accurate derivative
estimates characterized by small estimation errors and derivatives smoothing, as a compromise to
noise reduction and the delay it induces. This filter generates both ṙ(t) in (4) (the filtered derivative
of r(t)) and the estimate of ẏ(t), with the notation ˆ̇y(t), which leads to (6) [57].
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The MFC structure with iPI controller is presented in Figure 1, and details on the dynamics of
the control system structure are given in [57]. The estimation error eest(t) of F (t), whose value is
considered negligible in the design, is defined as [57]
eest(t) = ẏ(t)− ˆ̇y(t) = F (t)− ˆF (t). (8)
Figure 1: MFC structure with iPI controller [62]
As shown in Figure 1 and (2), the tracking error equals the minus control error. This solution to
present the theory was adopted in accordance with the seminal papers on MFC [19], [20] and [21],
and also to simplify the control system structures that will be presented as follows in order to avoid
the need of many minuses.
The design approach of the iPI controller consists of the following steps:
Step iPI1. Set the design parameter α > 0 such that the terms ẏ(t) and α u(t) have the same
order of magnitude.
Step iPI2. Choose the parameters of the first-order derivative plus low-pass filter with the transfer
function F (s) in (7), such that to respect the recommendation given above.
Step iPI3. Tune the parameters KP and KI of the PI controller component of the iPI controller.
These parameters are optimally tuned as solutions to the optimization problems defined in Section 4
and solved in terms of GWO.
The first data-driven model-free sliding mode controller is developed in [56] and [57], and the












where T > 0 is the design parameter that prescribes the desired behavior of the control system on the




e(τ)dτ + T e(t), (10)
eest max is the upper bound of |eest(t)| [57]
|eest(t)|≤ eestmax, (11)
and the nonlinear switching term in (9) specific to the correction control signal that guarantees the
fulfillment of the sliding mode reaching and existence condition [57]
σ(t) σ̇(t) < 0 (12)




sat(σ(t), ε) = η
α T

−1 if σ(t) < −ε,
σ(t)
ε if |σ(t)|≤ ε,
1 if σ(t) > ε,
(13)
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where η > 0 is the convergence factor and the ε > 0 is the boundary layer thickness.
The control system structure with first data-driven model-free sliding mode controller is illustrated
in Figure 2. The theoretical justification of the design, which makes use of a Lyapunov function
candidate, is offered in [56] and [57].
Figure 2: Control system structure with first data-driven model-free sliding mode controller [62]
The design approach of the first data-driven model-free sliding mode controller consists of the
following steps as a modification of the approach given in [57], where SM indicates Sliding Mode and
the first digit 1 indicates this first controller:
Step SM1.1. Set the design parameter α > 0 such that the terms ẏ(t) and α u(t) have the same
order of magnitude.
Step SM1.2. Choose the parameters of the first-order derivative plus low-pass filter with the
transfer function F (s) in (7), such that to respect the recommendation given at the iPI controller.
Step SM1.3. Tune the parameters eestmax, T , η and ε of the first data-driven model-free sliding
mode controller. These parameters are optimally tuned as solutions to the optimization problems
defined in Section 4 and solved in terms of GWO. The parameters η > 0 and ε > 0 should fulfill the
conditions [57]
|σ(t)| η > 2 T eestmax, (14)
0 = −η σ∞
ε
+ T [eest∞ − eestmax], (15)
where eest∞ is the steady-state estimation error.
The second data-driven model-free sliding mode controller is developed in [57], and the expression










δαT + ψ + T eest max + |KIT
∫ t






where ψ > 0 and δ > 0 are design parameters inserted in [57] in order to ensure the fulfillment of the
sliding mode reaching and existence condition (12). The parameter ψ is a reserve in the fulfillment of
this condition, and it is recommended in this regard in [57] that δ should be large enough to suppress
all bounded uncertainties and unstructured system dynamics.
The control system structure with second data-driven model-free sliding mode controller is pre-
sented in Figure 3. The theoretical justification of the design is given in [57].
The design approach of the second data-driven model-free sliding mode controller consists of the
following steps as a modification of the approach given in [57], where the first digit 2 indicates this
second controller:
Step SM2.1. Set the design parameter α > 0 such that the terms ẏ(t) and α u(t) have the same
order of magnitude.
https://doi.org/10.15837/ijccc.2021.1.4076 6
Figure 3: Control system structure with second data-driven model-free sliding mode controller [57]
Step SM2.2. Choose the parameters of the first-order derivative plus low-pass filter with the
transfer function F (s) in (7), such that to respect the recommendation given at the iPI controller.
Step SM2.3. Tune the parameters KP and KI of the PI controller component and the parameters
eestmax, T , ψ and δ of the second data-driven model-free sliding mode controller. These parameters
are optimally tuned as solutions to the optimization problems defined in Section 4 and solved in terms
of GWO. The parameters ψ > 0 and δ > 0 should fulfill the steady-state condition [57]
KIT
∫ t
0 e(τ)dτ + (KPT − 1 ) e(t) + (ψ + |KIT
∫ t
0 e(τ)dτ + (KPT − 1)e(t)|
+T eest max + αTδ)sgn(σ(t)) = T eest∞.
(17)
3 Data-driven model-free fuzzy controller
The data-driven model-free fuzzy controller is built upon the expression (4) of the control law of






for the input and also scheduling variables z1(t) and z2(t) of the continuous-time data-driven model-
free fuzzy controller in Takagi-Sugeno form, the expression of the output uPI(t) of the PI controller
component in (4) becomes
uPI(t) = KP z2(t) +KIz1(t). (19)
The output uPI(t) of the PI controller component given in (19) is replaced by the output uTISO−FC(t)
of the data-driven model-free fuzzy controller, where TISO-FC indicates a Two Inputs-Single Output
Fuzzy Controller. The control system structure with data-driven model-free fuzzy controller is illus-
trated in Figure 4. The input membership functions are also given in Figure 4.
The fuzzy component of the data-driven model-free fuzzy controller is designed around the nonlin-
ear TISO-FC (the strictly speaking fuzzy controller), with the parameters Bz1 > 0 and Bz2 > 0 of the
input membership functions. The inference engine of TISO-FC uses the SUM and PROD operators,
and the rule base is presented in Table 1, with the rule consequents
uPI(t) = KP z2(t) +KIz1(t),
Φi(t) = σiuPI(t), i = 1 . . . 3,
(20)
which point out the three tuning parameters σ1, σ2 and σ3. More linear controllers can be used in the
rule consequents, however the purpose is to get cost-effective fuzzy controllers. Table 1 shows that the
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Figure 4: Control system structure with data-driven model-free fuzzy controller and input (scheduling)
membership functions
rule base consists of only three rules, which make the fuzzy component of the controller behave, as
specified in Section 1, as a bump-less interpolator between three separately designed continuous-time
PI controllers placed in the rule consequents. The weighted sum method is used in the defuzzification
module of TISO-FC.
Table 1




PS Φ2(t) Φ2(t) Φ3(t)
ZE Φ1(t) Φ2(t) Φ1(t)
NS Φ3(t) Φ2(t) Φ2(t)
The modal equivalence principle is usually used to make the fuzzy component close to a linear PI
controller. However, this principle is not applied to this controller in order to benefit by the additional
degree of freedom brought by the nonlinearity that replaces the linear PI controller component in (4).
The design approach of the data-driven model-free fuzzy controller consists of the following steps,
where FC indicates the fuzzy controller:
Step FC1. Set the design parameter α > 0 such that the terms ẏ(t) and α u(t) have the same
order of magnitude.
Step FC2. Choose the parameters of the first-order derivative plus low-pass filter with the transfer
function F (s) in (7), such that to respect the recommendation given in the previous section.
Step FC3. Tune the parameters KP and KI of the linear part and the parameters Bz1, Bz2, σ1,
σ2 and σ3 of the nonlinear part of the data-driven model-free fuzzy controller. These parameters are
optimally tuned as solutions to the optimization problems defined in the next section and solved in
terms of GWO.
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4 Validation and experimental results
4.1 The 3D crane system
The following nonlinear state-space equations of the process are obtained if no disturbances are
considered accepting zero initial conditions for all state variables except x1 [31], [49]:
ẋ1 = x2,
ẋ2 = −T1x2 − Tsysgn(x2)− µ1 cos(x5)[−T3x10 − Tszsgn(x10)] + k1u1 + k3µ1 cos(x5)u3,
ẋ3 = x4,
ẋ4 = −T2x4 − Tsxsgn(x4)− µ2 sin(x5) sin(x7)[−T3x10 − Tszsgn(x10)] + k2u2 + k3µ2 sin(x5) sin(x7)u3,
ẋ5 = x6,
ẋ6 = −[T1x2 − Tsysgn(x2)] sin(x5)/x9 + sin(x3) cos(x5)x28/x9 + cos(x5) cos(x7)[k1 sin(x5)u1
−k2 cos(x5) sin(x7)u2 − k3µ2 sin(x5) · cos(x5) sin2(x7)u3 + k3µ1 sin(x5) cos(x5)u3]/x29 + µ2 sin(x5) cos(x5)
· sin2(x7)[−T3x10 − Tszsgn(x10)]/x9 + cos(x5) sin(x7)[T2x4 + Tsxsgn(x4)]/x9 − µ1 sin(x5) cos(x5)[−T3x10
−Tszsgn(x10)]/x9 − 2x6x10/x9,
ẋ7 = x8,
ẋ8 = k2 sin(x7) cos(x7)u2/[x29 sin2(x5)]− k3µ1µ2 sin2(x7) cos(x7) · u3/[x29 sin(x5)]
+µ2 sin(x7) cos(x7)[−T3x10 − Tszsgn(x10)]/x9 − 2x8x10/x9 + cos(x7)[T2x4 + Tsxsgn(x4)]/[x9 sin(x5)],
ẋ9 = x10,
ẋ10 = cos(x5)[T1x2 + Tsysgn(x2)] + x28x9 sin2(x5)− k1 sin(x5) cos(x5) · cos(x7)u1
−k2 sin2(x5) sin(x7) cos(x7)u2 + k3 sin(x5) cos(x7)[−µ2 · sin2(x5) sin2(x7)− µ1 cos2(x5)− 1]u3
+µ2 sin2(x5) sin2(x7)[−T3x10 − Tszsgn(x10)] + sin(x5) sin(x7)[T2x4 + Tsxsgn(x4)] + µ1[−T3x10 − Tsz
·sgn(x10)] + µ1 sin2(x5)[−T3x10 − Tszsgn(x10)] + x26x9 − T3x10 − Tszsgn(x10),
(21)
where the state variables are x1 – the distance of the cart from the center of the rail, x10 – the initial
condition for x1, x2 – the speed of the cart on the direction of x1, x3 – the distance of the rail with the
cart from the center of the construction frame, x4 – the speed of the rail with the cart on the direction
of x3, x5 – the acute angle between the lift-line of the payload and the rail, x6 – the angular speed
that corresponds to x5, x7 – the acute angle between the lift-line of the payload and the vertical line,
x8 – the angular speed that corresponds to x7, x9 – the length of the lift-line and also the payload
position controlled in this paper, and x10 – the speed of the lift-line. The control signals u1, u2 and u3
correspond to the Pulse Width Modulation (PWM) duty cycles applied to the Direct Current (DC)
motors that actuate the system on the axes x1, x3 and x9. Axis x1 is referred to as x-axis, x3 is referred
to as y-axis, and x9 is referred to as z-axis. The parameters of the 3D crane system are obtained using
the first principles models of the process [31], [49]
µ1 = 0.4156, µ2 = 0.1431, k1 = 49.8636, k2 = 16.0336, k3 = −129.8258,
T1 = 11.5242 s, T2 = 26.3263 s, T3 = 217.3535 s, Tsx = 1.4903 s, Tsy = 6.4935 s, Tsz = 20.8333 s.
(22)
The state variables x1, x3, x5, x7 and x9 represent the controlled outputs of the 3D crane. The
choice of these state variables depends on the specific control problems, where state variables x1, x3
are the controlled outputs of the crane position control problems, and state variables x5, x7 and x9
are the controlled outputs used in anti-swing control problems.
The simplified model of the 3D crane system is obtained in terms of considering that only the
forces on the three axes x1, x3 and x9 affect the movement of the system. Thus, the following transfer
functions, Hx(s), Hy(s) andHz(s), which represent the linear version of the 3D crane system simplified
model are obtained considering zero initial conditions [31], [49]:
Hx(s) = x1(s)/u1(s) = kx/[s(1 + Txs)],
Hy(s) = x3(s)/u2(s) = ky/[s(1 + Tys)],
Hz(s) = x9(s)/u3(s) = kz/[s(1 + Tzs)],
(23)
where kx, ky and kz are the process gains, and Tx, Ty and Tz are the process time constants. The least-
squares identification based on real-world input-output data measured from the laboratory equipment
leads to the parameter values [70], [71]
kx = 0.2939, Tx = 0.0587 s, ky = 0.2747, Ty = 0.0379 s, kz = 0.1019, Tz = 0.0408 s. (24)
but other parameter values can also be used.
The experimental stand of the 3D crane system laboratory equipment in the Intelligent Control
Systems Laboratory of the Politehnica University of Timisoara, Romania, is illustrated in Figure 5.
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Figure 5: The experimental stand of 3D crane system laboratory equipment
4.2 Experimental setup
The control system structures with iPI controller referred as MFC-iPI, with first data-driven model-
free sliding mode controller referred as MFSMC1, with second data-driven model-free sliding mode
controller referred as MFSMC2 and with data-driven model-free fuzzy controller referred as MFFC
are validated using experiments conducted on the experimental stand to control the payload position
y3 = x9 (Figure 5).
All experiments started in zero initial conditions and no disturbances were applied. The signal
−0.18 if t ∈ (0 . . . 15), 0.18 if t ∈ (15 . . . 30), −0.09 if t ∈ (30 . . . 45), 0 if t ∈ (45 . . . 60) (25)





to produce the reference trajectory r(t) of the payload position y3 = x9. The two parameters in (26)
are KRM − the proportional gain, KRM = 1, and TRM − the time constant, TRM = 0.3 s, and the
duration of an experiment was 60 s.
The optimization problem whose solution is the optimal parameter vector ρ(♦)∗ of the MFC-iPI,
MFSMC1, MFSMC2 and MFFC controllers is







where ρ(♦) is the parameter vector of the MFC-iPI, MFSMC1, MFSMC2 or MFFC controller, Je,u(ρ(♦))
is the objective function and also performance index that will monitor the performance of control sys-
tems with MFC-iPI, MFSMC1, MFSMC2 and MFFC controllers, and the superscript ♦ indicates the
controller type whose parameters are optimally determined using GWO as follows: 1 corresponds to
the MFC-iPI controller with the expression of the parameter vector ρ(1)
ρ(1) = [KP KI ]T , (28)
2 corresponds to the MFSMC1 controller with the expression of ρ(2)
ρ(2) = [ε T eest max η]T , (29)
3 corresponds to the MFSMC2 controller with the expression of ρ(3)
ρ(3) = [KP KI ψ T eest max δ]T , (30)
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and 4 corresponds to the MFFC controller with the expression of ρ(4):
ρ(4) = [KP KI Bz1 Bz2 σ1 σ2 σ3]T . (31)
All details on the dynamic regimes where the optimization problem defined in (27) is solved are
given above. The time horizon related to (27) is [t0, tf ] = [0, 60] s. An additional detail on the dynamic
regime concerns the controlled output in this paper y3 = x9, where the index 3 points out that this is
achieved (as also shown in the transfer function Hz(s) in (23) of the corresponding process sub-system)
using the control signal u3. The other two control signals are set to zero, u1 = u2 = 0 ∀t ∈ [t0, tf ] =
[0, 60] s.
4.3 Experimental results
The parameters of the MFC-iPI, MFSMC1, MFSMC2 and MFFC controllers are obtained in terms
of the design steps given in Sections 2 and 3. The last design step is carried out in a model-based
manner using the mathematical model of the process expressed in terms of the state-space equations
in (21) along with the output equation y3 = x9, and the dynamic regimes described in the previous
sub-section, in order to evaluate the objective function needed in GWO.
The design processes for all controllers in this paper started with executing the steps iPI1, SM1.1,
SM2.1 and FC1 in terms of setting parameter α = 10 and next the steps iPI2, SM1.2, SM2.2 and
FC2, where the parameters KLp1 = 0.85 and TLp1 = 0.15 s were set.
The parameters of GWO were set as in [64], namely 20 agents (grey wolves) in the population, and
maximum 100 iterations. The dimension of the solution space depends on one of the four data-driven
model-free controllers that are actually tuned, and additional details are given in [51]. The optimal
parameters of the MFC-iPI controller are obtained going through step iPI3 :
ρ(1) = [70.0124 − 5.7823]T . (32)
The optimal parameters of the MFSMC1 controller are obtained going through step SM1.3,
ρ(2) = [0.7988 94.0366 0.1313 99.9678]T . (33)
The optimal parameters of the MFSMC2 controller going through step SM2.3,
ρ(3) = [70.0124 − 5.7863 41.3144 86.2046 0.6343 1.7460]T . (34)
The optimal parameters of the MFFC controller going through step FC3,
ρ(4) = [70.0124 − 5.7823 0.13 0.3935 1.1 4.3 0.8]T . (35)
The experimental results of the control system with MFC-iPI, MFSMC1, MFSMC2 and MFFC
controllers are synthesized in Figure 6, where the reference input is y∗3 = r, and the controlled output
is y3 = x9. The evolution of the control signal is not presented, which is u3 in this paper, where
payload position control is exemplified.
The values of the performance index that monitors the performance of the control systems with
MFC-iPI, MFSMC1, MFSMC2 and MFFC controllers are presented in Table 2.
Table 2
The objective function
MFC-iPI MFSMC1 MFSMC2 MFFC
Je,u(ρ(♦)) 0.0800 0.0979 0.0962 0.0797
The objective function values in Table 2 show an overall small improvement obtained by adding
the fuzzy component in the data-driven model-free controller although the steady-state errors after
the first two set-point modifications are not favorable as illustrated in Figure 6. The results will be
different if other representative applications will be treated, e.g. the control of the other two positions
specific to this process but also [4], [11], [74], [58], [2], [13], [6], or other optimization algorithms are
involved as, for example, interactive evolutionary optimization [44], population extremal optimization
[40], [87], [10], bat algorithm [48], the introduction of information feedback models in metaheuristic
algorithms [78], [26], [88], island-based cuckoo search [1] and hybrid swarm algorithms [86].
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Figure 6: The experimental results of the CS with MFC-iPI, MFSMC1, MFSMC2 and MFFC con-
trollers expressed as reference trajectory and controlled outputs (payload position) versus time
5 Conclusions
This paper proposed four data-driven model-free continuous-time control algorithms built around
an intelligent Proportional-Integral controller by adding nonlinear components as sliding mode and
fuzzy control ones. The results are validated using experiments to control the payload position of 3D
crane systems.
The results expressed in a synthesized way in Figure 6 reveal that all four control systems suc-
cessfully manage to control the payload position of the 3D crane system. The objective function
comparison in Table 2 reveals that all MFC-iPI, MFSMC1, MFSMC2 and MFFC controllers perform
in the same manner, but the MFFC controller has a small advantage in front of MFC-iPI, MFSMC1,
MFSMC2 controllers.
The main limitation of inserting sliding mode and fuzzy control components in the data-driven
model-free controller is that the controller structure is complicated but the performance is not improved
significantly. Therefore, future research will be focused on the further modification of both sliding
mode and fuzzy control components in order to make them more flexible such that to capture the
process nonlinearities; the flexibility can be achieved by modifying the fuzzy component structure in
both membership functions and rule consequents and considering data-driven model-free sliding mode
fuzzy control.
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