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Abstract
In this paper we study the behavior of (laser–cooled) m–atoms trapped in a
cavity interacting with a photon · · · Cavity QED · · · and attempt to solve the
Schro¨dinger equation of this model in the strong coupling regime. In the case of m
= 2 we construct Bell–Schro¨dinger cat states (in our terminology) and obtain with
such bases some unitary transformations by making use of the rotating wave approx-
imation under new resonance conditions containing the Bessel functions, which will
be applied to construct important quantum logic gates in Quantum Computation.
Moreover we propose in the case of m = 3 a crucial problem to solve on Quantum
Computation.
This paper is a continuation of [15], [16]. We consider a unified model of the interaction
of the two–level atoms and both the single radiation mode and external field (periodic
usually) in a cavity. We deal with the external field as a classical one. As a general
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introduction to this topic in Quantum Optics see [1], [2], [3]. Our model is deeply related
to the one of trapped ions in a cavity with the photon interaction (Cavity QED).
In our model we are especially interested in the strong coupling regime, [8], [13], [14].
One of motivations is a recent very interesting experiment, [11]. See [3] and [9] as a
general introduction.
In [8] and [13] we have treated the strong coupling regime of the interaction model of
the two–level atom and the single radiation mode, and have given some explicit solutions
under the resonance conditions and rotating wave approximations.
On the other hand we want to add some external field (like Laser one) to the above
model which will make the model more realistic (for example in Quantum Computation).
Therefore we propose the unified model.
We would like to solve our model in the strong coupling regime. Especially we want to
show the existence of Rabi oscillations in this regime because the real purpose of a series
of study ([13], [14], [15], [16]) is an application to Quantum Computation (see [12] as a
brief introduction to it).
Since in the previous paper [16] we have treated one–atom case, so we deal with two–
atoms case in this paper. To solve the Schro¨dinger equation in this regime we construct (in
our terminology) Bell–Schro¨dinger cat states, and make use of rotating wave approxima-
tion under new resonance conditions containing the Bessel functions and etc, and obtain
unitary transformations which are necessary to perform quantum logic gates.
Our solutions might give a new insight into Quantum Optics or Condensed Matter
Physics as well as Quantum Computation.
We here make some preparations for the latter. Let {σ1, σ2, σ3} be Pauli matrices and
12 a unit matrix :
σ1 =

 0 1
1 0

 , σ2 =

 0 −i
i 0

 , σ3 =

 1 0
0 −1

 , 12 =

 1 0
0 1

 , (1)
2
and σ+ = (1/2)(σ1 + iσ2), σ− = (1/2)(σ1 − iσ2). Let W be the Walsh–Hadamard matrix
W =
1√
2

 1 1
1 −1

 =W−1 , (2)
then we can diagonalize σ1 as σ1 = Wσ3W
−1 = Wσ3W by making use of this W . The
eigenvalues of σ1 is {1,−1} with eigenvectors
|1〉 = 1√
2

 1
1

 , |−1〉 = 1√
2

 1
−1

 =⇒ |λ〉 = 1√
2

 1
λ

 . (3)
We have treated one atom with two–level, so we would like to generalize the method
developped in [13], [15] to m atoms with two–level interacting both the single radiation
mode and (classical) external fields like (m atoms trapped in a cavity)
|0〉
✻
❄
|1〉
①
|0〉
✻
❄
|1〉
① r r r
|0〉
✻
❄
①
|1〉
Then the unified Hamiltonian can be given as
HL = ω1M⊗L3+g1
m∑
j=1
σ
(j)
1 ⊗(L++L−)+
∆
2
m∑
j=1
σ
(j)
3 ⊗1L+g2
m∑
j=1
cos(ωjt+φj)σ
(j)
1 ⊗1L, (4)
where M = 2m and σ
(j)
k (k = 1, 3) is
σ
(j)
k = 12 ⊗ · · · ⊗ 12 ⊗ σk ⊗ 12 ⊗ · · · ⊗ 12 (j − position),
see [15]. Here we are treating the following three cases at the same time : The notation
{L+, L−, L3} means respectively
{L+, L−, L3} =


(N) {a†, a, N},
(K) {K+, K−, K3},
(J) {J+, J−, J3},
(5)
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and {a†, a, N} is the generators of Heisenberg algebra, {K+, K−, K3} and {J+, J−, J3}
are a set of generators of unitary representations of Lie algebras su(1, 1) and su(2).
They are usually constructed by making use of two harmonic oscillators (two–photons)
{a1, a†1}, {a2, a†2} as
su(1, 1) : K+ = a1
†a2†, K− = a2a1, K3 =
1
2
(
a1
†a1 + a2†a2 + 1
)
,
su(2) : J+ = a1
†a2, J− = a2†a1, J3 =
1
2
(
a1
†a1 − a2†a2
)
.
See for example [13], [17] in detail.
We are interested in the strong coupling regime (g1 ≫ ∆), so we solve the Hamiltonian
as follows (see [15]). Let us transform (4) into
HL = ω1M ⊗ L3 +
m∑
j=1
σ
(j)
1 ⊗ {g1(L+ + L−) + g2cos(ωjt+ φj)1L}+
∆
2
m∑
j=1
σ
(j)
3 ⊗ 1L
≡ H0 + ∆
2
m∑
j=1
σ
(j)
3 ⊗ 1L, (6)
where we have written H0 instead of HL0 for simplicity. First we diagonalize H0. For that
we set
W = W ⊗W ⊗ · · · ⊗W ∈ U(M)
for W in (2). Then it is not difficult to see (see [13], [15])
H0 = (W ⊗ 1L)

1M ⊗ ωL3 + m∑
j=1
σ
(j)
3 ⊗ {g1(L+ + L−) + g2cos(ωjt+ φj)1L}

 (W−1 ⊗ 1L)
= (W ⊗ 1L)

1M ⊗ ωL3 + g1 m∑
j=1
σ
(j)
3 ⊗ (L+ + L−) + g2
m∑
j=1
σ
(j)
3 ⊗ cos(ωjt+ φj)1L

 (W−1 ⊗ 1L)
=
∑
λ
(
|λ〉 ⊗ e−Λx2 (L+−L−)
)
ΩL3 + g2
m∑
j=1
λjcos(ωjt + φj)1L


(
〈λ| ⊗ eΛx2 (L+−L−)
)
, (7)
where we have used the following
Key Formulas
(N) ωa†a+ g1Λ(a† + a) = Ω e−
Λx
2
(a†−a)
(
N − (g1Λ)
2
ω2
)
e
Λx
2
(a†−a)
where Ω = ω, x = 2g1/ω, (8)
4
(K) ωK3 + g1Λ(K+ +K−) = Ω e−
Λx
2
(K+−K−)K3 e
Λx
2
(K+−K−)
where Ω = ω
√
1− (2g1Λ/ω)2, x = (1/Λ)tanh−1(2g1Λ/ω), (9)
(J) ωJ3 + g1Λ(J+ + J−) = Ω e−
Λx
2
(J+−J−)J3 e
Λx
2
(J+−J−)
where Ω = ω
√
1 + (2g1Λ/ω)2, x = (1/Λ)tan
−1(2g1Λ/ω), (10)
and have used concise notations λ = (λ1, · · · , λj−1, λj, λj+1, · · · , λm) and
∑
λ
=
∑
λ1=±1
∑
λ2=±1
· · · ∑
λm=±1
; |λ〉 = |λ1〉 ⊗ |λ2〉 ⊗ · · · ⊗ |λm〉 ; Λ ≡ Λ(λ) =
m∑
j=1
λj
for λj = ±1. We leave the proof of Key Formulas to the readers.
That is, we could diagonalize the Hamiltonian H0. Its eigenvalues {En(t)} and eigen-
vectors {|{λ, n}〉} are given respectively
(En(t), |{λ, n}〉) =

(N) Ω(− g21
ω2
Λ2 + n) + g2
∑m
j=1 λjcos(ωjt + φj), |λ〉 ⊗ e−
Λx
2
(a†−a)|n〉,
(K) Ω(K + n) + g2
∑m
j=1 λjcos(ωjt+ φj), |λ〉 ⊗ e−
Λx
2
(K+−K−)|K, n〉,
(J) Ω(−J + n) + g2∑mj=1 λjcos(ωjt+ φj), |λ〉 ⊗ e−Λx2 (J+−J−)|J, n〉
(11)
for n ∈ N ∪ {0}, where En(t) ≡ En(λ) + g2∑mj=1 λjcos(ωjt + φj). Then H0 above can be
written as
H0 =
∑
λ
∑
n
En(t)|{λ, n}〉〈{λ, n}|
=
∑
λ
∑
n

En(λ) + g2
m∑
j=1
λjcos(ωjt+ φj)

 |{λ, n}〉〈{λ, n}|.
Up to this stage we could treat L = (N), (K), (J) at the same time. However in the
following it is very difficult to treat them at the same time, so we shall focus our attention
to the simplest case L = (N) 1. We leave the remaining cases as a future (challenging)
task.
Next we would like to solve the following Schro¨dinger equation :
i
d
dt
Ψ = HLΨ =

H0 + ∆
2
m∑
j=1
σ
(j)
3 ⊗ 1L

Ψ. (12)
1The main difficulty for L = (K) and (J) is the λ dependence of x, see (9) and (10).
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To solve this equation we appeal to the method of constant variation. First let us solve
i d
dt
Ψ = H0Ψ, which general solution is given by Ψ(t) = U0(t)Ψ0, where Ψ0 is a constant
state and
U0(t) =
∑
λ
∑
n
e
−i
{
tEn(λ)+
∑m
j=1
λj(g2/ωj)sin(ωjt+φj)
}
|{λ, n}〉〈{λ, n}|. (13)
The method of constant variation goes as follows. Changing like Ψ0 −→ Ψ0(t), we have
i
d
dt
Ψ0 =
∆
2
U0
†

 m∑
j=1
σ
(j)
3 ⊗ 1L

U0Ψ0 ≡ ∆
2
HFΨ0. (14)
Then making use of the fact 〈λj|σ3 = 〈−λj| and after long calculations, HF becomes
HF =
∑
λ
∑
n,n′
m∑
j=1
ei{tω(n−n′)+tωx2(1−λjΛ(λ))+2λj (g2/ωj)sin(ωjt+φj)} ×
〈n|eλjx(a†−a)|n′〉|{λ, n}〉〈{λ, n′}(j)|, (15)
where we have used the compact notations λ(j) = (λ1, · · · , λj−1,−λj, λj+1, · · · , λm) and
〈λ(j)| = 〈λ1| ⊗ · · · ⊗ 〈−λj| ⊗ · · · ⊗ 〈λm|,
〈{λ, n}(j)| = 〈λ(j)| ⊗ 〈n|exp
{
Λ(λ(j))x
2
(a† − a)
}
,
and
Λ(λ(j)) = λ1 + · · ·+ λj−1 − λj + λj+1 + · · ·+ λm = Λ(λ)− 2λj
and
En(λ)−En′(λ(j)) = ω
{
−x
2
4
Λ(λ)2 + n
}
− ω
{
−x
2
4
Λ(λ(j))
2 + n′
}
= ω(n− n′) + ωx2(1− λjΛ(λ)).
In the following we set for simplicity φj = 0 and
Θj(t) ≡ g2 sin(ωjt)
ωj
for 1 ≤ j ≤ m, (16)
then
HF =
∑
λ
∑
n,n′
m∑
j=1
ei{tω(n−n′)+tωx2(1−λjΛ(λ))+2λjΘj(t)}〈n|eλjx(a†−a)|n′〉|{λ, n}〉〈{λ, n′}(j)|. (17)
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Here we divide HF into two parts HF = HF
′
+HF
′′
where
HF
′
=
∑
λ
∑
n
m∑
j=1
ei{tωx2(1−λjΛ(λ))+2λjΘj(t)}〈n|eλjx(a†−a)|n〉|{λ, n}〉〈{λ, n}(j)|, (18)
and
HF
′′
=
∑
λ
∑
n,n′
n 6=n′
m∑
j=1
ei{tω(n−n′)+tωx2(1−λjΛ(λ))+2λjΘj(t)}〈n|eλjx(a†−a)|n′〉|{λ, n}〉〈{λ, n′}(j)|.
(19)
Noting 〈n|ex(a†−a)|n〉 = 〈n|e−x(a†−a)|n〉 (λj = ±1) by the results in section 3 of [13],
HF
′
can be written as
HF
′
=
∑
n
〈n|ex(a†−a)|n〉


∑
λ
m∑
j=1
ei{tωx2(1−λjΛ(λ))+2λjΘj(t)}|{λ, n}〉〈{λ, n}(j)|

 . (20)
For us it is not easy to expand the equation above, so we consider the special case.
Case of m=2 :


∑
λ
2∑
j=1
· · ·


= ei{−tωx
2+2Θ1(t)}|{1, 1, n}〉〈{1, 1, n}(1)|+ ei{−tωx2+2Θ2(t)}|{1, 1, n}〉〈{1, 1, n}(2)|+
ei{tωx
2+2Θ1(t)}|{1,−1, n}〉〈{1,−1, n}(1)|+ ei{tωx2−2Θ2(t)}|{1,−1, n}〉〈{1,−1, n}(2)|+
ei{tωx
2−2Θ1(t)}|{−1, 1, n}〉〈{−1, 1, n}(1)|+ ei{tωx2+2Θ2(t)}|{−1, 1, n}〉〈{−1, 1, n}(2)|+
ei{−tωx
2−2Θ1(t)}|{−1,−1, n}〉〈{−1,−1, n}(1)|+ ei{−tωx2−2Θ2(t)}|{−1,−1, n}〉〈{−1,−1, n}(2)|
= ei{−tωx
2+2Θ1(t)}|{1, 1, n}〉〈{1, 1, n}(1)|+ ei{−tωx2+2Θ2(t)}|{1, 1, n}〉〈{1, 1, n}(2)|+
ei{−tωx
2−2Θ2(t)}|{−1,−1, n}〉〈{−1,−1, n}(2)|+ ei{−tωx2−2Θ1(t)}|{−1,−1, n}〉〈{−1,−1, n}(1)|+
ei{tωx
2−2Θ2(t)}|{1,−1, n}〉〈{1,−1, n}(2)|+ ei{tωx2+2Θ1(t)}|{1,−1, n}〉〈{1,−1, n}(1)|+
ei{tωx
2−2Θ1(t)}|{−1, 1, n}〉〈{−1, 1, n}(1)|+ ei{tωx2+2Θ2(t)}|{−1, 1, n}〉〈{−1, 1, n}(2)|
= ei{−tωx
2+2Θ1(t)}|{1, 1, n}〉〈{−1, 1, n}|+ ei{−tωx2+2Θ2(t)}|{1, 1, n}〉〈{1,−1, n}|+
ei{−tωx
2−2Θ2(t)}|{−1,−1, n}〉〈{−1, 1, n}|+ ei{−tωx2−2Θ1(t)}|{−1,−1, n}〉〈{1,−1, n}|+
ei{tωx
2−2Θ1(t)}|{−1, 1, n}〉〈{1, 1, n}|+ ei{tωx2−2Θ2(t)}|{1,−1, n}〉〈{1, 1, n}|+
ei{tωx
2+2Θ2(t)}|{−1, 1, n}〉〈{−1,−1, n}|+ ei{tωx2+2Θ1(t)}|{1,−1, n}〉〈{−1,−1, n}|, (21)
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where let us once more remind
|{1, 1, n}〉 = |1〉 ⊗ |1〉 ⊗ e−x(a†−a)|n〉,
|{1,−1, n}〉 = |1〉 ⊗ |−1〉 ⊗ |n〉,
|{−1, 1, n}〉 = |−1〉 ⊗ |1〉 ⊗ |n〉,
|{−1,−1, n}〉 = |−1〉 ⊗ |−1〉 ⊗ ex(a†−a)|n〉. (22)
Here we want to solve the equation i(d/dt)Ψ0 = HF
′
Ψ0 completely, however it is very
hard (see for example [7], [10], [21], [22]). Therefore let us appeal to a perturbation theory.
Now we use the well–known formula
e2iλjΘj(t) =
∑
αj∈Z
Jαj (2λjg2/ωj)e
iαjωjt = J0(2g2/ωj) +
∑
αj 6=0
Jαj (2λjg2/ωj)e
iαjωjt, (23)
where Jα(x) are the Bessel functions. For a further simplicity we set 2g2/ωj = Γj .
Here we define a kind of extended Bell states from (22) (|1〉 ←→ |0〉, |−1〉 ←→ |1〉 in
a usual manner)
|{Φ1, n}〉 = 1√
2
(|{1, 1, n}〉+ |{−1,−1, n}〉) ,
|{Φ2, n}〉 = 1√
2
(|{1, 1, n}〉 − |{−1,−1, n}〉) ,
|{Φ3, n}〉 = 1√
2
(|{−1, 1, n}〉+ |{1,−1, n}〉) ,
|{Φ4, n}〉 = 1√
2
(|{−1, 1, n}〉 − |{1,−1, n}〉) . (24)
A comment is in order. We want to call these states (bases) Bell–Schro¨dinger cat states.
Conversely we have
|{1, 1, n}〉 = 1√
2
(|{Φ1, n}〉+ |{Φ2, n}〉) ,
|{−1,−1, n}〉 = 1√
2
(|{Φ1, n}〉 − |{Φ2, n}〉) ,
|{−1, 1, n}〉 = 1√
2
(|{Φ3, n}〉+ |{Φ4, n}〉) ,
|{1,−1, n}〉 = 1√
2
(|{Φ3, n}〉 − |{Φ4, n}〉) . (25)
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From (14)
i
d
dt
Ψ0 =
∆
2
HFΨ0 =
∆
2
(
H
′
F +H
′′
F
)
Ψ0.
However we are not interested in a transition from one state to an another one from
the lesson obtaining one qubit case in [16], so we can remove H
′′
F (n 6= n′) from the
Hamiltonian. Next let us transform H
′
F . From (21) and (23) if we set

∑
λ
2∑
j=1
· · ·

 ≡ K0F ′ +K1F ′ :
then we obtain after some algebras
K0F
′
=(J0(Γ1) + J0(Γ2))
{
e−itωx
2 |{Φ1, n}〉〈{Φ3, n}|+ eitωx2 |{Φ3, n}〉〈{Φ1, n}|
}
+
(J0(Γ1)− J0(Γ2))
{
e−itωx
2 |{Φ2, n}〉〈{Φ4, n}|+ eitωx2 |{Φ4, n}〉〈{Φ2, n}|
}
, (26)
and
K1F
′
=
e−itωx
2 ∑
α6=0
{
Jα(Γ1) + Jα(−Γ1)
2
eitαω1 +
Jα(Γ2) + Jα(−Γ2)
2
eitαω2
}
|{Φ1, n}〉〈{Φ3, n}|+
e−itωx
2 ∑
α6=0
{
Jα(Γ1)− Jα(−Γ1)
2
eitαω1 − Jα(Γ2)− Jα(−Γ2)
2
eitαω2
}
|{Φ1, n}〉〈{Φ4, n}|+
e−itωx
2 ∑
α6=0
{
Jα(Γ1)− Jα(−Γ1)
2
eitαω1 +
Jα(Γ2)− Jα(−Γ2)
2
eitαω2
}
|{Φ2, n}〉〈{Φ3, n}|+
e−itωx
2 ∑
α6=0
{
Jα(Γ1) + Jα(−Γ1)
2
eitαω1 − Jα(Γ2) + Jα(−Γ2)
2
eitαω2
}
|{Φ2, n}〉〈{Φ4, n}|+
eitωx
2 ∑
α6=0
{
Jα(−Γ1) + Jα(Γ1)
2
eitαω1 +
Jα(−Γ2) + Jα(Γ2)
2
eitαω2
}
|{Φ3, n}〉〈{Φ1, n}|+
eitωx
2 ∑
α6=0
{
Jα(−Γ1)− Jα(Γ1)
2
eitαω1 − Jα(−Γ2)− Jα(Γ2)
2
eitαω2
}
|{Φ4, n}〉〈{Φ1, n}|+
eitωx
2 ∑
α6=0
{
Jα(−Γ1)− Jα(Γ1)
2
eitαω1 +
Jα(−Γ2)− Jα(Γ2)
2
eitαω2
}
|{Φ3, n}〉〈{Φ2, n}|+
eitωx
2 ∑
α6=0
{
Jα(−Γ1) + Jα(Γ1)
2
eitαω1 − Jα(−Γ2) + Jα(Γ2)
2
eitαω2
}
|{Φ4, n}〉〈{Φ2, n}|, (27)
where we have used the basic relations
Jα(−x) = (−1)αJα(x) = J−α(x).
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Therefore
i
d
dt
Ψ0 =
∆
2
H
′
FΨ0 =
∑
n
{
∆
2
〈n|ex(a†−a)|n〉K0F ′ + ∆
2
〈n|ex(a†−a)|n〉K1F ′
}
Ψ0. (28)
In the following we treat ∆
2
〈n|ex(a†−a)|n〉K0F ′ a unperturbed Hamiltonian and the remain-
ing a perturbed one. If we set for simplicity
E∆,n,+ =
∆
2
〈n|ex(a†−a)|n〉 (J0(Γ1) + J0(Γ2)) ,
E∆,n,− =
∆
2
〈n|ex(a†−a)|n〉 (J0(Γ1)− J0(Γ2)) , (29)
then it is easy to solve
i
d
dt
Ψ0 =
∑
n
∆
2
{
〈n|ex(a†−a)|n〉K0F ′
}
Ψ0
=
∑
n
[
E∆,n,+
{
e−itωx
2 |{Φ1, n}〉〈{Φ3, n}|+ eitωx2 |{Φ3, n}〉〈{Φ1, n}|
}
+
E∆,n,−
{
e−itωx
2 |{Φ2, n}〉〈{Φ4, n}|+ eitωx2 |{Φ4, n}〉〈{Φ2, n}|
}]
Ψ0,
see Appendix.
As an application to Quantum Computation it is sufficient for us to consider one excited
state. By making use of the method of constant variation again we can set Ψ0(t) as
Ψ0(t) =(un,11cn,1(t) + un,13cn,3(t))|{Φ1, n}〉+ (un,22cn,2(t) + un,24cn,4(t))|{Φ2, n}〉+
(un,31cn,1(t) + un,33cn,3(t))|{Φ3, n}〉+ (un,42cn,2(t) + un,44cn,4(t))|{Φ4, n}〉 (30)
for some fixed n, where
Un(t) =

 un,11 un,13
un,31 un,33

 =

 1
eitωx
2

 exp

−it

 0 E∆,n,+
E∆,n,+ ωx
2



 , (31)
Vn(t) =

 un,22 un,24
un,42 un,44

 =

 1
eitωx
2

 exp

−it

 0 E∆,n,−
E∆,n,− ωx2



 (32)
from the appendix.
10
Then substituting (30) into (28) and some tedious calculations lead us to
i
d
dt


cn,1
cn,3
cn,2
cn,4


=


un,11 un,13
un,31 un,33
un,22 un,24
un,42 un,44


−1

0 A 0 B
A¯ 0 C¯ 0
0 C 0 D
B¯ 0 D¯ 0


×


un,11 un,13
un,31 un,33
un,22 un,24
un,42 un,44




cn,1
cn,3
cn,2
cn,4


(33)
with
A = e−itωx
2∆
2
〈n|ex(a†−a)|n〉∑
α6=0
{
Jα(Γ1) + Jα(−Γ1)
2
eitαω1 +
Jα(Γ2) + Jα(−Γ2)
2
eitαω2
}
≡ e−itωx2A0,
B = e−itωx
2∆
2
〈n|ex(a†−a)|n〉∑
α6=0
{
Jα(Γ1)− Jα(−Γ1)
2
eitαω1 − Jα(Γ2)− Jα(−Γ2)
2
eitαω2
}
≡ e−itωx2B0,
C = e−itωx
2∆
2
〈n|ex(a†−a)|n〉∑
α6=0
{
Jα(Γ1)− Jα(−Γ1)
2
eitαω1 +
Jα(Γ2)− Jα(−Γ2)
2
eitαω2
}
≡ e−itωx2C0,
D = e−itωx
2∆
2
〈n|ex(a†−a)|n〉∑
α6=0
{
Jα(Γ1) + Jα(−Γ1)
2
eitαω1 − Jα(Γ2) + Jα(−Γ2)
2
eitαω2
}
≡ e−itωx2D0. (34)
We note that A¯0 = A0, D¯0 = D0 and B¯0 = −B0, C¯0 = −C0 (due to the fact J−α(x) =
Jα(−x)).
The above matrix equation decomposes into two parts
i
d
dt

 cn,1
cn,3

 =

 un,11 un,13
un,31 un,33


−1
 0 A
A¯ 0



 un,11 un,13
un,31 un,33



 cn,1
cn,3

+

 un,11 un,13
un,31 un,33


−1
 0 B
C¯ 0



 un,22 un,24
un,42 un,44



 cn,2
cn,4

 ,
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i
d
dt

 cn,2
cn,4

 =

 un,22 un,24
un,42 un,44


−1
 0 C
B¯ 0



 un,11 un,13
un,31 un,33



 cn,1
cn,3

+

 un,22 un,24
un,42 un,44


−1
 0 D
D¯ 0



 un,22 un,24
un,42 un,44



 cn,2
cn,4

 .
By the way, from (31), (32) and (34)
i
d
dt

 cn,1
cn,3

 =
A0exp

it

 0 E∆,n,+
E∆,n,+ ωx
2





 0 1
1 0

 exp

−it

 0 E∆,n,+
E∆,n,+ ωx
2





 cn,1
cn,3

+
exp

it

 0 E∆,n,+
E∆,n,+ ωx
2





 0 B0
C¯0 0

 exp

−it

 0 E∆,n,−
E∆,n,− ωx2





 cn,2
cn,4

 ,
(35)
i
d
dt

 cn,2
cn,4

 =
exp

it

 0 E∆,n,−
E∆,n,− ωx2





 0 C0
B¯0 0

 exp

−it

 0 E∆,n,+
E∆,n,+ ωx
2





 cn,1
cn,3

+
D0exp

it

 0 E∆,n,−
E∆,n,− ωx2





 0 1
1 0

 exp

−it

 0 E∆,n,−
E∆,n,− ωx2





 cn,2
cn,4

 .
(36)
At this stage we can set several resonance conditions and obtain corresponding equa-
tions and solutions by making use of the rotating wave approximation like in [15], [16].
For example, let us consider the term
exp

it

 0 E∆,n,+
E∆,n,+ ωx
2





 0 B0
C¯0 0

 exp

−it

 0 E∆,n,−
E∆,n,− ωx2



 ,
then from (57) in Appendix
Pn,+

 eitµn,+
eitνn,+

P−1n,+

 0 B0
C¯0 0

Pn,−

 e−itµn,−
e−itνn,−

P−1n,−.
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Here for example,
eit(µn,+−µn,−)Pn,+

 1
eit(νn,+−µn,+)

P−1n,+

 0 B0
C¯0 0

Pn,−

 1
e−it(νn,−−µn,−)

P−1n,−
for
B0 =
∆
2
〈n|ex(a†−a)|n〉∑
α6=0
{
Jα(Γ1)− Jα(−Γ1)
2
eitαω1 − Jα(Γ2)− Jα(−Γ2)
2
eitαω2
}
,
C¯0 =
∆
2
〈n|ex(a†−a)|n〉∑
α6=0
{
Jα(−Γ1)− Jα(Γ1)
2
eitαω1 − Jα(Γ2)− Jα(−Γ2)
2
eitαω2
}
.
Now we set the resonance condition
αω2 + µn,+ − µn,− = 0⇐⇒ (−α)ω2 + µn,− − µn,+ = 0 (37)
for some α 6= 0, then we can neglect the remaining terms by the rotating wave approxi-
mation. That is, we obtain the time independent matrix
−∆
2
〈n|ex(a†−a)|n〉Jα(Γ2)− Jα(−Γ2)
2
Pn,+

 1
0

P−1n,+

 0 1
1 0

Pn,−

 1
0

P−1n,−,
so we have
i
d
dt

 cn,1
cn,3

 = −∆
2
〈n|ex(a†−a)|n〉Jα(Γ2)− Jα(−Γ2)
2
×
Pn,+

 1
0

P−1n,+

 0 1
1 0

Pn,−

 1
0

P−1n,−

 cn,2
cn,4

 ,
i
d
dt

 cn,2
cn,4

 = −∆
2
〈n|ex(a†−a)|n〉Jα(Γ2)− Jα(−Γ2)
2
×
Pn,−

 1
0

P−1n,−

 0 1
1 0

Pn,+

 1
0

P−1n,+

 cn,1
cn,3

 ,
where we have used the relation
J−α(Γ2)− J−α(−Γ2)
2
= −Jα(Γ2)− Jα(−Γ2)
2
.
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After some algebras we obtain
i
d
dt

 cn,1
cn,3

= −∆
2
〈n|ex(a†−a)|n〉Jα(Γ2)− Jα(−Γ2)
2
×
E∆,n,+µn,− + E∆,n,−µn,+
(E2∆,n,+ + µ
2
n,+)(E
2
∆,n,− + µ
2
n,−)

 E∆,n,+E∆,n,− E∆,n,+µn,−
µn,+E∆,n,− µn,+µn,−



 cn,2
cn,4

 ,(38)
i
d
dt

 cn,2
cn,4

= −∆
2
〈n|ex(a†−a)|n〉Jα(Γ2)− Jα(−Γ2)
2
×
E∆,n,+µn,− + E∆,n,−µn,+
(E2∆,n,+ + µ
2
n,+)(E
2
∆,n,− + µ
2
n,−)

 E∆,n,+E∆,n,− µn,+E∆,n,−
E∆,n,+µn,− µn,+µn,−



 cn,1
cn,3

 .(39)
from the appendix.
If we prepare the vector notations
cod =

 cn,1
cn,3

 , cev =

 cn,2
cn,4

 ,
then the equation above can be written as
i
d
dt

 cod
cev

 = −R
2

 K
KT



 cod
cev

 (40)
with
R = ∆
2
〈n|ex(a†−a)|n〉Jα(Γ2)− Jα(−Γ2)
2
E∆,n,+µn,− + E∆,n,−µn,+√
(E2∆,n,+ + µ
2
n,+)(E
2
∆,n,− + µ
2
n,−)
and
K =
1√
(E2∆,n,+ + µ
2
n,+)(E
2
∆,n,− + µ
2
n,−)

 E∆,n,+E∆,n,− E∆,n,+µn,−
µn,+E∆,n,− µn,+µn,−

 .
The (formal) solution is easily obtained to become

 cod(t)
cev(t)

 = exp


iRt
2

 K
KT





 cod(0)
cev(0)

 . (41)
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Next let us calculate the unitary transformation of (41). It is easy to see
K =
1√
(E2∆,n,+ + µ
2
n,+)(E
2
∆,n,− + µ
2
n,−)

 E∆,n,+
µn,+

(E∆,n,−, µn,−), (42)
KT =
1√
(E2∆,n,+ + µ
2
n,+)(E
2
∆,n,− + µ
2
n,−)

 E∆,n,−
µn,−

(E∆,n,+, µn,+), (43)
so
KTK =
1
E2∆,n,− + µ
2
n,−

 E∆,n,−
µn,−

(E∆,n,−, µn,−)
=

 E∆,n,−
µn,−

(E2∆,n,− + µ2n,−)−1 (E∆,n,−, µn,−),
KKT =
1
E2∆,n,+ + µ
2
n,+

 E∆,n,+
µn,+

(E∆,n,+, µn,+)
=

 E∆,n,+
µn,+

(E2∆,n,+ + µ2n,+)−1 (E∆,n,+, µn,+).
Namely, KTK and KKT are just projection matrices and moreover satisfy
(KKT )n = KKT , (KTK)n = KTK, KKTK = K, KTKKT = KT
for n ≥ 1. Therefore after long algebras using the relations above we have
exp


iRt
2

 K
KT



 =

 1−KKT + cos
(
Rt
2
)
KKT isin
(
Rt
2
)
K
isin
(
Rt
2
)
KT 1−KTK + cos
(
Rt
2
)
KTK

 , (44)
so the solution is explicitly

 cod(t)
cev(t)

 =

 1−KKT + cos
(
Rt
2
)
KKT isin
(
Rt
2
)
K
isin
(
Rt
2
)
KT 1−KTK + cos
(
Rt
2
)
KTK



 cod(0)
cev(0)


(45)
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with (42) and (43).
This is one of unitary transformations that we are looking for in Quantum Computation.
We can also obtain another ones by setting different resonance conditions like (37) (we
leave them to the readers).
Lastly let us summarize our result. By (4) the Hamiltonian becomes
HL =
m∑
j=1
{
∆
2
σ
(j)
3 + g2cos(ωjt + φj)σ
(j)
1
}
⊗ 1L (46)
if there is no photon interaction, so the dynamics of each qubit space is independently
determined by
HLj =
∆
2
σ
(j)
3 + g2cos(ωjt + φj)σ
(j)
1 . (47)
Therefore the total space of m–qubits is just
C2 ⊗ · · · ⊗C2 ⊗ · · · ⊗C2 where C2 = VectC{|0〉, |1〉},
and unitary transformations of each qubit space are obtained by manipulating laser fields.
However to solve the Schro¨dinger equation (neglecting the suffix)
i
d
dt
Ψ =
{
∆
2
σ3 + g2cos(ωt+ φ)σ1
}
Ψ
is not so easy, see for example [10].
When m = 2, the interaction (driving by the photon) between two qubits is given
by unitary transformations like (45) · · · controlled unitary gates including the controlled
NOT.
❳❳❳❳❳❳③❳❳❳❳✭✭✭✭✭✭✭✭✭❤❤❤❤❤❤❤❤❤✭✭✭✭✭✭✭✭✭❳❳❳❳❳❳❳❳❳❳③
|0〉
✻
❄
|1〉
①
|0〉
✻
❄
|1〉
①
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This is just our scenario of Quantum Computation in the strong coupling regime.
Case of m=3 :
We present a very important
Problem : Let us consider three atoms in a cavity. How can we construct C-NOT (or
C-Unitary) operations for any two atoms among them ?
See the following pictures :
❄① ❄① ①
C–NOT
❄① ① ❄①
C–NOT
① ❄① ❄①
C–NOT
These constructions are very crucial in realizing quantum logic gates, however we
have not seen such constructions in any references. We will attack this problem in a
forthcoming paper.
In this paper we treated the two–atoms case in a cavity QED and constructed unitary
transformations by making use of the rotating wave approximation under new resonance
conditions containing the Bessel functions.
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These will be applied to construct several quantum logic gates in Quantum Compu-
tation. Moreover we would like to treat a general case, which is at the present not easy
due to some technical reasons.
By the way, according to increase of the number of atoms (we are expecting at least
m = 100 in the realistic quantum computation) we meet a very severe problem called
Decoherence, see for example [9] and its references. We don’t know how to control this.
One way protecting against this may be to deal with N–level system (then we can reduce
the number of atoms in a cavity). A generalization of the model to N–level system (see
for example [14], [19], [20], [24]) is now under consideration and will be published in a
separate paper.
Acknowledgment. The author wishes to thank Marco Frasca for his important sug-
gestions. He also wishes to thank the graduate students Kyoko Higashida, Ryosuke Kato
and Yukako Wada for some help.
Appendix : Some Useful Formulas
In this appendix we solve the following equation
i
d
dt
ψ = αHψ, (48)
where α is a constant and
H = e−iθt|1〉〈−1|+ eiθt|−1〉〈1| and ψ = a(t)|1〉+ b(t)|−1〉. (49)
Then it is easy to get a matrix equation on {a, b}
i
d
dt

 a
b

 =

 0 αe−iθt
αeiθt 0



 a
b

⇐⇒ i d
dt
ψ˜ = H˜ψ˜. (50)
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Noting the decomposition
 0 αe−iθt
αeiθt 0

 =

 1
eiθt



 0 α
α 0



 1
e−iθt

 ,
then the equation becomes
i
d
dt
ψˆ =

 0 α
α θ

 ψˆ for ψˆ ≡

 1
e−iθt

 ψ˜.
The solution is easily obtained to become
 a
b

 = U(t)

 a0
b0

 (51)
where (a0, b0)
T is a constant vector and
U(t) =

 1
eiθt

 exp

−it

 0 α
α θ



 =⇒ i
d
dt
U = H˜U. (52)
If we set
U(t) =

 u11 u12
u21 u22

 (53)
(2 corresponds to −1) then ψ above can be written as
ψ = (u11a0 + u12b0)|1〉+ (u21a0 + u22b0)|−1〉 (54)
with constants {a0, b0}.
In the method of constant variation in the text we change like a0 −→ a0(t) and b0 −→
b0(t).
Let us make some comments. For
A =

 0 α
α θ

 (55)
we can easily diagonalize A as follows :
A =


α√
α2+µ2
α√
α2+ν2
µ√
α2+µ2
ν√
α2+ν2



 µ
ν




α√
α2+µ2
α√
α2+ν2
µ√
α2+µ2
ν√
α2+ν2


−1
(56)
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where
µ =
1
2
(θ +
√
θ2 + 4α2), ν =
1
2
(θ −
√
θ2 + 4α2).
Therefore we obtain
Q(t) ≡ e−itA =


α√
α2+µ2
α√
α2+ν2
µ√
α2+µ2
ν√
α2+ν2



 e−itµ
e−itν




α√
α2+µ2
α√
α2+ν2
µ√
α2+µ2
ν√
α2+ν2


−1
(57)
For the simplicity we set
P =


α√
α2+µ2
α√
α2+ν2
µ√
α2+µ2
ν√
α2+ν2

 ∈ O(2). (58)
In the text this is used as
Pn,σ =


E∆,n,σ√
E2
∆,n,σ
+µ2n,σ
E∆,n,σ√
E2
∆,n,σ
+ν2n,σ
µn,σ√
E2
∆,n,σ
+µ2n,σ
νn,σ√
E2
∆,n,σ
+ν2n,σ

 for σ = ± (59)
with
µn,σ =
1
2
(γ +
√
γ2 + 4E2∆,n,σ ), νn,σ =
1
2
(γ −
√
γ2 + 4E2∆,n,σ ) (60)
for γ = ωx2. Then
Pn,+
T

 0 1
1 0

Pn,− =

 a11 a12
a21 a22

 , (61)
where
a11 =
E∆,n,+µn,− + E∆,n,−µn,+√
E2∆,n,+ + µ
2
n,+
√
E2∆,n,− + µ
2
n,−
, a12 =
E∆,n,+νn,− + E∆,n,−µn,+√
E2∆,n,+ + µ
2
n,+
√
E2∆,n,− + ν
2
n,−
,
a21 =
E∆,n,+µn,− + E∆,n,−νn,+√
E2∆,n,+ + ν
2
n,+
√
E2∆,n,− + µ
2
n,−
, a22 =
E∆,n,+νn,− + E∆,n,−νn,+√
E2∆,n,+ + ν
2
n,+
√
E2∆,n,− + ν
2
n,−
.
20
References
[1] L. Allen and J. H. Eberly : Optical Resonance and Two–Level Atoms, Wiley, New
York, 1975.
[2] P. Meystre and M. Sargent III : Elements of Quantum Optics, Springer–Verlag,
1990.
[3] Claude Cohen–Tannoudji, J. Dupont–Roc and G. Grynberg : Atom–Photon Inter-
actions ; Basic Processes and Applications, Wiley, New York, 1998.
[4] C. Montoe, D. Leibfried, B. E. King, D. M. Meekhof, W. M. Itano and D. J. Wineland
: Simplified Quantum Logic with Trapped Ions, Physical Review A 55, R2489,
quant-ph/9612042.
[5] W. M. Itano, C. Montoe, D. M. Meekhof, D. Leibfried, B. E. King and D. J. Wineland
: Quantum harmonic oscillator state synthesis and analysis, in Proc. Conf. on Atom
Optics, San Jose, CA, Feb. 1997, edited by M. G. Prentiss and W. D. Phillips,
quant-ph/9702038.
[6] H. Moya-Cessa, A. Vidiella, J. A. Roversi, D. S. Freitas and S. M. Dutra : Long–
time–scale revivals in ion traps, Phys. Rev. A 59(1999), 2518.
[7] M. Frasca : Theory of dressed states in quantum optics, Phys. Rev. A 60(1999),
573, quant-ph/9811037.
[8] M. Frasca : Rabi oscillations and macroscopic quantum superposition states, Phys.
Rev. A 66(2002), 023810, quant-ph/0111134.
[9] M. Frasca : A modern review of the two–level approximation, to appear in Annals
of Physics, quant-ph/0209056.
[10] M. Frasca : Perturbative results on localization for a driven two–level system,
cond-mat/0303655.
21
[11] Y. Nakamura, Yu. A. Pashkin and J. S. Tsai : Rabi Oscillations in a Josephson–
Junction Charge Two–Level System, Phys. Rev. Lett., 87(2001), 246601.
[12] K. Fujii : Introduction to Grassmann Manifolds and Quantum Computation, J.
Applied Math, 2(2002), 371, quant-ph/0103011.
[13] K. Fujii : Mathematical Structure of Rabi Oscillations in the Strong Coupling
Regime, J. Phys. A 36(2003), 2109, quant-ph/0203135.
[14] K. Fujii : N–Level System Interacting with Single Radiation Mode and Multi Cat
States of Schro¨dinger in the Strong Coupling Regime, quant-ph/0210166.
[15] K. Fujii : A Generalized Hamiltonian Characterizing the Interaction of the
Two–Level Atom and both the Single Radiation Mode and External Field,
quant-ph/0303118.
[16] K. Fujii : Cavity QED and Quantum Computation in the Strong Coupling Regime,
quant-ph/0305155.
[17] K. Fujii : Introduction to Coherent States and Quantum Information Theory,
quant-ph/0112090.
[18] K. Fujii : Two–Level System and Some Approximate Solutions in the Strong Cou-
pling Regime, quant-ph/0301145.
[19] K. Fujii : How To Treat An N–Level System : A Proposal, quant-ph/0302050.
[20] K. Fujii, K. Higashida, R. Kato and Y. Wada : N Level System with RWA and
Analytical Solutions Revisited, quant-ph/0307066.
[21] J. C. A. Barata and W. F. Wreszinski : Strong Coupling Theory of Two Level Atoms
in Periodic Fields, Phys. Rev. Lett. 84(2000), 2112, physics/9906029.
22
[22] A. Santana, J. M. Gomez Llorente and V. Delgado : Semiclassical dressed states
of two-level quantum systems driven by nonresonant and/or strong laser fields, J.
Phys. B 34(2001), 2371, quant-ph/0011015.
[23] C. E. Creffield : Location of crossing in the spectrum of a driven two–level system,
Phys. Rev. B 67(2003), 165301. cond-mat/0301168.
[24] K. Funahashi : Explicit Construction of Controlled–U and Unitary Transformation
in Two–Qudit, quant-ph/0304078.
[25] E. Solano, G. S. Agarwal and H. Walther : Strong–driving–assisted multipartite
entanglement in cavity QED, Phys. Lev. Lett, 90(2003), 027903, quant-ph/0202071.
23
