Study objective-The aim was to quantify the difference in precision of risk estimates in epidemiology between the situations where misclassification of exposure is corrected for by external validation and where it is corrected for by internal repeat measurement. Precision was measured in terms of the expected width of the 95% confidence interval on the odds ratio.
Mismeasurement of explanatory variables is a basic problem in epidemiology. It results in incorrect estimates of the effect on disease risk of exposure variables, and reduces the ability to control for confounding.' It affects both prospective cohort studies and retrospective casecontrol studies. In the latter, other sources ofbias, notably recall and selection bias, may also distort the results, so that mismeasurement is only one of a number of sources of error to be taken into account. In the former, however, we would expect that careful study design and execution would eliminate other forms of bias, and that measurement error would be the major source of distortion in observing the correct "state of nature". In addition, in prospective studies, one is reasonably sure that equal mismeasurement will apply to disease affected and unaffected individuals. In retrospective studies the problem of differential mismeasurement may be present.
The question that arises, in both prospective and retrospective studies, is what observations on the degree of measurement error should be made for purposes of accounting for mismeasurement in the analysis. In this paper, we consider the effect of mismeasurement on estimates of risk in the absence of confounding. The problem of controlling for confounding in the face of measurement error we leave to a later paper.
In the absence of confounding, measurement error which applies equally to diseased and disease free individuals biases estimates of risk towards the null hypothesis. For reviews of the problem and approaches to its solution, see Espeland and Hui2 and Chen.3 While research should be planned to minimise the likelihood of such errors, in assessment of, say, smoking, diet, alcohol consumption, or sexual behaviour, errors of measurement can never be ruled out. The researcher must therefore try to correct for such errors at the stage of data analysis.
Two broad strategies are available to correct for mismeasurement. The first is to estimate the required correction to risk estimates from a validation study, independent of the epidemiological study under consideration, possibly using a "gold standard".4 The second is to measure the quantities subject to error repeatedly within the epidemiological study.5 Under certain assumptions, both methods will yield unbiased estimates of the odds ratio. In this paper we consider a binary risk factor, measured with error, and investigate the variances of the estimates derived from each method of correction and the corresponding confidence interval widths. Since many prospective studies generate data of the nested case-control type, we consider case-control data with a range of case to control ratios.
Methods

THE PROBLEM
Assume a case-control study with a binary risk factor subject to measurement error that is equally likely in either direction and is the same for cases as for controls. Let the probability of correct classification of the risk factor be oa. Let p I = P(true RF + case) and P2 = P(true RF + control). For estimation to be possible, oa must Let Pi' = P(observed RF + case) and P2' = P(observed RF + control); then p1i = pl + (1 -pO( -a), and P2'P=P20 + (1-P2)(1I-) and the likelihood function is
[plac+ (1- (6) P(RF-,RF + Icase) = 2o(1-a)
For cases measured once, we have:
The same expressions with Pi replaced by P2 apply to controls. The likelihood is therefore:
[ 
( 1 1) where bij are the elements of minus the inverse of the matrix of second derivatives.
COMPARISON OF THE TWO METHODS
Given numbers of cases and controls, the true odds ratios, correct classification probability a and the control prevalence, expected numbers in categories were calculated using equations (1), (3), and (5) -(9). From these, we calculated the estimated odds ratios and 95% confidence intervals expected for each method and for a variety of true odds ratios, correct classification probabilities and control prevalences. Note that the correct classification probability must exceed both case and control probabilities of positive and negative risk factor status.
(10) mates for the odds ratio in a case-control study with 100 cases and 100 controls, for three strategies: ignoring misclassification, using an external validation study also comprised of 200 subjects, and using repeat determinations of risk factor status on all 200 subjects. The case where a= 1 0 represents no measurement error. It can be seen that both strategies yield approximately correct point estimates, but the repeat determination strategy yields the smaller confidence intervals, in the case of a = 0 9 approaching those where there is no mismeasurement. 59 (3-1, 10-9) 0 9 0-2 3-9 (2-1, 7-2) 6-0 (2-4, 14-9) 6-0 (2-9, 12 4) 0-3 4-1 (2-2, 7-5) 6-2 (2-6, 14 3) 6-2 (3-0, 12 4) 0-35 4-0 (2-2, 7-3) 5-9 (2-5, 13-9) 6-0 (2-9, 12 1) 0-8 0-3 2-8 (1*5, 5-0) 5-9 (1*7, 19-7) 5-9 (2-4, 14-2) 0 35 2-8 (1-5, 5-0) 6 aOR= odds ratio; CI = confidence interval. ba = probability of classifying risk factor correctly. internal repeat measurement leads to greater precision remains the same. It should be noted, however, that for both strategies the upper point of the confidence interval can be very high when measurement is poor. This is because the estimated probability of correct classification is falling almost as low as one of the case or control positive or negative prevalences at the higher values in the interval.
Discussion
The above results indicate that in the situation considered, in terms ofsensitivity, as expressed by the distance of the lower confidence limit from unity, the repeat measurement strategy is superior to the use of an external validation study.
Spiegelman and Gray7 obtain an analogous result for continuous exposure variables, comparing internal with external validation against a better method of exposure measurement. It is perhaps not intuitively obvious why internal repeat measurement should yield better precision, but an analogy can be seen in the case of estimation of a mean from a sample of continuous data subject to measurement error. Suppose we observe data z = x +£, where E represents measurement error and is distributed as normal with mean zero and variance a,2 independent of x, where x has variance a2. To estimate the mean, if we take a single sample of size n, the variance of the sample mean will be (a2 + a62)/n, even if a,2 is known exactly from an independent source. If, on the other hand we take repeated measures on the data z to estimate a, 2, the variance of the sample mean will be a2/n +ca2/2n. This illustrates the principle that repeated measurement affords an opportunity to lower the contribution to the standard error of the component of variance within individuals.
The above principle appears to be general, although the 0-9
aOR= odds ratio; CI = confidence interval. ba= probability of classifying risk factor correctly.
Table VI Expected estimated odds ratios and 95°0 confidence intervals in a casecontrol study with 100 cases and 1000 controls, with risk factor subject to error which is (1) estimatedfrom an external validation study of size 220, and bo = probability of classifying risk factor correctly.
1) External 7alidation
)R (950o CIa} 0 (3-3, 11-0) t2 (3-2, 11-7) '0 (3-0, 11-7)
9 (2-4, 14-5) 1 (2-2, 16-2) *0 (2-2, 7-2) *9 (2-2, 6-9) 9 (2-1, 6-9) *0 (1-8, 9-0) *0 (1-7, 9-2) *9 (1 0, 14-0)
Repeat determination OR (95%o CI 6-1 (3-4, 10-6) 5-9 (3-2, 10-6) 6-0 (3-1, 11-4) 5-9 (2-6, 13-4) 5-9 (2-4, 14-1) 4-0 (2-3, 6-9) 3-9 (2-2, 6-9) 3-9 (2-2, 6-9) A further possibility in the repeat determinations strategy is to take a third determination. This may not always be feasible but if it is, it can facilitate either estimation from more complicated models of misclassification or a further increase in power when recruitment of more subjects is not feasible, or when measurement is feared to be poor. Suppose three determinations are made on each subject. Let a = number of cases positive three times; b =number of cases positive twice; c = number of cases positive once; and d = number of cases negative all three times. Let e, f, g and h be the corresponding numbers of controls. The likelihood is:
For the five situations in table VII, the profile likelihood for three determinations yielded confidence intervals (3 1, 12 1), (2 0, 9-0), (1-4, 10 5), -_(0 9, 3 9), and (0 9, 4 6 Work is in hand to produce user friendly programs for the analyses used above. Copies of the present, "unfriendly" versions are available from the authors (SWD).
