A close-look is given at the single-input eigenvalue assignment methods. Several previously known backward stable QR algorithms are tied together in a common framework of which each is a special case, and their connection to an explicit expression for the feedback vector is exposed. A simple new algorithm is presented and its backward stability is established by round-o -error analysis. The di erences between this new algorithm and the other QR algorithms are discussed. Also, the round-o error analysis of a simple recursive algorithm for the problem (Datta (1987)) is presented. The analysis shows that the latter is reliable, and the reliability can be determined during the execution of the algorithm rather cheaply. Finally, some numerical experiments comparing some of the methods are reported.
Given a controllable pair of matrices (A; B) and a set = f 1 ; :::; n g, closed under complex conjugation, the well-known eigenvalue assignment problem in control theory is the problem of nding a matrix F such that A + BF has the spectrum (see Chen (1984) , Kailath (1980) , Szidarovszky and Bahill (1991) , etc).
Because of its importance, the problem has been very well-studied in both mathematics and control literatures. Many methods exist: single-input and multi-input (Arnold and Datta (1990) , Bhattacharyya and DeSouza (1982) , Bru et al (1994a Bru et al ( , 1994b , Datta (1987) , Miminis and Paige (1981, 1988 ), Patel and Misra (1981) , Konstantinov (1984, 1986) , Tsui (1986) , Varga (1981) , etc.); robust eigenvalue assignment (Kautsky, Nichols, and Van Dooren (1985) ); partial eigenvalue assignment (Datta and Saad (1991) , Saad (1988) ); parallel algorithms (Arnold (1992) , Bru et al (1994c) , Datta (1989) , Datta (1991) , Coutinho et al (1995) , Datta and Datta (1986) , etc.); and methods for second-order systems (Datta, Elhay, and Ram (1995) , Chu and Datta (1995) ). The backward-stability of some of these algorithms have been established by round o error analysis Moss (1989 and , Miminis and Paige (1988) ).
We take another look at the single-input methods in this paper.
In theory all the single-input algorithms produce the same solution (see Wonham (1979) ). It is therefore natural to explore the relationships between these methods. We relate the QR methods of Miminis and Paige (1981) , Patel and Misra (1984) , and Petkov-Christov and Konstantinov (1984) under one umbrella and then relate the recursive algorithm of Datta (1987) to these results. Speci cally, we prove a result that shows that all these methods are connected by a simple property of QR iteration and the explicit closed form solution of the single-input eigenvalue assignment problem that can be obtained easily from the recursive algorithm.
These results do not seem to have appeared in the literature before. The relationship allows us to present the QR algorithms in an uni ed framework through RQ factorizations of de ated matrices at each step. The uni ed RQ reformulations of these algorithms are easier to understand and implement than the original algorithms. We also present a new algorithm based on the RQ formulation of the single-input recursive algorithm. We show how this new algorithm di ers from other QR algorithms, and establish backward numerical stability of the algorithm through round-o error analysis. In the course of proving backward stability of this algorithm, we prove that any single-input eigenvalue assignment algorithm is backward stable if the associated Hessenberg-algorithm is backward stable.
Finally, we present a detailed round-o error analysis of the single-input recursive algorithm, which is most e cient, and almost trivial to implement, but is assumed to be numerically suspect. Our analysis shows that the stability of the method can not be guaranteed in general, but the method is reliable in the sense that we can get an indication, as the method is executed, when the results are suspect, and the indication can be obtained rather cheaply.
The organization of this paper is as follows: In Section 2 we present an uni ed RQ reformation of the three QR methods. In Section 3 we establish a relationship between these QR methods and the recursive algorithm.
In Section 4, we present a new RQ-based algorithm and discuss the di erences of this new algorithm with the others.
In Section 5 we present the round-o analyses of the proposed algorithm and that of the recursive algorithm.
Finally, in Section 6 we present some numerical experiments comparing some of the methods.
Hessenberg Eigenvalue Assignment
The methods to be discussed in this section have the following basic structure: the pair (A; b) is rst transformed to a controller-Hessenberg form; the desired feedback is then computed for the reduced problem, and nally the solution to the original problem is retrieved from the solution of the reduced problem. Recall that for single-input systems, if the Hessenberg matrix in the controller-Hessenberg form is unreduced, then the system is controllable. The above can be summarized in the following algorithm template: Algorithm 2.1 A General Single Input Algorithm Input: A 2 R n n ; b 2 R n , and = f 1 ; 2 ; : : : ; n g Output: f 2 R n such that (A ? bf t ) =
Step 1 Reduce the pair (A; b) to controller-Hessenberg form (H; e 1 ) = (P AP t ; Pb)
Step 2 Compute k 2 R n such that (H ? e 1 k t ) =
Step 3 Compute f = P t k If, in step 1 it is decided that the system is uncontrollable (i.e. if H is reduced or = 0) and if those eigenvalues of A which cannot be moved (called uncontrollable modes) do not belong to , then we must stop with failure: is unassignable. If the uncontrollable modes are contained in , then we go to step 2 with the controllable part of H and the subset of that remains to be assigned. Since is closed with respect to complex conjugation, then f will be real. We note here that the (orthogonal) matrix P determined by the reduction must be saved for use in step 3. Also note that steps 1 and 3 are individually backward stable operations. We will show in Section 5 that a method that is backward stable for Hessenberg eigenvalue assignment problem (
Step 2) will be backward stable overall.
Remarks: Several remarks on Algorithm 2.1 are in order. First. The reduction to Controller-Hessenberg form can be achieved in a numerically stable way using a stair-case algorithm (see, Boley (1981) , Paige (1980) and Van Dooren and Verhaegen (1985) , etc.).
Second. Step 1 and Step 3 are the same in all the eigenvalue-assignment methods to be discussed in this paper. The di erent algorithms di er in the way Step 2 is implemented. We will present below the RQ-formulation of several QR-based algorithms, and an recursive algorithm to implement Step 2. We will then present a new algorithm based on the RQ-formulation of the recursive algorithm, thus presenting a link between these apparently di erent algorithms.
Third. In the section 5, we will prove that if Step 2 is implemented in a numerically stable way, then the overall algorithm will be numerically stable, thus reproving the numerical stability of several known QR-based algorithms and proving that of the new algorithm. The basic idea of the method is to apply the QR Algorithm with ultimate shifts to the matrix (with unknown rst row) (H ? e 1 k t ). If for simplicity we assume that the closed-loop eigenvalues are all real, then the method consists of n de ation steps and a \backward sweep". Step 2 
The Method of Patel and Misra (Patel and Misra (1984)).
We have now seen two methods based on an explicit RQ step with immediate de ation. It should come as no surprise that an implicit RQ step is possible, and in order to handle complex pairs of eigenvalues with real arithmetic, an implicit double step is needed. Such a method was proposed by (Patel and Misra (1984) ). The method is similar to the method of Miminis and Paige (1982) , but it includes an alternative to the \backward sweep", and is the rst published description of the implicit double-step in the single-input eigenvalue assignment problem. We will outline an implicit single-step here.
First, compute an orthogonal matrix P i such that e t n (H i ? i I)P t i = e t n ; then compute another orthogonal matrix U i such that U i P i H i P t i U t i is an upper Hessenberg matrix; nally, set Step 2 
A Recursive Algorithm (Datta (1987))
We reproduce below the recursive algorithm of Datta (1987) , which is apparently di erent from the three just described, and show how this algorithm produces an explicit formula for the single-input feedback vector.
In the next section, we will present an RQ-formulation of this method. This new RQ method will help elucidate the relationship between the other RQ methods and the explicit expression for the feedback vector obtained by the recursive formula. . Given a system in controller-Hessenberg form, this method is more than ve times as fast as the method of Miminis and Paige. The assignment of complex pairs of eigenvalues in real arithmetic requires a slight adjustment to the above method, but does not alter the operations count.
A Closed-Form Solution of the Single-input EAP We now show that this method yields an explicit closed-form solution for the single-input problem. The recursion in step 2 above yields l i+1 = (H t ? 1 I)(H t ? 2 I) (H t ? i I)l 1 ; (2.8) and including steps 1 and 3, (2.8) becomes k = (H t ? 1 I)(H t ? 2 I) (H t ? n I)e n ; (2.9) where = ( h 21 h 32 h n;n?1 ) ?1 . If (x) = (x ? 1 )(x ? 2 ) (x ? n ), then this will be written as k t = e t n (H):
Since this solution is unique, it represents the Hessenberg formula for the single-input EAP.
Of Methods not Discussed
A. Varga (1981) proposed a method very di erent from those considered here. It has largely been ignored by numerical linear algebraists because of a reduction of the original system to controller-Schur form (T = PAP t is block upper triangular with 1 1 or 2 2 diagonal blocks, and k = Pb is a \full" column vector, see Varga (1981) for details). It is argued that, besides the extra work involved, the method su ers from the fact that possible illconditioning of the eigenvalues of the original system introduces unnecessary errors into the computation. These criticisms, while entirely valid from an algorithmic perspective, may be unwarranted from a more global view. It may be that knowledge of the original spectra (provided by the controllerSchur form and not by the controller-Hessenberg form) is necessary for intelligent Eigenvalue Assignment. In that case the information provided by the Schur decomposition might be used in choosing . If the eigenvalues of the original system were found to be illconditioned, a Hessenberg method might be preferable; but if not, continuing on with the method of Varga would be more e cient.
There exist many methods for the Eigenvalue Assignment problem, and we have chosen to discuss only those few with positive numerical attributes (e.g. stability and e ciency). Methods that depend on Jordan or Frobenius forms are both expensive and unstable. Most closed-form solutions for the feedback vector require such forms and hence lead to poor numerical methods. One of the most well known closed-form solutions is due to Ackermann (1972) ; while it is often held as an example of how not to solve the EAP, we will see in the next section that each of the methods discussed in this paper are closely related to that solution.
Relationship Between the Various Methods
In this section we will explain the relationships between the methods of Miminis and Paige; Petkov, Christov, and Konstantinov; Patel and Misra; and Datta. We will show that the Miminis-Paige, Petkov-Christov-Konstantinov, and Patel-Misra methods yield the same data at each de ation step, the only di erence being the technique used for an RQ factorization. Then we will present an RQ implementation of the recursive method that ties all four of the methods together.
The Miminis-Paige, Petkov-Christov-Konstantinov, and Patel-Misra methods all have an RQ factorization at the heart of the de ation step. With the original method of Miminis and Paige we have the explicit Hessenberg RQ factorization, with that of Petkov, Christov and Konstantinov we have a novel \triangular system" Hessenberg RQ factorization, and with the method of Patel and Misra we have the implicit Hessenberg RQ factorization.
These methods all begin with the same data, the pair (H; e 1 ) and the closed-loop spectrum ; furthermore it is clear that each of the methods generates the i + 1 st set of data by applying an RQ iteration step to the i th set of data. Thus, given the matrix H i , the Implicit-Q Theorem (or the uniqueness of the RQ factorization) guarantees that whichever method we choose, the unreduced Hessenberg matrix H i+1 is essentially (that is, up to a diagonal scaling of 1) the same. One might question the uniqueness of the RQ factorization (or equivalently, the implicit RQ step) if i is an eigenvalue of H i . Indeed, in this case it is not unique, for while Q i is completely determined, the rst row of R i is underdetermined. But if we now note that the de ation step is taken immediately in each of the methods, it is clear that the rst row of R i plays no part in the computation. We have proven the following lemma: Lemma 3.1 In exact arithmetic, the methods of Miminis and Paige, Petkov, Christov and Konstantinov and Patel and Misra all generate the same data H i , and Q i at each de ation step, up to a sign scaling, for i = 1; 2; : : : ; n.
The di erences between these methods, at each step, depend only on nite precision. The discussion above allows us to give a generic formulation of all of the QR-based single-input algorithms as follows: Algorithm 3.1 Generic RQ-based Single Input Algorithm Input: H, an unreduced n n Hessenberg matrix, 6 = 0, and = f 1 ; 2 ; : : : ; n g Output: k such that (H ? e 1 k t ) =
Step Step 2 Compute n = n?Hn n
Step 3 Compute k t = ( 1 ; 2 ; : : : ; n )Q n?1 Q n?2 Q 1
The manner of computing the RQ steps in this generic method is not speci ed; an explicitly shifted RQ step with Givens rotations yields the original method of Miminis-Paige, explicitly computing the RQ factors using a closed-loop eigenvector gives the method of Petkov-ChristovKonstantinov, and an implicit RQ step corresponds to the methods of Patel-Misra and MiminisPaige. We also note that i can be computed using either of the quantities given above, or if R i is available, as i = r 
A New RQ-based Method
We now present a new RQ implementation of the recursive algorithm of Datta that will make explicit the connections between all of these methods and the explicit formula (2.10).
While this method was discovered and proved in the context of the matrix equation H t L ? LB = ce t n ;
we can show its relationship with the often maligned formula of Ackermann. Ackermann (1972) showed that if f t P t = e t n C ?1 (A)P t = e t n C ?1 P t (H) = e t n (P C) ?1 (H);
where PC is an upper triangular matrix. If ?1 is the (n; n) element of PC, then e t n (P C) ?1 = e t n , and we see that the formula, k t = e t n (H) is a Hessenberg case of Ackermann's formula
The recursive algorithm is an extremely e cient way to solve the Hessenberg Single Input problem, but as we will see in Chapter 6, backward stability cannot be guaranteed. Having been aware of possible instabilities in the recursive formulation, suggested that this method could be implemented using QR iterations as follows: and setting Q = Q 1 Q 2 Q n and R = R n R n?1 R 1 , formula (2.10) becomes k t = e t n QR:
The di culty of implementing this strategy is that the R i need to be accumulated; this is both expensive and unstable.
We now show how the method can be made computationally e cient by using RQ factorizations instead of the QR factorizations. and by setting Q = Q n Q n?1 Q 1 and R = R 1 R 2 R n , we have k t = e t n RQ = e t n Q; where = Q n i=1 r (i) nn . This is a much nicer situation! Furthermore, we will now show that it is possible to \de ate" the problem at each RQ step. Step 3 Update := (H n ? n )
Compute k t = e t n Q Remark: The RQ factorizations in this method can be implemented implicitly with a double step, but as with the previous methods this has been omitted for the sake of clarity. Note also that there are no divisions in this method until is computed in the last step, i.e. the troublesome computation of 
A Relationship Between the Proposed Method and other RQ Methods
We promised that this method would shed some light on the relationship between the other RQ methods and the closed-form solution (2.10). While the connection between this RQ method and the closed-form solution is clear, we have yet to close the nal link. There are two di erences between this method and the generic RQ method: (i) de ation does not commence after the rst iteration here as in the generic method, and (ii) the scalar in this method takes the place of the vector x t = ( 1 ; 2 ; : : : ; n ).
When viewed from the perspective of the generic method, these two distinctions are the result of transforming the vector x t into the vector e t n , one step at a time. To see how this works let us consider an explicit RQ factorization of H i , an unreduced while the proposed method generates the orthogonal matrices P i = Q i V i such that k t = e t n P n P n?1 P 1 ;
where ( 1 ; 2 ; : : : ; n )V 1 V 2 V n?1 = e t n and V i is a rotation in the planes i and i + 1.
Error Analysis
A systematic round-o error analysis of most of the existing and currently used algorithms in control theory is lacking. As far as algorithms for the EAP is concerned, round-o error analyses of only the methods of Miminis and Paige and Petkov, Christov and Konstantinov have been presented Moss (1989 and , Miminis and Paige (1988) ).
In this section we give a detailed round-o error analysis of our proposed single-input algorithm (Algorithm 4.1) described in Section 4, and prove that it is backward stable. In the course of this proof we show that any algorithm for the EAP is backward stable if it is backward stable for the corresponding Hessenberg problem. We then give a round-o error analysis of the recursive algorithm. Our analysis shows that the latter, while it may not be backward stable, is reliable in the sense that we can detect precisely when the results are suspect.
An Error Analysis of the Proposed Single Input Method
The backward error analysis of eigenvalue assignment methods has turned out to be a nontrivial task. For example, the RQ-based methods of Section 2 are straightforward adaptations of the Hessenberg QR iteration, and while a backward error analysis for the QR iteration is quite simple, that for the eigenvalue assignment methods is not (see e.g. Cox and Moss (1989 or 1992)). The major di erence is that backward error analysis for the QR iteration in the eigenvalue problem is naturally focused on showing that the next iterate is (exactly) similar to a matrix that is close to the current iterate, while for eigenvalue assignment we cannot, in a straightforward way, use similarity as a tool. In order to simplify the analysis, we show that backward stability is achieved if one can solve the Hessenberg single-input eigenvalue assignment problem in a backward stable manner. First we prove that Algorithm 4.1 is backward stable. where P n?1 = Q n?1 Q n?2 Q 1 , P n?1 = fl( Q n?1 Q n?2 Q 1 ). Here, jj Hjj F unf(n) maxfjjHjj F ; j k j; k = 1; 2; : : : ; ng and jjEjj F ng(n)u. These bounds are pessimistic now, because of the maximum over j k j and because we have not considered the fact that H i and Q i are actually (n ? i + 1) (n ? i + 1), not n n. Now with P = P n , the feedback k is computed as k t = e t n P, so up to the scalar , we are done. We have shown that e t n ( P + E) is exact for a matrix H + H, where jje t n Ejj ng(n)u and jj Hjj unf(n) maxfjjHjj F ; j k jg. We now show that can be computed in a backward stable fashion, thereby completing the proof. (1 + i ) ;
and if we assume that nu < 0:1, then conservatively j ? j 5nuj j:
If we write = ( ; H), then our result reads
where H is the same as in (5.1), and j^ j 5nu. Finally, the error from the scalar-vector operation k t = e t n P can be thrown back into , yielding a computed feedback k such that k = e t n E + k( + ; H + H); with j j 5nu: Remark: The popular de nition for backward stability is not used here for a very simple reason. Consider proving that the computation of a Householder re ection is backward stable. One must show that the computed matrix is exact for a problem close to the original. This is impossible, even for the n = 2 case, for the computed matrix is almost always not an orthogonal matrix. This di culty is removed by adopting the more general de nition of Stewart 1972, p.76], which requires that the computed solution be \near the exact solution of a slightly perturbed problem." Datta (1995, p.87) has called such stability mild-stability. In the above proof, the quantity e t n E is the di erence between the computed solution and the exact solution for the perturbed problem, and with k k( + ; H + H) we have (pessimistically) k k ? kk=kkk cn 2 u, where c is a constant of order unity.
Theorem 5.2 The following 3-step procedure for solving the controllable single-input EAP for (A; b; ), is backward stable if step 2 is backward stable.
Step 1 Using the method of Householder, reduce the pair (A; b) to the controller-Hessenberg form (H; r) = (QAQ t ; Qb).
Step 2 Compute the solution k to the EAP for (H; r; ).
Step Here^ k = f ? E t Q k, and so k^ k k uny 1 (n)k kk; y 1 (n) = y 0 (n) + n:
Now by hypothesis, there exist (H;r) close to ( H; r), andk close to k, such thatk is the exact solution to the EAP with input (H;r; ). Write H =H +Ẽ H ; r =r +~ r and k =k +~ k ; where kẼ H k uz H kAk; k~ r k uz r kbk; and k~ k k uz k k kk: Remark: Since our proposed Hessenberg algorithm is backward stable, the above theorem guarantees that our method is backward stable for the pair (A; b).
An Error Analysis of the Recursive Single-Input Method
Recall that this method computes a matrix L and a vector k such that HL?L = ke t n . A careful look at the iteration reveals that the forward error has a special form. De ne the polynomials The j can easily be bounded; for example if a machine base scaling is used to normalize l j , then it is simple to show that jj j jj F m nujjH ? j jj F ; where m is the base. Unfortunately, not much can be said about backward stability from a result like this. It is not a necessarily bad result either, for the closed-form expression for the single-input feedback is e t n 1;n (H).
It is possible to shed some light on the stability of this method by looking at the j in a di erent way. 5.3 Remarks on Numerical Stability and Reliability >From the above result we cannot say that the method is backward stable. We have simply provided an upper bound on the size of the ball around the initial data, inside which there exist (H + H; + ) for which the computed solution is exact. If jj Hjj could be bounded above by a small quantity that was relatively independent of the initial data, then the method would be backward stable. But Theorem 5.4 does allow one to say precisely when the results from the method are suspect. It is clear that jjEjj is always small if the iterates are normalized every few steps, so that all of the backward error information is contained in L ?1 . Since L is triangular, it is possible to estimate jj L ?1 jj rather cheaply, even as the iteration proceeds.
The matrix L yields a bit more information about the eigenvalue assignment problem. If the closed-loop eigenvalue problem is poorly conditioned, then we cannot expect the closed-loop eigenvalues to be correct (or even well-de ned), even when the feedback f is computed to very high accuracy. Now we know from construction that the method yields matrices L and such The triangular factors facilitate an O(n 2 ) LINPACK-like condition estimator of P = L ?1 X. We cannot say that whenever L is illconditioned, the closed-loop eigenvalues are illconditioned, for L is simply a factor of P; but computational experience has shown that it is a good indicator.
Numerical Experiments
We include here several computational experiments that compare the accuracy of the proposed method (RQ) with that of Miminis & Paige (MP) and Datta. The M&P method was chosen as representative of the QR-based methods primarily because of the matlab script SEVAS, written by Miminis, and available to the public (Miminis 1991) . All computations were done on a Sun Sparcstation LX. Matlab, version 4.2C, was used to compute the feedback vector using the m-les SEVAS.m for the MP method, SIPPD.m for Datta's method, and SIPPRQ.m for the proposed method (SIPPD.m and SIPPRQ.m available from Arnold). Matlab computations are double precision with a machine epsilon of = 2 ?52 . In all tests an \exact" feedback was computed using the method of Datta, coded in D. Bailey's multi-precision fortran (1992) with a 500 decimal digit oating point representation. Datta's method was chosen for its e ciency and ease of implementation. In all of the experiments, the initial data is in controller-Hessenberg form. The computation of an exact solution allows one to avoid the eigenvalue computation (and the associated errors) necessary in the common practice of measuring error by computing the eigenvalues of H, removing its rst row, and then assigning the original eigenvalues to the perturbed matrix.
For a backward stable method, one expects the size of the error in the computed solution to be roughly equal to the product of the machine epsilon and the condition number of the problem. We have included in these tests the computation of a relative condition estimator (the estimator , given in (Arnold 1992 ), requires about 1 15 the work of either of the methods being compared). We would like to emphasize two points here: rst, we are measuring the error in the computed feedback, not in the closed-loop eigenvalues; and second, this condition estimator is neither a lower nor upper bound on the true condition number, which, while computable, requires at least O(n 4 ) ops for the general case. For all of these experiments the Matlab code that generates the test data, and the seeds for the random number generator are available from Arnold.
In the rst experiment, a random matrix with elements uniformly distributed in ?1; 1] was generated using Matlab's RAND function. This matrix was then reduced to Hessenberg form and its elements rounded to 15 binary digits, resulting in the system matrix H. Next, a unit random vector, r, was generated and the eigenvalues of the matrix H ? e 1 r t computed. These eigenvalues, rounded to 15 binary digits, become the desired closed-loop poles. For a relatively well conditioned eigenvalue assignment problem, we expect the exact feedback to have norm near unity.
Thirty such runs were performed on matrices of size n = 100. The results are decribed in gure 1 and table 1. Figure 1 is a scatter plot showing ? log 10 (e c ), where e c = kf ?f c k=kfk, f is the exact feedback and f c is the feedback computed by one of the methods being compared. The x-axis serves only to label the data points; each integer k, from 1 to 30 represents a data point, and each data point consists of 4 quantities, namely the predicted error and the error for each of the 3 methods being compared. The y-axis in the gure represents the (negative of) the number of correct digits in the computation, thus a smaller (closer to ?1) y-component, represents a smaller error. In order to make the plot easier to read the data is sorted by the predicted error, , and the predicted error is plotted as a continuous curve by linear interpolation. Note that even for problems of size n = 100 (considered large for single-input eigenvalue assignment), the feedback vector is computed to high relatively accuracy by the backward stable methods. This observation supports the argument that the generically dismal behavior of eigenvalue assignment for large n is not caused by innacurate feedback, but is primarily attributable to the conditioning of the closed-loop eigenvalues relative to the size of the feedback vector. Table 1 provides some statistics associated with the data shown in gure 1. The quantity \digits accurate" is simply ? log 10 (e c ), which is approximately the number of correct decimal digits. The least accurate result in the sample is reported under \Minimum" accurate digits, and the average number of correct digits in the sample is reported under \Average". In an attempt to remove the \bias" of conditioning from the statistics, a backward error statistic is also computed as e b = e f = d . The justi cation for this statistic is that given a backward stable method, the true condition number , and a small (relative to 1= ) machine epsilon , the quantity e f = should be approximately bounded by . Thus, we de ne the quantity \backward digits accurate" as ? log 10 (e b ). The least accurate sample with respect to this scaled error is reported as \Backward Minimum", and the average of the scaled errors is reported as \Backward Average". The next experiment is constructed as the rst, but with n = 20, and with illconditioning introduced by uniformly scaling the subdiagonal entries of H so that the product of these entries is between 1 10 ?10 and unity. Again, we include a scatter plot for 100 runs, and a table summarizing the results; these are given in gure 2 and table 2, respectively. A perturbation on the order of 2 1?n makes this system uncontrollable. The system size varied from n = 3 to n = 32, and one sample was taken for each n. In gure 3, we display the errors as a function of n, and as such, the data are not sorted. 
Summary and Conclusions
In this paper, we have considered various computational aspects of the single-input eigenvalue assignment problem in control theory. We summarize the results of the paper below.
I. We have built a framework around which the QR-based methods are all special cases. We have found that these apparently di erent methods di er only on how the RQ decompositions are computed.
II. We have proposed a new method based on the RQ formulation of the recursive algorithm of Datta (1987) . An intimate relationship of the latter with the other QR methods has been exposed via an explicit formula of the feedback vector obtained from the recursive algorithm.
III. We have proved that the proposed algorithm is backward stable by a round-o error analysis. A more general theorem obtained in this context shows that an algorithm is backward stable if the associated Hessenberg-algorithm is stable. It remains to see if the stability of the other QR algorithms can be reproved from the relationship mentioned in I.
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