Composite fermion wave functions projected onto the lowest Landau level, provide an accurate description of two-dimensional quantum dots in the limit of strong magnetic fields. We show that the range of validity of these wave functions can be extended to smaller magnetic fields by incorporating Landau level mixing effects with the variational and diffusion Monte Carlo methods. We apply our method to 14 and 15 electron systems to study ground state properties in the fractional quantum Hall regime. Landau level mixing is found to be important for a quantitative understanding of experimental addition spectra.
I. INTRODUCTION
During the last 20 years, experimental realizations of twodimensional few-electron systems [1] [2] [3] [4] have inspired intense theoretical study, 5 not only for their potential applications for future nanotechnologies, but also because they offer a system that undergoes a large number of transitions, some of which can only be understood by having an accurate description of many-body effects. These experiments provide a welldefined interacting many-body problem, with controllable parameters such as the external magnetic field, the number of electrons, and the interaction strength. While the HartreeFock and density functional methods are useful for a qualitative understanding of some properties, 5 an accurate and efficient description of quantum dots in the limit of strong correlations remains a theoretical challenge. In particular, for high magnetic fields, where the system is in the fractional quantum Hall regime, most of the previous theoretical work was limited to a small number of electrons and/or states. [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] It is our aim in this paper to present a highly accurate theoretical method based on a combination of variational and diffusion Monte Carlo techniques, 17 and composite fermion ͑CF͒ theory. 18 It allows us to investigate quantum dots containing a relatively large number of electrons ͑N =14,15͒ in the fractional quantum Hall regime. We study Landau level ͑LL͒ mixing effects present at finite magnetic fields, showing that they can be important for a quantitative interpretation of experimental results, and provide benchmark results that can, in principle, be tested experimentally.
II. MODEL AND METHOD

A. Hamiltonian
Our starting point is the two-dimensional Hamiltonian of N electrons in a magnetic field B,
where m * is the effective mass of electron, A is the vector potential, 0 is the parameter characterizing the parabolic confinement potential, ⑀ is the dielectric constant, g * is the effective g factor, B is the Bohr magneton and s z,j is the z-component of the spin of the j th electron. We use standard material constants corresponding to GaAs, effective mass m * = 0.067m 0 , dielectric constant ⑀ = 12.4, and Landé g-factor g * = −0.44. The effective Bohr radius is a 0 * = 9.793 73 nm. We choose the confinement parameter ប 0 to be 3.32 meV, which is within the typical experimental range. 2, 3 It will be assumed in this work that the magnetic field is sufficiently strong that all the electrons have up spin due to the Zeeman term.
B. Composite fermion-Jastrow trial wave functions
The accuracy of variational Monte Carlo ͑VMC͒ and diffusion Monte Carlo ͑DMC͒ methods depends on the quality of the trial wave function, in particular on the accuracy of the ͑3N −1͒-dimensional nodal surface ͑or the phase in case of complex wave functions͒. In a recent paper, 16 it was shown that the phase of the exact lowest Landau level ͑LLL͒ wave function is an excellent approximation to the phase of the exact wave function ͑including LL mixing͒ and that LL mixing can be accurately and efficiently included by using multiplying the LLL wave function by a flexible Jastrow factor and/or projecting the resulting wave function onto the ground state using DMC subject to the fixed-phase constraint. While this method has proven to be much more efficient than numerical diagonalization with several LLs, it is still computationally expensive for large N and large total angular momentum L. A more efficient option, that we exploit here, is to replace the exact LLL wave function with a CF theory wave function, while still including LL mixing as before. The CF wave function is an excellent approximation to the LLL wave function, but has many fewer determinants, hence allowing the study of larger systems. A similar approach has been used to study the fractional quantum Hall effect on a Haldane sphere. 19 The central idea of CF theory is a mapping between strongly interacting electrons at L and weakly interacting electrons at L * = L − pN͑N −1͒. Multiplying the composite fermion wave functions by a Jastrow factor J ͑defined below͒, our trial wave functions have the form
where z j = x j − iy j denotes the complex coordinate of the jth electron, 2p is the vorticity of the CFs, and P indicates projection into the lowest LL. Here, ⌽ i L * are the D CF lowest kinetic energy Slater determinants of noninteracting electrons at L * , and the coefficient ␣ i are obtained by the method of "CF diagonalization," namely diagonalization of the Hamiltonian in the ͑lowest Landau level͒ correlated CF basis. 15 Once the CF wave functions are obtained, we use VMC to optimize the Jastrow factor by minimizing the variance of the local energy. 20 The Jastrow factor J reduces the statistical error in both VMC and DMC for a given number of Monte Carlo steps. It also lowers the VMC energy, but leaves the fixed-phase DMC energy ͑described below͒ unchanged because the phase of the trial wave function is not altered. The Jastrow factor that we use in this work contains electron-electron ͑J ee ͒, electron-dot ͑J ed ͒, and electron-electron-dot ͑J eed ͒ terms written as Padé expansions:
where
and l max is p − k if k 0 and p − k −2 if k = 0. Only terms for which m = ͑p − k − l͒ / 2 is an integer are included in f eed . The scaling functions R͑r͒ and R ͑r͒ are given by r / ͑1+r͒ and 1/͑1+r͒, respectively. N ord , the order of the polynomials, is taken to be 5 in all three equations, resulting in 4a, 6b, and 23c parameters. ͑The parameters a 1 and a 2 are zero, because, unlike the case of real atoms, there is no cusp in the wave function when an electron approaches the center of the dot.͒ The number of parameters to be optimized is reduced by the imposition of the electron-electron cusp condition: b 1 must be 1 for antiparallel-spin electrons and 1 / 3 for parallel spin electrons, and, only 15 of 23c parameters are free to vary.
C. Diffusion Monte Carlo
The DMC method improves upon the VMC energy by projecting onto the lowest-energy wave function that has the same phase as the trial wave function. The resulting fixednode or fixed-phase energies are upper bounds to the true energies. Here, we employ an efficient implementation of DMC described in Ref. 21 , within a fixed phase approximation: 22 starting from a variational wave function ⌿ T , a new function f = ⌽ * ⌿ T is introduced, where ⌽ is the ground state of the N-body Hamiltonian subject to the constraint that it have the same phase as ⌿ T . The integral form of the Schrödinger equation in imaginary time ͑t → it͒ then can be written in terms of f as
where R represents the coordinates of N electrons, G͑R , RЈ , ͒ = ⌿ T ͑R͒͗R͉e −Ĥ ͉RЈ͘ / ⌿ T ͑RЈ͒, is a Green's function that is explicitly known only in the short-time limit → 0͒. Hence, Eq. ͑7͒ can be solved by applying G repeatedly until the desired projection is obtained. Since the function f is used as a probability density for Monte Carlo sampling, it must be real and positive, which is equivalent to the assumption that the phase of ⌽ is the same as that of the trial wave function ⌿ T . After equilibration, the energy can be calculated as an average over the sampled points R m ,
where E L is the real part of the local energy,
For a given L state, the steps involved in our numerical procedure can be summarized as follows.
͑1͒ Identification and projection onto the lowest Landau level of zeroth-order composite fermion determinants.
23
͑2͒ Gram-Schmidt orthogonalization, and diagonalization of the interaction Hamiltonian using Monte Carlo sampling.
24
͑3͒ Optimization of the Jastrow parameters using the variance minimization technique.
20
͑4͒ Calculation of the fixed-phase energy using DMC, until desired precision is obtained.
The steps ͑2͒, ͑3͒, and ͑4͒ are the time-consuming steps, and only steps ͑3͒ and ͑4͒ must be performed for each magnetic field value that we are interested in, since coefficients ␣ i correspond to the lowest LL state, fixed in the B → ϱ limit.
III. RESULTS AND DISCUSSION
We first consider a small system of N = 4 electrons to test our approach. Our concern is the effect of lowest LL projection on the quality of trial wave functions. The projection is usually performed for comparison purposes with exact diagonalization within the lowest LL. Within the lowest LL the energy depends on the system parameters only through an overall scale, given by e 2 / ⑀ᐉ, where ᐉ = ͱ បc / eB is the magnetic length; in particular, it is independent of the electron band mass m * . The complete basis can be used. In our case, we want to take into account the LL mixing; hence it is not obvious whether one must use projected or unprojected wave functions. One might expect that the unprojected wave functions, which already include some LL mixing in an efficient manner, might be a better starting point in the presence of a sufficient amount of LL mixing. We have carried out QMC calculations to compare both possibilities. The results are given in Table I ͒, at least for the magnetic field and angular momentum range considered here. Therefore, projection is an essential step in QMC calculations, and will always be performed in the rest of the paper.
Projection of the CF wave function onto the lowest LL has a small adverse effect on the efficiency of our method. When the determinantal part of the wave function is written in terms of single-particle orbitals it is more efficient 25 to perform the Metropolis accept-reject after moving each electron rather than doing it after moving all electrons, both in variational and in diffusion Monte Carlo. The reason is that if only a single row or column of the determinant is changed then the determinant can be reevaluated in O͑N 2 ͒ time rather than in O͑N 3 ͒ time using the Sherman-Morrison formula. 26 The projected CF determinants are composed of correlated orbitals, i.e., the orbitals depend on the positions of all electrons. Hence the evaluation of the determinant takes O͑N 3 ͒ time regardless of whether one or all electrons have moved and it becomes more efficient to do the accept-reject step after moving all the electrons.
In Table II , we compare results obtained from different levels of approximations for L = 9 − 19. Energies from numerical diagonalization within the lowest LL ͑E 1LL ͒, CF theory ͑E CF ͒, numerical diagonalization within 3 LLs ͑E 3LL ͒, and DMC ͑E CF+DMC ͒ results are given in meV. We also show the number of determinants involved in 1 LL diagonalization ͑D 1LL ͒, 3 LL diagonalization ͑D 3LL ͒, and CF diagonalization ͑D CF ͒. Clearly, CF+ DMC results are in excellent agreement with those from 3 LL diagonalization. In the worst cases ͑L = 13,18,19͒, the agreement is still within 0.1%. It is interesting to note that there is a strong correlation between the accuracy of the lowest LL composite fermion energies relative to the exact LL energies, and, the accuracy of CF + DMC energies relative to 3 LL energies. As mentioned earlier, the exact lowest LL wave functions have excellent phase. Therefore, small deviations from exact lowest LL wave functions introduce additional phase error in the fixedphase DMC calculations. This is consistent with the behavior observed in quantum Monte Carlo calculations of molecular systems, that, in order to have an accurate description of the 3N − 1-dimensional nodal surface of the many body wave function it is important to include a small number lowenergy determinants but not the large number of high-energy determinants, even though the high-energy determinants contribute significantly to the energy. In the present problem there is an unusually sharp distinction between the lowenergy and the high-energy determinant ͑lowest LL versus higher LL͒. It is possible to improve the phase by performing higher-order CF diagonalization, 15 but for simplicity we only consider zeroth level CF theory in this work.
Having validated the accuracy of our approach, we now study the ground states properties of a 15 electron system. For a system of this size, the difference between D 3LL and D CF would be even far more striking than for the fourelectron system ͑Table II͒, and a numerical diagonalization with LL mixing is well beyond the capabilities of presentday computers. With CF theory, the number of determinants involved varies between ϳ1 − 300, for N = 15 and in the range of L considered here. In Fig. 1 , we plot the total energies as a function of L at B = 8 T, from CF theory ͑dots͒ and DMC calculations ͑open circles͒. There is a significant energy lowering due to LL mixing. In fact, the energy gained by LL mixing is much larger than the gap between adjacent L states. Since for large L values, the average electronelectron distance is higher, Coulomb interactions are less important for a given B value. Thus the correction due to LL mixing is more significant for smaller L values. The most remarkable aspect of Fig. 1 is that the structure of the cusps in the curve is not strongly affected by the mixing. This observation is reflected in Fig. 2 , where we plot the angular momentum of the ground state as a function of magnetic field. The ground state sequence of L values is correctly predicted by lowest LL calculations ͑CF͒, but the transition points occur at higher B values when LL mixing is present ͑CF+ DMC͒ due to the fact that the energy gain is more important for lower angular momentum states. It is also interesting to note that, to a first approximation, the two curves seems to be simply shifted from each other. However, a closer look shows that the relative range of stability of different states is affected by LL mixing. For instance, the state L = 260 has a very small range of stability in the CF-LLL calculation.
We now show that an accurate prediction of transition points can be important for a correct interpretation of experimental results. Experimentally, the addition energy ͑chemical potential͒ ͑N͒ = E͑N͒ − E͑N −1͒ is measured as a function of the magnetic field. [2] [3] [4] In order to study the addition spectrum, in Fig. 3 , we plot ͑15͒, as well as its slope −d / dB that corresponds to the magnetization difference M͑N͒ − M͑N −1͒. 6, 27 The structure in the curve for ͑15͒ is not clearly visible, but the curve for −d / dB has considerable structure, showing upward and downward jumps due to angular momentum transitions. All the upward jumps correspond to transitions in the 15-electron dot, whereas the downward transitions correspond to the 14-electron dot. This is simply due to the opposite signs of E͑N͒ and E͑N −1͒ terms in the chemical potential expression. The relative positions of upward and downward jumps give a unique shape to the curve. Therefore, a careful comparison between theoretical and experimental results, assuming that experimental noise can be made small enough, could give precise information on the different ground states involved in the transitions. For such comparisons, LL mixing is seen to significantly affect the positions of the transitions. The last state that is present in Another quantity of interest that we study is the dot area that can also be estimated experimentally. 3 We estimate the dot area from the extrapolated estimator 28 ͗r 2 ͘Ϸ2͗r 2 ͘ DMC − ͗r 2 ͘ VMC , plotted in Fig. 4 . Here, dots represent the CF theory results and open circles represent the DMC results. The area of the dot is enhanced by 5% to 10% LL mixing. We note that ͗r 2 ͘ is also proportional to the confinement energy of the quantum dot. For a given L, the effect of LL mixing is to increase the distance between electrons, thus reducing the interaction energy, but increasing the confinement and kinetic energies. Once again, at first glance the two curves seem to be shifted from each other, but as a matter of fact the difference between them decreases slowly as L increases. When we plot the ground state dot area as a function of magnetic field ͑Fig. 5͒, we observe oscillations of the area due to the squeezing effect of an increasing magnetic field, followed by sudden jumps as the angular momentum of the system changes in order to reduce the Coulomb repulsion. These abrupt changes of the dot area by ϳ5% is close to but lower than the ϳ10% value experimentally estimated. 3 We have also plotted two other points for the lower magnetic field ͑shown by crosses͒. These values are not obtained using CF trial wave functions, but they are useful for providing a bigger picture of the B dependence of the dot area, i.e., an overall decrease of ͗r 2 ͘ as the field is increased.
IV. CONCLUSION
To conclude, we have developed an efficient method using the quantum Monte Carlo technique and composite fermion theory to study two-dimensional quantum dots. By comparing with exact diagonalization studies, we have shown that our approach very accurately describes the Landau level mixing, and is far more efficient than exact diagonalization. We have applied our method to large quantum dots containing 14 and 15 electrons to study the ground state properties. We have shown that an accurate inclusion of Landau level mixing can be important for a quantitative interpretation of experimental results, and this could possibly allow the identification of specific quantum dot states in the fractional Hall regime provided that sufficiently clean quantum dots can be fabricated. 
