Kershaw closures for linear transport equations in slab geometry I:
  model derivation by Schneider, Florian
Kershaw closures for linear transport equations in slab geometry I: model
derivation
Florian Schneidera
aFachbereich Mathematik, TU Kaiserslautern, Erwin-Schro¨dinger-Str., 67663 Kaiserslautern, Germany,
schneider@mathematik.uni-kl.de
Abstract
This paper provides a new class of moment models for linear kinetic equations in slab geometry. These
models can be evaluated cheaply while preserving the important realizability property, that is the fact that
the underlying closure is non-negative. Several comparisons with the (expensive) state-of-the-art minimum-
entropy models are made, showing the similarity in approximation quality of the two classes.
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1. Introduction
In recent years, many approaches have been considered for solving time-dependent linear kinetic transport
equations, which arise for example in electron radiation therapy or radiative heat transfer problems. Many
of the most popular methods are moment methods, also known as moment closures because they are dis-
tinguished by how they close the truncated system of exact moment equations. Moments are defined by
angular averages against basis functions to produce spectral approximations in the angle variable. A typical
family of moment models are the so-called PN methods [13, 22], which are pure spectral methods. However,
many high-order moment methods, including PN , do not take into account that the original kinetic particle
distribution to be approximated must be non-negative. The moment vectors produced by such models are
therefore often not realizable, that is the fact that there is no associated non-negative kinetic distribution
consistent with the moment vector. Thus, the solutions can contain non-physical artefacts such as negative
local particle densities [3].
The family of minimum-entropy models, colloquially known as MN models or entropy-based moment closures,
solve this problem (for certain physically relevant entropies) by specifying the closure using a non-negative
density reconstructed from the moments. Additionally, they are hyperbolic and dissipate entropy [21].
All these properties of the minimum-entropy ansatz (for all types of angular bases) come at the price that
the reconstruction of the distribution function involves solving an optimization problem at every point on
the space-time mesh. These reconstructions can be parallelized, and so the recent emphasis on algorithms
that can take advantage of massively parallel computing environments has led to renewed interest in the
computation of MN solutions both for linear and non-linear kinetic equations [1, 7, 12, 15, 19, 24].
To avoid these expensive computations a new class of models has been introduced in [17], which will be
called Kershaw closures. These models aim at providing a closed flux function which is generated by a
non-negative distribution, thus ensuring that this crucial property of the transport solution is not violated.
Preprint submitted to Journal of Computational Physics
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One derivation of Kershaw closures has been provided in [26]. Unfortunately, it is not straight forward to
lift this procedure to higher dimensions. Here, a new ansatz is derived for which it is possible to do so.
This paper is organized as follows. First, the transport equation and its moment approximations are given.
Then, the available realizability theory is shortly reviewed. Using these information allows to derive and
investigate the class of Kershaw closures which is then intensively tested in well-known benchmark problems.
Finally, conclusions and an outlook on future work is given.
2. Modelling
In slab geometry, the transport equation under consideration has the form
∂tψ + µ∂zψ + σaψ = σsC (ψ) +Q, t ∈ T, z ∈ X,µ ∈ [−1, 1]. (2.1)
The physical parameters are the absorption and scattering coefficient σa, σs : T ×X → R≥0, respectively,
and the emitting source Q : T ×X × [−1, 1]→ R≥0. Furthermore, µ ∈ [−1, 1], and ψ = ψ(t, z, µ).
The shorthand notation 〈·〉 =
1∫
−1
· dµ denotes integration over [−1, 1].
Assumption 2.1. Following [20], the collision operator C is assumed to have the following properties.
1. Mass conservation
〈C (ψ)〉 = 0. (2.2a)
2. Local entropy dissipation
〈η′(ψ)C (ψ)〉 ≤ 0, (2.2b)
where η denotes a strictly convex, twice differentiable entropy.
3. Constants in the kernel:
C (c) = 0 for every c ∈ R. (2.2c)
A typical example for C is the linear integral operator
I (ψ) =
1∫
−1
K(µ, µ′)ψ(t, z, µ′) dµ′ − ψ(t, z, µ), (2.3)
where K is non-negative, symmetric in both arguments and normalized to
1∫
−1
K(µ, µ′) dµ′ = 1. It includes
the often-used special case of the BGK-type isotropic-scattering operator if K ≡ 12 , which will be used here
as well.
(2.1) is supplemented by initial and boundary conditions:
ψ(0, z, µ) = ψt=0(z, µ) for z ∈ X = (zL, zR), µ ∈ [−1, 1], (2.4a)
ψ(t, zL, µ) = ψb(t, zL, µ) for t ∈ T, µ > 0, (2.4b)
ψ(t, zR, µ) = ψb(t, zR, µ) for t ∈ T, µ < 0. (2.4c)
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3. Moment models and realizability
In general, solving equation (2.1) is very expensive in higher dimensions due to the high dimensionality of
the state space.
For this reason it is convenient to use some type of spectral or Galerkin method to transform the high-
dimensional equation into a system of lower-dimensional equations. Typically, one chooses to reduce the
dimensionality by representing the angular dependence of ψ in terms of some basis b.
Definition 3.1. The vector of functions b = bN : [−1, 1] → RN+1 consisting of N + 1 basis functions bi,
i = 0, . . . N of maximal order N is called an angular basis.
The so-called moments of a given distribution function ψ with respect to b are then defined by
u = 〈bψ〉 = (u0, . . . , uN )T , (3.1)
where the integration is performed componentwise.
Assuming for simplicity b0 ≡ 1, the quantity u0 = 〈b0ψ〉 = 〈ψ〉 is called local particle density. Furthermore,
normalized moments φ = (φ1, . . . , φN ) ∈ RN are defined as
φ =
〈
b̂ψ
〉
〈ψ〉 , (3.2)
where b̂ = (b1, . . . , bN )
T
is the remainder of the basis b.
To obtain a set of equations for u, (2.1) has to be multiplied through by b and integrated over [−1, 1], giving
〈b∂tψ〉+ 〈b∂zµψ〉+ 〈bσaψ〉 = σs 〈bC (ψ)〉+ 〈bQ〉 .
Collecting known terms, and interchanging integrals and differentiation where possible, the moment system
has the form
∂tu + ∂z
〈
µbψˆu
〉
+ σau = σs
〈
bC
(
ψˆu
)〉
+ 〈bQ〉 . (3.3)
The solution of (3.3) is equivalent to the one of (2.1) if b = b∞ is a basis of L2(S2,R).
Since it is impractical to work with an infinite-dimensional system, only a finite number of N + 1 <∞ basis
functions bN of order N can be considered. Unfortunately, there always exists an index i ∈ {0, . . . , N}
such that the components of bi · µ are not in the linear span of bN . Therefore, the flux term cannot be
expressed in terms of uN without additional information. Furthermore, the same might be true for the
projection of the scattering operator onto the moment-space given by 〈bC (ψ)〉. This is the so-called closure
problem. One usually prescribes some ansatz distribution ψˆu(t,x,Ω) := ψˆ(u(t,x),b(Ω)) to calculate the
unknown quantities in (3.3). Note that the dependence on the angular basis in the short-hand notation ψˆu
is neglected for notational simplicity.
In this paper, the full-moment monomial basis bi = µ
i is considered. However, it is in principle possible to
extend the derived concepts to other bases like half [8, 9] or mixed moments [11, 27].
3.1. Minimum-entropy approach
An important class of models are the so-called minimum-entropy models. Here the ansatz density ψˆ is
reconstructed from the moments u by minimizing the entropy functional
H(ψ) = 〈η(ψ)〉 (3.4)
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under the moment constraints
〈bψ〉 = u. (3.5)
The kinetic entropy density η : R → R is strictly convex and twice continuously differentiable and the
minimum is simply taken over all functions ψ = ψ(Ω) such that H(ψ) is well defined. The obtained ansatz
ψˆ = ψˆu by solving the constrained optimization problem is given by
ψˆu = argmin
ψ:η(ψ)∈L1
{〈η(ψ)〉 : 〈bψ〉 = u} . (3.6)
This problem is typically solved through its strictly convex finite-dimensional dual
α(u) := argmin
α˜∈Rn
〈
η∗(bT α˜)
〉
− uT α˜, (3.7)
where η∗ is the Legendre dual [5] of η.
Differentiating (3.7) with respect to the multipliers α(u), the first-order necessary conditions show that the
solution to (3.6) has the form
ψˆu = η
′
∗
(
bTα(u)
)
, (3.8)
where η′∗ is the derivative of η∗.
After substituting ψ in (3.3) with ψˆu , a closed system of equations remains, yielding
∂tu + ∂z ·
〈
µbψˆu
〉
+ σau = σs
〈
bC
(
ψˆu
)〉
+ 〈bQ〉 . (3.9)
For convenience, (3.9) can be written in the form of a usual first-order system of balance laws
∂tu + ∂zF3 (u) = s (u) , (3.10)
where
F (u) =
〈
µbψˆu
〉
∈ RN+1, (3.11a)
s (u) = σs
〈
bC
(
ψˆu
)〉
+ 〈bQ〉 − σau. (3.11b)
This system has several attractive properties, namely that it is hyperbolic and dissipates entropy [20, 21]
and the eigenvalues of the flux Jacobian F′(u) are bounded in absolute value by one [2], which corresponds
to the original velocities of the transport equation since µ ∈ [−1, 1].
The kinetic entropy density η can be chosen according to the physics being modelled. As in [15, 20],
Maxwell-Boltzmann entropy
η(ψ) = ψ log(ψ)− ψ (3.12)
is used, thus η∗(p) = η′∗(p) = exp(p). This entropy is used for non-interacting particles as in an ideal gas.
Other physically relevant entropies are [20]
η(ψ) = ψ log(ψ) + (1− ψ) log (1− ψ)
for particles satisfying Fermi-Dirac (e.g. fermions) or
η(ψ) = ψ log(ψ)− (1 + ψ) log (1 + ψ)
4
for particles satisfying Bose-Einstein statistics (e.g. bosons).
The resulting minimum-entropy model is commonly referred to as the MN model.
Note that the classical PN approximation [10, 22] is also an entropy-based moment closure using the entropy
η(ψ) =
1
2
ψ2 = η∗(ψ)
and Legendre polynomials as angular basis [4, 30].
3.2. Realizability
Since the underlying kinetic density to be approximated is non-negative, a moment vector only makes sense
physically if it can be associated with a non-negative distribution function. In this case the moment vector
is called realizable.
Definition 3.2. The realizable set Rb is
Rb = {u : ∃ψ(µ) ≥ 0, 〈ψ〉 > 0, such that u = 〈bψ〉} .
If u ∈ Rb , then u is called realizable. Any ψ such that u = 〈bψ〉 is called a representing density. If ψ is
additionally a linear combination of Dirac deltas [14, 18, 31], it is called atomic [6].
Definition 3.3.
(a) Let A,B ∈ Rn×n be Hermitian matrices. The partial ordering ” ≥ ” on such matrices is defined by
A ≥ B if and only if A − B is positive semi-definite. In particular A ≥ 0 denotes that A is positive
semi-definite.
(b) A distribution function ψ is said to be r−atomic with atoms µi and densities ρi if it is a linear-
combination of r Dirac deltas of the form
ψ =
r−1∑
i=0
ρiδ(µ− µi).
For the full-moment basis the question of finding practical characterizations of the realizable set Rb has
been completely solved in [6]. The resulting problems are special cases of the so-called truncated Hausdorff
moment problem which aims to find a realizing distribution with support on the interval [a, b] for a moment
vector u in the set u ∈ RN+1 | ∃ψ ≥ 0 with ui =
b∫
a
µiψ dµ, i = 0, . . . , N
 .
The following characterizations of the above realizable set hold.
Lemma 3.4 (Truncated Hausdorff moment problem [6]). Define the Hankel matrices
A(k) := (ui+j)
k
i,j=0 , B(k) := (ui+j+1)
k
i,j=0 , C(k) := (ui+j)
k
i,j=1 .
Then the truncated Hausdorff moment problem has a solution if and only if
• for N = 2k + 1,
bA(k) ≥ B(k) ≥ aA(k); (3.13)
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• for N = 2k,
A(k) ≥ 0 and (3.14)
(a+ b)B(k − 1) ≥ abA(k − 1) + C(k). (3.15)
Corollary 3.5. The realizable set RbN satisfies
RbN =
{{
u ∈ RN+1 | A(k) ≥ B(k), A(k) ≥ −B(k)} if N=2k+1,{
u ∈ RN+1 | A(k) ≥ 0, A(k − 1) ≥ C(k)} if N=2k.
Proof. Follows directly from Lemma 3.4 with a = −1, b = 1.
Furthermore, it can be shown that there exists a minimal atomic representing distribution ψ (in the sense
that it contains the fewest possible number of atoms while still representing the moments) and that one
can directly find this distribution with the help of its generating function. This is the consequence of a
recursiveness property of the Hankel matrices A(k) and B(k) [6].
Corollary 3.6. Let (γ0, . . . , γr−1)
T
:= A(r− 1)−1v(r, r− 1), where v(i, j) = (ui+l)jl=0 and r is the smallest
integer such that A(r) is singular,1 the generating function is defined by
gγ(µ) = µ
r −
r−1∑
i=0
γiµ
i.
The roots of this polynomial give the atoms µi of the distribution ψ =
∑r−1
i=0 ρiδ(µ−µi) whereas the densities
ρi are calculated afterwards from the Vandermonde system
ρ0µ
i
0 + · · ·+ ρr−1µir−1 = v(i, 0) = ui i = 0 . . . r − 1. (3.16)
Furthermore, when the moment vector u is on the boundary of the realizable set, the minimal atomic repre-
senting measure is the unique representing measure.
Due to the structure of the used Hankel matrices (the highest moment uN always appears exactly once in
the entries of the matrices) it is always possible to rearrange the conditions involving this highest moment
in Corollary 3.5 in such a way that
fup(u0, . . . , uN−1) ≥ uN ≥ flow(u0, . . . , uN−1)
for functions fup and flow. Whenever u is realizable and uN = flow(u0, . . . , uN−1), u is said to be on the
lower N th-order realizability boundary. Similarly, if uN = fup(u0, . . . , uN−1), u is said to be on the upper
N th-order realizability boundary.
The functions fup and flow can be specified using the pseudoinverses of A(k − 1) and A(k − 1)± B(k − 1)
due to Lemma 2.3 in [6]. Also compare [27] where this relation is used for the mixed-moment setting.
Lemma 3.7 (cf. Lemma 2.3 in [6]).
Let A ∈ Rk×k be symmetric, β ∈ Rk, and c ∈ R such that
A˜ =
(
A β
βT c
)
.
1r is also called the Hankel rank [6].
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(i) If A˜ ≥ 0, then A ≥ 0, β = Aw ∈ R (A) and c ≥ wTAw.
(ii) If A ≥ 0 and β = Aw ∈ R (A), then A˜ ≥ 0 if and only if c ≥ wTAw.
Remark 3.8. Since A is invertible on its range, a more explicit formula for the bound on c in Lemma
3.7 can be written using the pseudo-inverse A† of A. That is, for all w such that β = Aw, it is also
wTAw = βTA†β. Thus the bound on c is well-defined even when A is singular.
To simplify notation later, the following corollary is written in terms of uN+1 instead of uN .
Corollary 3.9. The functions fup and flow satisfying
fup(u0, . . . , uN ) ≥ uN+1 ≥ flow(u0, . . . , uN ) (3.17)
are given by
fup(u0, . . . , uN ) =
{
uN−1 − βT− (A(k − 1)− C(k − 1))† β− if N = 2k + 1
uN − βT− (A(k − 1)−B(k − 1))† β− if N = 2k
flow(u0, . . . , uN ) =
{
βT+A
†(k)β+ if N = 2k + 1
−uN + βT+ (A(k − 1) +B(k − 1))† β+ if N = 2k
where in the odd case
β− = (uk − uk+2, . . . , uN−2 − uN )T , β+ = (uk+1, . . . , uN )T
and in the even case
β∓ = (uk ∓ uk+1, . . . , uN−1 ∓ uN )T .
Proof. For convenience, a proof of the even case if given. The odd case follows similarly.
If N = 2k > 0, the (N + 1)th-order realizable set is given by
RbN+1 =
{
uN+1 ∈ RN+2 | A(k) ≥ B(k), A(k) ≥ −B(k)
}
.
The moment constraints have the form
A(k)∓B(k) =
(
A(k − 1)∓B(k − 1) β∓
βT∓ uN ∓ uN+1
)
≥ 0.
Thus, by Lemma 3.7 and Remark 3.8, it holds that
uN ∓ uN+1 ≥ βT∓ (A(k − 1)∓B(k − 1))† β∓ = wT∓ (A(k − 1)∓B(k − 1)) w∓ , (3.18)
(A(k − 1)∓B(k − 1)) w∓ = β∓ (3.19)
Consequently,
uN − βT− (A(k − 1)−B(k − 1))† β− ≥ uN+1 ≥ −uN + βT+ (A(k − 1) +B(k − 1))† β+ .
Remark 3.10. By convention, βT− (A(k − 1)− C(k − 1))† β− = 0 if N = 1.
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Remark 3.11. An equivalent description for fup and flow has been derived in [17] using determinants of
the Hankel matrices. However, that description is only well-defined if these matrices are invertible. This
can lead to numerical problems close to the realizability boundary. In implementation, the formulation given
in Lemma 3.7 proved to be the most stable. For example in the proof of Corollary 3.9 it is more stable
to first calculate the solution w∓ of (3.19) (this can be handled efficiently even in the singular case using
the backslash operator in Matlab [23]) and plug it into the quadratic form on the right-hand side of (3.18)
instead of calculating the pseudoinverse of A(k − 1)∓B(k − 1).
Example 3.12. For the full-moment setting b2, i.e. k = 1, the Hankel matrices have the form
A(0) = u0, B(0) = u1, C(0) = u2, A(1) =
(
u0 u1
u1 u2
)
.
Sylvester’s criterion implies that a symmetric matrix is positive semi-definite if its leading principal minors
are non-negative [25]. Thus, all moments in Rb2 satisfy
u0 ≥ 0, u0u2 ≥ u21, and u0 ≥ u2. (3.20)
Note that these conditions also imply the first-order realizability condition
±u1 ≤ u0.
The lower second-order realizability boundary is given by u0u2 = u
2
1 while u0 = u2 defines the upper one.
The third-order realizability conditions in the non-singular case ±u1 < u0 are given by [17]
u2 −
(u1 − u2)2
u0 − u1 ≥ u3 ≥ −u2 +
(u1 + u2)
2
u0 + u1
. (3.21)
Remark 3.13. Due to the structure of the Hankel matrices, the upper and lower bounds can be expressed
in terms of normalized moments φ as
fup(1, . . . , φN ) ≥ φN+1 ≥ flow(1, . . . , φN ). (3.22)
4. Kershaw closures
4.1. Derivation
With the previous realizability theory it is now possible to develop another closure strategy, which is called
Kershaw closure. The key idea of Kershaw in [17] was to derive an easy closure that preserves the realizability
conditions, i.e. for every ubN ∈ RbN the moment vector including the higher-order moments of the flux,
generated by the closure relation, satisfies ubN+1 ∈ RbN+1 . If one uses the non-negative representing
(atomic) distributions provided by the realizability theorems above, this is satisfied automatically. A very
important property is defined as follows.
Definition 4.1.
A representing distribution ψ for u is said to interpolate the isotropic point if
〈bNψ〉 = 1
2
〈ψ〉 〈bN 〉 = 1
2
〈ψ〉uiso implies 〈bN+1ψ〉 = 1
2
〈ψ〉 〈bN+1〉 ,
i.e. the moment vector including the (N + 1)th moment is also isotropic with respect to bN+1.
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Unfortunately, it is in general wrong that this atomic distribution correctly interpolates the isotropic point,
but it is possible to cure this problem abusing the structure of the bounded realizable set.
Since RbN+1
∣∣∣
u0=1
=
{
u ∈ RbN+1 | u0 = 1
}
is convex and bounded [27], every vector ubN+1 ∈ RbN+1
∣∣∣
u0=1
can be written as a convex combination of moment vectors on the realizability boundary. Since all these
boundary moments are by definition realizable, and due to the linearity of the moment problem, the convex
combination of their representing densities is a representing density for ubN+1 .
All that remains is to choose the convex combination in such a way that the isotropic point is correctly
interpolated. However, this requires (N + 1)th-order realizability information for a N th-order closure.
Since the above definition of a Kershaw closure is very abstract, the procedure is introduced in detail for
b1. Recall the second-order realizability conditions (3.20). In normalized moments, they are equivalent to
−1 ≤ φ1 ≤ 1, φ21 ≤ φ2 ≤ 1.
Thus the normalized second moment φ2 is bounded from above and below by fup(φ1) = 1 and flow(φ1) = φ
2
1
depending only on φ1. The distribution on the lower second-order realizability boundary (φ2 = φ
2
1) is given
by
ψˆlow = u0δ (φ1 − µ) (4.1)
while the upper second-order realizability-boundary distribution (φ2 = 1) is given by
ψˆup = u0
(
1− φ1
2
δ(1 + µ) +
1 + φ1
2
δ(1− µ)
)
. (4.2)
By linearity of the problem, every convex combination
ψˆ = ζψˆlow + (1− ζ)ψˆup, ζ ∈ [0, 1] (4.3)
reproduces all moments up to first order and satisfies ψˆ ≥ 0.
Remark 4.2. The choice of ζ = ζ(φ) is completely arbitrary. There are only two conditions, namely
ζ ∈ [0, 1] (convex combination property) and ζ(φiso) is chosen such that the isotropic point is correctly in-
terpolated. If, for whatever reason, other points should be interpolated as well, these interpolation conditions
can be satisfied similarly.
For simplicity, ζ is chosen to be constant. This also ensures that the described procedure is uniquely deter-
mined.
Calculating normalized isotropic moments up to order two gives φiso = (0,
1
3 ). The normalized second
moment of (4.3) at the isotropic point therefore satisfies
φ2 = ζ(φ1)
2 + (1− ζ) φ1=0= (1− ζ) != 1
3
.
This implies ζ = 23 , altogether resulting in the analytically closed directive for the normalized second moment
φ2 =
2
3
φ21 +
1
3
. (4.4)
This construction procedure is shown in Figure 1, where the corresponding upper and lower realizability
conditions and their convex combination interpolating the isotropic point are plotted.
This model is called the Kershaw K1 closure. Similarly, higher-order Kershaw closures can be derived. If
only the flux has to be closed, it suffices to calculate the interpolation on the moment level.
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Figure 1: Construction of the K1 closure. The red dash-dotted curve is the convex combination of the upper
(black, dashed) and lower (blue, solid) second-order boundary-moments which interpolates the second-order
isotropic point (red dot).
Example 4.3 (K2 closure). The third-order realizability conditions (3.21) can be written as
φ2 −
(φ1 − φ2)2
1− φ1 ≥ φ3 ≥ −φ2 +
(φ1 + φ2)
2
1 + φ1
.
The normalized isotropic moment of third order is φiso =
(
0, 13 , 0
)T
. To obtain the K2 closure, the ansatz
is again a convex combination of upper and lower boundary moments, i.e.
φ3(φ) = ζ
(
−φ2 +
(φ1 + φ2)
2
1 + φ1
)
+ (1− ζ)
(
φ2 −
(φ1 − φ2)2
1− φ1
)
. (4.5)
Evaluating (4.5) at φ1 = 0, φ2 =
1
3 gives
φ3(φiso) =
4 ζ
9
− 2
9
!
= 0,
which implies ζ = 12 . Therefore, the K2 closure for the third moment is given by
φ3(φ) =
φ1
(
φ21 + φ
2
2 − 2φ2
)
φ21 − 1
. (4.6)
See also Figure 2 for a visualization of (4.6) and its slight deviation from the minimum-entropy M2 model.
Remark 4.4. Note that the interpolation procedure given in [26] produces different results for N > 1. There,
the K2 closure is given by
φ3(φ) = φ1φ2.
These two representations are identical on the realizability boundary but differ slightly in the interior.
However, the overall structure generated by this approach is completely different, as investigated later on in
Section 4.2. Furthermore, the here-derived model is consistent with the construction of the mixed-moment
Kershaw closures in [27].
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(a) φ3 for the K2 closure
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Figure 2: Third normalized moment φ3, as in (4.6), for the K2 model and its deviation from the corresponding
M2 moment.
Theorem 4.5.
The Kershaw closure KN of order N is given by
φN+1(φ) = ζflow(φ) + (1− ζ)fup(φ), (4.7)
where the interpolation constant
ζ =
1
2
〈
µN+1
〉− fup(φiso)
flow(φiso)− fup(φiso)
=
{
k+2
2k+3 if N = 2k + 1
1
2 if N = 2k
(4.8)
is defined via the functions fup and flow as given in Corollary 3.9.
Proof. Using the ansatz (4.7), the interpolation condition yields
φN+1(φiso) = ζflow(φiso) + (1− ζ)fup(φiso) !=
1
2
〈
µN+1
〉
.
Solving this equation for ζ gives the first equality in (4.8). Since the proof of the second equality only
requires simple algebra and analysis but is tedious and unenlightening, it is omitted here.
Remark 4.6. The big advantage of Kershaw closures is that the calculation of the fluxes is very cheap
compared to minimum-entropy models (recall that they require to solve the non-linear moment system (3.7)
to calculate the flux) while mimicking their behaviour. Indeed, the more robust w-notation in Corollary 3.9
only requires the solution of four linear systems of dimension at most k + 1. Even more, for n not too big,
the closures can be derived symbolically leading to an even greater gain in efficiency.
Also note that the class of Kershaw closures is related to the often-used quadrature method of moments.
See [27] for a discussion of the similarities and differences between these two classes of models.
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4.2. Eigenvalues and characteristic fields
While much is known about the eigenstructure of minimum-entropy models, until now no general theory
is available for Kershaw closures. This section briefly investigates the eigenstructure and the characteristic
fields of the first two models in this hierarchy to show that they are indeed hyperbolic.
Due to the structure of the flux, similar to the minimum-entropy equations, the Jacobian F′ always has ones
on the first super-diagonal and last row (∇uuN+1)T , such that every eigenvalue λ of F′ has the eigenvector
v =
(
1, λ, λ2, . . . , λN
)T
with (4.9)
0 = λN+1 − (∇uuN+1)T v. (4.10)
Example 4.7 (The K1 closure). Given (4.4), it is easy to conclude that
F′(u) =
(
0 1
1
3 − 2φ
2
1
3
4φ1
3
)
(4.11)
with eigenvalues
λ1,2 =
2φ1
3
∓
√
3− 2φ21
3
and eigenvectors as in (4.9). These eigenvalues are shown in Figure 3a. Comparing these values with the
eigenvalues of the M1 model (dashed), the remarkable difference between minimum-entropy and Kershaw
models appears the first time. While the eigenvalues of the M1 model satisfy λ1(±1) = λ2(±1), the K1
eigenvalues evaluate as
λ1(1) =
1
3
6= λ2(1) = 1,
λ2(−1) = −1
3
6= λ1(−1) = −1.
A simple calculation shows that
v1 · ∇uλ1 = −
2
9u0
(
2φ1 +
3− φ21√
3− 2φ21
)
,
which is zero for φ1 = −1, but not for φ1 = 1. A similar result is true for v2 ·∇uλ2, which is zero for φ1 = 1,
but not for φ1 = −1. This means that only one of the characteristic fields of the K1 model degenerates on the
realizability boundary. In contrast to the M1 model, vi ·∇uλi is monotonic. The above-derived characteristic
fields are shown in Figure 3b. Note that the author of [26] claimed that at the realizability boundary φ1 = ±1
both characteristic fields of the K1 model are linearly degenerate. This is, as shown above, wrong and follows
from a mistake in the authors calculation of ∇uλi.
Example 4.8 (The K2 closure). Starting from (4.6), it follows that
F′(u) =
 0 1 00 0 1
2φ1 (φ2−1) (φ2−φ21)
(φ21−1)
2 1− (φ2−1)
2
2 (φ1+1)
2 − (φ2−1)
2
2 (φ1−1)2
2φ1 (φ2−1)
φ21−1
 . (4.12)
Since the general formula for the eigenvalues is very lengthy, it is omitted here. Instead, the eigenvalues are
plotted in Figure 4.
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Figure 3: Eigenvalues and characteristic fields (u0 = 1) of the K1 (solid) and M1 model (dashed).
The minimal and maximal distance between two adjacent eigenvalues is depicted in Figure 5. It is visible
that on the lower realizability boundary, where φ2 = φ
2
1 and
F′(u) =
 0 1 00 0 1
0 −φ21 2φ1
 , (4.13)
the minimal distance is zero, while the maximal distance is greater than zero almost everywhere. Calculating
the eigenvalues of (4.13), one obtains zero as a single eigenvalue and φ1 twice. For φ1 = φ2 = 0, all
eigenvalues coincide.
On the other hand, looking at the upper realizability boundary, i.e. φ2 = 1, it follows that
F′(u) =
 0 1 00 0 1
0 1 0
 , (4.14)
which has eigenvalues λ1 = −1, λ2 = 0 and λ3 = 1. Therefore, the system is, as the K1 model, strictly
hyperbolic on the upper realizability boundary. Note that this calculation also implies that the eigenvalues of
(4.12) are discontinuous at |φ1| = φ2 = 1. This is different for the K2 model derived in [26]. However, the
model there is linearly degenerate everywhere. Nevertheless, the M2 model shows the same behaviour, see
e.g. [32] where this is shown for a different entropy.
The characteristic fields, given in Figure 6, are always zero on exactly two parts of the realizability boundary.
For example, v1 · ∇uλ1 is zero for φ2 = φ21 and φ1 ∈ [−1, 0] or φ2 = 1. Similarly, v3 · ∇uλ3 = 0 for φ2 = φ21
and φ1 ∈ [0, 1] or φ2 = 1. The second field (Figure 6b) is zero for φ2 = φ21 or φ1 = 0. Overall, at least one
of the characteristic fields is never linearly degenerate, which is in good coincidence with the behaviour of
the K1 system (see Figure 3b). Note that the third characteristic field is skew-symmetric to the first field
along the symmetry axis φ1 = 0.
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Figure 4: Eigenvalues of the flux-Jacobian (4.12) for the K2 model.
−1 −0.5 0 0.5 10
0.2
0.4
0.6
0.8
1
φ1
φ
2
(a) min (λ3 − λ2, λ2 − λ1)
0 0.2 0.4 0.6 0.8 1
−1 −0.5 0 0.5 10
0.2
0.4
0.6
0.8
1
φ1
φ
2
(b) max (λ3 − λ2, λ2 − λ1)
0 0.5 1
Figure 5: Distance of adjacent eigenvalues of the flux-Jacobian (4.12) for the K2 model.
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Figure 6: Two characteristic fields of the K2 model. The values of the second characteristic field are limited
to [−10, 10] for easier visualization.
5. Numerical experiments
This section contains some often-used benchmark problems for moment models. With them it is possible
to qualitatively investigate the differences between the derived moment models. The following results are
calculated on a highly-resolved first-order grid (nz = 10000), using the techniques given in [2]. Everything
is calculated with isotropic scattering, i.e. C (ψ) = 12u0 − ψ. The reference solution is given by the P199
model.
5.1. Plane source
In this test case an isotropic distribution with all mass concentrated in the middle of an infinite domain
z ∈ (−∞,∞) is defined as initial condition, i.e.
ψt=0(z, µ) = ψvac + δ(z),
where the small parameter ψvac = 0.5 × 10−8 is used to approximate a vacuum. In practice, a bounded
domain must be used which is large enough that the boundary should have only negligible effects on the
solution. For the final time tf = 1, the domain is set to X = [−1.2, 1.2] (recall that for all presented models
the maximal speed of propagation is bounded in absolute value by one).
At the boundary the vacuum approximation
ψb(t, zL, µ) ≡ ψvac and ψb(t, zR, µ) ≡ ψvac
is used again. Furthermore, the physical coefficients are set to σs ≡ 1, σa ≡ 0 and Q ≡ 0.
All solutions are computed with an even number of cells, so the initial Dirac delta lies on a cell boundary.
Therefore it is approximated by splitting it into the cells immediately to the left and right. In all figures
below, only positive z are shown since the solutions are always symmetric around z = 0.
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Noting that the method of moments is indeed a type of spectral method, it can be expected that due to the
non-smoothness of the initial condition the convergence towards the kinetic solution of this test case is slow
(note that ψt=0(·, µ) /∈ Lp for any p).
This is shown in Figure 7, where the L1- and L∞-error measured in the local particle density evaluated at
the final time are plotted against the number of moments for the isotropic-scattering operator. Minimum-
entropy models behave reasonably better than the standard PN method. This has been observed as well in
[15].
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(a) L1-error
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(b) L∞-error
MN KN PN
Figure 7: Lp-convergence of u0 for different models against the P199 reference solution of the plane-source
test with isotropic scattering depending on the number of moments n = N + 1. Errors are evaluated at the
final time tf = 1.
A big surprise is the behaviour of the Kershaw models. Although there is a structural similarity between
them and their corresponding minimum-entropy versions, the difference obviously increases with higher
moment order.
This can be seen in Figure 8 where MN (Figure 8a) and KN models (Figure 8b) of multiple orders are
plotted beside each other.
5.2. Source beam
Finally, a discontinuous version of the source-beam problem from [16] is presented. The spatial domain is
X = [0, 3], and
σa(z) =
{
1 if z ≤ 2,
0 else,
σs(z) =

0 if z ≤ 1,
2 if 1 < z ≤ 2,
10 else
Q(z) =
{
1 if 1 ≤ z ≤ 1.5,
0 else,
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Figure 8: MN and KN solutions of the plane-source test at tf = 1 with isotropic scattering.
with initial and boundary conditions
ψt=0(z, µ) ≡ ψvac,
ψb(t, zL, µ) =
e−10
5(µ−1)2〈
e−105(µ−1)2
〉 and ψb(t, zR, µ) ≡ ψvac.
The final time is tf = 2.5 and the same vacuum approximation ψvac as in the plane-source problem is used.
Lp-errors are shown in Figure 9. It is visible that MN and KN models perform similarly. Both models
outperform the classical PN model.
6. Conclusions and outlook
In this paper the basic concepts of deriving full-moment Kershaw closures were derived. These models
provide a huge gain in efficiency compared to the state-of-the-art minimum-entropy models, since they can
be closed (in principle) analytically using the available realizability theory. Benchmark tests confirm that
Kershaw closures can indeed compete with minimum-entropy models. In some situations, they are even
better.
Although the gain in efficiency is very big, recent results for minimum-entropy models showed that using
high-order numerics is still advantageous [2, 28]. The big problem in high-order schemes for moment models
is that the property of realizability has to be preserved during the simulation, since otherwise the fluxes
cannot be evaluated. Future work will have to investigate how to adapt the scheme in [2] to Kershaw
closures. Furthermore, different scattering operators should be taken into account, like the slightly more
complicated (in terms of realizability preservation) Laplace-Beltrami operator.
Finally, the concepts have to be lifted to higher dimensions. While fully three-dimensional first-order variants
of Kershaw closures exist [17, 29], no higher-order models or a completely closed theory is available.
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Figure 9: Lp-convergence of u0 for different models against the P199 reference solution of the source-beam
test case with isotropic scattering depending on the number of moments n = N + 1. Errors are evaluated
at the final time tf = 2.5.
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Figure 10: MN and KN solutions of the source-beam test at tf = 2.5 with isotropic scattering.
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