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RELATIVE EXT GROUPS, RESOLUTIONS, AND
SCHANUEL CLASSES
HENRIK HOLM
Abstract. Given a precovering (also called contravariantly finite)
class F there are three natural approaches to a homological dimen-
sion with respect to F: One based on Ext functors relative to F, one
based on F–resolutions, and one based on Schanuel classes relative
to F. In general these approaches do not give the same result. In
this paper we study relations between the three approaches above,
and we give necessary and sufficient conditions for them to agree.
0. Introduction
The fact that the category of modules over any ring R has enough pro-
jectives is a cornerstone in classical homological algebra. The existence
of enough projective modules has three important consequences:
• To every module A, and integer n one can define the Ext functor,
ExtnR(−, A),
with well-known properties, see [1, chap.V].
• Every module M admits a projective resolution, cf. [1, chap.V]:
· · · −→ P2 −→ P1 −→ P0 −→M −→ 0.
• Every module M represents a projective equivalence class [M ],
and to this one can associate its Schanuel class,
S([M ]) := [Kerπ],
where π : P −→M is any epimorphism and P is projective. One
can also consider the iterated Schanuel maps Sn(−) for n > 0,
see Schanuel’s lemma [4, chap. 4, thm.A].
The three fundamental types of objects described above — Ext func-
tors, projective resolutions, and Schanuel classes — are linked together
as nicely as one could hope for, in the sense of the following well-known
result (see [1, chap.V, prop. 2.1]):
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Theorem A. For any R–module M , and any integer n > 0 the fol-
lowing conditions are equivalent:
(i) Extn+1R (M,A) = 0 for all R–modules A.
(ii) There exists a projective resolution for M of length n,
0 −→ Pn −→ · · · −→ P0 −→M −→ 0.
(iii) Sn([M ]) = [0].
The equivalent conditions of the theorem above define what it means
for a module M to have projective dimension 6 n.
In relative homological algebra one substitutes the class of projective
modules by any other precovering class F, see (1.2). The fact that F is
precovering allows for well-defined constructions of:
• Ext functors Extn
F
(−, A) relative to F;
• F–resolutions, · · · −→ F2 −→ F1 −→ F0 −→ 0; and
• Schanuel maps Sn
F
(−) relative to F.
The constructions of these relative objects are well-known, see for ex-
ample [2, chap. 8] and [3, lem. 2.2], but for the benefit of the reader we
give a short recapitulation in Section 1.
Now, one could hope that there might exist an “F–version” of Theorem
A, indeed, one would need such a theorem to have a rich and flexible
notion of an F–dimension. Unfortunately, Theorem A fails for a general
precovering class F! The aim of this paper is to understand, for a
given precovering class F, the different kind of obstructions which keep
Theorem A from being true.
In Section 2 we investigate how the Ext condition (i) and the resolution
condition (ii) in the F–version of Theorem A are related:
It is trivial that (ii)⇒ (i) holds always, so we restrict our attention to
the converse implication. In Lemma (2.3) we give a necessary condi-
tion for (i)⇒ (ii). In Theorem (2.9) we give a sufficient condition for
(i)⇒ (ii) in terms of almost epi precovers. We also give concrete ex-
amples of precovering classes for which the implication (i)⇒ (ii) fails,
and others for which it holds.
In Section 3 we study how the resolution condition (ii) and the Schanuel
condition (iii) in the F–version of Theorem A are related:
The main results are Theorems (3.4) and (3.8) which give necessary
and sufficient conditions for the implication (iii)⇒ (ii), respectively,
(ii)⇒ (iii), to hold. We also present concrete examples of precovering
classes for which the implications (iii) ⇒ (ii) and (ii) ⇒ (iii) fail.
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1. Preliminaries
(1.1) Setup. Throughout, R will be a ring, and all modules will be
left R–modules. We write ModR for the category of (left) R–modules,
and Ab for the category of abelian groups.
F will be any precovering class of modules, cf. (1.2) below, which con-
tains 0 and is closed under isomorphism and finite direct sums.
(1.2) Precovering classes. For definitions and results on precovering
classes we generally follow [2, chap. 5 and 8]. We mention here just a
few notions which will be important for this paper.
Let F be a class of modules. An F–precover of a module M is a homo-
morphism F −→ M with F ∈ F, such that given any other homomor-
phism F ′ −→M with F ′ ∈ F then there exists a factorization,
F ′
~~|
|
|
|
F // M.
If every module admits an F–precover then F is called precovering. An
(augmented) F–resolution of a module M is a complex (which is not
necessarily exact),
· · · −→ F2
∂2−→ F1
∂1−→ F0
∂0−→M −→ 0,
with F0, F1, F2, . . . ∈ F, such that
· · · −→ (F, F2)
(F,∂2)
−→ (F, F1)
(F,∂1)
−→ (F, F0)
(F,∂0)
−→ (F,M) −→ 0
is exact for all F ∈ F. When F is precovering, and T : ModR −→ Ab
is a contravariant additive functor, then one can well-define the n’th
right derived functor of T relative to F,
Rn
F
T : ModR −→ Ab.
One computes Rn
F
T (M) by taking an non-augmented F–resolution of
M , applying T to it, and then taking the n’th cohomology group of the
resulting complex. For a module A we write:
Extn
F
(−, A) = Rn
F
HomR(−, A).
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Note that we underline the Ext for good reasons: There is also a notion
of a preenveloping class. If G is preenveloping then one can right derive
the Hom functor in the covariant variable with respect to G. Thus for
each R–module B there are functors Ext
n
G
(B,−). However, in general,
Extn
F
(B,A) 6= Ext
n
G
(B,A)
even if F = G is both precovering and preenveloping.
(1.3) F–equivalence. Two modules K and K ′ are called F–equivalent,
and we write K ≡F K
′, if there exist F, F ′ ∈ F with K ⊕ F ′ ∼= K ′⊕ F .
We use [K] to denote the F–equivalence class containing K.
Now letM be any module. By the version of Schanuel’s lemma found in
[3, lem. 2.2], the kernels of any two F–precovers of M are F–equivalent.
Thus the class [Kerϕ], where ϕ : F −→ M is any F–precover of M , is
a well-defined object depending only on M . We write
SF(M) = [Kerϕ].
As F is closed under finite direct sums; cf. Setup (1.1), it is not hard
to see that SF(M) only depends on the F–equivalence class of M , and
hence we get the induced Schanuel map:
ModR/≡F
SF // ModR/≡F ,
For n > 0 we write Sn
F
for the n–fold composition of SF with itself, and
we set S0
F
= id.
This paper is all about studying relations between the conditions from
the following definition.
(1.4) Definition. For any module M and any integer n > 0 we con-
sider the conditions:
(EM,n) Ext
n+1
F
(M,A) = 0 for all modules A.
(RM,n) There exists an F–resolution of the form
0 −→ Fn −→ · · · −→ F0 −→M −→ 0.
(SM,n) S
n
F
([M ]) = [0].
(1.5)Remark. The conditions in Definition (1.4) are labeled according
to the following mnemonic rules: “E” is for Ext, “R” is for Resolution,
and “S” is for Schanuel.
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2. Relative Ext functors and resolutions
In this section we study how the Ext condition and the resolution condi-
tion of Definition (1.4) are related. It is straightforward, cf. Proposition
(2.1) below, that the resolution condition implies the Ext condition.
The converse is, in general, not true, but in Theorem (2.9) we give a
sufficient condition on F for this to happen.
(2.1) Proposition. For any precovering class F we have:
(RM,n) =⇒ (EM,n) for all modules M and all integers n > 0. 
(2.2) Example. There exist precovering classes which are not closed
under direct summands:
Let R be a left noetherian ring which is not Quasi–Frobenius, and set
D = R⊕E where E is any non-zero injective R–module. Define F
to be the class of all modules which are isomorphic to D(Λ) for some
index set Λ (here D∅ = 0). Note that F is precovering as for example
an F–precover of a module M is given by the natural map
D(HomR(D,M)) −→M.
To see that F is not closed under direct summands we note that E is
a direct summand of D ∈ F. However, there exists no set Λ for which
E ∼= D(Λ) (since R is a direct summand of D(Λ) for any Λ 6= ∅, and
since R is not self-injective).
The example above makes the following lemma relevant:
(2.3) Lemma. A necessary condition for F to satisfy the implication:
(EM,0) =⇒ (RM,0) for all modules M ,
is that F is closed under direct summands.
Proof. Assume that F is not closed under direct summands. Then there
exists an F ∈ F and a direct summand M of F with M /∈ F. We claim
that (EM,0) holds but that (RM,0) does not:
As M is a direct summand of F , and as F is closed under finite direct
sums, cf. Setup (1.1), the abelian group Ext1
F
(M,A) is a direct sum-
mand of Ext1
F
(F,A) for every module A. The latter is zero as F ∈ F,
and hence also Ext1
F
(M,A) = 0. Now suppose for contradiction that
there do exist an F–resolution of M of length zero:
0 −→ F0
∂0−→M −→ 0.
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We claim that ∂0 must be an isomorphism (contradicting the fact that
M /∈ F). AsM is a direct summand of F there is a canonical embedding
ι : M −→ F and a canonical projection π : F −→ M with πι = idM . As
∂0 is an F–precover of M , we get a factorization:
F
pi

ϕ
~~}
}
}
}
F0
∂0
// M
It follows that ∂0(ϕι) = πι = idM , so ∂0 is epi and the sequence
0 // Ker ∂0 // F0
∂0 //
M //
ϕι
oo_ _ _ 0(†)
splits. By assumption, HomR(G, ∂0) is mono for all G ∈ F, so by (†) it
follows that HomR(G,Ker ∂0) = 0 for all G ∈ F. In particular,
HomR(F0,Ker ∂0) = 0,
and therefore Ker ∂0 = 0 since Ker ∂0 is a direct summand of F0. Con-
sequently, ∂0 is an isomorphism. 
(2.4) Lemma. For a homomorphism ϕ : F −→ M the following two
conditions are equivalent:
(a) Every endomorphism g : M −→M with gϕ = ϕ is an automor-
phism.
(b) Every endomorphism g : M −→ M with gϕ = ϕ admits a left
inverse.
Proof. We only need to show that (b) implies (a). Thus assume that
gϕ = ϕ. By assumption (b) there exists a homomorphism v : M −→ M
with vg = idM . Now
vϕ = vgϕ = idMϕ = ϕ,
so another application of (b) gives that also v has a left inverse. As v
has g as a right inverse, v must be an automorphisms with v−1 = g. 
(2.5) Definition. A homomorphism ϕ : F −→ M satisfying the equi-
valent conditions of Lemma (2.4) is called almost epi. The precovering
class F is called precovering by almost epimorphisms if every module
has an F–precover which is almost epi.
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(2.6) Example. Clearly, every epimorphism is almost epi, but the con-
verse is in general not true, as for example
Z
2·
−→ Z
is an almost epimorphism of abelian groups. It follows from Lemma
(2.7) below that if a precovering class contains all free modules, then
it is precovering by almost epimorphisms.
(2.7) Lemma. If there exists an almost epi homomorphism ϕ : F −→M
with F ∈ F then every F–precover of M is almost epi.
Proof. If ϕ˜ : F˜ −→ M is any F–precover of M then there exists a fac-
torization,
F
ϕ

ψ
~~}
}
}
}
F˜ ϕ˜
// M.
For any endomorphism g : M −→M with gϕ˜ = ϕ˜ it follows that
gϕ = gϕ˜ψ = ϕ˜ψ = ϕ,
and hence g must be an automorphism since ϕ is almost epi. 
The next result gives much more information than Example (2.6),
namely that there do indeed exist module classes F which are pre-
covering by almost epimorphisms, without every F–precover being epi.
We postpone the proof of Proposition (2.8) to the end of this section.
(2.8) Proposition. Consider the local ring R = Z/4Z. We denote the
generator 2 + 4Z of the maximal ideal by ξ, and the residue class field
R/(ξ) ∼= F2 by k.
Furthermore, let F = Add k be the class of all direct summands of set-
indexed coproducts of copies of k. Then the following hold:
(a) F is precovering by almost epimorphisms, cf. Definition (2.5).
(b) R does not admit an epi F–precover.
The reason we are interested in classes which are precovering by almost
epimorphisms is because of the next result:
(2.9) Theorem. Assume that F is closed under direct summands and
is precovering by almost epimorphisms. Then
(EM,n) =⇒ (RM,n) for all modules M and all integers n > 0.
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Proof. First we deal with the case n = 0: Thus let M be any module,
and assume that Ext1
F
(M,A) = 0 for all modules A. We must prove
the existence of an F–resolution of M of length zero,
0 −→ G0 −→M −→ 0.
By assumption on F we can build an F–resolution of M by successively
taking almost epi F–precovers ϕ0, ϕ1, ϕ2, . . .:
0
!!C
CC
CC
C 0 0
K1
i1
!!B
BB
BB
=={
{
{
M
==|
|
|
AA
AA
AA
· · · // F2
∂2 //
ϕ2
==|||||
F1
∂1 //
ϕ1 !!B
BB
BB
F0
∂0 //
ϕ0
>>}}}}}
M // 0
K0
!!C
C
C
i0
==|||||
0
=={{{{{{
0
We keep in mind that the F–precovers ϕn are not necessarily epi,
and this is the reason why some of the arrows in the diagram above
have been dotted. Applying HomR(−, A), for any module A, to the
HomR(F,−) exact complex,
0 −→ K0 −→ F0 −→M −→ 0,
induces by [2, thm. 8.2.3(2)] an exact sequence of relative Ext groups,
(∗) Ext0
F
(F0, A)
q
−→ Ext0
F
(K0, A) −→ Ext
1
F
(M,A) = 0.
As F0 ∈ F we have Ext
0
F
(F0, A) = HomR(F0, A). Furthermore,
Ext0
F
(K0, A) = KerHomR(∂2, A)
= {f ∈ HomR(F1, A) | f∂2 = 0},
and one verifies that the homomorphism q is given by g 7−→ g∂1 for
g ∈ HomR(F0, A). Applying these considerations to A = K0 and con-
sidering ϕ1 ∈ Ext
0
F
(K0, K0), exactness of (∗) implies the existence of a
g ∈ HomR(F0, K0) with g∂1 = ϕ1, that is, gi0ϕ1 = ϕ1. As ϕ1 is almost
epi, gi0 : K0 −→ K0 must be an automorphism, and hence the sequence
0 // K0
i0 // F0
pi0 //
(gi0)−1g
oo_ _ _ F0/K0 // 0
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is split exact. In particular, F0/K0 ∈ F as F is closed under direct
summands, and we claim that the induced monomorphism,
F0/K0

 ϕ0 //______ M
F0
ϕ0
>>~~~~~~pi0
ccccGGGGGG
is an F–precover of M . To see this let ϕ : F −→M be a homomor-
phism with F ∈ F. As ϕ0 : F0 −→M is an F–precover there exists
ψ : F −→ F0 with ϕ0ψ = ϕ. Consequently, π0ψ : F −→ F0/K0 satisfies
ϕ0(π0ψ) = ϕ.
F0
pi0

ϕ0
""F
FF
FF
FF
FF
F F
ϕ

ψ
oo_ _ _ _
F0/K0
ϕ0
// M
Now, as ϕ0 is a mono F–precover of M ,
0 −→ F0/K0
ϕ0−→M −→ 0
is an F–resolution of M of length zero.
Finally we consider the case n > 0: We assume that Extn+1
F
(M,A) = 0
for all modules A, and we must prove the existence of an F–resolution
of M of length n. Let ∂0 : F0 −→M be an F–precover of M . By [2,
thm. 8.2.3(2)] the HomR(F,−) exact complex
(†) 0 −→ Ker ∂0 −→ F0
∂0−→M −→ 0
induces, for any module A, a long exact sequence of relative Ext groups:
0 = Extn
F
(F0, A) −→ Ext
n
F
(Ker ∂0, A) −→ Ext
n+1
F
(M,A) = 0.
It follows that
Ext
(n−1)+1
F
(Ker ∂0, A) = Ext
n
F
(Ker ∂0, A) = 0,
so the induction hypothesis implies that Ker ∂0 admits an F–resolution
of length n− 1, say,
(‡) 0 −→ Fn −→ · · · −→ F1 −→ Ker ∂0 −→ 0.
Pasting together (†) and (‡) we get the desired F–resolution of M of
length n. 
Proof of Proposition (2.8). Note that R is a two-dimensional k–vector
space with basis {1, ξ}, so every element of R has a unique representa-
tion of the form a+ bξ where a, b ∈ k ∼= F2.
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Just as in Example (2.2) it follows that F = Add k is precovering, but
we shall also prove this more directly below.
It is useful to observe that a homomorphism F −→M with F ∈ F is an
F–precover of M if and only if every homomorphism k −→M admits
a factorization:
(♮) k
~~|
|
|
|

F // M.
One important consequence of this is that if Fj −→Mj is a family of F–
precovers then the coproduct
∐
j Fj −→
∐
jMj is again an F–precover.
For every c ∈ k there is an R–linear map
ϕc : k −→ R , a 7−→ acξ,
and it is not hard to see that, in fact, every R–linear map k −→ R has
the form ϕc for some c ∈ k. Combining this with the commutative
diagram
k
c·
 



ϕc

k ϕ1
// R,
observation (♮) implies that ϕ1 : k −→ R is an F–precover of R. Since
ϕ1 is not epi, R cannot be the homomorphic image of any module from
F, and this proves (b) from the proposition.
We are now ready to prove part (a) of the proposition, namely that
every R–module admits an almost epi F–precover. It is well-known1
that every R–module is isomorphic to one of the form
k(I) ⊕ R(J)
1The author is convinced that this result and its natural generalizations must
be folklore. However, since the author was not able to find a reference, a quick
argument is given below.
Let M 6= 0 be any R–module. Since R = Z/4Z only has the two proper ideals (0)
and (ξ) there are two possibilities:
(1) for every 0 6= x ∈M we have AnnR(x) = (ξ), or
(2) there exists 0 6= x ∈M with AnnR(x) = (0).
In case (1) we can consider M as a module over the field k = R/(ξ), and it follows
thatM ∼= k(I) for some index set I. In case (2) there is a monomorphism R −→M ,
and since R is self-injective it follows thatR is a direct summand ofM . Using Zorn’s
lemma we find a maximal free (=injective) direct summand R(J) of M , and hence
we can write M =M ′ ⊕R(J) where M ′ satisfies condition (1).
RELATIVE EXT GROUPS, RESOLUTIONS, AND SCHANUEL CLASSES 11
for suitable index sets I and J . Hence we only need to show that the
module k(I) ⊕ R(J) has an almost epi F–precover. By the observation
(♮) it follows that
k(I) k(I)
⊕
ϕ=
(
id
k(I)
0
0 ϕ
(J)
1
)
// ⊕
k(J) R(J)
is an F–precover. To argue that ϕ is almost epi we let
k(I) k(I)
⊕
g=
(
g11 g12
g21 g22
)
// ⊕
R(J) R(J)
be any endomorphism with ϕ = gϕ. We must prove that g is an auto-
morphism. By assumption,(
idk(I) 0
0 ϕ
(J)
1
)
=
(
g11 g12
g21 g22
)(
idk(I) 0
0 ϕ
(J)
1
)
=
(
g11 g12 ϕ
(J)
1
g21 g22 ϕ
(J)
1
)
(∗)
In particular it follows that g11 = idk(I) and g21 = 0, so g takes the form
g =
(
idk(I) g12
0 g22
)
.
If we can prove that g22 : R
(J) −→ R(J) is an automorphism, then g
must be an automorphism as well with inverse
g−1 =
(
idk(I) −g12 g
−1
22
0 g−122
)
.
To see that g22 is an automorphism we use another relation from (∗),
namely that ϕ
(J)
1 = g22 ϕ
(J)
1 . As
g22 ∈ HomR(R
(J), R(J)) ∼=
(
R(J)
)J
it follows — if we consider the elements of R(J) as J–columns — that
g22 is given by multiplication from the left by a unique J × J–matrix
(rij)i,j∈J with entries from R, in which each column (rij)i∈J belongs to
R(J). More precisely, g22 is given by the formula:
R(J) ∋ {sj}j∈J 7−→ (rij)i,j∈J{sj}j∈J =
{∑
j∈J
rijsj
}
i∈I
∈ R(J).
Of course, ϕ
(J)
1 : k
(J) −→ R(J) is given by the J × J–diagonal matrix
∆J×J(ϕ1) with ϕ1 in every diagonal entry, and hence g22 ϕ
(J)
1 is given
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by the matrix
(rij)i,j∈J ∆J×J(ϕ1) = (rijϕ1)i,j∈J .
By assumption g22 ϕ
(J)
1 = ϕ
(J)
1 , and consequently we have an equality
of J × J–matrices:
(rijϕ1)i,j∈J = ∆J×J(ϕ1).
It follows that:
rjjϕ1 = ϕ1 and rijϕ1 = 0 , i 6= j.
Now writing rij = aij + bijξ with aij , bij ∈ k and applying the maps
above to 1 ∈ k we get
(ajj + bjjξ)ξ = ξ and (aij + bijξ)ξ = 0 , i 6= j.
We see that ajj = 1 and aij = 0 for i 6= j, that is,
rjj = 1 + bjjξ and rij = bijξ , i 6= j.
With this information at hand we can see that g22 = (rij)i,j∈J is invert-
ible, in fact, g22 is its own inverse. Let us simply calculate the (i, j)’th
entry, qij, in the product matrix g22 g22: Using that ξ
2 = 0 and that
the field k ∼= F2 has characteristic 2 it follows that:
qij =
∑
ν∈J
riνrνj
=
{
(1 + bjjξ)
2 for i = j
(1 + biiξ)bijξ + bijξ(1 + bjjξ) for i 6= j
=
{
1 + 2bjjξ for i = j
2bijξ for i 6= j
=
{
1 for i = j
0 for i 6= j
as desired. 
3. Relative resolutions and Schanuel maps
In this section we study how the resolution condition and the Schanuel
condition of Definition (1.4) are related. In general, neither of these two
conditions imply the other, however, in Theorems (3.4) and (3.8) we
give necessary and sufficient conditions for this phenomenon to happen.
(3.1) Definition. We say that F is weakly closed under direct sum-
mands if for any F ∈ F and any direct summandM in F with F/M ∈ F,
the module M belongs to F.
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(3.2) Example. There exist precovering classes which are not weakly
closed under direct summands:
The precovering class F from Example (2.2) is not closed under direct
summands. As F is closed under set-indexed coproducts, it follows
from Proposition (3.3) below that F is not weakly closed under direct
summands either.
(3.3) Proposition. A precovering class F is closed under direct sum-
mands if and only if F is weakly closed under direct summands and
closed under set-indexed (respectively, countable) coproducts inModR.
Proof. “If”: Let M be a direct summand of F ∈ F, that is, there exists
some module M ′ with F = M ⊕M ′. Using Eilenberg’s swindle we
consider F (N) and note that
(∗) M ⊕ F (N) ∼= F (N).
As F is closed under countable coproducts, F (N) ∈ F, and then (∗)
implies that M ∈ F since F is weakly closed under direct summands.
“Only if”: If F is closed under direct summands then obviously F is
also weakly closed under direct summands. Since F is precovering and
closed under direct summands, the argument in [2, proof of thm. 5.4.1,
(2)⇒(1)] shows that F is closed under set-indexed coproducts. 
The reason we are interested in classes which are weakly closed under
direct summands is because of the next result.
(3.4) Theorem. A precovering class F satisfies:
(♮) (SM,n) =⇒ (RM,n) for all modules M and all integers n > 0
if and only if F is weakly closed under direct summands.
Proof. “Only if”: Under the assumption of (♮) we must prove that
F is weakly closed under direct summands. Thus, let M be a direct
summand of a module F where F, F/M ∈ F. As
M ⊕ F/M ∼= 0⊕ F
we see that M is F–equivalent to 0, that is, S0
F
([M ]) = [M ] = [0]. Now
the assumption (♮) implies the existence of an F–resolution of M of
length zero,
(∗) 0 −→ F0
∂0−→M −→ 0.
As in the end of the proof of Lemma (2.3) we see that ∂0 is an isomor-
phism, and hence M ∼= F0 ∈ F as desired.
14 HENRIK HOLM
“If”: Now assume that F is weakly closed under direct summands. We
will prove (♮) by induction on n > 0.
We begin with the case n = 0: Suppose that S0
F
([M ]) = [M ] = [0]. By
definition there exist F ′, F ∈ F with M ⊕F ′ ∼= 0⊕F ∼= F , and since F
is weakly closed under direct summands it follows that F0 := M ∈ F.
Thus M admits an F–resolution of M of length zero:
0 −→ F0
idM−→M −→ 0.
Next we consider the case n > 0: Suppose that Sn
F
([M ]) = [0], and take
an F–precover ∂ : F0 −→M . By definition,
Sn−1
F
([Ker ∂]) = Sn−1
F
SF([M ]) = S
n
F
([M ]) = [0],
so the induction hypothesis implies the existence of an F–resolution of
Ker ∂ of length n− 1, say,
(♭) 0 −→ Fn −→ · · · −→ F1 −→ Ker ∂ −→ 0.
Pasting together (♭) with the complex
0 −→ Ker ∂ −→ F0
∂
−→M −→ 0
gives an F–resolution of M of length n, as desired. 
(3.5) Definition. A (precovering) class F is said to be separating if for
every module M 6= 0 there exists a non-zero homomorphism F −→ M
with F ∈ F.
(3.6) Lemma. For a precovering class F the following hold:
(a) If every mono F–precover is an isomorphism then F is separating.
(b) If F is separating and ∂ : A −→ B is a homomorphism such that
HomR(F, ∂) is mono for all F ∈ F, then ∂ is mono.
Proof. “(a)”: Assume that every mono F–precover is an isomorphism,
and let M be a module with HomR(F,M) = 0 for all F ∈ F. Thus
the map 0 −→M is a mono F–precover, and hence an isomorphism by
assumption, that is, M = 0.
“(b)”: Applying the left exact functor HomR(F,−), for any F ∈ F, to
the exact sequence,
0 −→ Ker ∂ −→ A
∂
−→ B
and using that HomR(F, ∂) is mono, we get that HomR(F,Ker ∂) = 0.
As F is separating it follows that Ker ∂ = 0, that is, ∂ is mono. 
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(3.7) Example. We give two examples of precovering classes F for
which there exist mono F–precovers which are not isomorphisms:
(a) Let R be a commutative noetherian ring which is not artinian. As R
is noetherian the class F = InjR of injective R–modules is precovering
by [2, thm. 5.4.1]. However, as R is not artinian, F is not separating
by [5, cor. 2.4.11], and hence Lemma (3.6)(a) implies that there must
exists mono F–precovers which are not isomorphisms.
(b) Let R be a commutative integral domain, and consider for any
module M its torsion submodule,
MT =
{
x ∈ M | rx = 0 for some r ∈ R \ {0}
}
.
A module M is called torsion if MT = M , and of course the torsion
submodule of any module is torsion.
The torsion modules constitutes a precovering class, in fact, given a
module M it is not hard to see that the inclusion MT −→ M is a
torsion precover of M . In particular, 0 = RT −→ R is a mono torsion
precover of R, but it is not an isomorphism.
The following result shows why we are interested in precovering classes
for which every mono precover is an isomorphism.
(3.8) Theorem. A precovering class F satisfies:
(♭) (RM,n) =⇒ (SM,n) for all modules M and all integers n > 0
if and only if every mono F–precover is an isomorphism.
Proof. “Only if”: Assume (♭). We must prove that every mono F–
precover is an isomorphism. Any mono F–precover ϕ : F0 −→M gives
an F–resolution of M of length zero:
0 −→ F0
ϕ
−→M −→ 0,
and thus our assumption ensures that S0
F
([M ]) = [M ] = [0]. This means
that M is a direct summand of some F ∈ F with a quotient F/M ∈ F.
In particular, M is a homomorphic image of F ∈ F, and this implies
that the F–precover ϕ must be epi. Consequently, ϕ is an isomorphism.
“If”: Conversely, assume that every mono F–precover is an isomor-
phism. We must show (♭), which we do by induction on n > 0:
We begin with the case n = 0. Thus, let M be any module for which
there exists an F–resolution of length zero:
(∗) 0 −→ F0
∂
−→M −→ 0.
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We must argue that S0
F
([M ]) = [0]. Actually, we prove something even
stronger, namely that M ∈ F. Since (∗) is an F–resolution we have
exactness of
0 // HomR(F, F0)
HomR(F,∂) // HomR(F,M) // 0,
that is, HomR(F, ∂) is an isomorphism for all F ∈ F. Now our assump-
tion and Lemma (3.6)(a) and (b) gives that ∂ : F0 −→ M is a mono
F–precover. Another application of our assumption then gives that ∂
is an isomorphism, and thus M ∼= F0 ∈ F.
Next we assume that n > 0. Let M be a module which has an F–reso-
lution of length n,
(†) 0 −→ Fn −→ · · · −→ F1
∂1−→ F0
∂0−→ M −→ 0.
We break up (†) into two complexes,
0 −→ Fn −→ · · · −→ F1
∂̂1−→ Ker ∂0 −→ 0,(1)
0 −→ Ker ∂0
ι
−→ F0
∂0−→ M −→ 0,(2)
where ∂̂1 is the co-restriction of ∂1 to Ker ∂0. Once we have argued
that ∂̂1 : F1 −→ Ker ∂0 is an F–precover, it will follow that the upper
sequence (1) is an F–resolution of Ker ∂0, and hence the induction hy-
pothesis gives that Sn−1
F
([Ker ∂0]) = [0]. By the lower sequence (2) we
have SF([M ]) = [Ker ∂0], and thus the desired conclusion follows:
Sn
F
([M ]) = Sn−1
F
SF([M ]) = S
n−1
F
([Ker ∂0]) = [0].
To see that ∂̂1 : F1 −→ Ker ∂0 is an F–precover we let ϕ : F −→ Ker ∂0
be any homomorphism with F ∈ F. As ∂0ιϕ = 0 and as HomR(F, (†))
is exact, there exists ψ : F −→ F1 with ∂1ψ = ιϕ. Since ι is mono this
means that we have a commutative diagram
F
ϕ

ψ
{{w
w
w
w
w
F1
∂̂1
// Ker ∂0,
as desired. 
(3.9) Remark. The dual notion of a precover is a preenvelope, see [2,
chap. 6]. For a preenveloping class G, the reader can imagine how to
construct Ext functors, resolutions, and Schanuel maps relative to G,
see also [2, chap. 8].
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Not surprisingly, every result in this this paper has an analogue in this
“preenveloping context”. We leave it as an exercise for the interested
reader to verify this claim.
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