The choice of spectral element basis functions in domains with an axis of symmetry  by van Os, R.G.M. & Phillips, T.N.
Journal of Computational and Applied Mathematics 201 (2007) 217–229
www.elsevier.com/locate/cam
The choice of spectral element basis functions in domains
with an axis of symmetry
R.G.M. van Osa,1, T.N. Phillipsb,∗
aDepartment of Mathematics, University of Wales, Aberystwyth SY23 3BZ, UK
bSchool of Mathematics, Cardiff University, Cardiff, CF24 4AG, UK
Received 7 April 2005; received in revised form 31 January 2006
Abstract
New spectral element basis functions are constructed for problems possessing an axis of symmetry. In problems deﬁned in domains
with an axis of symmetry there is a potential problem of degeneracy of the system of discrete equations corresponding to nodes
located on the axis of symmetry. The standard spectral element basis functions are modiﬁed so that the axial conditions are satisﬁed
identically. The modiﬁed basis is employed only in spectral elements that are adjacent to the axis of symmetry. This modiﬁcation
of the spectral element method ensures that the nodes are the same in each element, which is not the case in other methods that
have been proposed to tackle the problem along the axis of symmetry, and that there are no nodes along the axis of symmetry. The
problems of Stokes ﬂow past a conﬁned cylinder and sphere are considered and the performance of the original and modiﬁed basis
functions are compared.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In ﬁnite element and spectral element methods Neumann boundary conditions are treated as natural boundary
conditions within a variational formulation of the problem and are satisﬁed in a weak sense (see, for example, [11]).
Consider, for example, the mixed elliptic boundary value problem
−∇2u = f in ,
u = g1 on 1,
u
n
= g2 on 2,
(1)
where  is a bounded polygonal domain in R2 with boundary =1 ∪2 and 1 ∩2 =∅ and where u/n=∇u ·n
and n denotes the unit outward normal vector to 2. For f ∈ L2() the weak formulation of this problem is:
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ﬁnd u ∈ V such that
a(u, v) = (f, v) − 〈g2, v〉2 ∀v ∈ W , (2)
where
a(u, v) =
∫

∇u · ∇v d,
(f, v) =
∫

f v d,
〈g2, v〉2 =
∫
2
g2v ds.
The trial and test spaces are deﬁned by
V = {v ∈ H 1() : v = g1 on 1}
and
W = {v ∈ H 1() : v = 0 on 1},
respectively. In the case of homogeneous Neumann boundary conditions, the second term on the right-hand side
of (2) vanishes.
For elliptic problems deﬁned in domains with an axis of symmetry homogeneous conditions on either the solution or
its normal derivative hold along the axis.An axisymmetric domain is formedby the rotation of a two-dimensional domain
in the upper half-plane, corresponding to r > 0, about the axis r = 0. For Poisson problems deﬁned in axisymmetric
domains, the normal derivative of the solution vanishes along the axis r = 0. This is not a boundary condition but a
property of the solution to the problem. The condition is sometimes referred to as an axial condition. The numerical
solution of an axisymmetric problem using a symmetric discretization of the problem about the axis will yield a
solution with vanishing derivative normal to the axis of symmetry. In this paper, we seek to build this property into
the discretization of the so-called reduced problem, which is deﬁned in the upper half-plane. A detailed mathematical
statement of problems deﬁned in axisymmetric domains and their approximation using spectral methods is given in
the monograph of Bernardi et al. [1]. In their approach the axial conditions are not incorporated in the basis functions.
Instead a Gauss–Radau-type quadrature rule is used in elements adjacent to the axis of symmetry.
In many problems of interest in ﬂuid mechanics homogeneous axial conditions arise in domains with an axis or
a plane of symmetry. The presence of an axis or plane of symmetry means that a reduction in the dimension of the
problem can be achieved provided that an appropriate coordinate system is chosen, e.g. cylindrical polar coordinates
if one is dealing with an axisymmetric geometry.
The reduction in the dimension of a problem deﬁned in a domain with an axis or plane of symmetry comes at a cost.
First, extra boundary conditions need to be speciﬁed along the axis of symmetry. In most problems arising in ﬂuid
mechanics either the value of the variable or the value of its normal derivative has to be speciﬁed along the axis of
symmetry. These are known as the axial conditions. Secondly, problems arise especially in axisymmetric problems due
to the presence of the radial coordinate r in the inﬁnitesimal volume element r dr dz used to derive the weak formulation
of the problem.
The presence of the r factor can lead to a potential degeneracy in the resulting discrete system of equations with
zero rows and columns corresponding to nodes located on the axis of symmetry (r = 0), if the standard Gauss–Lobatto
Legendre (GLL) quadrature rule is used. This degeneracy may be avoided by either dividing the equations on the axis
of symmetry by the radial coordinate, r (see [12]) or by using basis functions for the variables that satisfy the axial
condition in elements adjacent to the axis of symmetry. This is achieved in the latter case by using a quadrature rule
of Gauss–Lobatto Jacobi type in the radial direction in which the radial coordinate is incorporated into the weight
function. This idea was proposed in [7] and the resulting method was used to solve an axisymmetric Stokes problem.
The same technique was employed by Fournier et al. [5] to solve the three-dimensional Navier–Stokes equations with
an advected scalar, using a Fourier expansion in the azimuthal direction. In this approach, the spectral element basis
functions are based on Jacobi rather than Legendre polynomials for elements that are adjacent to the axis of symmetry.
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This means that the nodes in elements adjacent to the axis of symmetry are different to those in the other elements.
In an alternative approach, Blackburn and Sherwin [2] retained the standard GLL quadrature in axial elements and
performed an appropriate zeroing in the Poisson equation for the pressure in theirPN–PN fractional step based approach
for solving the Navier–Stokes equations.
In the present paper, the axial conditions are incorporated intomodiﬁed spectral element basis functions. This ensures
that the nodal points in the interpolants and quadrature rules are the same for all elements and the spectral element
approximation satisﬁes the conditions along the axis of symmetry identically. The modiﬁed basis functions can be used
for both Cartesian and axisymmetric problems with a plane or axis of symmetry, respectively.
Let u be a function deﬁned on the interval [−1, 1]. The polynomial INuwhich interpolates u at a set ofN +1 distinct
points xi ∈ [−1, 1], i = 0, . . . , N, has the representation
(INu)(x) =
N∑
i=0
uihi(x), (3)
where the basis functions hi(x), i=0, . . . , N, are also known as the Lagrange coefﬁcients. The standard basis functions
used in spectral element calculations are associated with the GLL points xi , i = 0, . . . , N , the zeros of (1− x2)P ′N(x),
where PN is the Legendre polynomial of degree N. The basis functions (see, for example, [4]) are given by
hi(x) = P
′
N(x)(x
2 − 1)
N(N + 1)PN(xi)(x − xi) , 0 iN . (4)
The differentiation matrix D associated with the interpolant (3) is deﬁned by
(INu)
′(xj ) =
N∑
i=0
Dj,iui , (5)
where Dj,i = h′i (xj ). The entries of the differentiation matrix are given by
Dj,i =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
PN(xj )
PN(xi)
1
xj − xi , i = j,
−N(N + 1)
4
, i = j = 0,
N(N + 1)
4
, i = j = N,
0, i = j, 1 i, jN − 1.
(6)
The weights in the associated quadrature rule can be calculated by integrating the Lagrange coefﬁcients over [−1, 1],
i.e., wi =
∫ 1
−1 hi(x) dx. This yields the GLL integration rule∫ 1
−1
f (x) dx ≈
N∑
i=0
wif (xi), (7)
with equality whenever f is a polynomial of degree 2N − 1 or less. The analytical expression for the weights is
wi = 2
N(N + 1)[PN(xi)]2
. (8)
2. Modiﬁed basis functions
Suppose that the function u satisﬁes u′(−1) = 0. Modiﬁed Lagrange basis functions hˆi (x) can be constructed
satisfying hˆ′i (−1) = 0, i = 1, . . . , N . The interpolant based on these Lagrange basis functions is
(JNu)(x) =
N∑
i=1
uihˆi(x). (9)
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The representation has been constructed to automatically satisfy the homogeneous Neumann boundary condition at
x = −1. Consider the modiﬁed Lagrange basis functions deﬁned by
hˆi (x) = P
′
N(x)(1 − x)
(x − xi) (ax + b), 1 iN . (10)
These polynomials satisfy the properties
hˆi (xj ) = 0, i = j, 1 iN, 1jN .
The constants a and b are chosen so that hˆi (x) satisﬁes:
hˆi (xj ) = 1, i = j, 1jN ,
hˆ′i (−1) = 0, 1 iN .
The last condition ensures that the derivative of JNu is zero at x = x0, the nodal point corresponding to the axial
condition u′(−1) = 0.
The values of the coefﬁcients a and b in (10) can be calculated and the modiﬁed basis functions are found to be
hˆi (x) = P
′
N(x)(1 − x)
P ′′N(xi)(x − xi)
· N(N + 1)(1 + xi)(1 + x) − 4(x − xi)
N(N + 1)(1 + xi)(1 − x2i )
, 1 iN − 1,
hˆN (x) = P
′
N(x)
N2(N + 1)2 · [N(N + 1)(1 + x) + 2(1 − x)].
The modiﬁed basis functions hˆi (x), i = 1, . . . , N are plotted in Fig. 1 for N = 6. It is straightforward to show that the
modiﬁed basis functions hˆi (x) are related to the original basis functions through the formula (4) as
hˆi (x) = hi(x) − 4(−1)
N
N(N + 1)PN(xi)(1 + xi)h0(x), 1 iN . (11)
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Fig. 1. The modiﬁed basis functions hˆi (x), i = 1, . . . , N for N = 6.
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The entries of the differentiation matrix Dˆj,i = hˆ′i (xj ) associated with the modiﬁed basis are given by
Dˆj,i =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
0, j = 0, 1 iN − 1,
PN(xj )
PN(xi)
[
1
xj − xi −
4
N(N + 1)(1 + xi)(1 + xj )
]
, i = j, 1 i, jN − 1,
− 4
N(N + 1)(1 + xi)2
, i = j, 1 i, jN − 1,
1
PN(xi)
[
1
1 − xi −
4
2N(N + 1)(1 + xi)
]
, j = N, 1 iN − 1,
0, j = 0, i = N,
PN(xj )
[
1
xj − 1 −
2
N(N + 1)(1 + xj )
]
, 1jN − 1, i = N,
(N2 + N − 2)(N2 + N + 2)
4N(N + 1) , i = N, j = N.
The entries in the original and modiﬁed differentiation matrices are related through
Dˆj,i = Dj,i − 4(−1)
N
N(N + 1)PN(xi)(1 + xi)Dj,0, 1 iN .
The weights, wˆi , i = 1, . . . , N , in the associated quadrature rule∫ 1
−1
f (x) dx ≈
N∑
i=1
wˆif (xi) (12)
are given by
wˆi = wi − 4(−1)
N
N(N + 1)PN(xi)(1 + xi)w0, 1 iN .
These may also be written in the form
wˆi = 2
N(N + 1)[PN(xi)]2
[
1 − 4(−1)
NPN(xi)
N(N + 1)(1 + xi)
]
, 1 iN .
The reader is referred to the thesis of Van Os [13] for further details. Repeating the exercise when a homogeneous
Neumann boundary condition is imposed at the other end of the domain, corresponding to i = N , the new modiﬁed
functions, derivatives and weights are found to be
hˆi (x) = hi(x) + 4
N(N + 1)PN(xi)(−1 + xi)h0(x), 0 iN − 1,
and
Dˆj,i = Dj,i + 4
N(N + 1)PN(xi)(−1 + xi)Di,0, 0 iN − 1,
and
wˆi = wi + 4
N(N + 1)PN(xi)(−1 + xi)w0, 0 iN − 1.
Note that this quadrature rule is only exact for polynomials of degree N or less since the positions of the nodes have not
been chosen to yield the most accurate quadrature rule for the given number of degrees of freedom. Instead the nodes
have been chosen to be the standard GLL quadrature points. Therefore, all integrals in this paper are evaluated using
the standard GLL quadrature rule (7)–(8) which is exact for polynomials of degree 2N − 1 or less.
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3. The spectral element formulation
The performance of the modiﬁed basis functions within the spectral element method is demonstrated by solving
the Stokes problem for ﬂow around a conﬁned cylinder and sphere. The Stokes problem will be solved using the
velocity–pressure-extra stress formulation [6]. The continuous problem is deﬁned by the conservation of mass and
momentum, and a constitutive equation relating the extra-stress tensor to the rate-of-deformation tensor in the two-
dimensional domain . Thus, the governing equations in dimensionless form are
∇ · u = 0,
∇p = ∇ · ,
 = 2d,
where u is the velocity, p is the pressure,  is the extra-stress tensor and
d = 12 (∇u + ∇uT)
is the rate-of-deformation tensor. The boundary, , of  is decomposed into non-overlapping segments
= iD ∪ oD ∪ cD ∪ wD ∪ N ,
where iD, 
o
D, 
c
D, 
w
D and N, denote those parts of the boundary corresponding to inﬂow, outﬂow, the surface of the
cylinder or sphere, the channel wall and the plane or axis of symmetry, respectively.
The ﬂow past a cylinder is deﬁned with respect to a Cartesian coordinate system (x, y), with velocity u = (u, v).
The boundary conditions for this problem are given by
u = b on iD ∪ oD,
u = 0 on cD ∪ wD,
u
y
= 0
v = 0
}
on N .
The ﬂow past a sphere is deﬁned with respect to a cylindrical polar coordinate system (r, , z), in which the azimuthal
velocity component u and all derivatives with respect to  are set to zero, giving rise to an axisymmetric problem. The
velocity vector is now u = (ur , uz). Let b denote the velocity at inﬂow. The boundary conditions for this problem are
given by
u = b on iD ∪ oD,
u = 0 on cD ∪ wD,
uz
r
= 0
ur = 0
}
on N .
The parabolic inﬂow and outﬂow velocity boundary conditions are included in the vector b. For ﬂow past a cylinder
we have speciﬁcally b = ((1 − y2), 0). The geometry and deﬁnitions of the boundaries are given in Fig. 2. On the axis
of symmetry N homogeneous normal derivative conditions are prescribed for the horizontal velocity component u
(cylinder case) or uz (sphere case). The axial conditions v = 0 (cylinder case) or ur = 0 (sphere case) are treated in the
same way as essential boundary conditions.
Ω
y,r
x,z ΓN
ΓD
w
ΓN ΓD
c
ΓD
oΓD
i
Fig. 2. Computational domain for the ﬂow past cylinder or sphere.
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The discretization of the problem using the spectral element method is based on the weak formulation of the problem.
The velocity is sought in the subspace V of [H 1()]2 comprising functions that satisfy both the essential boundary
conditions and the axial conditions. The pressure and extra-stress are sought in the function spacesP andT, respectively,
deﬁned by
P = [L2()], T = [L2()]4s , (13)
where [L2()]4s is the space of symmetric 2× 2 tensors whose components are in L2(). The weak formulation of the
Stokes problem requires several bilinear forms to be deﬁned. The bilinear forms a(·, ·), b(·, ·) and d(·, ·) deﬁned below
induce continuous linear operators A : T → T ′, B : T → V ′ and D : T → P ′ deﬁned in terms of them as follows:
[A, ] = a(, ) =
∫

 :  d,
[B, v] = b(, v) = −
∫

∇ ·  : v d=
∫

 : ∇v d,
[B∗u, ] = b∗(u, ) =
∫

∇u :  d,
[Du, q] = d(u, q) =
∫

∇ · uq d,
[D∗p, v] = d∗(p, v) =
∫

p∇ · v d,
where ,  ∈ T , u, v ∈ V and p, q ∈ P . In this notation the dual problem to the weak formulation in operator form is
Du = 0 in P ′,
−D∗p + B = 0 in V ′,
A − B∗u = 0 in T ′.
(14)
The geometry is divided into ﬁve non-overlapping spectral elements k as shown in Fig. 3. Each spectral element
in physical space  is mapped onto a parent element D = [−1, 1] × [−1, 1] in the computational space, using the
transﬁnite mapping technique of Gordon and Hall [9]. The transﬁnite mapping uses a parametric representation of
the boundaries to construct a univalent map from a general quadrilateral element onto the parent element. Under this
mapping each point in the physical element (x, y) or (r, z) is mapped onto a discrete point in the parent element (, ).
The modiﬁed basis functions are only used in the direction orthogonal to the axis of symmetry in computational
space for the variable that satisﬁes the homogeneous Neumann boundary condition. If the plane or axis of symmetry
in the parent element is at  = −1, corresponding to nodes with j = 0, the spectral approximation for the velocity
component in the horizontal direction, u or uz, is
uN(, ) =
N∑
i=0
N∑
j=1
uijhi()hˆj (). (15)
The order of the spectral approximations for the components of the extra-stress tensor is the same as that for the
components of velocity, i.e.,N. However, the extra-stress approximations are allowed to be discontinuous across element
Fig. 3. Spectral element mesh for the ﬂow past cylinder or sphere.
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interfaces. The pressure grid comprises the internal nodes of the velocity grid. This means that the representations of
the velocity and extra-stress are in the polynomial space PN , and that of the pressure is in PN−2, thereby satisfying
the Ladyzhenskaya–Babuska–Brezzi (LBB) condition to ensure well-posedness of the system of equations (see, for
example, [8,3]). The so-called inf–sup constant that appears in the LBB condition is O(N−1/2) for the particular velocity
and pressure approximation spaces chosen here. Therefore, the pressure approximation is
pN(, ) =
N−1∑
i=1
N−1∑
j=1
pij h˜i()h˜j (), (16)
in which the Lagrangian interpolants h˜i (s), i = 1, . . . , N − 1, are based on the interior Gauss–Lobatto Legendre
nodes. Therefore, the spectral approximation for velocity is C0 continuous across elements, whereas the spectral
approximations for both pressure and extra-stress are discontinuous across element boundaries.
The discrete weak formulation corresponding to (14) is derived by replacing the solution to the continuous problem
by the appropriate spectral approximations, discretizing the integrals using the Gauss–Lobatto–Legendre integration
rule and adding up the contributions for the different spectral elements. This results in the following set of discrete
equations:
DNuN = fN ,
− DTNpN + BNN = gN ,
ANN − BTNuN = hN , (17)
in which the right-hand sides fN , gN and hN contain the Dirichlet boundary conditions. This set of discrete equations
can be solved by successively eliminating the extra-stress using the constitutive equation and then the velocity using
the momentum equation. This results in the equation from which the pressure can be found
UNpN = f˜N , (18)
in which f˜N is a combination of the right-hand sides fN , gN and hN . The Uzawa operator UN is given by
UN = DNH−1N DTN , (19)
in which the Helmholtz operator HN is given by
HN = BNA−1N BTN . (20)
To ﬁnd the pressure solution, the Uzawa and Helmholtz operators need to be inverted, for which an iterative method,
the conjugate gradient (CG) method, is used.After the pressure is calculated, the velocity and extra-stress can be easily
retrieved as well. Note that when the new basis functions are used the velocity at the nodes on the axis are not unknowns
of the problem. These values are calculated by evaluating the spectral expansion at these points.
The size of the discrete problem is now reduced since there are no contributions to the spectral operators on the axis
of symmetry arising from the velocity component in the horizontal direction. The next section, however, shows that
for some entries in the operators, extra terms need to be calculated.
4. Discrete spectral operators
Although the integration rule that is used is essentially the same as the one used in the original spectral element
formulation, it contributes an extra term to the spectral operators in the discrete equations. The discrete divergence
operator acting on the velocities will be written out here as an example, in a Cartesian coordinate system. Again,
consider a plane of symmetry located at the element boundary = −1, corresponding to j = 0. Consider the spectral
element discretization of the weak form of the continuity equation i.e.,∫

(
u
x
+ v
y
)
q d= 0, (21)
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where q is a pressure test function.The velocity v, in the y-direction is not subject to a zeroNeumann boundary condition.
The approximation of this variable does not change, and will therefore not bring extra terms into the equation when
integrated. The focus is now on the ﬁrst term on the left-hand side of (21) of the divergence operator. For pressure test
functions q = h˜mh˜n, m, n = 1, ..., N − 1, the contribution from this term in an element, k , adjacent to the axis is∫
k
u
x
q dk =
∫
D
[(
y



− y



) N∑
k=0
N∑
l=1
uklhk()hˆl()
]
h˜m()h˜n()
| det(J )|
det(J )
d d
≈
N∑
i=0
N∑
j=0
[
y

(i , j )
N∑
k=0
N∑
l=1
ukl dikhˆl(j ) −
y

(i , j )
N∑
l=1
uil dˆj l
]
× h˜m(i )h˜n(j )
| det(J )|
det(J )
(i , j )wiwj .
The right-hand side can be rewritten in the form
N∑
i=0
N∑
j=1
y

(i , j )
N∑
k=0
ukj dikh˜m(i )h˜n(j )
| det(J )|
det(J )
(i , j )wiwj
+
N∑
i=0
y

(i , 0)
N∑
k=0
N∑
l=1
ukldikhˆl(0)h˜m(i )h˜n(0)
| det(J )|
det(J )
(i , 0)wiw0
−
N∑
i=0
N∑
j=0
y

(i , j )
N∑
l=1
uil dˆj l h˜m(i )h˜n(j )
| det(J )|
det(J )
(i , j )wiwj . (22)
If the original basis functions are used, the second term (corresponding to j = 0) can be incorporated into the ﬁrst
term because hl(0)= l0. As shown before, the modiﬁed basis functions do not satisfy this property, and therefore the
numerical quadrature introduces an additional term in the discrete representation of the divergence operator.
5. Model problem in 1D
Consider the following one-dimensional Laplace problem deﬁned over a disk:
d2u
dr2
+ 1
r
du
dr
= f, 0<r < 1, (23)
subject to the boundary conditions
u′(0) = 0, u(1) is given. (24)
Two problems are considered. In the ﬁrst problem the exact solution is given by
u(r) = −r cos(r) + sin(r),
with corresponding source term
f (r) = r cos(r) + 2 sin(r).
In the second problem the exact solution is given by
u(r) = − cos(r),
with corresponding source term
f (r) = cos(r) + sin(r)
r
.
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Fig. 4. Error in the approximation to the 1D problem on the disk using the original and modiﬁed basis functions.
The log of the discrete L2 error as a function of order of polynomial approximation is plotted in Fig. 4. The standard
GLL integration is used in conjunction with the modiﬁed basis functions as well as with the original basis functions.
The behaviour of the error is the same for the original and modiﬁed basis functions and for both problems. Only for high
values of N are there some differences when the error is at the level of machine precision. These numerical experiments
show that ln(error) depends linearly onN and therefore spectral convergence of the numerical approximation is obtained.
6. Application to ﬂow past a conﬁned cylinder and sphere
The efﬁciency and accuracy of the version of the spectral element method that incorporates the modiﬁed basis
functions are investigated for two ﬂow problems: ﬂow past a cylinder and ﬂow past a sphere. In both problems the
ﬂow is conﬁned and the body is positioned symmetrically between the channel walls in the case of the cylinder or
positioned along the axis of a cylinder in the case of the sphere. A comparison is made between the use of the original
and modiﬁed basis functions. By monitoring the drag on the cylinder and sphere, we are able to demonstrate mesh
convergence and comment on the accuracy of both methods.
In Tables 1 and 2, the dependence of the number of iterations required to invert the Uzawa operator arising in the
discrete problem on the order of polynomial approximation is given. The Helmholtz operator needs to be inverted in
every single iteration of the Uzawa inversion. The average number of iterations of the Helmholtz operator is also given.
Obviously, the number of Uzawa inversions times the average number of Helmholtz is a measure of the efﬁciency of
the methods. The average time for one iteration in the inversion of the Uzawa operator is also given. The calculations
are performed on a Linux PC, Pentium 4 (2.4GHz, 512 kB) with 256MB internal memory. The convergence criteria
in the PCG methods are set to 10−9 for the Uzawa operator and 10−14 for the Helmholtz operator.
Tables 1 and 2 show that the number of Uzawa iterations is similar for both choices of basis functions since
the size of the problem on the pressure grid, which only comprises the internal nodes of the spectral elements, is
the same for both problems. However, the size of the Helmholtz problem is smaller for the discretization in terms of
the modiﬁed basis functions, and this is reﬂected in a lower number of iterations needed for the inversion.Although the
total number of iterations is always lower for the modiﬁed basis functions, the calculation time shows that the method
is not more efﬁcient for Cartesian problems with a plane of symmetry. For the axisymmetric problem of ﬂow past a
sphere, however, the modiﬁed basis functions constitutes a more efﬁcient way of solving the discretized equations.
This may be explained by the fact that for axisymmetric problems, zero-rows and columns are present in the discrete
operators at entries corresponding to the axis of symmetry, where the radial coordinate disappears, i.e., r = 0. These
entries are eliminated from the discrete equations with the modiﬁed basis function. With increasing polynomial order,
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Table 1
Number of iterations and time (s) needed to invert the Uzawa and Helmholtz operators for the cylinder problem, for the original and modiﬁed basis
functions
N Uzawa iterations Helmholtz iterations Time for one Uzawa iteration
Original New Original New Original New
6 50 50 106.46 95.22 0.043 0.046
7 67 67 129.54 116.78 0.074 0.081
8 81 80 156.10 143.81 0.135 0.154
9 96 95 182.16 168.18 0.217 0.252
10 111 107 214.01 200.79 0.341 0.402
11 132 130 240.28 225.19 0.510 0.597
12 147 144 277.23 259.89 0.764 0.906
Table 2
Number of iterations and time (s) needed to invert the Uzawa and Helmholtz operators for the sphere problem, for the original and modiﬁed basis
functions
N Uzawa iterations Helmholtz iterations Time for one Uzawa iteration
Original New Original New Original New
6 101 103 288.75 163.77 0.100 0.068
7 164 163 382.47 215.60 0.183 0.127
8 239 239 474.25 270.55 0.332 0.239
9 320 318 572.11 329.92 0.548 0.401
10 405 405 682.64 397.87 0.844 0.632
11 542 541 775.53 458.48 1.258 0.956
12 678 679 884.52 533.37 1.858 1.470
Table 3
Calculated drag on cylinder as a function of N for the original and modiﬁed basis functions
N Cylinder drag Sphere drag
Original Modiﬁed Original Modiﬁed
6 132.221547 132.222540 44.9665300 44.9667043
7 132.409436 132.410144 45.0168664 45.0170450
8 132.357527 132.358018 44.9743815 44.9745025
9 132.362405 132.362749 44.9665990 44.9666721
10 132.359743 132.360001 44.9614268 44.9614748
11 132.358194 132.358392 44.9591513 44.9591860
12 132.357463 132.357620 44.9582976 44.9583229
the difference in efﬁciency appears to decrease. This is of course because a smaller percentage of the total number of
nodes is located on the axis of symmetry.
Table 3 shows the dependence of the computed drag on the cylinder and sphere on mesh reﬁnement viz. polynomial
orderN. The value of the drag for the cylinder on the ﬁnest mesh (N=12) is 132.3575 calculated using the original basis
function and 132.3576 using the modiﬁed basis function. These values of the drag are compared to a result generated
by Hulsen et al. [10] on a ﬁnite element mesh with 16 737 nodal points. In a Navier–Stokes simulation, with a Reynolds
number of Re = 0.01, they found the drag to be F = 132.3584. On a different spectral element mesh, Van Os and
Phillips [14] computed the value of the drag as 132.3507 for the Stokes problem. Table 3 also shows that the values
of the drag, computed using the different basis functions, converge towards the same value with mesh reﬁnement.
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Fig. 5. Convergence of the drag with mesh reﬁnement for the original and modiﬁed basis functions for the cylinder (left) and sphere (right).
The mesh convergence of the drag on cylinder and sphere as a function of the order of polynomial approximation N
is also shown in Fig. 5, for both basis functions. This ﬁgure shows that there is little change in the value of the drag
beyond N = 12.
7. Conclusions
A modiﬁed set of basis functions for use with spectral element methods is presented. These basis functions are con-
structed so that the axial conditions along a plane or axis of symmetry are satisﬁed identically. Spectral representations
of variables that satisfy homogeneous boundary conditions using the modiﬁed basis functions do not include nodal
values of the variable along the plane or axis of symmetry. This decreases the size of the discrete problem that needs
to be solved. However, extra terms need to be calculated for some entries in the spectral operators.
The Stokes equations are solved for the ﬂow past a conﬁned cylinder and sphere. It is shown that because of the
decreased size of the discrete problem, fewer iterations are needed to ﬁnd a solution of the discrete equations. For
problems in a Cartesian coordinate system, i.e., the cylinder problem, the advantage of the smaller sized problem
does not outweigh the disadvantage of having to calculate the extra terms. For axisymmetric problems, i.e., the sphere
problem, the modiﬁed basis functions do result in a more efﬁcient solver. This may be explained by the fact that the zero
rows and columns in the discrete equations using the original basis functions are not present when the modiﬁed basis
functions are used. These zero rows and columns are associated with the zero radial coordinate at the axis of symmetry,
but the modiﬁed basis functions eliminate unknowns deﬁned along the axis from the discrete set of equations, since
the axial conditions are not imposed there.
The approach described in this paper could be extended to non-axisymmetric problems. In the case of cylindrical
coordinates and using a Fourier description in the azimuthal direction, it is known that all three components of the
velocity have to vanish on the axis for |k|2 where k denotes the Fourier mode. These axial conditions would be built
into appropriate basis functions and treated in the same way as essential boundary conditions.
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