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I. Introduction
HE purpose of this study is to develop a hydrodynamic stability analysis tool to assist in the design of rocket motors. Unlike acoustic instability, hydrodynamic instability is driven by disturbances emanating from the mean flow itself, and tools need to be developed to evaluate this potential problem within the design cycle.
The hydrodynamic instability waves are different from acoustic waves in that they exhibit short wavelengths and slow propagation speeds that vary spatially, while the vortico-acoustic waves exhibit large wavelengths and propagation speeds that are comparable to the speed of sound. By recognizing that the hydrodynamic and acoustic disturbance modes evolve over vastly dissimilar spatial and temporal scales, their effects can be superimposed.
In recent work by Chedevergne et al., [1] [2] [3] [4] it was demonstrated that when hydrodynamic instability eigenmodes fall close to acoustic frequencies, a lock-on mechanism takes place leading to resonant-like interactions. The so-called intrinsic (i.e. hydrodynamic) instability modes couple with the acoustic modes to the extent of triggering appreciable steep fronted acoustic waves, resulting in large thrust oscillations. Such behavior was not only predicted through stability theory, but also confirmed in live subscale firings, extrapolated from cold flow experiments, and captured with DNS simulations. Furthermore, recent investigations by Abu-Irshaid, Majdalani and Casalis, 5 and Bhatia et al. 6 have demonstrated the possibility of evaluating hydrodynamic instability contributions to the total unsteady energy in a rocket motor. Through the present work, the analytic models developed by Abu-Irshaid, Majdalani and Casalis, 5 Bhatia et al., 6 and Chedevergne et al. [1] [2] [3] [4] will be implemented in an improved combustion instability framework originating from the efforts of Flandro et al. 7, 8 The need to incorporate hydrodynamic instability waves in combustion instability computations has been recently emphasized by Casalis and co-workers, particularly by Chedevergne et al., [1] [2] [3] [4] Griffond and Casalis, 9, 10 Griffond, 11 Féraille and Casalis, 12 and others. The importance of accounting for unsteady vorticity in general has been emphasized by Fischbach et al., [13] [14] [15] [16] Flandro et al., 7, 8 Flandro and Majdalani, 17 Majdalani et al., [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] [28] [29] Balachandar et al., 30 Wasistho et al., 31 and others. [32] [33] [34] Our chief purpose will be to extend and implement their techniques in a general 3D capable linear stability tool that has been under development by French et al. [35] [36] [37] [38] In the process, the interactions between the perturbed acoustic and hydrodynamic flowfields will be elucidated and their added energy will be computed for arbitrary grain geometry.
The development of this tool enhances the design of combustion devices by avoiding costly prototype remanufacture. This is accomplished through reliance on numerical prediction of combustion stability characteristics during early SRM design stages. Currently, many large solid rocket motors exhibit hydrodynamic stability problems, including the Shuttle RSRM, Titan, and the Ariane V. 39 It is expected that the RSRM-V will also be susceptible to hydrodynamic instability. In fact, according to established analysis, hydrodynamic instability effects become more pronounced in longer rocket chambers. Furthermore, recent studies by Chedevergne, Casalis and Majdalani 1 have identified a major source of large thrust oscillations to be connected with the coupling between hydrodynamic instability and acoustic frequencies. By avoiding stability issues in the design process, our analysis T 3 American Institute of Aeronautics and Astronautics has the potential to not only save on revenue and loss in momentum, but also prevent developmental programs from being cancelled due to design problems arising late in the process.
The first numerical study of hydrodynamic instability in an SRM model was carried out by Varapaev and Yagodkin. 40 This was followed by several studies on flowfield instability and turbulence by Beddini, 41 Beddini and Roberts, 42, 43 and Lee and Beddini. 44, 45 Totally independently, an extended investigation that included laboratory measurements and full solutions of the Navier-Stokes equations was performed by Casalis and co-workers. 9, 46 Their work helped to explain the effects of radial disturbances and the inconsistencies between the two available techniques, namely, the one that relied on perturbing the primitive variables versus the one that employed the stream function approach. 41, 42 Other related studies that may be useful to report fall under two general categories: first, those on the unsteady wave characteristics in solid rocket motors (e.g., Avalon and Comas, 47 and Vuillot and Avalon 48 ); and, second, those on parietal vortex shedding and its connection to hydrodynamic instability (Vuillot, 49 Couton et al., 50 Ugurtas et al., 51 and Avalon et al. 52 ). In this regard, two excellent surveys may be found in Ugurtas et al. 53 and Fabignon et al.
54
In similar context, the purpose of the present analysis is to implement the latest results obtained, respectively, by Abu-Irshaid, Majdalani and Casalis, 5 and Bhatia et al. 6 in the global evaluation scheme of rocket combustion instability. As in acoustic analysis, hydrodynamic instability analysis requires the computation of mode shapes corresponding to particular rocket chamber geometry. The authors have presented several papers detailing the derivation and computation of acoustic mode shapes, and herein present a similar approach and results for the computation of hydrodynamic mode shapes using the ARPACK eigensolver. 55 While this paper repeats the computation of [5] in 1-D, the purpose of this exercise is to demonstrate that the problem can be solved using the ARPACK eigensolver, and in doing so demonstrate the feasibility of using this numerical approach to solve for the 3-D hydrodynamic stability modes. 
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II. Formulation
A. Basic Flow Geometry
The basic rocket chamber can be modeled as a porous cylinder of length L and radius a . We also permit the forward end to be porous while assuming an open aft end. As shown in Fig. 1 , r and z stand for the radial and axial coordinates. In Fig. 1a , the porous headwall permits the injection of a fluid at a prescribed velocity profile, 0 u . For example, using a similarity conforming Berman profile, one can take
For the bidirectional vortex chamber (Fig. 1b) , the headwall is closed to permit the axial reversal in cyclonic flow motion. For both models depicted in Fig. 1 , our solution domain extends from the headwall to the parallel, virtual nozzle attachment plane at the aft end. Beginning with the incompressible Navier-Stokes system of equations for a cylindrical cavity, we follow Abu-Irshaid, Majdalani and Casalis 56 and write the fundamental equations.
B. Fundamental Equations
Continuity:
r-Momentum: 
C. Normal Mode Fluctuations
Using the normal mode approach, we impose fluctuations that exhibit an exponential dependence on z and an arbitrary radial dependence of the type: 
r-Momentum:
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D. Interaction Equations for the Vyas-Majdalani Mean Flow Model
In order to evaluate the temporal instability of the bidirectional vortex we select the solution obtained by Vyas, Majdalani and Chiaverini 57 (see Fig. 1b ). This is described by: 
where in relation to the modified swirl number σ , the vortex Reynolds number is given by 2 Re a V Re L πκ σ
Based on Eq. (14), the following simplifications are in order:
When inserted into the interaction equations, they lead to:
Further simplifications may be realized by substituting the analytical derivatives of the mean flow. These are ( ) 
III. Discretization
For this analysis, z is a fixed location and the only spatially varying parameter is the mean flow radial parameter. As we are given a functional form of the spatially varying mean flow we will include this variation analytically in the discretization by using a two function Taylor series expansion, presuming we know the function "g": 
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Subtracting, we get 
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This enables us to extract ( ) 
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and 
With the use of some of these expressions, we discretize the unsteady flow components to get 
We first remove the singularity at the centerline by multiplying through by r: 
Then applying a 2nd order Taylor series discretization with variable coefficients, we have 
ru r u r u Re r r r r
Inserting the mean flow, simplifying the derivatives, and collecting by nodes, we retrieve ( ) ( ) 
We remove the singularity at the centerline by multiplying through by r:
As before, we use 2nd order Taylor series discretization with variable coefficients:
Substituting the flowfield, eliminating the remaining derivatives and collecting by node, we get 
We remove the singularity at the centerline by multiplying by r: 
This is followed by the use of the 2nd order Taylor series expansion with variable coefficients:
1 0 
Substituting the flowfield, eliminating the remaining derivatives, and collecting by node, we get ( ) 
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It may be worthwhile to mention that our boundary conditions were also adopted by Abu-Irshaid, Majdalani and Casalis. 56 At the outer radius, we just set the derivative of the perturbed pressure to zero (a natural Neumann-type condition). The "hardwall" Dirichlet boundary conditions for the perturbed velocity require no extra work, as the values are fixed to zero. We have ( ) ( ) ( ) ( )
Note that in previous studies, 58 the pressure is set equal to one at the wall. This acts to normalize the amplitude of the solution, and was necessary for the shooting approach. However, the eigensolver does not allow for nonzero fixed boundary values, so we permit the pressure amplitude to float by setting the derivative of the pressure to zero.
Applying the outer radial boundary conditions, using a two point backwards difference, yields:
It may be useful to mention that we have also used a three-point, second-order backwards difference equation with nearly identical results to those obtained above.
Concerning the centerline boundary conditions, they remain a function of q, namely, ( ) 
[ ]
According to the ARPACK User Guide, 58 one must factorize the matrix to compute the inverse:
As this matrix is used in a repeated matrix-vector dot product (as part of the solution iteration process), it is helpful to store the factorization. The σ parameter is introduced to help the user specify an initial value to search about for eigenvalues. In our program, we set this value to zero, as normally the lowest real eigenvalues are associated with the most unstable modes.
IV. Results
We attempted to match the results of Table II in Abu-Irshaid, Majdalani and Casalis, 58 which contained the temporal eigenmodes as a function of the spatial eigenmodes. However, the eigenmodes we obtained were different.
We obtained four complex modes for the system of equations that are shown in Table 1 (z = 10, q = 0, Re = 5000, κ = 0.1). In doing so, we discovered that when q = 0, the tangential momentum equation, containing only the tangential velocity and being the only place where the tangential velocity appears, becomes independent of the other three equations. As such, it must be removed from the set of equations lest it corrupts the eigenvalue computation. It is possible that we merely found different modes than those found previously or that the two approaches are essentially dissimilar: Given the eigenvalues in Table 1 , it is possible to plot the mode shapes for each hydrodynamic variable. To this end, the perturbed velocities (radial, tangential, and axial) and the pressure are plotted in Figure 1 for the first mode in Table 1 . Table 1 . Blue and red lines denote real and imaginary parts.
V. Conclusions
Herein a system of equations defining the hydrodynamic eigenvalue problem as a perturbation of the Euler equations is presented. An analytic mean flowfield, which represents the motion of a bidirectional vortex is introduced into the system of equations. As a result, the spatially variable coefficients that control the perturbation equations are identified. Second-order, two-parameter central differences, based on Taylor series expansions, are used to account for the spatial variations. As the continuity equation is independent of time, it does not contain the temporal frequency. This causes the overall system of equations to exhibit a positive, semi-definite, but singular portion. By using a shift-invert technique, the ARPACK eigensolver code is used to overcome this problem and solve for the complex eigenvalues and eigenmodes. The new eigensolver is quite general as it can handle nonsymmetric matrices and matrices with singularities.
VI. Future Efforts
One goal of turning this problem into a finite difference system of linear equations, instead of the LNP approach used previously, 58 is to demonstrate the potential capability to extend the analysis to three dimensions. While this will greatly increase the computational requirements, the boundary conditions will be simplified as the no-slip boundary will apply to all surfaces, and special centerline boundary conditions will no longer be needed. It will still be necessary to force the normal pressure derivative to be zero, but this may be overcome using a finite volume discretization technique. It is also important to determine the origin of the differences with the LNP prediction. The disparities could be due to human error, or to the generally dissimilar approach and boundary conditions associated with the present model. In forthcoming work, we intend to incorporate other mean and perturbed flowfield phenomena, including the effect of particle-mean flow interactions.
