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Abstract
This paper is devoted to analyze a splitting method for solving incompressible inviscid rotational ﬂows. The problem is ﬁrst recast
into the velocity–vorticity–pressure formulation by introducing the additional vorticity variable, and then split into three consecutive
subsystems. For each subsystem, the L2 least-squares ﬁnite element approach is applied to attain accurate numerical solutions.
We show that for each time step this splitting least-squares approach exhibits an optimal rate of convergence in the H 1 norm for
velocity and pressure, and a suboptimal rate in the L2 norm for vorticity. A numerical example in two dimensions is presented,
which conﬁrms the theoretical error estimates.
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1. Problem formulation
The purpose of this paper is to analyze a splitting method for solving incompressible inviscid rotational ﬂows. The
problem is ﬁrst recast into the velocity–vorticity–pressure formulation by introducing the additional vorticity variable,
and then split into three consecutive subsystems. The L2 least-squares ﬁnite element approach is applied to attain
accurate numerical solutions for each subsystem at each time step.
It is well-known that incompressible inviscid rotational ﬂows are governed by the incompressible Euler equations.
However, many fundamental questions about their solutions are still open; even now numerical simulation is also
challenging. Just as it is pointed out in [9] that the interest in the numerical solution of the incompressible Euler
equations can be justiﬁed at least from two aspects: the capability of simulating vortex dominated inviscid ﬂows and
as a ﬁrst step towards the simulation of high Reynolds number ﬂow problems.
Since the vorticity ﬁeld is fundamental in studying the behavior of rotational ﬂows, we rewrite the governing
equations of the incompressible inviscid rotational ﬂows in the velocity–vorticity–pressure formulation by introducing
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the additional vorticity variable⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
u
t
+ (u · ∇)u + ∇p = f˜ in × (0, T ),
∇ · u = 0 in × (0, T ),
∇ × u − = 0 in × (0, T ),
∇ · = 0 in × (0, T ),
(1.1)
where  is an open, simply-connected and bounded domain in RN (N = 2 or 3) with boundary  which is of C1,1
or piecewise smooth with no reentrant corners; u = (u1, . . . , uN) is the velocity ﬁeld; = (1, . . . ,2N−3) is the
vorticity ﬁeld; p is the pressure; [0, T ] is the time interval under consideration; f˜ = (f˜1, . . . , f˜N ) : × (0, T ) → RN
is a given vector function representing the conservative external force acting on the ﬂuid.All of them are assumed to be
non-dimensionalized. System (1.1) should be supplemented with suitable initial and boundary conditions. The initial
condition consists in the speciﬁcation of the velocity ﬁeld at t = 0
u(x, 0) = u0(x) in 
with ∇ · u0 = 0 in , and a typical boundary condition consists in specifying the normal component of velocity
u · n = g on × [0, T ],
where n denotes the unit outward normal vector to  and g is a given function satisfying∫

g ds = 0 on [0, T ].
Of course, the boundary and initial data g and u0 must be compatible, i.e., g|t=0 = u0 · n on .
In order to develop numerically implementable algorithms, Jiang [9] derived a form of the incompressible Euler
equations in terms of the velocity and vorticity as follows. By taking the total pressure
b = p + 12 |u|2 in × (0, T )
as an independent variable instead of the pressure p, then the ﬁrst equation in (1.1) can be rewritten as
u
t
− u × + ∇b = f˜ in × (0, T ).
Now, by virtue of the div–curl theorem [9], the above equation is equivalent to the following system:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
∇ ×
(
u
t
− u × + ∇b − f˜
)
= 0 in × (0, T ),
∇ ·
(
u
t
− u × + ∇b − f˜
)
= 0 in × (0, T ),
n ·
(
u
t
− u × + ∇b − f˜
)
= 0 on × (0, T ).
(1.2)
Note that the conservative force f˜ has a potential V , namely, f˜ = −∇V . Thus, by using the vector identity
∇ × (u × ) = ( · ∇)u − (∇ · u) − (u · ∇)+ u(∇ · )
with ∇ · u = 0 and ∇ · = 0 in × (0, T ), the ﬁrst equation in (1.2) can be written as

t
+ (u · ∇)− ( · ∇)u = 0 in × (0, T ),
and the second and third equations are the Poisson equation for the total pressure with the Neumann boundary condition{
b = ∇ · (u × ) + ∇ · f˜ in × (0, T ),
b
n
= n · (u × ) + n · f˜ − n · u
t
on × (0, T ). (1.3)
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After separating the pressure variable from the velocity and vorticity ﬁelds, we can re-formulate the governing
equations of incompressible inviscid rotational ﬂows in the following velocity–vorticity form:⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

t
+ (u · ∇)− ( · ∇)u = 0 in × (0, T ),
∇ · = 0 in × (0, T ),
u(x, 0) = u0(x) in ,
∇ × u =  in × (0, T ),
∇ · u = 0 in × (0, T ),
u · n = g on × [0, T ].
(1.4)
ForN =2, it is to be understood that only the third component of the vorticity is present, and thus the second equation
in (1.4) is automatically satisﬁed and the ﬁrst equation becomes

t
+ (u · ∇)= 0 in × (0, T ).
Finally, the scheme of the splitting method for solving problem (1.4) can be described as following.At ﬁrst, the time
discretization can be readily realized by using the ﬁnite difference schemes, e.g., the backward-Euler scheme [9]. Let
t = tn+1 − tn1 be the time step. Given u(n) for the previous time step, the solution (u(n+1),(n+1)) of the current
time step of problem (1.4) is determined from the following two-stage procedure: from the given velocity ﬁeld at the
previous time step, we can calculate the vorticity at the boundary , and then solve⎧⎨⎩
(n+1) + (u(n) · ∇)(n+1) − ((n+1) · ∇)u(n) = (n) in ,
∇ · (n+1) = 0 in ,
(n+1) = ∇ × u(n) on 
(1.5)
to attain the vorticity ﬁeld in the domain at current time step, where  := 1/t1 and the superscript (n) denotes the
previous time step and (n + 1) the current time step. Then by using the computed vorticity we can solve the following
div–curl system to update the velocity ﬁeld⎧⎨⎩
∇ × u(n+1) = (n+1) in ,
∇ · u(n+1) = 0 in ,
u(n+1) · n = g(n+1) on .
(1.6)
If it is necessary, we can solve the Poisson problem (1.3) to obtain the pressure from the computed velocity and vorticity.
Let us brieﬂy remark that the governing equations of the incompressible inviscid rotational ﬂows are actually the ﬁrst
two equations in (1.1). Here we introduce the additional vorticity variable, however, not only because of its important
role in ﬂuid dynamics analysis, but also because of the need in the splitting scheme as described above.
Observe that systems (1.5) and (1.6) are both of ﬁrst order. Therefore, it is not surprising that the numerical solutions
can be obtained by the least-squares ﬁnite element approach. Over the past decade, least-squares ﬁnite element methods
have become increasingly popular for the approximate solution of ﬁrst-order systems of partial differential equations in
ﬂuid dynamics; a small sample of the recent literature is given by [1]. It is well-known that the speciﬁc features of the
least-squares ﬁnite element approach thatmake it potentially advantageous comparedwith, e.g., themixed ﬁnite element
approach [2,3], are as follows: it leads to aminimizationproblem; it is not subject to theLadyzhenskaya–Babuska–Brezzi
condition (cf. [2,3]); simple equal low-order ﬁnite elements such as the continuous linear elements can be used for the
approximation of all unknowns; the resulting linear system is symmetric and positive deﬁnite with condition number
O(h−2), where h denotes some measure of the mesh size; the value of the homogeneous least-squares functional of the
approximate solution provides a practical and sharp a posteriori error estimator at no additional cost [9]; etc.
In this paper, we are going to analyze the L2 least-squares ﬁnite element approximations to the following two
stationary problems associated with system (1.5) and system (1.6), respectively, at each time step
The vorticity problem:
⎧⎨⎩
+ ( · ∇)− A= f in ,
∇ · = 0 in ,
= 0 on ;
(1.7)
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The velocity problem:
⎧⎨⎩
∇ × u =  in ,
∇ · u = 0 in ,
u · n = 0 on ,
(1.8)
where, for simplicity, we simplify the boundary conditions to be homogeneous for both problems, and it is to be
understood that both the term −A and ∇ ·= 0 in problem (1.7) vanish when N = 2. For N = 3, A= ( · ∇)=
[(∇1), (∇2), (∇3)]3×3. Moreover, since  comes from the previous approximation of u, we have  · n = 0 on
 and ∇ ·  ≈ 0 in  in practice.
We now introduce some notation and present some preliminaries that will be useful later. We shall use standard
notation and deﬁnition for the Sobolev space Hm() for non-negative integer m. The standard associated inner
product and norm are denoted by (·, ·)m and ‖ · ‖m, respectively. As usual, L2() = H 0(). Let [Hm()]N de-
note the corresponding product space of Hm(), and the inner product and norm will be still denoted by (·, ·)m and
‖ · ‖m, respectively, when there is no risk of confusion. Furthermore, we deﬁne the Banach space L∞() = {v :
v is a measurable function on  and ‖v‖∞ := ess sup |v|< + ∞} and let [L∞()]N denote the corresponding
product space and the norm will be still denoted by ‖ · ‖∞. We also introduce the following Hilbert spaces with natural
norms (cf. [8]):
H 10 () = {v ∈ H 1() and v| = 0},
H(div;) = {v ∈ [L2()]N and ∇ · v ∈ L2()},
H0(div;) = {v ∈ H(div;) and v · n| = 0}.
The following Green-type formulas are applications of the usual Green’s formula:
Lemma 1.1. The following two Green-type formulas hold:
(v,∇q)0 + (∇ · v, q)0 = (v · n, q)0, ∀v ∈ H(div;), q ∈ H 1(), (1.9)
(( · ∇),)0 = − 12 ((∇ · ),)0 ∀ ∈ [H 10 ()]2N−3. (1.10)
Proof. See (1.19) and (2.17) in [8]. 
We also have the following Poincaré–Friedrichs-type inequality:
Lemma 1.2. There exists a positive constant C such that for all v ∈ H0(div;) ∩ [H 1()]N , we have
‖v‖1C{‖∇ · v‖0 + ‖∇ × v‖0}, (1.11)
where the curl operator∇× for smooth 2-component vector function v=(v1, v2) is deﬁned by∇×v=v2/x−v1/y
when N = 2.
Proof. This assertion can be found in Remark 3.5 of [8]. See also Section 1.4 of [12]. 
We remark that throughout this paper, in any estimate or inequality, the quantity C with or without subscripts will
denote a generic positive constant always independent of the mesh parameter h, which will be introduced later, and
need not be the same constant in different occurrences.
In the proof of Theorem 2.1 below we will often use the following -inequality:
2aba2 + −1b2, (1.12)
for a, b,  ∈ R and > 0.
We will be interested in the following two function spaces with respect to the two unknown functions: velocity u
and vorticity ,
V= H0(div;) ∩ [H 1()]N, W= [H 10 ()]2N−3. (1.13)
368 C.-C. Tsai, S.-Y. Yang / Journal of Computational and Applied Mathematics 200 (2007) 364–376
Now, we deﬁne the following two L2 least-squares energy functionalsF(·; f) and G(·;) over the product spacesW
andV for problems (1.7) and (1.8), respectively:
F(; f) = ‖+ ( · ∇)− A− f‖20 + ‖∇ · ‖20, (1.14)
G(v;) = ‖∇ × v − ‖20 + ‖∇ · v‖20. (1.15)
Note that both the least-squares energy functionalsF(; f) and G(v;) are deﬁned to be the sum of the squared L2
norms of the residuals in the partial differential equations.
The remainder of this paper is organized as follows. In Section 2, we derive a priori estimates for systems (1.7) and
(1.8). With the aid of such a priori estimates, in Section 3, we prove the error estimates of the L2 least-squares ﬁnite
element approximations to (1.7) and (1.8). In Section 4, a numerical example in two dimensions is presented, which
conﬁrms the theoretical error estimates. Finally, in Section 5, some concluding remarks are given.
2. A priori estimates
We now derive some a priori estimates for the ﬁrst-order systems (1.7) and (1.8). These a priori estimates will play
the crucial roles in the error estimates of L2 least-squares ﬁnite element schemes introduced in Section 3.
Theorem 2.1. Consider the homogeneous L2 least-squares energy functionalF(·; 0) over the spaceW.
1. There exists a positive constant C1 such that for any  ∈W, we have
F(; 0)C1‖‖21. (2.1)
2. Suppose that ∇ ·  is sufﬁciently small in  satisfying
‖∇ · ‖∞. (2.2)
There exists a positive constant C2 such that for any  ∈W, we have
F(; 0)C2‖‖20. (2.3)
Proof. The upper bound (2.1) can be directly veriﬁed by using the triangle inequality. For the lower bound (2.3), using
the Green-type formula (1.10) with -inequality (1.12), we have
2‖‖20 = (+ ( · ∇)− A, )0 + 12 ((∇ · ),)0 + (A,)0
F(; 0) + 14 2‖‖20 + 12 ‖∇ · ‖∞‖‖20 + (A,)0
which combining with assumption (2.2) implies
1
4 
2‖‖20F(; 0) + (A,)0. (2.4)
Next, we estimate the term (A,)0 in (2.4) for N = 3. First, according to Green formula (1.9), for i = 1, 2, 3,
we have
(∇i · ,i )0 = (∇i ,i)0
= (i · n, i )0, − (∇ · (i), i )0
= 0 − ((i∇ · +  · ∇i ), i )0
= − (∇ · , ii )0 − ( · ∇i , i )0,
and
|( · ∇i , i )0|‖i‖∞|(,∇i )0|
= ‖i‖∞|( · n,i )0, − (∇ · ,i )0|
‖i‖∞‖∇ · ‖0‖i‖0.
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Therefore, we obtain
(A,)0 = − 
3∑
i=1
{
(∇ · , ii )0 + ( · ∇i , i )0
}
2‖‖∞‖∇ · ‖0
( 3∑
i=1
‖i‖0
)
4‖‖∞‖∇ · ‖0‖‖0
C‖‖2∞‖∇ · ‖20 + 18 2‖‖20. (2.5)
Combining (2.4) with (2.5), we have
‖‖20CF(; 0) (2.6)
which completes the proof of the theorem. 
Remark 2.1. We remark that for the case of N = 3, if (2.2) holds then for any  ∈W, we further have
F(; 0)C‖‖2div, (2.7)
where ‖‖2div := ‖‖20 + ‖∇ · ‖20.
We also have the following a priori estimates for the least-squares energy functional G associated with the velocity
problem (1.8).
Theorem 2.2. Consider the homogeneous L2 least-squares energy functionalG(·; 0) over the spaceV. There are two
positive constants C3 and C4 such that for any v ∈V, we have
C4‖v‖21G(·; 0)C3‖v‖21. (2.8)
Proof. The veriﬁcation of the upper bound is straightforward. The lower bound is a consequence of the Poincaré–
Friedrichs-type inequality (1.11). 
3. Convergence analysis with error estimates
In this section, we ﬁrst introduce the L2 least-squares ﬁnite element schemes for problems (1.7) and (1.8), and then
give the error estimates of the approximate solutions. We will focus on problem (1.7). The scheme for problem (1.8)
can be derived in a similar way. To this end, we note that the exact solution  ∈W of problem (1.7) must be the zero
minimizer of the functionalF onW, i.e.,
F(; f) = 0 = min{F(; f) :  ∈W}.
SinceF(+ ; f) is a nonnegative quadratic functional in variable  ∈ R for any given  ∈W, we have
d
d
F(+ ; f)
∣∣∣∣
=0
= 0
which is equivalent to
B1(,) =L1() ∀ ∈W, (3.1)
where the continuous bilinear form B1(·, ·) and the continuous linear formL1(·) are respectively deﬁned as follows:
B1(,) =
∫

(+ ( · ∇)− A) · (+ ( · ∇)− A)
+ (∇ · )(∇ · ) d,
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L1() =
∫

f · (+ ( · ∇)− A) d.
Note that we have the following identity:
B1(,) =F(; 0) ∀ ∈W. (3.2)
Therefore, the a priori estimate (2.3) gives a coercivity type estimate for the bilinear form B1(·, ·). Furthermore, by
virtue of (2.3), one can verify that the bilinear form B1(·, ·) deﬁnes an inner product on the spaceW. We denote its
associated norm |‖ · ‖|1 by
|‖‖|21 =B1(,) ∀ ∈W. (3.3)
Now, we deﬁne the ﬁnite element spaces. Let {Th} be a family of regular triangulations [2] of the domain , where
Th = {hk : k = 1, 2, . . . , T (h)},
h=max{diam(hk ) : hk ∈Th} denotes the grid size, and T (h) denotes the number of triangles. Let Pr(hk ) denote the
space of polynomials of degree less than or equal to r, deﬁned overhk . Deﬁne the following continuous approximating
function space,
Wrh = {h ∈W : h|hk ∈ [Pr(
h
k )]2N−3, k = 1, 2, . . . , T (h)}. (3.4)
Then it is well-known that the ﬁnite element spaceWrh satisﬁes the following approximation property: for any  ∈
W ∩ [Hr+1()]2N−3, there exists h ∈Wrh such that
‖− h‖0 + h‖− h‖1Chr+1‖‖r+1, (3.5)
where C is a positive constant independent of  and h.
With above notation, the L2 least-squares ﬁnite element scheme for problem (1.7) is then deﬁned to be the following
problem:
Find h ∈Wrh such that B1(h,h) =L1(h) ∀h ∈Wrh. (3.6)
Theorem 3.1. Suppose assumption (2.2) holds. Then problem (3.6) has a unique solution h ∈Wrh.
Proof. Since B1 deﬁnes an inner product onW andWrh is a ﬁnite-dimensional subspace ofW, by the Fredholm
alternative, we can conclude that the approximate problem (3.6) possesses a unique solution h ∈Wrh. 
Furthermore, one can verify that the L2 least-squares ﬁnite element (3.6) is stable and convergent with respect to the
|‖ · ‖|1 norm, hence with respect to the L2 norm.
Theorem 3.2. Suppose assumption (2.2) holds.
1. The L2 least-squares ﬁnite element scheme (3.6) is stable in the following sense: there exists a positive constant C
independent of h such that
‖h‖0C‖f‖0. (3.7)
2. Let  ∈W be the exact solution of problem (1.7). The L2 least-squares ﬁnite element scheme (3.6) is convergent
in the following sense:
lim
h→0 ‖− h‖0 = 0. (3.8)
3. The matrixM1 of the linear system associated with the L2 least-squares ﬁnite element scheme (3.6) is symmetric
and positive deﬁnite. If the family {Th} of regular triangulations of the domain  is quasi-uniform, then the
condition number ofM1 is O(h−2).
Proof. The proofs of these assertions are similar to that in [7]. We omit the details. 
C.-C. Tsai, S.-Y. Yang / Journal of Computational and Applied Mathematics 200 (2007) 364–376 371
We are now in the position to give an error estimate for the L2 least-squares ﬁnite element solution h.
Theorem 3.3. Suppose assumption (2.2) holds. Let  ∈W ∩ [Hr+1()]2N−3 be the exact solution of problem (1.7).
Then we have the following error estimate:
‖− h‖0Chr‖‖r+1, (3.9)
where C is a positive constant independent of h.
Proof. Using the orthogonality property of the error−h to the ﬁnite element spaceWrh with respect to the bilinear
form B1(·, ·) and the Cauchy-Schwarz inequality, we have
|‖− h‖|21 =B1(− h,− h) =B1(− h,− h)
 |‖− h‖|1 |‖− h‖|1 ∀h ∈Wrh.
According to Theorem 2.1, we have
‖− h‖0C|‖− h‖|1C|‖− h‖|1
C‖− h‖1 ∀h ∈Wrh.
Now, the approximation property (3.5) yields the conclusion. This completes the proof. 
Remark 3.1. For N = 3, estimate (2.7) implies that if assumption (2.2) holds then we further have the following error
estimate:
‖− h‖divChr‖‖r+1, (3.10)
where C is a positive constant independent of h.
Similar to the derivation for problem (1.7), we have the following variational form for the velocity problem (1.8):
Find u ∈V such that B2(u, v) =L2(v) ∀v ∈V, (3.11)
where the continuous bilinear form B2(·, ·) and the continuous linear formL2(·) are respectively deﬁned as follows:
B2(u, v) =
∫

(∇ × u) · (∇ × v) + (∇ · u)(∇ · v) d,
L2(v) =
∫

 · (∇ × v) d.
The L2 least-squares ﬁnite element scheme for problem (1.8) is deﬁned to be the following ﬁnite-dimensional problem:
Find uh ∈Vsh such that B2(uh, vh) =L2(vh) ∀vh ∈Vsh,
whereVsh is the following continuous ﬁnite element space,
Vsh = {vh ∈V : vh|hk ∈ [Ps(
h
k )]N, k = 1, 2, . . . , T (h)} (3.12)
which satisﬁes the following approximation property: for any v ∈V ∩ [Hs+1()]N , there exists vh ∈Vsh such that
‖v − vh‖0 + h‖v − vh‖1Chs+1‖v‖s+1, (3.13)
where C is a positive constant independent of v and h.
The study of the L2 least-squares ﬁnite element method for the div–curl problem (1.8) can be found in [6,10].
However, for practicality, in the present paper we should replace the term  inL2(vh) by h, which is obtained from
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the approximate solution of problem (3.6). Therefore, the practical L2 least-squares ﬁnite element scheme for problem
(1.8) is deﬁned to be the following problem:
Find uh ∈Vsh such that B2(uh, vh) = L˜2(vh) ∀vh ∈Vsh, (3.14)
where
L˜2(vh) :=
∫

h · (∇ × vh) d ∀vh ∈Vsh.
With the help of a priori estimates (2.8), we have the following results:
Theorem 3.4. Suppose assumption (2.2) holds.
1. Problem (3.14) has a unique solution uh ∈Vsh.
2. The L2 least-squares ﬁnite element scheme (3.14) is stable in the following sense: there exists a positive constant
C independent of h such that
‖uh‖1C‖h‖0C‖f‖0. (3.15)
3. Let u ∈V be the exact solution of problem (1.8). The L2 least-squares ﬁnite element scheme (3.14) is convergent
in the following sense:
lim
h→0 ‖u − uh‖1 = 0. (3.16)
4. The matrixM2 of the linear system associated with the L2 least-squares ﬁnite element scheme (3.14) is symmetric
and positive deﬁnite. If the family {Th} of regular triangulations of the domain  is quasi-uniform, then the
condition number ofM2 is O(h−2).
Proof. The proofs of these assertions are similar to that for Theorem 3.1 and Theorem 3.2. 
We now give an error estimate of the least-squares ﬁnite element solution uh.
Theorem 3.5. Let  ∈W ∩ [Hr+1()]2N−3 and u ∈V ∩ [Hs+1()]N be the exact solutions of problems (1.7) and
(1.8), respectively. Then we have the following error estimate:
‖u − uh‖1C(hs‖u‖s+1 + hr‖‖r+1), (3.17)
where C is a positive constant independent of h.
Proof. First, the following relation holds:
B2(u − uh, vh) = (− h,∇ × vh)0 ∀vh ∈Vsh.
Combining (1.15) with (2.8), we have
C‖uh − vh‖21B2(uh − vh,uh − vh)
=B2(u − vh,uh − vh) −B2(u − uh,uh − vh)
=B2(u − vh,uh − vh) − (− h,∇ × (uh − vh))0
C‖u − vh‖1‖uh − vh‖1 + C‖− h‖0‖uh − vh‖1,
which implies
‖uh − vh‖1C(‖u − vh‖1 + ‖− h‖0) ∀vh ∈Vsh.
Thus,
‖u − uh‖1‖u − vh‖1 + ‖uh − vh‖1
C(‖u − vh‖1 + ‖− h‖0) ∀vh ∈Vsh.
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Choosing vh ∈Vsh such that (3.13) holds with v replaced by u and combining with estimate (3.9), we obtain
‖u − uh‖1C(hs‖u‖s+1 + hr‖‖r+1).
This completes the proof. 
4. A 2-D numerical example
We consider the vorticity problem (1.7) and the velocity problem (1.8) with the following smooth exact solutions on
the unit square domain = (0, 1) × (0, 1):
(x, y) = − 6x(1 − x)3y3(1 − y)3 + 9x2(1 − x)2y3(1 − y)3
+ 9x2(1 − x)2y3(1 − y)3 − 6x3(1 − x)y3(1 − y)3
− 6x3(1 − x)3y(1 − y)3 + 9x3(1 − x)3y2(1 − y)2
+ 9x3(1 − x)3y2(1 − y)2 − 6x3(1 − x)3y3(1 − y),
u1(x, y) = 3x3(1 − x)3y2(1 − y)3 − 3x3(1 − x)3y3(1 − y)2,
u2(x, y) = −3x2(1 − x)3y3(1 − y)3 + 3x3(1 − x)2y3(1 − y)3.
Substituting the above exact solution  with  = 10 and  = (1, 1) into the vorticity problem (1.7), we can readily
get the data function f .
For simplifying the numerical implementation, we shall assume that the square domain  is uniformly partitioned
into a set of 1/h2 square subdomainshk with side-length h. Piecewise bilinear ﬁnite elements are used to approximate
the exact solutions for both problems. Note that condition (2.2) is always fulﬁlled because ∇ ·  = 0 in . Thus, we
shall have r = 1 and s = 1 in estimates (3.9) and (3.17).
A double precision conjugate gradient solver is applied to solve the linear systems associatedwith theL2 least-squares
ﬁnite element (3.6) and (3.14). The numerical results are collected in Tables 1 and 2. The rates of convergence are also
indicated in Tables 3 and 4. We estimate the rate of convergence for the approximations in the following intuitive way.
For any two consecutive sets of data with respect to the mesh sizes h1 >h2, the rate of convergence is deﬁned to be the
quantity ln(‖e1‖∗/‖e2‖∗)/ ln(h1/h2), where ‖ei‖∗ denotes the error in the ‖ · ‖∗ norm with respect to the mesh size
hi for i = 1, 2. Evidently, the computational results conﬁrm the theoretical error estimates (3.9) and (3.17) with r = 1
and s = 1.
Table 1
Piecewise bilinear approximations to vorticity  with = 10
1/h ‖−h‖0 ‖−h‖1
4 1.84296717E − 3 2.87839068E − 2
8 4.39335736E − 4 1.50366918E − 2
16 1.15815005E − 4 7.57205544E − 3
32 4.17425989E − 5 3.79569936E − 3
Table 2
Piecewise bilinear approximations to velocity u = (u1, u2) with = 10
1/h ‖u1 − u1h‖0 ‖u1 − u1h‖1 ‖u2 − u2h‖0 ‖u2 − u2h‖1
4 1.61543109E − 4 1.65302084E − 3 1.61543109E − 4 1.65302084E − 3
8 4.42834689E − 5 7.98194299E − 4 4.42834689E − 5 7.98194299E − 4
16 1.23803702E − 5 4.03703592E − 4 1.23803702E − 5 4.03703592E − 4
32 4.62141470E − 6 2.03258676E − 4 4.62141470E − 6 2.03258676E − 4
374 C.-C. Tsai, S.-Y. Yang / Journal of Computational and Applied Mathematics 200 (2007) 364–376
Table 3
Rates of convergence for h with = 10
1/h ‖−h‖0 ‖−h‖1
4 — —
8 2.07 0.94
16 1.92 0.99
32 1.47 1.00
Table 4
Rates of convergence for uh = (u1h, u2h) with = 10
1/h ‖u1 − u1h‖0 ‖u1 − u1h‖1 ‖u2 − u2h‖0 ‖u2 − u2h‖1
4 — — — —
8 1.87 1.05 1.87 1.05
16 1.84 0.98 1.84 0.98
32 1.42 0.99 1.42 0.99
Table 5
Piecewise bilinear approximations to vorticity  with = 1000
1/h ‖−h‖0 ‖−h‖1
4 1.59190995E − 3 3.04693254E − 2
8 3.07593352E − 4 1.58607684E − 2
16 5.59426223E − 5 7.84084931E − 3
32 1.00224197E − 5 3.86843021E − 3
Table 6
Piecewise bilinear approximations to velocity u = (u1, u2) with = 1000
1/h ‖u1 − u1h‖0 ‖u1 − u1h‖1 ‖u2 − u2h‖0 ‖u2 − u2h‖1
4 1.33020391E − 4 1.42738873E − 3 1.33020391E − 4 1.42738873E − 3
8 2.88950238E − 5 7.55863427E − 4 2.88950238E − 5 7.55863427E − 4
16 6.72003286E − 6 3.96302716E − 4 6.72003286E − 6 3.96302716E − 4
32 1.64483141E − 6 2.01112131E − 4 1.64483141E − 6 2.01112131E − 4
Table 7
Rates of convergence for h with = 1000
1/h ‖−h‖0 ‖−h‖1
4 — —
8 2.37 0.94
16 2.46 1.02
32 2.48 1.02
Next, under the same setting, we consider the case =1000, which corresponds to the time stept=0.001. Numerical
results are reported in Tables 5–8. Surprisingly, one can ﬁnd that the accuracy does not degrade and the error estimates
still hold for such large .
Finally, it is interesting to point out that the rate of convergence forh in the H 1 norm seems to be optimal, although
we have not done the H 1 error analysis for vorticity.
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Table 8
Rates of convergence for uh = (u1h, u2h) with = 1000
1/h ‖u1 − u1h‖0 ‖u1 − u1h‖1 ‖u2 − u2h‖0 ‖u2 − u2h‖1
4 — — — —
8 2.20 0.92 2.20 0.92
16 2.10 0.93 2.10 0.93
32 2.03 0.98 2.03 0.98
5. Concluding remarks
In this paper, we give a theoretical error analysis to a splitting method combining with the least-squares principles
for solving incompressible inviscid rotational ﬂows. The problem is ﬁrst recast into the velocity–vorticity–pressure
formulation by introducing the additional vorticity variable, and then split into three consecutive subsystems. The least-
squares ﬁnite element approach is applied to attain accurate numerical solutions for each subsystem. This analysis
not only provides some useful information, but also serves as a basis for the further study of real time-dependent
problems.
Note that the error estimates (3.9) and (3.10) obviously depend on the constant  and, as mentioned in Section
1,  is supposedly equal to 1/t . Hence, it is possible that the error may be large if the time step t is small.
However, numerical results reported in Section 4 identify that the accuracy does not degrade and the error estimates still
hold for large .
We conclude this paper with the following brief remarks. First, concerning the Poisson problem (1.3) for the pressure,
we still can apply the least-squares ﬁnite element approach to attain optimal approximations in the H 1 norm (see, e.g.,
[4,5,11,15]), althoughwedid not provide detailed analysis. Secondly, the ﬁrst-order systems (1.7) and (1.8) can be solved
by using another numerical schemes such as the ﬁnite volume/least squares methods [6,14]. Finally, an analysis of the
L2 least-squares ﬁnite element scheme for incompressible inviscid rotational ﬂows in the velocity–vorticity–pressure
formulation (1.1) can be found in [13].
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