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I. INTRODUCTION
Item Response Theory (IRT), also called latent trait theory, is the most popular modern test theory which has attracted lots of attention and is considered as an active area of research in the world of assessment and testing. Item response theory is a mathematical model that specifies the relation of trait levels and item characteristics to a person"s item response (Embretson & Riese, 2000) . Hambleton et al, (1991) state that:
IRT rests on two basic postulates: a) the performance of an examinee on a test item can be predicted (or explained) by a set of factors called traits, latent traits or abilities; and b) the relationship between examinees" item performance and the set of traits underlying item performance can be described by a monotonically increasing function called an item characteristic function or item characteristic curve (p. 7) .
IRT is more complex than its classical counterpart, classical test theory (CTT), since it requires more assumptions and the use of special software, not many of which are adequately user-friendly for the majority of those interested in assessment and testing. However, it can explain a lot of things for which the classical test theory has either no explanation or provides weaker and less accurate justifications. CTT is based on the assumption that a test-taker"s observed score is a combination of his true score and the error score. It requires weaker assumptions and therefore is relatively easy to interpret. Because of that it is still very common in the world of testing.
However, IRT offers many important advantages over CTT. Henning (1987) mentions the advantages as: sample-free item calibration, test-free person measurement, multiple reliability estimation, identification of guessers and other deviant responders, potential ease of administration and scoring, economy of items, test tailoring facility, test equating facility, item banking facility, reconciliation of norm-referenced and criterion-referenced testing, item and person fit validity measures, score reporting facility, the study of item and test bias, and the elimination of boundary effects in program evaluation. Although some of these features are also present in CTT, IRT provides a better index of each of these. Through IRT one can also compare different test takers who have taken different versions of a test (Hambleton & Swaminathan, 1985) .
IRT is based on a number of assumptions. First of all, it assumes uni-dimensionality; that is, the test measures only one latent trait which is usually referred to as "ability," denoted by θ. An entwined assumption is the concept of local independence; that is the item responses are assumed to be independent of one another. The assumptions of responding to items. As such, IRT models that allow the discrimination parameter to vary from item to item describe the data more accurately than the ones that limit the slope parameter to be equal across items.
For binary data, the two-parameter logistic IRT model studies DIF in relation to the item's threshold parameter b, slope parameter a, or both parameters. DIF in the slope parameter represents an interaction between the underlying measured variable and group membership (Teresi, Kleinman, & Ocepek-Welikson, 2000) . The degree to which an item represents the underlying construct depends on the group being measured.
The 3-parameter model allows for the investigation of DIF in the discrimination parameter, threshold parameter, and the pseudo-guessing parameter.
II. IRANIAN NATIONAL UNIVERSITY ENTRANCE EXAMINATION
The Iranian National University Entrance Exam (INUEE) is designed to screen candidates for studying at higher education. It is given to high school graduates who intend to continue their studies at the university level. The INUEE consists of two parts. The first part, the general part, is designed to measure applicants" general academic ability, and focuses on subjects such as Islamic studies and culture (theology), Persian language and literature, Arabic language, and one elective foreign language (English, French, German, Italian, or Russian). It is believed that these subjects play a disproportionate role in applicants" overall academic ability; hence the scoring system which is used is a weighted one in the sense that e.g. a correct response to an item of Islamic studies and culture is considered more important than a correct response to an item of the Arabic language. The general part of the INUEE includes 100 MC items with 25 items dedicated to each subject area. This part of the test is the same in the subjects, number and form of the items for all the applicants independent of their high school majors. However, the content of the items usually differs.
The second part of the test, the special part, focuses on subjects related to the four high school majors of the applicants in mathematics, natural sciences, humanities, and arts. Students are admitted to different fields of study in higher education depending on their score in the first and second part of the test altogether. This part includes 70-150 MC items depending on students" major in high school. The subject areas and the content of the items are also determined according to the majors. Like the first part, a weighted system is used to score the items in each subject area. The INUEE is a competition test and the best candidates are selected for the limited number of vacancies available for each field of study in different universities.
The applicants are ranked on the basis of their total scores on both parts and admitted to the universities in the majors they had requested. If an applicant"s score is not high enough to be admitted to their requested discipline, the applicant can be admitted to other disciplines. Although many applicants are not accepted in their majors of interest, they may still continue because in addition to the social desirability of getting into universities, male students are exempt from compulsory military service (Farhady & Hedayati, 2009, p.136) .
The second part of the test is administered in 5 subtests over three days, with each subtest being administered in half a day. Four subtests are related to the four high school majors in Iran (mathematics, natural sciences, humanities, and arts) and the fifth subtest is specially designed for those applicants whose intended university major is English or other foreign languages. Each high school graduate can sit for up to 3 subtests to earn acceptance in different fields of studies in universities. Applicants can take only one of the subtests related to the mathematics, natural sciences and humanities major. They are also allowed to sit for the other two versions related to the arts and foreign languages if they like.
III. PURPOSE OF THE STUDY
The present study aimed at finding the issues affecting the use of IRT models in investigating differential item function in high stakes test. It specifically focused on the INUEE Special English Subtest.
IV. METHODOLOGY

A. Participants
The data for this study came from 200,000 participants randomly selected from among more than 500,000 high school graduates who sat for the Special English Subtest of the Iranian National University Entrance 
B. Instrument Iranian National University Entrance Exam (Special English Subtest)
The foreign language subtest of this test that taps candidates" knowledge of grammar and lexicon as well as general reading comprehension has two parts. The Special English Subtest, plays a more important role in applicants" admission to universities in foreign language studies and that is why it was selected for investigation in the present study. This test consists of 70 MC items in six areas of language: structure (10-12 items), vocabulary (20 items), word order (4-5 items), language function (4-5 items), cloze test (15 items), and reading comprehension (15 items). 
C. Data Collection Procedure
D. Data Analysis
The data of the study were subjected to CTT analysis using Iteman 4 and IRT analysis using PARSCALE and Xcalibre, including DIF detection using PARSCALE and BILOG. Because the test consists of multiple choice items, the three-parameter model (Embretson & Reise, 2000) was utilized.
V. RESULTS AND DISCUSSION
The classical analysis of the items using Iteman 4 indicated that the test had adequate reliability but was quite difficult. Tables 1 presents the summary statistics of the 2003 test, for all the items, and for each domain (content area). As indicated in this table, the reliability coefficient was 0.912, but the mean score was 25.636 out of 70 (36.61%) and the mean P was 0.481, which is very low performance for a national test. Note that the mean score is a better representation of test difficulty because the mean P does not include omitted responses. This low performance is observed in all the six domains. The best performance is seen in domain 3 (48.62%) and the lowest performance is seen in domain 6 (26.88%). The level of performance for the other four domains are as follow: domain 1: 36.76%, domain 2: 34.25%, domain 4: 35.24%, and domain 5: 33.89%. Figure 1 depicts the same results more clearly by displaying the distribution of the total number correct scores. Table 3 . Here again it is found that while the reliability is 0.901, the overall performance is very low with the mean of 21.63 (30.91%), which is even lower than the performance on the test 2003. The best performance is seen in domain 4 (language function with 35.84%, accuracy) and the lowest performance is seen in domain 6 (reading comprehension with 28.71%.accuracy). The accuracy level of performance for the other four domains is as follows: domain 1 with the accuracy of 33.77%, domain 2 with the accuracy of 30.15%, domain 3 with the accuracy of 32.5%, and domain 5 with the accuracy of 30.03%. Figure 2 displays the results presented in the first row of Table 2 more clearly. It displays the distribution of the total number correct scores. Both tests were calibrated with the three-parameter logistic IRT model (3PL). With the 3PL, the probability of an examinee with a given θ correctly responding to an item is (Hambleton & Swaminathan, 1985 , Eq. 3.3):
where a i is the item discrimination parameter, b i is the item difficulty or location parameter, c i is the lower asymptote, or pseudoguessing parameter, and D is a scaling constant equal to 1.702 or 1.0. The a parameter ranges in practice from 0.0 to 2.0, with a higher value indicating more discriminating power. The b parameter typically ranges from -3 to +3, as it is indicative of the examinee ability level for which the item is appropriate on a scale that is analogous to the standard normal scale. The c parameter is typically near 1/k, where k is the number of alternatives to a multiple choice item. The INUEE test is composed of four-option items, so this value can be expected to be approximately 0.25 on average.
IRT calibrations were completed with both PARSCALE and Xcalibre. Detailed results are presented in Appendices A and B, while summary results are presented in Table 3 . As with classical analysis, items had strong discriminations but were extremely difficult. The mean b parameters were 1.38 and 1.03 with PARSCALE, and 1.31 and 1.55 with Xcalibre, all of which imply that the average item is appropriate for a student in the top 15% of the population. This result is even more notable when considering that more than 25% of the responses were omitted in 2003 and more than 32% in 2004; had examinees been required to answer each question, items would appear even more difficult. Table 3 ; average chi-square statistics from PARSCALE could not be calculated because many were too large to be included in output. Some of the worst fitting items were eliminated in an iterative attempt to improve the data-model fit, but most items continued to be rejected.
Such extensive misfit is likely caused by additional variables affecting the process of responding to items; IRT assumes that the probability of correctly responding is a function only of θ. Three factors were speculated for such a misfit two of which are related to the substantial number of omitted responses seen in Table 3 . First, the test could have been too speeded; examinees did not have sufficient time to respond to items according to their ability. Secondly, students were penalized for their wrong answers; every three wrong answers will cancel a correct answer on this test. This correction for guessing on the INUEE discourages many students from responding to all items, and as such their performance is underestimated. Finally, such misfit could be due to the fact that the items were too difficult for the target population, leading to the skewed raw score distributions in Figures 1 and 2 .
The model misfit substantially inhibited the investigation of DIF using IRT. PARSCALE, like BILOG-MG, characterizes DIF as different item parameters for relevant groups. It then calculates two significance tests for the comparison, the more conservative of which is a chi-square test. For this study, the a and c parameters were held constant, and the b parameter allowed to vary, which evaluates whether there was differential difficulty between the two gender groups. As seen in Appendices C and D, most items were rejected for DIF, and nearly every item that was not was a case where PARSCALE was not able to estimate parameters and a b parameter of 0.00 was supplied instead. It is unlikely that nearly every item would be rejected for DIF, suggesting that the fit issues prevented the application of IRT to investigate DIF.
Using other DIF detection softwares did not solve the problem either. BILOG MG was used to see whether the IRT models would fit the data. BILOG MG provides a large-sample test of the goodness-of-fit of individual test items in the analysis. Almost all the items indicated misfit no matter which IRT model was used.
VI. CONCLUSIONS
This study was designed to evaluate the presence of DIF on different years of the INUEE English Subtest. It however, became a study of the factors affecting item response theory fit in language assessment after IRT calibrations displayed substantial misfit. The use of IRT models indicated a high level of misfit for almost all the items, precluding effective DIF analysis. This was the case for both PARSCALE and BILOG MG software. Analysis of the results led the researchers to instead evaluate possible causes of this misfit in a 70-item test with a large sample (100,000 students). Plausible causes were speculated to be the difficulty of the test, the speededness of the test, and a scoring penalty for guessing. The existence of the three speculations were confirmed through further analysis. Unfortunately, the existence of all three issues prevents the isolation of any as the cause for misfit. Future research is necessary to investigate this further.
Overall, the study can lead one to conclude that although in many applications IRT is preferable to its counterpart, CTT, it can turn out to be quite inefficient under certain conditions. The present study concluded that it cannot be used for DIF analysis (though it is the most preferred method in the literature) when the test administered is noticeably beyond the participants" level of capability or when the test is speeded, when some students are not able to finish the test on time. A similar problem is present if students are penalized for their wrong answers and this may mean that tests which allow for guessing are preferable to tests in which guessing is suppressed.
Within the context of large-scale language assessment, these results have important implications regarding application of IRT for test development or analysis. It is recommended that the test developers ensure that the effect of speededness is minimized, to ensure that the test is a power test. Additionally, a guessing penalty is likely to inhibit the application of IRT because it violates the unidimensionality assumption of IRT, so it is recommended that such penalties not be applied. 
