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Abstract: Two different numerical models are constructed to solve a two dimensional subsidence mound problem 
heated along the moving wet/dry interface. One numerical model is based on Cartesian coordinates while the other is 
based on polar coordinates. In both approaches coordinate transformations are used that render the interface 
stationary. The problem involves a system of three coupled equations; an elliptic equation for a stream function, a 
parabolic equation for the temperature and a non-linear equation for the boundary location. Good agreement is found 
between the results of both methods. Graphic results are presented for the decay of a subsidence mound for different 
values of the various parameters in the model problem. 
Keywords: Heated porous flow, moving boundary, finite differences, coordinate transformation. 
1. Introduction 
In this paper the decay of a subsidence mound of fluid that is heated along the moving 
interface is investigated. This work extends on a previous paper [23] where the decay of an 
unheated subsidence mound was investigated. The applications of interest come from ground- 
water hydrology where the storage of heat in geothermal reservoirs is of interest and from 
petroleum engineering where the in situ heating of oil in tar sands is of interest. The latter is an 
extremely complicated situation where steam, water and oil are all present in various regions of 
the oil reservoir. The approach taken in this study, however, is one where the moving boundary 
nature of the problem is retained while other aspects of the problem are simplified. The flow is 
assumed to be governed by Darcy’s law with density dependence on temperature in the 
bouyancy term (Bousinesq approximation) as well as viscosity dependence on temperature. These 
dependencies introduce coupling between the equations for continuity, momentum and energy 
conservation. For convenience the boundary condition on temperature on the moving boundary 
is that the temperature is known there. This is an attempt to approximate the phase change in the 
steam/water which releases energy at a fixed temperature. 
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The problem is formulated in terms of a stream function and normalized temperature in both 
Cartesian and polar coordinates and the moving domain is fixed via coordinate transformations. 
Finite difference methods are used to solve the resulting system of nonlinear coupled partial 
differential equations and comparisons are made between the results of both approaches. 
The coordinate transformation method used in this paper requires that the geometry of the 
moving boundary is fairly simple. There are physical problems of interest for which coordinate 
transformations cannot be found. One computational method for treating such problems is to 
use a fixed grid through which the moving boundary moves. This requires more complicated 
finite difference formulae in the neighbourhood of the boundary. In [23] such a method has been 
applied to a subsidence mound problem in a porous medium. 
2. Equations for the flow of heated fluids through a porous medium 
The macroscopic equations for heated flow through a porous medium in terms of non-dimen- 
sional quantities are [5] 
v*q=o, 0) 
4= -~(vP+&, 
$a,B) + v. (“148) = j&v. (x*ve), 
(2) 
where q is the filtration velocity (i.e. q = Pv where P is the porosity and v is the usual fluid 
velocity), p is the pressure, p is the density, AT is a reference temperature difference, p is the A 
volumetric thermal expansion coefficient, k is a unit vector pointing up, 0 is temperature, 
(pi = (PC)’ and (PC)” are the heat capacities of the fluid and solid respectively, (Y* = (PC) * is the 
effective heat capacity of the solid/fluid which is defined as: 
(PC)* = (pc)“(l - P) + ( pc)fP, (4) 
X* is the effective thermal conductivity and Ra is Rayleigh number defined as: 
Ra = 
Gp,gPATH 
PJ* 
(5) 
where H is the initial height of the mound at the central line of symmetry, k is the permeability 
and p is the viscosity. 
The assumptions made in the above equations are that the porous medium has constant 
porosity, permeability and heat capacity and that the fluid has constant heat capacity and that 
the effective thermal conductivity is constant. The equations of state are assumed to be 
p = I- pAT0. (6) 
l/p = 8”. (7) 
Model (7) is taken as an approximation for the viscosity of oil with m about 3 to 4 (see [3]). 
Furthermore, variations in density have been neglected except in the bouyancy term pg (this is 
called Bousinesq flow) and the filtration velocity, 4, is assumed to be small and vary little in time 
or space so that its material derivative vanishes.’ 
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A potential @ can be introduced such that: 
@=p+z. (8) 
However in contrast to the case of unheated flow, since the curl of q does not vanish, the 
potential does not satisfy Laplace’s equation. 
The boundary conditions for the heated subsidence mound problem are: 
on z=O, w = 0 and 0, = 0 (insulated bottom), 
on x=0, u = 0 and 8, = 0 (symmetric mound), 
on z=f(x, t), @ =f(x, t), 8 = r9,, (given), 
and f, = w -f,u with f(s(t), t) = 0 and f,(O, t) = 0, 
(9) 
and finally on 
x=3(l), s= -w/f, 
where u and w are the x and z components of the fluid velocity u, respectively. The initial 
conditions are that f(x, 0), s(O) and B( x, z, 0) are all given (for a more details about the 
boundary conditions on the moving interface see [23]). 
Note that no microscopic details of the physical situation at the multiphase interface that 
comprises the moving boundary have been included. Thus the boundary conditions at the toe of 
the moving boundary are derived from macroscopic, zero heat flux and no flow conditions. 
Additionally, the condition that the temperature is a given fixed constant along the moving 
boundary is a first approximation to the physical situation during the in situ heating of heavy 
oils. In this case, most of the heat release is due to a phase change in steam/water releasing heat 
at a relatively fixed temperature. Thus, for example, no account is made in the current model for 
pressure changes, chemical reactions or an energy balance across the moving boundary. 
3. Statement of the problem 
The problem to be solved is depicted in Fig. 1. The non-dimensional field equations are: 
v-q=o, I 
q= -$P(g- -sq, 
a0 -= 
at &v28+ v. em+’ ( ($ -“il) .I 
Upon the introduction of a stream function \k, such that: 
(10) 
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z=H 
Fig. 1. The heated subsidence problem. 
the above field equations become: 
The boundary conditions become: 
on z=O, 9=0 and 0,=0. 
on x=0, 3=0 and 8,=0, 
on Z=f(x, t), 8=emb, ‘k,-fx\k;=fxejyb (I&-emb) 
and f, = with f(s(t), t) = 0 and f,(O, t) = 0 
I 
and finally on x = s(t), 
j= - $fxb(d. demb( &T - e,nb 
(13) 
Thus the equations involve the four non-dimensional parameters: Ra, a,/a2P, /IAT and m. 
Note that a different normalization could be used that would result in the Rayleigh number, 
Ra, appearing with the convective terms in the temperature equation. This is not done here since 
the interest, in this study lies with moderate Rayleigh number (i.e. 1 < Ra < 200) and as a result 
l/Ra should appear in the equations (see [19]). ’ 
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The above problem can be reformulated in terms of polar coordinates, (r, $I), as follows: 
= 8” cos(f#+, - ~ 
i 
sin(+) e 1 Q ’ 
ae -=- 
at ia (+ $4) +r$?+.#j 
with 
on +=O, !P=O and t9+=0, 
on+=:, IP = 0 and S+ = 0, 
on r=O, !P=O, de=0 and 6,=0 
andon r=R(+, t), 8=8,,,,, I 
(15) 
and R, = - 2 f ( R+‘Pr + !P+) with R,($T, t) = 0. 
2 
Finally, the initial conditions are that R( $, 0), 0( r, C#J, 0) and 0,, are all given. 
4. Review of previous work 
The subsidence mound problem presented in this chapter has apparently not been studied in 
the past. This problem differs from past work in that computations with the combination of a 
Bousinesq fluid with temperature dependent density and viscosity and a moving interface with 
heat influx into the fluid along it have not been reported. 
Although in the present heated subsidence mound problem convection may not be that 
important due to the fact that the heating is from above, the classical problem of convection in a 
porous slab is somewhat related in terms of computational methods. Numerous studies using the 
type of model described in Section 2 appear in the literature with regards to this convection in a 
porous slab problem. Most of this work has focussed on the hydro-thermal aquifier applications 
where the onset on convection and steady-state convection patterns are of interest. Reviews by 
Combamous and Bories [7] and Cheng [5] discuss both approximate analytic and numerical 
results. 
Several recent numerical studies on steady-state and transient convection patterns as a result 
of several different heating configurations inside a porous slab of various aspect ratios highlight 
some relevant numerical difficulties. 
Hickox and Gartling [ll] used a Gale&in finite element approach to solve for the steady state 
convection pattern in a closed porous box with end to end temperature difference. They used a 
Bousinesq fluid with a linearly temperature dependent density. Successive substitution was used 
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to iterate between the pressure and temperature equations. As the Rayleigh number was 
increased convergence was achieved by increasing the convergence criteria tolerance (e.g. to 1O-2 
for Ra = 200). Numerical results are reported for Rayleigh numbers from 25 to 200 and aspect 
ratios from 0.1 to 0.5. 
Prasad and Kulacki [16] used a conservative finite difference approach to solve the same 
problem and one with constant heat flux along one wall [17] for Rayleigh numbers from 100 to 
10000. They used point successive substitution with a relaxations scheme to obtain convergence 
to 0.1 percent. 
Loh and Rasmussen [14] also solve a similar end to end heated porous slab problem but with a 
free surface. They use a coordinate transformation to map the domain into a box and use 
standard second order finite differences with a successive substitution iterative scheme with 
overrelaxation to obtain solutions for Rayleigh number from less than 1 to 1000. They concluded 
that the free surface had little effect on the problem and that the steady-state free surface was 
almost flat. 
Gary and Kassoy [9] studied the transient convection patterns in a porous slab heated from 
below and filled with a Bousinesq fluid. They used a finite difference Poisson solver to solve for 
stream function and compared an Alternating Direction Implicit, ADI, method and a 
Runge-Kutta-Fehlberg, RKF, method for calculating the temperatures. They also tried various 
schemes for dealing with the time dependent coupling terms between the equations. They 
conclude that the AD1 method was more efficient than the RKF method for computing 
steady-state solutions while the reverse was true for oscillatory solutions. They report that fourth 
order spatial differences were more efficient for a given accuracy. Additionally they found a 
predictor-corrector scheme for the coupling terms to be more stable than an extrapolated 
scheme. Finally they report various different steady-state solutions for a Rayleigh number of 400 
depending upon the initial conditions. 
Horne and O’Sullivan [12] also studied the transient convection in a porous slab heated from 
below. They attempted to use a fluid closely matching the physical properties of water and thus 
incorporate both a quadratic dependence of density on temperature and an inverse cubic 
dependence of viscosity on temperature. They reformulate the problem into one involving elliptic 
equations for pressure and stream function and a parabolic equation for the temperature with all 
the coupling terms in Jacobian form. Fourth order spatial differences are used throughout their 
calculations. They report various oscillatory and regular oscillatory convection patterns for 
Rayleigh numbers from 50 to 180. 
Greydanus [lo] studied the transient convection in a closed porous slab heated form below 
using the same governing equations as the present study. He performed a linear stability analysis 
and found the critical Rayleigh numbers for the onset of convective instabilities to be approxi- 
mately 280 and 417 for values of the parameter m in the viscosity temperature relationship of 3 
and 4 respectively. He attempted to calculate the steady state convection patterns using a central 
difference based finite difference scheme for the stream function and temperature equations. 
Fourth order spatial differences were used throughout. An SOR scheme for solving for the 
stream function values was combined with an AD1 scheme for the temperature values with 
iteration between the two equations. It was found that there were difficulties in obtaining 
convergence to steady state especially at large Rayleigh numbers and using finer grids. 
In summary it appears that finite differences methods can be effectively used to solve transient 
convection problems, at least for moderate Rayleigh numbers. Second order differences in space 
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and time can be used but fourth order spatial differences may be more efficient. AD1 methods 
appear to be effective for calculating steady state solutions. Finally, successive substitution with 
relaxation is the usual method for handling the coupling between the various equations. 
For the heated subsidence mound problem, the interest lies in the transient behaviour of the 
boundary. In previous work (Schuck and Rasmussen [23] and Schuck [22]) it was found that the 
coordinate transformation is an effective way of dealing with the moving boundary. Thus it is 
intended to solve the problem in a coordinate transformed domain, using the equations as 
derived in the next section. The major problems not dealt with in the previous work are the 
addition of a parabolic field equation for temperature equation and the coupling terms between 
the field equations. Due to the appearance of time and space dependent coefficients and a mixed 
second derivative term in the transformed temperature equation, the schemes used by the above 
researchers are not applicable. The method of successive substitution with relaxation is, however, 
applicable to handling the coupling between the various equations and, as presented later is 
effective. 
5. Numerical method 
5. I. Coordinate transformation 
Method I 
A coordinate transformation is used to fix the moving boundary as follows. Set 
ae 1 
i 
‘6 --8&+ 
bf* s2 + ?j’fl 
-=_ 
i3r Ra s2 G-5 
s2f 
8 
s2f2 ‘19 
06) 
300 
with 
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\k=O and t$=O on<=O, 
YP=O ando,= onq=O, 
!P=O and tI=tI,,,, on,$=l, 
and on n = 1, 8 = Bmb, 
and 
f, = 5 f@ff 
2 i S2 5 ~i,=:q & - q) 
(18b) 
with f&O, 7) = 0 and f(1, 7) = 0, and finally 
‘= -of& de?cb( &?8-6)- (184 
2 
The additional difficulties introduced into the equations by the coordinate transformation are 
the appearance of mixed derivative terms and time dependent coefficients for the Laplacean 
terms. 
Method 2 
Similarly, in the polar coordinate formulation the moving boundary is fixed using the 
following transformation: 
t=+, q= RCi t) andT=t. 
, 
The transformed problem is: 
?j(l +o2)+PJ -2?70.!&+ ‘k;&%7 
377 a< 
09) 
where 0 = R/R and with 
on <=O, \k=O and -q&,+0,=0, 
on <= +IT, !P=O and tIC=O, 
on 7j =O, \k=O, 8,=0 and t3,,=0, 
(2Ob) 
(214 
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and on v = 1, 8 = O,+ 
a+-~-(l++z)?P~=Re,m, (&-B,,)( u sin( 5) + cos( <)) 
and 
R,= - ?P< with R(($n, 7) =O. 
301 
(21’4 
w4 
Again, the coordinate transformation has introduced mixed derivative terms as well as time 
dependence in the Laplacean’s coefficients. 
5.2. The stream function equation 
Method I 
Employing a nine point difference molecule on a regular rectangular finite difference grid 
where subscripts I, j and superscript n denote a quantity evaluated at grid point 5, = (I - l)h, 
qj=(j- l)k, a n d r” = Am we obtain the following difference equation for the stream function: 
G,,j*:j - ci;,jqr+l,j - Gl,j*[j+l 
- c3"l,j*Ll,j- G*,j‘k;li-1 - c;l,j~~+l,j+l 
- cS;,j\k;_l,j+l - c;[,j*y-,,j-l - cc[,jqF+,,j-, = RHS,Ij7 (24 
I= 1, 2, 3,4 ,..., M and j=2,3,4 ,..., N 
where the coefficients are given in Appendix 1. 
To complete the system of equations for the stream function values the boundary condition on 
77 = 1 discretized as follows: 
B ;fN+l(YL,N+l- %yv+,) + c;r,+,(3qiv+, - 4‘k;f, + K&-l) 
I = 2, 3, 4,. . . , M. (23) 
Method 2 
Similarly, the stream function equation in transformed polar coordinates is discretized using a 
nine point difference molecule on a rectangular grid as above but with h = 2/nM yielding 
equation (22) above where the coefficients are as given in Appendix 1. 
Again the above difference equation is used at all grid points in the interior of the domain and 
the boundary condition on 77 = 1 is discretized as follows in order to form a complete system for 
the unknown stream function values: 
= WV+:, -R;_,) sin(&) + 2hR; 
1=2, 3, 4 ,..., M. 
(24) 
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Note that the local truncation error of all the above difference equations for the stream 
function is 0( h2 + k2). 
The system of linear equations for the stream functions have a similar structure to those in our 
previous paper [23]. Consequently, a similar IOM iterative procedure (see [20] and 211) with 
BSSOR preconditioning (see [15]) is used to obtain the solutions. 
5.3. The temperature equation 
The choice of finite difference schemes for the parabolic temperature equation is much more 
complex than that for the stream function equation. The desirable properties of such a scheme in 
the current context, are that it be second order accurate in time and space, unconditionally stable 
in a linear sense and that it be an alternating direction implicit, ADI, like. Unfortunately, we are 
not aware of any AD1 type splittings where convective and mixed derivative terms and time 
dependent coefficients are treated (given that the equation is in non-conservative form). Relevant 
papers on this subject have been published by Warming and Beam who have derived a general 
two step AD1 scheme for a second order parabolic partial differential equation with mixed 
derivative term and time and space dependent coefficients (but no convective terms) (see [l]) and 
a related scheme for mixed parabolic/ hyperbolic systems that can be written in a conservative 
form (see [25]). They also show that no one step unconditionally stable, second order in space 
and time, AD1 scheme exits when there is a mixed derivative term present in the partial 
differential equation. 
As a result of the above, and the desire for simplicity, the backward Euler method, a one step 
scheme was chosen for the temporal derivative in the temperature equation. Note that this 
method is first order accurate in time. It is easy to verify that this scheme in conjunction with 
second order central differences for the spatial derivatives is unconditionally stable in the linear 
sense (due to the parabolicity of the spatial operator). This scheme requires the solution of a 
large banded system of linear equations similar in structure to that for the stream function. Thus 
the same iterative method of solution (i.e. BSSOR preconditioned IOM) is used to solve for the 
normalized temperatures. 
When the backward Euler method is used for the temporal derivative in the normalized 
temperature equation (first order accurate in time) and the spatial derivatives are discretized 
using nine point difference molecules similar to those used for the stream function equation 
(second order accurate in space) the resulting difference equation for the normalized temperature 
is: 
c;lt,‘e;t;’ - c;;;e;;l;j - c;rt,‘e;;:l - c,;t:e;_‘,;, - c:lt/le;I;J, 
- c;,T;e;f++l;j+l - c~~;e;_+l,tj,l - c;lt,‘e;_+l;j_l - c,;t,‘e;,i;j_, =RHS?,, (25) 
1=1,2,3 )...) M and j=I,2,3 ,..., N 
where the coefficients for Methods 1 and 2 are given in Appendix 2. 
To complete the system of equations for the new normalized temperatures using Method 1, the 
boundary conditions on n = 0 and .$ = 0 are discretized and incorporated into 
equations as follows: on 77 = 0, B;fc’ = 0, O&+ = 0, S![:’ = 0, 
S n+i _ (-3%+’ + 4%+’ - %+l) ?I*1 - 2k 
and &,+I = 0;;’ 
I.0 for 1= 1,2, 3,. 
the above 
0, M; 
(26a) 
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on [ = 0, Bp,f 1 = 0, E,“f’ = 0, S;lTj = 0, 
-3\k”?’ + 4\kn+’ _ *fl+r 
s;r+; 
( 
1.1 L/ 3.J 1 = 2h and 
8$‘=8,~’ for j= 1, 2, 3 ,..., N. 
Again to complete the system of equations for the new normalized temperatures using Method 
2, the boundary conditions on 5 = 0 and 4 = $r are discretized and incorporated into the above 
equations as follows: 
On 5 = 0, E{f ’ = 0, St&! = 0, 
and since -77~0~ + 0, = 0, t?,l,C’ is eliminated from the difference equation using: 
- B;;‘( 8;;l -ef,T?l) =O, j=2, 3, 4 ,..., N. 
Finally taking 3,077 of the boundary condition on t9 above gives: 
(27) 
(28) 
(29) 
whtch allows f3[,, to be eliminated from the governing partial differential equation. Thus the 
coefficients are modified on I = 1 as shown in Appendix 2. 
On <= $r, B$>‘, j=O, E;>‘, j=O, S;&:, j=O, 
s n+l ( 3!P;,=‘, J - 4!P;;,’ + *;+:,,) .$M+~.J = 
2h 
and B;:‘, 0 = SL<:,, , j = 2, 3, 4,. . . , N. 
(30) 
Finally, an equation is required for the temperature at the origin r = 0 or 17 = 0 where the 
normalized temperature equation has a singularity. Using a second order backward difference 
formula for the zero temperature flux condition gives: 
48”+’ 
8 
n+1 P.2 
- t9;,3’ 1 
/,I = 2k 
) l=l,2,3 )...) iI4+1 (31) 
where P = iA4 + 1 (assuming M is even). 
Note that as previously mentioned an iteration scheme between the stream function, normal- 
ized temperature and boundary position equations will be required in order to calculate the 
temperatures at the advanced time level. The details of this overall iteration will be discussed 
later. 
5.4. Movement of the boundary 
Since the backward Euler method was chosen for the temperature equation, and due to the 
coupling between this equation and the equation for moving the boundary, the backward Euler 
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method was also employed for the latter equation. Thus in the case of transformed Cartesian 
coordinates the equations (18b) and (18~) become 
f;+'=f;+Ar &$$+I 
s 
for I= 1, 2, 3, 4 ,..., M, 
(32a) 
(32b) 
with &I\ = 0, S;&i+l as defined in (26) and a second order forward difference used in place of 
the central difference for ft when I = 1. 
In the case of transformed polar coordinates equation (21~) becomes 
R ~+l=R;-Ar(~)(---&)S~,+l for1=2,3,4,...,M+l 
where $‘,T$‘+ i is as defined in (27). For Ry+’ the boundary condition on the derivatives of the 
stream function on moving surface (i.e. equation (21b)) is incorporated into the equation giving: 
n+l Rl 
3R;+’ - 4R;+i + R’;+’ 
n+l (6’ l,N+l )“. (33b) 
Note again that an iteration scheme will be required to solve the above equations. 
5.5. Overview of the numerical procedure 
Due to the coupling between the various difference equations involved in solving for the 
variables in either of the two transformed scheme set up in this chapter an iteration scheme is 
required. Amongst the numerous possible schemes the following procedure was adopted (where 
the second superscript denotes iteration number): 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Set r = 0 and n = 0. 
Calculate *Jj by solving the linear system for the stream function using f: and S” (or 
Ry ) and S,?j m calculating the coefficients. 
Set f;“*” =f,” and sn+l,O =.yn (or R;+‘*O = R’f), \k;fj+‘*‘= qtj and 8TT1,’ = SC, and 
p = 0. 
Calculate f:” and r”+l (or R;‘l) using f;“*p and Ptlvp (or R;+l*P), ?P,““~p and 
P+*J’ in the right-hand side of (32) (or (33)). 
1.1 
step 5. 
Step 6. 
Step 7. 
Step 8. 
Step 9. 
Step 10. 
Step Il. 
Step 12. 
Step 13. 
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Set 
and 
f;+L”+’ = of;+’ + (I- u)f;+‘.P 
(or 
s n+l,p+l = ws n+l + (I- w)s”+LP 
R;+‘.P+’ = &;+’ + (1 _ +;+‘,P) 
Calculate 0;;’ by solving the linear system for the temperature using f;“*“” and 
Sn+l.P+l (or R;+‘.P+l) an,j q;‘jf’*P in calculating the coefficients. 
Set 
,;LP+’ = W&y + (1 - w)B;f”P. 
Calculate ‘k;,’ 1*p+ ’ by solving the linear system for the stream function using f~“*“” 
and sn+l,P+i (or R;+‘.P+‘) and &+.P+l 
If the last two iterates of f;“,““’ 
in calculating the coefficients. 
and s n+l,~+l (or ~;+l,~+l) and ot,?l,~+l have a 
relative difference greater than e then set p =p + 1 and go to Step 4. 
Set r=r=2;Ar and n=n+l. 
If 7 > 7,, go to Step 13. 
Set f;+i+J = 2fT _ f:-1 and s”+i,O = 2s” - Sn-1 (or R~+‘J’ = 2R; - RF-‘), qtT1*O = 
2?PFj - ?PJJyl and f?;ti’ ‘9’ = 28;ti - eJ,:l and go to Step 4. 
stop. 
6. Discussion of numerical results 
In this section an example problem is used to compare, in detail, the two different methods 
described above. In addition, graphic results are then presented for various representative 
problems for which the effect of different free parameters values are studied. 
For example consider the parabolic initial profile and quadratic temperature distribution: 
f(x, 0) = I - (x/s(ON2, s(0) = 1, (34) 
e(0, x, z) = i -K i - 
( i$J)(l - ,s~:~::~ )T 
w, X, fb, 1)) = 1, 
where 
K = 0.9, m = 3, Ra = 10, PAT= 0.1 and q/cr2P = 5. 
The results for f(0, t) and s(t) a various times are given in Tables 1 and 2. These variables are 
indicative of the degree of similarity between the results of the various numerical methods and 
are common to all the calculations. The (a) part of the table compares the results for various time 
steps and spatial grid for the transformed rectangular coordinate version (Method 1) while the 
(b) parts show the same comparisons for the transformed polar coordinate version (Method 2). 
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Table l(a) 
Effect of varying space steps using Method 1, 87 = 0.0005 
f (0, 0.01) 
s(O.01) 
f(0,O.W 
s(O.02) 
f (0,0.04) 
s(O.04) 
f (030.06) 
~(0.06) 
area(0.06) 
CPU time 
h = 0.1 h = 0.05 h = 0.025 
k = 0.1 k = 0.05 k = 0.025 
0.897292 0.901103 
1.326704 1.330336 
0.826844 0.834052 
1.558907 1.549772 
0.724536 0.740108 
1.904077 1.895329 
0.650739 0.672355 
2.182076 2.171485 
0.67338 0.66945 
92 sets 385 sets 
0.903019 
1.329210 
0.839480 
1.546786 
a _ 
_ 
1427 sets 
a A dash indicates that the computation was stopped for cost reasons. 
Table l(b) 
Effect of varying space steps using Method 1, Ar = 0.001 
h = 0.1 h = 0.05 h = 0.025 
k = 0.1 k = 0.05 k = 0.025 
f (0, 0.01) 0.898301 0.901989 
s(O.01) 1.331908 1.334606 
f (0,0.02) 0.828245 0.835463 
S(O.02) 1.562110 1.555068 
f (0,0.04) 0.725403 0.741459 
s(O.04) 1.911696 1.901168 
f (OvO.06) 0.650884 0.672919 
~(0.06) 2.193649 2.182008 
area(0.06) 0.68959 0.67474 
CPU time 73 sets 335 sets 
- 
did not converge 
Table l(c) 
Effect of varying space steps using Method 1, AT = 0.002 
f 0lO.01) 
s(O.01) 
f (0,O.W 
S(O.02) 
f (0,0.04) 
s(O.04) 
f (0,0.06) 
~(0.06) 
area(0.06) 
CPU time 
h = 0.1 
k = 0.1 
0.899933 
1.339411 
0.830157 
1.570111 
0.728465 
1.921564 
0.654456 
2.203022 
0.68959 
66 sets 
h = 0.05 h = 0.025 
k = 0.05 k = 0.025 
did not converge did not converge 
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Table 2(a) 
Effect of varying space steps using Method 2, AT = 0.0005 
f (0, 0.01) ‘0.890876 
S(O.01) 1.355939 
f (0,O.W 0.818751 
S(O.02) 1.585667 
f @,0.04) 0.715077 
S(O.04) 1.961050 
f CAO.06) 0.641915 
~(0.06) 2.278792 
area(0.06) 0.73001 
CPU time 83 sets 
h = v/20 
k = 0.1 
h = 71/40 h = ~/80 
k = 0.05 k = 0.025 
0.897909 0.901247 
1.322911 1.321080 
0.829302 0.836685 
1.542513 1.540517 
0.733563 _ 
1.899340 _ 
0.664942 _ 
2.187707 _ 
0.68161 _ 
717 sets 835 sets 
Table 2(b) 
Effect of varying space steps using Method 2, Ar = 0.001 
h = ~/20 
k = 0.1 
h = 71/40 
k = 0.05 
h = 7~/80 
k = 0.025 
f (QO.01) 0.892735 
x(0.01) 1.349598 
f cJO.02) 0.819121 
s(O.02) 1.581132 
f (0,0.04) 0.713675 
x(0.04) 1.959307 
f CAO.06) 0.640046 
~(0.06) 2.278696 
area(0.06) 0.72977 
CPU time 55 sets 
0.899708 
1.318177 
0.830861 
1.537463 
0.733600 
1.895044 
did not 
converge 
502 sets 
0.902548 
1.316708 
0.837608 
1.535898 
_ 
_ 
_ 
_ 
601 sets 
Table 2(c) 
Effect of varying space steps using Method 2, Ar = 0.002 
h = n/20 
k = 0.01 
h = 71/40 
k = 0.05 
h = ,rr/80 
k = 0.025 
f (0,0.01) 0.895044 
S(O.01) 1.340333 
f (0,O.W 0.822281 
s(O.02) 1.571222 
f c40.04) 0.717291 
S(O.04) 1.947581 
f Kl0.W 0.643210 
~(0.06) 2.265249 
area(0.06) 0.7272 
CPU time 50 sets 
0.901720 
1.311445 
0.833484 
1.529443 
0.736211 
1.883447 
did not 
converge 
did not converge 
348 sets 
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Note that the areas reported in Tables 1 and 2 are only indicative of the amount of thermal 
expansion experienced by the fluid and does not imply any inherent accuracy or lack there of, in 
the numerical schemes. Also note that the CPU times given are for the Control Data Corporation 
Cyeber 170/835 computer. 
The following parameters were used in the calculations: 
(1) The linearized equations for the stream function and normalized temperature were iterated 
on until the 2-norm of the Q residual was less than 10e5. 
(2) The relaxation factor used for the BSSOR iteration was 1.6. 
(3) In the IOM acceleration the maximum number of u’s was 6 and each u,,, was held 
orthogonal to the last 3 u’s (i.e. m = 6 and p = 3) (see [20]). 
(4) The outer iteration was carried out until the maximum relative change between two 
successive iterates of the boundary location or temperature inside the domain was less than 1O-3 
using an underrelaxation factor of 0.5. 
Inspection of Tables 1 and 2 reveals that Method 2 is not acceptable on a 10 x 10 spatial grid 
since the results for this grid vary in the second decimal place from all the others. There is 
approximately two decimal figure agreement in the mound centre height and toe location for 
various grid sizes and time steps within and between the other results of Methods 1 and Method 
2. Method 2 is somewhat faster than Method 1 in terms of CPU time and also is more robust in 
terms of time step selection for a given spatial grid. It appears that the lack of accuracy when 
using Method 2 is due to spatial errors since there is very good agreement when different time 
steps are used for a given spatial grid. It appears that for Method 1, using a 10 X 10 spatial grid 
with a time step of 0.001 gives results with acceptable numerical convergence while for Method 2 
a 20 x 20 spatial grid is required. 
Fig. 2. Free surface at different values of t. 
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.a - 
-0 .0 1.2 1.6 2.0 
x 
Fig. 3. Isotherms at t = 0.06. 
The deteriorating accuracy apparent in Method 2 can be explained by the lack spatial 
resolution at the toe of the moving boundary. This was also found to be the case for the 
unheated problem dealt with previously [23]. 
The subsidence mound is plotted at different times in steps of 0.01 from the results of 
Methods 1 and 2, for the given initial conditions in Fig. 2. Unlike the results of the unheated 
problem dealt with in our previous paper, the mound appears to become ‘kinked’ with a linear 
profile at the advancing toe. 
Note that the temperatures in the field predicted by Methods 1 and 2 are somewhat difficult 
to compare as the grid points are not in the same locations. It appears that the temperatures 
generally agree to about two or three decimal figures. There are, however, for both methods, 
some small oscillations (in the fourth decimal figure for Method 1 and somewhat larger for 
Method 2) in the temperatures of the fluid in the toe region. Additionally in the results reported 
later at higher Rayleigh numbers there are larger (in the first significant figure) oscillations in the 
.0 1.2 1.6 2.0 2x 
x 
Fig. 4. Effect of varying K. 
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f(x,tl 
.2 - 
1 
0 .4 .a 1.2 1.6 2.0 2.4 x 
Fig. 5. Effect of varying m. 
temperature near the boundary in the center of 
r = 0.06) are plotted in Fig. 3. Note that the region 
all very close to the boundary temperature of 1. 
the mound. The temperature contours (at 
under the ‘kinked’ part of the toe is almost 
Parameter studies were done on the various parameters as follows: 
(1) With m = 3, Ra = 10, /IAT = 0.1 and CI~/(Y~ P = 5 
K was varied from 0.5 to 0.9 (see Fig. 4). 
(2) With K = 0.9, Ra = 10, /?AT = 0.1 and q/cyz P = 5 
m was varied from 2 to 4 (see Fig. 5). 
(3) With K = 0.9, m = 3, BAT= 0.1 and a,/a,P = 5 
Ra was varied from 1 to 200 (see Fig. 6). 
(4) With K = 0.9, m = 3, Ra = 10 and a,/a,P = 5 
,8AT was varied from 0.05 to 0.2 (see Fig. 7). 
(5) With K = 0.9, m = 3, Ra = 10 and BAT = 0.1 
q/a,P was varied from 1 to 5 (see Fig. 8). 
.2 - 
I 
0 .L .a 1.2 1.6 2.0 2.4 
x 
Fig. 6. Effect of varying Ra. 
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.2 - 
0 .4 .8 1.2 x 1.6 2.0 2.6 
Fig. 7. Effect of varying BAT. 
Except were noted these results were carried out using Method 1 with a 20 X 20 spatial grid and 
a time step of 0.001. 
The effect of decreasing K (i.e. increasing the initial internal temperature of the mound) can 
be seen to be one of lessening the ‘kinked’ shape of the mound. Thus for lower values of K the 
centre of the mound drops faster while the toe spreads out only slightly faster than for higher 
values. This can be explained by the fact that at lower values of K the temperature, and thus 
viscosity differences of the fluid in different regions of the mound are much less than at higher 
values of K. 
From the figures it can be seen that as m is increased the mound drops slower and spreads out 
slower emphasizing its ‘kinked’ appearance. 
It can also be seen that the effect of increasing the Rayleigh number beyond 10 does not effect 
the motion of the toe but results in a slightly faster drop in the center of the mound the middle 
of which is somewhat wider. For a Rayleigh number of 1 the mound decays and spreads faster 
and appears much less ‘kinked’ than is the case for higher Rayleigh numbers. 
The effect of increasing BAT appears to be one of slower motion. That is, the shape of the 
mound does not seem to be affected but its decay progresses more slowly. 
Fig. 8. Effect of varying (Y~/( a,P). 
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Finally, the effect of decreasing a1/a2P is again one of slowing the speed of the mound’s 
decay without affecting its ‘kinked’ appearance. This is very similar to the effect of increasing 
/SAT as above. 
7. Conclusions 
The transformed polar coordinate formulation of Method 2 is not as accurate but less sensitive 
to time step size for a given number of spatial grid points than the transformed rectangular 
coordinate formulation of Method 1. This appears to be due to the lack of spatial resolution in 
the toe region of the subsidence mound. 
The major effect of adding heating along the moving boundary to the subsidence mound 
problem is to change the unheated mound’s appearance. Typically, the mound attains a ‘kinked’ 
profile with the toe region spreading out faster than the central region of the mound. This is due 
to the large viscosity variations between the rapidly heated fluid in the toe region and the colder 
fluid elsewhere. 
In this paper a numerical scheme has been described that allows for the calculation of 
interface motion between wet and dry regions in a porous media including the effects of heating 
along the interface. It should be possible to further refine this method so as to solve more 
realistic problems of interface motion as in for example, the in situ heating of heavy oils. 
Appendix 1 
The coefficients for the difference equations for the stream functions of both methods are 
given in this appendix. In the transformed Cartesian coordinate formulation of Method 1 the 
coefficients of equation (22) are: 
'o"l,j = 2(A;‘,j + ‘(I+ 2B,tj(a)2ii., - aY,.,))y 
C” 11.1 =A;,, + 2B;fJ(G/,j- 4’,,J> +E;fJ, 
C” 21,/= ';J + wtJ(4,,j-4,,,) +qj, 
C” 
31.1=‘;j+2B;Ti(a;,,J-(Y;,,~)-E;lj, 
C” 
41,~ = ';IJ + 2BC~(a”2~,~ - aY/,j) - D[j, 
(Al .l) 
RHS;, = .~~(O;l~)~+‘(h~T;l,~ + hkB;1,T;/,,) 
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where 
Ayj = 1, 
i (Al .2) 
-m( B;fJ%,J + ‘(jT;,Jh 
E;lj= -m(BI:JTG,j + ATjT;,,j)T 
’ i 
1 
a;, j= 2 
0 otherwise, 
i 
t 
“I;I,j= 
0 otherwise, 
(Al .3) 
and 
(Al .4) 
For Method 2, the transformed polar coordinate formulation, the coefficients for the stream 
function difference equation are: 
G’,,j = 2(AY,i + qjC;f; + 2B,?;(aZ,,j - a;,,i)), 
Cfl,j=AY,j + 2B;lj(al;l,J - a;,,J> + Ecj, 
c~l,j=Vj+l/2cl:J + 2B,lj(ffY,,j-a;,,~) + D;Tj? 
CJ,,j = Azj + 2B;fj( aZI,J - “F/,j) - E;J F 
C4;,j = Tj- 1/2CI:j + 2B,?j ( a; ,,j - ai’1.j) - D[J > 
C;,,j = C;,,j = 2B;f,& j, 
C,“,,J = Cl,,j = - 2B;f’a; ,,j 3 
RHS,1, = Iz~~Z?;(OJ~)““( -h sin(&)T;,,j + ( -kB;fj sin(&) + hvj cos(&))TG,,), 
(Al S) 
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and 
=;+I,2 = 
WC+1 - w 
WV+1 + w ’ 
_IY” 
q R; - q-J 
I- l/2 = 
h(R;+R;_,)’ 
(~1.6) 
(Al .7) 
(Al 3) 
Appendix 2 
In this appendix the coefficients for the difference equations for the new temperatures are 
presented for both methods. For Method 1, the transformed Cartesian coordinate formulation, 
the coefficients are: 
(A2.1) 
C ;,=1+$( Ra(~~+~)‘!ln::‘+r;;‘). 
C n+l _ 
A7 
1i.J - - 
i 
1 
h2 Ra(s”+‘)2 
A;,;’ + E;Tf’ , 
1 
C n+1_ 
AT 
( 
1 
21,J - 7 h Ra(s”+‘)* 
c/y’ + o;,” ) 
1 
C nil _ 
AT 
i 
1 
31.1 - 1 
A n+l 
h Ra(s”+‘)2 “’ 
-E;:’ , 
’ 1 
1 
Ra(s”+‘)2 
C;lf’ -D;f’ , 
i 
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a 
RHS;/ = tI;l, 
where Ayj+ ‘, B,!‘f ’ and C;lJ? ’ 
Dl”f’ = 
1 
Ra( Snt1)2 
h* 
+ s”+l n+ fi ;I 
Ire as defined in (A1.2) and 
-Il;(f;(f/L - 2fr +f;_,> - (f/I, -fL12/2j 
2k(f;J2 
E n+l 
1-J = 
The coefficients of the temperature difference equation (i.e. equation (25)) for the transformed 
polar coordinate formulation of Method 2 are: 
1 
Ra( qjR;+‘)’ 
A;;’ -E;,+’ , 
! 
1 
Ra[ qj&‘+‘) 
2 qJ- 1,2C;If1 - D;tf ’ 
(A2.3) 
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where A;:‘, B;lf’ and C;CJ+’ are as defined in (Al.6) and 
D n+l _ 
1.J - - 
E n+l _ 
I,/ -- 
*“+I 
I+l,j - \k;_+,‘, !P s n+l_ S n+l_ 
;t,‘+‘l - ~I?:-” 
61,J - 2h ’ VI,/ - 2k 
(A2.4) 
and where Ey+i:2 and .Z’;J& are as defined in (Al.@. 
Along the boundary $ = 0 the above coefficients are changed due the incorporation of the 
boundary conditions. The coefficients are: 
i 1 
Ra( qjIZ;+‘) 
2qJfl,2Cf,f1 + Dl”,f1 
1 
i- 
Ra( qjIZ;“) 
1 
Ra( vjIZ;+‘) 
2qj-l/2c;51 -D;,sl 
1 - 
Ra( vjR;t1)2 
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1 
+ 
q(R;+‘) 
j=2,3,4 ,..., N 
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