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Abstract
Bruno Leclerc proved that a .nite lattice is upper semimodular if and only if, for any pro.le
 and for any -median m, the inequality c1=2()6m holds where c1=2() denotes the value of
the majority rule at . We generalize this fact to posets.
? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
Let (X; d) be a .nite metric space and let n be a positive integer. An element
=(x1; : : : ; xn) in X n is called a pro"le and an element x in X is called a median, or a
-median, if D(x; ) =
∑n
i=1 d(x; xi) is minimum. The set of all -medians is denoted
by M (). A median of  can be interpreted as a “closest” element of X to the pro.le
. The study of medians appears in many diverse .elds such as cluster analysis and
social choice [5], consensus and location [8,16], and classi.cation theory [4].
It is di@cult to describe the median set M () for arbitrary metric spaces, so, addi-
tional structure is usually imposed on the space by graph or order theoretic conditions.
If (X; d) is the metric space associated with the covering graph of a .nite lattice, where
d is the minimum path length metric, then one can use the ordering on X to describe
M (). In the case of a .nite distributive lattice, for example, Barbut and Monjardet
[2,18] showed that M () is exactly the order theoretic interval [c1=2(); c′1=2()] where
c1=2()=∨{s∈X ‖ {i | s6 xi}|¿n=2} and c′1=2()=∧{s∈X ‖ {i | s¿ xi}|¿n=2}. The
functions c1=2 and c1=2′ are called the majority rule and dual majority rule, respectively.
This description was extended to median semilattices by Bandelt and BarthBelemy [1].
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In the case where X is a .nite modular lattice BarthBelemy showed that M () is a
sublattice of [c1=2(); c1=2′()] [3]. The next step was to extend these results to semi-
modular lattices. This was done by Leclerc in [11] (see also [12,13]) where he showed
that a .nite lattice is upper semimodular if and only if, for any pro.le  and for any
-median m, the inequality c1=2()6m holds. The main goal of this paper is to extend
Leclerc’s results to posets.
In Section 2 we establish notation, terminology, and some basic facts. We will
assume that the reader has some familiarity with ordered sets and, in particular, with
lattice theory (see [7]). In Section 3 we state and prove our results and in Section 4
we oHer a short summary and suggest some open problems.
2. Preliminaries
We will assume throughout this paper that (P;6) is a .nite partially ordered set
(poset) with largest element 1. For any a∈P, let U (a) = {x∈P | x¿ a} and L(a) =
{x∈P | x6 a}. Next, for any subset A of P let L(A) = {x∈P | x6 a for some a∈A}
and let U (A) = {x∈P | x¿ a for some a∈A}. For any a1; : : : ; an ∈P let
a1 ∨ · · · ∨ an =
{






a1 ∧ · · · ∧ an =
{






Given our assumptions about P it follows that a1 ∨ · · · ∨ an 	= ∅ but a1 ∧ · · · ∧ an could
be empty.
For any a and b in P we write a ≺ b (or b  a) if b covers a, i.e., a¡b and
a¡c6 b implies c=b. The covering graph (V; E) of P has the points of P as vertices
and ab∈E if either a ≺ b or b ≺ a. Let  be the minimum path length metric on the
covering graph of P.
A consensus rule on P is a function f :
⋃
n¿0 P
n → 2P \ ∅. So f takes a pro.le
of any length and returns a nonempty subset of P. A simple example is to de.ne
f((x1; : : : ; xn))=x1∨· · ·∨xn for all pro.les (x1; : : : ; xn). Another example is the median
function (with respect to the metric ) where an input pro.le  is mapped to the median
set M (). For more order and graph theoretic information about the median function,
we refer the reader to [14,15].
A poset is upper semimodular if whenever distinct elements a; b∈P both cover c∈P,
there exists d∈P such that d covers both a and b. Dually, P is lower semimodular if
whenever distinct elements a; b∈P are covered by d∈P, there exists c∈P such that
both a and b cover c. A poset is modular if it is both upper and lower semimodular.
In [10] it is proved that if a .nite poset P is upper semimodular then P is graded, i.e.,
there exists an integer-valued function h such that x ≺ y if and only if h(y)=h(x)+1.
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Fig. 1.
A graded poset satis.es the Jordan–Dedekind chain condition: if x6y, then all max-
imal chains in the interval [x; y] have the same length ‘(x; y) = (x; y) = h(y)− h(x).
Let =(x1; : : : ; xn) be a pro.le. For any x∈X , we de.ne the index of x with respect
to  to be (x; )= | {i | x6 xi}|=n. Similarly, the dual index of x with respect to  is
′(x; ) = | {i | x¿ xi}|=n. Then y∈P is a majority of  if
y∈ c1=2() =
∨{
s∈P | (s; )¿ 12
}
and z ∈P is a dual majority of  if
y∈ c′1=2() =
∧{
t ∈P | ′(t; )¿ 12
}
:
There is a technical issue. We use the convention ∨∅= 0 and ∧∅= 1 where 0 is the
least element of P. In the case where P does not have a least element the expression
∨∅ is unde.ned.
In the case where P is a .nite lattice c1=2() and c′1=2() are sets with exactly one
element. Consequently, we will let c1=2() and c′1=2() be these elements. We now state
Bruno Leclerc’s interesting result [11].
Theorem 1. Let P be a "nite lattice.
(i) P is upper semimodular if and only if; for any pro"le  and for any -median m;
the inequality c1=2()6m holds.
(ii) P is lower semimodular if and only if, for any pro"le  and for any -median
m, the inequality c′1=2()¿m holds.
(iii) P is modular if and only if, for any pro"le  and for any -median m, the
inequalities c1=2()6m6 c′1=2() hold.
The following example indicates that it might not be possible to generalize Theorem
1 to posets.
Example 2. Let P be the modular poset given in Fig. 1. If =(A; B; C; D), then the set
of medians of  is M () = {A; B; C; D}, the set of majorities of  is c1=2() = {C;D},
328 R.C. Powers /Discrete Applied Mathematics 127 (2003) 325–336
and the set of dual majorities of  is c′1=2()={A; B}. Observe that c1=2() is the set of
maximal elements from M () and c′1=2() is the set of minimal elements from M ().
Thus, for any m∈M (), there exist x∈ c′1=2() and y∈ c1=2() such that x6m6y:
This is strikingly diHerent from Leclerc’s result.
The previous example shows that we need to reexamine our notion of majority in
order to obtain a generalization of Theorem 1. This is done in the next section where
diHerent versions of majority rule are de.ned.
3. Results
Our main results are Theorems 7 and 11 given below. In order to state and prove
these results we need to develop some notation and terminology.
For any x; y∈P, let
G(x; y) = {z ∈P | (x; y) = (x; z) + (z; y)}:
So G(x; y) is the set of all elements that lie on some geodesic from x to y. For any
pro.le = (x1; : : : ; xn); x∈P, and y∈P, let














i∈I G(xi; y)] ∩ (x ∨ y) 	= ∅ means that there exists a least upper bound of x and y
that lies on a geodesic from xi to y for each i∈ I . If x6y then g(x; y; ) = 1. So
g(x; y; )¡ 1 implies that x  y.
We now de.ne a consensus rule using the index g. For any pro.le  let
cg() =
{
y∈P | for all x∈P; g(x; y; )¿ 12 ⇒ x6y
}
:
So cg is an order-geodesic version of majority rule. The consensus rule cg is used in
the .rst step of the proof of Theorem 7 (see also Lemmas 3 and 6).
There is a version of cg that does not involve order. Speci.cally, for any pro.le
= (x1; : : : ; xn) and y∈P, let














y∈P | g(y; )6 12
}
:
We now show how the consensus rules M , cg, and cˆg are related.
Lemma 3. M () ⊆ cˆg() ⊆ cg() holds for any pro"le .
Proof. Let  = (x1; : : : ; xn) be a pro.le and let y∈P \ cˆg(). Then there exists I ⊆
{1; : : : ; n} and r ∈ [⋂i∈I G(xi; y)] \ {y} such that |I |¿n=2. So
(y; xi) = (y; r) + (r; xi)
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for each i∈ I . By the triangle inequality;
(r; xi)6 (y; r) + (y; xi)













((y; xi)− (y; r)) +
∑
i ∈I





So y 	∈ M (). Hence M () ⊆ cˆg().
Let y∈ cˆg() and assume g(x; y; )¿ 12 for some x∈P. Then there exists I ⊆
{1; : : : ; n} such that |I |¿n=2 and [⋂i∈I G(xi; y)] ∩ (x ∨ y) 	= ∅. Since g(y; )6 12 it
follows that
⋂
i∈I G(xi; y) = {y}. Thus, x6y and so y∈ cg(). Hence cˆg() ⊆ cg().
It is not hard to generate examples such that the subset containments given in the
statement of Lemma 3 are proper subset containments.
Our next step is to de.ne an index based entirely on order. For any x; y∈P let
(x ∨ y)& be a nonempty subset of (x ∨ y). For any pro.le  = (x1; : : : ; xn), x∈P, and
y∈P, let














y∈P | for all x∈P; &(x; y; )¿ 12 ⇒ x6y
}
: (1)
So c& is a version of majority rule based on order and the choice function &. To make
a closer connection to lattices we de.ne
c&;'() =
{






0 if P contains 0 and | x ∨ y|= 1 for all x∈P;
y otherwise:
Lemma 4. (i) c&() ⊆ c&;'() for any pro"le .
(ii) If P is a lattice, then c&;'() = U (c1=2()) for any pro"le .
Proof. (i) Suppose y∈ c&() and &(x; '(y); )¿ 12 . If '(y)= y; then &(x; y; )¿ 12 .
Since y∈ c&() we get x6y. If '(y) = 0; then there exists an index set I such that
|I |=n¿ 12 and x∈
⋂
i∈I L(xi). Thus; x ∨ y6 xi ∨ y for all i∈ I . So &(x; y; )¿ 12 and;
again; x6y. Therefore; y∈ c&;'(). Hence; c&() ⊆ c&;'() for any pro.le .
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(ii) If P is a lattice, then, for any x; y∈P, &(x; '(y); ) = &(x; 0; ) = (x; ). So
c&;'() = U (c1=2()) for any pro.le .
Many of Leclerc’s results are based on pro.les of length three, i.e., 3-pro.les. We
now identify a special class of 3-pro.les. A 3-pro.le  is called an (Up; &) pro.le if, up
to rearrangement, =(x; y; z) where x 	=y both cover some element a and z ∈ (x∨y)&.
Lemma 5. Let = (x; y; z) be an (Up; &) pro"le where z ∈ (x ∨ y)&.
(i) U ((x ∨ y)) ⊆ c&() = c&;'() and (L(x) ∪ L(y)) ∩ c&;'() = ∅.
(ii) If M () ⊆ c&;'(), then r covers x and y for all r ∈M (). Moreover, if P is
graded then M () = {z}.
Proof. (i) We will show that (L(x)∪L(y))∩c&;'()=∅. Suppose a¡x. Then x∈L((x∨
'(a))&) ∩ L((z ∨ '(a))&) ∩ (x ∨ '(a)) implies that &(x; '(a); )¿ 12 . Since x  a it
follows that a 	∈ c&;'(). Next; if '(x)=x; then z ∈L((y∨'(x))&)∩L((z∨'(x))&)∩(y∨
'(x)). If '(x)= 0; then z= x∨y and y∈L((y∨'(x))&)∩ L((z ∨'(x))&)∩ (y∨'(x)).
Since &(y; '(x); )¿ 12 and y  x it follows that x 	∈ c&;'(). At this stage we know
that L(x) ∩ c&;'() = ∅. By a similar argument we get L(y) ∩ c&;'() = ∅.
Let t ∈U ((x∨y)) and suppose that &(r; t; )¿ 12 . Then either L((x∨ t)&)∩(r∨ t) 	= ∅
or L((y∨ t)&)∩ (r ∨ t) 	= ∅. But (x∨ t)&=(y∨ t)&= {t}. So L(t)∩ (r ∨ t) 	= ∅. So r6 t.
Thus t ∈ c&(). Hence U ((x ∨ y)) ⊆ c&().
It follows from Lemma 4 that c&() ⊆ c&;'(). Conversely, let t ∈ c&;'(). If '(t)=0,
then &(x; '(t); )= &(x; 0; )¿ 12 and &(y; '(t); )= &(y; 0; )¿
1
2 . Since t ∈ c&;'()
we get t ∈U ((x∨y)). Thus t ∈ c&(). If '(t)=t and &(r; t; )=&(r; '(t); )¿ 12 , then,
since t ∈ c&;'(), it follows that r6 t. So t ∈ c&(). In either case, c&;'() ⊆ c&() and
we are done with item (i).
(ii) Let r ∈M (). Then, since x 	∈ M (), D(r; )¡D(x; ). So d(r; x) + d(r; y) +
d(r; z)¡d(x; y)+d(x; z)=2+d(x; z). Therefore d(r; x)+d(r; y)+d(r; z)6 1+d(x; z). It
follows from the triangle inequality and the fact that r 	=y that d(r; x)+d(r; z)=d(x; z)
and d(r; y)= 1. Similarly, d(r; x)= 1 and d(r; y)+ d(r; z)= d(y; z). So r covers x and
y. If P is graded by a height function h, then, since d(r; z) = h(z)− h(r), r6 z. But
r; z ∈ (x ∨ y) and so r = z. This completes the proof.
In [9,18] there are several characterizations of upper semimodularity. For example,
a poset P is upper semimodular if and only if P is graded by a height function h and,
for all x and y in P,
(x ∨ y)h = {z ∈ x ∨ y | h(z)6 h(w) for all w∈ x ∨ y}
is a subset of G(x; y). So a geodesic from x to y is obtained by following a maximal
chain from x to an element r in (x ∨ y)h and then from r down a maximal chain to
y. If we replace & with h in Eq. (1), then we get the consensus rule ch.
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Lemma 6. Let P be an upper semimodular poset. Then; for any a; x; and y in P; and
for any pro"le ; ch() = cg().
Proof. Let t ∈L((a∨y)h)∩ (x∨y). Then there exists b∈ (a∨y)h such that y6 t6 b.
Since P is upper semimodular; t ∈G(a; y). Thus L((a∨y)h)∩(x∨y) ⊆ G(a; y)∩(x∨y).
Conversely, let t ∈G(a; y)∩(x∨y) and let b∈ (a∨t)h. Then y6 t6 b and b∈G(a; y).
Since b is an upper bound for {a; y} it follows that b∈ (a ∨ y)h. So t ∈L((a ∨ y)h).
Hence G(a; y) ∩ (x ∨ y) ⊆ L((a ∨ y)h) ∩ (x ∨ y).
It now follows that L((a ∨ y)h) ∩ (x ∨ y) = G(a; y) ∩ (x ∨ y) and so ch() = cg()
for any pro.le .
For any x and y in P let
(x ∨ y) = {t ∈ x ∨ y | ∀s∈ x ∨ y; (x; t) + (y; t)6 (x; s) + (y; s)} :
In this context  is a particular choice for &. This choice leads to the consensus rules
c and c;' de.ned by Eqs. (1) and (2) such that & is replaced by .
We now illustrate the rule c by explicitly calculating c() where  is the pro-
.le given in Example 2. So  = (x1; x2; x3; x4) = (A; B; C; D). First, we will show that
A∈ c(). Observe that (A ∨ A) = {A}, (B ∨ A) = {C;D}, (C ∨ A) = {C}, and
(D ∨ A) = {D}. So
⋂
i∈I L((xi ∨ A)) ⊆ {0; A; B} whenever |I |¿ 3. Therefore, if
x∈P and (x; A; )¿ 12 then (x ∨ A) ∩ {0; A; B} 	= ∅. So x6A and it follows that
A∈ c(). A symmetric argument shows that B∈ c(). If (x; C; )¿ 12 , then, since⋂
i∈I L((xi ∨ C)) = L(C) whenever |I |¿ 3, it follows that x6C and so C ∈ c().
Similarly, D∈ c(). It is clear that 1∈ c(). Now 0 	∈ c() since (A; 0; )¿ 12 and
A 0. Therefore, c() = {A; B; C; D; 1}=M () ∪ {1}.
We now state and prove our main result.
Theorem 7. Let P be a poset. The following statements are equivalent:
(i) P is upper semimodular;
(ii) M () ⊆ c() holds for any pro"le ;
(iii) M () ⊆ c;'() holds for any pro"le ;
(iv) M () ⊆ c() = c;'() holds for any (Up; ) pro"le .
Proof. (i) ⇒ (ii): Since P is upper semimodular we get that (x ∨ y)h = (x ∨ y) for
all x; y∈P and so c() = ch() for any pro.le . Therefore; by Lemma 6; c() =
ch() = cg() for any pro.le . The result now follows from Lemma 3.
(ii) ⇒ (iii): By Lemma 4 c() ⊆ c;'() for any pro.le .
(iii) ⇒ (iv): Given Lemma 5, this is clear.
(iv) ⇒ (i): Let x; y  a with x 	=y. Let z ∈ (x ∨ y) and let = (x; y; z). Then  is
a (Up; ) pro.le. Since M () ⊆ c;'() it follows from Lemma 5 that r covers x and
y for all r ∈M (). Hence P is upper semimodular.
The dual of Theorem 7 yields characterizations of lower semimodular while The-
orem 7 and its dual provide characterizations of modularity. Further, Theorem 1 is
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an immediate consequence of these results. For example, Theorem 1(i) follows from
Lemma 4(ii) and the equivalence of (i) and (iii) in Theorem 7.
In the proof of Theorem 7, it was noted that cg() = c() ⊆ c;'() for any
pro.le . The subset containment could be a proper subset containment. For example,
suppose P is the .ve element modular lattice {0; 1; a; b; c} where a; b, and c are pairwise
noncomparable and let = (a; b; c). Then c() = {0; 1} and c;'() = P.
Our next result provides some information about median sets when the pro.le length
is even.
Proposition 8. Let P be an upper semimodular poset. If  = (x1; : : : ; xn) is an even
length pro"le and y∈M () satis"es (x; y; )= 12 for some x¿y; then [y; x] ⊆ M ().
Proof. Since x= x∨y and (x; y; )= 12 ; there exist I ⊆ {1; : : : ; n} such that |I |= n=2











((y; xi)− (y; x)) +
∑
i ∈I
((y; xi) + (y; x))
= D(y; ):
Since y∈M () we get that x∈M ().
If y¡ t¡x, then t ∈⋂i∈I L((xi ∨ y)) where I is the index set given in the
.rst part of this proof. The calculation given above can be repeated to show that
D(t; )6D(y; ). Hence [y; x] ⊆ M ().
We now consider the case where (x ∨ y)& = x ∨ y for all x; y∈P. In this case, an
(Up; &) pro.le is called an Up pro"le, the index &(x; y; ) is denoted by (x; y; ),
c&() is denoted by c(), and c&;'() is denoted by c'(). It is not hard to show that
c() ⊆ c() for any pro.le . We shall see shortly that it is possible for this subset
containment to be a proper subset containment.
We will say that a poset P is strong upper semimodular if, for all x; y; a∈P such
that a ≺ x, a ≺ y, and x 	=y, x ≺ b and y ≺ b for all b∈ x ∨ y. Consequently,
(x ∨ y) = x ∨ y. One de.nes dually a strong lower semimodular poset. The next
example shows that strong upper semimodular does not imply M () ⊆ c() for all
pro.les .
Example 9. Let P be the poset given in Fig. 2. Note that x∨y={z1; z2} ⊃ (x∨y)={z1}
and that P is strong upper semimodular. If  = (x; y; z2), then y∈M () \ c(). So
strong upper semimodular does not imply that M () ⊆ c() for all pro.les . Since
M () ⊆ c() it follows that c() is a proper subset of c().
In the case where &=, recall the equivalence of (i)–(iv) in Theorem 7. If we think
of these conditions as depending upon &, what other choices of & will make these
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Fig. 2.
statements equivalent? The previous example and the next result show that all these
statements are not equivalent when & selects the set of all minimal upper bounds for
any pair of elements from P.
Lemma 10. Let P be a poset. Then P is strong upper semimodular if and only if
M () ⊆ c() = c'() holds for any Up pro"le .
Proof. (⇒): Let x; y; a be elements from P such that a ≺ x; a ≺ y; and x 	=y. Let
z ∈ x∨y. Then; for =(x; y; z); M ()= {z}. By Lemma 5; z ∈ c() and c()= c'().
Hence M () ⊆ c() = c'().
(⇐=): Let x; y; a be elements from P such that a ≺ x; a ≺ y, and x 	=y. Let z ∈ x∨y
and set = (x; y; z). Since M () ⊆ c() it follows from Lemma 5 that there exists an
element r which covers both x and y. Since x and y were arbitrary we get that P is
an upper semimodular poset. So P is graded. Therefore, by Lemma 5, z covers x and
y whenever x 	=y, x and y cover some element a, and z ∈ x ∨ y. Hence P is strong
upper semimodular.
A poset P is a multilattice (see [6]) if for any a; b; u; v∈P such that u∈L(a)∩L(b),
v∈U (a) ∩ U (b), the sets (a ∧ b) ∩ U (u); (a ∨ b) ∩ L(v) are nonempty. Given our
assumption about .niteness, any poset considered in this paper is a multilattice. The
term multilattice is used so that we can use some de.nitions and results found in [6,10].
For example, a multilattice P is modular if whenever a; b; c∈P, (a ∧ b) ∩ (a ∧ c) 	= ∅,
(a ∨ b) ∩ (a ∨ c) 	= ∅, and b6 c, then b = c (see [6]). This description of modularity
corresponds to the lattice theory result that a lattice is modular if and only if it does
not contain N5 as a sublattice. A similar description for poset modularity can be found
in [9].
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Any index considered in this paper has an associated dual. For example, the dual of
& is







U ((xi ∧ y)&)
]
∩ (x ∧ y) 	= ∅
}
;
where (x ∧ y)& is a nonempty subset of (x ∧ y). If we replace & with ′& in Eqs. (1)
and (2), then we get the rules c′& and c
′
&;'. These rules are generalizations of the dual
majority rule. In particular, we have the rules c′ and c
′
;' where (x ∧ y) = {t ∈ x ∧
y | ∀s∈ x ∧ y; (x; t) + (y; t)6 (x; s) + (y; s)}. If (x ∧ y)& = (x ∧ y) for all x; y∈P,
then c′& and c
′
&;' will be denoted by c
′ and c′', respectively.
We are now ready to state and prove our .nal result.
Theorem 11. Let P be a "nite poset with 0 and 1. Then the following statements are
equivalent:
(i) P is a modular multilattice;
(ii) M () ⊆ c() ∩ c′() for any pro"le ;
(iii) M () ⊆ c'() ∩ c′'() for any pro"le ;
(iv) M () ⊆ c'() ∩ c′'() = c() ∩ c′() for any Up pro"le ;
(v) P is strong upper semimodular and strong lower semimodular.
Proof. (i) ⇒ (ii): It is shown in [10] (see also [6]) that a modular multilattice satis.es
(x∨y)= x∨y and (x∧y)= x∧y for all x; y∈P. So c()= c() and c′()= c′()
for any pro.le . Since P is both upper and lower semimodular the result now follows
from Theorem 7 and its dual.
(ii) ⇒ (iii): By Lemma 4, and its dual, c() ⊆ c'() and c′() ⊆ c′'() for any
pro.le .
(iii) ⇒ (iv): Given Lemma 5, and its dual, this direction is clear.
(iv) ⇒ (v): By Lemma 10, and its dual, P is strong upper and strong lower semi-
modular.
(v) ⇒ (i): First note that P is graded.
Claim 1. For any x; y; z ∈P; if z ∈ x∧y; z ≺ x; and x 	=y; then y ≺ t for all t ∈ x∨y.
Proof. The proof is by induction on ‘(z; y). If ‘(z; y) = 1; the z ≺ y and; by the
hypothesis; y ≺ t for all t ∈ x ∨ y.
Assume the statement is true whenever ‘(z; y)6 (k − 1) and suppose that ‘(z; y) =
k¿ 2. Let z ≺ a6y and t ∈ x∨y. Then t is an upper bound of a and x. Let b∈ a∨ x
such that b6 t. By hypothesis, a ≺ b and x ≺ b. Moreover, a∈y ∧ b, t ∈y ∨ b, and
y 	= b. Since ‘(a; y) = k − 1 it follows from the induction hypothesis that y ≺ t. This
completes the proof of Claim 1.
Claim 2. Let x; y; z; t ∈P with x ‖y. If z ∈ x ∧ y and t ∈ x ∨ y; then ‘(y; t) = ‘(z; x).
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Proof. We will show that for any x; y; z; t ∈P such that x ‖y; z ∈ x ∧ y; and t ∈ x ∨ y;
‘(z; x) = k implies that ‘(y; t) = k. The proof is by induction on k. If ‘(z; x) = 1; then
z ≺ x and so; by Claim 1; y ≺ t. Thus ‘(y; t) = 1.
Assume that the above statement is true for k6 n and suppose that ‘(z; x)=n+1¿ 2.
Choose a∈P such that z ≺ a¡x and note that a ‖y. Then, by Claim 1, there exists
b∈y ∨ a with y ≺ b and b6 t. If t = b, then y ≺ t and so, by the dual of Claim 1,
z ≺ x. This contradicts ‘(z; x)¿ 2. So b¡ t. Since y6 b¡ t ∈ x ∨ y it follows that
x  b. Also, since y6 b and x ‖y; b x. Thus x ‖ b.
Let c∈ x ∧ b such that c¿ a. Then, since z ∈ c ∧ y, b∈ c ∨ y; y ≺ b, and c 	=y, it
follows from the dual of Claim 1 that z ≺ c. Since c¿ a¿z it follows that c= a. So
a∈ x ∧ b.
At this stage we have x ‖ b, a∈ x ∧ b, t ∈ x ∨ b, and ‘(a; x) = n. It follows from the
induction hypothesis that ‘(b; t) = n. Hence ‘(y; t) = n + 1 and the proof of Claim 2
is complete.
Assume P is not a modular multilattice. Then there exist a; b; c∈P such that (a∧b)∩
(a∧c) 	= ∅, (a∨b)∩(a∨c) 	= ∅, and b¡c. Note that a ‖ c and a ‖ b. If z ∈ (a∧b)∩(a∧c)
and t ∈ (a ∨ b) ∩ (a ∨ c), then, by Claim 2, ‘(a; z) = ‘(t; c) and ‘(a; t) = ‘(z; b). But
‘(z; t) = ‘(a; z) + ‘(a; t) = ‘(t; c) + ‘(z; b)¡‘(z; t). This contradiction completes the
proof of the Theorem.
4. Conclusions and problems
A .nite lattice L is upper semimodular if and only if M () ⊆ U (c1=2()) for any
pro.le . This fact is not true for posets. Speci.cally, we gave an example of a .nite
bounded poset P and a pro.le  on P such that P is upper semimodular and M ()*
U (c1=2()). This example forced us to look at other possible extensions of c1=2. Two
such extensions are c;' and c'. We showed that a .nite poset P is upper semimodular
if and only if M () ⊆ c;'() for any pro.le  and is strong upper semimodular if and
only if M () ⊆ c'() for any Up pro.le . If P is a lattice then upper semimodular
and strong upper semimodular are the same condition and c;'()=c'()=U (c1=2())
for any pro.le .
We now suggest some open problems based on Theorem 11. A multilattice P is said
to be distributive if whenever a; b; c∈P, (a ∧ b) ∩ (a ∧ c) 	= ∅, (a ∨ b) ∩ (a ∨ c) 	= ∅,
then b= c (see [6]). In particular, if P is a lattice, then we get the usual notion of a
distributive lattice. Is it true that a .nite bounded poset P is a distributive multilattice
exactly when M () = c'() ∩ c′'() for any pro.le ? The answer is yes if P is
a lattice [2,17]. On the other hand, equality in condition (ii) of Theorem 11 does
not provide a characterization of distributivity. For example, if P is the .ve-element
nondistributive lattice {0; 1; a; b; c} where a; b, and c are pairwise noncomparable and
=(a; b; c), then M ()=c()∩c′(). For what class of lattices, or multilattices, do we
get M () = c()∩ c′() for any pro.le ? It is tempting to conjecture that this would
be the class of modular lattices. But it is not. For a counter-example look at Example
3 in [11, p. 271]. This leads to one last problem. Find consensus functions f and f′
on a .nite lattice L that correspond, in some sense, to majority rule and dual majority
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rule such that L is modular if and only if M () = f() ∩ f′() for any pro.le 
on L.
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