Abstract
Introduction
Relevance feedback (RF) has shown to be extremely useful in text retrieval (TR) applications [7] , and is now being applied in some content-based image retrieval systems (CBIRSs) [5, 9] . Since human perception of image similarity is both subjective and task-dependent [lo, 11, we believe RF to be an essential component of a CBIRS. By augmenting the query with features from relevant and non-relevant retrieved images, a query can be produced which better represents the user's information need.
Performance evaluation is a difficult problem in contentbased image retrieval, largely due to the subjectivity and task-dependence issues mentioned above. For these reasons evaluation must involve experiments with several real users. Examples of such studies exist but much published work contains little or no quantitative performance evaluation. The CBIR community still lacks a commonly accepted database of images, queries and relevance judgments, such as the TREC databases used in TR.
The evaluation of retrieval performance has been thoroughly studied in the TR community [6] . One of the most common measures, the Precision vs. Recall (PR) graph [6, 111, is now increasingly used in CBIR [8, 91. In this paper, performance results are presented in the form of PRgraphs averaged over several users and several queries.
To evaluate the interactive performance of a system and the effectiveness of RF, new measures need to be developed. These can be based on relevance judgments by real users and automated feedback to evaluate the ability of a system to adapt to the user's needs.
Related work
In TR, RF was introduced as early as the late 60's (e.g. in the SMART system), and was shown to improve results significantly. It was shown later that the use of negative feedback could enhance performance strongly. However, too much negative feedback can "destroy" a query. Consequently, it was proposed that the positive and negative components should be weighted separately [4] (see $4.1.4).
The use of RF in CBIR is more recent, and fewer feedback strategies have been investigated, especially for negative feedback. Huang and Mehrotra propose several levels of feedback and get better results than before feedback [5] . In PicHunter, Bayesian feedback is used to present the user with choices which maximize information gain when searching for a given target. It is often stated that the systems perform better after feedback, but quantitative measurements are seldom done.
The Viper system
The Viper-system, inspired by TR systems, uses a very large number of simple features'. The present version em- ploys both local and global image color and spatial frequency features, extracted at several scales, and their frequency statistics in both the image and the whole collection. The intention is to make available to the system low-level features which correspond (roughly) to those present in the human vision system.
More than 80000 features are available to the system. Each image has 0(103) such features, the mapping from features to images being stored in an inverted file. The use of such a data structure, in conjunction with a feature weighting scheme, means that textual features are treated in exactly the same way as visual ones. Further details about the architecture of the Viper system can be found in [9].
We use 2500 diverse images supplied by Ttltvision Suisse Romande. In the experiment, 3 users gave judgments for 14 query images. The users chose different and varying numbers of relevant images for each query. These experiments are described in detail in [3] . The two main strategies for RF are either (1) to make separate queries for each feedback image and merge the query results or (2) to create a "pseudo-image" from the feedback images and execute a query with this image. Viper uses the second method by combining the features from the feedback images and normalizing their frequencies.
Automated feedback
Automated RF can be applied once user judgments for an image collection exist. Thus a reproducible RF for every user can be simulated based upon the judgments and the initial query results of a system. Via this technique, the flexibility of a system with respect to the users' needs can be measured, e.g. by feeding back the images the user judged as relevant and which were returned in the top n = 20 of a query result. This technique can be used to compare different feedback strategies or to enhance user queries by automatically creating negative feedback.
Positive feedback alone
Positive feedback is limited to preselected images and weights the features of these images more strongly. As all high ranked returned images have many features in common, the non-relevant images may also be ranked highly in the next step. For this feedback, we select as relevant all the images from the initial query result which the user judged to be relevant. We chose images for feedback from the first 20 highest ranked response images, which is a reasonable number to display on screen simultaneously. 50 is regarded as the maximum number of images a user might normally browse, and 100 is used to show the improvements. The improvement in performance using RF is quite large as can be seen in Figure 1 . When using only feedback from the first 20 result images, the PR-graph is improved by 20% in some areas. Using 50 images for E W gives an additional improvement of about 10% in most regions. The use of 100 images improves only some parts of the graph by an additional 5%. Some of the improvement comes only from relevant images being ranked higher in the top n and not from retuming new relevant images.
Positive and negative feedback
Negative feedback can improve the query result greatly, but it is important to use the right images as negative feedback so as not to inhibit any important features. Many systems have problems with too much negative feedback. Based on these facts, we apply a variety of methods for automatic selection of negative RF. Positive images from the top 20 returned were still all selected as positive feedback. As negative feedback, we chose the first two and the last two nonrelevant answer images. Since they influence different parts of the PR-graph we also combine the two strategies.
We can see in Figure 2 that returning the first two images as negative feedback improves the beginning of the PR-graph by 4 to 5%; using the last two improves the middle of the PR-graph by up to 7%. The combination of both improves all parts of the graph by up to 9%. This shows that different negative feedback images improve different parts of the graph significantly by removing different areas of feature space from the query.
With this knowledge, a query from a user who only uses positive feedback can be improved by automatically supplying non-selected images as negative feedback. 
Different feedback weightings
As we know, different negative feedback images can improve different park of the PR-graph but also decrease performance when used in excess. We therefore minimize the latter effect by weighting the images with a factor other than -1, and we can feed back all neutral images as negative RE In Figure 3 , we can see that the value of -0.2 yields the best curve in most areas, only in the end the curve with -0.3 is better but these last parts of a PR-graph are not as important since they only give information about images which are not shown to the user. The -0.3 curve is sometimes even worse than the curve with only positive feedback. The value of -0.2 creates improvementsof up to 7 or 8%. Using higher weightings does not bring any further improvements.
A good idea might be to create negative feedback automatically with a low weighting when the user does not use any or enough negative feedback.
Separately weighted feedback
Problems due to too much negative feedback in TR were addressed by Rocchio 
Algorithm of Rocchio ---.
Weighting -1 for all negatives - This technique significantly improves the query results (up to 9%). This is better than the other methods for positive and negative feedback. Clearly, we still need to test whether the weightings of 0.65 and 0.35 are as good for CBIR as they proved to be for TR, but we already made the result more or less independent from the number of positive and negative feedback images. Using this method with a larger number of result images (e.g. 50 as in 54.1.1) improves the results even more.
Several steps of feedback
To measure the interactive performance of a system, we need to consider more than one step of RF since browsing is a crucial task for CBIR [2] . We thus made experiments with several steps of RF. Figure 5 shows the results using two steps of only positive feedback. The major improvement occurs at the first feedback step (20%). For the second step, it is rather small (2 to 3%). The improvement with positive and negative feedback is remarkable for the first four steps where the results continuously get better. The first step already shows an improvement of about 25% and the second step an additional 10%. In the third step the result improves by about 10% in the beginning and by 8% in the middle parts. The gain for the fourth is 5% in the middle and as well in the end. This improvement in the end means that images which were far away from the initial query have been moved closer. These results show the great importance of negative RF for the browsing process. The effect of positive feedback almost disappears after only one or two steps so the possibility to move in feature space is limited. Negative feedback offers many more options to move in feature space and find target images. Even hard queries are continuously improved at each feedback step. This flexibility to navigate in feature space is perhaps the most important aspect of a CBIRS.
Conclusion
In this article we show the influence of various RF strategies on the query result. RF always improves the results. However, too much negative feedback can destroy the query. This can be avoided by using Rocchio's technique of separately weighting positive and negative features. We showed that several steps of positive and negative feedback increasingly enhance the query results, thus allowing navigation within the database. Using a larger number of images as a source for feedback improves results, but this potential is limited by the number of images a user really inspects.
Using a variety of automated RF strategies, we can evaluate the flexibility of a CBIRS. It is important that using several steps of feedback continues to improve the results, so that the feature space can be explored thoroughly. Several steps of positive and negative RF can form a basis for evaluating the interactive performance of a CBIRS.
The good performance of negative RF leads to the idea of automatically feeding back neutral images as negative if
