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This paper investigates the operational semantics of temporal logic programs. To this end, a
temporal logic programming language called Framed Tempura is employed. The evaluation
rules for both the arithmetic and Boolean expressions are deﬁned. The semantic equiva-
lence rules for the reduction of a program within a state is formalized. Furthermore, the
transition rules within a state and transition rules over an interval between conﬁgurations
are also speciﬁed. Moreover, some examples are given to illustrate how these rules work.
Thus, the executable behavior of framed programs can be captured in an operational way.
In addition, the consistency between the operational semantics and the minimal model
semantics based on model theory is proved in detail.
© 2008 Elsevier Inc. All rights reserved.
1. Introduction
Temporal logic (TL) [1,2,26,27,30,34]was proposed for the purpose of speciﬁcation and veriﬁcation of concurrent systems.
However, veriﬁcation has suffered fromadisadvantage that different languages have been used forwriting programs,writing
about properties of programs, and writing about whether and how a program satisﬁes a given property. One way to simplify
this is to use the same language in each case. Therefore, a number of programming languages based on temporal logics have
emerged in the past two decades, such as XYZ/E [31], Tempura [26], TOKIO [33], Framed Tempura [18] andMETATEM [12,14],
and others [3,29,13,15]. However, many aspects of programming in temporal logic programming languages are not well
investigated (at least in Tempura). For instance, one such an aspect is the problem of framing, and the other is synchronous
communication for parallel processes.
Projection temporal logic (PTL) [16,17,18,21] is an interval-based temporal logic, which is a useful formalism for reasoning
about period of timewith hardware and software systems. It can handle both sequential and parallel compositions, and offer
useful and practical proof techniques for verifying concurrent systems. PTL augments interval temporal logic (ITL) [26] to
include inﬁnitemodels, past temporal operators (such asprevious operator ( -©)) andanewprojectionoperator (prj) for dealing
with concurrent computation. The key construct used in PTL is the new projection construct, (p1, . . . , pm) prj q, which can be
thought of as a combination of the original parallel and projection constructs in ITL [26]. Further, an executable subset of PTL,
called Framed Tempura, is developed. Framed Tempura can implement not only the basic statements in Tempura [26] but
also the new projection operator (prj), synchronous communication (await), and framing (frame). The related contributions
about PTL and Framed Tempura can be found in [16,17,18,19,20].
For convenience of the discussion, we assume that readers have basic knowledge of TL and brieﬂy introduce only some
necessary concepts relevant to PTL and ITL. The detailed formal deﬁnitions of these concepts are given in Section 2. An interval
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is a ﬁnite or inﬁnite sequence of states which map atomic propositions to Boolean values and variables to their domain. The
length of a ﬁnite interval is the number of states minus 1 and speciﬁed by operator len(i) (i ∈ N0) while the length of an
inﬁnite interval is ω. An interval with length 0 is denoted by empty. The basic temporal operators are next (©) and chop
(;). ©P holds over an interval iff P holds from the next state; P;Q holds over an interval iff the interval can be split into 2
intervals and P holds over the ﬁrst one while Q holds over the second one. The derived formula halt(P) holds over an interval
iff P holds only at the last state.
1.1. Framing issue in temporal logic programming
Framing is concernedwithhowthevalueof a variable canbe carried fromone state to thenext. It has beenemployedby the
conventional imperative languages for years. Temporal logic programming (TLP) offers no ready-made solution in this respect
as variables’ values are not assumed to be carried forward. In the 1990s, framing issue was discussed amongst researchers
interested in TLP. However, although considerable attention has been given to framing [10,11,34,35,32], no consensus has yet
emerged as to what is the best underlying semantics of framing operators and how to well formalize framing in a satisﬁable
and practicable manner. Firstly, let us begin with a simple example in Tempura [26]:
Program(1) : (I = 1) ∧ ((J := 2) ; (J := I + J))
where “;” (chop) is a sequential operator, “=” assigns a value to a variable at the current state, and “:=” does the same at the
next state.
The program only tells us that I = 1 at the initial state of an interval over which the program is interpreted, and that J = 2
at the second state. One might expect (or even require) that J = 3 (the sum of the values of I and J) at the third state, but the
program does not guarantee this. The reason is that I is unspeciﬁed at the second state, and so J is unspeciﬁed at the third
state (as well as in the initial state). There are several ways to achieve the desired effect, and an ad hoc ﬁx to the problem is
to make the stability of values of variables explicit. The above example would then be rewritten as:
Program(2) : (I = 1) ∧ (more → (©I = I)) ∧ ((J := 2) ; (J := I + J))
where  is the modal operator associated with the temporal “always”, © is the “next” operator, and more means that the
current interval is not yet over.
Now I is assigned its current value repeatedly, from one state to another, so that its value is inherited. But these additional
assignments are tedious andmay decrease the efﬁciency of the program. Although for a small program repeated assignments
may be tolerable, in some cases they may be unacceptable. It is therefore important to have an efﬁcient method (a framing
technique, for instance) allowing one to carry forward values of variables, from the current state to the next.
There are at least two realistic ways to go about framing. One way is directly associated with the deﬁnition of the
assignment operator as [11] does in an algebraic programming language. There the assignment is deﬁned as follows:
(x := e) def= (x′ = e) ∧ (y′1 = y1) ∧ · · · ∧ (y′m = ym),
where the apostrophes represent the new values of variables, and y1, . . . , ym are all the remaining variables of a program
(In Tempura, equivalently, x := e def= (©x = e) ∧ (more → ©y = y)(y ∈ V − {x}). Intuitively, whenever a variable is assigned a
value, all the other variables remain stable. However, this method can only manage framing in a limited case in which all
variables are framed, and the conjunction of assignments is forbidden since (x := e) ∧ (y := f ) is false whenever e (or f ) does
not evaluate to the current value of x (resp. y). Since in Tempura parallel composition is based on conjunction, adopting the
above strategy for framing would rule out parallel assignments.
Anotherway to introduce framing is through an explicit operator, enabling one to establish a ﬂexible framed environment
in which framed and non-framed variables can be mixed, with framing operators being used in sequential, conjunctive and
parallel manner. Within the PTL framework, Duan [16,17] brings forward a new assignment operator (⇐) and an assignment
ﬂag (af), and then deﬁnes a framing operator frame(x). Thus, a framing technique based on an explicit framing operator iswell
formalized. Further, based on the proposed framing technique, Framed Tempura, an executable version of framed temporal
logic programming language is developed. Now we rewrite Program(1) in Framed Tempura as
Program(3) : frame(I) ∧ (I = 1) ∧ ((J := 2) ; (J := I + J))
where frame(I) means that variable I always keeps its old value over an interval if no assignment to I is encountered. Thus, I
can inherit the value from the initial state to the next, i.e., I is also assigned 1 at the second state. Therefore, J equals to 3 at
the third state. The formal deﬁnitions of the framing operator are introduced in Section 2.
Another problem that must be dealt with in temporal logic programming is that of communication between concurrent
processes. Some models of concurrency involve shared variables, and some involve asynchronous channels, e.g., CCS [8,9]
and CSP [7,6]. In TLP languages, such as XYZ/E [31,32] and Tempura [16,17,26], such a communication is based on shared
variables. To effect communication between parallel processes in a shared variables model, a synchronization construct
await(c), or some equivalent, is required [2]. The meaning of await(c) is simple: it changes no variables, but waits until the
condition c becomes true, at which point it terminates.
How could the await(c) construct be implemented in a TLP like Tempura? To start with, the halt(c) statement might play
a role similar to that of await(c). However, halt(c) requires that c become true only at the end of an interval, and it does not
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prevent the variables from being changed. Thus problems arise whether we adopt repeated or un-repeated assignments,
when we attempt to synchronize parallel components. For instance, the program:
Program(4) : (I = 0) ∧ halt(I = 1) ∧ len(2)
where len speciﬁes the temporal length of an interval, is satisﬁed by any interval comprising three states such that I = 0 and
I = 1 at the ﬁrst and third state, respectively. On the other hand, if we used repeated assignment, the program:
Program(5) : (I = 0) ∧ (more → (©I = I)) ∧ halt(I = 1) ∧ len(2)
is obviously unsatisﬁable. As another example, the program:
Program(6) : (I = 0) ∧ halt(I = 1)
is satisﬁable over an interval such that I = 0 in its ﬁrst state, and I = 1 in the last one. It terminates at some indeﬁnite state
where I = 1 because I is only deﬁned at the initial state. On the other hand, if we use the repeated assignment, the program:
Program(7) : (I = 0) ∧(more → (©I = I)) ∧ halt(I = 1)
would be waiting for (I = 1) to become true. No process acting in parallel can set I to 1, since such an assignment would
conﬂict with I = 0. So the program is also unsatisﬁable. The difference between programs (5) and (7) is that the former
speciﬁes the length of the interval over which the program is executed is 2 but the latter leaves the interval unspeciﬁed.
Solving thisproblemcanalsobeattemptedbyasuitable framing technique. The framing techniquewithanexplicit framing
operator, theminimalmodel semantics of framedprograms, the communication and synchronizationwith construct await(c)
with Framed Tempura can be found in [16,17,18]. In this paper, we focus on the operational semantics of Framed Tempura.
1.2. Operational semantics of TLP
Semantics of a program in imperative languages can be captured in an operational or denotational or axiomatic manner.
In temporal logic programming, these semantics of a program can also be investigated. Since a temporal logic programming
language, e.g., Tempura, is a subset of the corresponding logic, and the logic has its model theory and axiomatic system, the
semantics of a program can be captured naturally by the model theory and axiomatic theory respectively. Of course, when
executed, a program can also be interpreted in a more operational way.
In the Tempura community, several interpreters have been developed for years. Moszkowski developed the ﬁrst Lisp
version [26] for the original Tempura in 1983; Hale built a C version [10] for Tempura in 1986; Duan extended Tempura
with framing and a new projection operator (prj) and developed an interpreter of Framed Tempura in Prolog [16,17] in 1992;
recently, a research group in Xidian University has built an interpreter for Framed Tempura in C++ [23]; with this version,
frame, await operators, a new projection operator, and pointers are all implemented.
Although these interpretersworkwell for their ownpurposes, however, no formal operational semantics has beengiven so
far. This prevents us from carrying out the veriﬁcation and analysis of programs in a rigorous way since the formal semantics
is an essential prerequisite for formal veriﬁcation.
Therefore, in this paper, we are motivated to investigate the operational semantics of temporal logic programs based on
Framed Tempura. The main contribution of the paper is three-fold: (1) improved the reduction rules given in an abstract
conference paper [22], and completed the proofs of all lemmas and theorems; (2) proved the consistency between the
minimal model semantics and the operational semantics; (3) investigated the operational semantics for non-deterministic
programs and formalized reduction rules for the programs.
The conﬁguration of framed temporal logic programs is deﬁned in terms of quadruple (prog, σi−1, si, i); where prog is a
program, σi−1 is an interval over which prog is executed, and si denotes ith state; further, the evaluation rules for expressions
are formalized; these rules enable us to evaluate values of expressions not only at the current state but also in the previous
and next states.
To reduce the interval temporal logic programs, the reduction process can be divided into two phases: one for state
reduction and the other for interval reduction. For the state reduction, we give semantic equivalence rules and transition
rules within a state. Semantic equivalence rules ensure that any well-formed framed program can be reduced to its normal
form;whereas transition rules are speciﬁed for two purposes: one for dealingwith concurrent assignments, and the other for
capturingminimal semantics bymeans of choosing variableswith theminimal set of propositions. For the interval reduction,
we pay attention to how a program is being executed fromone state to the next. So a group of transition rules over intervals are
formalized. Basically, this approach of studying operational semantics is mainly based on structural operational semantics
(SOS) [4]. With this method, we need not consider any abstract machine models and memory for accessing programs.
Further, the reduction of a framed program is managed by reduction rules and the semantics of programs is captured in
a dynamic manner. In fact, when the reduction process terminates, interval σ is the minimal model of the program prog.
The consistency between the minimal model and the operational semantics of a terminable program is proved. Further, the
consistency between the two semantics with inﬁnite intervals is also proved by means of the Knasker–Tarski ﬁxed-point
theorem [5].
In thenext section, projection temporal logic (PTL) andFramedTempura arebrieﬂy introduced. Section3presentsminimal
model semantics for capturing the intended meaning of Framed Tempura; In Section 4, the operational semantics of framed
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programs are investigated; to do so, a conﬁguration for a program is deﬁned; and semantic equivalence rules, transition rules
within a state and transition rules over intervals are also speciﬁed to capture themeaning of programs. Further, some examples
are given to illustrate how the reduction rules work. In addition, the consistency between the operational semantics and the
minimal model semantics is proved in Section 5. Finally, conclusions are drawn in Section 6.
2. Preliminaries
Projection temporal logic (PTL) [16,17,19] is an extension of interval temporal logic (ITL) [26]. It is a ﬁrst order temporal
logic [30,2] with projection.
2.1. PTL
2.1.1. Syntax
Let Prop be a countable set of propositions and V be a countable set of typed variables. B = {true, false} represents the
Boolean domain.D denotes all data needed by us including integers, lists, sets etc. The terms e and formulas p are inductively
deﬁned as follows:
e ::= v | ©e | -©e | beg(e) | end(e) | f (e1, . . . , en),
p ::= π | e1 = e2 | P(e1, . . . , en) | ¬p | p1 ∧ p2 | ∃v : p | ©p | -©p | (p1, . . . , pm) prj p | p+,
where v is a variable, and π a proposition. In f (e1, . . . , en) and P(e1, . . . , en), f is a function and P a predicate. It is assumed that
the types of the terms are compatible with those of the arguments of f and P. In particular, when n = 0, f is a constant term.
A formula (term) is called a state formula (term) if it does not contain any temporal operators, i.e., next (©), previous
( -©), beginning value (beg), ending value (end), projection (prj) and chop-plus (+); otherwise it is a temporal formula (term).
Temporal operators previous ( -©) and beginning value (beg) are called past temporal operators, whereas next (©), ending value
(end), projection (prj) and chop-plus (+) are future temporal operators. A formula is called a non-past (non-future) formula if
it does not contain any past (future) temporal operators.
2.1.2. Semantics
1. States
A state s is a pair of assignments (Ivar , Iprop)which, for each variable v ∈ V gives s[v] def= Ivar [v], and for each proposition
π ∈ Prop gives s[π ] def= Iprop[π ]. Each Ivar [v] is a value in a data domain D or nil (undeﬁned) and the total domain is
denoted by D′ = D ∪ {nil}, whereas Iprop[π ] is a truth value in B.
2. Intervals
An interval σ
def= 〈s0, s1, . . .〉 is a non-empty sequence of states, possibly inﬁnite. The length of σ is deﬁned as follows.
|σ | =
{
n if σ = 〈s0, . . . , sn〉
ω if σ is inﬁnite
The empty sequence is denoted by , || = −1. To have a uniform notation for both ﬁnite and inﬁnite intervals, we will
use extended integers as indices. That is, we consider set N0 of non-negative integers and ω,
Nω = N0 ∪ {ω}
and extend the comparison operators:=,<,≤, toNω by consideringω = ω, and for all i ∈ N0, i < ω. Moreover, we deﬁne
 as ≤ −{(ω,ω)}. To simplify deﬁnitions, we will denote σ as 〈s0, . . . , s|σ |〉, where s|σ | is undeﬁned if σ is inﬁnite. With
such a notation, σ(i,..,j)(0 ≤ i  j ≤ |σ |) denotes the sub-interval 〈si, . . . , sj〉.
3. Interpretations
An interpretation for a PTL term or formula is a tuple I def= (σ , i, k, j), where σ is an interval, i, k are integers, and j an
integer or ω such that i ≤ k  j ≤ |σ |. Intuitively, we use (σ , i, k, j) to mean that a term or formula is interpreted over a
subinterval σ(i...j) with the current state being sk .
For every term e, the evaluation of e relative to I is deﬁned as I[e], by induction on the structure of the term, as shown
in Fig. 1.We use Ikvar and I
k
prop to denote the state interpretation at state sk . The pair xi : ei means that Ikvar [xi] = ei, where
xi ∈ V , ei ∈ D. Each m-place function symbol f has an interpretation I[f ] which is a function mapping m elements in
D′m to a single value in D′. Interpretations of predicate symbols are similar but map to truth values. We assume that I
gives standard interpretations to operators such as +,−, *, and <,>,≤,≥,=, etc.
Projection construct (p1, . . . , pm) prj q, which can be thought of as a combination of the parallel and the projection
operators presented in [26]. Intuitively, it means that q is executed in parallel with p1 ; · · · ; pm (“;” (chop) is a
sequential operator) over an interval obtained by taking the endpoints of the intervals over which p1, . . . , pm are
executed. The projection construct permits the processes p1, . . . , pm, q to be autonomous, each process having the right
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Fig. 1. Interpretation of PTL terms.
Fig. 2. A projected interval.
to specify the interval over which it is executed. In particular, the sequence of processes p1, . . . , pm and process qmay
terminate at different time points.
To deﬁne the semantics of the projection construct we need an auxiliary operator. Let σ = 〈s0, s1, . . .〉 be an interval
and r1, . . . , rh be integers (h ≥ 1) such that 0 ≤ r1 ≤ · · · ≤ rh  |σ |.
σ ↓ (r1, . . . , rh) def= 〈st1 , st2 , . . . , stl 〉.
The projection of σ onto r1, . . . , rh is the interval (called projected interval)where t1, . . . , tl are obtained from r1, . . . , rh by
deleting all duplicates. In other words, t1, . . . , tl is the longest strictly increasing subsequence of r1, . . . , rh. For example,
〈s0, s1, s2, s3〉 ↓ (0, 2, 2, 2, 3) = 〈s0, s2, s3〉.
As depicted in Fig. 2, the projected interval 〈s0, s2, s3〉 can be obtained by using ↓ operator to take the endpoints of each
process empty, len(2), empty, empty, len(1).
For a variable v, we will denote σ ′ v= σ whenever σ ′ is an interval which is the same as σ except that different values
can be assigned to v, and we call σ and σ ′ are v-equivalent. The operator concatenation (·) is deﬁned as follows.
σ · σ ′ =
⎧⎨
⎩
σ if |σ | = ω or σ ′ = ,
σ ′ if σ = ,
〈s0, . . . , si, si+1, . . .〉 if σ = 〈s0, . . . , si〉 and σ ′ = 〈si+1, . . .〉.
The meaning of formulas is given by the satisfaction relation, |=, which is inductively deﬁned in Fig. 3.
A formula p is said to be satisﬁed, denoted by σ |= p, if (σ , 0, 0, |σ |) |= p; a formula p is called satisﬁable if σ |= p for some
σ ; and p is called valid, denoted |= p, if σ |= p for all σ ; sometimes, we denote |= p ↔ q (resp. |= p → q) by p ≈ q (resp.↪→)
and |= (p ↔ q) (resp. |= (p → q)) by p ≡ q (resp. p⊃q), The former is called weak equivalence (resp. weak implication) and
the latter strong equivalence (resp. strong implication).
Example 1. Evaluate the formulap
def= x = 3 ∧ ©y = x*3+ 1according to the interval σ = 〈(I0var , I0prop), . . .〉where I0var = {x : 3}
and I1var = {y : 10}. We do not need to specify Iiprop in this example.
(σ , 0, 0, |σ |) |= x = 3 ∧ ©y = x*3+ 1
⇐⇒ (σ , 0, 0, |σ |) |= x = 3 and (σ , 0, 0, |σ |) |= ©y = x*3+ 1
⇐⇒ (σ , 0, 0, |σ |)[x] = (σ , 0, 0, |σ |)[3] and
(σ , 0, 0, |σ |)[©y] = (σ , 0, 0, |σ |)[x]*(σ , 0, 0, |σ |)[3] + (σ , 0, 0, |σ |)[1]
⇐⇒ s0[x] = 3 and (σ , 0, 1, |σ |)[y] = s0[x]*3+ 1
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⇐⇒ I0var [x] = 3 and s1[y] = s0[x]*3+ 1
⇐⇒ 3 = 3 and I1var [y] = I0var [x]*3+ 1
⇐⇒ 3 = 3 and 10 = 3*3+ 1
⇐⇒ true
Therefore, σ |= p.
In the process of evaluation, each step proceeds in virtue of the semantics of PTL terms and formulas. When the value
of a variable xi is irrelevant, the pair xi : ei may not be shown. Similarly, Iprop need not be speciﬁed if propositions are not
involved in formulas.
2.1.3. Derived formulas and logic laws
Fig. 4 shows us some useful formulas derived from elementary PTL formulas. empty represents the ﬁnal state and ﬁrst
expresses the left end state of an interval; more speciﬁes that the current state is a non-ﬁnal state; p (namely sometimes
p) means that p holds eventually in the future including the current state; p (namely always p) represents that p holds
always in the future from now on;
⊙
p (weak next) tells us that either the current state is the ﬁnal one or p holds at the next
state of the present interval; Prj(p1, . . . , pm) represents a sequential computation of p1, . . . , pm since the projected interval is
a singleton; and p ; q (p chop q) represents a computation of p followed by q, and the intervals for p and q share a common
state. That is, p holds from now until some point in future and from that time point q holds. Note that p ; q is a strong chop
which always requires that p be true on some ﬁnite subinterval.
len(n) speciﬁes the distance n from the current state to the ﬁnal state of an interval; skip means that the length of the
interval is one unit of time. ﬁn(p) is true as long as p is true at the ﬁnal state while keep(p) is true if p is true at every state but
the ﬁnal one. The formula halt(p) holds if and only if formula p is true at the ﬁnal state. Further, if b then p else q, while b do p
and p‖q can also be deﬁned by our underlying logic.
Fig. 3. Interpretation of PTL formulas.
Fig. 4. Derived PTL formulas.
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Table 1 PTL laws: x is a static or dynamic variable andw is a state formula
A PTL formula p is left end closed (lec-formula) if (σ , k, k, j) |= p ⇐⇒ (σ , i, k, j) |= p, for any interpretation (σ , i, k, j). Similarly,
q is right end closed (rec-formula) if (σ , i, k, k) |= q ⇐⇒ (σ , i, k, j) |= q for any interpretation (σ , i, k, j). Intuitively, being lec-
formula means that if p holds over a subinterval σ(k..j) resulting from σ(i..j) by chopping it at the state sk , then p does not refer
to any state to the left of sk , and similarly for a rec-formula. For instance,(more → ©(p1 ↔ -©p2)) is a lec-formula, and ﬁrst
is a rec-formula. If p is a state formula, then p is a lec-formula as well as a rec-formula. A formula is called a terminal formula
if p ≡ p ∧ empty. A formula p is non-local if σ |= p implies |σ | ≥ 1.
Theorem 1. The logic laws in Table 1 hold.
The proof of these logic laws can be found in [16,17,18]. They are useful for reasoning about programs.
2.1.4. Replacement of variables
To reduce a program, we often use the substitution of terms for terms or variables. It is assumed that a static variable
remains the same over an interval whereas a dynamic variable can have different values at different states. A formula (or
term) is called static if it does not refer to any dynamic variable. However, the substitution is required to be compatible or
admissible. In the following, we deﬁne these concepts in details.
Deﬁnition 1. Let τ be a formula or term. If t is a term and x a variable used in τ , then τ [t/x] denotes the result of simultaneous
replacementof all freeoccurrencesof xby t in τ . The replacement is called compatible if either x and t are static or x is dynamic.
In the following, we write τ(x) to imply that τ has one or more occurrences of variable x and that there is no quantiﬁcation
over x.
Deﬁnition 2. The replacement τ [t/x] is called admissible for τ(x) if it is compatible and none of the variables appearing in
t is quantiﬁed in τ . We also say that t is admissible for x in τ(x) and write τ(t) to denote τ [t/x].
Theorem 2. For a state term e(x) and terms t1, t2 that are admissible for x in e(x), we have
t1 = t2 ⊃ e(t1) = e(t2)
Proof. The proof of Theorem 2 can be found in [16,17] and the Appendix. 
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Note that the condition e(x) being a state term is necessary for Theorem 2. For instance, taking e(x) to be ©x, and t1, t2 to
be x, y respectively, x = y does not imply©x = ©y. We generalize e(x) to a function f with aritym ≥ 0 and has the following
consequence.
Corollary 3. For a state term f (x1, . . . , xm), and state terms t1, . . . , tm, e1, . . . , em that are admissible for x1, . . . , xm in f (x1, . . . , xm),
we have
(t1 = e1 ∧ · · · ∧ tm = em) ⊃ (f (t1, . . . , tm) = f (e1, . . . , em))
Proof. The proof of Corollary 3 can be found in [16,17] and the Appendix. 
Theorem 2 and Corollary 3 are useful for reducing terms like equations. As an example, taking the function f as a binary
operation such as +,−, *, the equation x − y = 2 ∧ x + y = 0 can be reduced as follows:
x − y = 2 ∧ x + y = 0
⊃ (x − y) + (x + y) = 2+ 0
⊃ 2*x = 2
⊃ x = 1
We can further get y = −1. Similarly, it is also applicable for reducing an equation with an unary operation such as square
(x2) and square root ( 2
√
x). For example
x2 = 4
⊃ x = 2 or x = −2
2.2. Framed Tempura
The programming language we use is Framed Tempura, a subset of PTL, which augments Tempura with inﬁnite models,
framing and a new projection (prj) operator. Further, the variables within a program can refer to their previous values.
2.2.1. Syntax
As an executed language of PTL, Framed Tempura consists of expressions and statements. Expressions can be regarded as
PTL terms, and statements as PTL formulas.
1. Expressions
Thepermissiblearithmeticexpressione in thispaper is conﬁned toconstants, variables, restricted temporal expressions
©x (next expression) and -©x (previous expression)
e ::= n | x | ©x | -©x | e0 op e1 (2.1)
where n is an integer, x a variable and op ::= +| − |*|/|mod.
The Boolean expression b is deﬁned by the following grammar.
b ::= true | false | ¬b | b0 ∧ b1 | e0 = e1 | e0 < e1 (2.2)
Boolean expressions are built on top of arithmetic expressions since the relational expressions in (2.2) involve arith-
metic expressions.
2. Statements
There are 11 elementary statements in Framed Tempura. Five of them, x = e,©p, p ∧ q, ∃v : p, and (p1, . . . , pm) prj q are
basic formulas in PTL; whereas the other six, if b then p else q, while b do p, p‖q, p ; q, empty and p are derived
formulas taken from PTL. For the purpose of inductively proving a property of programs, the assignment x = e and
empty can be thought of as basic statements and the others can be treated as composite statements. Conventionally,
x denotes a variable, e stands for an arbitrary arithmetic expression, b a Boolean expression, and p, p1, . . . , pm and q
programs.
• Assignment (Uniﬁcation) : x = e
• Conjunction statement : p ∧ q
• Conditional statement : if b then p else q
• Existential quantiﬁcation : ∃x : p
• Next statement : ©p
• Always statement : p
• Sequential statement : p ; q
• While statement : while b do p
• Parallel statement : p‖q
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Fig. 5. Possible executions of (p1, p2, p3) prj q.
Fig. 6. Computing using the projection.
• Projection statement : (p1, . . . , pm) prj q
• Termination : empty
The equality has two functions: assignment and comparison. The former is a statement in a program while the latter is in
a condition (Boolean expression) associated with conditional or iterative statements. The ‘next’ statement ©pmeans that p
holds at the next state, while pmeans that p holds in all the states from now on. The termination statement empty simply
means that the current state is the ﬁnal state of the interval over which a program is executed. The sequential statement
p ; q means that p holds from now until some point in future and from that time point q holds. The conditional statement
if b then p else q ﬁrst evaluates the Boolean expression; if b is true, then the process p is executed, otherwise q is executed.
The iteration while b do p allows process p to be repeatedly executed a ﬁnite (or inﬁnite) number of times over a ﬁnite
(resp. inﬁnite) interval as long as the condition b holds at the beginning of each execution. If b becomes false, then the while
statement terminates. One extreme case is the statement while b do empty, which is simply equivalent to ¬b ∧ empty.
The conjunction statement p ∧ qmeans that the processes p and q are executed concurrently and they share all the states
and variables during the mutual execution. Further, the parallel construction p‖q presents another concurrent computation
manner. The difference between p‖q and p ∧ q is that the former allows both processes p and q to be able to specify their own
intervals while the latter does not. E.g., len(2)‖len(3) holds but len(2) ∧ len(3) is obviously false. The existential quantiﬁcation
∃x : p intends to hide the variable xwithin the process p. It may permit a process p to use a local variable x. However, within
the temporal semantics, the concept of local variable is not effective.
In programming language terms, the interpretation of (p1, . . . , pm) prj q is somewhat sophisticated as we need two
sequences of clocks (states) running according to twodifferent time scales: one is a local state sequence, overwhich p1, . . . , pm
are executed, and the other is a global state sequence over which q is executed in parallel with the sequence of processes
p1, . . . , pm as follows (see Fig. 5). We start q and p1 at the ﬁrst global state and p1 is executed over a sequence of local states
until its termination. Then (the remaining part of) q and p2 are executed at the second global state, and p2 is executed
over a sequence of local states until its termination, and so on. Although q and p1 start at the same time, p1, . . . , pm and
q may terminate at different time points. If q terminates before some ph+1, then, subsequently, ph+1, . . . , pm are executed
sequentially. If p1, . . . , pm are ﬁnished before q, then the execution of q is continued until its termination.
Example 2. As already mentioned, projection can be thought of as a special parallel computation which is executed on two
different time scales. Consider the following formulas:
p1
def= len(2) ∧ (more → ((©i) = i + 2))
p2
def= len(4) ∧ (more → ((©i) = i + 3))
p3
def= len(6) ∧ (more → ((©i) = i + 4))
q
def= len(4) ∧ (i = 2) ∧ (j = 0) ∧ (more → ((©j) = j + i)).
Then executing (p1, p2, p3) prj q yields the result shown in Fig. 6.
We use a renaming method to reduce a program with existential quantiﬁcation. Given a formula ∃x : p(x) with a bound
variable x, we can remove the existential quantiﬁcation (∃x) from ∃x : p(x) to obtain a formula p(y) with a free variable y by
renaming x as y. To do so, we require that:
• y do not occur (free or bound) in the whole program such as (q ∧ ∃x : p(x));
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• y and x both be either dynamic or static;
• y substitutes for x only within the bound scope of x in ∃x : p(x).
In this case, we call p(y) a renamed formula of ∃x : p(x). Now we discuss some facts regarding renamed formulas.
Lemma 4. Let p(y) be a renamed formula of ∃x : p(x). Then, ∃x : p(x) is satisﬁable if and only if p(y) is satisﬁable. Furthermore,
any model of p(y) is a model of ∃x : p(x).
Proof. By Iexists, given a model σ , the following is true:
σ |= ∃y : p(y) iff there exists σ ′σ y= σ ′, and σ ′ |= p(y).
Thus, if σ |= ∃y : p(y) then there is a σ ′, σ ′ |= p(y). Conversely, for a model σ , if σ |= p(y), then σ |= ∃y : p(y) because σ is
trivially y-equivalent to itself. Thus, ∃y : p(y) is satisﬁable iff p(y) is satisﬁable; and any model of p(y) is a model of ∃y : p(y).
Moreover, by Law 20 in Table 1, ∃y : p(y) ≡ ∃x : p(x). Hence, Lemma 4 is true. 
The importance of Lemma 4 is that it guarantees the soundness of the renamingmethod for reducing programs involving
existential quantiﬁcations. From Lemma 4, it is clear that ∃x : p(x) and p(y) are equivalent in satisﬁability. To check whether
or not ∃x : p(x) is satisﬁable amounts to checking whether or not p(y) is satisﬁable. Once we ﬁnd amodel for p(y), this model
is also a model for ∃x : p(x). Therefore, to reduce ∃x : p(x), it is sufﬁcient to reduce p(y).
One may object to the renaming method by saying that it offends the original spirit by using local variables in a program.
However, we are investigating the temporal semantics of a programunder the logicmodel theory. To interpret a formulawith
an existential quantiﬁcation, the only interpretation law we can use is Iexists which does not seem to distinguish between
local and global variables at all. In the following, we give a deﬁnition of x-equivalent programs w.r.t. ∃x : p(x).
Deﬁnition 3. For a variable x, ∃x : p(x) and p(x) are called x-equivalent, denoted by ∃x : p(x) x≡ p(x), if for each model σ |=
∃x : p(x), there exists some σ ′, σ x= σ ′ and σ ′ |= p(x) and vice versa.
Deﬁnition 3 tells us that themodels of ∃x : p(x) and p(x) are the same ignoring variable x. Thus, we denote such the special
equivalence relation between programs as
x≡, which is the counterpart of the equivalence relation x= over the intervals. Notice
that, by Law 20 in Table 1, ∃x : p(x) ≡ ∃y : p(y), and by Deﬁnition 3, ∃y : p(y) y≡ p(y); so we say that ∃x : p(x) y≡ p(y) if p(y) is a
renamed program of ∃x : p(x), and the model of ∃x : p(x) can be obtained by hiding variable y in the model of p(y).
Example 3. Prog I
def= x = 1 ∧ y = 2 ∧ ∃x : (x = 2 ∧ y := 3x) ∧ x := x + y
x = 1 ∧ y = 2 ∧ ∃x : (x = 2 ∧ y := 3x) ∧ x := x + y
z≡ x = 1 ∧ y = 2 ∧ (z = 2 ∧ y := 3z) ∧ x := 1+ 2 (Prog II)
≡ x = 1 ∧ y = 2 ∧ z = 2 ∧ ©(x = 3 ∧ y = 6 ∧ empty) (x := e def= ©x = e ∧ len(1))
In this program,we use variable z, which does not appear in thewhole program, to replace local variable x, and denote the
renamed program by Prog II. Thus, we have Prog I
z≡ Prog II. Moreover, by Deﬁnition 3, themodel of Prog I can be obtained
by hiding variable z in the model of Prog II. Therefore, the model of Prog I is σ = 〈s0, s1〉 = 〈({x : 1, y : 2}), ({x : 3, y : 6})〉.
2.2.2. Framing
The introduction of a framing technique to temporal logic programming is motivated by both practical and theoretical
considerations: improving the efﬁciency of a programand synchronizing communication for parallel processes. Themeaning
of the framing operator, denoted by frame, can be stated as follows: frame(x) means that variable x always keeps its old value
over an interval if no assignment to x is encountered.
The crux of the above technique is how to perceive the assignments of values to variables. To identify an occurrence of
an assignment to a variable, say x, we make use of a ﬂag called the assignment ﬂag, denoted by predicate af(x); it is true
whenever an assignment of a value to x is encountered, and false otherwise. Note that it may not be used freely in a program
but only concerned with an assignment and a framing operator. af(x) is easy to understand but difﬁcult to formalize in a
logic framework. The problem is that a program provides only positive information, that is, some explicit assignments from
which we know those variables assigned explicitly within the program. However, what we need is negative information, i.e.,
those variables which do not encounter assignments at the current state.
For this purpose, we ﬁrst deﬁne a new assignment which is required by framing; then we deﬁne framing operators; and
ﬁnally, we present a minimal model-based approach for framing.
Let Sp = {x1, . . . , xn}(Sp ⊂ V) be a set of state (dynamic) variables within a program p and p = {px1 , . . . , pxn } be the set of
propositions associated with state variables. We assume that a program p does not involve propositions other than p. A
new assignment called positive immediate assignment is deﬁned as
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x ⇐ e def= x = e ∧ px
where px is an atomic proposition connectedwith variable x and cannot be used for other purpose. To identify an occurrence
of an assignment to a variable, say x, we make use of a ﬂag called the assignment ﬂag, denoted by a predicate af(x) which is
deﬁned as
af(x) def= px
The predicate af(x) is associated with some assignment operator and can be used to assert whether or not such an
assignment has taken place to x in the execution of a program. Whenever such an assignment is encountered, af(x) should
be true. Conversely, when af(x) is true, such an assignment should have been perceived in the execution of the program. As
expected, when x ⇐ e is encountered, px is set to true, hence af(x) is true; whereas if no assignment to x takes place, px is
unspeciﬁed. In this case, we will use a minimal model to force it to be false.
Armed with the assignment ﬂag, we can deﬁne state framing and interval framing operators. Intuitively, when a variable
is framed at a state, its value remains unchanged if no assignment is encountered at that state. A variable is framed over an
interval if it is framed at every state over the interval. We formalize this idea in Deﬁnition 4.
Deﬁnition 4 (Looking back framing).
lbf(x) def= ¬af(x) → ∃b : ( -©x = b ∧ x = b)
frame(x) def= (more → ©lbf(x))
where b is a static variable.
A dynamic variable x is said to be framed in program p if frame(x) or lbf(x) is contained in p. In this framing environment,
framed variables and non-framed variables can be mixed. So, a framed program can inductively be deﬁned as follows.
• x = e, x ⇐ e and empty are framed programs.
• lbf(x) and frame(x) are framed programs.
• if p1, . . . , pm, p, q are framed programs, so are the following:
p ∧ q, if b then p else q, while b do p, ∃x : p,©p,p, p ; q, p‖q, (p1, . . . , pm) prj q, empty
Theorem 5. The following laws hold:
1. x = e ≡ (px ∧ x = e) ∨ (¬px ∧ x = e).
2. lbf(x) ≡ px ∨ (¬px ∧ (x = -©x)).
3. lbf(x) ∧ x = e ≡ x ⇐ e -©x /= e.
4. lbf(x) ∧ x ⇐ e ≡ x ⇐ e.
Theequivalent laws inTheorem5areuseful to reduceassignment statements. InTable2, some interestingalgebraicproperties
regarding framing operators, such as idempotent, distributive, absorptive, and equivalent laws are given.
Let us recall that the ﬁrst order logic has the following properties:
1. reﬂexivity: {w1, . . . ,wn,w}  w.
2. monotonicity: if {w1, . . . ,wn}  w then {w1, . . . ,wn,u}  w.
3. transitivity: if {w1, . . . ,wn}  u and {w1, . . . ,wn,u}  w, then {w1, . . . ,wn}  w.
In the expressions above, w1, . . . ,wn,u,w represent formulas of logical language. From above (2), the ﬁrst order logic is
monotonic. That is, adding a formula to a theory has the effect of strictly increasing the set of formulas that can be inferred.
However, an important fact we claim is that adding framing operators to PTL makes the underlying semantics a radical shift
from monotonicity to non-monotonicity. We conclude it in Fact 6.
Fact 6. A logic involving framing operators is non-monotonic. That is, given formulas, w1, . . . ,wn, u, w, it may happen that
w1 ∧ · · · ∧wn → w, but w1 ∧ · · · ∧wn ∧ u → w does not.
Example 4. Consider a framed program: x = 1 ∧ frame(x) ∧ len(1). It is obvious that
x = 1 ∧ frame(x) ∧ len(1) ⊃ ©x = 1(*)
holds. However, adding the assignment ©(x = 2) to the left of implication (*), we have,
x = 1 ∧ frame(x) ∧ len(1) ∧ ©(x = 2) ⊃ ©x = 2
As the example shows, {x = 1, frame(x), len(1)} implies ©x = 1 but, by adding ©(x = 2), {x = 1, frame(x), len(1),©(x = 2)}
implies ©x = 2 rather than ©x = 1. Therefore, framing operators destroy monotonicity in our underlying logic.
X. Yang, Z. Duan / Journal of Logic and Algebraic Programming 78 (2008) 22–51 33
Table 2
Some algebraic properties of framing operators
3. Minimal model semantics of framed programs
We use canonical models to capture the semantics of non-framed programs in Tempura. These models are of the kind
described by Bidoit in [37]. In the following, we brieﬂy introduce the canonical models. Suppose that a program p contains a
ﬁnite set Sp of variables and a ﬁnite set p of propositions. A canonical interpretation on propositions is a subset Iprop ⊂ p.
Implicitly, propositions not in Iprop are false. Let σ = 〈(I0var , I0prop), . . .〉 be a model. We denote the sequence of interpretation
on propositions of σ by σprop = 〈I0prop, . . .〉. If there exists a model σ with σprop being canonical and σ |= P as in the logic, then
the program P is satisﬁable under the canonical interpretation on propositions. We denote this by σ |=c P, and call σprop a
canonical interpretation sequence (on propositions) of P. If σ |= P, for all σ with canonical σprop, then P is valid under the
canonical interpretation on propositions. We denote this by |=c P. Note that the deﬁnition of a canonical interpretation of
a program is independent of its syntax in the sense that it does not refer to the program’s structure. Hence it can also be
applied to temporal formulas.
Deﬁnition 5. Let p be a framed program, and 	p = {σ |σ |=c p}. Let σ1, σ2 ∈ 	p. We deﬁne
• σprop  σ ′prop iff |σ | = |σ ′| and Iiprop ⊆ I′iprop, for all 0 ≤ i ≤ |σ |.
• σ  σ ′ iff σprop  σ ′prop.
• σ  σ ′ iff σ  σ ′ and σ ′  σ .
• σ1 .= σ2 iff σ1  σ2 and σ2  σ1.
For instance, 〈(∅, {x:1})〉  〈({px}, ∅)〉, 〈({px}, {x:1})〉 .= 〈({px}, {x:2})〉.
Since a program can be satisﬁed by several different canonical models, one needs to carefully choose a model which
reﬂects its intended meaning. We now formulate a central deﬁnition.
Deﬁnition 6. Let p be a framed program, and I = (σ , i, k, j) be a canonical interpretation. Then the minimal satisfaction
relation |=m is deﬁned as
(σ , i, k, j) |=m p iff (σ , i, k, j) |=c p and there is no σ ′ such that σ ′  σ and (σ ′, i, k, j) |=c p.
Aminimal model of a program p is a canonical model σ such that (σ , 0, 0, |σ |) |=m p. We denote this by σ |=m p. Moreover, the
equivalence relations ≡m and ≈m as well as the strong implication relation⊃m can be deﬁned similarly as the relations≡, ≈
and ⊃.
The intendedmeaning of a program p is captured by its minimal model. For instance, if p is x ⇐ 1 ∧ frame(x) ∧ len(1) then
under theminimalmodel, x = 1 is deﬁned at both state s0 and s1, this is the intendedmeaning of p. However, within only the
canonical model, px is unspeciﬁed at state s1, so it could be true at s1. This causes x to be unspeciﬁed at state s1. Therefore,
x1 could be any value from its domain.
Deﬁnition 7. A framed program q is in normal form if
q
def=
( k∨
i=1
qei ∧ empty
)
∨
( h∨
j=1
qcj ∧ ©qfj
)
where k + h ≥ 1 and the following hold:
• qfj is an internal program, that is, one in which variables may refer to the previous states but not beyond the ﬁrst state
of the current interval over which the program is executed.
• each qcj and qei is either true or a state formula of the form p1 ∧ . . . ∧ pm (m ≥ 1) such that each p1(1 ≤ 1 ≤ m) is either
(x = e) with e ∈ D, x ∈ V , or px , or ¬px .
We simply write qe ∧ empty instead of
k∨
i=1
qei ∧ empty. Usually, if q terminates at the current state it is reduced to
qe ∧ empty; otherwise it is reduced to qcj ∧ ©qfj . Also, we call conjuncts, qei ∧ empty, qcj ∧ ©qfj , basic products; the former
is called terminal product whereas the latter is called future products. Further, we call qei and qcj present components,
©qfj future components of basic products. A key conclusion is that any framed program can be reduced to its normal
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form. Therefore, one way to execute programs in Framed Tempura is to transform them logically equivalent to their normal
forms.
Theorem 7. For any framed program prog there is a framed program prog′ in the normal form such that
prog ≡ prog′
Proof. The proof of Theorem 7 can be found in [16,17,18]. 
Example 5. Consider the program
Prog III
def= frame(x) ∧ (x = 1) ∧ len(1)
We reduce it in the following way:
frame(x) ∧ (x = 1) ∧ len(1)
≡ frame(x) ∧ (x = 1) ∧ ©empty
≡ frame(x) ∧ (x = 1) ∧ ©empty ∧ more
≡ ©(lbf(x) ∧ frame(x)) ∧ (x = 1) ∧ ©empty (Law 25)
≡ x = 1 ∧ ©(lbf(x) ∧ frame(x) ∧ empty)
Then the normal form of this program is
P ≡ qc1 ∧ ©qf1
where
qc1 ≡ (x = 1)
≡ (x = 1 ∧ px) ∨ (x = 1 ∧ ¬px) (Theorem 5)
qf1 ≡ lbf(x) ∧ frame(x) ∧ empty
≡ lbf(x) ∧ empty (Law 25)
≡ ((x = -©x ∧ ¬px) ∨ px) ∧ empty (Theorem 5)
≡ (x = 1 ∧ ¬px ∧ empty) ∨ (px ∧ empty)
This program is executed over an interval with two states, σ = 〈s0, s1〉. Conventionally, at each state, we use the pair
({x : e}, {px}) to express state formula x = e ∧ px . And when there is no variable or proposition at a state, it is denoted by∅.
Hence, four canonical models can satisfy the program P
σ1 = 〈({x:1}, {px}), (∅, {px})〉 σ2 = 〈({x:1}, {px}), ({x:1},∅)〉
σ3 = 〈({x:1},∅), (∅, {px})〉 σ4 = 〈({x:1},∅), ({x:1},∅)〉
However, the intended meaning of this program is captured by its minimal model σ4. For this model, x is deﬁned as 1 in
both states of the interval.
Example 6. In the following, we give another framed program associated with local variables.
Prog IV
def= y = 2 ∧ sum = 0 ∧ while (y > 0) do
∃x : (frame(x) ∧ x = y2 ∧ sum := sum+ x ∧ y := y− 1)
The program can be reduced as follows:
y = 2 ∧ sum = 0 ∧ while (y > 0) do
∃x : (frame(x) ∧ x = y2 ∧ sum := sum+ x ∧ y := y− 1)
z≡ y = 2 ∧ sum = 0 ∧ while (y > 0) do
(frame(z) ∧ z = y2 ∧ sum := sum+ z ∧ y := y− 1)
(where z does not appear in the whole program.)
≡ y = 2 ∧ sum = 0∧
((frame(z) ∧ z = y2 ∧ sum := sum+ z ∧ y := y− 1) ; q)
(where q denotes while (y > 0) do (frame(z) ∧ z = y2 ∧ sum := sum+ z ∧ y := y− 1))
≡ y = 2 ∧ sum = 0∧
(©(frame(z) ∧ lbf(z)) ∧ z = 4 ∧ ©(sum = 4 ∧ y = 1 ∧ empty) ; q) (Law 25)
≡ y = 2 ∧ sum = 0 ∧ z = 4∧
(©(frame(z) ∧ lbf(z) ∧ sum = 4 ∧ y = 1 ∧ empty) ; q) (Law 10, 12)
X. Yang, Z. Duan / Journal of Logic and Algebraic Programming 78 (2008) 22–51 35
Thus, we have Prog IV ≡ qc1 ∧ ©qf1, where
qc1 ≡ y = 2 ∧ sum = 0 ∧ z = 4
≡ (y = 2 ∧ ¬py) ∧ (sum = 0 ∧ ¬psum) ∧ (z = 4 ∧ ¬pz)
and
qf1 ≡ (frame(z) ∧ lbf(z) ∧ sum = 4 ∧ y = 1 ∧ empty) ; q
≡ (lbf(z) ∧ sum = 4 ∧ y = 1 ∧ empty) ; q (Law 25 )
≡ lbf(z) ∧ sum = 4 ∧ y = 1 ∧ q (Law 10, 12)
≡ lbf(z) ∧ sum = 4 ∧ y = 1∧
while (y > 0) do (frame(z) ∧ z = y2 ∧ sum := sum+ z ∧ y := y− 1)
≡ lbf(z) ∧ sum = 4 ∧ y = 1∧
(frame(z) ∧ z = 1 ∧ ©(sum = 4+ 1 ∧ empty) ∧ ©(y = 0 ∧ empty) ; q)
≡ lbf(z) ∧ sum = 4 ∧ y = 1 ∧ z = 1∧
©((frame(z) ∧ lbf(z) ∧ sum = 5 ∧ y = 0 ∧ empty) ; q) (Law 25, 10, 12)
≡ z ⇐ 1 ∧ sum = 4 ∧ y = 1∧
©((frame(z) ∧ lbf(z) ∧ sum = 5 ∧ y = 0 ∧ empty) ; q) (Theorem 5(3))
Thus, we have qf1 ≡ qc2 ∧ ©qf2, where
qc2 ≡ (z ⇐ 1) ∧ sum = 4 ∧ y = 1
≡ (z = 1 ∧ pz) ∧ (sum = 4 ∧ ¬psum) ∧ (y = 1 ∧ ¬py)
and the reduction of qf2 is similar to that of qf1 shown below:
qf2 ≡ (frame(z) ∧ lbf(z) ∧ sum = 5 ∧ y = 0 ∧ empty) ; q
≡ lbf(z) ∧ y = 0 ∧ sum = 5 ∧ empty (Law 25)
We have qf2 ≡ qe ∧ empty, where
qe ≡ lbf(z) ∧ y = 0 ∧ sum = 5
≡ (z = 1 ∧ ¬pz) ∧ (y = 0 ∧ ¬py) ∧ (sum = 5 ∧ ¬psum)
Therefore, by Deﬁnition 3, the model of Prog IV is σ = 〈({y : 2, sum : 0},∅), ({y : 1, sum : 4},∅), ({y : 0, sum : 5},∅)〉, with-
out considering variable z.
A program p is said to be deterministic if p has one and only one minimal model. A program p is called terminable if it
can be reduced to a terminal product pe ∧ empty. In the following, we are mainly concerned with deterministic framed pro-
grams. However, some results are discussed in a broader scope inwhich non-deterministic programs and/or non-terminable
programs are considered. To avoid ambiguity, whenever, a non-deterministic and/or non-terminable program is involved,
we clarify it in an explicit manner.
4. Operational semantics for Framed Tempura
One reason for requiring a formal deﬁnition of the semantics of a programming language is that it can serve as the basis
for reasoning about program properties. This section focuses on the operational semantics for framed programs. We ﬁrstly
introduce some useful notations and then specify evaluation rules of expressions. For reducing framed programs, we divide
the reduction process into two phases: one for state reduction and the other for interval reduction. The state reduction is
mainly on how to transform a program into its normal form. To do so, we give semantic equivalence rules and transition rules
within a state. The interval reduction is concernedwith a program executed over an interval. To this end,we formalize interval
transition rules to transfer a program from one state to another.
4.1. Notations
Consider a framed program such as p1 ∧ p2 ∧ · · · ∧ pm, where pi(1 ≤ i ≤ m) is a framed program or true. Naturally, it is
taken for granted to execute this kind of programs from the left to the right. However, in fact, operators such as ∧ and ∨ are
not sensitive to the order of the components in a program. To express directly this property of programs prog1, . . . , progm
connected by operators ∧ and ∨, we use the following notations.
(1) ∧{prog1, . . . , progm} def= prog1 ∧ · · · ∧ progm(m ≥ 1)
(2) ∨{prog1, . . . , progm} def= prog1 ∨ · · · ∨ progm(m ≥ 1)
For ease of discussion, in the following, we deﬁne a notation ps(x) called a state component as follows:
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Fig. 7. The relationship between σ and si .
Table 3
Evaluation rules of arithmetic expressions
A ::= x = e | x ⇐ e
ps(x) ::= A | lbf(x) | A ∧ lbf(x)
A state program is the conjunction of state components such as ps(x1) ∧ ps(x2) ∧ · · · ∧ ps(xn). Actually, the state programs
correspond to the present components pcj and pei in the normal form.
Wehave two types of conﬁgurations, one for expressions, and the other for programs. A conﬁguration regarding a program
p is a quadruple (p, σi−1, si, i), where p is a framed program, σi−1 = 〈s0, . . . , si−1〉 (i > 0) a model which records information of
all states, si the current state at which p is being executed and i a counter for counting the number of states in σi−1. Further,
for i = 0, let σ−1 =  be an empty sequence. Thus, the initial conﬁguration is c0 = (p, , s0, 0). When a program is terminating,
it is reduced to true and the state is written as∅. So the ﬁnal conﬁguration is cf = (true, σ ,∅, |σ | + 1).1
Actually, after program p is transformed from current state si to next state si+1, si+1 becomes the new current state and
si is appended to σi−1 as a reduced state. So σi−1 is extended to σi. Therefore, the length of σ is continuously increased with
reduced states until the last state is appended to σ . In this way, the whole model of program p can be obtained eventually.
As shown in Fig. 7, s0 and s1 are the reduced states, s2 is the current state, σ = 〈s0, s1〉 does not contain current state s2 until
it becomes a reduced state.
Similarly, for an arithmetic (or Boolean) expression exp, the conﬁguration is (exp, σi−1, si, i).
For accessing to the values of variables in a state, we have the following notations as deﬁned in [28]. Let si be a state, x and
y variables. We assume that p˙x denotes assignment ﬂag px or ¬px andm is a value in D. si[(m, p˙x)/x] means that x is mapped
to a pair (m, p˙x) and other variables are not changed at si. Thus, we have,
si[(m, p˙x)/x](y) =
{
(m, p˙x) y = x
si(y) y /= x
We use the projection function 
i deﬁned as usual to obtain the components of the pair. For instance, to get the ﬁrst
component from the pair, we have 
1(si(x)) = 
1(m, p˙x) = m.
Further, for convenience, we use a simple notation si[w] to mean that all variables and propositions appearing in state
programw at current state si are instantiated with their values. As an example, si[(m1, ˙px1 )/x1][(m2, ˙px2 )/x2] . . . [(mn, ˙pxn )/xn]
is abbreviated to si[w] if w ≡ (x1 = m1 ∧ ˙px1 ) ∧ (x2 = m2 ∧ ˙px2 ) · · · ∧ (xn = mn ∧ ˙pxn ).
4.2. Evaluation of expressions
The evaluation relation, ⇓, is concerned with how the overall results of expressions are obtained. The evaluation rules of
arithmetic expressions are given in Table 3. Rule A1 tackles with integers and A2 with variables. They are straightforward.
Rules A3 and A4 deal with the expressions with next (©) and previous ( -©) operators. In Framed Tempura, variables can refer
to their previous values obtained from interval σ . The condition, 1 ≤ n−m ≤ i, ensures that the evaluation of variables must
be within the range of the interval. Actually, rule A2 can be treated as a special case of rule A3 with m = n. Notice that the
conﬁguration (©mx, σi−1, si, i)(m ≥ 1) is not permitted since we cannot evaluate expressions involving only future operators
in the current state. Rule A4 handles the evaluation of expressions with arithmetic operators.
Example 7. An expression conﬁguration ( -©nx, σ , s2, 2), where σ = 〈s0[(3, px)/x], s1[(5,¬px)/x]〉 and s2 is the current state,
can be evaluated with three cases as follows:
1. n = 1, ( -©x, σ , s2, 2) ⇓ 
1(s1(x)) = 5 (A3)
2. n = 2, ( -©2x, σ , s2, 2) ⇓ 
1(s0(x)) = 3 (A3)
3. n = 3, ( -©3x, σ , s2, 2) ⇓
1 Here, we denote σ|σ | by σ .
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Table 4
Evaluation rules of Boolean expressions
By rule A3, the ﬁrst two cases are well-formed conﬁgurations and x is evaluated to 5 and 3, respectively. But the third case
is a stuck conﬁguration because the evaluation goes beyond the ﬁrst state of the interval.
Rules B1–B6 in Table 4 deal with Boolean expressions. These rules can easily be understood as those in conventional
programming languages.
4.3. State reduction
The meaning of elementary statements of Framed Tempura has been explained in Section 2.2.1. However, these descrip-
tions are informal and hence it is impossible to interpret programs in a rigorousway. Therefore,we aremotivated to formalize
a group of operational rules and explore a well-suited approach to catch the minimal model for framed programs. We ﬁrst
introduce semantic equivalence rules to normalize a program, and then specify the transition rules within a state to catch the
minimal models. All of these rules form a state reduction system. Accordingly, we further explore some properties regarding
the state reduction system.
4.3.1. Semantic equivalence rules
As Example 5 shows, the normal form plays an essential role in the reduction of temporal logic programs. From Theorem
7, we know that every framed program has its normal form. In the process of reducing a program into its normal form, we
need some logic laws to allow convenient reasoning and transferring of programs. For this purpose, we present the semantic
equivalence rules in Table 5. The correctness of these rules has been proved in [16,17,18].
Rule Ass is concerned with the assignment statements including positive immediate assignment x ⇐ e, equality assign-
ment x = e and state framing lbf(x). In the case of x = e ∧ lbf(x) and x ⇐ e ∧ lbf(x), which mean that x is framed at one state,
and there is a new value e assigning to x, we record the new value and set ﬂag px to true. So, we reduce both of them to x ⇐ e
since x ⇐ e deﬁned as x = e ∧ px .
When ©p is in a program, implying that program p will continue to be executed in the next state, more is appended
to show that the interval over which the program is executed is not over. So, it is conjoined with the program using rule
Next. Rule Alw states thatp has different reduction rules depending onmore or empty encountered in programs.With the
former, p is reduced to p ∧ ©p, while with the latter, the program is reduced to p ∧ empty.
Statement (r ; q) can be handled by rule Chop. This rule is given in light of the structure of program r in three forms. In
the case of (r ≡ w ∧ p), andw being a state program or true, (r ; q) is reduced to (w ∧ (p ; q)); in the case of (r ≡ ©p), (r ; q)
is transformed to (©(p ; q)); and in the case of (r ≡ empty), (r ; q) is reduced to q.
Rules If andWhl deal with the conditional and iterative statements. Statement if b then p else q is simply transformed
to its equivalent program according to the deﬁnition; whereas while b do p is also equivalently transformed to If-statement.
We use rule Par to reduce parallel statement p‖q by its deﬁnition. Note that ((q ; true) ∧ p) and (q ∧ (p ; true)) are mutually
exclusive. Rule Fr is concerned with interval framing operator frame. Two cases need to be considered. If empty is in the
programs, frame(x) ∧ empty is reduced to empty, whereas ifmore is in the programs, frame(x) ∧ more is rewritten to©(lbf(x) ∧
frame(x)).
Rule Prj is speciﬁed according to different structures of p1, . . . , pm and q so that the statement can be handled.
((p1, . . . , pm) prj empty) is transformed to (p1 ; · · · ; pm); (empty prj q) is reduced to q. Of the processes p1, . . . , pm, if pi ≡
w ∧ empty(1 ≤ i < m) then (p1, . . . , pi−1,w ∧ empty, pi+1, . . . , pm) prj q is rewritten to (p1, . . . , pi−1, (w ∧ pi+1), . . . , pm) prj q. Fur-
ther, ((w ∧ p1), p2, . . . , pm) prj q is reduced to w ∧ (p1, . . . , pm) prj q; and similarly, (p1, . . . , pm) prj (w ∧ q) is rewritten to
w ∧ (p1, . . . , pm) prj q. In addition, the structure of (©p1, . . . , pm) prj © q is transformed to ©(p1 ; (p2, . . . , pm) prj q).
Statement ∃x : p(x) can be managed by rule Loc. It tells us that the existential quantiﬁcation in program ∃x : p(x) can be
removed by the renamingmethod. Rule Cong I is a congruence rule, where prog[q′/q] denotes the programgiven by replacing
some occurrences of q in prog by q′ if q ≡ q′.
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Table 5
Semantic equivalence rules of framed programs
Semantic equivalence rules regarding true and false are listed in Table 6. They are straightforward. As an example,more and
empty aremutually exclusive, i.e., p ≡ more, and¬p ≡ empty. For instance, by rules F3 and T3, we have∧{more, empty} ≡ false
and ∨{more, empty} ≡ true.
4.3.2. Transition rules within a state
Since adding framing operators to a program gives rise to non-monotonicity (see Example 5), we cannot adopt the
structural approach to capture the semantics of statement p ∧ q by means of the composition of the semantics of p and q. In
addition, unlike imperative programming languages in which a variable must be initialized before it is used, the assignment
statements∧{x1 ⇐ e1, . . . , xn ⇐ en} or∧{x1 = e1, . . . , xn = en} are executed concurrently, and the evaluation of e1, . . . , en such
as in (x = y+ z) ∧ (z = y+ x + 2) ∧ (y = z + x) may depend on one another. So it is crucial to evaluate one of them to a
constant.2
Notation is a binary relation over the set of conﬁgurations w.r.t. a state. c * c′ implies that c is transformed to c′ by
several steps within a state.
Deﬁnition 8. Let conf be the set of all conﬁgurations.
(1)
0: {(c, c)|c ∈ conf }
(2)
i+1: {(a, b)|a, b ∈ conf and ∃c ∈ conf , a i c and cb, i ≥ 0}
(3)
+: ⋃i>0 i
(4)
*: 0 ∪ +
In Table 7, transition rules within a state are given to deal with the concurrent assignments within a state.With these rules,
we not only solve assignments like equations but also capture the minimal model. We assume a program is of three forms in
the light of different assignment operators: ∧{p, x1 ⇐ e1, . . . , xn ⇐ en} or ∧{p, x1 = e1, . . . , xn = en} or ∧{p, lbf(x)}. The purpose
of treating a program with three forms is that we can easily get the minimal set of propositions by considering each kind of
forms.
Rule Sub-term is given according to Theorem 2 and Corollary 3 in Section 2.1.4. It focuses on solving the equational
assignments, where f is an m-arity function (more often a binary or unary function) on terms. After a variable is evaluated
to a constant by rule Sub-term, we further use RuleMin1 or Min2 or Min3 to get the minimal set of propositions associated
with the variable, and at the same time evaluate other variables using the constant.
RuleMin1 is concernedwith concurrent positive immediate assignments. If ej can be evaluated to constant nj , then conjunct
xj ⇐ ej is eliminated from the program in the conﬁguration, where and xj is set to nj and pxj is set to true in state si. What
2 For ease of specifying rules, we abbreviate ∧{x1 ⇐ e1, . . . , xn ⇐ en} and ∧{x1 = e1, . . . , xn = en} to ∧nk=1{xk ⇐ ek} and ∧nk=1{xk = ek}, respectively.
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Table 6
Semantic equivalence rules of truth values
Table 7
Transition rules within a state
actually happens is that xj ⇐ ej is moved from the program to state si in the conﬁguration, where xk = ek[nj/xj] means that
variable xj is replaced by valuenj in expression ek(1 ≤ k ≤ n and k /= j). RulesMin2 andMin3 areminimal ruleswith respect to
selecting theminimal setofpropositions forminimalmodels. It is obvious that theminimal rules arederived fromtheminimal
model semantics. Rule Min2 is based on the fact, xj = ej ≡ xj = ej ∧ pxj ∨ xj = ej ∧ ¬pxj . Obviously, xj = ej ∧ ¬pxj should be
selectedaccording to theminimalmodel semantics;whereas ruleMin3 is dependenton the fact, lbf(x) ≡ (x = -©x ∧ ¬px) ∨ px .
Therefore, x = -©x ∧ ¬px is selected so that the minimal set of propositions can be obtained. Notice that ruleMin 3 does not
hold at state s0. Rule Cong II says that we can use program prog′ to replace prog in conﬁgurations as long as prog ≡ prog′.
One reason for the restriction without state components xj = ej or xj ⇐ ej or lbf(xj) in p is that x = e and x ⇐ e can be
absorbed by the following two rules from Table 5:
(Ass =) lbf(x) ∧ x = e ≡ x ⇐ e
(Ass ⇐) lbf(x) ∧ x ⇐ e ≡ x ⇐ e
For example, by rule (Ass =), program∧{lbf(x1), x1 = 1, x2 = x1 + 2, empty} is transformed to∧{x1 ⇐ 1, x2 = x1 + 2, empty},
where x1 = 1 is absorbed. Another reason for the restriction is that x = e may conﬂict with x ⇐ e, leading to unsatisﬁable
programs. For example,
∧{x1 = 1, x1 ⇐ 2, x2 = 0, empty}
is not a satisﬁable program since x1 = 1 ∧ x1 ⇐ 2 ≡ false. Notice that although we deﬁne equality x = e, (or x ⇐ e) is a
program, however, by applying replacement laws of variables and rule Sub-term, an equation such as x + y = e can be a
program.
Example 8. Evaluate variables x and y in program x + y = 3 ∧ x − y = 1 ∧ empty by operational rules:
c0 = (∧{x + y = 3, x − y = 1, empty}, , s0, 0)
 (∧{x + y = 3, x − y = 1, (x + y) + (x − y) = 3+ 1} ∧ empty, , s0, 0) (Sub-term)
 (∧{x + y = 3, x − y = 1, 2x = 4} ∧ empty, , s0, 0)
 (∧{x + y = 3, x − y = 1, x = 2} ∧ empty, , s0, 0) (Sub-term)
 (∧{2+ y = 3, 2− y = 1} ∧ empty, , s0[(2,¬px)/x], 0) (Min 2)
 (∧{y = 3− 2, 2− y = 1} ∧ empty, , s0[(2,¬px)/x], 0)
 (∧{2− 1 = 1} ∧ empty, , s0[(2,¬px)/x][(1,¬py)/y], 0) (Min 2)
 (empty, , s0[(2,¬px)/x][(1,¬py)/y], 0)
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4.3.3. Properties for state reduction
The state reduction enjoys some interesting properties. This subsection presents some of them.
Lemma 8. By using semantic equivalence rules in Tables 5 and 6, any framed program prog can be reduced to a framed program
prog′ in the normal form such that prog ≡ prog′.
Proof. The proof of Lemma 8 can be found in the Appendix. 
Lemma8 conﬁrms that a framed program can be reduced to its normal formbymeans of semantic equivalence rules. Note
that despite the conclusions of Lemma 8 and Theorem 7 are the same, the former is derived from the operational semantics
while the latter is based on the model theory.
Deﬁnition 9. A reduced conﬁguration crd regarding any satisﬁable program p can be deﬁned as
crd
def= (empty, σi−1, si[pe], i) or (©pf , σi−1, si[pc], i)
provided that p ≡ pe ∧ empty or p ≡ pc ∧ ©pf , as deﬁned in the normal form, is obtained.
Deﬁnition 10. A conﬁguration cp = (p, σi−1, si, i) is reducible if cp satisﬁes the following conditions: in cp
n cpn ( n ≥ 0 and
cp0 = cp), all of state variables within state components in cpn can be evaluated to constants by operational rules.
Actually, Deﬁnition 10 gives a condition under which the operational rules can always be used in each step. For instance,
cp = (∧{x + y = 3, x − y = 1, len(1)}, , s0, 0) is reducible while c′p = (∧{y = x + z, empty}, , s0, 0) is not because y cannot be
evaluated to a constant.
Lemma 9. If p is satisﬁable and cp = (p, σi−1, si, i) is reducible, we have cp
* crd.
Proof. In conﬁguration cp = (p, σi−1, si, i), if expression e in a state component, i.e., x = e or x ⇐ e or lbf(x), appearing in p, can
be evaluated to constant n, then by transition rules within a state, pair (n, p˙x) can be transferred into state si. So, actually, state
programs in a conﬁguration can appear in two parts: one is in the present component pc (or pe), and the other is transferred
to state si. For simplicity, a state component can bewritten as the form x = e ∧ p˙x , and program p can be equivalently written
as pc ∧ ©pf (or pe ∧ empty, see Lemma 8). The proof proceeds by induction on n, the number of state components in pc (or
pe).
(1) Base.
For n = 1, we have p ≡ (x = e ∧ p˙x) ∧ ©pf . Since cp is reducible, so it is certain that e can be evaluated to a constant m.
Thus, by transition rules within a state, we have
(p, σi−1, si, i)(©pf , σi−1, si[(m, p˙x)/x], i)
(2) Induction.
Let p ≡ (x1 = e1 ∧ ˙px1 )∧, ..,∧(xk = ek ∧ ˙pxk ) ∧ ©pf and e1, . . . , ek can be evaluated to n1, . . . ,nk . Suppose the following
holds.
(p, σi−1, si, i)
* (©pf , σi−1, si[∧kh=1(nh, ˙pxh )/xh], i)
For n = k + 1, we have p ≡ (x1 = e1 ∧ ˙px1 )∧, ..,∧(xk+1 = ek+1 ∧ ˙pxk+1 ) ∧ ©pf . Since cp is reducible, so for some j(1 ≤ j ≤
k + 1), ej can be evaluated to nj . By transition rules within a state, we have,
(p, σi−1, si, i) ((∧1≤h≤k+1,h /=j(xh = eh ∧ ˙pxh ) ∧ ©pf , σi−1, si[(nj , p˙xj )/xj], i)
* (©pf , σi−1, si[∧k+1h=1(nh, ˙pxh )/xh], i) (by hypothesis)= (©pf , σi−1, si[pc], i)
The proof of (p, σi−1, si, i)
* (empty, σi−1, si[pe], i) is similar. Therefore, we have cp
* crd. 
Lemma 9 tells us that the reduced conﬁguration crd can be reached by means of series of reduction steps within a state.
Deﬁnition 11. Conﬁgurations c′ and c′′ are joinable , denoted by c′′ ↓jo c′, if there is a conﬁguration c ∈ conf such that
c′
* c * c′′.
Theorem 10. Let p be a satisﬁable deterministic program. For any reducible conﬁguration cp, relation satisﬁes the Church–
Rosser property.
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a
* cp
* b ⇒ a ↓jo b
where a, b ∈ conf and cp = (p, σi−1, si, i).
Proof. Since program cp is reducible, by Lemma 9, we have cp
* crd. Suppose that there exist conﬁgurations a and b such that
cp
* a * crd1 and cp
* b * crd2. Furthermore, since p is a deterministic program, reduced conﬁguration of p is unique.
So, let crd1 = crd2 = crd, we have, a
* crd
* b. Therefore, a ↓jo b. 
4.4. Interval reduction
One of the characteristic features of Framed Tempura is that programs are executed over a sequence of states (ﬁnite or
inﬁnite), and the reduction at each state is done by several steps. Actually, the semantic equivalence rules for statements and
the transition rules within a state are used to transform a program into its normal form and catch the minimal model within
a state by setting values of variables and propositions in the current state. Lemma 9 tells us that once all of variables and
propositions involved in the current state havebeen set, the remained subprogram is of the form©porempty. Thismeans that
the reduction of the program need move to the next state or stop. Therefore, interval transition rules are required to help the
reduction process. Rule Tr1 in Table 8 is useful for dealing with©pwhile rule Tr2 is helpful for reducing empty. Accordingly,
the execution of (©p, σi−1, si, i) means that p requests to be executed at the next state si+1, and current state si needs to be
appended to model σi−1. So i, the number of states in σi−1, needs to be increased by one. The execution of (empty, σi−1, si, i) is
simple. State si is appended to σi−1 and the ﬁnal conﬁguration (true, σi,∅, i + 1) is reached. Thus, σi = σi−1 · 〈si〉 is the model
of the program.
Example 9. By using the operational rules, we can re-reduce the program in Example 5.
(∧{frame(x), x = 1,©empty}, , s0, 0) (len(1) def= ©empty)
 (∧{frame(x), x = 1,©empty,more}, , s0, 0) (Next)
 (∧{© ∧ {lbf(x), frame(x)}, x = 1,©empty}, , s0, 0) (Fr(2))
 (© ∧ {lbf(x), frame(x), empty}, , s0[(1,¬px)/x], 0) (Min2)
→ (∧{lbf(x), frame(x), empty}, 〈s0[(1,¬px)/x]〉, s1, 1) (Tr1)
 (∧{lbf(x), empty}, 〈s0[(1,¬px)/x]〉, s1, 1) (Fr(1))
 (empty, 〈s0[(1,¬px)/x]〉, s1[(1,¬px)/x], 1) (Min2)
→ (true, 〈s0[(1,¬px)/x], s1[(1,¬px)/x]〉,∅, 2) (Tr2)
Thus, the minimal model for the program is σ = 〈s0[(1,¬px)/x], s1[(1,¬px)/x]〉. As we can see, applying these operational
rules, we can directly obtain the minimal interpretation on propositions at each state, and eventually catch the minimal
model for the program.
Binary relation → between two conﬁgurations with different states is speciﬁed by rules in Table 8. We can union and →
by the deﬁnition of
*→ given below.
Deﬁnition 12
(1)
0→: {(c, c′)|c, c′ ∈ conf and c * c′}
(2)
i+1→: {(a, b)|a, b ∈ conf and ∃c ∈ conf , a i→ c and c → b, i ≥ 0}
(3)
+→: ⋃i>0 i→
(4)
*→: 0→ ∪ +→
Table 8
Interval transition rules
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0→means that there is no state transformedbetween conﬁgurations, i.e., c and c′ are conﬁgurations in the same state,whereas
+→ denotes that more than one states are transformed. Further, *→ unites 0→ ( *) and +→ together.
5. Consistency between minimal model and operational semantics
5.1. Consistency for ﬁnite models
In this section, we explore the consistency between the minimal model semantics and the operational semantics with
ﬁnite models. With the minimal model semantics, we have the following conclusion:
Theorem 11. Let p be a satisﬁable framed program (which may be non-terminable, and/or non-deterministic). If, (1) p has at
least one ﬁnite model or (2) p has ﬁnitely many models, then p has at least one minimal model on propositions.
Proof. The proof can be found in [16,17,18]. 
Theorem 11 asserts the existence of aminimalmodel for a given program as long as the programhas ﬁnitelymanymodels
or at least one ﬁnite model. In the following, as we will see, the ﬁnite minimal model of a program can also be captured by
means of the operational rules.
Theorem 12. Let p be a satisﬁable terminable and deterministic program, and c0 = (p, , s0, 0). Then c0 *→ cf for some cf .
Proof. Since p is a satisﬁable terminable and deterministic program, there exists a unique model σ such that σ |= p and
|σ | = n ∈ N0. Let cf = (true, σ ,∅,n+ 1), we prove c0 *→ cf .
(1) |σ | = 0. In this case, the normal form of p is of the form u ∧ empty where u is a state program or true. We have
c0 = (p, , s0, 0)
* (empty, , s0[u], 0) (Lemma 9)
→ (true, 〈s0[u]〉,∅, 1) = cf (Tr2)
where σ = 〈s0[u]〉.
(2) |σ | = n ≥ 1. Since p is a deterministic and terminable program, so we assume the following sequence holds:
p ≡ q0 ≡ w0 ∧ ©q1
q1 ≡ w1 ∧ ©q2
q2 ≡ w2 ∧ ©q3
· · ·
qn−1 ≡ wn−1 ∧ ©qn
qn ≡ wn ∧ empty
where w0,w1, . . . ,wn are state programs or true.
Now we need to prove that (q0, , s0, 0)
*→ (qj , σj−1, sj , j), where σj−1 = 〈s0[w0], . . . , sj−1[wj−1]〉 and 0 < j ≤ n. The proof
proceeds by induction on j.
(1) Base, j = 1, we have
(q0, , s0, 0)
* (©q1, , s0[w0], 0) (Lemma 9)
→ (q1, 〈s0[w0]〉, s1, 1) (Tr1)
(2) Induction
For j < n, suppose (q0, , s0, 0)
*→ (qn−1, σn−2, sn−1,n− 1) holds.
Then for j = n, we have,
(q0, , s0, 0)
*→ (qn−1, σn−2, sn−1,n− 1) (hypothesis)
* (©qn, σn−2, sn−1[wn−1],n− 1) (Lemma 9)
→ (qn, σn−1, sn,n) (Tr1)
Therefore,
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c0 = (p, , s0, 0) *→ (qn, σn−1, sn,n)
* (empty, σn−1, sn[wn],n) (Lemma 9)
→ (true, σn,∅,n+ 1) (Tr2)
= cf
where σ = σn. 
Theorem 12 asserts that for any satisﬁable, terminable and deterministic program the reduction starting from the initial
conﬁguration can reach the ﬁnal conﬁguration.
Theorem 13. Let p be a satisﬁable terminable framed program. If (p, , s0, 0)
*→ (true, σi,∅, i + 1), then σi is a minimal model
of p.
Proof.We consider the following two cases:
1. |σi| = 0
In this case, p ≡ w0 ∧ empty, wherew0 is a state program or true. We can choose theminimal set of propositions fromw0
bymeans of rulesMin1 andMin2 andMin3, anddenote the selected state programasw0min . Accordingly, 〈s0[w0min ]〉  〈s0[w0]〉
for any s0[w0], 〈s0[w0]〉 |= p. Formally, we have,
(p, , s0, 0)
* (w0 ∧ empty, , s0, 0) (Lemma 8)
* (empty, , s0[w0min ], 0) (Min(1–3) and Lemma 9)→ (true, 〈s0[w0min ]〉,∅, 1) (Tr2)
Therefore, 〈s0[w0min ]〉 is a minimal model of p.
2. |σi| = n ≥ 1
We ﬁrst prove that any preﬁx of σi is a sequence of minimal interpretation on propositions. The proof proceeds by
induction on the length of a preﬁx of σi.
(a) Base
The preﬁx of σi, 〈s0〉, is a minimal interpretation.
Suppose p ≡ w0 ∧ ©p1, where w0 is a state program or true.
(p, , s0, 0)
* (w0 ∧ ©p1, , s0, 0) (Lemma 8)
* (©p1, , s0[w0min ], 0) (Min(1–3) and Lemma 9)→ (p1, 〈s0[w0min ]〉, s1, 1) (Tr1 )
By rulesMin1 or Min2 or Min3, 〈s0[w0min ]〉 is a minimal sequence.
(b). Induction
Suppose that the preﬁx of σi, 〈s0, . . . , si−1〉, is a minimal sequence. We prove that 〈s0, . . . , si〉 is a minimal model.
Suppose p has been reduced to pi over interval 〈s0, . . . , si−1〉, and pi ≡ wi ∧ empty.
(p, , s0, 0)
*→ (pi, 〈s0, . . . , si−1〉, si, i)
* (wi ∧ empty, 〈s0, . . . , si−1〉, si, i) (hypothesis)
* (empty, 〈s0, . . . , si−1〉, si[wimin ], i) (Min(1–3) and Lemma 9)→ (true, 〈s0, . . . , si−1, si[wimin ]〉,∅, i + 1) (Tr2)
Byhypothesis, 〈s0, . . . , si−1〉 is aminimalpreﬁx. Further, it is obvious thatwimin is aminimal interpretationonpropositions.
So σi = 〈s0, . . . , si[wimin ]〉 is a minimal model of p. 
Theorems 12 and 13 are concerned with the semantics of framed programs with ﬁnite models. The semantics can be
captured by means of operational rules given above. On the other hand, for any satisﬁable framed programs with ﬁnite
models, the semantics can also be captured byminimalmodel semantics (see Theorem 11). Therefore, under the condition of
programs with ﬁnite models, the two types of the semantics are consistent. However, with inﬁnite models, the consistency
between the semantics given by operational rules and the minimal models needs to be further investigated.
5.2. Consistency for inﬁnite models
In this section, the consistency between minimal model semantics and operational semantics over inﬁnite intervals is
proved using Knasker–Tarski’s ﬁxed-point theorem [5].
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Theorem 14. Let p be a satisﬁable framed program (which can be non-terminable, and/or non-deterministic), then p has at least
one minimal model on propositions.
Proof. The proof can be found in [18]. 
Theorem 14 tells us that, for any framed program with ﬁnite or inﬁnite models, the minimal models can be obtained by
minimal model semantics. However, in the following, Theorem 15 is also concerned with minimal models, but is captured
by operational semantics.
Theorem 15. Let p be a satisﬁable, deterministic and non-terminable framed program, then by operational semantics, p has at
least a minimal model on propositions.
Proof. The minimal model of program p0 ≡ p can be obtained by the following reduction steps.
c0 = (p0, , s0, 0)
* (©p1, , s0[w0min ], 0) (Min(1–3) and Lemma 9)
→ (p1, 〈s0[w0min ]〉, s1, 1) = c1 (Tr2)
.
.
.
.
.
.
* (©pn, 〈s0[w0min ], . . . , sn−2[wn−2min ]〉, sn−1[wn−1min ],n− 1) (Min(1–3) and Lemma 9)
→ (pn, 〈s0[w0min ], . . . , sn−1[wn−1min ]〉, sn,n) = cn (Tr2)
.
.
.
.
.
.
Therefore, we have
c0
i→ (pi, 〈s0[w0min ], . . . , si−1[wi−1min ]〉, si, i)= ci
Note that rulesMin(1–3) are used to select the minimal interpretationwimin on propositions at each state si and rule Tr2
to transform a program from current state to another. Other reduction rules are implicitly used and we do not write them
out. Naturally, we use σi−1 to denote 〈s0[w0min ], . . . , si−1[wi−1min ]〉, (i ≥ 1) and σ−1 = .
There is an inﬁnite sequence of intervals, σ0, σ1, . . . since the conﬁguration sequence c0 → c1 → c2 → · · · is inﬁnite.
Let Nω = N0 ∪ {ω} and for ∀i, i ∈ N0, we have i < ω. We deﬁne preﬁx as follows.
preﬁx(σj) = {σk|k ≤ j and k, j ∈ Nw ∪ {−1}}
Let σω = 〈s0, s1, . . .〉 and Lp = preﬁx(σω) = {σ−1, σ0, . . . , σn, . . .}. We deﬁne binary relation≤ over Lp : σi ≤ σjiffi ≤ j. It is not
hard to see that (Lp,≤) is a partially ordered set which satisﬁes reﬂexive, transitive and antisymmetric. Further, for any ω
chain σi0 , σi1 , . . . in (Lp,≤), there exists a least upper bound. So (Lp,≤) is a complete partial order set (cposet) with bottom σ−1
(i.e., ). In the following, we give some notations.
1. Combination operator (unionsq): σi unionsq σj = σj if σi ≤ σj otherwise undeﬁned.
2. Concatenation operator (·): σ · σ ′ as deﬁned in Section 2.
3. Projection operator (
): for ci = (pi, σi−1, si, i), 
2(ci) = σi−1,
3(ci) = si.
4. Last element of a sequence
• lt(σi) = 〈si〉 if σi = 〈s0, . . . , si〉
• lt() = 
• If |σ | = ω, then lt(σ ) is undeﬁned.
Now we deﬁne function f as follows:
f (σi−1) = σi−1 · 〈si[wimin ]〉, i ∈ Nω
where 〈si[wimin ]〉 = lt(
2(ci))andconﬁguration ci = (pi, σi−1 · 〈si[wimin ]〉, si+1, i + 1)comes fromthereductionsteps (p0, , s0, 0)
i→
(pi, σi−1 · 〈si[wimin ]〉, si+1, i + 1). We have the following result.
f (
⊔
n∈N0
σn−1) =
⊔
n∈N0
σn−1 (σ · σ ′ = σ if |σ | = ω)
= σ−1 ∪
⊔
n∈N0
σn
=  ∪ ⊔
n∈N0
σn
= ⊔
n∈N0
σn = ⊔
n∈N0
f (σn−1)
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Therefore, f is a continuous function over cposet (Lp,≤). By Knasker–Tarski’s ﬁxed-point theorem, there exists a least
ﬁxed point σﬁx =
⊔
n∈N0
f n(). Let σ = σﬁx .
Further, we prove that σ = ⊔
n∈N0
f n() is a minimal model. To do so, we need to prove that any preﬁx of σ is a minimal
preﬁx, i.e, aminimal sequence of interpretations on propositions. The proof proceeds by induction on n, the length of a preﬁx.
(1) Base
For n = 0, we have f 0() = .
(2) Induction.
Suppose n = k, f k() is a minimal preﬁx of σ . That is, (p0, , s0, 0) k→(pk , σk−1, sk , k) and σk−1 is a minimal preﬁx of σ . In the
following, we prove that f k+1() is a minimal preﬁx of σ :
(p0, , s0, 0)
k→ (pk , σk−1, sk , k)
* (©pk+1, σk−1, sk[wkmin ], k) (Min(1–3) and Lemma 9)→ (pk+1, σk−1 · 〈sk[wkmin ]〉, sk+1, k + 1) (Tr2)
By rulesMin(1–3), it is obviously that 〈sk[wkmin ]〉 is a minimal interpretation at state sk . Further, by hypothesis, σk−1 is a
minimal preﬁx of σ . So σk = σk−1 · 〈sk[wkmin ]〉 is a minimal preﬁx of σ .
Hence, for ∀n ∈ N0, f n() is a minimal preﬁx of σ . By Scott’s ﬁxed-point induction, σ =
⊔
n∈N0
f n() is a minimal model. 
By Theorems 14 and 15, both the model theoretic semantics and operational semantics can capture the minimal models of
a program over inﬁnite intervals, so the two kinds of the semantics are consistent.
5.3. Non-deterministic Framed Tempura
In this section, we further investigate the operational semantics of nondeterministic framed programs. For example,
selection statement and conditional selection statement, etc. In the following, we ﬁrst brieﬂy introduce the syntax of both
statements, and then specify their operational semantics.
• The selection statement can be deﬁned directly by disjunction: p1 or p2 def= p1 ∨ p2
Thus, a multiple selection statement is: ORnk=1pk
def= p1 or p2 or · · ·or pn
• Conditional Selection: c1 → p1c2 → p2 · · ·cn → pn is the guarded command construct proposed by Dijkstra [36],
which can be represented using a multiple selection statement as: ORnk=1(if ck then pk).
The constructs of the selection statement and conditional selection statement are the composition of the elementary
statements in Framed Tempura. Therefore, to formalize their operational semantics, we can decompose their constructs
into an elementary framed program such as pk(1 ≤ k ≤ n) and the operational rules for reduction of pk have been given in
the previous sections. Therefore, we can specify rules (Non-Or) and (Non-Guarded) as follows:
(Non-Or)
(pk , σi−1, si, i)
*→ (q, σj−1, sj , j)
(p1or · · ·or pn, σi−1, si, i) *→ (q, σj−1, sj , j)
(1 ≤ k ≤ n, 0 ≤ i ≤ j)
(Non-Guarded)
(ck , σi−1, si, i) ⇓ true
(c1 → p1c2 → p2, . . . ,cn → pn, σi−1, si, i) → (pk , σi−1, si, i) (1 ≤ k ≤ n)
With the above non-deterministic reduction rules, the operational semantics of framed programs can be speciﬁed. In the
following, we investigate some properties such as reachability and minimal models for nondeterministic programs.
To reduce a nondeterministic program such as p ≡ p1 ∨ · · · ∨ pn0 ≡ p01 ∨ · · · ∨ p0n0 , here, pi ≡ p0i (1 ≤ i ≤ n0), 1 ≤ n0 ∈ N0.
We can select a subprogram pm(1 ≤ m ≤ n0) to execute, and obtain another non-deterministic program such as p11 ∨ · · · ∨ p1n1
and 1 ≤ n1 ∈ N0. This process can continue until some successor of p terminates if p is terminable. In general, in the kth step
of the reduction process, we have, pk
1
∨ · · · ∨ pknk , here 1 ≤ nk and k,nk ∈ N0.
Theorem 16. Let p be a nondeterministic and satisﬁable program. If p is terminable, we have (p, , s0, 0)
*→ cf for some cf .
Proof. Suppose the reduction process of p terminates in k (k ≥ 0) steps. We consider the following two cases.
(1) k = 0, i.e., program p terminates at the current state s0. We assume that p ≡ p01 ∨ · · · ∨ p0n0 (n0 ≥ 1). There must exist
m such that p0m ≡ w ∧ empty (1 ≤ m ≤ n0), where w is a state formula or true. Thus, we have
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(p0m, , s0, 0)
* (w ∧ empty, , s0, 0) (Lemma 8)
* (empty, , s0[w], 0) (Lemma 9)
→ (true, 〈s0[w]〉,∅, 1) (Tr2)
= cf
By rule (Non-Or), (p0
1
∨ · · · ∨ p0n0 , , s0, 0) → cf . Therefore, (p, , s0, 0) → cf .
(2) k = l(l > 0). Now we prove that if the reduction process of p terminates in l steps, the conclusion holds. Suppose
p ≡ p0
0
∨ · · · ∨ p0n0 . Since p can terminate in l steps, so there must exist p0m0 (0 ≤ m0 ≤ n0,n0 ∈ N0) that can be reduced to
p0m0 ≡ w0 ∧ ©(p10 ∨ · · · ∨ p1n1 )
and further, there exists p1m1 (0 ≤ m1 ≤ n1) that can be reduced to
p1m1 ≡ w1 ∧ ©(p20 ∨ · · · ∨ p2n2 )
and similarly, we have the following sequence of reduction.
p0m0 ≡ w0 ∧ ©(p10 ∨ · · · ∨ p1n1 )
p1m1 ≡ w1 ∧ ©(p20 ∨ · · · ∨ p2n2 ) (0 ≤ m1 ≤ n1,n1 ∈ N0)
.
.
.
pl−1ml−1 ≡ wl−1 ∧ ©(pl0 ∨ · · · ∨ plnl ) (0 ≤ ml−1 ≤ nl−1,nl−1 ∈ N0)
plml ≡ wl ∧ empty (0 ≤ ml ≤ nl ,nl ∈ N0)
Nowweprove (p, , s0, 0)
*→ (pr
0
∨ · · · ∨ prnr , σr−1, sr , r)(1 ≤ r ≤ l,nr ∈ N0),whereσr−1 = 〈s0[w0], . . . , sr−1[wr−1]〉. Theproof
proceeds by induction on r.
(1) Base. For r = 1, since p ≡ p0
0
∨ · · · ∨ p0n0 , there exists a program p0m0 such that
(p0m0 , , s0, 0)
* (©(p1
0
∨ · · · ∨ p1n1 ), , s0[w0], 0) (Lemma 9)
→ (p1
0
∨ · · · ∨ p1n1 , 〈s0[w0]〉, s1, 1) (Tr1)
Therefore, by operational rule (Non-or), we have (p, , s0, 0)
*→ (p1
0
∨ · · · ∨ p1n1 , 〈s0[w0]〉, s1, 1).
(2) Induction. For r < l, suppose (p, , s0, 0)
*→ (pl−1
0
∨ · · · ∨ pl−1nl−1 , σl−2, sl−1, l − 1). Therefore, there exists a program pl−1ml−1 (0 ≤
ml−1 ≤ nl−1,nl−1 ∈ N0) such that
(pl−1ml−1 , σl−2, sl−1, l − 1)
* (©(pl
0
∨ · · · ∨ plnl ), σl−2, sl−1[wl−1], l − 1) (Lemma 9)
→ (pl
0
∨ · · · ∨ plnl , σl−1, sl , l) (Tr1)
Further, by operational rule (Non-or), (pl−1
0
∨ · · · ∨ pl−1nl−1 , σl−2, sl−1, l − 1) → (pl0 ∨ · · · ∨ plnl , σl−1, sl , l). So we have (p, , s0,
0)
*→ (pl
0
∨ · · · ∨ plnl , σl−1, sl , l).
Moreover, since the reduction process of p terminates in l steps, there must exist plml (0 ≤ ml ≤ nl) such that
(plml , σl−1, sl , l)
* (empty, σl−1, sl[wl], l) (Lemma 9)
→ (true, σl ,∅, l + 1) (Tr1)
= cf
Therefore, by rule (Non-or), we have (p, , s0, 0)
*→ cf . 
For a nondeterministic program, there may be more than one minimal models that can satisfy the program. In the
following, Theorem 17 tells us that if p terminates, p has a ﬁnite minimal model, whereas Theorem 18 conﬁrms the existence
of inﬁnite models for satisﬁable, nonterminable and nondeterministic programs.
Theorem 17. Let p be a nondeterministic and satisﬁable program. If p is terminable and (p, , s0, 0)
*→ (true, σ ,∅, |σ | + 1), then
σ is a minimal model of p.
Proof. Case 1. |σ | = 0. We assume that p ≡ p0
1
∨ · · · ∨ p0n0 . There must exist a program p0m(1 ≤ m ≤ n0) such that p0m ≡ w ∧
empty, where w is a state formula:
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(p0m, , s0, 0)
* (w ∧ empty, , s0, 0) (Lemma 8)
* (empty, , s0[wmin], 0) (Lemma 9,Min(1–3))
→ (true, 〈s0[wmin]〉,∅, 1) (Tr2)
We can choose theminimal set of propositions fromw bymeans of rulesMin1 orMin2 orMin3, and denote the selected
state program as wmin. Therefore, it is obvious that σ = 〈s0[wmin]〉 is a minimal model of p0m. By rule (Non-Or), we have
(p0
1
∨ · · · ∨ p0n0 , , s0, 0)
*→ (true, 〈s0[wmin]〉,∅, 1). So, σ = 〈s0[wmin]〉 is a minimal model of program p as well.
Case 2. |σ | = k(k ≥ 1). We ﬁrst prove that any preﬁx of σ is a sequence of minimal interpretation on propositions. The
proof proceeds by induction on the length of a preﬁx of σ .
Base. The preﬁx of σ , 〈s0〉, is a minimal interpretation. For p ≡ p01 ∨ · · · ∨ p0n0 , there exists p0m(1 ≤ m ≤ n0). We assume
that p0m ≡ w ∧ ©p1, where w is a state formula. We have
(p0m, , s0, 0)
* (w ∧ ©p1, , s0, 0) (Lemma 8)
* (©p1, , s0[wmin], 0) (Lemma 9,Min(1–3))
→ (p1, 〈s0[wmin]〉, s1, 1) (Tr2)
It is obvious that 〈s0[wmin]〉 is a minimal preﬁx of σ .
Induction. Suppose that the preﬁx of σ , 〈s0, . . . , sk−1〉, is a minimal sequence. We prove that 〈s0, . . . , sk〉 is a minimal
sequence.
From the above, we have (p, , s0, 0) → (p1, σ0, s1, 1) and further (p1, σ0, s1, 1) *→ (pk , σk−1, sk , k). Suppose that pk ≡ pk1 ∨
· · · ∨ pknk . Since |σ | = k, i.e., σ = 〈s0, . . . , sk〉, so there exists a program pkl (1 ≤ l ≤ nk) such that pkl ≡ u ∧ empty, where u is a
state formula. So, we have
(pk
l
, σk−1, sk , k)
* (u ∧ empty, σk−1, sk , k) (Lemma 8)
* (empty, σk−1, sk[umin], k) (Lemma 9,Min(1–3))
→ (true, σk−1 · 〈sk[umin]〉,∅, k + 1) (Tr2)
By rule (Non-Or), we have (pk
1
∨ · · · ∨ pknk , σk−1, sk , k)
*→ (true, σk−1 · 〈sk[umin]〉,∅, k + 1). Thus, (p, , s0, 0) *→ (true, σk−1 ·
〈sk[umin]〉,∅, k + 1). By hypothesis, σk−1 is aminimal sequence, and by rulesMin(1–3), 〈sk[umin]〉 is alsominimal interpretation
on propositions. So, σ = σk−1 · 〈sk[umin]〉 is a minimal sequence. Since p terminates at state sk , σ is a minimal model. 
Theorem 18. Let p be a nondeterministic and non-terminable program. If p is satisﬁable, then p has an inﬁnite minimal model.
Proof. The reduction of nondeterministic programs is different from deterministic ones. To execute such a program, we
select one subprogram pk among p
k
1
, pk
2
, . . . , pknk (k ≥ 0,nk ≥ 1) to execute at each state sk . For example, we assume that
p ≡ p0
1
∨ · · · ∨ p0n0 at the initial state s0, and we select a program p0 ∈ {p01, . . . , p0n0 } to execute. In this way, we always execute
one subprogram pk ∈ {pk1, . . . , pknk } at every state sk . Thus, a minimal model of program p can be obtained by the following
reduction:
c0 = (p01 ∨ · · · ∨ p0n0 , , s0, 0)
* (p0, , s0, 0) (p0 ≡ w0 ∧ ©(p11 ∨ · · · ∨ p1n))
* (©(p1
1
∨ · · · ∨ p1n), , s0[w0min ], 0) (Lemma 9,Min(1–3))
→ (p1
1
∨ · · · ∨ p1n, 〈s0[w0min ]〉, s1, 1) = c1 (Tr1)
.
.
.
.
.
.
* (©(pk
1
∨ · · · ∨ pknk ), 〈s0[w0min ], . . . , sk−2min 〉, sk−1, k − 1) (Lemma 9,Min(1–3))
→ (pk
1
∨ · · · ∨ pknk , 〈s0[w0min ], . . . , sk−1min 〉, sk , k) = ck (Tr1)
.
.
.
.
.
.
By rules Min(1–3), we can get the minimal interpretations at each state sk . This process can continue forever because
program p not terminable. Thus, we can obtain an inﬁnite sequence of conﬁgurations, c0 → c1 → c2 → · · · This leads to an
inﬁnite sequence of intervals, σ0, σ1, . . ., here, σi = 〈s0, . . . , si〉, 0 ≤ i.
Similarly to the proof of Theorem 15, let Lp = {σ−1, σ0, . . . , σn, . . .} be the set of intervals. We can construct a complete
partial order set (Lp,≤) with bottom σ−1 (i.e., ), and a continuous function f over copset (Lp,≤). By Knasker–Tarski’s ﬁxed-
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point theorem, there exists a least ﬁxed point σﬁx =
⊔
n∈N0
f n(). Let σ = σﬁx , Lp is the set of all preﬁxes of σ . We now prove that
σ is a minimal model of p.
The proof proceeds by induction on n, the length of a preﬁx.
Base. For n = 0, we have f 0() = .
Induction. Suppose n = k, f k() is a minimal preﬁx of σ . That is (p, , s0, 0) k→(pk , σk−1, sk , k) and σk−1 is a minimal preﬁx of σ .
We assume that pk ≡ wk ∧ ©(pk+11 ∨ · · · ∨ pk+1nk+1 )(k ≥ 1,nk+1 ≥ 1). In the following, we prove that f k+1() is a minimal preﬁx
of σ .
(p, , s0, 0)
k→ (pk , σk−1, sk , k)
* (©(pk+1
1
∨ · · · ∨ pk+1nk+1 ), σk−1, sk[wkmin ], k) (Lemma 9,Min(1–3))
→ (pk+1
1
∨ · · · ∨ pk+1nk+1 , σk , sk+1, k + 1) (Tr1)
By rulesMin(1–3), it is obvious that 〈sk[wkmin ]〉 is aminimal interpretation at state sk . Further, by hypothesis, σk−1 is aminimal
preﬁx of σ . So σk = σk−1 · 〈sk[wkmin ]〉 is a minimal preﬁx of σ . Therefore, for ∀n ∈ N0, f n() is a minimal preﬁx of σ . By Scott’s
ﬁxed-point induction, σ = ⊔
n∈N0
f n() is a minimal model of p. 
6. Conclusion
This paper investigated the operational semantics of the temporal logic programming language Framed Tempura. A new
conﬁguration with intervals is described. Based on the conﬁguration, we establish a reduction system involving semantic
equivalence rules, transition rules within a state and over intervals. These rules enable us to reduce framed programs and
explore the properties of framed programs in a rigorous way. Moreover, in the reduction system, we proved some useful
theorems regarding the reductionof programs. In particular, the theorems regarding the consistencybetweenminimalmodel
semantics [20] and operational semantics over ﬁnite or inﬁnite intervals are proved. Based on the operational rules given in
the paper, a new interpreter [23] has been developed in C++ and all rules have been implemented. Our experience convinces
us the operational rules work well in practice.
In the future, we will investigate the communication and synchronization techniques between parallel and concurrent
programs under the framework of operational semantics. Moreover, we will explore the axiomatic semantics of framed
programs based on the proof system for PTL, and study the consistency among minimal model, axiomatic and operational
semantics. In addition, as applications, ononehand, FramedTempura canbe employed as amodeling language todescribe the
behavior of compositeWeb services such as business processes of BPEL, and the framed programs can further be transformed
to PROMELA; on the other hand, Propositional Projection Temporal Logic can be used to specify the properties of the required
services, and the negation of the properties can also be transformed to Never Claim. Thus, the veriﬁcation of compositeWeb
services can be done using Model Checker SPIN [24,25].
Appendix A
The proof of Theorem 2
Proof. The proof proceeds by induction on the structure of e(x). Obviously, we do not need to consider constants terms. Let
I = (σ , 0, k, |σ |) be an interpretation.
• e(x) is a variable
I |= t1 = t2
⇐⇒ I[t1] = I[t2]
⇐⇒ I[e(t1)] = I[e(t2)]
⇐⇒ I |= e(t1) = e(t2)
• e(x) is a function f (x)
I |= t1 = t2
⇐⇒ I[t1] = I[t2]
"⇒ f (I[t1]) = f (I[t2])
⇐⇒ I[f (t1)] = I[f (t2)]
⇐⇒ I |= f (t1) = f (t2) 
The proof of Corollary 3
Proof. Let I = (σ , 0, k, |σ |) be an interpretation. We have
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I |= (t1 = e1) ∧ · · · ∧ (tm = em)
⇐⇒I |= t1 = e1and · · · and I |= tm = em
⇐⇒I[t1] = I[e1]and · · · and I[tm] = I[em]
"⇒ f (I[t1], . . . ,I[tm]) = f (I[e1], . . . ,I[em])
⇐⇒I[f (t1, . . . , tm)] = I[f (e1, . . . , em)]
⇐⇒I |= f (t1, . . . , tm) = f (e1, . . . , em) 
The proof of Lemma 8
To simplify the proof, we only consider deterministic programs. For nondeterministic programs, a similar proof can be
given. The proof proceeds by induction on the structure of statements. The state component ps(x) and statement empty can
be thought of as basic statements and the others can be treated as composite statements. Note that the Cong I rule in Table
5 is implicitly used throughout the whole proof.
(1) If prog is the state component ps(x) then we have
ps(x)
≡ ps(x) ∧ true
≡ ps(x) ∧ (more ∨ empty) (Table 6)
≡ ps(x) ∧ more ∨ ps(x) ∧ empty
≡ ps(x) ∧ ©true ∨ ps(x) ∧ empty (more def= ©true)
(2) If prog is the terminable statement, empty, the conclusion is straightforward.
(3) If prog is a statement in the form ©p, it is already in its normal form.
(4) If prog is the always statement p, then by the hypothesis we have, p ≡ w ∧ empty ∨w′ ∧ ©p′, where w,w′ are state
programs or true:
p ≡ p ∧ (more ∨ empty) (Table 6)
≡ (p ∧ more) ∨ (p ∧ empty)
≡ (p ∧ ©p) ∨ (p ∧ empty) (Alw)
≡ ((w ∧ empty ∨w′ ∧ ©p′) ∧ ©p)
∨((w ∧ empty ∨w′ ∧ ©p′) ∧ empty) (hypothesis)
≡ (w′ ∧ ©(p′ ∧ p)) ∨ ((w ∧ empty)) (Table 6)
(5) If prog is the conjunction statement p ∧ q, then, by the hypothesis, we have,
p ≡ w ∧ empty ∨w′ ∧ ©p′ and q ≡ u ∧ empty ∨ u′ ∧ ©q′, where w,w′,u,u′ are state programs or true:
p ∧ q
≡ (w ∧ empty ∨w′ ∧ ©p′) ∧ (u ∧ empty ∨ u′ ∧ ©q′)
≡ (w ∧ u ∧ empty) ∨ (w′ ∧ u′ ∧ ©(p′ ∧ q′)) (Table 6)
(6) If prog is a sequential statement p ; q, then, by hypothesis, we have,
p ≡ w ∧ empty ∨w′ ∧ ©p′, where w and w′ are state programs or true. As empty and ©p′ are exclusive, so we consider them
separately:
(w ∧ empty) ; q
≡ w ∧ (empty ; q) (Chop(1))
≡ w ∧ empty (Chop(3))
and
(w′ ∧ ©p′) ; q
≡ w′ ∧ (©p′ ; q) (Chop(1))
≡ w′ ∧ ©(p′ ; q) (Chop(2))
(7) If prog is the conditional statement, by hypothesis, we have p ≡ w ∧ empty ∨w′ ∧ ©p′ and q ≡ u ∧ empty ∨ u′ ∧ ©q′,
where w,w′,u,u′ are state programs or true. Thus, by If rule, we have
if b then p else q ≡ (b ∧ p) ∨ (¬b ∧ q) (If)
As seen, if b is true the statement is reduced to p ≡ w ∧ empty ∨w′ ∧ ©p′ otherwise it is reduced to q ≡ u ∧ empty ∨ u′ ∧
©q′.
(8) If prog is the while statement, we assume that p ≡ (w ∧ ©q) ∨ (u ∧ empty). By Wh rule, we have
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while b do p ≡ if b then (p ∧ more ; while b do p)elseempty
≡ (b ∧ (p ∧ more ; while b do p)) ∨ (¬b ∧ empty) (If)
≡ (b ∧ (p ∧ ©true ; while b do p)) ∨ (¬b ∧ empty) (more def= ©true)
≡ (b ∧ (((w ∧ ©q) ∨ (u ∧ empty)) ∧ ©true ; while b do p)) ∨ (¬b ∧ empty) (hypothesis)
≡ (b ∧ (w ∧ ©q ∧ ©true ; while b do p)) ∨ (¬b ∧ empty)
≡ (b ∧ (w ∧ (©q ∧ ©true ; while b do p))) ∨ (¬b ∧ empty) (Chop(1))
≡ (b ∧ (w ∧ ©(q ∧ true ; while b do p))) ∨ (¬b ∧ empty) (Chop(2))
≡ b ∧w ∧ ©(q ∧ true ; while b do p) ∨ (¬b ∧ empty)
(9) If prog is the parallel statement, p‖q, by Par rule, we have
p‖q ≡ ((q ; true) ∧ p) ∨ (q ∧ (p ; true))
It is obviously that (q ; true) ∧ p and q ∧ (p ; true) are exclusive. Therefore, we consider them separately. Since the normal
forms of sequential statement and conjunctive statement have been proved, so the parallel statement has its normal form.
(10) If prog is the frame statement, frame(x), we have
frame(x)
≡ frame(x) ∧ (empty ∨ more) (Table 6)
≡ (frame(x) ∧ empty) ∨ (frame(x) ∧ more)
≡ empty ∨ ©(lbf(x) ∧ frame(x)) (Fr)
(11) If prog is the projection statement (p1, . . . , pm) prj q, by the hypothesis, we have,
pi ≡ w′i ∧ ©p′i ∨wi ∧ empty(1 ≤ i ≤ m), q ≡ u′ ∧ ©q′ ∨ u ∧ empty
Wherewi,w
′
i
,u,u′ are stateprogramsor true. According to the context inwhichprog is executed,weconsider theprojection
statement in the following four cases.
(a) p1 ≡ w′1 ∧ ©p′1, q ≡ u′ ∧ ©q′
(p1, . . . , pm) prj q ≡ ((w′1 ∧ ©p′1), p2, . . . , pm) prj (u′ ∧ ©q′)≡ w′
1
∧ ((©p′
1
, p2, . . . , pm) prj (u′ ∧ ©q)) (Prj(4))
≡ w′
1
∧ u′ ∧ ((©p′
1
, p2, . . . , pm) prj © q′) (Prj(5))
≡ w′
1
∧ u′ ∧ ©(p′
1
; (p2, . . . , pm) prj q′) (Prj(6))
(b) p1 ≡ w′1 ∧ ©p′1, q ≡ u ∧ empty
(p1, . . . , pm) prj q ≡ ((w′1 ∧ ©p′1), p2, . . . , pm) prj (u ∧ empty)≡ w′
1
∧ ((©p′
1
, p2, . . . , pm) prj (u ∧ empty)) (Prj(4))
≡ w′
1
∧ u ∧ ((©p′
1
, p2, . . . , pm) prj empty) (Prj(5))
≡ w′
1
∧ u ∧ (©p′
1
; p2 ; · · · ; pm) (Prj(1))
≡ w′
1
∧ u ∧ ©(p′
1
; p2 ; · · · ; pm) (Chop(2))
(c) p1 ≡ w1 ∧ empty, q ≡ u ∧ empty
(p1, . . . , pm) prj q ≡ ((w1 ∧ empty), p2, . . . , pm) prj (u ∧ empty)
≡ w1 ∧ ((empty, p2, . . . , pm) prj (u ∧ empty)) (Prj(4))
≡ w1 ∧ u ∧ ((empty, p2, . . . , pm) prj empty) (Prj(5))
≡ w1 ∧ u ∧ (empty ; p2 ; · · · ; pm) (Prj(1))
≡ w1 ∧ u ∧ (p2 ; · · · ; pm) (Chop(3))
We have proved that the sequential statement can be reduced to a normal form. Therefore, p2 ; · · · ; pm ≡ v ∧ empty ∨
l ∧ ©prog′, where v and l are state programs or true. Thus, we have the following conclusion:
(p1, . . . , pm) prj q ≡ w1 ∧ u ∧ (v ∧ empty ∨ l ∧ ©prog′)
≡ (w1 ∧ u ∧ v ∧ empty) ∨ (w1 ∧ u ∧ l ∧ ©prog′)
(d) p1 ≡ w1 ∧ empty, q ≡ u′ ∧ ©q′
(p1, . . . , pm) prj q ≡ ((w1 ∧ empty), p2, . . . , pm) prj (u′ ∧ ©q′)
≡ w1 ∧ ((empty, p2, . . . , pm) prj (u′ ∧ ©q′)) (Prj(4))
≡ w1 ∧ u′ ∧ ((empty, p2, . . . , pm) prj © q′) (Prj(5))
≡ w1 ∧ u′ ∧ ((p2, . . . , pm) prj © q′) (Prj(3))
By hypothesis, the normal forms of p2, . . . , pm are w
′
i
∧ ©p′
i
∨wi ∧ empty(2 ≤ i ≤ m). Since the form (w′i ∧ ©p′i) prj © q′
has been proved to have the normal form as shown in (a), we now only need to consider construct (wi ∧ empty) prj © q′:
(p1, . . . , pm) prj q ≡ w1 ∧ u′ ∧ ((w2 ∧ empty, . . . ,wm ∧ empty) prj © q′)
≡ w1 ∧ u′ ∧w2 ∧ · · · ∧wm ∧ ((empty, . . . , empty) prj © q′) (Prj(4))
≡ w1 ∧ u′ ∧w2 ∧ · · · ∧wm ∧ (empty prj © q′) (Prj(3))
≡ (w1 ∧w2 ∧ · · · ∧wm ∧ u′) ∧ ©q′ (Prj(2))
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So (d) can be reduced to a normal form. Therefore, Lemma 8 holds.
(12) If prog is the existential quantiﬁcation statement ∃x : p(x), and p(y) is a renamed formula of ∃x : p(x). Suppose that p(y)
can be reduced to its normal form such as p(y) ≡ (w(y) ∧ empty) ∨ (u(y) ∧ ©q(y)), so we have
∃x : p(x) y≡ p(y) ≡ (w(y) ∧ empty) ∨ (u(y) ∧ ©q(y)) 
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