Whether our general numerical skills and the mathematical knowledge that we acquire at school are entwined is a debated issue, which many researchers are still striving to investigate.
In the field of numerical cognition, it has frequently been suggested that humans possess a Number Sense that permits to represent and manipulate numerical magnitudes (Dehaene, 2001 ). It has indeed been argued that the mental representation of numbers follows WeberFechner law, so that the larger the magnitudes, the noisier the corresponding mental representations (Dehaene, 2003) . In accordance with this law, an Approximate Number System (ANS) would handle large non-symbolic number magnitudes (e.g., Brannon, 2006) .
Crucially, it was argued that the ANS enables the acquisition of symbolic number knowledge (Gilmore, McCarthy, & Spelke, 2007) . Many researchers thus strived during recent years to investigate the relationship between ANS acuity and acquired mathematical expertise and arithmetic skills using different kinds of tasks, leading to results that are not completely consistent. In the present study, we examine the issue of the assessment of the ANS by comparing two numerical tasks that involve non-symbolic magnitude processing: the numerical comparison and the numerical estimation tasks.
One of the first indices that was used in the literature to express human sensitivity to number magnitudes is the Coefficient of Variation (CV). The CV is computed from numerical estimations on single dot collections, as the ratio of the standard deviation of the estimates to their mean: CV = sd / m. The CV is advantageous in comparison to traditional accuracy measures, as it should be constant across numerosities if estimation performance conforms to Weber-Fechner law (see Dehaene, 2003) , because the variability of the estimates as measured by their standard deviation should be proportional to the magnitude. Whalen, Gallistel, and Gelman (1999) indeed demonstrated that numerical estimation and number production tasks show scalar variability, by reporting that the CV computed from adult numerical estimates ASSESSING THE APPROXIMATE NUMBER SYSTEM was constant and that it was qualitatively and quantitatively similar to that observed in animal estimation situations (Church & Broadbent, 1990; Platt & Johnson, 1971) . More importantly, Whalen and colleagues (1999) argued that such a scalar variability in numerical estimation tasks is actually the signature of a representational system that would conform to the accumulator principle (Meck & Church,1983) . In other words, the scalar variability captured by the CV can be considered to be the signature of the ANS. It follows that the CV might thus constitute an index of ANS acuity, as more precise (less variable) numerical estimates would induce lower values of the CV and, conversely, more variable estimates would lead to larger values 1 .
Whalen and colleagues (1999) further suggested that the same principle of scalar variability accounts for the effects observed in numerical comparison (or discrimination)
tasks. If comparison performance conforms to Weber-Fechner law, then the discrimination threshold between two stimuli should linearly increase with their intensity (Dehaene, 2003) .
In recent years, many authors frequently resorted to non-symbolic numerical comparison tasks (e.g. comparing two dot arrays) to assess ANS acuity. However, contrary to the estimation task, the direct computation of the CV is not possible in such numerical comparison tasks; for this reason, most authors instead relied on the computation of another index of ANS acuity: the Weber fraction (w). The Weber fraction is generally considered to quantify the precision or discriminability of mental number representations (Piazza, Izard, Pinel, Le Bihan, & Dehaene, 2004; Pica, Lemer, Izard, & Dehaene, 2004) .
It is crucial to emphasize that, under the standard assumptions of the noisy accumulator theory (Meck & Church, 1983) , both CV and w constitute measures of the very same parameter and should in theory be identical. Assuming that numerosities are mentally represented as gaussian random variables with scalar variability, the Weber fraction can indeed be defined as the noise constant-proportionality parameter. The standard deviation sd n 5 ASSESSING THE APPROXIMATE NUMBER SYSTEM for a given numerosity n should thus be proportional to n, multiplied by w: sd n = w × n, which is equivalent to w = sd n / n, that is, the definition of CV. Then, when assessed on the basis of the psychophysical model (Pica et al, 2004; Barth, La Mont, Lipton, Dehaene, Kanwisher, & Spelke, 2006) , w and CV evaluate the exact same characteristic, based on the scalar variability of mental number representations. Actually, measures of w and CV in Western adult samples converge on similar figures, around 0.15 (w: Inglis & Gilmore, 2013, experiment 1; Lyons & Beilock, 2011; Pica et al., 2004; CV: Castronovo & Göbel, 2012, experiments 3 & 4; Frank, Fedorenko, Lai, Saxe, & Gibson, 2012; .
Since Halberda, Mazzocco, and Feigenson's (2008) observation that the w computed for 14-years children was predictively associated with their performance in mathematics throughout their education, numerical comparison tasks -and thus the Weber fractionreceived greater attention from researchers. In recent years, many studies reported the existence of a relationship between arithmetic performance or math ability, and the value of the Weber fraction, both in children (e.g., Libertus, Feigenson, & Halberda, 2011; Inglis, Attridge, Batchelor, & Gilmore, 2011, experiment 1) and in adults (e.g., DeWind & Brannon, 2012; Guillaume, Nys, Mussolin, & Content, 2013; Halberda, Ly, Wilmer, Naiman, & Germine, 2012; Libertus, Odic, & Halberda, 2012; Nys & Content, 2012; Nys, Ventura, Fernandes, Querido, Leybaert, & Content, 2013) . Notwithstanding these positive findings, contradictory results were also reported, with several studies failing to observe any significant correlation between ANS acuity (computed from such comparison tasks) and arithmetic competence in children Sasanguie, Göbel, Moll, Smets, Reynvoet, 2013; see also De Smedt, Noël, Gilmore, & Ansari, 2013 , for a short review) or in adults (e.g., Castronovo & Göbel, 2012, experiment 1; Inglis et al., 2011, experiment 2; Price, Palmer, Battista, & Ansari, 2012) . It is consequently still unclear 6 ASSESSING THE APPROXIMATE NUMBER SYSTEM whether math ability is related to ANS acuity as indexed by the Weber fraction.
One explanation of the discrepancy could simply consist in the large variability in the characteristics of the numerical comparison tasks across studies. Authors indeed used different numerical tasks with considerable variety in the range of the number of elements to be compared (e.g. from 6 to 40 dots in Price et al., 2012 ; from 30 to 100 dots in Guillaume et al., 2013) and in the presentation duration of the dot arrays (e.g. 150ms duration in Castronovo & Göbel, 2012 ; no time constraint in Sasanguie et al., 2013) . Such a variability in both number and presentation duration may induce differences in the involvement of nonnumerical perceptual processes. Researchers generally controlled for continuous visual cues by manipulating the relationship between numerosity and visual dimensions so that in some trials one dimension (e.g., total surface) is kept constant whereas numerosity covaries with some other cue, whereas the relation is reversed in other trials. Still, these precautions might be insufficient, because comparing numerical magnitudes only requires a rough estimate of the numerosities and the judgment can be made on the basis of weighing different visual cues (Gebuis & Reynvoet, 2012a) . Hence, non-symbolic number comparison tasks aiming to assess ANS acuity independently from non-numerical visual processes could fail to do so, simply because the comparison can be made on non-numerical visual cues that are intrinsically correlated with numerical magnitude (Gebuis & Reynvoet, 2012a) .
On the other hand, few recent studies incorporated numerical estimation tasks and assessed the relationship between CV and measures of math ability. Some studies reported a significant correlation between CV and mathematical skills in children (e.g., Mejias, Mussolin, Rousselle, Grégoire, & Noël, 2012; Mejias and Schiltz, 2013 ) whereas others (Castronovo & Göbel, 2012, experiments 3 & 4) observed that the veridicity of the estimates correlated with math ability in adults, but found no relationship between individual CVs and math ability. Thus, similarly to the findings based on the Weber fraction, it is still unclear ASSESSING THE APPROXIMATE NUMBER SYSTEM whether there is a relationship between CV and arithmetic skill. Again, one explanation might be that numerical estimation does not provide pure measures of ANS acuity, as it involves the encoding of non-symbolic numerosities into mental magnitudes but also the mapping of mental magnitudes to numerals or to other response codes (see Izard & Dehaene, 2008; Sullivan & Barner, 2013; . Nevertheless, using an analogical response modality in order to avoid the influence of verbal coding, Mejias and colleagues (2012) still found CV to be related to mathematical efficiency in children.
Recently, several studies investigating the relationship between math ability and basic numerical ability combined both numerical comparison and numerical estimation tasks (e.g., Castronovo & Göbel, 2012; Lyons, Price, Vassen, Blomaert, & Ansari, 2014; Sasanguie et al., 2013) . Surprisingly, however, none of these systematically examined the relationship between w and CV. In the present study, with adults, we investigate whether the Weber fraction, computed from a numerical comparison task, is related to the Coefficient of Variation, computed from a numerical estimation task. As both are assumed to measure the scalar variability, signature of the ANS acuity, we expected to observe strong correlations between them. Additionally, we investigated whether w and CV were related to arithmetic performance, expecting both measures to be correlated with arithmetic scores. We also assessed symbolic number processing in order to investigate whether the two non-symbolic measures were equally associated to symbolic processing, as the latter is suspected to constitute a crucial mediator variable between non-symbolic numerosities and math ability (Lyons & Beilock, 2011) . We therefore conducted an experiment in which participants received a numerical estimation task, a non-symbolic comparison task, a symbolic comparison task, and an arithmetic test.
Method
Participants ASSESSING THE APPROXIMATE NUMBER SYSTEM Seventy-eight students from the Université Libre de Bruxelles (57 women, mean age = 19.3 years; 21 men, mean age = 20.1 years) took part in the study. All of them were French native speakers and had normal or corrected-to-normal vision. No participant reported having encountered difficulties in mathematics throughout their education. They received course credits for their participation.
Material & Procedure
The study comprised four tasks. Each of them is described in the following section.
Non-symbolic magnitude comparison. Participants had to determine as fast and accurately as possible which of two dot arrays was the more numerous (i.e., had the larger number of dots). Dot arrays were presented simultaneously side by side on the screen. We generated 160 pairs of dot arrays using the program of Gebuis and Reynvoet (2011) . This script considers five main visual properties, the area subtended by the dots (or convex hull), the summed area occupied by the dots, the mean diameter of the dots, the density and the total contour length of the dots. The program generates dot collections in such a way that none of the five properties is systematically correlated with numerical distance (see Gebuis & Reynvoet, 2011 , for further methodological details). In our experiment, arrays were composed of white dots that were displayed on a black background. Luminance and targetbackground contrast were thus confounded with the summed area occupied by the dots.
We created dot arrays with 25 as the standard numerosity. We used ten different ratios from 1.10 (e.g., 25 to 27 dots) to 2.00 (e.g., 25 to 50 dots) with a step of .10. The ratios were both increasing and decreasing from 25, so that the magnitudes ranged from 12 to 50 dots. In each trial, the dot collections were preceded by a 500ms fixation cross and remained on the screen until the response, with a maximum time of 1500ms to ensure that participants could not rely on counting. They had to press a key on the left side of an Apple keyboard ("q") when the more numerous collection was on the left, and they had to press a key on the right ASSESSING THE APPROXIMATE NUMBER SYSTEM side ("p") when it was on the right. A blank screen was displayed during 500ms after the response. Participants were free to take a short break after 80 trials.
We computed w by adjusting a Gaussian cumulative probability distribution function using nonlinear regression, based on the Levenberg-Marquardt-Fletcher nonlinear least square iterative method 2 (see Pica et al., 2004 ; for more detailed methodological considerations).
Non-symbolic magnitude estimation. Participants were instructed to estimate as fast and accurately as possible the number of dots in a single collection. Stimuli were the same dot arrays as in the non-symbolic magnitude comparison task, but restricted to one numerical magnitude. Participants had to estimate 20 magnitudes that were presented four times (in a different visual form), for a total of 80 trials. The dot array appeared at the centre of the screen during 750ms after a 500ms fixation cross. Participants had to say aloud how many dots they thought the collection contained, and a microphone recorded their verbalizations.
The experimenter wrote down their responses. A 500ms blank screen followed the response before the start of the next trial.
For each participant we computed the Coefficient of Variation (CV), which is the average across the 20 numerosities of the ratio of the standard deviation of the four estimations to their mean (see Whalen et al., 1999) . A lower value of the CV indicates less variability in the estimations, which should reflect less variability in mental numerical representations. It should be noted that the CV is not a valid index of the accurateness of the estimations (i.e., the degree of proximity to the actual magnitude). For this reason, we also computed the mean Absolute Error Score (AES) of the estimates, which allowed us to measure the veridicity of one's mental number representation.
Symbolic magnitude comparison.
The task consisted in comparing as fast and accurately as possible 224 pairs of two-digit numbers that were simultaneously presented on ASSESSING THE APPROXIMATE NUMBER SYSTEM either side of the screen. We constructed 112 number pairs as in Nuerk, Weger, and Willmes (2001): we manipulated the decade distance (half of the stimuli had a decade distance less than 30), the unit distance (half of the stimuli had a unit distance less than 4), and the unit/decade compatibility. We excluded all tens and avoided any repetition of the same digit within a pair. The magnitude of the numbers varied from 12 to 96. To avoid any focus on the decade (Macizo & Herrera, 2011) , 112 filler pairs within the same decade were interspersed with the 112 experimental trials. The stimuli were displayed in black Arial font on a light gray background. Each pair was preceded by a 500ms fixation cross, and stayed on the screen until the response. Participants were instructed to press the key that was on the same side as the larger number. After a 500ms blank screen, the next trial began. Participants were free to take a short break at the middle of the task.
Arithmetic task. Finally, we wanted to have an index of arithmetic competence, which is a crucial component in math ability. We thus evaluated arithmetic fluency (i.e., the ability to quickly solve arithmetic operations), which is highly critical for efficient arithmetic performance (see for instance, Ramos-Christian, Schleser, & Varn, 2008) . To do so, we created a paper-and-pencil test, adapted from the Tempo-Test Rekenen (De Vos, 1992 ; as in Nys & Content, 2012; Sasanguie et al., 2013) . This adaptation is a timed test on a single sheet composed of five different columns. Each column is dedicated to an arithmetic operation (addition, subtraction, multiplication, division, and a final mixed column) and contains fifty arithmetic problems. Arithmetic problems are arranged by increasing difficulty, starting from single-digit arithmetic facts (such as 3 + 1) to more complex two-digit operations (such as 87 + 95). For each column, participants were instructed to write down as many responses as possible in one minute. We used the raw number of correct responses (maximum score = 250) as an index of their arithmetic performance.
Apparatus ASSESSING THE APPROXIMATE NUMBER SYSTEM
The experiment was conducted in a quiet room. The stimuli for the three computerized tasks were displayed on a 15-inch screen with GNU Octave (http://www.octave.org) using the Psychophysics Toolbox extension (Brainard, 1997; Kleiner, Brainard, & Pelli, 2007) . The resolution of the screen was 1400 × 900. The foreground squares in which the dot arrays appeared were 592px long. The symbolic numbers were presented at 90pt size. A short training of ten trials preceded each computerized task and the order of the tasks was counterbalanced across participants. Overall, the experiment lasted about 30 minutes.
Results

General performance
Non-symbolic magnitude comparison. Overall, participants responded in 804.3ms
(SE = 23.5) with an accuracy of 81.1% (SE = .6). A within-subject ANOVA with ratio as factor confirmed that performance decreased with ratios approaching 1, both for response Figure 1 . More relevant to the purpose of the present study, we computed the Weber fraction for each participant, and the average w value was .31 (SE = .01). This value was higher than those generally reported in the literature; this might be due to the use of Gebuis & Reynvoet 's (2011) script to generate our dot arrays, because it made the numerical discrimination much harder. Anyway, the value of the Weber fraction correlated very strongly with accuracy, Spearman rho's (r s ) = -.98, N = 78, p < .001.
Split-half reliability obtained by correlating the value of the Weber fraction computed from one half of each participant's data to the value from the other half, was significant, although not very high, r s = .51, p < . 001.
Non-symbolic magnitude estimation. On average, participants gave their estimations in 1772.5ms (SE = 77.1). Unsurprisingly, they rarely got the exact numerosity, as the average ASSESSING THE APPROXIMATE NUMBER SYSTEM accuracy was only 5.2% (SE = .4). The mean estimations are depicted in Figure 2 . The mean AES of the estimations across the stimulus set was 7.5 (SE = .3). Overall, participants underestimated the numerical magnitudes, which is consistent with previous data (e.g., Crollen, Castronovo, & Seron, 2011 Arithmetic task. Overall, participants attempted 137.5 items (SE = 2.86) on the 250 arithmetic operations in the allowed time. They made on average 7.9 (SE = .53) errors, which ASSESSING THE APPROXIMATE NUMBER SYSTEM means that they answered correctly to 129.6 (SE = 2.86) operations in the arithmetic test. The raw number of correct responses was considered in the following analyses.
Relationships between numerical measures
We computed the Spearman correlation coefficient matrix between the different measures from the three numerical tasks 3 : w (from the non-symbolic comparison task), CV and AES (from the non-symbolic estimation task), and aRT (from the symbolic comparison task). The matrix can be found in Table 1 
%%% Insert Table 1 and Figure 3 around here %%%
Relationship between numerical tasks and arithmetic competence
How the Weber Fraction, the Coefficient of Variation, and the symbolic measure were each related to arithmetic performance is depicted in Figure 3 . First, we observed a significant correlation between arithmetic score and aRT, r s = -.60, p < .001 (see Table 1 ). Participants with higher arithmetic skills performed significantly better when comparing symbolic numerical magnitudes relative to participants with a lower arithmetic performance. Secondly, we found a significant correlation between arithmetic performance and the CV, r s = -.25, p = .
026, and between arithmetic performance and the AES, r s = -.23, p = .036, corroborating that estimations from participants with higher arithmetic ability entail less variability. Conversely, the correlation between w and the arithmetic score did not approach statistical significance, r s = -.14, p = .216. In sum, there was a discrepancy in the relationship between non-symbolic numerical abilities and arithmetic performance in our observations, as the Coefficient of ASSESSING THE APPROXIMATE NUMBER SYSTEM Variation and the Absolute Error Score were correlated with the arithmetic score, whereas the Weber Fraction was not.
In order to to get a clearer picture of how the different numerical performance measures were related to arithmetic fluency, we conducted a regression analysis, with the raw arithmetic score as the dependent variable. The four predictors were the Weber fraction, the Coefficient of Variation, the Absolute Error Score, and the symbolic comparison adjusted response time From our correlation and regression analyses, the Weber fraction seemed to be the only measure that did not correlate with the others. We thus analysed in more details whether nonnumerical factors that are specific to the discrimination task might have lowered or suppressed these correlations. To do so, we computed the w from pairs of dot arrays in which the five manipulated visual properties were overall congruent with the numerical magnitude (e.g., the larger number has greater density and larger dots) and we computed the w from trials where this relation was incongruent. These two w significantly and negatively correlated with each other, r s = -.32, p = .002, suggesting that the participants who were the most accurate in the congruent condition were the less accurate in the case of incongruity. This negative ASSESSING THE APPROXIMATE NUMBER SYSTEM correlation is likely to reflect the fact that participants who relied more on visual cues were facilitated when the relation was congruent but impeded when it was not the case. To get an index of the degree to which participants were affected by these non-numerical factors, we computed the difference between the incongruent w and the congruent w. The greater the value of this difference, the higher the impact of the incongruity. We observed that this value marginally correlated with the arithmetic score, r s = -.21, p = .064. In other words, participants who were more affected by visual cues tended to get lower arithmetic score.
Taken together, these results confirm that participants behaved differently in the non-symbolic number comparison task as a function of the congruity of the relation between visual cues and numerical magnitude, and that this behaviour seemed to be related to their arithmetic skills.
Discussion
The main objective of the present study was to assess whether different measures of the acuity of the Approximate Number System are related to each other. Many authors actually agree on the idea that the Weber fraction, w, and the Coefficient of Variation, CV, are both suitable measures of the scalar variability that is a signature of the ANS. As aforementioned, they constitute measures of the very same parameter and should in theory be identical. However, until now, no study verified whether and how these indices are related empirically. We thus assessed the correlation between w and CV. Strikingly, the correlation coefficient between w and CV was close to zero and did not reach significance. Additional analyses revealed that the Weber fraction was strongly impacted by the congruity of the relation between numerical magnitude and other non-numerical visual features of the arrays, and hence cannot provide a pure measure of ANS acuity.
From the absence of correlation between w and CV -as well as between w and AES -, one might wish to claim that there is no common mechanism shared between the tasks and hence no common number system, such as the ANS, to handle numerosity (see for instance, ASSESSING THE APPROXIMATE NUMBER SYSTEM Gebuis, Gevers, & Cohen Kadosh, 2014) . Nevertheless, proving the inexistence of the ANS would require stronger and more specific evidence, as the absence of evidence does not constitute a proof of inexistence. Toning down this first assertion, one might instead consider that numerical comparison and estimation tasks do not necessarily imply the manipulation and/or the representation of the numerical aspect of the dot arrays. Actually, as visuospatial cues are intrinsically confounded with numerosity (Gebuis & Reynvoet, 2012c) , it could be asserted that participants only rely on these cues to make numerical judgements, without actually representing the numerosity associated to the pattern. Recent electrophysiological findings indeed suggested that continuous visual properties, and not number, explain brain responses to numerosities (Gebuis & Reynvoet, 2012b) . However, the existence of an intrinsic interplay between continuous visual properties and discrete numerical ones does not necessarily imply that participants do not rely at all on numerical information to judge the numerosity of dot arrays. Nys and Content (2012) and Guillaume and colleagues (2013) reported that visual cues indeed affected performance in the numerical comparison task but also, more importantly, that discrete numerical information impacted the continuous judgment in a non-numerical aggregate surface comparison task. Consequently, we cannot totally exclude any numerical processing in numerical judgment tasks.
Alternatively, if one postulates that some numerical processing occurred in these tasks, one must acknowledge that the present results challenge the suitability of using w and/or CV to properly assess ANS acuity (as suggested by Gilmore et al., 2011 ; see also . Theoretically, both parameters (w and CV) are supposed to measure the acuity of the ANS and they should take the exact same value. Empirically, however, they are extracted from different tasks, performance indices, and response modalities. The Coefficient of Variation is directly obtained from the observed variability among numerical estimates, whereas the Weber fraction is derived from discrimination performance (based on the ASSESSING THE APPROXIMATE NUMBER SYSTEM assumption that discrimination is determined by the degree of overlap between the mental representations of the two numerosities). Such differential demands to executive and working memory processes might lower the correlation between two measures assumed to assess the same cognitive process, but it is unlikely that they totally explain the lack of correlation that we observed in our data. It is thus necessary to consider both measures with their own specific limitations, which could call their validity into question.
As our participants were instructed to produce verbal estimates, our estimation task necessarily involved processes of transcoding to the verbal numerals (Izard & Dehaene, 2008) , and this might undermine approximate processing and thus the assessment of ANS acuity. Additionally, they had to establish their estimates from a visual display, so that visuospatial processing might hinder numerical processing (see Gebuis & Reynvoet, 2012a) .
A recent study by Smets, Sasanguie, Szücs, and Reynvoet (2015) however suggested that estimation tasks are not significantly altered by differences in visual cues, contrarily to discrimination tasks that are highly biased by how the visual cues were manipulated (see also Smets, Gebuis, Defever, & Reynvoet, 2014) . More generally, visuospatial processing are particularly problematic in the discrimination task, as only a rough estimate of the numerosity of each collection is needed to accurately perform the task (Gebuis & Reynvoet, 2012a ).
Interindividual differences in numerical acuity might thus be hidden by the degree to which participants used visuospatial strategies to solve the task. Our participants indeed behaved differently in the number comparison task as a function of the congruity of the relation between visual cues and numerical magnitude. Importantly, the degree to which participants relied on visuospatial strategies seemed to be related to their arithmetic skills: participants with lower arithmetic score were strongly impacted by the incongruity induced by visual cues.
This result converges with previous findings showing that individuals with better arithmetic skills show less interference of incongruent total area in numerosity comparison (Guillaume et ASSESSING THE APPROXIMATE NUMBER SYSTEM al., 2013) and more interference of numerosity in aggregated area comparison (Nys & Content, 2012) . It is also in line with the claim from Gilmore and colleagues (2013) that inhibiting irrelevant cues might actually be the correlating factor between performance in discrimination tasks and math ability. Our data do not support the claim that Weber fraction computed from discrimination tasks reliably assessed ANS acuity independently from any interference from visuospatial strategies.
On another note, we wanted to verify whether the Weber Fraction and the Coefficient of
Variation were related to symbolic processing and to arithmetic performance. First, the relationship between symbolic number processing and arithmetic problem solving was clearly present in our data. It should be noted that our symbolic measure was based on adjusted response times and that our arithmetic test was timed, so that general speed of processing might explain some part of the correlation we observed in our data. In spite of that, many studies consistently reported similar findings (e.g., Holloway & Ansari, 2009; Sasanguie et al., 2013) , corroborating that proficient symbolic processing is related to higher math ability.
Secondly, we found no significant correlation between symbolic number processing and ANS acuity, either for w or CV (as in Gilmore et al., 2011; Sasanguie et al., 2013) . Nevertheless, both correlation coefficients approached the significance level. This might be due to common processes such as the comparison component or the symbolic labelling that occurred in the discrimination and in the estimation task, respectively.
Concerning the relationship between w and our arithmetic measure, we failed to observe any significant correlation between our measure of the Weber fraction and our index of math fluency. If we assume that w correctly indexes ANS acuity, and if we only had recourse to this measure in our correlation analyses, we would be led to conclude that the data do not support the existence of a relationship between ANS acuity and arithmetic proficiency (as Castronovo & Göbel, 2012; Gilmore et al., 2011; Inglis et al., 2011; Price et al., 2012) . On ASSESSING THE APPROXIMATE NUMBER SYSTEM the other hand, if we consider that CV is an adequate index of ANS acuity, we would have to conclude the opposite, as we found a significant correlation between CV and our arithmetic measure (as Mejias & Schiltz, 2013) . To summarize, from our observations, it could either be concluded that there is a relation between ANS acuity and arithmetic competence or not, as a function of the measure and the task analysed 5 . Such a situation is clearly unsatisfactory and authors should therefore be cautious with potential biases in the tasks they use to assess ANS acuity.
Finally, one could argue that the relation we observed between CV and arithmetic performance was due to symbolic mediation, as the estimation task in our experiment explicitly involved magnitude extraction but also symbolic labelling. It is thus crucial to determine whether the relation between arithmetic skills and numerical estimation ability holds over and above the symbolic transcoding process. A closer look at the relation between our symbolic measure (aRT) and both the veridicity (i.e., AES) and the consistency of the estimates (CV) is informative on this matter. The AES, but not the CV, correlated at the significance level with the symbolic measure. It thus seems crucial to differentiate the estimation process itself (measured by the CV) from the process of matching with a symbolic label (reflected by the AES). In line with this argument, the regression analyses revealed that CV still explained a part of the variance in arithmetic processing after symbolic processing was taken into account, indicating that the CV is not just gauging symbolic processing. This is coherent with study, in which the authors avoided the symbolic matching process in a numerical estimation task by using non-verbal responses and showed that numerical estimation ability was related to math performance. The relationship between CV and math fluency thus does not seem to be completely explained by symbolic mediation.
To conclude, our findings corroborate the observations of a relationship between arithmetic performance and symbolic processing at adulthood. However, the relationship 20 ASSESSING THE APPROXIMATE NUMBER SYSTEM between arithmetic skills and non-symbolic processing is more complex, and seems to depend on the numerical task used. In our study, the Coefficient of Variation but not the Weber fraction correlated with arithmetic performance. Crucially, no correlation was observed between the Coefficient of Variation and the Weber fraction. Such a lack of correlation between the measures revealed that at least one task failed at properly assessing the ANS. It is likely that the Weber fraction was the most biased factor, as it was clearly influenced by the congruity of the relation between numerical magnitude and other non-numerical visual features of the stimuli. These results imply that the assessment of the ANS should be clarified and the validity of the tasks should be further tested before striving to find correlations with other cognitive abilities. More research on the relation between non-symbolic numerical processing, visuospatial processing and symbolic numerical processing is needed to understand how general number processing could impact mathematical and arithmetic skill. ASSESSING THE APPROXIMATE NUMBER SYSTEM 5. It should be noted that we assessed arithmetic performance -which is highly related to math ability -through one measure of arithmetic fluency. Further studies should investigate whether other aspects of general math ability (such as problem solving, spatial reasoning, etc.) are related to basic numerical abilities, and whether they are validly assessed. Number of dots 
Coefficient of variation and Weber fraction
Weber fraction y = 0.12x + 0.28 R 2 = .005, p = .502
