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Summary We obtain a representation of an inhomogeneous Le´vy process in
a Lie group or a homogeneous space in terms of a drift, a matrix function and
a measure function. Because the stochastic continuity is not assumed, our re-
sult generalizes the well known Le´vy-Itoˆ representation for stochastic continuous
processes with independent increments in Rd and its extension to Lie groups.
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1 Introduction
Let xt, t ∈ R+ = [0, ∞), be a process in R
d with rcll paths (right continuous paths with
left limits). It is said to have independent increments if for s < t, xt − xs is independent of
Fxs (the σ-algebra generated by xu, 0 ≤ u ≤ s). The process is called a Le´vy process if it
also has stationary increments, that is, if xt − xs has the same distribution as xt−s − x0. It
is well known that the class of Le´vy processes in Rd coincides with the class of rcll Markov
processes with translation-invariant transition functions Pt. The celebrated Le´vy -Khinchin
formula provides a useful representation of a Le´vy process in Rd by a triple of a drift vector,
a covariance matrix and a Le´vy measure.
More generally, a rcll process in Rd with independent but possibly non-stationary incre-
ments may be called an inhomogeneous Le´vy process. It is easy to show that such processes,
also called additive processes in literature, coincide with rcll inhomogeneous Markov pro-
cesses with translation invariant two-parameter transition functions Ps,t (see [14]).
A Le´vy process xt is always stochastically continuous, that is, xt = xt− a.s. (almost
surely) for any fixed t > 0. An inhomogeneous Le´vy process xt may not be stochastically
continuous, but if it is, then the well known Le´vy-Itoˆ representation holds ([8, chapter 15]):
xt = x0 + bt +Bt +
∫
[0, t]
∫
|x|≤1
xN˜(ds, dx) +
∫
[0, t]
∫
|x|>1
xN(ds, dx), (1)
where bt is a continuous path in R
d with b0 = 0, called a drift, Bt = (B
1
t , . . . , B
d
t ) is a
d-dim continuous Gaussian process of zero mean and independent increments, N(dt, dx) is
an independent Poisson random measure on R+×R
d with intensity η = E(N) being a Le´vy
measure function (to be defined later), and N˜ = N − η is the compensated form of N .
The distribution of the Gaussian process Bt is determined by its covariance matrix func-
tion Aij(t) = E(B
i
tB
j
t ) and the distribution of the Poisson random measure N is determined
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by its intensity measure η. Thus, the distribution of a stochastically continuous inhomoge-
neous Le´vy process xt in R
d is completely determined by the time-dependent triple (b, A, η).
In general, an inhomogeneous Le´vy process xt may not be a semimartingale (see [7, II]).
By Itoˆ’s formula, it can be shown that the process zt = xt − bt is a semi-martingale and for
any smooth function f(x) on Rd of compact support,
f(zt)−
1
2
∑
i,j
∫ t
0
fij(zs)dAij(s)−
∫ t
0
∫
Rd
[f(zs + x)− f(zs)−
∑
i
xifi(zs)1[|x|≤1]]η(ds, dx) (2)
is a martingale, where fi and fij denote respectively the first and second order partial
derivatives of f . This in fact provides a complete characterization for the distribution of a
stochastically continuous inhomogeneous Le´vy process xt in R
d.
This martingale representation is extended to stochastically continuous inhomogeneous
Le´vy process in a general Lie groupG in [3], generalizing an earlier result in [13] for continuous
processes. A different form of martingale representation in terms of the abstract Fourier
analysis is obtained in [5], where the processes considered are also stochastically continuous.
A Le´vy process xt in a Lie group G is defined as a rcll process with independent and
stationary (multiplicative) increments, that is, for s < t, x−1s xt is independent of F
x
s and
has the same distribution as x−10 xt−s. Such a process may also be characterized as a rcll
Markov process in G whose transition function Pt is invariant under left translations on G.
The classical triple representation of Le´vy processes was extended to Lie groups in [6] in the
form of a generator formula. A functional form of Le´vy-Itoˆ representation for Le´vy processes
in Lie groups was obtained in [1].
An inhomogeneous Le´vy process xt in a Lie group G is defined to be a rcll process that
has independent but not necessarily stationary increments, which may also be characterized
as an inhomogeneous rcll Markov process with a left invariant transition function Ps,t (see
Proposition 1). As mentioned earlier, the stochastically continuous inhomogeneous Le´vy
processes in G may be represented by a martingale determined by a triple (b, A, η).
The notion of Le´vy processes as invariant Markov processes, including inhomogeneous
ones, may be extended to more general homogeneous spaces, such as a sphere. A homo-
geneous space G/K may be regarded as a manifold X under the transitive action of a Lie
group G with K being the subgroup that fixes a point in X . As on a Lie group G, a Markov
process in X with a G-invariant transition function Pt will be called a Le´vy process, and
an inhomogeneous Markov process with a G-invariant transition function Ps,t will be called
an inhomogeneous Le´vy process. Although there is no natural product on X = G/K, the
increments of a process in X may be properly defined, and a Le´vy process in X may be
characterized by independent and stationary increments, with inhomogeneous ones just by
independent increments, same as on G. See section §7 for more details.
The purpose of this paper is to study the representation of inhomogeneous Le´vy processes,
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not necessarily stochastically continuous, in a Lie group G or a homogeneous space G/K. We
will show that such a process is represented by a triple (b, A, η) with possibly discontinuous
bt and η(t, ·) = η([0, t] × ·). This is in contrast to the stochastically continuous case when
the triple is continuous in t. A non-stochastically-continuous process may have a fixed jump,
that is, a time t > 0 such that P (xt 6= xt−) > 0. It turns out to be quite non-trivial to
handle fixed jumps which may form a countable dense subset of R+.
Our result applied to Rn leads to a martingale representation of inhomogeneous Le´vy
processes in Rn, for which the martingale (2) contains an extra term:
−
∑
u≤t
∫
Rn
[f(zu− + x− hu)− f(zu−)]νu(dx),
where νu is the distribution of the fixed jump at time u with mean hu. This complements
the Fourier transform representation on Rn obtained in [7, II.5].
We will obtain the representation of inhomogeneous Le´vy processes not only on a Lie
group G but also on a homogeneous space G/K. For this purpose, we will formulate a
product structure and develop certain invariance properties on G/K so that the formulas
obtained on G, and their proofs, may be carried over to G/K. We will also show that an
inhomogeneous Le´vy process in G/K is the natural projection of an inhomogeneous Le´vy
process in G. On an irreducible G/K, such as a sphere, the representation takes a very
simple form: there is no drift and the covariance matrix function A(t) = a(t)I for some
function a(t). This is even simpler than the representation on Rn.
Our interest in non-stochastically-continuous inhomogeneous Le´vy processes lies in the
following application. Let xt be a Markov process in a manifold X invariant under the
action of a Lie group G. It is shown in [10] that xt may be decomposed into a radial part yt,
transversal to G-orbits, and an angular part zt, in a standard G-orbit Z. The yt can be an
arbitrary Markov process in a transversal subspace, whereas given yt, the conditioned zt is an
inhomogeneous Le´vy process in the homogeneous space Z = G/K. For example, a Markov
process in Rn invariant under the group O(n) of orthogonal transformations is decomposed
into a radial Markov process in a half line and an angular process in the unit sphere.
In [10], the representation of stochastically continuous inhomogeneous Le´vy processes in
G/K is used to obtain a skew product decomposition of a G-invariant continuous Markov
process xt in which the angular part zt is a time changed Brownian motion in G/K, gener-
alizing the well known skew product of Brownian motion in Rn.
When the G-invariant Markov process xt is discontinuous, its conditioned angular part
zt is typically not stochastically continuous. For example, a discontinuous O(n)-invariant
Le´vy process in Rn is stochastically continuous, but its conditioned angular part is not. The
present result will provide a useful tool in this situation.
We note that an important related problem, the weak convergence of convolution prod-
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ucts of probability measures to a two-parameter convolution semigroup, which is the distri-
bution of an inhomogeneous Le´vy process, is not pursued in this paper. The stochastically
continuous case is studied in [12] and [11].
Our paper is organized as follows. The main results on Lie groups are stated in the next
section with proofs given in the four sections to follow. In §3, we establish the martingale
representation, associated to a triple (b, A, η), for a given inhomogeneous Le´vy process, under
two technical assumptions (A) and (B). These assumptions are verified in §4. We then prove
the uniqueness of the triple for a given process in §5, and the uniqueness and the existence of
the process for a given triple in §6. The results on homogeneous spaces are presented in §7.
We follow the basic ideas in [3], but with many changes, not only to deal with fixed jumps
but also to clarify some obscure arguments in [3]. To save the space, we rely on some results
proved in the first half of [3] (which is relatively easier than the second half), and have to
omit some tedious computations after having stated the main technical points.
All processes are assumed to be defined on the infinite time interval R+ = [0, ∞), but
it is clear that the results also hold on a finite time interval. For a manifold X , let B(X)
be the Borel σ-field on X and let B+(X) be the space of nonnegative Borel functions on X .
Let C(X), Cb(X) and C
∞
c (X) be respectively the spaces of continuous functions, bounded
continuous functions, and smooth functions with compact supports on X .
2 Inhomogeneous Le´vy processes in Lie groups
Let xt be an inhomogeneous Le´vy process in a Lie group G. By definition, xt is a rcll process
in G with independent increments, that is, x−1s xt is independent of F
x
s for s < t. It becomes
a Le´vy process in G if it also has stationary increments, that is, if the distribution of x−1s xt
depends only on t− s. Let µs,t be the distribution of x
−1
s xt. Then for f ∈ B+(G),
E[f(xt) | F
x
s ] = E[f(xsx
−1
s xt) | F
x
s ] =
∫
G
f(xsy)µs,t(dy).
This shows that xt is an inhomogeneous Markov process with transition function Ps,t given
by Ps,tf(x) =
∫
f(xy)µs,t(dy).
Note that xt is left invariant in the sense that its transition function Ps,t is left invariant,
that is, Ps,t(f ◦ lg) = (Ps,tf) ◦ lg for f ∈ B+(G) and g ∈ G, where lg is the left translation
x 7→ gx on G. Conversely, if xt is a left invariant inhomogeneous Markov process in G, then
E[f(x−1s xt) | F
x
s ] = Ps,t(f ◦ lx−1s )(xs) = Ps,tf(e), where e is the identity element of G. This
implies that xt has independent increments. We have proved the following result.
Proposition 1 A rcll process xt in G is an inhomogeneous Le´vy process if and only if it is
a left invariant inhomogeneous Markov process.
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Note that the proof of Proposition 1 may be slightly modified to show that a rcll process
in G is a Le´vy process if and only it is a Markov process with a left invariant transition
function Pt (see also [9, Proposition 1.2]).
A measure function on G is a family of σ-finite measures η(t, ·) on G, t ∈ R+, such that
η(s, ·) ≤ η(t, ·) for s < t, and η(t, ·) ↓ η(s, ·) as t ↓ s ≥ 0. Here the limit is set-wise, that is,
η(t, B)→ η(s, B) for B ∈ B(G). The left limit η(t−, ·) at t > 0, defined as the nondecreasing
limit of measures η(s, ·) as s ↑ t, exists and is ≤ η(t, ·).
A measure function η(t, ·) may be regarded as a σ-finite measure on R+ × G and may
be written as η(dt, dx), given by η((s, t] × B) = η(t, B)− η(s, B) for s < t and B ∈ B(G).
Conversely, any measure η on R+ × G such that η(t, ·) = η([0, t] × ·) is a σ-finite measure
on G for any t > 0 may be identified with the measure function η(t, ·).
A measure function η(t, ·) is called continuous at t > 0 if η(t, ·) = η(t−, ·), and continuous
if it is continuous at all t > 0. In general, the set J = {t > 0: η(t, G) > η(t−, G)}, of
discontinuity times, is at most countable, and
η(t, ·) = ηc(t, ·) +
∑
s≤t, s∈J
η({s} × ·), (3)
where ηc(t, ·) =
∫
[0, t]∩Jc η(ds, ·) is a continuous measure function, called the continuous part
of η(t, ·), and η({s} × ·) = η(s, ·)− η(s−, ·)
Recall e is the identity element of G. The jump intensity measure of an inhomogeneous
Le´vy process xt is the measure function η(t, ·) on G defined by
η(t, B) = E{#{s ∈ (0, t]; x−1s−xs ∈ B and x
−1
s−xs 6= e}}, B ∈ B(G), (4)
the expected number of jumps in B by time t. The required σ-finiteness of η(t, ·) will be clear
from Proposition 7 later, and then the required right continuity, η(t, ·) ↓ η(s, ·) as t ↓ s ≥ 0,
follows from (4). It is clear that the process xt is continuous if and only if η = 0.
Note that η(0, ·) = 0 and η(t, {e}) = 0, and for t > 0, η({t} ×G) ≤ 1 and
νt = η({t} × ·) + [1− η({t} ×G)]δe (where δe is the unit mass at e) (5)
is the distribution of x−1t−xt, so η(t, ·) is continuous if and only if xt is stochastically continuous.
Let {ξ1, . . . , ξd} be a basis of the Lie algebra g of G. We will write e
ξ for the exponential
map exp(ξ) on G. There are φ1, . . . , φd ∈ C
∞
c (G) such that x = e
∑d
i=1
φi(x)ξi for x near e,
called coordinate functions associated to the basis {ξi} of g. Note that ξiφj(e) = δij . The
φ·-truncated mean, or simply the mean, of a G-valued random variable x or its distribution
µ is defined to be
b = e
∑d
j=1
µ(φj )ξj (where µ(φj) =
∫
φjdµ). (6)
The distribution µ is called small if its mean b has coordinates µ(φ1), . . . , µ(φd), that is,
φj(b) = µ(φj), 1 ≤ j ≤ d. (7)
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This is the case when µ is sufficiently concentrated near e.
As defined in [3], a Le´vy measure function on G is a continuous measure function η(t, ·)
such that
(a) η(0, ·) = 0, η(t, {e}) = 0 and η(t, U c) <∞ for any t ∈ R+ and neighborhood U of e.
(b) η(t, ‖φ·‖
2) <∞ for any t ≥ 0, where ‖φ·‖
2 =
∑d
i=1 φi(x)
2.
The notion of Le´vy measure functions is now extended. A measure function η(t, ·) on G
is called an extended Le´vy measure function if (a) above and (b′) below hold.
(b′) For t ≥ 0, ηc(t, ‖φ·‖
2) <∞, η({t} ×G) ≤ 1 and with νt given by (5),
∑
s≤t
νs(‖φ· − φ·(hs)‖
2) < ∞, (8)
where ηc(t, ·) is the continuous part of η(t, ·) and ht = exp[
∑
j νt(φj)ξj] is the mean of νt.
Note that νt = δe and ht = e at a continuous point t of η(t, ·), and hence the sum
∑
s≤t
in (8) has at most countably many nonzero terms. If η(t, ·) is continuous, then (b′) becomes
(b), and hence a continuous extended Le´vy measure function is a Le´vy measure function.
It can be shown directly that conditions (b) and (b′) are independent of the choice for
coordinate functions φi and basis {ξi}. This is also a consequence of Theorem 2 below.
A continuous path bt in G with b0 = e will be called a drift. A d× d symmetric matrix-
valued function A(t) = {Ajk(t)} will be called a covariance matrix function if A(0) = 0,
A(t) − A(s) ≥ 0 (nonnegative definite) for s < t, and t 7→ Ajk(t) is continuous. A triple
(b, A, η) of a drift bt, a covariance matrix function A(t) and a Le´vy measure function η(t, ·) will
be called a Le´vy triple on G. For g ∈ G, the adjoint map Ad(g): g → g is the differential
of the conjugation x 7→ gxg−1 at x = e. It is shown in [3] that if xt is a stochastically
continuous inhomogeneous Le´vy process in G with x0 = e, then there is a unique Le´vy triple
(b, A, η) such that xt = ztbt and
∀f ∈ C∞c (G), f(zt)−
1
2
∫ t
0
d∑
j,k=1
[Ad(bs)ξj][Ad(bs)ξk]f(zs) dAjk(s)
−
∫ t
0
∫
G
{f(zsbsτb
−1
s )− f(zs)−
d∑
j=1
φj(τ)[Ad(bs)ξj]f(zs)}η(ds, dτ) (9)
is a martingale under Fxt . Conversely, given a Le´vy triple (b, A, η), there is a stochastically
continuous inhomogeneous Le´vy process xt with x0 = e represented as above, unique in
distribution.
Therefore, a stochastically continuous inhomogeneous Le´vy process in G is represented
by a triple (b, A, η) just like its counterpart in Rd. The complicated form of the martingale
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in (9) with the presence of the drift bt, as compared with its counterpart (2) on R
d, is caused
by the non-commutativity of G. This representation is extended to all inhomogeneous Le´vy
processes in G, not necessarily stochastically continuous, in Theorem 2 below.
An extended drift on G is a rcll path bt in G with b0 = e. A triple (b, A, η) of an extended
drift bt, a covariance matrix function A(t) and an extended Le´vy measure function η(t, ·)
will be called an extended Le´vy triple on G if b−1t− bt = ht for any t > 0.
We note that for G = Rd, our definition of an extended Le´vy triple corresponds to the
assumptions in [7, Theorem II 5.2]. In particular, (a) and (b′) corresponds to (i) - (iii), and
b−1t− bt = ht to (v), but (iv) in [7] is redundant as it is implied by the other conditions.
A rcll process xt in G is said to be represented by an extended Le´vy triple (b, A, η) if
with xt = ztbt,
Mtf = f(zt)−
1
2
∫ t
0
d∑
j,k=1
[Ad(bs)ξj][Ad(bs)ξk]f(zs)dAjk(s)
−
∫ t
0
∫
G
{f(zsbsxb
−1
s )− f(zs)−
d∑
j=1
φj(x)[Ad(bs)ξj]f(zs)}η
c(ds, dx)
−
∑
u≤t
∫
G
[f(zu−bu−xh
−1
u b
−1
u−)− f(zu−)]νu(dx) (10)
is a martingale under the natural filtration Fxt of xt for any f ∈ C
∞
c (G).
We note that in (10), the ηc-integral is absolutely integrable and the sum
∑
u≤t con-
verges absolutely a.s., and hence Mtf is a bounded random variable. This may be veri-
fied by (b′) and Taylor’s expansions of f(zsbsxb
−1
s ) = f(zsbse
∑
j
φj(x)ξj b−1s ) at x = e and
f(zu−bu−xh
−1
u b
−1
u−) at x = hu (see the computation in the proof of Lemma 15).
Theorem 2 Let xt be an inhomogeneous Le´vy process in G with x0 = e. Then there is a
unique extended Le´vy triple (b, A, η) on G such that xt is represented by (b, A, η) as defined
above. Moreover, η(t, ·) is the jump intensity measure of process xt given by (4). Conse-
quently, xt is stochastically continuous if and only if (b, A, η) is a Le´vy triple.
Conversely, given an extended Le´vy triple (b, A, η) on G, there is an inhomogeneous Le´vy
process xt in G with x0 = e, unique in distribution, that is represented by (b, A, η).
Remark 1 As the jump intensity measure, η(t, ·) is clearly independent of the choice for
the basis {ξj} of g and coordinate functions φj . By Lemma 11, A(t) is independent of {φj}
and the operator
∑d
j,k=1Ajk(t)ξjξk is independent of {ξj}.
In Theorem 2, the representation of process xt is given in the form of a martingale
property of the shifted process zt = xtb
−1
t . By Theorem 3 below, when the drift bt has a
finite variation, a form of martingale property holds directly for xt.
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A rcll path bt in a manifold X is said to have a finite variation if for any f ∈ C
∞
c (X),
f(bt) has a finite variation on any finite t-interval. Let ξ1, . . . , ξd be a family of smooth vector
fields on X such that ξ1(x), . . . , ξd(x) form a basis of the tangent space TxX of X at any x.
If bt is a continuous path in X with a finite variation, then there are uniquely defined real
valued continuous functions bj(t) of finite variation, 1 ≤ j ≤ d, with bj(0) = 0, such that
∀f ∈ C∞c (X), f(bt) = f(b0) +
∫ t
0
∑
j
ξjf(bs)dbj(s). (11)
Indeed, ξj(x) =
∑
k αjk(x)(∂/∂ψk) under local coordinates ψ1, . . . , ψd on G, and df(bt) =∑
j(∂/∂ψj)f(bt)dψj(bt) =
∑
j,k βjk(bt)ξkf(bt)dψj(bt), where {βjk(x)} = {αjk(x)}
−1, then bj(t)
are determined by dbj(t) =
∑
k βkj(bt)dψk(bt). Conversely, given bj(t) as above, a continuous
path bt of finite variation satisfying (11) may be obtained by solving the integral equation
ψj(bt)− ψj(bt0) =
∑
k
∫ t
t0
αkj(bs)dbk(s)
for ψj(bt) by the usual successive approximation method.
The functions bj(t) above will be called components of the path bt under the vector fields
ξ1, . . . , ξd. When X = G, these vector fields will be the basis of g chosen before.
More generally, if bt is a rcll path inX of finite variation, then there is a unique continuous
path bct in X of finite variation with b
c
0 = b0 such that, letting bj(t) be the components of b
c
t ,
∀f ∈ C∞c (X), f(bt) = f(b0) +
∫ t
0
∑
j
ξjf(bs)dbj(s) +
∑
s≤t
[f(bs)− f(bs−)]. (12)
To prove this, cover the path by finitely many coordinate neighborhoods and then prove the
claim on a Euclidean space. The path bct will be called the continuous part of bt.
Theorem 3 Let xt be an inhomogeneous Le´vy process in G with x0 = e, represented by an
extended Le´vy triple (b, A, η). Assume bt is of finite variation. Then
f(xt)−
∫ t
0
∑
j
ξjf(xs)dbj(s)−
∫ t
0
1
2
∑
j,k
ξjξkf(xs) dAjk(s)
−
∫ t
0
∫
G
{f(xsτ)− f(xs)−
∑
j
φj(τ)ξjf(xs)}η
c(ds, dτ)
−
∑
u≤t
∫
G
[f(xu−τ)− f(xu−)]νu(dτ) (13)
is a martingale under Fxt for any f ∈ C
∞
c (G).
Conversely, given an extended Le´vy triple (b, A, η) with bt of finite variation, there is an
inhomogeneous Le´vy process xt in G with x0 = e, unique in distribution, such that (13) is a
martingale under Fxt for f ∈ C
∞
c (G).
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The above theorem follows directly from Theorem 2 and the next lemma. Note that
because bt has a finite variation and φi(b
−1
u bu) = νu(φi) for all but finitely many u ≤ t,∑
u≤t |νu(φi)| < ∞ and hence
∑
u≤t |
∫
G[f(xu−τ) − f(xu−)]νu(dτ)| < ∞. The absolute inte-
grability of the ηc-integral in (13) can be verified as in (10).
Lemma 4 Let (b, A, η) be an extended Le´vy triple on G with bt of finite variation. For an
inhomogeneous Le´vy process xt = ztbt in G with x0 = e, (10) being a martingale under F
x
t
for all f ∈ C∞c (G) is equivalent to (13) being a martingale under F
x
t for all f ∈ C
∞
c (G).
Proof Let us assume (10) is a martingale. Let ∆n: 0 = tn0 < tn1 < · · · < tni ↑ ∞ (as i ↑ ∞)
be a sequence of partitions of R+ with mesh ‖∆n‖ = supi≥1(tni− tn i−1)→ 0 as n→∞, and
let fni(z) = f(zbtni). Then
fni(zt) = fni(e) +M
ni
t +
∫
[0, t]
L(s, ds)fni,
where Mnit is a martingale with M
ni
0 = 0 and
L(t, dt)f =
1
2
∑
j,k
[Ad(bt)ξj][Ad(bt)ξk]f(zt)dAjk(t) +
∫
G
{f(ztbtτb
−1
t )− f(zt)
−
∑
j
φj(τ)[Ad(bt)ξj]f(zt)}η
c(dt, dτ) +
∑
s∈dt
∫
G
[f(zs−bs−τh
−1
s b
−1
s−)− f(zs−)]νs(dτ).
Let bnt = btni for t ∈ [tni, tn i+1). Let J be the set of fixed jump times of xt. We may assume
J ⊂ ∆n as n→∞ in the sense that ∀u ∈ J , u ∈ ∆n for large n. Then b
n
t is a step function
and bnt → bt as n→∞ uniformly for bounded t. It follows that for t ∈ [tni, tn i+1),
f(ztb
n
t ) = f(ztbtni) = f(e) +
i∑
j=1
[f(ztnj btnj )− f(ztn j−1btn j−1)] + [f(ztbtni)− f(ztnibtni)]
= f(e) +
i∑
j=1
[f(ztnj btn j−1)− f(ztn j−1btn j−1)] + [f(ztbtni)− f(ztnibtni)]
+
i∑
j=1
[f(ztnjbtnj )− f(ztnjbtn j−1)]
= f(e) +
i∑
j=1
[Mn j−1tnj −M
n j−1
tn j−1 ] +
i∑
j=1
∫
(tn j−1, tnj ]
L(s, ds)fn j−1 + [M
ni
t −M
ni
tni
]
+
∫
(tni, t]
L(s, ds)fni +
i∑
j=1
[f(ztnj btnj )− f(ztnjbtn j−1)]
= f(e) +M
(n)
t +
∫
[0, t]
L(s, ds)(f ◦ rbns−) +
i∑
j=1
[f(ztnj btnj )− f(ztnj btn j−1)],
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where M
(n)
t =
∑i
j=1[M
n j−1
tnj −M
n j−1
tn j−1 ] + [M
ni
t −M
ni
tni
], t ∈ [tni, tn i+1), is a martingale, and
rb is the right translation x 7→ xb on G. As n → ∞, by the uniform convergence b
n
t → bt,
f(ztb
n
t )→ f(ztbt) = f(xt), and by the continuity of A(t) and η
c(t, ·),
∫
[0, t]
L(s, ds)(f ◦ rbns−) →
∫
[0, t]
L(s, ds)(f ◦ rbs−) =
1
2
∫ t
0
∑
p,q
ξpξqf(xs)dApq(s) +
∫ t
0
∫
G
[f(xsτ)− f(xs)−
∑
p
φp(τ)ξpf(xs)]η
c(ds, dτ) +
∑
s≤t
∫
G
[f(xs−τh
−1
s )− f(xs−)]νs(dτ)
and, by (12) and noting that bp(t) is continuous in t and J ⊂ ∆n as n→∞,
i∑
j=1
[f(ztnj btnj )− f(ztnj btn j−1)] =
i∑
j=1
{
∫ tnj
tn j−1
∑
p
ξpf(ztnjbs)dbp(s) +
∑
tn j−1<u≤tnj
[f(ztnj bu)− f(ztnj bu−)]}
→
∫ t
0
∑
p
ξpf(zsbs)dbp(s) +
∑
u≤t
[f(zubu)− f(zubu−)]
=
∫ t
0
∑
p
ξpf(zsbs)dbp(s) +
∑
u≤t
[f(xu)− f(xuh
−1
u )]
=
∫ t
0
∑
p
ξpf(xs)dbp(s) +
∑
u≤t
∫
G
[f(xu−τ)− f(xu−τh
−1
u )]νu(dτ) +M
′
t ,
where M ′t =
∑
u≤t{f(xu)− f(xuh
−1
u )−E[f(xu)− f(xuh
−1
u ) | F
x
u−]} is a bounded martingale.
It follows that M
(n)
t converges boundedly to a martingale Mt given by (13).
Now we assume (13) is a martingale. Because zt = xtb
−1
t , the above computation can
be repeated with xt and zt switching roles, and bt replaced by b
−1
t , to show that (10) is a
martingale. Note that the components βj(t) of the continuous part of b
−1
t under the basis
{ξj} are given by
dβj(t) = −
∑
k
[Ad(bt)]jkdbk(t), (14)
where [Ad(b)]jk is the matrix representing Ad(b), that is, Ad(b)ξk =
∑
j[Ad(b)]jkξj. ✷
3 Measure functions
We now let J = {u1, u2, u3, . . .} be the set of fixed jump times of an inhomogeneous Le´vy
process xt (the list may be finite or empty, and may not be ordered in magnitude). As in
the proof of Lemma 4, let ∆n: 0 = tn0 < tn1 < tn2 < · · · < tnk ↑ ∞ (as k ↑ ∞) be a
sequence of partitions of R+ with mesh ‖∆n‖ → 0 as n → ∞, such that ∆n contains J as
n → ∞ in the sense that any u ∈ J is in ∆n when n is sufficiently large. For m > 0, let
Jm = {u1, u2, . . . , um}.
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For i = 1, 2, 3, . . ., let xni = x
−1
tn i−1xtni . Then for each fixed n, xni are independent random
variables in G. Let µni be their distributions, and define the measure function
ηn(t, ·) =
∑
tni≤t
µni (setting ηn(0, ·) = 0). (15)
Proposition 5 For any T > 0 and any neighborhood U of e, ηn(T, U
c) is bounded in n and
ηn(T, U
c) ↓ 0 as U ↑ G uniformly in n.
Proof We first establish an equi-continuity type property for ηn(t, ·).
Lemma 6 For any T > 0, neighborhood U of e and ε > 0, there are integers n0 and m > 0,
and δ > 0, such that if n ≥ n0 and s, t ∈ ∆n ∩ [0, T ] with 0 < t− s < δ and (s, t] ∩ Jm = ∅
(the empty set), then ηn(t, U
c)− ηn(s, U
c) < ε.
By Borel-Cantelli Lemma, the independent increments and rcll paths imply that for any
neighborhood U of e, ∑
u≤T, u∈J
P (x−1u−xu ∈ U
c) <∞. (16)
Suppose the claim of the lemma is not true. Then for some ε > 0, and for any n0, m and
δ > 0, there are sn, tn ∈ ∆n ∩ [0, T ] with n ≥ n0, tn − sn < δ and (sn, tn] ∩ Jm = ∅ such
that ηn(tn, U
c)− ηn(sn, U
c) ≥ ε. Letting n0 →∞ and δ → 0 yields a subsequence of n→∞
such that sn and tn converge to a common limit t ≤ T as n→∞.
Let sn = tni and tn = tnj. In the following computation, we will write An ≈ Bn if there
is a constant c > 0 such that (1/c)An ≤ Bn ≤ cAn. Then
ηn(tn, U
c)− ηn(sn, U
c) =
j∑
p=i+1
P (x−1tn p−1xtnp ∈ U
c) ≈ −
j∑
p=i+1
log[1− P (x−1tn p−1xtnp ∈ U
c)]
= − logP [∩jp=i+1(x
−1
tn p−1
xtnp ∈ U)] = − logP (An),
where An = ∩
j
p=i+1(x
−1
tn p−1xtnp ∈ U). Because ηn(tn, U
c) − ηn(sn, U
c) ≥ ε, P (An) ≤ 1 − ε1
for some constant ε1 > 0. Then P (A
c
n) > ε1. Note that on A
c
n, the process xt makes a
U c-oscillation during the time interval [sn, tn].
There are three possible cases and we will reach a contradiction in all these cases. Case
one, there are infinitely many sn ↓ t. This is impossible by the right continuity of paths at
time t. Case two, there are infinitely many tn ↑ t. This is impossible by the existence of
path left limit at time t. Case three, there are infinitely many sn < t ≤ tn. This implies
P (x−1t−xt ∈ U
c) ≥ ε1. Then t ∈ J . Because (sn, tn] ∩ Jm = ∅, t 6∈ Jm. By (16), m may
be chosen so that
∑
u≤T, u∈J−Jm P (x
−1
u−xu ∈ U
c) < ε1, which is impossible. Lemma 6 is now
proved.
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To prove Proposition 5, fix ε > 0 and let n0, m, δ be as in Lemma 6. It suffices to prove
for n ≥ n0. For each n ≥ n0, Jm may be covered by no more than m sub-intervals of the
form [tn i−1, tni], and the rest of the interval [0, T ] may be covered by finitely many, say p,
sub-intervals [s, t] as in Lemma 6. Then ηn(T, U
c) ≤ pε+m, and hence ηn(t, U
c) is bounded.
Now let V be a neighborhood of e such that V −1V = {x−1y; x, y ∈ V } ⊂ U . Then
ηn(T, U
c) =
∑
tni≤T
P (x−1tn i−1xtni ∈ U
c) ≈ −
∑
tni≤T
log[1− P (x−1tn i−1xtni ∈ U
c)]
= − logP{∩tni≤T [x
−1
tn i−1
xtni ∈ U ]} ≤ − logP{∩tni≤T [xtn i−1 ∈ V and xtni ∈ V ]}
≤ − logP{∩t≤T [xt ∈ V ]} ↓ 0
as V ↑ G uniformly in n because P{∩t≤T [xt ∈ V ]} ↑ 1. ✷
Let η(t, ·) be the jump intensity measure of process xt defined by (4).
Proposition 7 For any t > 0 and f ∈ Cb(G) vanishing in a neighborhood of e,
ηn(t, f) → η(t, f).
Moreover, η(t, U c) <∞ for any neighborhood U of e.
Proof We may assume f ≥ 0. Let F =
∑
u≤t f(x
−1
u−xu) and Fn =
∑p
i=1 f(xni), where p is
the largest index i such that tni ≤ t. Then η(t, f) = E(F ) and ηn(t, f) = E(Fn). Because
∆n contains J as n→∞, Fn → F a.s. as n→∞. By the independence of xn1, xn2, xn3, . . .,
E(F 2n) = E{[
p∑
i=1
f(xni)]
2} =
p∑
i=1
µni(f
2) +
∑
i 6=j
µni(f)µnj(f)
=
p∑
i=1
µni(f
2) + [
p∑
i=1
µni(f)]
2 −
p∑
i=1
µni(f)
2 ≤ ηn(t, f
2) + [ηn(t, f)]
2,
which is bounded by Proposition 5. Therefore, E(F 2n) are uniformly bounded in n, and
hence Fn are uniformly integrable. It follows that ηn(t, f) = E(Fn) → E(F ) = η(t, f). The
finiteness of η(t, U c) now follows from Proposition 5. ✷
Define
ηm(t, B) = E[#{s ≤ t; x−1s−xs ∈ B, x
−1
s−xs 6= e and s 6∈ Jm}]. (17)
Then η(t, ·) ≥ ηm(t, ·) ↓ ηc(t, ·) as m ↑ ∞. Let ∆mn be the subset of ∆n consisting of tni such
that u ∈ (tn i−1, tni] for some u ∈ Jm, and let η
m
n (t, ·) =
∑
tni≤t, tni 6∈∆mn
µni.
Lemma 8 Fix m > 0. Then as n → ∞, ηmn (t, f) → η
m(t, f) for any t > 0 and f ∈ Cb(G)
vanishing in a neighborhood of e.
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Proof Let F ′ =
∑
s≤t, s 6∈Jm f(x
−1
s−xs) and F
′
n =
∑
tni≤t, tni 6∈∆mn
f(xni). Then η
m(t, f) = E(F ′)
and ηmn (t, f) = E(F
′
n). Because ∆n contains J as n → ∞, F
′
n → F
′ a.s. as n → ∞. One
may assume f ≥ 0. Because F ′n ≤ Fn in the notation of the proof of Proposition 7, so F
′
n
are uniformly integrable and hence ηmn (t, f) = E(F
′
n)→ E(F
′) = ηm(t, F ). ✷
The notion of measure functions is now extended to matrix-valued measures. Thus
a family of d × d symmetric matrix valued functions A(t, B) = {Ajk(t, B)}j,k=1,2,...,d, for
t ∈ R+ and B ∈ B(G), is called a matrix-valued measure function on G if Ajk(t, ·) is a finite
signed measure on G, A(0, B) and A(t, B) − A(s, B) are nonnegative definte for s < t, and
Ajk(t, B)→ Ajk(s, B) as t ↓ s.
The trace of a matrix-valued measure function A(t, ·), q(t, ·) = Trace[A(t, ·)], is a finite
measure function such that for s < t and j, k = 1, 2, . . . , d,
|Ajk(t, ·)− Ajk(s, ·)| ≤ q(t, ·)− q(s, ·) = q((s, t]× ·). (18)
Let An(t, ·) be the matrix-valued measure functions on G defined by
Anjk(t, B) =
∑
tni≤t
∫
B
[φj(x)− φj(bni)][φk(x)− φk(bni)]µni(dx), (19)
where bni = e
∑
j
µni(φj)ξj is the mean of xni. Its trace is
qn(t, B) =
∑
tni≤t
∫
B
‖φ·(x)− φ·(bni)‖
2µni(dx), (20)
where φ·(x) = (φ1(x), . . . , φd(x)) and ‖ · ‖ is the Euclidean norm on R
d.
In the rest of this section, let η(t, ·) be the jump intensity measure of an inhomogeneous
Le´vy process xt in G, defined by (4), with J being the set of its discontinuity times. Let νt
be defined by (5) with mean ht. Then νt and ht are respectively the distribution and the
mean of x−1t−xt, which are nontrivial only when t ∈ J . We will see that η(t, ·) is an extended
Le´vy measure function. This fact is now proved below under an extra assumption.
Proposition 9 Assume qn(t, G) is bounded in n for each t > 0. Then the jump intensity
measure η(t, ·) is an extended Le´vy measure function, and hence its continuous part ηc(t, ·)
is a Le´vy measure function.
Proof Let cq be a constant such that q
n(t, G) ≤ cq for all n. Any u ∈ J is contained in
(tn i−1, tni] for some i = in and νu(‖φ· − φ·(hu)‖
2) = limn→∞ µni(‖φ· − φ·(bni)‖
2). It follows
that
∑
u≤t,u∈J νu(‖φ· − φ·(hu)‖
2) ≤ cq. It remains to prove the finiteness of η
c(t, ‖φ·‖
2). Let
rmn = max
tni≤t, tni 6∈∆mn
‖φ·(bni)‖, (21)
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where ∆mn is defined after (17). Then r
m
n = maxtni≤t, tni 6∈∆mn ‖µni(φ·)‖ for large m, and
limn→∞r
m
n = supu≤t, u 6∈Jm ‖νu(φ·)‖ → 0 as m→∞. For two neighborhoods U ⊂ V of e,
ηc(t, ‖φ·‖
21V c) ≤ η
m(t, ‖φ·‖
21V c) ≤ limn→∞
∫
Uc
‖φ·(x)‖
2ηmn (t, dx) (by Lemma 8)
≤ 2limn→∞
∑
tni≤t, tni 6∈Jm
∫
Uc
‖φ·(x)− φ·(bni)‖
2µni(dx) + 2limn→∞(r
m
n )
2ηn(t, U
c)
≤ 2cq + 2(limn→∞(r
m
n )
2)(limn→∞ηn(t, U
c)).
Now letting m→∞ and then V ↓ {e} shows ηc(t, ‖φ·‖
2) ≤ 2cq. ✷
Now consider the following equi-continuity type condition on qn(t, ·).
(A) For any T > 0 and ε > 0, there are integers n0, m > 0 and δ > 0 such that if n ≥ n0
and s, t ∈ [0, T ] with 0 < t− s < δ and (s, t] ∩ Jm = ∅, then q
n(t, G)− qn(s,G) < ε.
Lemma 10 Under (A), qn(T,G) is bounded in n, and qn(T, U c) ↓ 0 uniformly in n as
U ↑ G, where U is a neighborhood of e.
Proof The boundedness of qn(T,G) is derived from (A) in the same way as the boundedness
of ηn(T, U
c) in Proposition 5 is derived from Lemma 6. Because the convergence ηn(T, U
c) ↓
0, U ↑ G, is uniform in n, so is qn(T, U c) ↓ 0. ✷
Lemma 11 Assume (A). Then there is a matrix valued measure function A(t, ·) on G such
that along a subsequence of n → ∞, An(t, f) → A(t, f) for all t > 0 and f ∈ Cb(G).
Moreover, there is a covariance matrix function A(t) on G such that
Ajk(t, f) = f(e)Ajk(t) +
∫
G
f(x)φj(x)φk(x)η
c(t, dx)
+
∑
u≤t, u∈J
∫
G
f(x)[φj(x)− φj(hu)][φk(x)− φk(hu)]νu(dx). (22)
Furthermore, A(t) is independent of the choice for coordinate functions φj and the operator∑d
j,k=1Ajk(t)ξjξk is independent of the choice for the basis {ξj} of g.
Proof Let Λ be a countable dense subset of [0, T ] containing J ∩ [0, T ] and let H be a
countable subset of Cb(G). By the boundedness of q
n(T,G) and (18), along a subsequence
of n → ∞, An(t, f) converges for all t ∈ Λ and f ∈ H . Let Kn be an increasing sequence
of compact subsets of G such that Kn ↑ G. For each Kn, there is a countable subset Hn of
Cb(Kn) that is dense in C(Kn) under the supremum norm. We will extend functions in Hn
to be functions on G without increasing their suprenorms and let H = ∪nHn.
Because for any relatively compact neighborhood U of e, qn(T, U c) ↓ 0 as U ↑ G uniformly
in n, it follows that An(t, f) converges for any f ∈ Cb(G). By (A), A
n(t, f) converges to
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some A(t, f) for any t ∈ [0, T ] and f ∈ Cb(G), and the convergence is uniform in t and f
bounded by a fixed constant. Because An(t, f) is right continuous with left limits in t, so
is A(t, f) and hence A(t, ·) is a matrix-valued measure function. Moreover, the jumps of
A(t, f) are
∫
G f(x)[φj(x)− φj(ht)][φk(x)− φk(ht)]νt(dx) at t ∈ J .
Let the sum
∑
tni≤t in (19), which defines A
n(t, ·), be broken into two partial sums:∑
tni≤t, tni 6∈∆mn
and
∑
tni≤t, tni∈∆mn
, and write An(t, ·) = An,m(t, ·)+Bn,m(t, ·), where An,m(t, ·) =∑
tni≤t, tni 6∈∆mn
and Bn,m(t, ·) =
∑
tni≤t, tni∈∆mn
. Then for f ∈ Cb(G), as n→∞,
Bn,mjk (t, f) →
∑
s≤t, s∈Jm
∫
G
f(x)[φj(x)− φj(ht)][φk(x)− φk(ht)]νs(dx), (23)
and hence limn→∞A
n,m(t, f) also exists. Note that the sum
∑
s≤t, s∈Jm in (23) contains the
jumps of A(s, f) at s ∈ [0, t] ∩ Jm and it converges to
B′jk(t, f) =
∑
s≤t, s∈J
∫
G
f(x)[φj(x)− φj(ht)][φk(x)− φk(ht)]νs(dx)
as m → ∞, and B′(t, ·) is a matrix valued measure function. It follows that as m → ∞,
limn→∞A
n,m(t, f) converges to a matrix valued measure function A′(t, f) = A(t, f)−B′(t, f).
Let ψ ∈ C∞c (G) with ψ = 1 near e and 0 ≤ ψ ≤ 1 on G. Because ηn(t, 1−ψ) is bounded
in n, and limn→∞r
m
n → 0 as m→∞ for r
m
n defined by (21), by Lemma 8,
An,mjk (t, (1− ψ)f) =
∫
[1− ψ(x)]f(x)φj(x)φk(x)η
c(t, dx) + r′nm (24)
with limn→∞r
′
nm → 0 as m→∞. Then
A′jk(t, (1− ψ)f) =
∫
[1− ψ(x)]f(x)φj(x)φk(x)η
c(t, dx).
Let ψ = ψp ↓ 1{e} with supp(ψp) ↓ {e} as p ↑ ∞, and define A(t) = limp→∞A
′(t, ψp).
Then limp→∞A
′(t, fψp) = f(e)A(t). Because A(t, f) = A
′(t, f) + B′(t, f) and A′(t, f) =
A′(t, ψpf) + A
′(t, (1 − ψp)f)), letting p → ∞ yields (22). Because the jumps of A(t, f) are
accounted for by the sum
∑
u≤t, u∈J in (22), it follows that A(t) is continuous and hence is a
covariance matrix function.
Let {φ˜j} be another set of coordinate functions associated to the same basis {ξj} of g.
Then φ˜j = φj in a neighborhood V of e. Let b˜ni, A˜
n,m(t, ·) and A˜(t) be bni, A
n,m(t, ·) and
A(t) for φ˜i. Because for tni ≤ t with tni 6∈ ∆
m
n and a large m, µni is small in the sense defined
before (7), φj(bni) = µni(φj) and φ˜j(b˜ni) = µni(φ˜j). Then for f ∈ Cb(G) vanishing on V
c,
A˜n,mj,k (t, f) =
∑
tni≤t, tni 6∈∆mn
∫
G
∫
G
∫
G
f(x)[φ˜j(x)− φ˜j(y)][φ˜k(x)− φ˜k(z)]µni(dx)µni(dy)µni(dz)
=
∑∫
V
∫
V
∫
V
f(x)[φj(x)− φj(y)][φk(x)− φk(z)]µni(dx)µni(dy)µni(dz) +R,
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where R =
∑
[
∫
V
∫
V c
∫
V +
∫
V c
∫
V
∫
V +
∫
V c
∫
V c
∫
V ], and a similar expression holds for A
n,m
jk (t, f).
Subtract the two expressions, it can be shown that |A˜n,mjk (t, f) − A
n,m
jk (t, f)| is controlled
by maxtni≤t, tni 6∈∆mn [µni(V
c) +
∫ ∫
µni(dx)µni(dy)‖φ·(x) − φ·(y)‖]ηn(t, V
c), and it follows that
limm→∞ limn→∞ |A˜
n,m
jk (t, f)− A
n,m
jk (t, f)| = 0. This implies that A˜(t) = A(t).
Now let {ξ˜j} be another basis of g such that ξj =
∑d
k=1 ajkξ˜k. Then φ˜j =
∑d
k=1 akjφk
are the coordinate functions associated to {ξ˜j}, and from the above displayed expression
for A˜n,m(t, f) in terms of φ˜j, A˜
n,m
jk (t, f) =
∑
p,q apjaqkA
n,m
pq (t, f). This implies that A˜jk(t) =∑
p,q apjaqkApq(t), and hence
∑
j,k A˜jk(t)ξ˜j ξ˜k =
∑
j,kAjk(t)ξjξk. ✷
Let Y be a smooth manifold equipped with a compatible metric r, which will be taken
to be G × G in the proof of Lemma 15. Let yn and y be rcll functions: R+ → Y . Assume
for any t > 0, r(yn(tni), y(tni)) → 0 as n → ∞ uniformly for tni ≤ t. Let F (y, b, x) and
Fjk(y, b, x) be bounded continuous functions on Y ×G×G.
Lemma 12 Assume the above and (A), and let A(t) be the covariance matrix function in
Lemma 11. Then for any t > 0 and neighborhood U of e with η(T, ∂U) = 0, as n→∞,
∑
tni≤t
∫
Uc
F (yn(tn i−1), bni, x)µni(dx)
→
∫ t
0
∫
Uc
F (y(s), e, x)ηc(ds, dx) +
∑
u≤t, u∈J
∫
Uc
F (y(u−), hu, x)νu(dx), (25)
and along the subsequence of n→∞ in Lemma 11,
∑
tni≤t
d∑
j,k=1
∫
G
Fjk(y
n(tn i−1), bni, x)[φj(x)− φj(bni)][φk(x)− φk(bni)]µni(dx)
→
d∑
j,k=1
{
∫ t
0
Fjk(y(s), e, e)dAjk(s) +
∫ t
0
∫
G
Fjk(y(s), e, x)φj(x)φk(x)η
c(ds, dx)
+
∑
u≤t, u∈J
∫
G
Fjk(y(u−), hu, x)[φj(x)− φj(hu)][φk(x)− φk(hu)]νu(dx)}. (26)
Proof Let V be a relatively compact neighborhood of e. By Proposition 5, ηn(t, V
c) ↓
0 as V ↑ G uniformly in n. Because of the uniform convergence r(yn(tni), y(tni)) → 0,
F (yn(tni), b, x) − F (y(tni), b, x) → 0 as n → ∞ uniformly for tni ≤ t and for (b, x) in a
compact set. Therefore, it suffices to prove (25) with yn and U c replaced by y and U c ∩ V
for an arbitrary relatively compact neighborhood V of e with η(T, ∂V ) = 0. Similarly, it
suffices to prove (26) with yn and G replaced by y and V .
We now show that for s < t and f ∈ Cb(G) vanishing in a neighborhood of e, as n→∞,
∑
s<tn i−1<tni<t
µni(f) → η((s, t)× f). (27)
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The sum
∑
s<tn i−1<tni<t
µni(f) differs from ηn(t, f) − ηn(s, f) by one or two terms of the
form µni(f). By Proposition 7, ηn(t, f) − ηn(s, f) → η(t, f) − η(s, f) = η((s, t] × f) =
η((s, t) × f) + νt(f). Using J ⊂ ∆n as n → ∞, (27) may be derived by noting that as
n→∞, µni(f)→ νt(f) if t ∈ J ∩ (tn i−1, tni] and µni(f)→ 0 otherwise.
Let ∆′m: 0 = sm0 < sm1 < · · · < smk ↑ ∞ be a sequence of partitions of R+ such that
‖∆′m‖ → 0 as m → ∞. Let J
′ be the union of J and the set of discontinuity times of y(t).
We may assume J ′ ⊂ ∆′m as m → ∞, that is, any v ∈ J
′ is contained in ∆′m for large
m. In the following computation, we will write A(m,n) ∼ B(m,n) for any two real valued
expressions A(m,n) and B(m,n) if |A(m,n)− B(m,n)| → 0 as m→∞ uniformly in n.
∑
smj≤t
{
∑
smj−1<tn i−1<tni<smj
∫
Uc∩V
F (y(tn i−1), bni, x)µni(dx)}
∼
∑
smj≤t
{
∑
smj−1<tn i−1<tni<smj
∫
Uc∩V
F (y(smj−1), e, x)µni(dx)} (because J
′ ⊂ ∆′m as m→∞ )
→
∑
smj≤t
∫
Uc∩V
F (y(smj−1), e, x)η((smj−1, smj), dx) (as n→∞, by (27))
∼
∑
smj≤t
∫
(smj−1, smj)
∫
Uc∩V
F (y(s), e, x)ηc(ds, dx).
On the other hand, for tn i−1 < smj ≤ tni, Because η(T, ∂U) = η(T, ∂V ) = 0,
∫
Uc∩V
F (y(tn i−1), bni, x)µni(dx) → νsmj (F (y(smj−), hsmj , ·)1Uc∩V ) as n→∞.
This proves (25) when yn and U c are replaced by y and U c∩V . As noted earlier, this proves
(25) in its original form. The convergence in (26) is proved in a similar fashion. ✷
Now assume x0 = e. For 0 ≤ t < tn1, let x
n
0 = b
n
0 = z
0
t = e, and with i ≥ 1, let
xnt = xtni = xn1xn2 · · ·xni, tni ≤ t < tn i+1, (xni = x
−1
tn i−1xtni) (28)
bnt = bn1bn2 · · · bni, tni ≤ t < tn i+1, (29)
znt = x
n
t (b
n
t )
−1 = zn1zn2 · · · zni, where zni = b
n
tn i−1
(xnib
−1
ni )(b
n
tn i−1
)−1. (30)
For f ∈ C∞c (G), let M
n
t f = f(z
n
t ) = f(e) for 0 ≤ t < tn1, and for t ≥ tn1, let
Mnt f = f(z
n
t )−
∑
tni≤t
∫
G
[f(zntn i−1b
n
tn i−1
xb−1ni (b
n
tn i−1
)−1)− f(zntn i−1)]µni(dx). (31)
Lemma 13 Mnt f is a martingale under the natural filtration F
x
t of process xt.
Proof The martingale property can be verified directly noting
E[
∫
G
f(zntn i−1b
n
tn i−1
xb−1ni (b
n
tn i−1
)−1)µni(dx) | F
x
tn i−1
] = E[f(zntn i−1zni) | F
x
tn i−1
]
= E[f(zntni) | F
x
tn i−1
]. ✷
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Fix a left invariant Riemannian metric r on G. A subset of G is relatively compact if
and only if it is bounded in r. Consider the following equi-continuity type condition on bnt .
(B) For any T > 0 and ε > 0, there are integers n0, m > 0 and δ > 0 such that if n ≥ n0
and s, t ∈ [0, T ] with 0 < t− s < δ and (s, t] ∩ Jm = ∅, then r(b
n
s , b
n
t ) < ε.
Lemma 14 Under (B), bnt is bounded for 0 ≤ t ≤ T and n ≥ 1. Moreover, there is a rcll
path bt in G with b0 = e such that along a subsequence of n → ∞, b
n
t → bt uniformly for
0 ≤ t ≤ T . Furthermore, b−1t− bt = ht (the mean of x
−1
t−xt) for any t > 0.
Proof The boundedness of bnt may be derived from (B) in the same way as the boundedness
of ηn(t, U
c) in Proposition 5 is derived from Lemma 6.
Because bnt is bounded, there is a subsequence of n → ∞ along which b
n
t converges to
some bt for t in a countable dense subset of [0, T ] including J . The equi-continuity of b
n
t in
(B) implies that the convergence holds for all t and is uniform for t ≤ T , and the limit bt is
a rcll path with jump b−1t− bt = ht at t ∈ J , noting ht = limn→∞ bni for t ∈ (tn i−1, tni]. ✷
Lemma 15 Assume (A) and (B), and let zt = xtb
−1
t . Then for f ∈ C
∞
c (G), Mtf given in
(10) is a martingale under the natural filtration Fxt of xt.
Proof We need only to show that for any t > 0, Mnt f is bounded in n and M
n
t f →Mtf .
We will assume, for the time being, that for any u > 0, νu is small in the meaning defined
before (7). Then µni are small for tni ≤ t when n is large.
Let U be a neighborhood of e such that x = e
∑
j
φj(x)ξj for x ∈ U and η(T, ∂U) = 0.
Let
∑
tni≤t be the sum in (31) that defines M
n
t f as f(z
n
t )−
∑
tni≤t. A typical term in
∑
tni≤t
may be written as
∫
G[f(zbxb
′−1b−1) − f(z)]µ(dx), where z = zntn i−1 , b = b
n
tn i−1
, b′ = bni and
µ = µni. By Taylor expansion of f(zbxb
′−1b−1) = f(zb exp(
∑d
j=1 φj(x)ξj)b
′−1b−1) at x = b′,
∫
G
[f(zbxb′−1b−1)− f(z)]µ(dx) =
∫
Uc
[. . .]µ(dx) +
∫
U
[. . .]µ(dx)
=
∫
Uc
[f(zbxb′−1b−1)− f(z)]µ(dx) +
∫
U
{
∑
j
fj(z, b, b
′)[φj(x)− φj(b
′)]}µ(dx)
+
∫
U
{
1
2
∑
j,k
fjk(z, b, b
′)[φj(x)− φj(b
′)][φk(x)− φk(b
′)]}µ(dx) + λ,
where
fj(z, b, b
′) =
∂
∂φj
f(zbe
∑
p
φp(x)ξpb′−1b−1) |x=b′, (32)
fjk(z, b, b
′) =
∂2
∂φj∂φk
f(zbe
∑
p
φp(x)ξpb′−1b−1) |x=b′, (33)
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and the remainder λ satisfies |λ| ≤ cUµ(‖φ· − φ·(b
′)‖21U) with constant cU → 0 as U ↓ {e}.
Because b′ is the mean of the small µ = µni, φj(b
′) = µ(φj) and
∫
U [φj(x) − φj(b
′)]µ(dx) =∫
G−
∫
Uc = 0−
∫
Uc [φj(x)− φj(b
′)]µ(dx). This implies that the sum
∑
tni≤t in (31) is equal to
∑
tni≤t
∫
Uc
{f(zbxb′−1b−1)− f(z)−
∑
j
fj(z, b, b
′)[φj(x)− φj(b
′)]}µ(dx)
+
∑
tni≤t
∫
U
{
1
2
∑
j,k
fjk(z, b, b
′)[φj(x)− φj(b
′)][φk(x)− φk(b
′)]}µ(dx) + Λ, (34)
where the remainder Λ satisfies |Λ| ≤ cU
∑
tni≤t µ(‖φ· − φ·(b
′)‖21U) = cUq
n(t, U).
Note that the two sums in (34) are bounded in absolute value by cηn(t, U
c) and cqn(t, U)
respectively for some constant c > 0. Therefore,
∑
tni≤t and hence M
n
t f are bounded in n.
By (28), xntni = xtni . Because z
n
t = x
n
t (b
n
t )
−1, by the uniform convergence bnt → bt,
r(zntni , ztni) = r((b
n
tni
)−1, (btni)
−1)→ 0 as n→∞ uniformly for tni ≤ t.
The above fact allows us to apply (25) in Lemma 12 to the first sum in (34). Let
Y = G×G, y = (z, b), and F (y, b′, x) = f(zbxb′−1b−1)− f(z)−
∑
j fj(z, b, b
′)[φj(x)− φj(b
′)].
Define yn(t) and y(t) by setting yn(t) = (zntni , b
n
tni
) for tni ≤ t < tn i+1, and y(t) = (zt, bt). Note
that fj(z, b, e) = [Ad(b)ξj]f(z). It follows that as n→∞, the first sum in (34) converges to
∫ t
0
∫
Uc
{f(zsbsxb
−1
s )− f(zs)−
∑
j
φj(x)[Ad(bs)ξj]f(zs)}η
c(ds, dx)
+
∑
u≤t,u∈J
∫
Uc
{f(zu−bu−xh
−1
u b
−1
u−)− f(zu−)−
∑
j
fj(zu−, bu−, hu)[φj(x)− φj(hu)]}νu(dx).(35)
Similarly, apply (26) in Lemma 12 to the second sum in (34) shows that it converges to
1
2
∑
j,k
∫ t
0
[Ad(bs)ξj][Ad(bs)ξk]f(zs)dAs
+
1
2
∑
j,k
∫ t
0
∫
U
[Ad(bs)ξj][Ad(bs)ξk]f(zs)φj(x)φk(x)η
c(ds, dx)
+
1
2
∑
j,k
∑
u≤t,u∈J
∫
U
fjk(zu−, bu−, hu)[φj(x)− φj(hu)][φk(x)− φk(hu)]νu(dx). (36)
By a computation similar to the one leading to (34), using the Taylor expansion of
f(zu−bu−xh
−1
u b
−1
u−) at x = hu, one can show that
∑
u≤t,u∈J
∫
G[f(zu−bu−xh
−1
u b
−1
u−)−f(zu−)]νu(dx)
is the sum of
∑
u≤t,u∈J(· · ·) in (35) and (1/2)
∑
j,k
∑
u≤t,u∈J(· · ·) in (36), plus an error term
that converges to 0 as U ↓ {e}. Letting U ↓ {e} in (35) and (36) shows that Mnt f →Mtf .
For u ∈ J , let au be the νu-integral term in Mtf given by (10) and let a
n
u be the µni-
integral term in Mnt f given by (31) with u ∈ (tn i−1, tni]. Then a
n
u → au as n → ∞. In the
preceding computation, we have assumed that all νu are small. When νu is not small, µni
with u ∈ (tn i−1, tni] may not be small even for large n, so the computation leading to (34)
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done for the µni-integral is not valid, but we may still take limit a
n
u → au for this term and
the result is the same. Since there are only finitely many u ∈ J for which νu are not small,
the result holds even when not all νu are small. ✷
4 Proofs of (A) and (B)
Because qn(t, ·) = qn(tni, ·) and b
n
t = b
n
tni
if tni ≤ t < tn i+1, and ∆n contains J as n→∞, to
verify (A) and (B), we may assume s, t in (A) and (B) are contained in [0, T ] ∩∆n.
If either (A) or (B) does not hold, then for some ε > 0 and any n0, m, δ > 0, there
are sn, tn ∈ [0, T ] ∩ ∆n with n ≥ n0, 0 < tn − sn < δ and (sn, tn] ∩ Jm = ∅ such that
either qn(tn, G)− q
n(sn, G) ≥ ε or r(b
n
sn
, bntn) ≥ ε. Because the jumps of q
n(t, G) and bnt for
t ∈ (sn, tn] become arbitrarily small when n and m are large, by decreasing tn if necessary,
we may also assume qn(tn, G)− q
n(sn, G) ≤ 2ε and r(b
n
sn
, bnt ) ≤ 2ε for sn ≤ t ≤ tn.
Letting δ → 0 and m → ∞ yields a subsequence of n → ∞ such that sn and tn in
[0, T ] ∩∆n converge to a common limit, (sn, tn] ∩ Jmn = ∅ with mn ↑ ∞, and either
(i) ε ≤ qn(tn, G)− q
n(sn, G) ≤ 2ε and r(b
n
sn
, bnt ) ≤ 2ε for t ∈ [sn, tn], or
(ii) qn(tn, G)− q
n(sn, G) ≤ 2ε, r(b
n
sn
, bntn) ≥ ε and r(b
n
sn
, bnt ) ≤ 2ε for t ∈ [sn, tn].
We will derive a contradiction from (i) or (ii). Let εn = supsn<t≤tn [q
n(t, G)− qn(t−, G)].
Then εn → 0 as n → ∞. Let γn: [0, ∞) → [sn, ∞) be a strictly increasing continuous
function such that γn([0, 1]) = [sn, tn]. Because q
n(t, G)− qn(sn, G) is a nondecreasing step
function in t, bounded by 2ε on [sn, tn] with jump size ≤ εn, γn may be chosen so that
|qn(γn(t), G)− q
n(γn(s), G)| ≤ 2ε|t− s|+ εn for s, t ∈ [0, 1].
Let xγnt = x
−1
sn
xγn(t) for t ≤ 1 and x
γn
t = x
−1
sn
xtn for t > 1. Then x
γn
t is an inhomogeneous
Le´vy process in G starting at e, and on [0, 1], it is just the process xt on [sn, tn] time changed
by γn. Because sn and tn converge to a common limit, and (sn, tn] ∩ Jmn = ∅ with mn ↑ ∞,
it follows that xγnt → e as n→∞ uniformly in t a.s.. Define
xγ,nt , µ
γ
ni, η
γ
n(t, ·), b
γ
ni, b
γ,n
t , A
n,γ(t, ·), qγ,n(t, ·), zγ,nt , M
γ,n
t f,
for the time changed process xγnt and partition ∆
γ
n = {sni}, where sni = γ
−1
n (tni), in the
same way as xnt , µni, ηn(t, ·), bni, b
n
t , A
n(t, ·), qn(t, ·), znt ,M
n
t f are defined for the process xt
and partition ∆n = {tni}. Then for s, t ∈ [0, 1],
|qγ,n(t, G)− qγ,n(s,G)| = |qn(γn(t), G)− q
n(γn(s), G)| ≤ 2ε|t− s|+ εn. (37)
Because εn → 0, the above means that q
γ,n(t, G) are equi-continuous in t for large n.
Note that we now have a process xγnt for each n and from which other objects, such as
ηγn and A
γ,n, are defined, unlike before when we have a single process xt for all n, but as
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xγnt → e uniformly in t, the results established for ηn and A
n hold for ηγn and A
γ,n in simpler
forms. For example, because ηγn(t, ·) = ηn(γn(t), ·)− ηn(sn, ·), by Proposition 7, η
γ
n(t, f)→ 0
as n → ∞ for f ∈ Cb(G) vanishing in near e. Using (37), the proofs of Lemmas 11 and
12 can be easily modified for Aγ,n, and also simplified, to show that there is a covariance
matrix function Aγ(t) such that Aγ,n(t, f) → f(e)Aγ(t) for any f ∈ Cb(G), and under the
assumption of Lemma 12,
∑
sni≤t
∫
Uc
F (yn(sn i−1), b
γ
ni, x)µ
γ
ni(dx) → 0 (38)
and
∑
sni≤t
d∑
j,k=1
Fjk(y
n(sn i−1), b
γ
ni, x)[φj(x)− φj(b
γ
ni)][φk(x)− φk(b
γ
ni)]µ
γ
ni(dx)
→
d∑
j,k=1
∫ t
0
Fjk(y(s), e, e)dA
γ
jk(s). (39)
Let D(G) be the space of rcll paths R+ → G. Equipped with the Skorohod metric,
D(G) is a complete separable metric space (see [2, chapter 3]). A rcll process xt in G may be
regarded as a random variable inD(G). A sequence of processes xnt is said to converge weakly
in D(G) to a process xt if their distributions converge weakly on D(G) to the distribution
of process xt.
We will show that zγ,nt has a weakly convergent subsequence in D(G). Let U be a
neighborhood of e and let σ be a stopping time. The amount of time it takes for a process
xt to make a U
c-displacement from time σ is denoted as τσU , that is,
τσU = inf{t > 0; x
−1
σ xσ+t ∈ U
c} (40)
For a sequence of processes xnt in G, let τ
σ,n
U be the U
c-displacement time for xnt from σ.
Lemma 16 A sequence of processes xnt in G have a weakly convergent subsequence in D(G)
if for any T > 0 and any neighborhood U of e,
lim
n→∞
sup
σ≤T
P (τσ,nU < δ) → 0 as δ → 0, (41)
and
lim
n→∞
sup
σ≤T
P [(xnσ−)
−1xnσ ∈ K
c] → 0 as compact K ↑ G (in the topology on G), (42)
where supσ≤T is taken over all stopping times σ ≤ T .
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Proof This lemma is proved in [3]. We will provide a different proof as the argument will
be used to prove Lemma 24. Let r be a left invariant metric on G as before. As in [2,
section 3.6], the measurement of δ-oscillation of a path x in D(G) on [0, T ] is given by
ω′(x, δ, T ) = inf
{ti}
max
1≤i≤n
sup
s,t∈[ti−1, ti)
r(xt, xs), (43)
where the infimum inf{ti} is taken over all partitions 0 = t0 < t1 < · · · < tn−1 < T ≤ tn
with min1≤i≤n(ti− ti−1) > δ. By Corollary 7.4 in [2, chapter 3], x
n
t have a weakly convergent
subsequence in D(G) if for any T > 0,
lim
n→∞
P (xnt ∈ K
c for some t ≤ T ) → 0 as compact K ↑ G (in the r-topology) (44)
and for any ε > 0
lim
n→∞
P [ω′(xn· , δ, T ) ≥ ε] → 0 as δ → 0. (45)
For a fixed ε > 0, the successive stopping times 0 = τ ε0 < τ
ε
1 < τ
ε
2 < · · · < τ
ε
i < · · · when
a rcll process xt makes an ε-displacement are defined inductively by
τ εi = inf{t > τ
ε
i−1; r(xt, xτεi−1) > ε}
for i = 1, 2, 3, . . ., setting inf ∅ =∞ and τ εi =∞ if τ
ε
i−1 =∞. Let τ
ε,n
i be the ε-displacement
times of the process xnt . It is easy to see that
[min
i≥0
{τ εi+1 − τ
ε
i ; τ
ε
i < T} > δ] implies [ω
′(x, δ, T ) ≤ 2ε], (46)
and hence P [ω′(x, δ, T ) > 2ε] ≤ P [mini≥0{τ
ε
i+1 − τ
ε
i ; τ
ε
i < T} ≤ δ]. Thus, if
∀T > 0 and ε > 0, lim
n→∞
P [min
i≥0
{τ ε,ni+1 − τ
ε,n
i ; τ
ε,n
i < T} < δ] → 0 as δ → 0, (47)
then (45) holds for any T > 0 and ε > 0.
Let F (t) = supn supi≥0 P (τ
ε,n
i+1 − τ
ε,n
i < t, τ
ε,n
i < T ). By Lemma 8.2 in [2, chapter 3],
F (δ) ≤ sup
n
P [min
i≥0
{τ ε,ni+1 − τ
ε,n
i ; τ
ε,n
i < T} < δ] ≤ LF (δ) +
∫ ∞
0
e−LtF (t/L)dt (48)
for any δ > 0 and L = 1, 2, 3, . . .. It is clear that supn in F (t) and (48) may be replaced by
limn→∞. Consequently, (47) is equivalent to
∀T > 0 and ε > 0, lim
n→∞
sup
i≥0
P (τ ε,ni+1 − τ
ε,n
i < δ; τ
ε,n
i < T ) → 0 as δ → 0. (49)
It is now clear that (49), and hence (47) and (45), are implied by (41) for any neighbor-
hood U of e and T > 0. It remains to verify (44). It suffices to show that for any η > 0, there
are a compact K ⊂ G and integer m > 0 such that P [xnt ∈ K
c for some t ≤ T ] ≤ η for all
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n ≥ m. Because (41) implies (47), there are δ > 0 and integer m > 0 such that for all n ≥ m,
P (An) < η/2, where An = [mini≥0{τ
ε,n
i+1 − τ
ε,n
i ; τ
ε,n
i < T} < δ]. Let p = [T/δ], the integer
part of T/δ. Then on Acn, mini≥0{τ
ε,n
i+1 − τ
ε,n
i ; τ
ε,n
i < T} ≥ δ, and hence x
n
t makes at most
p displacements of size ε, before time T , between τ ε,n1 , τ
ε,n
2 , . . . , τ
ε,n
p , with possible jumps at
these times. By (42), there is a compact H ⊂ G such that P (Bn,i) ≤ η/(2p) for all n ≥ m and
1 ≤ i ≤ p, where Bn,i = [(x
n
τ−)
−1xnτ ∈ H
c; τ ≤ T ] with τ = τ ε,ni . Let U be the ε-ball around
e and let K be a compact subset of G containing UHUH · · ·UHU = {u1h1u2h2 · · ·uphpup+1;
ui ∈ U and hi ∈ H}. Then for n ≥ m,
P [xnt ∈ K
c for some t ≤ T ] ≤ P (An) +
p∑
i=1
P (Acn ∩ Bn,i) ≤ η. ✷
We will now apply Lemma 16 to the processes zγ,nt . Because z
γ,n
t is constant for t ≥ 1,
to verify the conditions of Lemma 16, it is enough to consider only stopping times σ ≤ 1.
Let f ∈ C∞c (G) be such that 0 ≤ f ≤ 1 on G, f(e) = 1 and f = 0 on U
c. Write τ for the
U c-displacement time for process zγ,nt from a stopping time σ. Let fσ = f ◦ (z
γ,n
σ )
−1. Then
P (τ < δ) = E[fσ(z
γ,n
σ )− fσ(z
γ,n
σ+τ ); τ < δ] ≤ E[fσ(z
γ,n
σ )− fσ(z
γ,n
σ+τ∧δ)],
noting fσ(z
γ,n
σ ) = 1, fσ(z
γ,n
σ+τ ) = 0 and τ = τ ∧ δ on [τ < δ], where a∧ b = min(a, b). Because
Mγ,nt f = f(z
γ,n
t )−
∑
sni≤t
∫
G
[f(zγ,nsn i−1b
γ,n
sn i−1
x(bγni)
−1(bγ,nsn i−1)
−1)− f(zγ,nsn i−1)]µ
γ
ni(dx) (50)
is a martingale for any f ∈ C∞c (G), and σ and σ + τ ∧ δ are stopping times,
E[Mγ,nσ fσ −M
γ,n
σ+τ∧δfσ] = E{E[M
γ,n
σ fσ −M
γ,n
σ+τ∧δfσ | Fσ]} = 0.
Writing z, b, b′, µ for zγ,nsn i−1 , b
γ,n
sn i−1
, bγni, µ
γ
ni, we obtain
P (τ < δ) ≤ −E{
∑
σ<sni≤σ+τ∧δ
∫
G
[fσ(zbxb
′−1b−1)− fσ(z)]µ(dx)}
≤ E{
∑
σ<sni≤σ+δ
|
∫
G
[fσ(zbxb
′−1b−1)− fσ(z)]µ(dx)|}. (51)
Performing the same computation with Taylor’s expansion as in the proof of Lemma 15 and
noting that µ is small for large n,
∫
G
[f(zbxb′−1b−1)− f(z)]µ(dx)
=
∫
Uc
[f(zbxb′−1b−1)− f(z)−
∑
j
fj(z, b, b
′)(φj(x)− φj(b
′))]µ(dx)
+
∫
U
[
1
2
∑
j,k
fjk(z, b, b
′)(φj(x)− φj(b
′))(φk(x)− φk(b
′))]µ(dx) + λ, (52)
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where the remainder λ satisfies |λ| ≤ cUµ(‖φ·−φ·(b
′)‖21U) with constant cU → 0 as U ↓ {e}.
By (51) and (52), P (τ < δ) is controlled by
E[ηγn(1 + δ, U
c) + qγ,n(σ + δ, G)− qγ,n(σ,G)].
Because ηγn(t, ·)→ 0 weakly outside a neighborhood of e and q
γ,n(t, G) is equi-continuous in
t for large n as expressed by (37), it follows that limn→∞ supσ≤1 P (τ < δ) → 0 as δ → 0.
This verifies the condition (41) in Lemma 16 for xnt = z
γ,n
t .
To verify (42), note that because xγ,nt = z
γ,n
t b
γ,n
t ,
P [(zγ,nσ− )
−1zγ,nσ ∈ K
c] = P [(xγ,nσ−)
−1xγ,nσ ∈ ((b
γ,n
σ−)
−1Kbγ,nσ )
c].
Because by either (i) or (ii), bγ,nt are bounded in n, when K is large, (b
γ,n
σ−)
−1Kbγ,nσ contains
a fixed neighborhood H of e. It follows that
P [(zγ,nσ− )
−1zγ,nσ ∈ K
c] ≤ P [(xγ,nσ−)
−1xγ,nσ ∈ H
c] ≤ ηγn(1, H
c)→ 0
as n→∞. This establishes (42) even before taking K ↑ G.
Now by Lemma 16, along a subsequence of n→∞, zγ,nt converges weakly to a rcll process
zγt in D(G). Because x
γ,n
t → e uniformly in t, it follows that b
γ,n
· = (z
γ,n
· )
−1xγ,n· converges to
bγ· = (z
γ
· )
−1 in D(G). In particular, this means that zγt = (b
γ
t )
−1 is non-random.
The convergence bγ,nt → b
γ
t under the Skorohod metric means (see Proposition 5.3(c) in
[2, chapter 3]) that there are continuous strictly increasing functions λn: R+ → R+ such
that as n → ∞, λn(t) − t → 0 and r(b
γ,n
t , b
γ
λn(t)
) → 0 uniformly for 0 ≤ t ≤ 1. If bγt has a
jump of size r(bγs−, bs) > 0 at time s, then b
γ,n
t would have a jump of size close to r(b
γ
s−, bs)
at time t = λ−1n (s), which is impossible because the jumps of b
γ,n
t are uniformly small when
n is large. It follows that bγt is continuous in t and hence b
γ,n
t → b
γ
t uniformly in t as n→∞.
Then the convergence zγ,nt → z
γ
t is also uniform in t.
By (38), (39) and (52), the martingale Mγ,nt f given by (50) converges to
f(zγt )−
∫ t
0
1
2
d∑
j,k=1
[Ad(bγs )ξj][Ad(b
γ
s )ξk]f(z
γ
s )dA
γ
jk(s) (53)
for any f ∈ C∞c (G). It follows that e = z
γ
t b
γ
t and for any f ∈ C
∞
c (G), (53) is a martingale.
This provides a representation of the trivial Le´vy process xt = e by the Le´vy triple (b
γ , Aγ, 0).
By the uniqueness of the Le´vy triple, established in [3] (also see Lemma 23 later), bγt = e and
Aγ(t) = 0. This is a contradiction because if (i) holds, then TraceAγ(1) = limn q
n(tn, G) ≥ ε,
and if (ii) holds, then bγ1 = limn b
n
tn
is at lease ε distance away from e. We now have proved
that (A) and (B) must hold.
Because (A) and (B) have been verified, by Proposition 9 and Lemma 15, we have proved
that an inhomogeneous Le´vy process xt is represented (b, A, η) with η(t, ·) being its jump
intensity measure, and A(t) and bt given in Lemmas 11 and 14. This is the first part of
Theorem 2 except for the uniqueness of (b, A, η).
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5 Uniqueness of the triple
Let (b, A, η) be a Le´vy triple on G with bt of finite variation, and let ν = {νt; t ≥ 0} be a
family of probability measures on G such that νt = δe except for countably many t > 0, and
for any t > 0 and neighborhood U of e,
∑
u≤t
νu(U
c) <∞,
∑
u≤t
d∑
j=1
|νu(φj)| <∞ and
∑
u≤t
νu(‖φ·‖
2) <∞. (54)
A rcll process zt in G is said to have the martingale property under the quadruple
(b, A, η, ν) as described above, or the (b, A, η, ν)-martingale property, if for f ∈ C∞c (G),
f(zt)−
∫ t
0
∑
i
ξif(zs)dbi(s)−
∫ t
0
1
2
∑
j,k
ξjξkf(zs)dAjk(s)−
∫ t
0
∫
G
[f(zsx)− f(zs)
−
∑
i
φi(x)ξif(zs)]η(ds, dx)−
∑
u≤t
∫
G
[f(zu−x)− f(zu−)]νu(dx) (55)
is a martingale under the natural filtration F zt of process zt, where bi(t) are the components
of bt. In the sequel, a (b, A, η, ν)-martingale property always refers to a Le´vy triple (b, A, η)
with bt of finite variation and a family ν of probability measures νt on G satisfying (54).
Recall that [Ad(g)] is the matrix representing Ad(g) under the basis {ξ1, . . . , ξd} of g.
Let [Ad(g)]′ be its transpose.
Lemma 17 If xt is an inhomogeneous Le´vy process in G represented by an extended Le´vy
triple (b, A, η), and xt = ztbt, then zt has the (b¯, A¯, η¯, ν¯)-martingale property, where dA¯(t) =
[Ad(bt)]dA(t)[Ad(bt)]
′, b¯t has components
b¯i(t) =
∫
G
{φi(btxb
−1
t )−
∑
p
φp(x)[Ad(bt)]ip}η
c(t, dx), (56)
η¯(t, f) =
∫
G f(btxb
−1
t )η
c(t, dx) and ν¯t(f) =
∫
G f(bt−xh
−1
t b
−1
t− )νt(dx), where η
c is the continu-
ous part of η and νt is given in (5) with mean ht. Thus, ν¯t = δe if η(t, ·) is continuous at
time t.
Proof Formally this follows directly from (10), but we need to verify that b¯i(t) have finite
variation and (54) holds for ν¯t. Because e
∑
j
φj(buxb
−1
u )ξj = buxb
−1
u = e
∑
j
φj(x)Ad(bu)ξj for u ≤ t
and x in a neighborhood U of e, the integrand in (56) vanishes in U . Noting ηc(t, U c) <∞,
it is now easy to show that b¯i(t) have finite variation. The first inequality in (54) for ν¯,∑
u≤t ν¯u(U
c) < ∞, follows from
∑
u≤t νu(U
c) < ∞. The second and the third inequal-
ities in (54),
∑
u≤t |ν¯u(φj)| =
∑
u≤t |
∫
φj(bu−xh
−1
u b
−1
u−)νu(dx)| < ∞ and
∑
u≤t ν¯u(‖φ·‖
2) =∑
u≤t
∫
‖φ·(bu−xh
−1
u b
−1
u−)‖
2νu(dx) < ∞, follow from a computation similar to the proof of
Lemma 15 using Taylor expansion of φj(bu−xh
−1
u b
−1
u−) = φj(bu−e
∑
p
φp(x)ξph−1u b
−1
u−) at x = hu.
✷
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The following lemma summarizes the martingale characterization and uniqueness theo-
rems in [3, part 3] (pages 80-81).
Lemma 18 Given a Le´vy triple (b, A, η) with bt of finite variation, there is an inhomoge-
neous Le´vy process zt in G with z0 = e, unique in distribution, such that it has the (b, A, η, 0)-
martingale property. Moreover, given a rcll process zt in G, there is at most one Le´vy triple
(b, A, η) with bt of finite variation such that the (b, A, η, 0)-martingale property holds.
Lemma 19 If zt is a rcll process in G having a (b, A, η, ν)-martingale property, then the
fixed jumps of zt are determined by ν, that is, the distribution of z
−1
t− zt is νt for all t > 0.
Proof Let Mt be the martingale (55). Then E[Mt −Mt− | F
z
t−] = 0. By (55),
∀f ∈ C∞c (G), E{f(zt)− f(zt−)−
∫
G
[f(zt−x)− f(zt−)]νt(dx) | F
z
t−} = 0.
Then E[f(zt) | F
z
t−] =
∫
G f(zt−x)νt(dx), and hence νt is the distribution of z
−1
t− zt. ✷
Corollary 20 If xt is a rcll process in G represented by an extended Le´vy triple (b, A, η),
then the fixed jumps of xt are determined by the discontinuous part of η, that is, x
−1
t−xt has
distribution νt = η({t} × ·) + [1− η({t} ×G)]δe for any t > 0.
Proof Let xt = ztbt. By Lemma 17, zt has the (b¯, A¯, η¯, ν¯)-martingale property, and by
Lemma 19, the fixed jumps of zt are determined by ν¯. Then
E[f(x−1t−xt)] = E[f(b
−1
t− z
−1
t− ztbt)] =
∫
G
f(b−1t−xbt)ν¯t(dx) =
∫
G
f(xh−1t b
−1
t− bt)νt(dx) = νt(f)
for f ∈ B+(G), because b
−1
t− bt = ht. ✷
A possible jump of a rcll process zt at time u may be removed to obtain a new process z
′
t
defined by z′t = zt for t < u and z
′
t = zu−z
−1
u zt for t ≥ u. Jumps may be successively removed
at several time points and the resulting process is independent of the order at which these
operations are performed.
Lemma 21 Let zt be a rcll process in G. Then there is at most one quadruple (b, A, η, ν)
such that the (b, A, η, ν)-martingale property holds for zt.
Proof By Lemma 19, ν is determined by the process zt. Let J = {t > 0; νt 6= 0} =
{u1, u2, u3, . . .}. We will write the martingale in (55) as
Mtf = f(zt)−
∫ t
0
Hf(z·)−
∑
u≤t
∫
G
[f(zu−x)− f(zu−)]νu(dx), (57)
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where
∫ t
0 Hf(z·) is the sum of integrals
∫ t
0(· · ·)dbj(s),
∫ t
0(· · ·)dAjk(s) and
∫ t
0
∫
G(· · ·)η(ds, dx)
with bounded integrands. Because bi(t), Ajk(t) and η(t, ·) are continuous in t, one can show
that
∫ t
0 Hf(z·) is a bounded continuous function of z· on D(G) under the Skorohod metric.
Let z1t be the process zt when its jump at time u ∈ J is removed. Then for t ≥ v ≥ u,
Mtf −Mvf = f(zt)− f(zv)−
∫ t
v
Hf(z·)−
∑
v<s≤t
∫
G
[f(zs−x)− f(zs−)]νs(dx).
Replacing f by f ′ = f ◦ (zu−z
−1
u ) in the above yields
Mtf
′ −Mvf
′ = f(z1t )− f(z
1
v)−
∫ t
v
Hf(z1· )−
∑
v<s≤t
[f(z1s−x)− f(z
1
s−)]νs(dx).
Because E[Mtf
′−Mvf
′ | F zv ] = 0, it is then easy to show thatMtf in (57) is still a martingale
under F zt when zt and J are replaced by z
1
t and J − {u} respectively.
The jumps of zt at u1, u2, . . . , un may be successively removed to obtain a new process z
n
t
such thatMtf is still a martingale with zt and J replaced by z
n
t and J
n = J−{u1, u2, . . . , un},
that is, znt has the (b, A, η, ν
n)-martingale property with νn = {νu; u ∈ J
n}.
We will show that along a subsequence of n → ∞, znt converges weakly under the Sko-
rohod metric to a rcll process z′t such that M
′
tf , given by (55) with zt and J replaced by z
′
t
and ∅, is a martingale. This means that z′t has the (b, A, η, 0)-martingale property, and then
by Lemma 18, (b, A, η) is determined by z′t, which will prove Lemma 21.
We will start with a computation similar to the one in Section 4. Fix T > 0 and a
neighborhood U of e. Let τ be the U c-displacement time of process znt from a stopping
time σ ≤ T . For f ∈ C∞c (G) with f(e) = 1, f = 0 on U
c and 0 ≤ f ≤ 1 on G, let
fσ(z) = f((z
n
σ)
−1z). Then for δ > 0,
P (τ < δ) = E[fσ(z
n
σ )− fσ(z
n
σ+τ ); τ < δ] ≤ E[fσ(z
n
σ )− fσ(z
n
σ+τ∧δ)]
= E[Mnσ fσ −M
n
σ+τ∧δfσ]− E[
∫ σ+τ∧δ
σ
Hfσ(z
n
· )]
−E{
∑
σ<u≤σ+τ∧δ, u∈Jn
∫
G
[fσ(z
n
u−x)− fσ(z
n
u−)]νu(dx)}
≤ 0 +
∑
j
E{
∫ σ+δ
σ
| · · · |dbj(s)} +
∑
j,k
E{
∫ σ+δ
σ
| · · · |dAjk(s)}
+ E{
∫ σ+δ
σ
∫
G
| · · · |η(ds, dx)}+ E{
∑
σ<u≤σ+δ, u∈Jn
|
∫
G
[fσ(z
n
u−x)− f(z
n
u−)]νu(dx)|}. (58)
Because bj(t), Ajk(t) and η(t, ·) are continuous in t, and the associated integrands are
bounded, the first three nonzero terms in (58) converge to 0 as δ → 0 uniformly in n
and σ ≤ T . By Taylor’s expansion, f(znu−x) − f(z
n
u−) =
∑
j ξjf(z
n
u−)φj(x) + O(‖φ·‖
2) for x
in a neighborhood U of e. By (54), it can be shown that the last term in (58) converges to
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0 as n→∞ uniformly in δ and σ ≤ T . It now follows that limn→∞ supσ≤T P (τ < δ)→ 0 as
δ → 0, which verifies condition (41) in Lemma 16. Because the jumps of znt are those of zt,
sup
n
sup
σ≤T
P [(znσ−)
−1znσ ∈ K
c] ≤ sup
σ≤T
P [z−1σ−zσ ∈ K
c] ≤ P [z−1t− zt ∈ K
c for some t ≤ T ] ↓ 0
as compact K ↑ G by the rcll property of zt. This verifies condition (42). Now Lemma 16
may be applied to show the weak convergence of znt in Skorohod metric to a rcll process z
′
t
in G.
Because
∫ t
0 Hf(z·) is a bounded continuous function on D(G), for any bounded contin-
uous function F (z·) on D(G), E{[
∫ t
0 Hf(z
n
· )]F (z
n
· )} → E{
∫ t
0 Hf(z
′
·)]F (z
′
·)} as n → ∞. In
particular, this holds when F is measureable under σ{zu; u ≤ s} for s < t. Because Mtf in
(57) is a martingale when zt and J are replaced by z
n
t and J
n, and the sum
∑
u≤t in (57)
with J replaced by Jn converges to 0 as Jn → ∅, it follows that Mtf is still a martingale
when zt and J are replaced by z
′
t and ∅. ✷
To prove the uniqueness of the extended Le´vy triple (b, A, η) in Theorem 2, we will need
a transformation rule for the martingale property (55) in the lemma below.
Lemma 22 Let zt be a rcll process in G having the (b, A, η, ν)-martingale property. If ut is
a drift of finite variation with components ui(t), then ztut has the (b
u, Au, ηu, νu)-martingale
property, where dAu(t) = [Ad(u−1t )]dA(t)[Ad(u
−1
t )]
′, ηu(dt, f) =
∫
G f(u
−1
t xut)η(dt, dx) and
νut (f) =
∫
G f(u
−1
t−xut−)νt(dx) for f ∈ B+(G), and b
u
t is given in components by
dbui (t) =
∑
p
[Ad(u−1t )]ipdbp(t) + dui(t) +
∫
G
{φi(u
−1
t xut)−
∑
p
[Ad(u−1t )]ipφp(x)}η(dt, dx).
Proof The proof is similar to the proof of Lemma 4, approximating ut by step functions
unt = utni , tni ≤ t < tn i+1 and applying the (b, A, η, ν)-martingale property for zt with the
function fni(z) = f(zutni), f ∈ C
∞
c (G). We omit the essentially repetitive details. ✷
Lemma 23 There is at most one extended Le´vy triple (b, A, η) which represents a given
inhomogeneous Le´vy process xt in G as in Theorem 2.
Proof Suppose two extended Le´vy triples (b1, A1, η1) and (b2, A2, η2) represent the same
inhomogeneous Le´vy process xt in G. By Corollary 20, η
1 and η2 have the same discontinuous
part, and hence b1t and b
2
t have the same jumps. Let xt = z
1
t b
1
t = z
2
t b
2
t . Then z
1
t = z
2
t ut,
where ut = b
2
t (b
1
t )
−1 is a rcll path in G. Note that ut = (z
2
t )
−1z1t is a semimartingale, that
is, f(ut) is a real semimartingale for any f ∈ C
∞
c (G). Because ut is non-random, it then
follows that ut has a finite variation. We now show ut is continuous and so is a drift. Let
x = u−1t−ut = b
1
t−(b
2
t−)
−1b2t (b
1
t )
−1, then (b1t )
−1xb1t = [(b
1
t−)
−1b1t ]
−1[(b2t−)
−1b2t ] = e because b
1
t and
b2t have the same jumps. This implies x = e and hence ut is continuous.
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By Lemma 17, zit has the (b¯
i, A¯i, η¯i, ν¯i)-martingale property for i = 1, 2. By Lemma 22,
z1t also has the (b¯
2 u, A¯2u, η¯2u, ν¯2u)-martingale property. By Lemma 21, b¯1 = b¯2 u, A¯1 = A¯2u
and η¯1 = η¯2u. Then for any f ∈ C∞c (G),∫
G
f(b1tx(b
1
t )
−1)η1c(dt, dx) = η¯1(dt, f) = η¯2u(dt, f) =
∫
G
f(u−1t xut)η¯
2(dt, dx)
=
∫
G
f(u−1t b
2
tx(b
2
t )
−1ut)η
2c(dt, dx) =
∫
G
f(b1tx(b
1
t )
−1)η2c(dt, dx).
This implies η1c = η2c and hence η1 = η2. Moreover,
db¯2 ui (t) =
∑
j
[Ad(u−1t )]ijdb¯
2
j(t) + dui(t) +
∫
G
{φi(u
−1
t xut)−
∑
j
φj(x)[Ad(u
−1
t )]ij}η¯
2(dt, dx)
=
∫
G
{
∑
j
[Ad(u−1t )]ijφj(b
2
tx(b
2
t )
−1)−
∑
p
φp(x)[Ad(u
−1
t b
2
t )]ip}η
2c(dt, dx) + dui(t)
+
∫
G
{φi(u
−1
t b
2
tx(b
2
t )
−1ut)−
∑
j
φj(b
2
tx(b
2
t )
−1)[Ad(u−1t )]ij}η
2c(dt, dx)
=
∫
G
{φi(u
−1
t b
2
tx(b
2
t )
−1ut)−
∑
p
φp(x)[Ad(u
−1
t b
2
t )]ip}η
2c(dt, dx) + dui(t)
=
∫
G
{φi(b
1
tx(b
1
t )
−1)−
∑
p
φp(x)[Ad(b
1
t )]ip}η
1c(dt, dx) + dui(t) = db¯
1
i (t) + dui(t).
Because b¯1 = b¯2u, this implies that ui(t) = 0 and hence b
1 = b2. Now A¯1 = A¯2u = A¯2, and
with b1 = b2, it follows that A1 = A2. The uniqueness of (b, A, η) is proved. ✷
6 Uniqueness and existence of the process
Lemma 24 Let xnt be a sequence of rcll processes in G as in Lemma 16 and un ∈ R+.
For each n, let xn,mt be the process obtained from x
n
t when possible fixed jumps at times
u1, u2, . . . , um > 0 are removed. If for any T > 0, η > 0 and neighborhood U of e, there are
δ > 0 and an integer m ≥ 1 such that
lim
n→∞
sup
σ≤T
P (τσ,n,mU < δ) ≤ η, (59)
where supσ≤T is taken over all stopping times σ ≤ T and τ
σ,n,m
U is τ
σ
U for process x
n,m
t , and
if (42) also holds, then a subsequence of xnt converges weakly in D(G).
Proof Using the notation in the proof of Lemma 16, let τ ε,n,mi be the ε-displacement time
τ εi for process x
n,m
t . By (48) and (59), for any η and ε > 0, there are δ and m such that
limn→∞P [min
i≥0
{τ ε,n,mi+1 − τ
ε,n,m
i ; τ
ε,n,m
i < T} ≤ δ] ≤ η.
Then by (46), limn→∞P [ω
′(xn,m, δ, T ) > 2ε] ≤ η.
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The computation of ω′(x, δ, T ) in (43) is based on the oscillations over partitions that
cover [0, T ] with spacing > δ, called δ-partitions. Let Jm = {u1, . . . , um}. We may assume
δ < min{|u| ∧ |u− v|; u, v ∈ Jm with u 6= v}, and either T ∈ Jm or |T − u| > δ for u ∈ Jm.
Suppose there is a δ-partition with oscillation ≤ 2ε. Then any interval of this δ-partition
contains at most one point in Jm. Because adding more partition points will not increase
oscillation, adding Jm to the δ-partition together with the midpoints of intervals that do not
intercept Jm, and then suitably combining intervals, we obtain a (δ/2)-partition containing
Jm, with oscillation ≤ 4ε. Then limn→∞P [ω
′(xn, δ/2, T ) > 4ε] ≤ η. This verifies (45).
It remains to verify (44). If ω′(x, δ, T ) < ε, then there is a δ-partition {ti} with oscillation
< ε. This implies that τ ε1 6∈ [0, t1) and τ
ε
i belong to different intervals of the partition. Thus
ω′(x, δ, T ) < ε =⇒ min
i≥0
{τ εi+1 − τ
ε
i−1; τ
ε
i < T} > δ (setting τ
ε
−1 = 0). (60)
By (45) and (60), limn→∞P (An)→ 0 as δ → 0, where An = [mini≥0{τ
ε,n
i+1− τ
ε,n
i−1; τ
ε,n
i < T} <
δ]. The rest of proof is very similar to the last part of the proof of Lemma 16. ✷
Let zt be an inhomogeneous Le´vy process in G having the (b, A, η, ν)-martingale property
and let J = {u > 0; νu 6= 0} = {u1, u2, . . .}. For p < q, let J
q
p = {u1, . . . , up, uq+1, uq+2, . . .}
and let zp,qt be the process zt when its fixed jumps at up+1, . . . , uq are removed. As in the
proof of Lemma 21, it can be shown that zp,qt has the (b, A, η, ν
p,q)-martingale property with
νp,q = {νu; u ∈ J
q
p}. Let Jp = {u1, u2, . . . , up}.
Lemma 25 The family of processes, zp,qt for p < q, are weakly compact in D(G). Moreover,
along a subsequence of n→∞, zp,nt converges weakly to an inhomogeneous Le´vy process z
′p
t
that has the (b, A, η, ν ′p)-martingale property with ν ′p = {νu; u ∈ Jp}.
Proof Let znt = z
pn,qn
t , where pn < qn and qn → ∞ as n → ∞. As in the proof of
Lemma 21, but using Lemma 24 instead of Lemma 16, it can be shown that a subsequence
of znt converges weakly in D(G) to some z
′
t. Note that the last term in (58) now takes the
form
∑
σ<u≤σ+δ(· · ·) with u ∈ {u1, . . . , upn, uqn+1, . . .}, which may not tend to 0 as n → ∞,
but we may remove finitely many fixed jumps to make it arbitrarily small. By Lemma 24,
one can show that the family of the processes zp,qt , p < q, are weakly compact on D(G).
Let z′pt be the weak limit of z
p,n
t as n→∞. It is easy to see that z
′p
t is an inhomogeneous
Le´vy process. We now prove that z′pt has the (b, A, η, ν
′p)-martingale property, that is, Mtf
given in (57) is a martingale when zt and J are replaced by z
′p
t and Jp. As mentioned in
the proof of Lemma 21,
∫ t
0 Hf(z·) in (57) is a bounded continuous function on D(G). It
suffices to show that for any u ∈ Jp and any bounded continuous function F (z) on D(G),
F zv -measurable for some v < u, as n→∞,
E{F (zp,n· )
∫
[f(zp,nu−x)− f(z
p,n
u−)]νu(dx)} → E{F (z
′p
· )
∫
[f(z′pu−x)− f(z
′p
u−)]νu(dx)}. (61)
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For ε > 0, choose φε ∈ C(R) such that 0 ≤ φε ≤ 1, φε(u) = 1 and φε(t) = 0 for |t−u| > ε.
For any g ∈ C(G) such that 0 ≤ g ≤ 1 and g = 0 near e, let Hε(z·) =
∑
t>0 φε(t)g(z
−1
t− zt).
Then H˜ε(z·) = Hε(z·)∧2 is a bounded continuous function on D(G) and hence E[H˜ε(z
p,n
· )]→
E[H˜ε(z
′p
· )] as n → ∞. Because H˜ε(z) → g(z
−1
u−zu) as ε → 0, H˜ε(z) ≤
∑
t≤T,|t−u|≤ε g(z
−1
t− zt)
and E[
∑
t≤T g(z
−1
t− zt)] ≤
∑
t≤T νt(g) < ∞, it follows that E[H˜ε(z
p,n
· )] → νu(g) as ε → 0
uniformly in n. This implies that E[g((z′pu−)
−1z′pu )] = limε→0E[H˜ε(z
′p
· )] = νu(g) and hence
the distribution of (z′pu−)
−1z′pu is νu.
We may assume F and f in (61) are bounded by 1 in absolute values. Let Jε(z·) =
F (z·)
∑
t>0 φε(t)[f(zt) − f(zt−)]g(z
−1
t− zt) and let J˜ε(z·) = [Jε(z·) ∧ 3] ∨ (−3), where a ∨ b =
max(a, b). Then J˜ε(z·) is a bounded continuous function on D(G) and hence E[J˜ε(z
p,n
· )] →
E[J˜ε(z
′p
· )] as n→∞. Because J˜ε(z·)→ F (z·)[f(zu)−f(zu−)]g(z
−1
u−zu) as ε→ 0 and |J˜ε(z·)| ≤
2
∑
t≤T,|t−u|≤ε g(z
−1
t− zt), it follows thatE[J˜ε(z
p,n
· )]→ E{F (z
p,n
· )[f(z
p,n
u )−f(z
p,n
u−)]g((z
p,n
u−)
−1zp,nu )}
as ε→ 0 uniformly in n. Then E{F (z′p· )[f(z
′p
u )−f(z
′p
u−)]g((z
′p
u−)
−1z′pu )} = limε→0E[J˜ε(z
′p
· )] =
limε→0 limn→∞E[J˜ε(z
p,n
· )] = limn→∞ limε→0E[J˜ε(z
p,n
· )]. Letting g ↑ 1G−{e} proves (61). ✷
Lemma 26 The distribution of an inhomogeneous Le´vy process zt in G with z0 = e having
the martingale property under a given quadruple (b, A, η, ν) is unique.
Proof Because z′pt in Lemma 25 has only finitely many fixed jumps, after removing these
fixed jumps, it becomes stochastically continuous. By Lemma 18, the distribution of z′pt is
completely determined by (b, A, η, ν ′p), and hence also by (b, A, η, ν).
By Lemma 25, the processes xp,qt , p < q, are weakly compact on D(G). Then by Re-
mark 7.3 in [2, chapter 3], for any ε > 0, there is a compact Kε ⊂ G such that
∀ p < q, P (zp,qs ∈ Kε for s ≤ t) ≥ 1− ε. (62)
Let f ∈ C∞c (G) with |f | ≤ 1. We will show that ∀ε > 0, ∃ constant cε = cε,f,t > 0 such that
∀ p < q, |E[f(zt)]−E[f(z
p,q
t )]| ≤ cε
q∑
i=p+1
[
d∑
j=1
|νui(φj)|+ νui(‖φ·‖
2) + νui(U
c)] + 2ε (63)
for a small neighborhood U of e.
Recall zp,qt is obtained from zt after the fixed jumps at times up+1, up+2, . . . , uq are re-
moved. Let v1 < v2 < · · · < vq−p be the ordered values of these time points and let m ≤ q−p
be the largest integer such that vm ≤ t. Let σi = z
−1
vi−
zvi and for u < v, let zu,v = z
−1
u zv−
and zp,qu,v = (z
p,q
u )
−1zp,qv−. For xi ∈ G, let
∏n
i=1 xi = x1x2 · · ·xn. Set v0 = 0 and zu,u = z
p,q
u,u = e,
and let H = ∩mi=1[z
p,q
0,vi ∈ Kε]. By (62), P (H) ≥ 1− ε. For simplicity, assume zt = zt−.
f(zt)− f(z
p,q
t ) = f(z
p,q
0,v1σ1zv1,t)− f(z
p,q
0,vmzvm,t) =
m∑
i=1
[f(zp,q0,viσizvi,t)− f(z
p,q
0,vizvi,t)]
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=
m∑
i=1
[f(z′σz)− f(z′z)] (z′ = zp,q0,vi , z = zvi,t and σ = σi)
=
m∑
i=1
[f(z′e
∑
j
φj(σ)ξjz)− f(z′z)]1[σ∈U ] +
m∑
i=1
[f(z′σz)− f(z′z)]1[σ∈Uc]
=
m∑
i=1
[f(e
∑
j,k
[Ad(z′)]kjφj(σ)ξkz′z)− f(z′z)]1[σ∈U ] +
m∑
i=1
[f(z′σz)− f(z′z)]1[σ∈Uc]
=
m∑
i=1
{
d∑
j,k=1
ξrkf(z
′z)[Ad(z′)]kjφj(σ) +O(‖φ·(σ)‖
2)}1[σ∈U ] +
m∑
i=1
[f(z′σz)− f(z′z)]1[σ∈Uc]
by Taylor’s formula, where ξrf(z) = d
dt
f(etξz) |t=0. Note that z
p,q
t and H are independent of
σi, and on H , z
p,q
s ∈ Kε and hence [Ad(z
p,q
s )]kj are bounded for all s ≤ t. It follows that
|E[f(zt)− f(z
p,q
t )]| ≤ |E{[f(zt)− f(z
p,q
t )]1H}|+ 2ε
≤ c′ε
m∑
i=1
[
∑
j
|νvi(φj1U)|+O(‖φ·‖
2) + νvi(U
c)] + 2ε
for some constant c′ε > 0. This proves (63) because |νu(φj1U)| ≤ |νu(φj)|+(supG |φj|)νu(U
c).
By (54), letting first q → ∞ and then p → ∞ in (63) yields E[f(zt)] − E[f(z
′p
t )] → 0.
Because E[f(z′pt )] is determined by (b, A, η, ν), so is E[f(zt)]. This proves the uniqueness of
the one-dimensional distribution of an inhomogeneous Le´vy process zt having the (b, A, η, ν)-
martingale property. To complete the proof, one just need to use the standard argument
to derive the uniqueness of distribution from the uniqueness of one-dimensional distribution
and the martingale property, see the proof of Theorem 4.2(a) in [2, chapter 4]. Note the
setups here and in [2] are not quite the same, but the argument is essentially the same. ✷
By Lemmas 17 and 26, we obtain the unique distribution for the process xt in Theorem 2.
Corollary 27 The distribution of an inhomogeneous Le´vy process xt in G with x0 = e
represented by a given extended Le´vy triple is unique.
Proof of Theorem 2 It remains to prove that given an extended Le´vy triple (b, A, η), there
is an inhomogeneous Le´vy process xt in G represented by (b, A, η), that is, with xt = ztbt,
(10) is a martingale under the natural filtration Fxt of xt for any f ∈ C
∞
c (G).
Let (b¯, A¯, η¯, ν¯) be as in Lemma 17. Then (b¯, A¯, η¯) is a Le´vy triple with b¯t of finite variation.
By Lemma 18, there is a stochastically continuous inhomogeneous Le´vy process z′t having
the (b¯, A¯, η¯, 0)-martingale property. This means that for f ∈ C∞c (G), f(z
′
t)−
∫ t
0 H¯f(z
′
·) is a
martingale under the natural filtration of z′t, where
∫ t
0 H¯f(z
′
·) is the expression
∫ t
0 Hf(z·) in
(57) with b, A, η, z· replaced by b¯, A¯, η¯, z
′
· .
Let J = {u1, u2, u3, . . .} be the set of discontinuity time points of η, and let {vu, u ∈ J}
be a family of G-valued random variables with distributions νu such that they are mutually
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independent and independent of process z′t. For u = u1, and let z
1
t be the process z
′
t when
the fixed jump v¯u = bu−vuh
−1
u b
−1
u− is added at time u, that is, z
1
t = z
′
t for t < u and
z1t = z
′
u−v¯uz
′−1
u z
′
t for t ≥ u. Then it is easy to show that f(z
1
t )−
∫ t
0 H¯f(z
1
· )−1[u≤t]
∫
G[f(z
1
u−x)−
f(z1u−)]ν¯u(dx) is a martingale under the natural filtration of z
1
t . More generally, let z
n
t be the
process z′t when the fixed jumps v¯u1 , v¯u2, . . . , v¯un are successively added at times u1, u2, . . . , un.
Then
f(znt )−
∫ t
0
H¯f(zns )db¯(s)−
∑
u≤t, u∈Jn
∫
G
[f(znu−x)− f(z
n
u−)]ν¯u(dx) (64)
is a martingale under the natural filtration of znt , where Jn = {u1, u2, . . . , un}.
As in the proof of Lemma 25, we may use Lemma 24 to show that a subsequence of znt
converge weakly in D(G) to a rcll process zt, and (64) is still a martingale when z
n
t and Jn
are replaced by zt and J . Therefore, with xt = ztbt, (10) is a martingale under F
z
t = F
x
t .
It remains to show that xt is an inhomogeneous Le´vy process in G. Because z
n
t is
obtained by adding n independent fixed jumps to the inhomogeneous Le´vy process z′t, so z
n
t
is an inhomogeneous Le´vy process. The same is true for zt, as the weak limit of z
n
t , and
hence true also for xt = ztbt. ✷
7 Results on homogeneous spaces
Let K be a closed subgroup of a Lie group G. The space G/K of left cosets gK, g ∈ G, is
called a homogeneous space. It is equipped with the unique manifold structure under which
the natural G-action on G/K, (g, g′K) 7→ gg′K for g, g′ ∈ G, is smooth (Theorem 4.2 in [4,
chapter II]. Moreover, the natural projection pi: G→ G/K, g 7→ gK, is smooth and open.
Let xt be a Markov process xt in G/K with rcll paths. It is called G-invariant if its
transition function Pt is G-invariant in the sense that
∀t ≥ 0, g ∈ G and f ∈ B+(X), Pt(f ◦ g) = (Ptf) ◦ g.
When K = {e}, such a process becomes a left invariant Markov process in G, that is, a Le´vy
process in G. Therefore, a rcll G-invariant Markov process in G/K will also be called a Le´vy
process. More generally, a rcll inhomogeneous Markov process in G/K with a G-invariant
transition function Ps,t, will be called an inhomogeneous Le´vy process.
Let X be a manifold under the transitive action of a Lie group G and let K = {g ∈ G;
go = o} be the fix-point subgroup at a point o ∈ X . Then X may be identified with the
homogeneous space G/K via the map gK 7→ go (Theorem 3.2 and Proposition 4.3 in [4,
chapter II]), under which the G-action on X is identified with the natural G-action on G/K.
Although this identification is not unique, as a different o may be chosen, but (inhomoge-
neous) Le´vy processes in X , defined as G-invariant (inhomogeneous) Markov processes, are
independent of this identification.
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In the rest of this paper, let xt be an inhomogeneous Le´vy process in X = G/K and let
J be the countable set of fixed jump times of xt. We will assume K is compact.
A measure µ on X = G/K is called K-invariant if kµ = µ for k ∈ K, where kµ is
the measure defined by kµ(f) = µ(f ◦ k) for f ∈ B+(X). Because Ps,t is G-invariant,
µs,t = Ps,t(o, ·) is a K-invariant probability measure on X , where o = eK is the origin in X .
A Borel measurable map S: X → G is called a section map if pi ◦ S = idX (the identity
map on X). Such a map is not unique and it may not be continuous on X . However, one
may always choose a section map that is smooth near any given point in X . Integrals like
∫
f(xy)µ(dy) =
∫
f(S(x)y)µ(dy),
∫
f(xyz)µ(dy)ν(dz) =
∫
f(S(S(x)y)z)µ(dy)ν(dz),
are well defined for K-invariant measures µ and ν on X , independent of the choice for the
section map S. This is easily verified by the K-invariance of µ and ν, because if S ′ is
another section map, then for any x ∈ X , S ′(x) = S(x)kx for some kx ∈ K. Note also that
S(S(x)y) = S(x)S(y)k for some k = k(x, y) ∈ K, so the second integral above may also be
computed as
∫
f(S(x)S(y)z)µ(dy)ν(dz).
A random variable in X is called K-invariant if its distribution is so. It is clear that
if x and y are two independent random variables in X with y being K-invariant, then the
distribution of xy = S(x)y is independent of the choice for section map S.
By the Markov property and the G-invariance of Ps,t,
E[f(xt1 , xt2 , . . . , xtn)] =
∫
µ0(dx0)µ0,t1(dx1)µt1,t2(dx2) · · ·µtn−1,tn(dxn)
f(x0x1, x0x1x2, . . . , x0x1x2 · · ·xn) (65)
for t1 < t2 < · · · < tn and f ∈ B+(G
n), where µ0 is the initial distribution.
Proposition 28 A rcll process xt in X is an inhomogeneous Le´vy process if and only if it
has independent increments in the sense that for s < t, x−1s xt = S(xs)
−1xt is independent of
Fxs and has a K-invariant distribution µs,t independent of the choice for the section map S.
Proof From (65), it is easy to show that S(xs)
−1xt is independent of F
x
s and its distribution
µs,t is independent of S. Conversely, assume this property, then for s < t and f ∈ B+(X),
E[f(xt) | F
x
s ] = E[f(S(xs)S(xs)
−1xt) | F
x
s ] =
∫
X f(S(xs)y)µs,t(dy). If µs,t is K-invariant,
then xt is an inhomogeneous Markov process in X with a G-invariant transition function
Ps,tf(x) =
∫
X f(S(x)y)µs,t(dy), and hence xt is an inhomogeneous Le´vy process in X . ✷
The proof of Proposition 28 may be slightly modified to show that a rcll process xt in
X is a Le´vy process if and only if it has independent and stationary increments. Here the
stationary increments mean the distribution of x−1s xt = S(xs)
−1xt depends only on t− s.
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A measure function η(t, ·), t ≥ 0, on X is defined just as a measure function on G, that
is, as a nondecreasing and right continuous family of σ-finite measures on X . It is called
K-invariant if η(t, ·) is K-invariant for each t ≥ 0. As on G, a measure function η(t, ·) on
X may be regarded as a σ-finite measure on R+ ×X and it may be written as a sum of its
continuous part ηc(t, ·) and its discontinuous part
∑
s≤t η({s} × ·) as in (3).
Let ∆n: 0 = tn0 < tn1 < tn2 < · · · < tni ↑ ∞ as i ↑ ∞ be a sequence of partitions of R+
with mesh ‖∆n‖ → 0 as n→∞, and assume ∆n contains J as n→∞ as before. Let xt be
an inhomogeneous L’evy process in X and let µni be the distribution of x
−1
tn i−1xtni for i ≥ 1.
Define
ηn(t, ·) =
∑
tni≤t
µni, (66)
setting ηn(0, ·) = 0. Then ηn is a K-invariant measure function on X .
The proof of Proposition 5 may be repeated on X , regarding x−1s xt as S(xs)
−1xt with
the choice of a section map S. Note that with a G-invariant metric r on X , r(x, y) =
r(o, S−1(x)y), and hence S(xs)
−1xt ∈ U
c for a neighborhood U of o if and only if r(xs, xt) > δ
for some δ > 0. Then for any t > 0 and any neighborhood U of o,
ηn(t, U
c) is bounded in n and ηn(t, U
c) ↓ 0 as U ↑ X uniformly in n. (67)
For f ∈ Cb(X), let fˆ =
∫
K dk(f ◦ k), where dk is the normalized Haar measure on K.
Then fˆ is K-invariant, that is, fˆ ◦ k = fˆ for k ∈ K, and for a K-invariant measure µ on
X , µ(f) = µ(fˆ). We note that to show the weak convergence of a sequence of K-invariant
measures µn on K, it suffices to show the convergence of µn(f) for K-invariant f ∈ Cb(X).
Let f ∈ Cb(X) be K-invariant and vanish near o. Then the function (x, y) 7→ f(S(x)
−1y)
is independent of the choice for the section map S and is continuous. The proof of Proposi-
tion 7 may be repeated to show that as n→∞,
ηn(t, f) =
∑
tni≤t
E[f(S(xtn i−1)
−1xtni)] → E[
∑
s≤t
f(S(xs−)
−1xs)].
This shows that η(t, ·) defined by η(0, ·) = 0, η(t, {o}) = 0 and
η(t, f) = η(t, fˆ) = E[
∑
s≤t
fˆ(x−1s−xs)] for f ∈ Cb(G) vanishing near o, (68)
is a well defined K-invariant measure function on X , independent of the choice of the section
map S to represented x−1s−xs = S(xs−)
−1xs in (68), which will be called the jump intensity
measure of process xt. It is clear that η = 0 if and only if the process xt is continuous, and
η(t, ·) is continuous in t if and only if xt is stochastically continuous. Moreover, for any t > 0
and f ∈ Cb(X) vanishing near o, ηn(t, f)→ η(t, f) as n→∞.
A point b ∈ X is called K-invariant if kb = b for all k ∈ K. For x ∈ X and K-invariant
b, the product xb = S(x)b ∈ X is well defined, independent of choice for the section map S.
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Proposition 29 Let N be the set of g ∈ G such that go = pi(g) are K-invariant. Then N
is the normalizer of K, that is, N = {g ∈ G; gKg−1 = K}.
Proof Note that g ∈ G with go being K-invariant is characterized by g−1Kg ⊂ K. This
implies that g−1Kg and K have the same identity component K0 = g
−1K0g. Because K is
compact, its coset decomposition K = K0 ∪ [∪
p
i=1(kiK0)] is a finite union. Since g
−1Kg =
K0 ∪ [∪
p
i=1(g
−1kigK0)] is the coset decomposition of g
−1Kg, it follows that g−1Kg = K. ✷
By Proposition 29, the set of K-invariant points in X has a natural group structure with
product bb′ = S(b)b′ and inverse b−1 = S(b)−1o, and the integral
∫
f(xbyb′)µ(dy) =
∫
f(S(x)S(b)S(y)b′)µ(dy)
makes sense for K-invariant measure µ on X and K-invariant points b, b′ ∈ X , independent
of the choice of the section map S.
Let g and k be respectively the Lie algebras of G and K. Because K is compact, there
is a subspace p of g that is complementary to k and is Ad(K)-invariant in the sense that
Ad(k)p = p for k ∈ K. Choose a basis ξ1, . . . , ξn of p. There are φ1, φ2, . . . , φn ∈ C
∞
c (X)
such that x = exp[
∑n
i=1 φi(x)ξi]o for x near o. It then follows that
∀k ∈ K,
n∑
i=1
φi(x)[Ad(k)ξi] =
n∑
i=1
φi(kx)ξi (69)
for x near o. Replacing φi by φφi for a K-invariant φ ∈ C
∞
c (X) with φ = 1 near o and φ = 0
outside a small neighborhood of o, we may assume (69) holds for all x ∈ X . Then φi’s will
be called coordinate functions on X under the basis {ξi} of p.
Similar to the definitions given on G, the mean of a random variable x in X or its
distribution µ is defined as b = e
∑n
i=1
µ(φi)ξio. By (69), if µ is K-invariant, then so is b. We
will call x or µ small if b has coordinates µ(φi), that is, φi(b) = µ(φi) for 1 ≤ i ≤ n.
Any ξ ∈ g is a left invariant vector field on G. If ξ is Ad(K)-invariant, that is, if
Ad(k)ξ = ξ for k ∈ K, then etξo is K-invariant and ξ may also be regarded as a vector field
on X given by ξf(x) = d
dt
f(xetξo) |t=0 for f ∈ C
∞
c (X) and x ∈ X , which is G-invariant in
the sense that ξ(f ◦ g) = (ξf) ◦ g for g ∈ G. In fact, any G-invariant vector field on X is
given by a unique Ad(K)-invariant ξ ∈ p. Note that if ξ ∈ g is Ad(K)-invariant and b ∈ X is
K-invariant, then Ad(b)ξ = Ad(S(b))ξ is Ad(K)-invariant and is independent of the choice
of the section map S. By (69), for any K-invariant measure µ on X ,
∫
µ(dx)
∑
i φi(x)ξi is
Ad(K)-invariant, and so is
∫
µ(dx)
∑
i φi(x)Ad(b)ξi for a K-invariant b ∈ X .
Let ξ, η ∈ g. With a choice of section map S, ξη may be regarded as a second order
differential operator on X defined by ξηf(x) = ∂
2
∂t ∂s
f(S(x)etξesηo) |t=s=0. It is shown in [3,
36
part 2] that ξiξjf(x) =
∂2
∂t ∂s
f(S(x)etξi+sξjo) |t=s=0 +
∑n
k=1 ρ
ij
k ξkf(x) with ρ
ij
k = −ρ
ji
k . Thus,
if aij is an n× n symmetric matrix, then
n∑
i,j=1
aijξiξjf(x) =
n∑
i,j=1
aij
∂2
∂ti ∂tj
f(S(x)e
∑
p
tpξpo) |t1=···=tn=0 . (70)
The matrix aij is called Ad(K)-invariant if aij =
∑
p,q apq[Ad(k)]ip[Ad(k)]jq for k ∈ K, where
{[Ad(k)]ij} is the matrix representing Ad(k), that is, Ad(k)ξj =
∑
i[Ad(k)]ijξi. Then the
operator
∑
i,j aijξiξj is independent of section map S and is G-invariant. In fact, any second
order G-invariant differential operator T on X with T1 = 0 is such an operator plus a G-
invariant vector field. Note that
∑
i,j aij [Ad(b)ξi][Ad(b)ξj ] =
∑
i,j aij [Ad(S(b))ξi][Ad(S(b))ξj]
is a G-invariant operator on X for any b ∈ X (independent of S) if aij is Ad(K)-invariant.
A drift or an extended drift b, a covariance matrix function A, and a Le´vy measure
function or an extended Le´vy measure function η on X = G/K are defined just as on G, in
terms of the coordinate functions φi on X , with the additional requirement that for each t,
bt and η(t, ·) are K-invariant, and A(t) is Ad(K)-invariant. With these modifications, Le´vy
triples and extended Le´vy triples on X are defined exactly as on G. In particular, for an
extended Le´vy triple (b, A, η), b−1t− bt = ht, where ht = exp[
∑n
i=1 νt(φi)ξi]o is the mean of the
K-invariant probability measure νt = η({t} × ·) + [1− η({t} ×X)]δo.
A rcll process xt in X = G/K is said to be represented by an extended Le´vy triple
(b, A, η) on X if xt = ztbt and for any f ∈ C
∞
c (X),
Mtf = f(zt)−
1
2
∫ t
0
n∑
j,k=1
[Ad(bs)ξj][Ad(bs)ξk]f(zs)dAjk(s)
−
∫ t
0
∫
X
{f(zsbsxb
−1
s )− f(zs)−
n∑
j=1
φj(x)[Ad(bs)ξj]f(zs)}η
c(ds, dx)
−
∑
u≤t
∫
X
[f(zu−bu−xh
−1
u b
−1
u−)− f(zu−)]νu(dx) (71)
is a martingale under the natural filtration Fxt of xt.
By the K-invariance of bt and η(t, ·), and the Ad(K)-invariance of A(t), the expression
in (71) makes sense. Moreover, by Taylor expansions of f(zsbsxb
−1
s ) = f(zse
∑
i
φi(x)Ad(bs)ξi)
at x = o and f(zu−bu−xh
−1
u b
−1
u−) at x = hu, and the properties of η(t, ·) as an extended Le´vy
measure function, it can be shown that Mtf given in (71) is a bounded random variable.
Theorem 30 Let xt be an inhomogeneous Le´vy process in X = G/K with x0 = o. Then
there is a unique extended Le´vy triple (b, A, η) on X such that xt is represented by (b, A, η)
as defined above. Moreover, η(t, ·) is the jump intensity measure of process xt given by (68).
Consequently, xt is stochastically continuous if and only if (b, A, η) is a Le´vy triple.
Conversely, given an extended Le´vy triple (b, A, η) on X, there is an inhomogeneous Le´vy
process xt in G with x0 = o, unique in distribution, such that xt is represented by (b, A, η).
37
Proof The theorem may be proved by essentially repeating the proof of Theorem 2 for
the corresponding results on G, interpreting a product xy and an inverse x−1 on X =
G/K as S(x)y and S(x)−1 by choosing a section map S as in the preceding discussion, and
taking various functions and sets to be K-invariant. As noted in [10], the results in [3] for
stochastically continuous inhomogeneous Le´vy processes in G hold also on X . In particular,
Lemma 18, which summarizes part of [3], holds also on X . Note that because µni = µtn i−1,tni
and νt(·) are K-invariant, their means bni and ht are K-invariant, and so is b
n
t . It then follows
from (69) that An(t, f) is Ad(K)-invariant for K-invariant f ∈ Cb(G), and (22) holds on X
with A(t) being a covariance matrix function on X . ✷
Remark 2 As in Remark 1 for the representation on G, η(t, ·) in Theorem 30 is independent
of the choice for the basis {ξj} of p and coordinate functions φj on X = G/K, A(t) is
independent of {φj} and the G-invariant operator
∑n
j,k=1A(t)ξjξk on X is independent of
{ξj}. However, η may depend on the choice for the origin o in X .
Remark 3 We note that the representation of inhomogeneous Le´vy processes in G by a
triple (b, A, η) with bt of finite variation, as stated in Theorem 3, holds also on X = G/K
with essentially the same proof, where bi(t) are components of bt under the basis {ξi} of p.
Because the action of K on X fixes o = eK, it induces a linear action on the tangent
space ToX at o. The homogeneous space X = G/K is called irreducible if the K-action on
ToM is irreducible, that is, it has no nontrivial invariant subspace. By the identification of p
and ToX via the differential of pi: G→ X , X is irreducible if and only if p has no nontrivial
Ad(K)-invariant subspace. Because pi ◦ exp: g → X is diffeomorphic from a neighborhood
V of 0 in p onto a neighborhood U of o in X , the only K-invariant point in U is o. For
example, the n-dimensional sphere Sn = O(n+ 1)/O(n) is irreducible.
Let V above be convex. The coordinate functions φi on X may be chosen so that∑n
i=1 φi(x)ξi ∈ V for all x ∈ X . Then the mean b = e
∑
i
µ(φi)ξi of any distribution µ on X
belongs to U . Let X be irreducible. If µ isK-invariant, then so is b and hence b = o. Because
the extended drift bt of an inhomogeneous Le´vy process in X , represented by (b, A, η), is the
limit of bnt in (29). it follows that bt = o for all t ≥ 0.
As mentioned in [10], on an irreducible X , up to a constant multiple, there is a unique
K-invariant inner product on ToX . This implies that there is a unique Ad(K)-invariant inner
product on p, and hence an Ad(K)-invariant matrix is a multiple of the identity matrix. To
summarize, we record the following conclusion.
Proposition 31 On an irreducible X = G/K, any covariance matrix function A(t) is given
by A(t) = a(t)I for some nondecreasing continuous function a(t) with a(0) = 0, where I is
the identity matrix. Moreover, if the coordinate functions φi are chosen as above, then the
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extended drift bt of an inhomogeneous Le´vy process in X is trivial, that is, bt = o for t ≥ 0.
By (69), for K-invariant H ⊂ X and K-invariant measure µ on X ,
∫
H µ(dx)
∑n
j=1 φj(x)ξj
is a K-invariant vector in p and hence is 0 by the irreducibility of X = G/K. By Propo-
sition 31, bt = o and At = a(t)I, and hence zt = xt. The integral
∫ t
0
∫
X(· · ·)η
c(ds, dx) in
(71) is the limit of
∫ t
0
∫
Uc(· · ·)η
c(ds, dx) as a K-invariant neighborhood U of o decreases to
o, and then the third term of the integrand may be removed. It follows that this integral
combined with the sum
∑
u≤t in (71) may be written as
∫ t
0
∫
X [f(xsτ)−f(xs)]η(ds, dτ), where
the integral is understood as the principal value, that is, as the limit of
∫ t
0
∫
Uc [· · ·]η(ds, τ) as
a K-invariant neighborhood U of o shrinks to o. By Theorem 30, we obtain the following
simple form of martingale representation on an irreducible X = G/K.
Theorem 32 For an inhomogeneous Le´vy process xt in an irreducible X = G/K with x0 =
o, there is a unique pair (a, η) of a continuous nondecreasing function a(t) with a(0) = 0 and
an extended Le´vy measure function η(t, ·) on X such that
∀f ∈ C∞c (X), f(xt)−
∫ t
0
1
2
n∑
j=1
ξjξjf(xs)da(s)−
∫ t
0
∫
X
[f(xsτ)− f(xs)]η(ds, dτ) (72)
is a martingale under Fxt , where
∫ t
0
∫
X [· · ·]η(ds, dτ) is the principal value as described above
and is bounded. Moreover, η is the jump intensity measure of xt given by (68). Consequently,
xt is stochastically continuous if and only if η is a Le´vy measure function.
Conversely, given a pair (a, η) as above, there is an inhomogeneous Le´vy process xt in X
with x0 = o, unique in distribution, such that (72) is a martingale under F
x
t .
An inhomogeneous Le´vy process gt in G is called K-conjugate invariant if its transition
function Ps,t is K-conjugate invariant, that is, if Ps,t(f ◦ ck) = (Ps,tf) ◦ ck for f ∈ B+(G) and
k ∈ K, where cg: x 7→ gxg
−1 is the conjugation map on G. Note that when g0 = e, this is
equivalent to saying that the process gt has the same distribution as kgtk
−1 for any k ∈ K.
Theorem 33 Let gt be a K-conjugate invariant inhomogeneous Le´vy process in G with
g0 = e. Then xt = gto is an inhomogeneous Le´vy process in X = G/K. Conversely, if xt
is an inhomogeneous Le´vy process in X with x0 = o, then there is a K-conjugate invariant
inhomogeneous Le´vy process gt in G such that processes xt and gto are equal in distribution.
Proof Let gt be a K-conjugate invariant inhomogeneous Le´vy process in G with g0 = e and
let xt = gto. Then for s < t and a section map S on X , S(xs) = gsks for some F
g
s -measurable
ks ∈ K, and S(xs)
−1xt = k
−1
s g
−1
s gto
d
= g−1s gto (equal in distribution because of K-conjugate
invariance of gt). This shows that S(xs)
−1xt is independent of F
g
s and its distribution is
independent of S. By Proposition 28, xt is an inhomogeneous Le´vy process in X .
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Now let xt be an inhomogeneous Le´vy process in X with x0 = o, represented by an
extended Le´vy triple (b, A, η) on X . We will define an extended Le´vy triple (b¯, A¯, η¯) on G
from (b, A, η). Choose a section map S on X such that S(x) = e
∑n
i=1
φi(x)ξio for x contained
in a K-invariant neighborhood U of o. By (69),
∀k ∈ K and x ∈ U, kS(x)k−1 = S(kx). (73)
The basis {ξ1, . . . , ξn} of p is now extended to be a basis {ξ1, . . . , ξd} of g so that
{ξn+1, . . . , ξd} is a basis of k. Let ψ1, . . . , ψd ∈ C
∞
c (G) be the associated coordinate functions
on G, that is, g = e
∑d
i=1
ψi(g)ξi for g near e. Because kgk−1 = e
∑
ψi(g)Ad(k)ξi ,
∀k ∈ K,
d∑
i=1
(ψi ◦ ck)ξi =
d∑
i=1
ψi[Ad(k)ξi] (74)
holds near e. Replacing ψi by ψψi for a K-conjugate invariant ψ ∈ C
∞
c (G) such that ψ = 1
near e and ψ = 0 outside a small neighborhood of e, we may assume (74) holds on G.
Because for x near o, e
∑n
i=1
φi(x)ξi = S(x) = e
∑d
i=1
ψi(S(x))ξi , it follows that
ψi ◦ S = φi, 1 ≤ i ≤ n, and ψi ◦ S = 0, n+ 1 ≤ i ≤ d (75)
holds near o. The ψi may be modified outside a neighborhood of e so that (75) holds onX and
(74) still holds on G. This may be accomplished by replacing ψi by (φ◦pi)ψi+(1−φ◦pi)(φi◦pi)
for i ≤ n and by (φ ◦ pi)ψi for i > n, where φ is a K-invariant smooth function on X such
that φ = 1 near o and φ = 0 outside a small neighborhood of o.
Let h¯t = e
∑
j
νt(φj)ξj . Then pi(h¯t) = b
−1
t− bt. By (69), h¯t is K-conjugate invariant. There
is a partition 0 = t0 < t1 < t2 < · · · < tn ↑ ∞ such that b
−1
ti bt ∈ U for t ∈ [ti, ti+1).
Define b¯t = S(bt) for t < t1 and b¯t1 = b¯t1−h¯t1 , and inductively let b¯t = b¯tiS(b
−1
ti bt) for
ti ≤ t < ti+1 and b¯ti+1 = b¯ti+1−h¯ti+1 . Then b¯t is a K-conjugate invariant extended drift in
G with pi(b¯t) = bt. Let A¯(t) be the d × d matrix given by A¯ij(t) = Aij(t) for i, j ≤ n and
A¯ij = 0 otherwise. Then A¯(t) is a covariance matrix function on G that is Ad(K)-invariant,
that is, [Ad(k)]A¯(t)[Ad(k)]′ = A¯(t) for k ∈ K, where [Ad(k)] is the matrix representing the
linear map Ad(k): g→ g under the basis {ξ1, . . . , ξd}. For f ∈ B+(G), let
η¯(t, f) =
∫
X
∫
K
f(kS(x)k−1)dkη(t, dx). (76)
Then η¯(t, ·) is a K-conjugate invariant measure function. Its continuous part is η¯c(t, f) =∫ ∫
f(kS(x)k−1)dkηc(t, dx) and for each t > 0, ν¯t = η¯({t}, ·) + [1 − η¯({t}, G)]δe is given by
ν¯t(f) =
∫ ∫
f(kS(x)k−1)dkνt(dx).
By (69) and (75) onX , and (74) onG,
∑d
j=1 ν¯t(ψj)ξj =
∑d
j=1
∫
X
∫
K [ψj(kS(x)k
−1)ξj]dkνt(dx) =∑d
j=1
∫
X
∫
K{ψj(S(x))[Ad(k)]ξj}dkνt(dx) =
∑n
j=1
∫
X{
∫
K φj(x)[Ad(k)]ξj}dkνt(dx) =
∑n
j=1 νt(φj)ξj.
This shows that h¯t = e
∑
j
νt(φj)ξj defined earlier is the mean of ν¯t.
We now show that η¯ is an extended Le´vy measure function onG by checking η¯c(t, ‖ψ·‖
2) <
∞ and
∑
u≤t ν¯u(‖ψ·−ψ·(h¯u)‖
2) <∞, where ‖ψ·‖ is the Euclidean norm of ψ· = (ψ1, . . . , ψd).
Let V = pi−1(U). Then η¯(t, V c) = η(t, U c) < ∞. By (73) and (75), the first condition
follows from η¯c(t, ‖ψ·‖
21V ) = η
c(t, ‖φ·‖
21U) < ∞. To verify the second condition, we may
assume all ν¯t are small, then ψi(h¯t) = ν¯t(ψi) and the second condition may be written as∑
u≤t
∫
G ν¯u(dx)‖
∫
G ν¯u(dy)[ψ·(x) − ψ·(y)]‖
2 < ∞. Because
∑
u≤t ν¯u(V
c) =
∑
u≤t νu(U
c) < ∞,
this is equivalent to
∑
u≤t
∫
V ν¯u(dx)‖
∫
V ν¯u(dy)[ψ·(x)− ψ·(y)]‖
2 <∞, but this is the same as∑
u≤t
∫
U νu(dx)‖
∫
U νu(dy)[φ·(x)− φ·(y)]‖
2 <∞, which holds by (8).
Now let gt be an inhomogeneous Le´vy process in G with g0 = e, represented by the
extended Le´vy triple (b¯, A¯, η¯). Write gt = z¯tb¯t and for f ∈ C
∞
c (G), let M¯tf(z¯·) be the
martingale given in (10) with (b, A, η) and φi replaced by (b¯, A¯, η¯) and ψi. By the K-
conjugate invariance of b¯ and η¯, the Ad(K)-invariance of A¯, and (74), it is easy to show
that for k ∈ K, M¯t(f ◦ ck)(z¯·) = M¯tf(kz¯·k
−1). This means that kgtk
−1 = kz¯tk
−1b¯t is also
represented by (b¯, A¯, η¯). By the unique distribution in Theorem 2, gt and kgtk
−1 have the
same distribution as processes, and hence gt is K-conjugate invariant.
Let x′t = gto. By the first part of Theorem 33 which has been proved, x
′
t is an inhomo-
geneous Le´vy process in X . We may write x′t = ztbt with zt = z¯to. By the construction of
(b¯, A¯, η¯) from (b, A, η), it can be shown that M¯t(f ◦ pi)(z¯·) is the martingale in (71). This
shows that x′t is represented by (b, A, η). By the unique distribution in Theorem 30, x
′
t and
xt are equal in distribution. ✷
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