Motivated by the success of kinetic theory in the description of observables in intermediate and high energy heavy ion collisions, we apply kinetic theory to the physics of supernova explosions. The algorithmic implementation for the high-density phase of the iron core collapse is discussed.
Introduction
Supernova explosions are believed to be one of the main sources for heavy element production (A > 56) in the universe. The exact mechanism for the origin of the heavy elements is one of the top eleven science questions for the new century in the report Connecting Quarks with the Cosmos 1 . The answer to this question is sought in two complementary ways, through construction and operation of rare isotope acceleration facilities, and through astronomical observation of supernova explosions and their computer modeling. It is this latter subject to which the present article attempts to contribute.
The simulation of supernova explosions on the computer 2, 3, 4, 5, 6, 7, 8 is still a task that strains and even exceeds the capabilities of the highest performance supercomputers. Typical numerical implementations rely on hydrodynamics codes for the baryons, coupled to a Boltzmann transport simulation for the neutrinos and other leptons. These simulations need to be implemented on grids in three dimensional coordinate systems, taking care of special relativity, causality, high density nuclear matter (ρ barion > 3ρ 0 ), particle production, and huge magnetic fields that are generated self-consistently. Furthermore, the grids need to be fine-grained enough to allow the calculation of shock waves and turbulence. All of this needs to be accom-plished in a system that rapidly contracts and then expands, and that needs to be followed over many thousands of time steps.
Nuclear collisions at intermediate and high energies provide similar challenges. Particle production also dominates the late stages of the collisions, and shock wave formation, collective deflection, as well as the interplay between regular and chaotic collective dynamics 9 can be observed. This collective motion includes transverse flow, radial flow, and elliptic flow. Transport theories based on semiclassical implementation of kinetic theory 10, 11, 12, 13, 14, 15, 16 have been incredibly successful in reproducing experimental observables and pointing the way to new physical insight into these systems. So it is tempting to implement these types of kinetic theory based approaches for the physics and astrophysics of supernova explosions. This is the aim of our work.
for the particular state b of the baryon. For any neutrino species we have a simpler equation of motion that only contains the streaming term and the collision term, but no mean field contributions,
The baryon-baryon collision term, I b bb , is given by
α1α2α3,m b s dp 1 dp 2 dp
We use the notation f b (xk) ≡ 1 − f b (xk). The factors f b (xk) are a consequence of the Pauli Exclusion Principle for the final scattering states. The matrix elements M bb do not need to be evaluated explicitly, because we operate in the hydrodynamic limit. Similar collision terms can be derived for the neutrino-baryon collisions 17 , in analogy to our earlier work on coupled transport equations for heavy ion collisions 18 . In order to solve the above transport equations, we utilize the test particle method, 19 where we represent the phase space distribution function by a sum over delta functions,
The initial coordinates of these delta-function point particles (= test particles) have to be determined by some physical input model. For nuclear collisions a local Thomas-Fermi approximation, properly Lorentz-boosted, is sufficient. For our supernova progenitor, we use initial conditions provided by the rotating core model.
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With this approach we can derive first order differential equations for the centroid coordinates of these test particles as
where C(p j ) and C ν (p j ) symbolize the effects of two-body collisions with other baryons and neutrinos, respectively, on the test particle momenta. N is the number of test particles used and should be at least 10 6 , but 10 8 or even larger is also technically feasible with present-day computers.
Numerical Implementation
Since we are forced to work with a very large number of test particles, we need to avoid processes and algorithms that scale with N 2 or even N 3 . This is not easy, because two-body collisions usually involve double loops over all particles. If the final state occupancies are important, then even triple loops come into play. In order to circumvent these difficulties, we employ a modified Direct Simulation Monte Carlo technique for the two-body collision processes. This type of algorithm was previously used by us in the simulation of heavy ion collisions as well.
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In the latest version of our code, the test particle based simulations of a collapsing stellar core are run inside two static Cartesian grids. The location of the test particles in both of these grids is known at all times along with their Cartesian coordinates and momenta. The motion of the test particles in the grids is tracked by computing the momentum of each test particle as well as the force acting on it, in each iteration of the code, and using a forth order Rung-Kutta method to solve for the new position and momentum. The two grids are cubic and independent of each other. One of the grids is used to determine the mass density at arbitrary points and is called the density grid while the other is used to allow test particles in each cell in the grid to collide with one another and is referred to as the collision grid. The grids are the same size, just large enough to inscribe the initially circular core, but they have a different number of cells. First let us focus our attention on the collision grid and its main purpose.
Collision Grid and Two-Body Collisions
This grids purpose is to allow test particles in the same cell to collide with one another. However, one must have a clever way of accessing test particles that are located in a given cell. We address this issue by introducing a number called the collision index, I c ,
where i x , i y , and i z are the three cartesian coordinates of the cell, and 0 ≤ i x , i y , i z < M . Employing a quicksort algorithm after each time step ensures that particles with the same value of I c are stored next to each other in a one-dimensional array. In this way collision partners can be found in a very efficient way, with an algorithm that scales as N log N . We believe that this is the fastest implementation of two-body collisions.
Gravitational Force and Nuclear Force
To calculate the exact Newtonian gravitational force on each test particle, we would again have to execute a double loop. The Newtonian monopole approximation looked like an appealing alternative, as it only required that the test particles be sorted by their radial distances from the origin each time the gravitational force was to be computed for all of the test particles. In this approximation, their radial rankings and distances were the only variables needed to determine the gravitational force acting on them.
With an efficient quicksort-type algorithm, the CPU time requirements for the selfconsistent calculation of gravity only scales as N log N . We found, however, that the Newtonian monopole approximation yielded unphysical results when applied to test particles near the origin. To avoid this complication, for the purpose of calculating the gravitational force, we assume the density is constant at all points within one tenth of the cores radius of the origin. This assumption is justified because in all previous simulations, the cores density distribution remained spherically symmetric in this region and always changed relatively little compared to the steep drop off in densities seen at larger radii. Therefore to approximate the gravitational force on all of the test particles, we use the Newtonian monopole approximation for all test particles whose radial coordinates are greater than one tenth of the cores radius R and a linear restoring force proportional to the magnitude of the force given by the Newtonian monopole approximation evaluated at one tenth of the cores radius for all test particles whose radial coordinates are less than or equal to one tenth of the cores radius. For all locations inside R/10, we interpolate linearly to 0, the value of the force at r = 0:
In addition to the gravitational force, our simulations also have to include the nuclear force. In particular, it is very important to use an isospin dependent nuclear equation of state, because the electron fraction changes quite strongly during the course of the collapse and explosion phases. In fact, this isospin dependent nuclear EoS provides a major area of common intellectual interest between astrophysics and nuclear physics 22 . Further numerical details on the one-body part of our simulations can be found in our earlier publications 23, 24 .
Mass Density and Spatial Gradients
In order to eliminate the dependence on particular implementations of a spatial grid, we introduce finite Gaussian density distributions for the test particles.
This method is similar to the so-called "smearing" algorithm employes in simulations of heavy ion collisions. A cutoff, |r − r 0 | < a ensures that our algorithm that follows from this procedure does not scale as N 2 due to an infinite-ranged Gaussian. The normalization constant k is of course a function of this cutoff length a.
Since we approximate the nuclear mean field potential by a density dependent functional, and since the mass density due to the test particles is now a sum of truncated Gaussians, we are able to provide exact expressions for the spatial gradients of the nuclear mean field force terms. This approach is then similar to the so-called "quantum molecular dynamics" algorithms that are utilized in nuclear physics.
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The main advantage of this method is that the grid size does not enter as a parameter any more. Thus one can achieve a much better spatial resolution, which is only limited by statistical fluctuations due to the finite number of test particles. This feature is extremely important if one wants to address the spatial localization of shock waves.
Role of Angular Momentum
If a rotating star collapses, conservation of angular momentum dictates that its angular frequency increases inversely proportional to the reduction of the moment of inertia. We hypothesize that this leads to the formation of rotation vortices along the axis of rotation. The baryon density at the "poles" will be reduced relative to the equatorial plane. Neutrinos can then escape much easier along the axis than perpendicular to it.
Our first studies of rotating collapsing iron cores bear out the hypothesis of formation of rotation vortices. Figure 1 shows a preliminary result of a simulation of a rotating collapsing iron core of one solar mass. The rotation axis is defined as the z-axis of our coordinate system. One can clearly see that for radii larger than 150 km the baryon density in the equatorial plane greatly exceeds that along the poles.
We speculate that this formation of rotation vortices will be much enhanced once we have implemented a fully consistent treatment of the neutrino emission and propagation. This focussing of neutrino emission along the poles will amplify the parity violation induced recoil kick scenario proposed for the neutron star remnant by Horowitz et al. 27, 28 However, before we can reach quantitative conclusions to substantiate this claim, we will have to implement the aforementioned physics.
Summary
This simulation is not yet complete. The effects on neutrino production and scattering as well as magnetism have yet to built into the code. A self-consistent way of determining the electron fraction in three dimensions must also be implemented eventually.
However, our approach is able to provide a full three-dimensional description of the time evolution for baryons and eventually for neutrinos. The solution of this coupled problem requires only a factor of two to four more CPU time, as compared to the solution of the baryon dynamics alone. We realize that there are details regarding the widely varying interaction time scales that need to be worked out, and that might result in a bigger rise in CPU time than estimated here. But from our experience with perturbative sub-threshold particle production we are optimistic that these issue will be able to be worked out.
Effects of collective rotation can be modeled, as indicated by us here and shown in much more detail elsewhere. 23 Once all of the processes above are implemented, we will be able to compare with the results obtained by using the smooth-particle hydrodynamics approach, where the influence of rotation was already examined.
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The new techniques introduced here that gives analytic expressions for the mass density at arbitrary points in the density grid has many advantages. It allow us to zoom in on any region of interest of the core when we generate images without any loss of resolution. Further, it allows use of the exact derivatives utilized in the calculation of the nuclear force on the test particles. Arguably the most important advantage to knowing the density at arbitrary points in the grid is the ability to see the exact propagation of density shockwaves. In the current implementation of our algorithm the grid size does not provide a lower limit for the spatial resolution. Instead, the spatial resolution scales as N −1/2 , where N is the number of test particles. This fact gives hope to large improvements in numerical accuracy once we are able to port our algorithms to massively parallel computer clusters.
