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La ve´rification de proprie´te´s de suˆrete´ est incon-
tournable dans le processus de validation des logi-
ciels critiques. Lorsque les outils de ve´rification for-
melle e´chouent a` de´montrer certaines proprie´te´s, la re-
cherche de contre-exemples des proprie´te´s viole´es est
un point crucial, notamment pour les programmes com-
plexes pour lesquels les jeux de test sont difficiles a` ge´ne´-
rer. Nous proposons dans cet article diffe´rentes strate´gies
dynamiques de ge´ne´ration de jeux de test qui violent
une post-condition de programmes e´crits en C ou en
Java. Notre approche est base´e sur la ge´ne´ration dyna-
mique d’un syste`me de contraintes lors de l’exploration
du graphe de flot de controˆle du programme. Ces stra-
te´gies ont e´te´ e´value´es sur des exemples acade´miques
et sur des applications re´elles. Les expe´rimentations sur
un controˆleur industriel qui ge`re les feux de clignotants
d’une voiture et sur une imple´mentation d’un syste`me
de de´tection de collisions du trafic ae´rien ont montre´
que notre syste`me est bien plus performant qu’un outil
de model checking de premier plan comme CBMC ou
qu’un syste`me de ge´ne´ration de jeux de test a` base de
contraintes comme Euclide.
Abstract
Checking safety properties is mandatory in the vali-
dation process of critical software. When formal verifica-
tion tools fail to prove some properties, testing is neces-
sary. Generation of counterexamples violating some pro-
perties is therefore an important issue, especially for tri-
cky programs the test cases of which are very difficult to
compute. We propose in this paper different constraint
∗Ce travail a e´te´ partiellement soutenu par le projet CA-
VERN (ANR-07-SESUR-003), ainsi que par le projet TESTEC
(ANR-07 TLOG 022).
based dynamic strategies for generating structural test
cases that violate a post-condition of C or JAVA pro-
grams. These strategies have been evaluated on stan-
dard benchmarks and on real applications. Experiments
on a real industrial Flasher Manager controller and on
the public available implementation of the Traffic Col-
lision Avoidance System (TCAS) show that our system
outperforms state of the art model checking tools like
CBMC or constraint based test generation systems like
Euclide.
1 Introduction
La ve´rification de programmes fait appel a` des tech-
niques de preuves formelles, des techniques de tests
fonctionnels et structurels, des revues et analyses ma-
nuelles de code. Lorsque les outils de ve´rification for-
melle e´chouent a` prouver les post-conditions d’un pro-
gramme, ce travail est souvent fait a` la main. De plus,
la ve´rification formelle se base sur un mode`le abstrait
qui ne capture pas toujours toutes les fonctionnalite´s
de l’imple´mentation, et qui est souvent de taille limi-
te´e. Aussi, le test est toujours ne´cessaire, et la ge´ne´ra-
tion automatique de contre-exemples d’une proprie´te´
reste un point crucial dans le processus de ve´rification
des programmes. En particulier, pour les applications
temps re´el, la ge´ne´ration de cas de test pour des pe´-
riodes de temps re´alistes reste un proble`me difficile.
Dans cet article, nous proposons de nouvelles strate´-
gies dynamiques pour ge´ne´rer des cas de test structurel
qui violent une post-condition de programmes e´crits en
C ou en Java1. Notre approche repose sur les observa-
1Nous traitons actuellement un sous-ensemble de ces lan-
tions suivantes :
• lorsque le programme est sous une forme DSA2,
un chemin d’exe´cution peut eˆtre construit de ma-
nie`re dynamique. En d’autres termes, il n’est pas
ne´cessaire d’explorer le GFC (Graphe de Flot de
Controˆle) du programme de manie`re se´quentielle
(descendante ou ascendante), mais les blocs com-
patibles sur un chemin peuvent eˆtre collecte´s de
manie`re non de´terministe.
• une partie significative du programme peut
n’avoir aucun impact sur une proprie´te´ donne´e3.
En particulier, les parties du programme qui ne
contiennent pas de variables de la post-condition,
ni de variables lie´es aux variables de la post-
condition, peuvent eˆtre ignore´es quand on cherche
un contre-exemple.
Dans l’approche pre´conise´e, nous utilisons d’abord une
technique classique, connue sous le nom de slicing,
pour supprimer de fac¸on statique les blocs du pro-
gramme ou` n’apparaissent pas les variables pertinentes
pour la proprie´te´ conside´re´e. Nous explorons ensuite ce
GFC re´duit en suivant une variable particulie`re de la
post-condition. Toutefois, il ne s’agit pas d’un parcours
arrie`re chronologique : nous construisons les chemins
de manie`re dynamique pour de´tecter au plus toˆt des
chemins inconsistants, c’est a` dire sans examiner l’en-
semble des noeuds desdits chemins. Par contre, en cas
d’erreur, tous les noeuds correspondant au chemin du
contre exemple doivent eˆtre examine´s.
Concre`tement la strate´gie DPVS (Dynamic
Postcondition-Variables driven Strategies) travaille
avec un ensemble de contraintes S et une file de
variables. Nous avons essaye´ diffe´rentes gestions de
la file des variables : FIFO, LIFO et TAS (trie´ par
rapport au niveau des variables dans le GFC). Les
meilleurs re´sultats ont e´te´ obtenus avec les strate´gies
LIFO et TAS. Nous avons aussi essaye´ diffe´rentes
combinaisons de solveurs de contraintes sur les
domaines finis (CP) et de solveurs de programmation
line´aire (LP). Aucune de ces combinaisons n’est
syste´matiquement meilleure qu’une autre mais les
re´sultats sont assez pre´visibles : lorsque les domaines
des variables sont petits, CP se comporte mieux alors
que LP est ge´ne´ralement meilleur si le programme a
beaucoup d’expressions line´aires. Nous avons e´value´
DPVS sur des benchmarks standards ainsi que sur
gages incluant les entiers et les tableaux.
2La forme DSA (Dynamic Single Assignment)[2] est une re-
pre´sentation interme´diaire inspire´e de la forme SSA bien connue
en compilation. La forme DSA est une transformation qui pre´-
serve la se´mantique du programme tout en assurant que chaque
variable sur un chemin d’exe´cution ne soit de´finie qu’une seule
fois.
3Nous supposons ici que la post-condition est une conjonction
de proprie´te´s.
deux applications re´elles :
• l’imple´mentation d’un syste`me de gestion des col-
lisions de trafic ae´rien (TCAS) ;
• une application re´elle industrielle, un controˆleur
qui ge`re certaines fonctions lie´es aux feux cligno-
tants d’un ve´hicule, appele´e Clignotant dans la
suite.
Sur ces applications re´elles, DPVS surpasse des ou-
tils de model checking de premier plan comme CBMC
ainsi qu’un syste`me de ge´ne´ration de test base´ sur les
contraintes comme Euclide.
1.1 Etat de l’art
Les outils re´cents de ge´ne´ration de tests structu-
rels oriente´s chemins (par exemple, PathCrawler[20],
Dart[13], CUTE4) sont base´s sur la se´lection de che-
min, l’exe´cution symbolique et l’exe´cution concoli-
tique. Ils sont tre`s efficaces pour ge´ne´rer des jeux de
test qui garantissent une certaine couverture, mais ils
n’ont pas e´te´ conc¸us pour trouver les donne´es de test
qui violent certaines proprie´te´s ; ils pourraient ne´an-
moins le faire en effectuant une recherche exhaustive,
mais ceci serait tre`s couˆteux.
Les model-checkers borne´s [11], comme CBMC5,
peuvent trouver des contre-exemples de proprie´te´s de
programmes C[12, 17]. Ces outils transforment le pro-
gramme et la post-condition en une formule condition-
nelle et utilisent les solveurs SAT ou SMT pour prou-
ver que cette formule est satisfaite ou pour trouver un
contre-exemple.
La Programmation Logique par Contraintes (CLP)
permet d’imple´menter des techniques d’exe´cution
symbolique [4], et a e´te´ utilise´e pour la ge´ne´ration de
tests de programmes (e.g., [16, 18, 21, 1]). Gotlieb et
al ont montre´ comment transformer des programmes
impe´ratifs en programmes CLP : InKa [16] a e´te´ un
pionnier dans l’utilisation de CLP pour ge´ne´rer des
donne´es de test pour les programmes en C. Denmat et
al ont de´veloppe´ TAUPO, un successeur de InKa qui
utilise des relaxations line´aires dynamiques [10]. Cela
accroˆıt la capacite´ de re´solution du solveur en pre´-
sence de contraintes non-line´aires, mais les auteurs ne
publient des re´sultats expe´rimentaux que sur quelques
programmes acade´miques en C.
Euclide [14] est e´galement un successeur de InKa. Il
a trois fonctions principales : la ge´ne´ration de donne´es
de test structurel, la ge´ne´ration de contre-exemples et
la preuve partielle des programmes C critiques. Eu-
clide construit les contraintes de manie`re incre´mentale
et combine des techniques standards de programma-
tion par contraintes et des techniques spe´cifiques pour
4cf. http://osl.cs.uiuc.edu/~ksen/cute/
5cf. http://www.cprover.org/cbmc
traiter les nombres a` virgule flottante et les contraintes
line´aires.
CPBPV [6, 7, 8] est un outil base´ sur les contraintes
dont le but est de ve´rifier la conformite´ d’un pro-
gramme avec ses spe´cifications. L’ide´e clef de CPBPV
est d’utiliser un ensemble de contraintes pour repre´-
senter le programme et ses spe´cifications, et d’explorer
de manie`re non-de´terministe les chemins d’exe´cution
de longueur borne´e sur cet ensemble de contraintes.
CPBPV fournit un contre-exemple lorsque le pro-
gramme n’est pas conforme a` sa spe´cification.
Les strate´gies de recherche d’Euclide et de CPBPV
ne sont pas bien adapte´es a` la recherche d’un contre-
exemple. En effet, CPBPV est fonde´ sur une explora-
tion descendante des chemins car il a e´te´ conc¸u pour
la ve´rification partielle des programmes. Euclide - qui
a e´te´ conc¸u pour la ge´ne´ration de donne´es de test - ex-
plore dynamiquement des alternatives faisables mais
utilise aussi une exploration descendante. Ces strate´-
gies peuvent donc devenir tre`s couˆteuses lorsque le but
est seulement de trouver un contre-exemple sur un pro-
gramme complexe. Par contre, DPVS est une strate´gie
ascendante dynamique qui a e´te´ conc¸ue pour trouver
des contre-exemples.
1.2 Plan du papier
La section 2 illustre notre approche sur un petit
exemple et introduit les nouveaux algorithmes de re-
cherche que nous avons de´finis. La section 3 de´crit les
benchmarks et les applications que nous avons utilise´es
pour valider notre approche. La section 4 pre´sente les
re´sultats expe´rimentaux et les perspectives.
2 DPVS, la nouvelle strate´gie de re-
cherche a` base de contraintes
Dans cette section, nous de´crivons en termes tre`s
ge´ne´raux les principes de notre approche et le proces-
sus de recherche sur un exemple simple. Ensuite, nous
de´taillons l’algorithme.
2.1 Un petit exemple
La strate´gie DPVS construit incre´mentalement un
syste`me de contraintes S et ge`re une file de variables
Q. Q est initialise´e avec les variables de la proprie´te´
de la post-condition pour laquelle nous cherchons un
contre-exemple, alors que S est initialise´ avec la ne´-
gation de cette proprie´te´. Tant que Q n’est pas vide,
DPVS extrait la premie`re variable v et cherche un
bloc du programme ou` la variable v est de´finie. Toutes
les nouvelles variables (sauf les variables d’entre´e du
programme) de cette de´finition sont mises dans Q. La
de´finition de la variable v, ainsi que les conditions ne´-
cessaires pour parvenir a` la de´finition de v sont ajou-
te´es a` S. Si S est inconsistant, DPVS fait un retour
arrie`re et cherche une autre de´finition de v, sinon les
conditions duales aux conditions ajoute´es a` S sont cou-
pe´es pour e´viter de perdre du temps a` explorer des
chemins incompatibles. Lorsque Q est vide, le solveur
de contraintes est utilise´ pour chercher un ensemble de
valeurs des variables d’entre´e qui violent la proprie´te´,
c’est-a`-dire un contre-exemple.
Nous illustrons maintenant ce processus sur un
exemple tre`s simple, le programme foo pre´sente´ dans
la figure 1. Ce programme comporte deux post-
conditions : p1 : c >= d + e et p2 : f > −e ∗ b.
Le GFC du programme foo est pre´sente´ dans la fi-
gure 2. Notons que le programme a e´te´ transforme´ en
une forme DSA6. Supposons que nous voulons prouver
la proprie´te´ p1. Avant de chercher un contre-exemple,
nous calculons la forme compacte´e du GFC, ou` les
nœuds qui ne sont pas lie´s a` la proprie´te´ a` prouver
sont supprime´s (cf. figure 3).
Les figures 4 et 5 pre´sentent les chemins explore´s par
DPVS. Le processus de recherche se´lectionne d’abord
le nœud (4) ou` la variable c0 est de´finie. Pour at-
teindre le nœud (4), l’e´tat dans le nœud (0) doit eˆtre
vrai. Cette condition est donc ajoute´e a` l’ensemble de
contraintes S et le branchement alternatif est coupe´.
A cette e´tape, S contient les contraintes suivantes :
(c1 < d0 + e0 ∧ c1 = c0 + d0 + e0 ∧ c0 = a0 ∧ a0 ≥ 0)
qui peut eˆtre simplifie´ en (a0 < 0 ∧ a0 ≥ 0). Cet en-
semble de contraintes est inconsistant et DPVS se´-
lectionne donc le nœud (8) ou` la variable c0 est e´ga-
lement de´finie. Pour atteindre le nœud (8), la condi-
tion dans le nœud (0) doit eˆtre fausse. La ne´gation de
cette condition est donc ajoute´e a` S et l’autre branche
est coupe´e. S contient donc les contraintes suivantes :
(c1 < d0+e0∧c1 = c0+d0+e0∧c0 = b0∧a0 < 0∧d0 =
1∧e0 = −a0) qui peut eˆtre simplifie´ a` (a0 < 0∧b0 < 0).
Cet ensemble de contraintes est consistant et le solveur
calcule une solution, par exemple, (a0 = −1, b0 = −1).
Ces valeurs des variables d’entre´e sont un jeu de test
qui viole la proprie´te´ p1 du programme foo.
Ce petit exemple montre comment fonctionne
DPVS : cette nouvelle strate´gie recueille le maximum
d’informations sur les variables qui influencent la post-
condition afin de de´tecter les inconsistances le plus toˆt
possible ; ceci est particulie`rement efficace quand un
petit sous-ensemble du syste`me de contraintes est in-
consistant.
6Nous ne conside´rons ici que des programmes borne´s ou` la
taille des tableaux, et le nombre d’ite´rations des boucles sont
limite´s, nous simplifions des φ−fonctions lors de construction
de la forme SSA.
void foo(int a, int b)
1. int c, d, e, f ;
2. if(a >= 0) {
4. if(a < 10) {
5. f = b− 1 ;
6. }
7. else {
8. f = b− a ;
9. }
10. c = a ;
11. if(b >= 0) {
12. d = a ; e = b ;
13. }
14. else {




19. c = b ; d = 1 ; e = −a ;
20. if(a > b) {
21. f = b + e + a ;
22. }
23. else {
24. f = e ∗ a− b ;
25. }
26. }
27. c = c + d + e ;
28. assert(c >= d + e) ; // property p1
29. assert(f >= −b ∗ e) ; // property p2




























































































































































Fig. 3 – GFC compacte´ pour la proprie´te´ p1
Fig. 4 – Processus de recherche pour p1, e´tape 1
Fig. 5 – Processus de recherche pour p1, e´tape 2
2.2 Algorithme
Nous de´taillons ici l’algorithme DPVS (cf. figure
2.2). Nous calculons au pre´alable les informations sui-
vantes :
• du[x] : l’ensemble des blocs ou` la variable x est
de´finie ;
• ancc[u] : l’ensemble des pre´de´cesseurs de u qui
sont des nœuds conditionnels ;
• dr[u, v] : un boole´en qui est vrai (resp. faux)
lorsque la condition du pre´de´cesseur v du nœud u
doit eˆtre vrai (resp. fausse) pour atteindre u.
DPVS utilise e´galement les structures de donne´es
suivantes :
• M : l’ensemble des variables marque´es (une va-
riable est marque´e si elle a de´ja` e´te´ mise dans la
file) ; M est initialise´ avec ∅ ;
• S : l’ensemble des contraintes qui est initialise´
avec const(pred∧¬(prop)) ou` const est une fonc-
tion qui transforme une expression sous forme
DSA en un ensemble de contraintes ;
• Q : l’ensemble des variables temporaires, initialise´
par V (prop) ; l’ordre de traitement des e´le´ments
de Q est spe´cifie´ par le parame`tre Oq
DPVS se´lectionne une variable dans Q et essaie de
trouver un contre-exemple avec sa premie`re de´finition,
si elle e´choue, il essaie de manie`re ite´rative avec les
autres de´finitions de la variable se´lectionne´e.
DPVS de´finit la couleur du nœud conditionnel u a`
rouge (resp. bleu) lorsque l’e´tat de u est de´fini a` true
(false) dans le chemin courant. En d’autres termes,
lorsque la couleur est rouge (resp. bleu) le branchement
a` droite (resp. gauche) de u est coupe´. color[u] est
initialise´ a` vide pour tous les nœuds.
DPVS retourne sol qui est soit une instance des
variables d’entre´e de P satisfaisant le syste`me de
contraintes S ou ∅ si S n’a pas de solution. Les so-
lutions sont calcule´es par la fonction solve, un solveur
sur les domaines finis. La fonction solve est une pro-
ce´dure de de´cision comple`te sur les domaines finis. La
fonction isfeasible (ligne 27) effectue uniquement un
test de la consistance partielle mais elle est beaucoup
plus rapide que la fonction solve, ce qui justifie notre
choix puisque ce test est effectue´ a` chaque fois que la
de´finition d’une variable est ajoute´e a` S.
Il est facile de montrer que sol, la solution calcule´e
par DPVS est un contre-exemple. En effet, ces valeurs
des donne´es d’entre´es satisfont les contraintes ge´ne´re´es
a` partir de :
• pred, la pre-condition ;
• ¬prop, la ne´gation d’une partie de la post-
condition ;
• la de´finition de toutes les variables dans V (prop)
et la de´finition de toutes les variables (sauf les va-
riables d’entre´e), introduites par ces de´finitions ;
• toutes les conditions ne´cessaires pour atteindre les
de´finitions ci-dessus.
Ainsi, il existe au moins un chemin exe´cutable qui
prend des valeurs d’entre´e sol et calcule une sortie qui
viole la proprie´te´ prop. Lorsque aucune solution ne
peut eˆtre trouve´e, tous les chemins sont contradictoires
avec la ne´gation de la post-condition, et nous pouvons
donc affirmer qu’il n’existe pas de valeurs d’entre´e qui
violent la proprie´te´ prop.
Algorithm 1 : DPVS
Function DPVS(M, S, Q, Oq)
returns counterexample
1: if Q = ∅ then
2: return solve(S)
3: else
4: x ← POP(Q, Oq)
5: for all u ∈ du[x] do
6: Cut ← FALSE ; SAVE vector Color
7: S1 ← S∧ const(def [x, u])
% def [x, u] denotes the definition of x in
block u
8: Vnew ← V (def [x, u]) \M
9: PUSH(Q, Vnew, Oq) ; add(Vnew, M)
10: for all v ∈ ancc[u] do
11: if color[v] = blank then {%no branch is cut
off}
12: Vnew ← V (condition[v]) \M
13: PUSH(Q, Vnew, Oq) ; add(Vnew, M)
14: if dr[u, v] then {% Condition must be true}
15: S1 ← S1∧ cons(condition[v]))
16: color[v]← red % Cut the right branch
17: else {% Condition must be false}
18: S1 ← S1 ∧ ¬ cons(condition[v])
19: color[v]← blue % Cut the left branch
20: end if
21: else
22: if (color[v] = red ∧ dr[u, v])
∨ (color[v] = blue ∧ ¬(dr[u, v]))
then {%no branch is reachable}




27: if ¬Cut ∧ isfeasible(S1) then
28: result ← DPVS(M, S1, Q, Oq)








3 Expe´rimentations et Applications
Dans cette section, nous de´crivons les exemples
et applications utilise´s pour e´valuer DPVS. Il s’agit
d’exemples acade´miques, d’une imple´mentation du
syste`me de gestion des collisions de trafic ae´rien
(TCAS), et enfin d’une application industrielle re´elle,
un controˆleur qui ge`re certaines fonctions lie´es aux
feux clignotants d’un ve´hicule.
3.1 Exemples acade´miques
3.1.1 Programme tritype
Le programme tritype est un benchmark standard
pour la ge´ne´ration de cas de test et pour la ve´rifica-
tion de programmes car il contient de nombreux che-
mins infaisables : seulement 10 chemins correspondent
a` des entre´es re´elles du programme, en raison de la
complexite´ des instructions conditionnelles. Ce pro-
gramme prend en entre´e trois entiers positifs (les coˆte´s
d’un triangle) et retourne la valeur 1, (resp 2, 3) si les
entre´es correspondent a` un triangle scale`ne (resp. iso-
ce`le, e´quilate´ral) et la valeur 4 s’il ne s’agit pas d’un
triangle.
Nous conside´rons aussi deux variations du pro-
gramme Tritype :
1. Triperimeter qui retourne le pe´rime`tre du triangle
lorsque les entre´es correspondent a` un triangle,
sinon il retourne -1.
2. Tritimes qui retourne le produit des entre´es.
Ces deux variations sont plus difficiles que le pro-
gramme Tritype lui-meˆme : Triperimeter retourne une
expression line´aire sur les entre´es et Tritimes retourne
une expression non line´aire alors queTritype retourne
une constante.
Pour ces trois programmes, nous avons e´galement
examine´ certaines versions ou` une erreur a e´te´ intro-
duite.
3.1.2 Recherche binaire
Le deuxie`me exemple illustre le cas des programmes
contenant des tableaux et des boucles. Il s’agit d’un
programme de recherche binaire qui de´termine si une
valeur v est pre´sente dans un tableau trie´ t.
3.2 Syste`me anti-collisions de trafic ae´rien
Cette application concerne un composant logiciel
connu du syste`me anti-collisions de trafic ae´rien
(TCAS). Il s’agit d’un syste`me critique embarque´ des-
tine´ a` e´viter les collisions en vol entre ae´ronefs [5]. Nous
conside´rons ici le programme et la spe´cification qui ont
e´te´ e´crits par Arnaud Gotlieb [14, 15] a` partir d’une
version pre´liminaire donne´e dans [19]. Nous re´sumons
ici leurs caracte´ristiques principales.
Ce programme contient 173 millions de lignes de
code C, y compris les conditions imbrique´es, les ope´-
rateurs logiques, des de´finitions de type, les macros et
les appels de fonction. La fonction principale a` ve´rifier
prend 14 variables globales comme entre´es. 10 proprie´-
te´s ont e´te´ identifie´es et formalise´es dans la litte´rature
(cf. [14] pour une pre´sentation comple`te des ces pro-
prie´te´s).
3.3 Clignotant
Ce dernier benchmark est un composant logiciel in-
dustriel temps-re´el7. Il illustre la fac¸on dont nous trai-
tons les proprie´te´s sur plusieurs unite´s de temps. La
complexite´ du code C est comparable a` la complexite´
du benchmark TCAS, mais nous devons ve´rifier une
proprie´te´ pour plusieurs exe´cutions du code.
3.3.1 Description du module
Le Clignotant est un controˆleur qui ge`re certaines
fonctions lie´es aux feux clignotants d’un ve´hicule. La
figure 6 fournit un mode`le Simulink simplifie´ de ce
controˆleur. Les entre´es et sorties du mode`le sont :
– CBSW HAZARD L : Activation du clignotant
gauche
– CBSW HAZARD R : Activation du clignotant
droit
– WARNING : Activation des warning
– RF KEY LOCK : Fermeture du ve´hicule par la cle´
– RF KEY UNLOCK : Ouverture du ve´hicule par la
cle´
– FLASHER ACTIVE : Fonction clignotant active´e
– CMD FLASHER L : Commande du clignotant
gauche



























Fig. 6 – Mode`le Simulink simplifie´ du Clignotant
7Cet exemple provient d’un constructeur automobile et a e´te´
fourni par Geensys (cf. http://www.geensys.com/?Home&l=en)
Certaines fonctions du Clignotant sont prioritaires
sur d’autres. Nous avons cherche´ a` ve´rifier la proprie´te´
p1 : Les clignotants ne restent jamais en posi-
tion allume´e, meˆme en cas de coupure
3.3.2 Programme a` ve´rifier
Afin de ve´rifier la proprie´te´ p1, le mode`le Simulink
du Clignotant est d’abord traduit8 en une fonction
C, nomme´e fonction f1. La fonction f1 posse`de 6 en-
tre´es et 2 sorties. Elle comprend 300 lignes de code,
81 variables boole´ennes, et 28 variables entie`res. La
fonction f1 se compose principalement d’instructions
conditionnelles imbrique´es et d’instructions d’affecta-
tion avec des expressions line´aires ou constantes (cf.
partie de code, figure 7).
and1_a = (Switch5 && !Unit_Delay3_a_DSTATE);
if(and1_a - Unit_Delay_c_DSTATE != 0)
rtb_Switch_b = 0;
else{
add_a = 1 + Unit_Delay1_b_DSTATE;
rtb_Switch_b = add_a;
}
superior_a = (rtb_Switch_b >= 3);
Fig. 7 – Un partie de code de la fonction f1
Notre objectif est de ve´rifier s’il existe une se´quence
de donne´es d’entre´e qui viole la proprie´te´ p1 du Cli-
gnotant. Cette proprie´te´ concerne le comportement du
Clignotant pour une pe´riode de temps infinie. En pra-
tique, on ne peut ve´rifier qu’une version limite´e de la
proprie´te´ p1 : nous conside´rons que la proprie´te´ est
viole´e si les feux restent allume´s pour une se´quence
de N unite´s de temps conse´cutives. Nous introduisons
donc une boucle (borne´e par N) qui compte le nombre
de fois ou` la sortie du Clignotant a e´te´ conse´cutive-
ment vraie. Si ce compteur est e´gal a` N a` la sortie de
la boucle, alors la proprie´te´ est viole´e. La partie du
programme C correspondant a` la version borne´e est
donne´e dans la figure 8.
Le programme tritype et ses spe´cifications en JML9,
le programme Bsearch, le programme TCAS avec la
spe´cification pour la proprie´te´ a` ve´rifier, ainsi que
le mode`le Simulink de´taille´ du Clignotant sont dis-
ponibles a` l’adresse http://users.polytech.unice.
fr/~rueher/Publis/jfpc10_fr_annexe.pdf.




// number of time where the output has been
// consecutively true int count = 0; consider N
// periods of time
for(int i = 0; i < N; i++) {
// call to f1 function to compute the outputs
// according to non deterministic input values
f1();
if (Model_Outputs4)




// the output is not consecutively true
count = 0;
}
// if count is less than N, then the property is
// verified
assert(count < N)};
Fig. 8 – Le programme C a` ve´rifier
4 Expe´rimentations et discussion
Dans cette section, nous pre´sentons les expe´rimenta-
tions que nous avons faites pour valider notre approche
et nous discutons des travaux futurs.
4.1 Outils
Nous avons compare´ les performances de
DPVS avec CBMC, Euclide et CPBPV*.
Comme indique´ pre´ce´demment, CBMC10 est l’un
des meilleurs model checkers borne´s actuellement dis-
ponibles. Nous avons utilise´ la version 3.3.2 qui appelle
le solveur minisat2.
CPBPV* est une version optimise´e de CPBPV [7, 8]
qui est imple´mente´ dans Comet11. Il utilise un ensemble
de contraintes pour repre´senter le programme et ses
spe´cifications, et il explore des chemins exe´cutables de
longueur borne´e sur ces ensembles de contraintes. Tou-
tefois, contrairement a` CPBPV, il travaille sur un GFC
compacte´. Une propagation de bornes est e´galement
effectue´e dans l’e´tape initiale.
Euclide [14] est un framework de test a` base de
contraintes conc¸u pour la ge´ne´ration de donne´es struc-
turales de test, pour la ge´ne´ration de contre-exemple
et de preuves partielles des programmes C critiques.
Nous n’avons pas pu e´valuer Euclide sur l’applica-
tion Clignotant. En effet, en raison d’un bug, Euclide
ne pouvait pas traiter ce programme C12. Les perfor-
10cf. http://www.cprover.org/cbmc
11Comet, une marque commerciale de Dynadec (cf. http://
dynadec.com) est une plate-forme d’optimisation hybrides.
12Nous avons contacte´ les auteurs, mais ils ne pouvent pas
corriger ce bug pour ce moment.
mances d’Euclide sur l’application TCAS sont publie´es
par les auteurs dans [14]. Les expe´rimentations des au-
teurs ont e´te´ re´alise´es sur un processeur Intel Core Duo
2,4GHz avec 2Go de RAM, un ordinateur tre`s sem-
blable a` celui que nous avons utilise´.
DPVS est imple´mente´ en Comet. Nous donnons ici
les expe´rimentations de deux versions : LIFO et TAS.
Nous avons essaye´ diffe´rentes combinaisons de solveurs
domaines finis (CP) et solveurs de programmation li-
ne´aire (LP). Nous pre´sentons ici les re´sultats pour
deux combinaisons :
• CP-CP : le solveur CP est utilise´ pour ve´rifier la
consistance partielle a` chaque nœud et pour la
recherche d’une solution ;
• LP-CP : le solveur LP est utilise´ pour ve´rifier la
consistance partielle d’une relaxation line´aire du
syste`me de contraintes a` chaque nœud, et le sol-
veur CP est utilise´ pour chercher une solution.
Les expe´rimentations avec CBMC,CPBPV ∗ ont
e´te´ effectue´es sur un processeur Intel Core Duo T8300
2,4 GHz avec 2Go de RAM pour tous les tests sauf
l’application Clignotant ou` un Quad Core Intel Xeon
X5460 3,16 GHz avec 16Go de me´moire a e´te´ utilise´.
Tous les temps sont donne´s en secondes. OoM signifie
“out of memory”tandis que TO signifie“timeout”dans
les diffe´rents tableaux. TO a e´te´ fixe´ a` 3 minutes pour
tous les tests.
4.2 Expe´rimentations sur des exemples acade´-
miques
Le tableau 1 fournit les re´sultats expe´rimentaux
pour le programme Tritype et de ses variations. Tous
les solveurs ont trouve´ un contre-exemple pour les pro-
grammes errone´s en tre`s peu de temps. Pour les pro-
grammes corrects, les preuves sont plus difficiles. En
effet, tous les chemins doivent eˆtre explore´s, contraire-
ment aux versions errone´es ou` la re´solution s’arreˆte de`s
que la premie`re erreur est trouve´e. Toutefois, les sys-
te`mes qui utilisent un solveur line´aire ont pu ve´rifier la
correction partielle de Tritype et Triperimeter. La ver-
sion correcte du programme non-line´aire Tritimes est
la plus difficile a` traiter. Seules les versions de DPVS et
CPBPV * qui combinent LP et CP ont pu la traiter.
Cela peut s’expliquer par les raisons suivantes :
1. Les de´cisions sont faciles a` tester avec un solveur
line´aire ;
2. Les de´cisions sont ajoute´es incre´mentalement
dans l’ensemble de contraintes ;
3. Le solveur CP qui est appele´ a` la fin des chemins
peut be´ne´ficier des de´cisions qui ont e´te´ ajoute´es
a` l’ensemble de contraintes graˆce a` un me´canisme
de substitution des sous expressions.
Les points (1) et (2) garantissent que des chemins
infaisables sont rapidement coupe´s. Pour expliquer le
point (3) conside´rons la proprie´te´ p : r = i∗j∗k a` ve´ri-
fier. Supposons que la de´cision i = j a e´te´ prise sur un
chemin, et donc la valeur retourne´e par le programme
est i ∗ k ∗ i. Le syste`me de contraintes contiendra les
trois contraintes r = i∗j ∗k, i = j, ¬(r = i∗k ∗ i)13, et
le solveur CP peut facilement de´tecter l’inconsistance.
Le tableau 2 donne les re´sultats expe´rimentaux sur
une version correcte du programme de recherche bi-
naire. CBMC et DPVS ne peuvent pas traiter ce
benchmark. CBMC perd beaucoup de temps dans
le processus de de´pliage. Les strate´gies utilise´es par
DPVS ne sont pas bien adapte´es non plus pour ce pro-
gramme tre`s spe´cifique. La version LP-CP de CPBPV*
est par contre tre`s efficace. Elle utilise une approche
descendante et ajoute incre´mentalement les de´cisions
prises sur un chemin. Cette strate´gie est particulie`re-
ment bien adapte´e pour ce programme de recherche
binaire qui a une pre-condition tre`s contraignante.
Tab. 1 – Tritype (Typ), Tritimes (Tm), Triperimeter
(per) , entiers de 16 bits
Prog CBMC DPVS CPBPV* DPVS CPBPV*
3.3.2 LIFO LIFO
CP-CP CP-CP LP-CP LP-CP
Typ-OK 0.161 TO TO 0.781 0.304
Typ-KO 0.012 0.087 0.127 0.030 0.009
Per-OK 0.717 TO TO 0.054 0.054
Per-KO 0.015 0.002 0.027 0.014 0.018
Tm-OK TO TO TO 1.048 0.865
Tm-KO 0.050 0.070 0.002 0.029 0.009
Tab. 2 – Cherche binaire (entiers de 16 bits)
Length CBMC DPVS CPBPV*
3.3.2 LIFO
(MiniSAT2) LP-CP LP-CP
4 5.732 0.529 0.107
8 110.081 35.074 0.298
16 TO TO 1.149
32 TO TO 5.357
64 TO TO 27.714
128 TO TO 153.646
4.3 Expe´rimentations sur TCAS
Les re´sultats pour l’application TCAS sont pre´sen-
te´s dans le tableau 3. CBMC a de bons re´sultats sur
ce proble`me, mais les performances de la combinai-
son CP-CP de DPVS sont meilleures. Ceci s’explique
par le fait que TCAS est essentiellement un proble`me
SAT : le programme contient de nombreux boole´ens
13Nous ne de´taillons pas ici les renommages DSA.
et les entiers ne peuvent prendre que quelques va-
leurs. C’est aussi pourquoi la combinaison CP-CP de
CPBPV* est meilleure que la combinaison de LP-CP
CPBPV* sur ce proble`me.
Les diffe´rentes strate´gies de DPVS donnent des re´-
sultats semblables sur ce proble`me. Les expe´rimenta-
tions sur TCAS ont e´te´ re´alise´es pour des entiers de 16
bits car nous voulions comparer nos re´sultats a` ceux
publie´s dans [15]. Euclide est beaucoup plus lent que
les autres solveurs, mais il est imple´mente´ en Prolog.
Tab. 3 – TCAS (entiers de 16 bits)
Property CBMC Euclide DPVS CPBPV* CPBPV*
3.3.2 (SICtus LIFO
Prolog) CP-CP CP-CP LP-CP
P1A-OK 0.101 0.7 0.021 0.173 8.960
P1B-OK 0.063 0.7 0.019 0.211 13.737
P2A-OK 0.097 0.6 0.020 0.175 9.168
P2B-KO 0.064 0.7 0.011 0.014 0.165
P3A-KO 0.061 5.4 0.008 0.036 0.615
P3B-OK 0.066 1.2 0.011 0.100 0.4431
P4A-KO 0.075 6.8 0.008 0.045 1.446
P4B-KO 0.060 2.7 0.008 0.014 0.254
P5A-OK 0.068 0.6 0.044 0.197 20.627
P5B-KO 0.065 1.0 0.015 0.014 0.195
4.4 Expe´rimentations sur l’application Clignotant
Tab. 4 – Clignotant
N CBMC DPVS DPVS DPVS DPVS
3.3.2 HEAP LIFO HEAP LIFO
CP-CP CP-CP LP-CP LP-CP
5 0.134 0.026 0.032 0.565 0.953
10 0.447 0.055 0.068 2.484 4.134
20 1.766 0.118 0.149 9.081 15.320
30 4.231 0.194 0.248 20.847 35.066
50 12.92 0.345 0.458 57.797 96.693
75 32.747 0.602 0.842 137.104 TO
100 58.279 2.750 3.394 TO TO
150 138.192 1.552 2.365 TO TO
200 OoM OoM 8.082 TO TO
CBMC et DPVS ont trouve´ des contre-exemples
qui violent la proprie´te´ p1. Ils ont e´galement ge´ne´re´
des donne´es d’entre´e pour lesquelles le clignotant reste
allume´ de manie`re continue pour une se´quence de N
unite´s de temps.
Par exemple, voici une se´quence d’entre´es qui viole




ou` (0, 1, 0, 0, 0, 1) sont les valeurs des entre´es de in1 a`
in6 pour la premie`re pe´riode, (0, 1, 0, 0, 0, 1) les valeurs
des entre´es pour la deuxie`me pe´riode et ainsi de suite.
Le tableau 4 montre que la combinaison CP-CP de
DPVS est bien meilleure que les combinaisons LP -
CP sur l’application Clignotant. On notera que par
manque de me´moire, CBMC n’est pas capable de ge´-
ne´rer des contre exemples pour plus de 200 unite´s de
temps alors que DPVS, avec la strate´gie TAS et la
combinaison CP-CP, peut ge´ne´rer des contre-exemples
pour 400 unite´s de temps. CPBPV* n’est pas capable
de ge´ne´rer des contre-exemples pour plus de 10 unite´s
de temps.
L’utilisation d’un solveur de contraintes sur les do-
maines finis pour calculer la consistance partielle est
beaucoup efficace sur ce programme qu’un solveur de
programmation line´aire. Ceci s’explique pour deux rai-
sons :
– la relaxation line´aire ne´cessaire par le solveur LP
introduit de nombreux points de choix alors que
ceci n’est pas le cas pour le solveur CP. En effet,
conside´rons une condition telle que x == y dans
un if. La ne´gation de cette condition correspond
a` la contrainte x! = y qui ne´cessite la ge´ne´ration
de deux syste`mes de contraintes line´aires : l’un
avec la contrainte x < y, l’autre avec la contrainte
x > y.
– les domaines des variables entie`res sont petits
pour cette application, et l’e´tape de propagation
des bornes que nous effectuons avant l’exploration
du graphe permet de re´duire fortement la taille de
ces domaines. Les tests de consistance avec le sol-
veur CP sont donc tre`s efficaces.
4.5 Discussion et travaux futurs
Les premie`res expe´rimentations avec DPVS sont
tre`s encourageantes. DPVS se comporte bien sur des
exemples acade´miques et obtient de bien meilleurs re´-
sultats que CBMC sur deux applications re´elles. Il faut
souligner ici que la ge´ne´ration de cas de test pour des
se´quences de pe´riodes de temps assez grandes est un
proble`me crucial dans les applications temps-re´el.
Ces re´sultats sont tre`s prometteurs car DPVS est
encore un prototype acade´mique tandis que CBMC
est un des tout meilleurs syste`mes de model checking
actuellement disponibles. DPVS est e´galement bien
meilleur que Euclide sur l’application TCAS. Natu-
rellement, d’autres expe´rimentations sur des applica-
tions re´elles sont ne´cessaires pour affiner et pour va-
lider l’approche propose´e. Il nous faut en particulier
arriver a` mieux expliciter les caracte´ristiques des pro-
grammes pour lesquels cette strate´gie est effectivement
bien adapte´e.
Les travaux futurs concernent l’extension de notre
prototype. Actuellement, il y a beaucoup de restric-
tions sur les programmes C et Java que le proto-
type peut traiter. En particulier, nous ne traitons que
des programmes qui ne provoquent pas un de´route-
ment, e.g., nous ne traitons pas les programmes qui
contiennent des divisions par ze´ro ou des erreurs qui
provoquent la leve´e d’une exception. Nous acceptons
des tableaux de taille borne´e, mais le type des donne´es
d’entre´e est limite´ aux boole´ens et aux entiers. Nous
travaillons aussi actuellement sur l’interface entre un
solveur CP et notre propre solveur sur les nombre a`
virgule flottante [4].
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