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Asymptotic Functions as Kernels 
of the Schwartz Distributions 
T. D. Todorov 
Using a version of the sequential method we introduce a class of generalized functions 
called here "asymptotic functions''. This class contains kernels of all Schwartz distri­
butions and is equipped with a correctly defined multiplication operation. So, in a sense, 
one solves the problem of "multiplication of Schwartz distributions" although the 
solution refers to the class of the asymptotic functions and not to the Schwarti 
distributions themselves. The paper is a continuation of a series of works [1-10] but 
here only part of the results of [5], [6] and [8] will be needed. 
Introduction 
The purpose of the present work is to construct a class of generalized 
functions (different from the Schwartz distributions), called here "asymptotic 
functions'', which have the following properties: (i) This class is· a ring of 
functions and, in particular, every two asymptotic functions can be multiplied; 
(ii) Every Schwartz distribution has kernels in this class so, the expressions 
811(x), o(x). 0(x), o(x). x-n, 0(x)x-n, etc. have sense in it where o(x), 0(x~ 
x-n, etc., are kernels of the corresponding Schwartz distributions. Recall that 
the products of the above mentioned type do not have sense in the conven­
tional theory of distributions and, on the other hand, they appear in quantum 
mechanics and quantum field theory and cause some disadvantages in their 
mathematical ground [13]; (iii) The integrals (and the functionals as well) of 
the asymptotic functions turn out to be not real or complex numbers but "asym­
ptotic numbers''. The systems of the asympotic numbers (real and complex, 
respectively) introduced by Christo v [1 J, are systems of generalized numbers 
containing the ordinary numbers (real and complex, respectively), as well as 
infinitely small (infinitesimals) and infinitely large numbers [5, 6J. 
The reader could remain disappointed at the fact that a given Schwartz 
distribution may have more than one kernel in the class of the asymptotic 
functions F0 ; in fact, it has infinitely many kernels in P0• For example, there 
are many asymptotic functions oEF0 which are kernels of the Dirac's distri­
bution oEf)' (we shall often use the same or nearly the same notations for a 
given Schwartz distribution and their kernels). But the lack of a one-to-one 
correspondence between P0 and f)' is the "price" which must be "paid'', 
according to us, if we want to achieve by all means multiplication operation~
The paper is a continuation of a series of works [1-10] and some know­
ledge at least of [5, 6] and [8] is presupposed. The class of asymptotic fun• 
 
ctions F0 introduced here, contains all quasi-extended asymptotic functions f, 
defined in [10], i. e. FcF0 is valid. The reason for introducing this wider 
class of asymptotic functions lies in the fact that P0 contains kernels of all 
Schwartz distributions unlike the class of quasi-extended asymptotic functions 
P containing only some of them. Moreover, the construction of P0 is much more 
simple than the one of P and the definition of P0 is independent of P; with 
the exception of Section 3 the paper could be understood without referring 
to [9} and [1 0]. 
The use of infinitely small and infinitely large numbers, respectively, the 
infinitesimal relation, is the reason why some terms and notions in the present 
paper are very much like those in the non-standard analysis [14] but the 
knowledge of the latter is not necessary for understanding our paper. 
I. The Class of Regularization Functions V 
A class of functions of two real variables will be introduced and the 
functions themselves will be treated as families of functions of one of the 
variables; the other one will play the role of a parameter of the families. An 
	essential feature of this class is that every Schwartz distribution has a regu­
larisation in this class and besides it is a ring, i. e. it is closed with respect 
to addition and multiplication. Then we are going to define an equivalence 
relation in this class and the equivalence classes will define "the asymptotic 
functions". 
(1.1) Definition (The Class V): V will be the class of all functions of the 
type 
(1.2) 	 v: afX(O.l) ~ C 
having the following properties: 
(i) For every closed finite interval I of af there exist an integer number 
m1 and a positive real number M1 (m1 and M1 depend on 1) such that 
M 	 . 
(1.3) 	 Iv(x, E) 1<---nf-, xEI, EE (0, 1); 
s I . 
(ii) v~ belongs to V where v~ is the derivative· of v with respect to the 
first variable, i. e. 
(1.4) 	 v:(x, E}= :x v(x, E), xE~ EE(O, 1). 
(1.5) Notations: By N, z, ~ and C we shall denote the sets of the natural, 
integer, real and complex numbers, respectively. 
(1.6) Remark (V is a ring): Obviously, V is a ring with differentiation, i~ e. V 
is closed with respect to addition and multiplication and x-differentiation. 
(1.7) Example: V contains all functions of the type 
(1.8) 
where 'I' is a bound function from Coo (Coo is the class complex valued smooth 
functions defined on ~. x 0 , p E~. and k, mE Z. 
(1.9) Example : V constains all functions of the type 
(1.10) 	 v(x, E)='l'(x), xE ~. EE(O, 1), 
 
 
 
 
 
 
 
 
 
where \jl ECoo ((1.1 0) follows from ( 1.8) for k = m =p = x0 = 0). In other words 
(1.11) cooc v. 
(1.12) Example (the jump-Junctions): V contains all functions of the type 
(1.13) v(x, e)=w(x+ie)-w(x-ie), xErJI, eE(O, 1), 
where w belongs to the Tillmann's class of analytic functions [12]. 
(1.14) Remark (the Tillmann's class): Recall that the Tillmann's class H [12] 
contains (by definition) all analytic functions of the type 
(1.15) w: C~{J}l- C 
having the properties: for every closed finite interval I of Pfi there exist an 
integer m1 and a positive constant M1 such that 
M (1.16) lw(x+iy)l< ~ , xE/, IYIE(O, 1).
IY I I 
Recall, moreover, that all jump-functions of the type (1.13) (where wE H) are 
regularisations of some Schwartz distribution and on the contrary, any distri­
bution has regularisation of the type (1.13) for some wE H. 
(1.17) Theorem (V and f>'): 
(i) Every Schwartz distribution T E,1)' has a regularisation in V, i.e. there 
exists v EV such that 
00 
(1.18) (T, <p)=limjv(x, e)<p(x)dx, <pE :V; 
&-+0 
-oo 
(ii) It the limit 
ooJ 
lim Jfv(x, e)<p(x)dx 
&-+0 t 
-oo 
exists for some v EV and all <p Ef), then the functional T, defined by (1.18) 

is a Schwartz distribution, i. e. TE :V'. 

Proof: (i) Take v from example (1.12) and use the Tillmann's theorem (1.14); 

{ii) (1.18) is obviously a linear functional on :V. We ought to show that 
T is a continuous one. The proof of the latter is quite similar to the proof of 
the Tillmann's theorem (12, Satz (3.3), p. 122) and we shall omit it. 
(1.19) Definition (standard regularisation): 
(i) The function v EV will be called "standard" if it is of the type: 
(1.20) v(x, e)=e-mp(x~xo ), xErJI, EE(O, 1), 
for some mE z, some x0 E9t and some bounded function p ECoo ; (ii) The distribution T E1Y will' be called "standard" if it possesses a 
standard regularisation in V, i. e. if (1.18) is valid for some standard v EV. 
(1.21) Remark: Many of the distributions (but not all) are standard. For exam­
ple, the distributions 8(x), E>(x), <>+(x) and P(x-n) and their derivatives turn 
out to be standard distributions. 
I 
(1.22) Definition (equivalence relation in V): 
(i) Two functions v, wE V will be called equivalent if 
I (1.23) E-k[v~m>(x, E)-w~m>(x, E)] ===t 0 
£-+0 
for every k, mE Z, m>O, and every finite closed interval I of fit, where 
" - " means "uniform limit on I" and v<m> is the m-th derivative of v 
- s~O Jt 
with respect to x, i. e. 
am (1.24) v~m>(x, E)= iJxm v(x, E), xE!Jl, EE(O, 1); 
(ii) The set of all functions from V which are equivalent to the zero 
function will be denoted by V0• (1.25) Lemma (some properties of V0): (i) V0 is an ideal in V; 
(ii) vEV0 implies v; EV0 
(iii) v EV 0 implies 
(1.26) lim E-k Jv(x, E) dx=O 
s-+0 1 
• 
for any k EZ and any finite closed interval I of 91; 
(iv) v EV0 implies v. cp EV0 for every boundary cp EC 00 • 
Proof: Elementary. 
(1.27) Corollary (the factor-space VjV0): The factor-space V/V0 
of all equivalence classes) is a ring with differentiation (just as 
2. Asymptotic Functions 
(i.e. the space­
V). 
(2.1) Definition (asymptotic functions): The· factor-space VjV0 Section 1 
will be denoted by F0, i. e. 
(2.2) 
The elements of F0 (i. e. the equivalence classes) will be called "asymptotic 
functions" or simply "F0-functions" and for them the notations f, g, h, . . . or f(x), g(x), h(x), etc. will be used. If v E/ E F0 , then we shall write /= [v]. (2.3) Definition (algebraic operations, differentiation, integration, ... , etc. in F0): 
Let f, gE F0 , c EC, and CJ be a Lebesque's measurable subset of Bl. Then 
(2.4) f+g=[v+w), 
(2.5) cf= [cvJ, 
(2.6) f. g= [v. wJ, 
(2.7) /'=[v;J 
(2.8) Jf(x)dX=Yas(s), 
c:r 
where 
 
 
 
 
(2.9) 'Y(t)=J v(x, e)dx, eE(O, 1), 
and yas is the asymptotic extension of y ([8], Section 3), and s is the asym­
ptotic number defined by the formula 
(2.10) s={e-A(e) !lim e-k A(e)=O for all k E Z}. 
£-+0 
The Fourier-transforms and convolution are defined as follows: 
(2.11) §"(/)= [F(v)], :;;-1({)= [F-1(v)] 
and 
(2.12) 
respectively, where v Ef and wE g are chosen arbitrarily, §"(v) and F-1( v) 
are the conventional Fourier-transforms of v and v *w is the conventional 
convolution of v and w (everywhere the second variable "e" of v and w is 
treated as an additional parameter). And finally, the composition fog will be 
defined as follows : 
(2.13) Jog= [cp o 'JI], 
where 
(2.14) (<po'JI)(x, e)=<p{'JI(X, e), e), xEdt, xE(O, 1). 

(The end of Definition (2.3)). 

(2.15) Remark: Recall ([8], Section 2 and Section 3) that the asymptotic exten­
sion 

'Yas: {0, l)as-+ A* 

of a given continous function of the type 
'Y: (0. 1)-. c, 
is defined by the formula 
(2.16) 'Yas{a)=as{y(a)laEa}, aE(O, 1)as' 
' 
where "as" means "asymptotic cover'' ([5], definition 7) and (0, 1)a.r is the asym­
ptotic extension of the real interval (0, 1) ([8], (2.18)). Recall moreover that A 
and A* are the sets of the real and complex asymptotic numbers, respectively 
[5J. On the other hand, the asymptotic number s (2.10) used in the definition 
of integral (2.8) is a positive infinitesimal (6, Section 4), i. e. 
(2.17) O<s<e 
for any positive real number e. Therefore s belongs to (0, 1 )as so 'YJ...s) is a 
well-defined complex asymptotic number, i. e. 
(2.18) Jf(x)dxEA* 
in the cases the integral is convergent. 
(2.19) Theorem (some properties of F0): 
· (i) F0 is a ring with differentiation, i.e~ f, g EF0 , and c EC implies !+ g, f ·g, cf, /' EFo ; 
(ii) The integral (2.8) is convergent for all functions f from P0 if {atle~t) 
cr=l is a finite closed interval of fll, i. e. · 	
(2.20} . Jf(x)dxEA* 
I 
for all f EP0 and all l of the above mentioned type.
Proof: See coro11ary (1.22). 
(2.21) Remark: The integral (2.8), the Fourier-transforms (2.11 ), the convolution 
(2.12) as well as the composition (2.13) do not exist for all sets a and all 
asymptotic functions from P0• (2.22) Lemma: If f= [v] for some v Ecoo, then the integral (2.8) coincides with 
the usual Lebesque's integral of v, i. e. . 
(2.23) 	 Jf(x)dx= Jv(x)dx 
a cr 
(see example (L9)). 
Proof: Elementary. 
(2.24) Corollary (CoocP0): The mapping 	
(2.25) 	 coo~v~[v]=fEPo 
iS an isomorphism with respect to all operations defined in definition (2.3), i. e 
(2.26) 	 Coo c P0 
is an isomorphical embedment of coo into P0• (2.27) Remark (interpretation): Lemma (2.22) and corollary (2.24) show us that 
the asymptotic functions of P0 could be treated as generalized functions of 
some type (which does not coincide with the Schwartz distributions). 
(2.28) Definition (standard asymptotic functions): The asymptotic function /E P0 

will be called "standard'' if vE/ for some standard function v EV (1.19). 
The advantage of the standard asymptotic functions (over the rest) is 

that the calculations of their derivatives, integrals and functionals are much 

 more easily performed. · 

The following lemma will help us to calculate some integrals of the type 

(2.8) in some particular cases. 
(2.29) Lemma; Let f EP0 and a be a Lebesque measurable subset of fJt. If the 
integral of 	v over a for some v. Ef has an asymptotic expansion 
 
00 
(2.30) 	 "', ckek,Jv(x. e)dx f'-..1 8-40 £...; 
a 	 k=~ 
where Jl EZ, ck EC, k= Jl, J.t+ 1, ... , then f is integrable on a and 	
00 
(2.31) 	 Jf(x)dx . _2, cksk, 
a . . · k=·ll 
where the convergence of the series in (2.31) is in the interval topology of g 
A* [6]. 
(2.32) Remark: Notice that the series (2.30) is not surely convergent (in the 

topology of C) in contrast to the series (2.31) which is always (for any J1 and 

any ck) convergent in the topology of A* ([6J, Theorem 41 ). 

Proof of the Lemma: (2.30) means (by definition) that y (which is defined in 
(2.9)) could be represented in the form 
n 
y(e) = ~., ckek+6n(e), eE(O, 1), 
k=Jl 
for any n EZ, n? Jl, and some An such that 
lim An{e)/en= 0. 
E~9 
!o come to (2.31) it is sufficient to use ([8], Lemma (3.12), (ii)) (where <p=y, 
x=O, t=s and h=s). The proof is completed. 
(2.33) Corollary: Let f EF0 and let cr be a Lebesque measurable subset of /!4.1 (2.30) is valid for some v Ef, then 
(2.34) I f(x)dx~I 0 cksk, 
cr k=J.l 
where we have put L=O in the case Jl>O. 
(2.35) Remark: Recall ([6], Section 4) that if a, bE A* (i. e. a and b are two 
complex asymptotic numbers), then a~b if Ia-b I is infinitesimal. The relation 
~·· is called "infinitesimal relation''. 
(2.36) Lemma : Let f EF0 be a standard asymptotic (2.28) and let v Ef, where 
(2.37) v(x, e)=e-m p ( x~xo) 
or some mE Z, some x0 E !!4 and some pES (S is the Schwartz space of test­(unctions). Let, finally, <p ECoo be arbitrarily chosen. Then the formula 
00 00 
(2.38) Jf (x) <p (x)dx=l;(-1 )kcp<k)(x0 )Mk,
-co 
is valid (see agian (2.32)), where 
00 
(2.39) Mk = (~:)k Jf(x)(x-x0 )kdx, k=O, 1, .... 
-oo 
lndeed, we obtain easily 
00 00 (k) 00Jv(x, e)cp(x)dx ::'o l; <P 1~o) ek--m+l I p(x)xkdx 
-oo -oo 
which, corresponding to Lemma (2.29), implies 
00 00 00 
f ~ <P(k) (xo) Jf(x)cp(x) dx=6 k sk-m+l p(x)xk dx.1 
-co -oo 
Analogously, the expansion 
00 00 
Jv(x, eXx-x0)k dx,_, ek-m+l Jp(x)xk dx&~0 
-oo -oo 
implies the equality 
~ ~Jf(x) (x-x0)k dx =sk-1+1 Jp(x)xk dx. 
-~ -~ 
Comparing the last formulae we obtain (2.38) and (2.39). Notice that 
~ 
Mk=(-klt sk-m+I }" p(x)xkdx 
-~ 
are, in general, asymptotic numbers (but not surely usual real or complex 
numbers). 
3. The Asymptotic Functions as Mappings 
It is clear that the asymptotic functions of F0 are not pointwise functions 
in the set of the real and complex numbers. In other words, the functions 
from F0 are not mappings neither in the set Bll, nor in C. However, we are 
able to introduce values of these functions in the set of the asymptotic num· 
hers [5], i. e. to represent the functions from F0 by means of mappings in A 
or A*. 
The material exposed in the present section is not absolutely necessary 
to the understanding of the remaining part of this work. The reader who is 
not eager to know "what the values of the asymptotic functions are like'' 
could omit reading this section. 
(3.1) Lemma : If f EF0 and v, wE f, then 
(3.2) Vas(a, s)=Was(a, s), a En, 
where n is the set of the finite real asymptotic numbers ([6J, Section 4) and s 

is the infinitesimal number used in Section 2. 

Proof: v, wEf means that v and ware equivalent in V (1.19). Consequently, 

condition (1.20) holds which is equivalent (corresponding to a classical W. H; 

Young's theorem) to the f~llowing one: 

lim e-k [v<m> (x+6(e), e)-w<m> (x+6(e), s)]=O
-o X X 
for all k, mE Z, m> 0, all x E9t and all mappings 6 : (0, 1)- 9t such that 
lim s-n 6(s)= 0, n EZ. 
£-+0 
The above condition implies (3.2) corresponding to ([4J, Teorem 30). The proof 
is completed. 
(3.3) Definition (Graph): If f EF0 , then the mapping 
(3.4) 1: n- A* 
defined by the formula 
(3.5) f(a)=Vas(a, s), aE!l, 
where v E/ is chosen arbitrarily, will be called "the graph off'. 
(3.6) Remark : The correctness of the above definition is ensured by Lemma (3.1 ). 
(3.7) Remark: The graphs of the asymptotic functions of F0 are quasi-extended 
asymptotic functions corresponding to the terminology introduced in [10]. 
 
 
 
 
 
 
 
(3.8) Theorem: Let f, g EP0 and let 7 and g be their graphs, respectively. 
Then 7+g and f. g are the graphs of f+ g and f. g, respectively. 
(3.9) Remark: We are not going to give the proof of the above theorem (it 
is closely connected with ([10], Theorem (4.1)). We shall only stress that f+g 
and f. g are defined in the framework of P0 and J+g and f. g are defined 
point-wisely in the class of the quasi-extended asymptotic functions F [1 0], i. e. 
(3.10) (f+g)(a)=J(a)+i(a), aE!l, 
and 
(3.11) (f. g)(a)= f(a). g(a), a En. 
(3.12) Remark : Let f be a standard asymptotic function (2.28) and let v E1. 
where v is given by the formulae (1.20) (see the text of Definition (1.19)). 
Then the graph J of I is given by the formula 
(3.13) 
where 
Pas: !l-+A* 
is the asymptotic extension of p ([8], section 3). Notice that f determines uni­
quely p by the formulae 
(3.14) p(x)=smj(x0 +sx), xE!Jt. 

Bearing in mind (1.20), we conclude that there is a one-to-one correspon­

dence between I and its graph f. 

4. Asymptotic Distributions 
In the present section we are going to establish a connection between the 
asymptotic functions from the class P0 and the Schwartz distributions. (4.1) Definition (asymptotic functionals): Let <I> be any of the spaces of test­
functions 8==-Coo, lJa. a E9f, S or f) which are used in the Schwartz theory of 
distributions [11] (the spaces are provided with the corresponding test-topology). 
Then 
(i) The mapping of the type 
(4.2) T: <1>-+A* 
will be called "asymptotic functionals on <I>'' ; 
(ii) An asymptotic functional T will be called "linear" or "quasi-linear'' 
if the conditions 
(4.3) 
or 
(4.4) 
are valid respectively for all c1, c2 E C and all <p1, <p2 E<I>, where "='' is the 
infinitesimal relation in the system of the asymptotic numbers ([6], Section 4); 
(iii) T will be called "continuous'' if 
(4.5) Lim T(<J>n)= T(<p)
n-too 
1 
for all <f>n, <p E<I>, n EN, for which 
(4.6) 
c» 
where the limit " -;;:;;;;;: " is in the sense of the test-topology of <I> and "Lim" 
is the limit of the interval topology of A* ([6J, Section 5); 
(iv) The derivative T' of a given asymptotic functional T will be defined 
by the formula 
(4.7) T'(cp)=-T(-cp'), cpE$. 
(4.8) Remark: Recall that A and A* are the sets of the real and complex 
asymptotic numbers, respectively ([5J, Section 1, Section 2). Recall moreover 
that the inclusions 
BlcA, CcA*, AcA* 
are valid and consequently, the Schwartz distributions are a particular type of 
asymptotic funetionals. 
(4.9) Definition (asymptotic distributions): 
(i) An asymptotic functional T defined on <I> (4.1) will be called "asym­
ptotic distribution on <I>" if there exists an asymptotic function f EF0 such that 
00 
(4.10) T(<p)~ Jf(x)cp(x)dx, cp E<1>. 
-oo 
The asymptotic function f will be called "kernel" of T and the set of all ker­
nels of T will be denoted by :%T; 
(ii) The set of all asymptotic distributions on <I> will be denoted by t1>0 
(e. g. t!0, m~. S 0, 1JO etc) ; 
(iii) If (4.10) is valid for some standard asymptotic function f (2.28), then 
T will be called "standard asymptotic distribution". 
(4.11) Example (F0-functionals): The asymptotic functionals of the type 
00 
(4.12) T_t(cp)= Jf(x)cp(x)dx, cp E<I>, 
-oo 
where /E F0, give examples of asymptotic distributions on <1>. We shall say 
that "T1 is determined by j". T1 will be called "F0-functional". (4.13) Example (Schwartz distributions) : We shall show further that the Sch­
wartz distributions· are a particular type of asymptotic distributions from the 
space f)0 (4.9). Notice that the Schwartz distributions are not (in general) of 
the type (4.12) (excepting the cases of regular distributions, of course). 
(4.14) Theorem (some properties): 
(i) Every asymptotic distribution T is a quasi-linear asymptotic functional; 
(ii) If f, / 1, / 2 EF0 are kernels of T, T 11 T2 E<1>0, respectively, then / 1 +j 2 
and cf are kernels of T1 + T2 ~nd cT, respectively; (iii) If f EP0 is a kernel of T E<1>0 , then j<m> is a kernel of r<m>, m= 0, 1, ..• , 
i. e. the formula · 
00 
(4.15) T<m>(cp)~J pm>(x)cp(x)dx, cpE<I> 
-oo 
 
 
 
 
 
 
J 
 
i 
is' valid; 
(iv) The inclusions 
(4.16) 
are valid for a.> p, a, PEf!lt. 
Proof : (i) ( 4.1 0) leads to 
00 
T(c1q>1)c c1 Jf(x)q>1(x) dx, 
-oo 
00 
T(c2q>2)~c2 Jf(x)q>2(x) dx, 
-oo 
00 
T( C1q>1 +c2q>2)~Jf(x)[ctq>l(x)+c2q>2(x)] dx 
-oo 
from which (4.4) follows immediately; 
(ii) The inclusions (4.15) are derived analogously to the corresponding 
inclusions of 8', ~~, S' and 1)' in the Schwartz theory of distributions [11]; 
(iii) follows directly from (4.11); 
(iv) We shall derive ( 4.15) only for m = 1. Let (4.10) hold for some 
TE «ll0 and some /E Kr. That means, corresponding to (f6J, Theorem 30, (i)), 
that 
(4.17) !~ {t.(e)-J'11{x, e)<p(x)dx}=o, 
-oo 
q> E<I>, s E(0, 1), 
for any v Ef and any tql ET(q>) ( tq~ is a function of the type tql : (0, 1) ~c; re­
call that every asymptotic number is, by definition, a set of such kind of 
functions [5J). Changing "q>" by "-<p'" in (4.17), we obtain 
(4.18) }~~ {L.(e)-Jv~(x, &)<p(x) dx}=0, 'I'E <1>, 
-oo 
where t-q~' ET( -q>') is arbitrarily chosen. But (3.18) is equivalent to 
00 
T'( q>)~Jf'(x) <p(x) dx, q> E«ll, 
-oo 
having in mind (4.7). The formula (4.15) implies (4.15) by induction. The proof is 
completed. 
(4.19) Remark: The asymptotic distributions are not (in general) continuous 
functionals in contrast to the Schwartz distributions. 
Bearing in mind the inclusions (4.15), we shall restrict ourselves to the 
case <l>= f) only (1J is the space of the smooth complex-valued test-functions 
with compact supports defined on Et). 
(4.20) Theorem (F0 and V): · 
(i) Every Schwartz distribution has a kernel in F0 ; 
(ii) A given asymptotic function /E P0 cannot be a kernel of more than 
one Schwartz distribution. 
Proof: (i) We have already mentioned (1.17) that any distribution has a regu. 
Iarisation in the class V (1.1 ). So, let T be a Schwartz distribution, i. e. T E1Y, 
and let v EV be its regularisation, i. e. 
00 
(4.21) lim Jv(x, E)<p(x) dx={T, cp), cp EfJ. 
&--+0 
-oo 
The latter is equivalent to (4.10) for f=[cp] and T(cp)=<T, cp>; 
(ii) Let I be a kernel of T1, T?. Ef)'. We have 
<Tt, cp)~(T2, cp), cpEV. 
which implies 
(Tl, q>)=(T2, cp), cpE f), 
since (T1, cp) and (T2, cp) are complex numbers (0 is the only infinitesimal 
among the complex numbers). In other words, T 1 = T2• The proof is completed 
(4.22) Corollary: The Schwartz distributions are asymptotic distributions ( 4.9), i.e 
(4.23) f)' c 'fYJ. 
(4.24) Remark : A given Schwartz distribution has (in general) infinitely many 
kernels in F0• (4.25) Remark {interpretation): The kernels IE F-0 of a given distribution T E'IJ' 
will be treated further as an analog, or as a representation of T in P0 • 
(4.26) Theorem : Let f EP0 and let the values of the functional T1 on f) (4.12) 
be finite asymptotic numbers ({6], Section 4), i.e. 
00 
(4.27) ITt(<p) I= . Jf(x)q>(x) dx En, <p Ef), 
-oo 
where n is the set of the finite (but not infinitely large) asymptotic numbers. 
Then f determines a unique Schwartz distribution T by the formula 
00 
(4.28) (T, cp)~Jf(x)cp(x) dx, cp Ef). 
-00 
(4.29) Remark : Recall ((6], Section 4 ), that any finite asymptotic number roE n 
is infinitely close to a unique real (or complex) number, i. e. there exists a 
unique rE Bl (or rE C) such that ro~r. So, ( 4.28) really determines a unique 
complex-valued functional defined on f). 
Proof: The above theorem is, in fact, a corollary of Theorem (1.17), (ii). In­
deed, ( 4.27) and ( 4.28) are equivalent to the existence of the limit 
lim J00 v(x, E)<p(x)dx 
&--+0 
-oo 
for some v E/ and all cp Ef), which, on its hand, implies T E1)', corresponding 
to the above-mentioned theorem. The proof is completed. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(4.30) Remark (P0 instead of t 0): The asymptotic distributions cannot be mul­
tiplied just like the Schwartz distributions (we mean, of course, such kind of 
multiplication which generalized the usual multiplication of the smooth 
functions of Coo). But the kernels of the asymptotic distributions (in­
cluding the kernels of the Schwartz distributions) can be multiplied cor­
rectly in the class F0 since, as shown in (2.19), F0 is a ring of func­
tions. That is the reason why we shall abandon the space of the asym­
ptotic distributions fJJ and the space of the Schwartz distributions f)' as well, 
and replace them with the class of asymptotic functions F0• So that we shall 
treat the class F0 as "a substitute'' of 1)0, respectively, f)', and pay attention 
first of all to the properties (and to some applications they might have) of 
the asymptotic functions of F0• (4.31) Remark (which functions from F0 are interesting ? ) : In connection with 
the previous remark the following question arises: Which asymptotic functions 
of the class F0 will be considered to be "interesting ones" and, respectively, 
which asymptotic functions will be in the centre of our attention further on? 
(i) First of all we shall be interested, of course, in these asymptotic fun­
ctions from F0 which are kernels of some Schwartz distributions because of 
the important role of the latter in mathematics and its applications; 
(ii) Second, the products of any kernels of the Schwartz distributions 
(which are asymptotic functions from F0 as well) will be especially studied for 
these products, on the one hand, do not have any analogs among the Schwartz 
distributions (excepting the cases of the regular distributions, of course) and, 
on the other hand, these products give sense of the formulas: o2(x), B(x). x-n, 
o(x)E>(x), E>(x). x-n, etc. having significance in quantum field theory; 
(iii) Finally, we shall prefer to work with the standard asymptotic fun­
ctions from F0 (2.28) just because the integrals and functionals of such a kind 
of functions can be more easily calculated. 
(4.32) Remark (the role of the F0-functionals): The F0-functionals, i.e. the 
asymptotic functionals of the type 
00 
Tt(<p)= Jf(x)<p(x) dx, <p Ef), 
-oo 
where f EF0, will be used as an indirect way to describe the properties of the 
function f. We shall often choose f in the above fum·tional to be an asym­
ptotic function of the type mentioned in (i), (ii) and (iii) of Remark ( 4.31). 
(4.33) Remark {the generalization to the asymptotic functions of nMvariables): 
All definitions and results exposed so far can be easily generalized to the 
n-dimensional case, i. e. to the case of asymptotic functions of n-variables. 
Some difficulties in the construction of the jump-functions of n-variables 
(which are analogous to those from example (1.12)) arise but we shall refer 
the reader to them in ([11], Chapter V). 
References 
l. 	Christo v, C hr.. T. To do r o v. Asymptotic Numbers - One Generalization of the 
Notion of Number. - In : Bulletin de L'lnstitut de Physique et de Recherche Atomi­
que. T. XXIV, 1973, 221-231. 
2. 	Christo v, C hr. Y a. Eine neue Art von verallgemeinerten Funktionen. - Nova Acta 
Leopoldina. Neue Folge. 212, Band 39, 1974, 181-1944. 
3. 	Christo v, C hr. Y a., T. D. To do r o v. Asymptotic Numbers - Algebraic Opera• 
tions with Them. - Serdica, Bulgaricae Publicationes, Vol. 2, 1976. 87-102. 
4. 	X p H c T 0 B, X p. 51., B Jl. n. ,[( aM S1 H 0 B. AcHMUTOTW.J:eCKHe QJYHKUHH - HOBbiH Knacc 
o6oow.eHHblX <lJYHKUHH : 
I. 06mu nocrauoaKa 3a.1wm H onpeJleneuae. - Eonr. <lJH3. *YPnan, 6, 1978; 
II. CymecrsoaauHe <jlyHKUHii H OJJ:Hoauaquocrh 

1979. 

Ill. Oomee onpeJJ:eneHHe Jleiicrsuu na.~t HHMH, 

3, 1979. 

IV. YMHO)I{eHHe, mmeiiHhie <lJYHKUHOHaJibl; ­
HX pa3nomeHHfl. - Bonr. <lJH3. *YPHan, l, 
JIHHeHHbie onepanm1. - Eonr. <lJH3. lKypuan, 
Eonr. <IJH3. myp HaJJ, 4, 1979. 
V. Opeo6pa3osauHe <l>yp&e. - Bonr. <lJH3, mypuan, 7, 1980; 
VI. DpeJJ:CTaBl1TeJIH <I>yp&e-o6pa3oa s MHomecrse o6bil!HblX <PYHKI.\Hfi. - 6oJJr. <tJaa. *YP• 
uan, 8, 1981. 
VII. 3aMeua ueaaBHCHMoii nepeMeHHOH. - Bonr. <lJHa. mypnan, 8, 1981. 5, 423-449. 
5. 	To do r o v, T. D. Asymptotic Numbers. I. Algebraic Properties. - Bulg. J. Phys., 7, 
1980. 5. 450-468. 
6. 	To do r o v. T. D. Asymptotic Numbers. II. Order Relation and Interval Topology. -

Bulg. J. Phys .• 7. 1980, 6, 547-562. 

1. 	To do r o v. T. D. Asymptotic Numbers, Asymptotic Functions and Distributions. Trieste 
Int. Report, IC/79/74 (1979), A report at the conference "Operatoren - Distributionen 
und verwandte Non-Standard Method en", Oberwolfach, Fed. Rep. of Germany, 2-8. 
July, 1978. 
8. 	To do r o v, T. D. Asymptotic Functions and Multiplication of Distributions. - Bulg. J. 
Phys., 8, 1981, 2, 109-120. 
9. 	To do r o v, T. D. Extended Asymptotic Functions. Some Examples. - Bulg. J. Phys., 8, 
1981. 3, 216-226. 
10. 	To do r o v, T. D. Quasi-Extended Asymptotic Functions. - Bulg. J. Phys., 8, 1981, 4, 
314-326. 
ll. 	B p eM e p M a H, r. Pacnpe.l{eJJeHHSI, K~MnJieKC:Hble nepeMeHHble H npeo6pa3osaaHSJ ¢ypbe 
M.. MHp, 1968. 
12. 	T i 11m ann, H. G. Darstellung der Schwartzschen Distributionen durch analytische Funk· 
tionen. - Math. Z., 77, 1961, 106-124. 
13. 	Bog o I u b o v, N. N., 0. S. Par as i u k. Ober Multiplikationen der Kausalfunktionen 
in der Quanten Theorie der Felder. - Acta Math., 97, 1957, 227-266. 
14. Robinson, A., Non-Standard Analysis. North Holland Publ., Amsterdam, 1966. 
 


 
 
 
 
 
 
 
 
 
 
 
\ 
 
 
 
r 
 
: 
( 
 
