We present a general technique for reducing the computational requirements by several orders of magnitudes in the evaluation of semidefinite relaxations of optimisation problems over finite-dimensional operator algebras. The technique relies on the exploitation of symmetries present in the optimisation problem. We demonstrate its advantages, simplicity and general applicability in problems encountered in quantum information theory, computing bounds that were previously unreachable. Moreover, we make public a user-friendly software package for practical implementations of this technique.
[15, 16], described in [17, 18] and applied to the Navascués-Pironio-Acín hierarchy [12] in [19, 20] . Simpler symmetries such as invariance under permutation of parties have also been applied in entanglement quantification [13] , bounding manybody correlations [21] and finding symmetric Bell inequalities [22] . In a similar spirit, symmetries have been applied in the context of the NV hierarchy for communication games detecting mutually unbiased bases [23] . In all these applications, one finds huge efficiency gains in both required memory use and CPU time. However, we lack a generic method for finding and fully exploiting symmetries in general dimensionbounded scenarios.
In the present work, we describe a general symmetrisation method for semidefinite relaxations of correlation scenarios with a dimensional bound. Its generality stems from identifying the structural transformations associated to general correlations games (i.e., Bell scenarios and distributed computations) used in quantum information, which enables both a systematic approach to identifing symmetries of the optimisation problem and to exploit them to reduce computational requirements. The techique applies to a wide range of problems and reduces dramatically the time and memory requirements of the computations. While some problems can be solved merely faster, other cases that were previously unattainable can now be computed. To demonstrate the simplicity, generality and power of the technique, we present a series of instructive examples for both distributed computation tasks and Bell inequalities. Finally, we make available a user-friendly software package for the implementation of finite-dimensional symmetrised semidefinite relaxations in quantum information theory.
Bounding finite-dimensional quantum correlations.-We begin by summarising the NV hierarchy for optimising dimensionally constrained quantum correlations. For simplicity, we first describe distributed computation tasks, and later consider Bell scenarios.
Consider a distributed computation task in which a party, Alice, holds a random input x and another party, Bob, holds a random input y. Alice encodes her input into a quantum state ρ x of dimension d and sends it to Bob. Bob performs a measurement {M cients. The problem of interest is to compute the maximal quantum value of F when the probabilities are given by the Born rule P (b|x, y) = tr ρ x M b y , where the measurement operators are taken to be projectors. The NV hierarchy presents the following semidefinite relaxations. Sample a random set of states and measurements {ρ x } and {M b y } of dimension d, which we collect in the set of operator variables {X i }. Then, generate all strings, {s j (X)} j , of products of at most L of these operators. The choice of L determines the degree of relaxation, i.e., the level of the hierarchy. Construct a moment matrix
where, for the present distributed computation task, the expectation value of an operator product S is S = tr S. Repeat this process many times, each time obtaining a new moment matrix. Terminate the process when the sampled moment matrix is linearly dependent on the collection of those previously generated. Hence, {Γ (1) , . . . , Γ (m) } identifies a basis for the feasible affine subspace F of such matrices under the given dimensional constraint. The semidefinite relaxation amounts to finding an affine combination Γ = m ℓ=1 c ℓ Γ (ℓ) ∈ F , with Γ ≥ 0, that maximises the functional F (which can be expressed as a linear combination of entries of Γ). Hence, the relaxation reads 
In summary, the problem consists in first sampling a basis enforcing the dimensional constraint and then evaluating an SDP. Crucially, the complexity of solving the SDP hinges on the number of basis elements, m, needed to complete the basis and the size of the final SDP matrix, n. For a single iteration of primal-dual interior point solvers, the required memory scales as O(m 2 + mn 2 ) while the CPU time scales as O(m 3 + n 3 + mn 3 + m 2 n 2 ) [24] . Without exploitation of the problem structure, medium-sized physical scenarios, as well as small-sized scenarios with high relaxation degree, practically remain out of reach for current desktop computers.
Symmetric relaxations.-The key to reducing the computational requirements for the NV hierarchy is two-fold; first reducing the number of elements needed to form the basis in the sampling step, i.e., decreasing the dimension of F and then shrinking the size of the positivity constraints in the subsequent SDP. Here, we show how such a reduction can be systematically achieved by exploiting the set of symmetries of the problem.
Recall that {X i } collects all the operators (states, measurements etc.) present in the formulation of the problem, where i ∈ I is an index. Consider a permutation of elements of I, i.e., a bijective function π : I → I. We write π(X i ) = X π(i) and define the action of the permutation on the strings s = X i X j . . . of products of operators X i appearing in the NV hierarchy as π(X i X j . . .) = X π(i) X π(j) . . .. We call π an ambient symmetry if it is a transformation of the scenario which preserves its structure, as expressed by implicit or explicit constraints on the operators {X i }. The set of those symmetries form the ambient group A = {π}. In Appendix A, we give the ambient groups for any Bell or distributed computation scenario. Given a moment matrix Γ and π ∈ A, we consider the relabeled matrix π(Γ) where π(Γ) j,k = Γ π −1 (j),π −1 (k) , according to the convention of Eq. (1). By construction, π preserves the constraints of the problem: for a feasible moment matrix Γ ∈ F we have π(Γ) ∈ F for any π ∈ A. Moreover, the feasible set F is convex, so any convex combination of those π(Γ) is feasible as well.
However, not all elements of A leave the objective F (Γ) invariant. We write G = {π ∈ A : F (π(Γ)) = F (Γ)} the symmetry group of the optimisation problem. One can straightforwardly find the elements of G by enumerating the elements of A and filtering those that leave F (π(Γ)) = F (Γ) invariant (and it suffices to check that fact for a random moment matrix Γ coming from sampled operators). Then, following a standard procedure [14, 19, 22] (which was made further efficient in [23] , which can be understood using relative Reynolds operators [25, Alg. 3.1.1]) we can average any optimal solution Γ under the Reynolds operator, defined as:
where |G| is the size of G and obtain an optimal solution of the problem, which now satisfies π(Γ ′ ) = Γ ′ for all π ∈ G. Since the set of such matrices is characterised by the relation R(Γ ′ ) = Γ ′ , instead of searching the optimal Γ in the full feasible set, it is sufficient to only consider the symmetric subspace R(F ) given by the image of the feasible set under R. As discussed above, the basis of F is found by sampling. To sample R(F ) instead, we simply apply R on each sample during the construction of the basis, thus obtaining
As a result, the size of the basis, m ′ , decreases, due to the smaller dimension of R(F ). Moreover, a second major reduction is obtained: as the symmetrised moment matrices Γ ′ commute with a representation of the group G, there exist [14] a unitary matrix U such that U † Γ ′ U is block-diagonal. This allows one to reduce the size of the positivity constraint on the final SDP matrix. A complete symmetry exploitation is obtained when the decomposition of the representation of G into irreducible components with multiplicites is known, in which case U is the change of basis matrix that decomposes the group representation in those components. This may be done by either analytical or numerical means. A particularly handy method to achieve a partial block-diagonalisation uses a simple version of the heuristic proposed in [26] to find U : pick random coefficients c ℓ satisfying ℓ c ℓ = 1, compute the eigenvalue decomposition of ℓ c ℓ Γ ′ (ℓ) = U D U † which provides a useful change of basis matrix U up to a permutation of rows. To highlight the usefulness of this simple method, we have used it for the computations presented below.
Having outlined the symmetrisation technique, a natural question is how useful it is for problems encountered in quantum information. In what follows, we consider a number of concrete examples comparing the symmetrisation technique 
We apply a symmetrised semidefinite relaxation via the outlined method to upper bound A RAC n,d for any states and rankone projective measurements. To this end, we first identify generators of the symmetry group, i.e., the relabelings of inputs/outputs of Alice and Bob that leave the problem invariant. Due to the simplicity of the objective function, the symmetries can be spotted by direct inspection.
We identify n + 1 types of generators. In the following, S n denotes the symmetric group of degree n. The first type ξ ξ ξ is parameterised by ξ ∈ S n and corresponds to a permutation of the indices in the input string x 1 , . . . , x n , while correcting y. The remaining n types π 1 π 1 π 1 , . . . , π n π n π n are parameterised by permutations π 1 , . . . , π n ∈ S d of the d possible values of x 1 , . . . , x n respectively, while correcting b. Specifically,
and π k π k π k leaves M b l unaffected for k = l. By simple enumeration, we observe that any element in π ∈ G, for given d, can be written as the composition of n + 1 transformations π = ξ ξ ξπ 1 π 1 π 1 . . . π n π n π n . These transformations are compatible with and its symmetrised implementation using both the obvious symmetry and the full symmetry group.
the structure of the problem and leave the average success probability A RAC n,d invariant. Using these generators we have implemented the symmetrised relaxation and numerically block-diagonalised the collection of sampled moment matrices. The maximal quantum value of A RAC n,d in the case of n = 2 is analytically known [23] , which we use in Appendix B to verify the numerical precision of our methods. Here, we focus on n = 3 for which no analogous analytical result is known when d > 2. We choose the hierarchy level corresponding to a moment matrix generated by the products {1 1, Table  I we compare the computational requirements of the symmetrised and standard implementations. We find a dramatic reduction in the size of the sampled basis and a highly efficient subsequent SDP which straightforwardly overcomes the limitations encountered in [31] . As an illustration of the usefulness of block-diagonalisation, for (n, d) = (3, 5) the moment matrix is of size 2241 but is effectively treated as seven non-trivial blocks of size at most 448.
Example 2.-Due to the particular form of A RAC n,d , its symmetries were easily spotted by inspection. However, most correlation games involve more complicated objective functions which have significant non-obvious symmetries. Therefore, it is important to consider two questions. (I) How useful is symmetrisation when only a small number of symmetries are discovered? (II) How does one find (non-obvious) symmetries of any objective function in a given physical scenario? We consider these matters in a distributed computation task [32, 33] based on facet Bell inequalities [34] .
Alice and Bob take random inputs 
where c k = 1−2k/(d−1) and f j = x 0 −xy−(−1) x+y+j (k+ j), for j ∈ {0, 1}. The computations are modulo d.
There is one easily spotted symmetry, namely jointly shifting the value of x 0 and b. We write this as π Table II show that even this small symmetry group allows one to reduce the computational requirements of the problem many times over. Nevertheless, the advantages are much smaller than what was obtained for the RACs. Therefore, we turn to question (II) and search for non-obvious symmetries. Using the MATLAB package [27] (to be described in Appendix B), we enumerated the elements of the ambient group for small d and discovered that A facet d has a symmetry group of order 4d, to be compared with the previous cyclic group of order d. We then generalised that group construction for all d. The elements of the symmetry group are constructed by considering all combinations of products of π c π c π c with either the group identity, one of the two additional symmetries
or the product of these two additional symmetries, where the bar-sign denotes bitflip. Implementing the NV hierarchy using the full symmetry group (see Table II 
where A x and B y , for x, y = 1, 2, 3 are projective measurements with eigenvalues ±1 (which are optimal for binary outcomes). The local bound reads I (c) 3322 ≤ 4c. For c = 1, we recover the original I 3322 inequality [15, 16, 35] . For any value of c, this inequality is symmetric under the permutation of parties, which we write p p p: p p p(A z ) = B z and p p p(B z ) = A z for z = 1, 2, 3, and under the correlated relabeling of inputs and outputs r r r: r r r(A 1 ) = A 2 , r r r(A 2 ) = A 1 , and r r r(B 3 ) = −B 3 , while A 3 , B 1 and B 2 are unaffected. By repeated composition, we obtain the symmetry group G = {id id id, p p p, r r r, pr pr pr, rp rp rp, prp prp prp, rpr rpr rpr, prpr prpr prpr}.
We compute the quantum bound of (8) when c = 1, 3/2, 2 and the dimension is bounded by d = 2, 3, 4. We construct the relaxation according to the hierarchy level 4, which corresponds to a moment matrix of size 244 × 244. The space of symmetric moment matrices can be block-diagonalised to yield six blocks of size at most 61. Thanks to symmetrisation, one can reduce the number of rank combinations for the measurement operators from the original (d + 1)
6 by discarding redundant combinations (see Appendix. B). For each case we sample the considered measurements and pure states ψ and compute the moment matrix (1) with S = ψ|S|ψ , for a product of operators S. We present the results in Table III. The advantages due to symmetrisation enables us to efficiently evaluate the large number SDPs in the high hierarchy level [36] .
Multipartite scenarios.-Both the NV hierarchy and the symmetrisation technique straightforwardly extend to multipartite systems. These well-established in Bell scenarios and also frequently encountered in distributed computations [37] [38] [39] [40] [41] [42] . In particular, due to the rapidly increasing computational requirements associated to increasing the number of parties, the use of symmetrisation is typically even more critical in such scenarios. In Appendix C we examplify this by considering a distributed computation with many sequential parties.
Finer block-diagonalisation.-Hitherto, we have used a practical and conceptually simple heuristic for blockdiagonalisation of the SDP matrices. However, better results are obtained by completely exploiting properties of linear representations of finite groups. In Appendix B, we expand on the idea of [26] to discover numerical decompositions into irreducible representations, with various degrees of complexity. These methods have been implemented in a user-friendly MATLAB package [27] for symmetrisation of semidefinite relaxations in the NV hierarchy. The package automates both a search for the symmetries of a problem (if these are unknown) and the construction of symmetry-adapted relaxations in general correlation games encountered in quantum information, reducing the dimension of F and optionally performing block-diagonalisation.
Despite numerical methods being both simple and efficient, there are questions related to predicting the computational requirements of symmetrised semidefinite relaxations require a structural understanding of the group-theoretic aspects of the problem. As an illustration of the insights provided by such an analytical approach to symmetrisation, we derive in Appendix D the decomposition of the action of G into irreducible representations for the previously considered example of a RAC for n = 2 and arbitrary d. By these means, we prove the numerical observation that the size of this final SDP matrix is bounded independently of d (when performing full block-diagonalisation).
Conclusions.-We presented a general technique for efficiently evaluating semidefinite relaxations of finitedimensional optimisations using symmetries present in the problem. We applied it to a number of physical problems demonstrating its remarkable advantages. Although the technique rests on fundamental results in representation theory of finite groups, its practical use does not require proficiency in it.
We conclude with two open problems. Can the sampling approach be adapted to semidefinite relaxations in Bell inequalities without dimensional bounds? If yes, applying our symmetrisation technique would allow for equally simple implementations for problems without a dimensional bound.
How does the symmetrisation technique adapt to physical problems that do not concern quantum resources; e.g., cardinality of hidden variables [43] and the dimension of postquantum resources?
Acknowledgements.-We are thankful for useful discussions with Jean-Daniel Bancal. Here, we describe the general construction of ambient groups for Bell scenarios and distributed computations. Building on these constructions, we present a simple manner of automatising a search for generators of the symmetry group of an optimisation problem. However, before those considerations, we give a short overview of the terminology and the problem.
The optimisation is conducted by evaluating a polynomial p over a set of states that depends on the problem. We express that state using its Kraus decomposition ρ = K † K:
subject to q 1 (X) = 0, q 2 (X) = 0, . . .
such that p(X) and {q j (X)} are polynomials in the operator variables (X i ) i∈I , where I = {1, . . . , |I|} and p(X) is Hermitian. We consider evaluating (A1) with a specified finite dimensional bound. A feasible realisation is given by a sequence of matrices X = X i i∈I satisfying the constraints q 1 X = 0, . . . and a finite dimensional K taken from a set K specified by the problem.
• In all the distributed computation tasks presented in our mansucript, we use the tracial hierarchy of Burgdof and Klep [44] , K = {½/d}, in which the preparations are represented by density matrices that are absorbed into the variables (X i ).
• In our I 3322 (c) example, we use the NPA hierarchy [12] where K = {|ψ : |ψ ∈ H, ψ|ψ = 1} and H is a finite dimensional Hilbert space.
• The hierarchy of Moroder et al.
[13] can be implemented by considering a set
K is the Kraus decomposition of a positive partial-transpose state ρ ⊤B 0 . We have not implemented this particular hierarchy.
We can further restrict the feasible realisations X by requiring the matrices X i to obey additional conditions, for example rank constraints. We write Ξ = X the feasible set of realisations that obey the constraints {q 1 (X) = 0, . . .} and rank-like constraints. A symmetry of Ξ is a permutation π : I → I of the indices I that obeys
where the definition follows from the requirement (σπ) X = σ π X . We call the group of all permutations that preserve the structure of the problem (A2) the ambient group, A = {π}. Similarly, we write G ⊆ A the symmetry group of the problem which additionally leaves the objective invariant:
A final remark: we emphasise that A acts not on physical systems (or their labels), but rather on the abstract operator variables. This removes a source of confusion when constructing the symmetry group of the SDP relaxation. For example, in the RAC example (5), the relabeling of the output b cannot depend on x, as the operator M b y does not have an x index. Next, we will consider the general construction of ambient groups for scenarios common in quantum information.
Ambient groups in prepare-and-measure scenarios
In the prepare-and-measure scenario outlined in the introduction, the set of operators has size X + BY. It is given by {ρ x } ∪ {M b y } for the inputs x = 1, . . . , X , the inputs y = 1, . . . , Y and the outputs b = 1, . . . , B. We have the constraints
in addition to the generic constraints of the tracial moment hierarchy. Proposition 1. In prepare-and-measure scenarios, elements of the ambient group A are uniquely enumerated by
where ξ ξ ξ, ψ ψ ψ and β y β y β y are permutation of the operators {X i } defined as follows.
• The permutation ξ ξ ξ corresponds to a relabelling of the input x and is parameterised by a permutation ξ ∈ S X . It acts as
• The permutation ψ ψ ψ corresponds to a relabelling of the input y and is parameterised by a permutation ψ ∈ S Y . It acts as
• The permutation β y β y β y corresponds to a relabelling of the output b conditioned on the input y and is parameterised by a permutation β y ∈ S B . It acts as
Due to the normalisation constraint, a valid permutation a a a ∈ S X +BY cannot permute a state ρ x into a measurement M b y . Moreover, permutations of measurements have to preserve the block structure given by {M
Thus, the ambient group is given by A = S × M, where S represents arbitrary permutations of states {ρ x } and M represents permutations of measurements. The group S is isomorphic to S X , the symmetric group of degree X , which has order X !. Elements of the group M = {m} can uniquely be written as the product of a permutation of inputs ψ ψ ψ, parameterised by ψ ∈ S Y , and permutations of outputs
Y . Formally, the group M, which preserves the block structure, is a wreath product of S B by S Y [17].
Ambient groups in Bell scenarios
For simplicity, we consider two-party Bell scenarios, which are written using the operators {A a|x } and {B b|y }, for inputs x, y = 1, . . . , m and outputs a, b = 1, . . . , d. This can easely be generalised to more parties. The constraints are:
Proposition 2. In Bell scenarios, any valid permutation of operators is uniquely written
where π π π represents the swap of parties, ξ ξ ξ, ψ ψ ψ are permutations of inputs and α x α x α x , β y β y β y are permutations of outputs with the following definitions.
• The permutation π π π acts as:
• The permutation ξ ξ ξ corresponds to a relabelling of the input x and is parameterised by a permutation ξ ∈ S m . It acts as
• The permutation ψ ψ ψ corresponds to a relabelling of the input y and is parameterised by a permutation ψ ∈ S m . It acts as
• The permutation α x α x α x corresponds to a relabelling of the output a conditioned on the input x and is parameterised by a permutation α x ∈ S d . It acts as
• The permutation β y β y β y corresponds to a relabelling of the output b conditioned on the input y and is parameterised by a permutation β y ∈ S d . It acts as
The ambient group A has order 2(m!)
Proof. (Sketch) Due to the normalisation, we need to preserve a two-level block structure. First, we can permute measurements of Alice and Bob provide we permute all of them. This corresponds to permutation of parties, a symmetry that has already been used in the literature [13] . Then, we have two groups: the first one acts on the measurements of Alice only; the second one on the measurements of Bob only. The action of those groups on the set of concerned operators is exactly the same as in the prepare-and-measure case. For additional details about the symmetry groups of Bell scenarios, see [17, 18] . Remark that to construct the ambient group for n > 2 parties, we simply parameterise π π π by an arbitrary permutation of parties taken from S n and add additional elements in the decomposition of a a a corresponding to permutations of inputs/outputs of the additional parties. The resulting group is then a double wreath product, of S d by S m by S n (see again [17] ).
Appendix B: Software package for symmetrisation: theory and practice
We make our symmetrisation tools publicly available in a user-friendly manner by providing a MATLAB package (see [27] for url). The package applies to all problems of the form (A1), in particular general Bell scenarios and distributed computations (not necessarily limited to two parties). Relying on randomised sampling, it requires the following information from the user.
• A random oracle that returns a generic sample of the operator products X ∈ Ξ.
• A random oracle that returns a generic sample of the Kraus operator K ∈ K.
• A black box function f X, K that computes the objective tr K † p X K , as given in (A1).
• A bound L on the degree of products of operators in the hierarchy, with the constraint that p(X) has monomials of degree at most 2L.
• The generators of the symmetry group G.
The user does not need to specify the constraints {q 1 (X) = 0, . . .}, but rather implement an oracle that samples realisations generically from the feasible set. If these constraints are provided, the package will use them to validate the symmetry group. Our algorithm outputs a basis (E 0 , {E 1 , . . . , E m }) of moment matrices in a block-diagonal basis, along with a real vector b such that the canonical semidefinite program
provides an upper bound on the objective of the problem (A1) under dimension (and possibly rank) constraints.
In the above, we assumed that the generators of the symmetry group G are known. The algorithm also works when a subset of those generators are provided, with a loss of efficiency -when no generators are provided, our algorithm reduces to the standard NV hierarchy [10] . However, if the ambient group A is known instead, we provide a function that recovers the symmetry group from it, provided the size of A is small (say a few millions), as we simply filter the elements one by one. However, computing the symmetry group on a small representative of a problem can help the user to guess the form of the symmetry group for the general problem. This was examplified in Example 2 of the main text, where only the cyclic symmetry can be immediately guessed.
Even when no symmetrisation is performed, our implementation improves on the one proposed in [10]: we remove redundant monomials from the generating set, compute the samples in batches and precompute the contractions of monomials/Kraus operators.
Four methods of symmetrisation
As seen in the main text, symmetrisation reduces the size of the basis. Afterwards, one can also block-diagonalise the moment matrix by a variety of techniques. In view of this, the MATLAB package is made available with four different symmetrisation methods (and one non symmetrised variant) : TABLE IV. Comparison of five implementations for the RAC (in Example 1), for d = 3, 7 and n = 2, where each problem was solved 20 times. For the irreducible decomposition, we either used our numerical algorithm (N), or the analytical decomposition (A) provided in Appendix D. All times are given in seconds: "dec." corresponds to the construction and decomposition of the symmetry group and the numerical block-diagonalisation (in parentheses, consistency checks disabled), "sampling" both to the computation of symmetrised moment matrices and the rank verification, "solver" to the time spent in the semidefinite programming solver, while times spent in the toolbox YALMIP are not presented. The precision is the average absolute deviation with respect to the correct objective. For this problem, we used MOSEK with a tolerance ε = 0, forcing the solver to iterate until no further progress is made.
• none: Does not apply symmetrisation.
• reynolds: Averages the samples over the symmetry group by computing the Reynolds operator. This reduces the number of scalar variables in the SDP. It performs no block-diagonalisation.
• isotypic: In addition to reducing the number of scalar variables in the SDP via the Reynolds operator, it identifies a partial block structure in {E 0 , E 1 , . . .} (without multiplicities) after sampling and uses this to reduce the size of the positivity constraints.
• irreps: In addition to reducing the number of scalar variables in the SDP via the Reynolds operator, it decomposes the column space of {E 0 , E 1 , . . .} into irreducible representations and performs a full block-diagonalisation after the samples are collected.
• blocks: Computes the irreducible representations of the symmetry group and uses these to sample directly in the block-diagonal basis, using an optimised version of the Reynolds operator.
Among these four methods, reynolds is the most elementary form of symmetrisation whereas blocks exploits the full potential of the symmetrisation technique.
In Table IV , we compare the five methods on the RAC example of the main text; this problem was already considerd for the case of n = 2 in [23] , where the method they present corresponds to reynolds. Moreover, the cited work provides the analytical maximal value of A RAC 2,d which we use the evaluate the numerical precision of our bounds. Let us comment the impact of the successive refinements of our technique. First of all, symmetrisation of the moment matrix (reynolds) provides a large gain: it allows us to compute bounds for problems that were out of reach previously (such as our RAC example for n = 2, d = 7) are now within reach. Note that doing so only involves standard arithmetic (addition and multiplication), so no precision loss is observed on average. This step reduces the number of basis elements, but does not reduce the size of the blocks of the moment matrix. The next step is to block-diagonalise partially (isotypic) the moment matrix using the simple heuristic described in the main text. Doing so improves the computation time by an order of magnitude, at the price of a decrease in precision: both the basis construction and the solver efficiency is increased. We understand the loss of precision as coming from the computation of matrix eigenspaces. We now move to the finest decompositions available (irreps, blocks). There, we compare the numerical basis obtained using our numerical algorithm and the analytical decomposition presented in Appendix D. In the d = 7 example, we gain several orders of magnitudes in efficiency: this is not surprising as the final block sizes become independent of the dimension (see Appendix D for a discussion of these block sizes). We also regain some precision, to the point that the fully block-diagonalised problem provides increased precision compared to the less symmetrised variants: this can be due to a special refinement step that we incorporated in the decomposition algorithm explained in [45] . Out of the two variants presented, blocks performs less arithmetic operations and provides a precision advantage as a result. Note the existing literature [10, 11] did not address numerical precision, a problem we will consider in future work [45] .
We stress that we did not optimise the MATLAB implementation of our algorithms for group/representation decomposition and that by default the code performs safety checks at every step. This explains why, for example, no gains in overall processing time are obtained going from isotypic to irreps (N) with checks enabled, or why we spend time performing a group decomposition when an explicit basis is provided (irreps (A)). We present the timings with safety checks removed in parentheses, although we do not recommend the use of our software in that manner. TABLE V. Comparison of our five implementations for the I3322(c = 1) inequality, for qubits and rank-1 projectors. To apply our method on small and medium-size relaxations, we used two different hierarchy levels. Column legends are the same as in Figure IV and apart from the problem, the computation settings are the same. Note that we did not compute an analytical decomposition of the group representation.
We now turn to the I 3322 (c = 1) example, where the bound for qubits is known [11] to be 5 up to machine precision and perform the same tests on that new problem. The results are presented in Table V . Compared to the RAC example, where the symmetry group was big, the I 3322 inequality only has a symmetry group of order 8; this translates as smaller decreases in block sizes. Here, using either irreps or blocks is always worthwhile in terms of precision and total computation time.
Finally, we remark that our current code handles only representations of real type, not complex or quaternionic representations for the methods irreps and blocks; it detects this unsupported case and directs the user to use isotypic instead. All the problems presented in the present manuscript can be handled with real representations only.
Improvements not related to symmetries
We first discuss the non symmetrised variant none, as the other methods are based on it. We pay special attention to the places where our implementation differs from the one presented in [10, 11].
a. Monomial generating set
To construct the moment matrix Γ from a sample X, K , we need to determine a list (s 1 (X), . . . , s n (X)) of products of operators s j = X i1 X i2 . . . such that
where all products of at most L operators appear. For numerical stability and group action identification purposes, we require {s j (X)} to be duplicate-free. For that purpose, we generate all possible products of a most L operators and evaluate s j X using a generic sample X ∈ Ξ, keeping a single representative for each set of indices {j 1 , j 2 , . . .} for which s j1 (X) = s j2 (X) = . . .. A small optimisation is to remove the duplicates at each step, generating sets of products of degree 2, 3, ..., until L iteratively by adding a single element in the products. From now on, we call {s 1 , . . . , s n } the monomial generating set with each s j a monomial of degree at most L and denote the indices of the {s j } by j ∈ J = {1, . . . , n}.
b. Sampling algorithm and consistency check
We are now ready to describe the naive implementation of our symmetrisation algorithm. As a parameter, it requires a block size B.
Algorithm 1 Computing a basis of the moment matrix subspace numerically ℓ ← 0 repeat for i = 1, ..., B do ⊲ Compute a batch of samples, can be parallelised. ℓ ← ℓ + 1. Sample X and K using the oracle. for j ∈ J do ⊲ Precompute monomial-Kraus operator products. sj ← sj X K. end for for j, k ∈ J do ⊲ Compute the moment matrix elements.
At the end of the algorithm, the set {Γ
(1) , . . . , Γ (r) } provides a basis for the feasible affine space F of moment matrices. We
in the SDP formulation (B1). By construction, we have an extra sample Γ (r+1) which we use for a consistency check. As the space F is of rank r, there is a set of coefficients c ∈ Ê r such that
By construction, the objective function depends linearly on the moment matrix. Thus we verify that
up to a tolerance ε. If the test fails, it either means that the numerical precision is insufficient for the problem size, or that the upper bound L on the degree is insufficient for the given objective.
c. Efficiency improvements
In all the cases considered in this manuscript (and most applications), every feasible moment matrix Γ ∈ F has its complex conjugate feasible as well, Γ * ∈ F . In that case, we can replace any solution Γ by the real part ℜ[Γ] = (Γ + Γ * )/2, which we can do directly during sampling. We also precompute the products s j X K, which leads to a small gain of efficiency, in particular for problems involving pure states K = |ψ . For problems involving medium-sized sets of samples, we found the Gram-Schmidt orthonormalisation slower than rank computations. Thus, we iteratively compute sets of additional samples of fixed size and add them to the basis in batches. After each addition, we compute the rank of the new sample space until the basis is saturated, at which point we truncate it to the correct number of samples. The optimal value of the number of samples B per batch depends on the problem (in our examples, we used B = 100 as a starting point). In any case, we want to use as little arithmetic as possible on the samples to minimise the loss of precision.
For the computation of the Bell inequality bounds, we considered separately different combinations of ranks for the projective measurements (remark that now the rank corresponds to the operator variables and not to the rank of the moment matrix as above). To optimise the process, we can quickly rule out deterministic measurements (corresponding to degenerate projectors) by doing the following. We fix, in turn, a single projector to be deterministic by direct modification of the objective polynomial and then compute the quantum bound of the inequality without dimension constraints. When the resulting bound is lower than the best known quantum model, those deterministic projectors can safely be omitted in the search. For some variants of I 3322 (c) in dimension 4, this reduces the number of cases from 5 6 = 15625 to 3 6 = 729.
Symmetrisation via reynolds
The simplest form of symmetrisation amounts to identifying a number of symmetries and reducing the number of linearly independent sampled matrices in the NV hieararchy, without considering the possibility of block-diagonalisation. This type of symmetrisation corresponds to the method reynolds in the presented MATLAB package.
a. Permutations of monomials and symmetrisation
Let π ∈ G be a symmetry of the problem, which acts on the index set I of the operators {X i }. For a monomial s = X i1,i2,... , we defined the action of G on s as π(s) = X π(i1),π(i2),... . As the degree of s does not increase under symmetry, for each monomial s j in the monomial set, there is another monomial s j ′ = π(s j ) in that set. Thus, π : I → I corresponds to a permutation ϕ(π) : J → J of the monomial indices J . Before running our sampling, we precompute all images ϕ(G) = {ϕ(π) : π ∈ G}, so that the action of G on Γ, with image π(Γ), is written
where M π is a permutation matrix. Now, given a moment matrix Γ, we compute its symmetrisation Γ ′ = R G (Γ) as
and store Γ ′ instead of Γ in the sequence of samples.
b. Identifying the symmetry group
In case little, or nothing, is known about the group G, ne may resort to searching for symmetries using only the group A and randomised sampling, replacing the definition (A3)
for a single generic sample X ∈ Ξ and K ∈ K. If necessary, the resulting group elements of G can be checked for consistency by checking that they leave the objective invariant for a second generic sample. This brute force approach is feasible for groups A of size up to a few millions. For bigger problems, an approach based on the permutation group algorithms described in [46] can be used, but is not currently implemented. We take the set of monomials present in p(X) and complement it with their orbits under A, removing duplicates from the result. Then we take a generic sample and evaluate those monomials in a vector v, and compute G as the subgroup of A that leaves v invariant up to some tolerance; this corresponds to the computation of a partition stabiliser which can be performed efficiently for very large groups.
c. Speeding up the computation of the Reynolds operator
When G is large, a lot of time will be spent in the computation of the sum 1 |G| π∈G π(Γ). We describe now a first way to speed it up. We call a product decomposition of the group G a sequence of subsets U 1 , U 2 , . . . U C , so that every element π ∈ G is uniquely written
Following [25, Alg. 3.1.1], the computation of the Reynolds operator then reduces to
by linearity as (u 1 u 2 . . . u n )(Γ) = u 1 (u 2 (. . . (u n (Γ)))). As G is a permutation group, a good decomposition is obtained by computing a chain of stabilisers
where G S = {π ∈ G : ∀i ∈ S, g(i) = i} is the subgroup that fixes every index in S. We then take sets {U c } from the coset transversals (see [46] ). This computation can be done efficiently from the generators of G using the randomised Schreier-Sims algorithm [46, 47] . These matters will be discussed in a future work [45] .
d. Improvements to rank-constrained problems
As a prerequisite, our symmetrisation method requires that if X is a sample, then π(X) is a sample as well. Thus, when considering rank constraints, we sample not only from a particular rank sequence, but also from all its permutations under the symmetry group. For the I 3322 (c) example, our operators are (X 1 , X 2 , X 3 , X 4 , X 5 , X 6 ) = (A 1 , A 2 , A 3 , B 1 , B 2 , B 3 ) and the rank sequence r = (r 1 , r 2 , r 3 , r 4 , r 5 , r 6 ) corresponds to the number of eigenvalues equal to +1 for each of the measurements. We remark that sampling from operators with rank sequence r = (2, 2, 2, 1, 1, 1) is equivalent to sampling from operators with rank sequence r = (1, 1, 1, 2, 2, 2) (for example) due to symmetries in the objective polynomial (here invariance under party permutation). Thus, we only consider a single representative from the orbits of rank sequences under the symmetry group of the problem.
Block-diagonalisation: elements of theory
We start by reviewing the relevant mathematical notions: for a short introduction to the linear representation theory of finite groups, the reader can follow [48] , see also [14, Sec. 4] for a summary of the notion applied to semidefinite programming. To match the formulation handled by most semidefinite programming solvers [49] , including MOSEK [29], we assume that the moment matrix Γ is real and symmetric. Fortunately, this corresponds to most applications of moment relaxations in quantum information and to all examples presented in this manuscript. In the rare case where a complex Hermitian Γ is required, we assume that its reformulation as a real symmetric matrix [50, Ex. 4 .42] has been done beforehand; the material below can then easily be adapted.
We recall that the column space of the moment matrix Γ is indexed by the monomials of the generating set J . We write V = R |J | the column space of the moment matrix. Given a permutation π ∈ G of the operator variables, we defined in (B2) the action of π on V , which we wrote as a permutation matrix M π .
a. Isotypic decomposition
From group representation theory, we know that there exists a change of basis matrix U iso , so that the permutation matrix M π has the block diagonal form
for arbitrary π ∈ G, where the blocksM r π,iso correspond to a decomposition of the vector space V :
with the restriction that each isotypic component W r contains copies of a unique irreducible representation, for R inequivalent irreducible representations (irreps). The block-diagonal formM π,iso highlights invariant subspaces of V . The basis vectors of these components form the columns of U iso :
so that w 
b. Isotypic decomposition: impact on invariant symmetric matrices
We consider a real matrix Λ ∈ R |J |×|J | which satisfies:
properties we denote respectively by Λ being symmetric and invariant under G. This is surely the case of the moment matrices after symmetrisation under the Reynolds operator (while some properties discussed here apply to non-symmetric matrices as well, our semidefinite programs and our numerical decomposition algorithm both employ symmetric matrices only). In the isotypic basis, we decomposeΛ iso = U ⊤ iso ΛU iso into blocks, each block corresponding to an isotypic subspace W r : 
Now, let G ∈ R |J |×|J | be any symmetric real matrix andG iso = U ⊤ iso Γ U iso its form in the isotypic basis. We splitG iso into blocksG i,j iso according to the isotypic subspaces; asG iso is not invariant under the action of G, its off-diagonal blocks are not necessarily zero. We now assume that Λ comes from the projection of G into the invariant subspace by the Reynolds operator of Appendix B 3 c, Λ = R G (G). In the isotypic basis, we have:
Note that the form (B5) leads to efficient tests of semidefinite positiveness: the condition Λ ≥ 0 is equivalent toΛ iso ≥ 0, which is efficiently writtenΛ r iso ≥ 0 for all r.
c. Irreducible decomposition
The isotypic decomposition can be further refined. We can require of a change of basis U irr to decompose the permutation matrices
where, for each r, the {M 1 π,i } i express an irreducible representation of G; the block matrices of the same irreducible representation are equivalent up to a similarity transformation (more on that below). Accordingly, the space V splits each isotypic component W r into m r irreducible components:
where m r is the multiplicity of the r-th irreducible representation and d r = dim V 
for W R provides another orthonormal change of basis matrix that preserves the decomposition (B8). We can remove some degeneracy by picking, for each representation, matrices {Y 
where ⊗ is the Kronecker product (with the convention that ½⊗ X = X ⊞ . . . ⊞ X) andM r π ∈ R dr×dr corresponds to the blocks ofM π . This block-diagonal form ofM π highlights again the invariant subspaces of V . Note that a finite group G has a finite number of irreducible linear representations over the reals. The question we will solve later is to identify which representations are present in M π and compute the change of basis matrix U .
d. Irreducible decomposition: impact on invariant symmetric matrices
As U is a valid change of basis matrices for the isotypic decomposition, any symmetric invariant matrix Λ still has the block diagonal form (B5). Moreover, each isotypic block satisfies the invariance condition:
Depending on the type of the representationM r π , the blockΛ r will take different forms (see [48, 13 .2]). For simplicity, we restrict our discussion to irreducible representations of real type. Irreducible representations are always of real type when G is ambivalent [51, 52] . Ambivalent groups include symmetric groups, dihedral groups and their direct products. Extensions of the technique and precision improvements will be presented in a future work [45] . For representations of real type, all blocks have the formΛ Hence, the structure revealed by real linear representation theory of finite groups can be summed up by the following three equations:
where all V r i are isomorphic to V r . Given an arbitrary symmetric matrix G, we obtain the symmetrised Λ = R G (G) by computing the Reynolds operator in two ways. First, we can apply the averaging sum described in Appendix B 3 c. An efficient method is to take advantage of the form (B11). As the change of basis matrix is orthonormal, the projection to the symmetric subspace is orthogonal as well. Thus the coefficients of the blocks L r can be computed simply by averaging over the diagonal elements of each block in (B11):
Symmetrisation exploiting block-diagonalisation
We now describe step-by-step the construction of the three variants isotypic, irreps and blocks exploiting blockdiagonalisation.
a. Partial block-diagonalisation: isotypic
We first work at the level of the isotypic subspaces {W r } to provide a partial block-diagonalisation of the problem. We now present a simple recipe to discover the basis U iso , inspired by [26, 53] . First, we obtain a generic random matrix Λ satisfying the conditions (B 4 b). The procedure below requires Λ to have well separated eigenvalues in a yet unknown basis (note that sampling such matrices from moment matrices would not work, as moment matrices often have additional structure). Thus, we sample a random symmetric matrix G from the Gaussian Orthogonal Ensemble (GOE) [54] , which are matrices whose entries are independently sampled from the normal distribution. Such matrices have well-separated, independently distributed eigenvalues whose distribution does not depend on a particular choice of basis. We obtain the desired matrix by symmetrising Λ = R G (G) according to the optimised Reynolds operator of Appendix B 3 c. The following proposition will help us identify the isotypic basis U iso .
Proposition 3. Let Λ be a generic symmetric invariant matrix obtained by sampling from the GOE and applying the Reynolds operator. Generically, each eigenspace of Λ is contained within a single isotypic subspace W i .
Proof. For the proposition to be true, we need to show that eigenvalues are not repeated across isotypic subspaces and that possible multiplicities only occur within an isotypic component. Recall thatG iso andΛ iso have the form
iso are submatrices of a matrix sampled from the GOE and thus have independent, random and well separated eigenvalues. Note that the blockΛ r iso is obtained by symmetrising the corresponding blockG r,r iso by (B7) and only that block. The resulting symmetrised blocksΛ i will see their eigenvalue distribution modified. However, eigenvalues are still distributed independently between blocks and thus different blocks cannot share the same eigenvalue, as this happens almost never. Thus, the eigenspaces ofΛ do not overlap the block boundaries.
As the isotypic subspaces W i are composed of eigenspaces ofΛ iso , which are also the eigenspaces of Λ itself, the unordered vectors composing the change of basis matrix U iso are obtained simply from the eigenvalue decomposition of Λ = T DT ⊤ , where T −1 = T ⊤ and D is diagonal. However, this decomposition does not identifies which eigenspaces belong to the same isotypic component. For that, it is sufficient to sample a second symmetric invariant matrix Λ ′ , compute T ⊤ Λ ′ T and find the reordering of columns of T that brings Λ ′ into its block-diagonal form. As, generically, all off-diagonal blocksΛ ′i,j iso will be zero (and only those), this identifies the requested change of basis U iso .
After having obtained the change of basis matrix U iso , we proceed as follows to sample the basis in the isotypic method. As in Algorithm 1, we compute at every step ℓ a symmetrised sample Γ ′ . However, we do not directly store Γ ′ as a basis element. Rather, we computeΓ
′ U iso , which is block diagonal with blocksΓ r according to (B5), and only store the resulting blocks.
b. Fine block-diagonalisation: finding the irreducible basis
We now move to complete block-diagonalisation. We assume we already identified the isotypic components and know that we need to adjust the bases of the r-th isotypic component W r using a change of basis matrix U r to obtain the full change of basis matrix U :
so that U ⊤ M π U is fully block-diagonal according to (B10). Let us revisit the symmetrised sample Λ, which we transform in the isotypic basis:
We are looking for change of basis matrices {U r }, inside each isotypic component, such that the r-th block (U r ) ⊤Λr iso U r =Λ r satisfies (B6) andΛ r has the form (B11). We treat all isotypic components separately. For simplicity, we now focus on the first block r = 1 and write
We now use the properties of this form to discover the change of basis matrix from samples of the isotypic componentΛ
We directly obtain the eigenvalue decomposition ofΛ 1 by writingΛ
As L comes originally from a generic sample and was then symmetrised using (B7), its eigenvalues are each repeated d times but are otherwise distinct. As eigenvalues do not depend on a choice of basis, we can exploit that property. GivenΛ 1 , what is the family of bases in which it is diagonal? As
, one possible change of basis matrix is (T ⊗ ½ d ). However, remark that
where Y i are arbitrary orthonormal matrices. Hence, the full class of solution are the
and the Y i are orthonormal matrices. Hence we can proceed as follows. Having obtained the isotypic change of basis U iso using the method of the previous section, we consider a first sample of the current isotypic componentΛ 1 iso . We compute its eigendecomposition P
As we characterised the family of bases in whichΛ 1 iso is diagonal, we have the guarantee that
where U 1 is the change of basis matrix we are looking for and the eigendecomposition algorithm will return a random choice for Y . We then then obtain a second sampleΛ 1 iso of the current isotypic component and change its basis using P (note the use of · instead of·). Due to the presence of Y we obtain:
For invariant matrices (Y
, thus the choice of Y 1 does not impact the form (B11): it will however change the matrices of the irreducible representationM 1 π , corresponding to the arbitrariness in the choice of its basis. Now, we force all copies to be expressed in the same basis by multiplying the matrix P with a correction factor, which provides the desired U 1 :
and by looking at the first row of blocks in the matrix P 
c. Fine block-diagonalisation: irreps
Given a irreducible change of basis U , for the irreps method we perform our processing of the samples as follows. As in Algorithm 1, we compute at every step ℓ a symmetrised sample Γ ′ . However, we do not directly store Γ ′ as a basis element. Rather, we computeΓ = U ⊤ Γ ′ U , which is block diagonal with blocksΓ r , each of the formΓ r = L r ⊗ ½ dr according to (B11).
Instead of taking an arbitrary copy of L r in the matrix, we get the resulting block from the average of all copies of L r present. As we no longer need to store multiple copies of the same block and can safely discard off-diagonal elements, the storage and computational requirements for the basis construction are dramatically decreased.
d. Sampling directly the blocks: blocks
Another technique is to sample directly from the blocks, bypassing the explicit evaluation of the Reynolds operator as in Section B 3 c. Let us compute the moment matrix Γ directly in the block-diagonal basis, using the precomputedŝ α of Algorithm 1:
We precompute ω j = α U αjŝα = α U αj s j (X)K, so that the element (U ⊤ Γ U ) j,k is computed without much effort:
Remember that Γ has not been through the explicit Reynolds operator and is not invariant under G. However, we can use the fast projection (B15) and compute only the coefficients that are required without forming the complete moment matrix. We then proceed as with irreps to construct the symmetrised basis by storing the blocks L r .
e. Impact of the methods on the RAC for n = 2 and d = 3
We consider the RAC example presented in Table IV symmetrisation, the number of samples is 545. The symmetry group has order 72. Applying averaging under the Reynolds operator (reynolds) reduces the number of samples to 13; this number of samples will not be reduced further, however the moment matrix can be block diagonalised. Applying the isotypic block diagonalisation, we identify blocks of size 2, 3, 4, 5, 12, 16 and 28. Refining further (irreps or blocks), we split those blocks further and obtain a final block decomposition of sizes 1, 1, 3, 3, 4, 5 and 7. As we see in the next section, both the number of samples and the block sizes of the finest decomposition do not depend on d.
Appendix C: Symmetrisation in a multiparty distributed computation
In the main text, we focused on scenarios involving bipartite systems. However, in multiparty scenarios, symmetrisation is arguably even more useful due to the increased size of the physical problem. Here, we examplify the straightforward manner in which symmetrisation extends to multiparty scenarios, by considering a distributed computation involving communicating parties that perform local transformations on an incoming state.
Consider an n + 2 party distributed computation involving parties A 0 , . . . , A n+1 , arranged in a line. The first party, A 0 , receives random inputs
The task is fulfilled if a = x z + t · y mod d, where y = y 1 , . . . , y n . Denoting by ρ y x0,x1 the state that given to A n+1 , the average success probability is (C1)
For simplicity, we limit the transformations of the parties A 1 , . . . , A n to unitaries, U k,y k , and write ρ y x0,x1
† . We focus on the case of A n+1 performing rank-one projective measurements. We find several types of symmetries. Firstly, one may permute the labels of the inputs of A 0 while also permuting z. Secondly, one may cyclicly permute the input x 0 (x 1 ) of A 0 while also permuting b only if z = 0 (z = 1). Thirdly, for each of the parties A 1 , . . . , A n , one may cyclically permute y k while also permuting b only if t k = 1. These can be written
Irreps employed was the simple heuristic described in the main text. We observe that symmetrisation dramatically reduces the computational requirements and allows for straightforward evaluation for cases involving many parties for which a standard method is found impractical.
Appendix D: Optimal symmetrisation of random access codes via irreducible decompositions of the representation
Although the numerical approach to symmetrisation based on sampling is both highly efficient and simple to implement for specific problems, it provides little insight into the underlying reasons for the results it produces. Relevant such questions include; why the sample space is of a particular dimension, or how to interpret the blocks of the diagonalised SDP matrix, or how these properties evolve for a family of correlation scenarios. In order to answer such questions, more must resort to the more technically demanding issue of considering the symmetrisation problems by analytical means. In this section, we focus on one family of examples from the main text, and optimally symmetrise the problem by fully analytical means.
Overview
We consider the problem of optimally symmetrising, by fully analytical means, the family of RACs for n = 2 and arbitrary d for a hierarchy level corresponding to the operator products of the form {1 1, ρ x1x2 , M b y , ρ x1x2 M b y }. Note that symmetrisation by averaging over the Reynolds operator (methold reynolds) in this family of RACs was already considered by numerical means, for a somewhat lower hierarchy level, in [23] . Here, we analytically find the full decomposition in irreps of the form Eq. (B12) for any d. Table VII shows that seven irreps of various multiplicities appear in the irreps decomposition of V (remember that V is the column space of the moment matrix):
Hence, as given by Eq. (B15), R(Γ) is defined by seven matrices of dimension m 2 i , for a total dimension 112. This shows that the dimension of the feasible set can directly be reduced to 112, independently of the dimension d. Hence, the sampling technique explores a space of at most dimension 112. Under the assumption that the dimension found with sampling should not decrease with d, it shows that this dimension should be stationary after some particular dimension d * . In practice, for d from 3 to 10, we obtained a further reduction of the dimension from 112 to 13. We conjecture this stationary property for any n, i.e. that d * = 3. Explicit fully-analytical block-diagonalisation may be be a useful approach to tackle this conjecture : analysing in which irreps those 13 degrees of liberties are used is left for future work. The standard basis of the corresponding V is given by four blocks. the first one is of dimension 1, corresponding to {½}. The second is of dimension d 2 and canonical basis e . We express the symmetry adapted in terms of some known irreps of the symmetric group S d . S d has a natural action over C d by permuting its canonical basis elements {e x } 1≤x≤d . It decomposes into the trivial irrep t of dimension 1 generated by δ + = 1 √ d
( x e x ) and the standard representation φ 1 , orthogonal to it. As usual in decomposition into irreducible representation, only the vectorial space matters, the choice of basis is necessary for computations but is arbitrary. An orthonormal
and α ij = δ ij ⊗ δ ij . In the following, the representation φ 1 ⊗ φ 1 , generated by the ξ i ⊗ ξ j also appears. Its irreps decomposition under the action of S d is φ 1 ⊗ φ 1 = Λφ 1 ⊕ t ⊕ φ 1 ⊕ θ where:
• Λφ 1 is the alternating square of φ 1 of basis β k ∝ ξ i ⊗ ξ j − ξ j ⊗ ξ i , where k = (i, j) and 1 ≤ i < j ≤ d − 1.
• t ⊕ φ 1 is a copy of the natural representation embedded into φ 1 ⊗ φ 1 , with a canonical basisẽ k ∝ i =k α ik − k =i<j =k α ij + d−4 d i<j α ij . Basisδ + of t andξ 1 ...ξ d−1 can be obtained from theẽ k with the same formal expressions as previously (just adding tildes).
• θ is a last irreps of dimension d(d − 3)/2. A basis u k can be obtained by orthogonality.
We now give the decomposition of the four blocks independently. • One T , one π + , one S, two φ coming from α ⊗ β where α or β is T . A basis is obtained by tensorisation of the basis of α and β.
• S ⊗ π + is irreducible and called π − . A basis is obtained by tensorisation.
• φ ⊗ S is isomorphic to φ, with a symmetry adapted basis ξ • φ⊗φ decomposes as T ⊕S ⊕φ⊕π + ⊕π − ⊕Λ⊕Ω. A basis of φ⊗φ can be obtained by tensorisation. For simplicity in the notations, we first do the following identification: ξ ∼ = e 2 e k ξ i ξ j , in which we omitted the tensor products for compactness. Then φ ⊗ φ contains the following irreps:
-A copy of π + generated by the e 1 e 2 ξ i ξ j + e 2 e 1 ξ j ξ i .
-A copy of π − generated by the e 1 e 2 ξ i ξ j − e 2 e 1 ξ j ξ i .
Remark that the remaining vectors are of the form e k e k ξ i ξ j : the decomposition φ 1 ⊗ φ 1 = Λφ 1 ⊕ t ⊕ φ 1 ⊕ θ now appears. We writeβ i ,δ + ,ξ i andũ k the corresponding basis constructed out of this ξ i ξ j as explained before.Then, we find:
-A copy of T generated by the e 1 e 1 δ + + e 2 e 2 δ + .
-A copy of S generated by the e 1 e 1 δ + − e 2 e 2 δ + .
-A copy of φ generated by the e k e kξi .
-A copy of Λ generated by the e k e kβi .
-A copy of Ω generated by the e k e kũi .
• π + ⊗ S decomposes as π + ⊗ S = φ ⊕ π + ⊕ π − ⊕ λ ⊕ ω. A basis of π + ⊗ S can be obtained by tensorisation. For simplicity in the notations, we first do the following identification:
∼ = e l ξ i ξ k ξ j , in which we omitted the tensor products for compactness. In the following, we group ξ i ξ k for l = 1 and ξ k ξ j for l = 2 to form the representation φ 1 ⊗ φ 1 = Λφ 1 ⊕ t ⊕ φ 1 ⊕ θ. Hence we obtain basis vectorsβ i ,δ + ,ξ i andũ k which are created out of ξ i ξ k for l = 1 and ξ k ξ j for l = 2. Then, we find the following:
-A copy of φ generated by the e 1δ+ ξ j , e 2 ξ iδ+ .
-A copy of π + generated by the ∝ e 1βi ξ j + e 2 ξ iβj .
-A copy of π − generated by the ∝ e 1βi ξ j − e 2 ξ iβj .
-A copy of λ generated by the e 1βi ξ j , e 2 ξ iβj .
-A copy of ω generated by the e 1ũi ξ j , e 2 ξ iũj .
Finally, note that this analytical block decomposition is numerically implemented in the software package [27] .
