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（2）                         λ（C）＝λo（左）exp（zβ）
とし，λo（才）に対して，
（3）       λ。（才）＝ん∠5－1＜才≦わ（ノ＝1，．．．，々十1）
とすれば，んの推定値は，最尤法によって次のように求められる（フィックスしたβに対して）．
             一      ゐ（4）    ん＝（オ、一才、．1）Σ、、。（、、β）（／＝1，・々）
                   ｛∈刷む〕
βに関しては次式を最大にするようにして推定され，これを（4）に代入し，ハザード関数と生存
時間分布関数との関係式より生存時間分布関数の推定量が計算される．
                    左 exP（．Σ．みβ）
（・）     ム（β）＝只｛Σ蒜（、β）｝幻
                      ｛∈R（ω
ここで，〆5時点においてのみ質量を持つ分布を考えると，
（・）   争（む）一宮［1一Σ島（、、β）1
















           τイ斗1，τ一r＋2，．・・，τo，τ1，…，τ尾，τ々十1，…，τ々十フー1
とし，基準化された3スプラインを
 （7）      凡ブ（オ）＝（τ。十、1。）9、（τ。，τ5。、，．．．，τ。。、；∠）
で定義する．ただし，g、（・）は次式のように与えられる．
         9、（τゴ；左）＝［τ5－c］草■1
         9ブ（η，τ。。1；c）＝［9、（τゴ。1；≠）一9、（τ。；z）］／（τ。。、1。）
         9、（τゴ，τゴ。。，…，τ。。、；C）＝［9、（τ。。1，…，τ。十ブ；≠）一9、（τゴ，…，τゴ十、山1；才）1／
                      （τゴ十、一τゴ）
K1otz（1981）は，
        τ＿。十王＝τ＿。十2二…＝τo＝0≦τユ≦…≦τ冶＝τ々十1＝…＝τ左十ブ＿ユ
とし，ハザード関数に対して
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図1，Klotzの推定値とBayesモデルによる生存時間分布関数の推定値（データはK1otz（1981）によ
   る）
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               走                   η （9）       ∬（κ）＝Σ｛m｛Σ凡。（κ）／ΣΣM、。（ル）｝











                β。＝（β1。，．．．，β、力、），
滑らかさの情報をベイズモデルによって組込むパラメータを，





              力1＋力2（10）     π（β）＝（2π）’ ・ 1」D－1Σ。D’■11 exp｛一β’（D－1ΣD’一1）一1β／2｝
ただし，D，Σは以下のように定義される．
               1     σ壬、01。
・一m㍑い一’！10，1一・呼・∴一
                             。1α
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討  論
田辺：時間問隔が規則的でないのにこうしたベイズ手デルを使ってもあまりうまくいかないの






   数の滑らかだ推定値ということで議論を展開しました．
非定常モデルとエントロピー最大化
統計数理研究所北川源四郎
1．ま え が き
 エントロピー最大化原理によれば，モデルの良さはエントロピーによって評価する．しかし，
実際には，エントロピーは直接求めることができないので観測値から推定する必要がある．よ
く知られている様に，対数尤度はこのエントロピーの推定を目ざしたものと考えることができ
る．したがって，たとえば，ある船のモデルがいくつか考えられるとき，その船の実際の運動
の記録が得られると，尤度を求めることによってモデルの良し悪しが比較できる．しかし，こ
こに一つの問題が生じる．データの採録中に，海象や気象の変化や海流，変針の影響などによっ
て船体運動の様子が徐々にあるいは急激に変化することがある．この様た場合，固定されたモ
デルの良さは時間とともに変化しており，尤度はモデルの良さの平均的な値に対応しているに
すぎない．もし，各時刻におけるモデルの良さが何らかの形で評価できれば，それにもとづい
て，各時刻でモデル選択を行なうといったより細かい解析が行なえるようになるであろう．
 第2節では，時間とともに変化するエントロピーの様子をシミュレーションの結果を用いて
例示する．第3節では，時間とともに変化するエントロピーを推定するために，区分化尤度と
平滑化尤度を提案する．第4節では，これらを用いて非定常時系列の局所的モデル構成を行なっ
