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Resumen
Se estudia el problema de reconstruccio´n de las fuentes bioele´ctricas del cerebro, a partir de sus
potenciales generados en el cuero cabelludo. El problema es mal condicionado debido a que existen
diferentes fuentes que producen una misma medicio´n de potencial superficial. Adema´s, pequen˜as
variaciones en los datos de entrada pueden producir variaciones significativas en la localizacio´n de la
fuente. La localizacio´n de fuentes electroencefalogra´ficas debe resolver dos problemas fundamentales:
el directo y el inverso. El problema directo esta´ relacionado con determinar los potenciales superficiales
a partir de las fuentes dentro del cerebro. Por el contrario, el proceso de predecir las ubicaciones
de las fuentes del EEG a partir de las mediciones de los potenciales superficiales se denomina el
problema inverso. Este trabajo se centra en el desarrollo de una metodolog´ıa de localizacio´n de
fuentes electroencefalogra´ficas, empleando modelos inversos distribuidos basados en norma mı´nima.
La metodolog´ıa desarrollada emplea como solucio´n al problema directo un modelo de cabeza
esfe´rico de tres capas. La solucio´n al problema inverso se basa en la estimacio´n de la norma mı´nima,
aplicando regularizacio´n de Tijonov mediante filtracio´n espectral. Con el objeto de encontrar la fuente
que de mejor forma representa el potencial observado en la superficie, se emplean tanto la magnitud
como la varianza de la densidad de corriente estimada. Dado que la metodolog´ıa es evaluada sobre
sen˜ales EEG reales, la actividad EEG de fondo es removida con el fin de disminuir el efecto que e´sta
tiene sobre la localizacio´n real de la fuente. Los resultados obtenidos permiten concluir que si bien la
varianza es un criterio de localizacio´n ma´s robusto ante la incorporacio´n de ruido aditivo, no presenta
mejor desempen˜o que la magnitud.
Posteriormente, se realiza una comparacio´n entre la metodolog´ıa desarrollada y otras soluciones
inversas distribuidas dadas por norma mı´nima ponderada (WMNE), tomograf´ıa electromagne´tica de
baja resolucio´n (LORETA) y LORETA estandarizado (sLORETA). El ana´lisis se hace para diferentes
niveles de ruido y empleando dipolos simulados ubicados a diferentes profundidades dentro del cerebro.
Para analizar el efecto que la regularizacio´n tiene sobre las soluciones, e´stas se calculan sin y con
regularizacio´n. Adicionalmente, se hacen pruebas con dos modelos de cabeza diferentes: esfe´rico y
de elementos de frontera (BEM). Los resultados confirman lo presentado en el estado del arte, en el
sentido de que sLORETA presenta los menores errores de localizacio´n. La metodolog´ıa desarrollada,
al estar basada en la solucio´n con la norma mı´nima, tiende a favorecer las fuentes superficiales.
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Abstract
The problem of recovering bioelectrical sources on the cerebral volume, from measurement of the
potential generated by these sources on the scalp, is studied. This problem is ill–posed due to the
existence of different sources producing the same scalp potential. Also, small variations in the input
data can produce significant variations in the source localization. Electroencephalographic source lo-
calization involves the solution of two problems: forward and inverse. The forward problem is related
to predicting scalp potentials from current sources inside the brain. Conversely, the process of pre-
dicting the locations of the sources of the EEG from measurements of the scalp potentials is called the
inverse problem. This work focuses on the development of a methodology for electroencephalographic
source localization, by using distributed inverse models based on minimum norm estimates.
The method developed uses a three–shell spherical head model as solution to the forward problem.
The solution to the inverse problem is based on minimum norm estimate, applying Tijonov regu-
larization through spectral filtering. In order to find the source accounting for the measured scalp
potential, magnitude and variance of current density estimate are used. Since the methodology is
evaluated with real EEG signals, EEG background activity is removed with the purpose of reducing
its effect over actual source localization. The obtained results indicate that although variance is a
robust criterion against incorporation of additive noise, it does not yield a better performance than
magnitude criterion.
Later, a comparison between the developed methodology and other distributed inverse solu-
tions given by weighted minimum norm (WMNE), low resolution brain electromagnetic tomography
(LORETA) and standardized LORETA (sLORETA) is done. The analysis is performed for different
noise levels and placing simulated dipoles at different depths within the brain. In order to analyze
the effect that regularization has on estimated solutions, these are applied without and with regular-
ization. Also, two different head models are tested: spherical and boundary elements (BEM). The
results confirm what is stated in literature, in the sense that sLORETA gives the lowest localization
errors. The developed method in this work, as it is based on the minimum norm solution, tends to
favor superficial sources.
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1. Introduccio´n
Varios me´todos de representacio´n anato´mica y funcional se han desarrollado para el estudio del cerebro
de manera no invasiva. Una primera clase de me´todos registra ima´genes estructurales (anato´micas) del
cerebro de alta resolucio´n espacial e incluyen la tomograf´ıa computarizada y la resonancia magne´tica.
Otra clase de me´todos entrega la informacio´n funcional acerca de las regiones del cerebro, activadas en
un instante de tiempo dado. Los me´todos ma´s conocidos de mapeo funcional del cerebro incluyen la
tomograf´ıa por emisio´n de positrones y la resonancia magne´tica funcional (fMRI –Functional Magnetic
Resonance Imaging), que detectan los cambios en la actividad metabo´lica (Boor et al., 2007; Bagshaw
et al., 2006). Sin embargo, la resolucio´n en el tiempo de las te´cnicas de tomograf´ıa por emisio´n de
positrones y fMRI es limitada, debido a la demora en la respuesta metabo´lica del cerebro, que esta´
en el rango de unos pocos segundos. Otro tipo de me´todos de representacio´n funcional del cerebro
mide directamente su actividad ele´ctrica: la electroencefalograf´ıa y la magnetoencefalograf´ıa, y se
caracterizan por una alta resolucio´n temporal, que provee informacio´n sobre la dina´mica temporal de
la actividad neuronal, a costa de una menor resolucio´n espacial que en la fMRI (Hyva¨rinen et al.,
2001).
El electroencefalograma (EEG) se construye a partir del registro de las oscilaciones presentes en
los potenciales de campo electromagne´tico de las neuronas, que son captadas mediante electrodos
ubicados en el cuero cabelludo. E´ste entrega una representacio´n instanta´nea de la actividad ele´ctrica
del cerebro, lo que significa que no hay retraso entre la actividad cerebral y el EEG observado. En
la interpretacio´n del EEG surgen dos preguntas importantes: que´ a´reas del cerebro se relacionan con
una funcio´n determinada y co´mo las diferentes a´reas del cerebro trabajan juntas para realizar tales
funciones.
Interpretar las diferencias de potencial del EEG en te´rminos de los generadores neuronales sub-
yacentes o fuentes, requiere una descripcio´n de los procesos f´ısicos de generacio´n y conduccio´n de
corrientes a trave´s del volumen de la cabeza.
El primer problema que se debe solucionar es co´mo debera´ ser la distribucio´n de potencial en
el cuero cabelludo, dado un modelo para el volumen conductor y para una fuente con para´metros
conocidos. Esto se conoce como el problema directo.
La principal motivacio´n para investigar acerca del modelado de fuentes del EEG estriba en saber
que´ regiones del cerebro esta´n involucradas en la generacio´n de un EEG medido. Esto se llama el
problema inverso, es decir la estimacio´n de las fuentes desconocidas en el cerebro dada una distribucio´n
de potencial conocida sobre el cuero cabelludo. La Figura 1.1 ilustra la relacio´n entre las fuentes en
el cerebro y el potencial superficial.
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2 1. Introduccio´n
Problema directo
Problema inverso
Fuentes ele´ctricas
corticales (corrientes)
Conduccio´n a
trave´s del volumen
Potencial ob-
servado (EEG)
Figura 1.1: Relacio´n entre las fuentes en el cerebro (izquierda) y el EEG (derecha).
Debido a limitaciones f´ısicas fundamentales no hay una solucio´n u´nica al problema inverso, dado
que un nu´mero infinito de configuraciones de la fuente dan origen a una distribucio´n de potencial
ide´ntica. Para encontrar una solucio´n inversa u´nica se deben incluir restricciones adicionales. Aun as´ı
el problema inverso sigue siendo mal condicionado, lo que significa que una pequen˜a perturbacio´n en
la sen˜al puede originar soluciones inversas completamente diferentes.
En general, la solucio´n al problema inverso se halla al resolver de manera repetida el problema
directo, mientras se cambian los para´metros del modelo de la fuente. Para resolver el problema
inverso se necesita la solucio´n directa, por lo tanto la precisio´n en el ca´lculo del modelo directo es un
ingrediente esencial del ca´lculo inverso de los para´metros especificando las fuentes (Oostenveld, 2003).
1.1 Estado del arte en la localizacio´n de fuentes cerebrales
1.1.1 Problema directo
El ca´lculo de la distribucio´n de potencial en el cuero cabelludo, originado por una fuente en el cerebro,
se realiza a partir de un modelo que describa la forma en que se generan las corrientes en el cerebro.
Este aspecto se denomina el modelo de la fuente. Adema´s, es necesaria una descripcio´n de co´mo se
propagan las corrientes a trave´s de los tejidos de la cabeza, el modelo del volumen conductor.
Modelo de la fuente
Dado que la mayor parte de la actividad neuronal relevante para el EEG tiene lugar en la capa IV
de la corteza, el generador para el EEG se puede describir como un modelo f´ısico usando una capa
de dipolos. Sin embargo, si la distancia entre la fuente y los puntos de observacio´n del potencial es
significativamente mayor que el taman˜o de la regio´n de la fuente, un dipolo simple en el centro de
masa de la regio´n de la fuente provee una buena aproximacio´n para la fuente completa. Para las
fuentes fisiolo´gicas compactas el dipolo de corriente equivalente (ECD –Equivalent Current Dipole)
puede ser usado como un modelo con una distribucio´n de potencial equivalente a la fuente real.
Si la fuente fisiolo´gica esta´ distribuida de forma extensa, la descripcio´n del dipolo como una fuente
puntual no es va´lida. La capa de dipolos formada por una poblacio´n activa de neuronas en la corteza
se puede describir mediante una capa doble uniforme o no uniforme. De forma alternativa, se puede
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usar una expansio´n multipolo en la que el primer te´rmino del dipolo describe el centro de masa del
generador y la magnitud de los te´rminos de ma´s alto orden se puede interpretar como la representacio´n
de la extensio´n de la regio´n de la fuente (Jerbi et al., 2002). Como alternativa al modelo multipolo, un
modelo ma´s usado es el de fuentes distribuidas que describe el a´rea cortical extendida usando mu´ltiples
dipolos, cada uno representando un a´rea pequen˜a de corteza. La orientacio´n de estos dipolos se puede
restringir para que sea ortogonal a la corteza (Dale y Sereno, 1993). El modelo de fuente resultante
consta de una descripcio´n geome´trica de la superficie cortical completa con un dipolo ortogonal para
cada elemento de superficie. De manera similar, a´reas ma´s pequen˜as de la superficie cortical se pueden
usar para fuentes distribuidas con una extensio´n limitada (Kincses et al., 1999).
Volumen conductor
Como primera aproximacio´n al modelo de la cabeza se puede usar una esfera. Dentro de la esfera las
corrientes pueden fluir, pero ninguna corriente puede fluir a trave´s de la interfaz entre la esfera y el aire.
Adema´s, el potencial es continuo en todas partes. Usando estas condiciones de frontera y asumiendo
una conductividad homoge´nea e isotro´pica dentro de la esfera, se puede hallar una expresio´n anal´ıtica
para el potencial en la superficie exterior de la esfera originado por una fuente dentro de la esfera
(Brody et al., 1973). Sin embargo, la cabeza contiene mu´ltiples tejidos con diferentes conductividades.
En particular, el cra´neo tiene baja conductividad en comparacio´n con los otros tejidos, se ubica entre
las fuentes en el cerebro y los electrodos de registro y por lo tanto tiene una gran influencia en la
distribucio´n de potencial sobre el cuero cabelludo. Consecuentemente, un mejor modelo de la cabeza
consta de tres esferas conce´ntricas que describen el cuero cabelludo, el cra´neo y el cerebro, cada una
con su propia conductividad homoge´nea e isotro´pica. Otra vez usando las condiciones de frontera en
las interfaces, el potencial en la superficie se puede resolver de forma anal´ıtica para una fuente de
dipolo de corriente (Kavanagh et al., 1978). El potencial en la superficie se puede calcular usando esta
solucio´n sin mucha complejidad computacional y hasta una precisio´n deseada. Algunas te´cnicas de
aproximacio´n a la solucio´n anal´ıtica se han desarrollado para que el ca´lculo sea ma´s ra´pido (Zhang,
1995; Berg y Scherg, 1994; Ary et al., 1981).
Una aproximacio´n ma´s satisfactoria a la forma de la cabeza se obtiene al usar informacio´n anato´mica
proveniente de las te´cnicas de imagenolog´ıa tales como la tomograf´ıa computarizada y la resonancia
magne´tica. Aunque no es posible resolver el potencial anal´ıticamente para objetos de formas comple-
jas, se pueden aplicar me´todos nume´ricos para obtener una solucio´n. E´stos requieren una descripcio´n
de la geometr´ıa de la cabeza usando un gran nu´mero de elementos de volumen, tales como cubos
o tetraedros. Dada una fuente dentro de la cabeza, el potencial necesita ser calculado en cada ele-
mento de volumen. Dos te´cnicas nume´ricas que se pueden aplicar para resolver este problema son el
me´todo de elementos finitos (FEM –Finite Element Method) y el me´todo de diferencias finitas (FDM
–Finite Difference Method). Un enfoque alternativo donde se especifican u´nicamente las fronteras
entre las a´reas de conductividad homoge´nea e isotro´pica es el me´todo de elementos de frontera (BEM
–Boundary Element Method). Al determinar las fronteras entre el cerebro y el cra´neo, el cra´neo y
la piel y el exterior de la cabeza, empleando una descripcio´n consistente en una malla con pequen˜os
elementos de superficie, por ejemplo tria´ngulos, se obtiene un modelo con una forma realista de la
cabeza. El potencial en cada una de las fronteras debido a una fuente dada se puede resolver de forma
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nume´rica por medio del BEM, dado que e´ste permite una separacio´n del ca´lculo directo en una parte
del volumen de conduccio´n, la cual so´lo se hace una vez, y una parte que esta´ relacionada con la fuente
(De Munck, 1992; Roth et al., 1997).
1.1.2 Problema inverso
Las soluciones al problema inverso, es decir, determinar las fuentes en el cerebro dada una distribucio´n
de EEG en la superficie, se pueden aproximar de diferentes formas, pero todas se basan en el mismo
principio: la distribucio´n de EEG observada experimentalmente se compara con la distribucio´n de
potencial generada por un modelo directo y se define una medida de la diferencia entre estas dos. De
acuerdo con las propiedades espec´ıficas del modelo directo, los valores de los para´metros del modelo
de la fuente se determinan de forma tal que esta diferencia sea mı´nima (Oostenveld, 2003).
En la estimacio´n de los para´metros de la fuente, se debe hacer una clara distincio´n metodolo´gica
entre un nu´mero pequen˜o de fuentes discretas y fuentes distribuidas en todo el cerebro, como se explica
a continuacio´n.
Me´todos parame´tricos
La estimacio´n de fuentes basada en un modelo con una sola fuente discreta o un nu´mero pequen˜o de
fuentes discretas se conoce como me´todos parame´tricos o me´todos de dipolo de corriente equivalente o
fuentes concentradas o modelos espacio–temporales de ajuste de dipolos. En estos modelos, el ajuste
de dipolos se puede realizar en la distribucio´n espacial del EEG en un instante de tiempo espec´ıfico o
sobre un intervalo de tiempo (espacio-temporal). La inclusio´n de informacio´n temporal en el modelo
tiene la ventaja de que las fuentes pueden separarse ma´s fa´cilmente si la fuerza de las diferentes
fuentes var´ıa independientemente en el tiempo. Adema´s, un nu´mero grande de puntos ofrece una
ventaja en la estimacio´n de los para´metros de la fuente en tanto que el ruido en los datos estara´, al
menos parcialmente, no correlacionado en el tiempo.
El modelo de la fuente para los me´todos parame´tricos contiene un nu´mero fijo de dipolos, donde
cada dipolo tiene los para´metros posicio´n, orientacio´n y fuerza. La orientacio´n y la fuerza del dipolo
especifican su momento. Al usar el principio de superposicio´n de los potenciales ele´ctricos, el momento
del dipolo se puede solucionar usando una estimacio´n lineal (Pascual-Marqui et al., 1994) resultando
en una solucio´n o´ptima y directa (Oostendorp y van Oosterom, 1989). La posicio´n del dipolo esta´
relacionada de manera no lineal con el potencial superficial a trave´s del modelo del volumen conductor,
y se debe usar un algoritmo de optimizacio´n no lineal o de bu´squeda para los para´metros de la posicio´n.
Si el nu´mero de para´metros no lineales en un modelo dipolar es relativamente bajo, es decir
tres para la posicio´n de un solo dipolo, los para´metros o´ptimos se pueden determinar mediante una
bu´squeda exhaustiva. El dipolo se ubica en cada posicio´n de una rejilla regular cubriendo el cerebro
entero, y para cada ubicacio´n se calcula el error entre el potencial observado y el potencial del modelo.
Subsecuentemente, la distribucio´n tridimensional del error se puede visualizar y se puede determinar
el mı´nimo.
La estimacio´n por mı´nimos cuadrados es el modelo ba´sico en los me´todos parame´tricos y consiste
en la estimacio´n de los para´metros del dipolo (Kavanagh et al., 1978) que pueden explicar de mejor
manera los potenciales superficiales observados, en el sentido de los mı´nimos cuadrados. Debido
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a las caracter´ısticas no lineales del espacio de los para´metros, se deben emplear procedimientos de
minimizacio´n multidimensional no lineal a expensas de un incremento en el costo computacional. Los
me´todos de minimizacio´n van desde bu´squedas basadas en el algoritmo s´ımplex como Levenberg—
Marquardt y Nelder—Meade hasta esquemas de optimizacio´n globales, algoritmos gene´ticos y recocido
simulado.
Un problema comu´n con la estimacio´n de fuentes por mı´nimos cuadrados es que se deben escoger
a priori el nu´mero de fuentes. Adema´s, la no convexidad de la funcio´n de costo usada en el algoritmo
de mı´nimos cuadrados se hace ma´s severa y la bu´squeda no lineal se hace poco pra´ctica a medida que
se incrementa el nu´mero de fuentes. Las alternativas descritas a continuacio´n evitan tales dificultades
al buscar una regio´n de intere´s.
Los enfoques de conformacio´n de haz (beamforming) realizan un filtrado espacial en los datos a
partir de un arreglo de los sensores para separar las sen˜ales entre las que llegan de una ubicacio´n de in-
tere´s y las que se originan en los dema´s lugares. El enfoque de varianza mı´nima restringida linealmente
(LCMV –Linearly Constrained Minimum Variance) provee una versio´n adaptativa en la que se ubican
ceros en la respuesta en las posiciones correspondientes a fuentes de interferencia. Otra alternativa
es un grupo de me´todos denominados localizacio´n de fuentes en subespacios tales como el algoritmo
MUSIC (Multiple Signal Classification) (Mosher et al., 1992), el cual estima mu´ltiples ubicaciones de
los dipolos usando una bu´squeda en 3D. El procedimiento de los me´todos de localizacio´n de fuentes
en subespacios se puede dividir en dos pasos. El primer paso es estimar los subespacios de sen˜al y
ruido a partir del EEG medido y como segundo paso aplicar una proyeccio´n sobre el subespacio de
ruido estimado con el fin de obtener los extremos de su funcio´n de costo. Despue´s de MUSIC, se intro-
dujo RAP–MUSIC (Recursively Applied and Projected MUSIC) (Mosher y Leahy, 1999), el cual tuvo
mejores soluciones para las fuentes en problemas de localizacio´n de fuentes altamente correlacionados.
Me´todos no parame´tricos
Los me´todos no parame´tricos tambie´n conocidos como modelos de fuentes distribuidas consisten en
ubicar un gran nu´mero de dipolos a trave´s del volumen total del cerebro, o en la superficie cortical.
La posicio´n de cada dipolo es fija, so´lo se deben estimar los momentos, lo que se puede hacer al aplicar
me´todos de estimacio´n lineal. Para el ajuste de dipolos el nu´mero de para´metros desconocidos es ma´s
pequen˜o que el nu´mero de datos, resultando en una solucio´n u´nica para el modelo de la fuente. Para
los modelos de fuentes distribuidas el nu´mero de para´metros es mayor, resultando en un sistema lineal
de ecuaciones sobre-determinado. Existe un nu´mero infinito de configuraciones de la fuente que tienen
una distribucio´n de potencial ide´ntica a la distribucio´n medida. Para conseguir un espacio de solucio´n
restringido, se deben imponer restricciones adicionales en la solucio´n (Oostenveld, 2003).
Algunas restricciones anato´micas han sido propuestas tales como localizar las fuentes en la su-
perficie cortical basada en la observacio´n de que los generadores corticales de las sen˜ales EEG esta´n
localizados en la materia gris y orientados perpendicularmente a la hoja cortical (Nunez, 1981). Este
enfoque, denominado fuente de corriente cortical, se desarrolla para estimar la fuerza de la capa del
dipolo de corriente cortical equivalente a partir de los potenciales de superficie (Ha¨ma¨lainen y Il-
moniemi, 1994; He et al., 2002; Babiloni et al., 2003, 2005). Hay dos formas de reconstruir la capa del
dipolo de corriente cortical equivalente. Una es modelar la corteza como una superficie aplanada sin la
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informacio´n detallada de los surcos y los giros con la capa del dipolo de corriente cortical equivalente
definida en una superficie muy cercana a la corteza aplanada (He et al., 2002; Hori et al., 2004). Otra
es modelar la corteza como una superficie plegada donde los surcos y los giros se preservan (Babiloni
et al., 2003, 2005; Fuchs et al., 1999; Dale et al., 1999). Se deben emplear modelos directos como BEM
y FEM ya que se requiere informacio´n anato´mica detallada. Adema´s, la integracio´n con la resonancia
magne´tica funcional (fMRI –Functional Magnetic Resonance Imaging) esta´ disponible en las te´cnicas
de corriente cortical restringidas (Dale y Sereno, 1993; Liu et al., 1998).
Otra restriccio´n empleada es escoger la solucio´n con la norma mı´nima (MN –Minimum Norm)
de la energ´ıa (Ha¨ma¨lainen y Ilmoniemi, 1994). La solucio´n MN muestra una dependencia en la pro-
fundidad que no es deseada pues favorece las fuentes superficiales. Entonces, otras dos soluciones de
ponderacio´n, la solucio´n de norma mı´nima con matriz diagonal ponderada (WMN –Weighted MN)
(Jeffs et al., 1987; Gorodnitsky et al., 1995) y la solucio´n de norma mı´nima ponderada Laplaciana
(LWMN –Laplacian WMN), tambie´n conocida como tomograf´ıa electromagne´tica del cerebro de baja
resolucio´n (LORETA –Low Resolution brain Electromagnetic Tomography) (Pascual-Marqui et al.,
1994), fueron introducidas para compensar ese sesgo. Adicionalmente, estas variantes de las solu-
ciones MN se pueden representar en la estructura Bayesiana (Baillet y Garnero, 1997). Los me´todos
iterativos, tales como el sistema de solucio´n focal indeterminado (FOCUSS –Focal Undetermined Sys-
tem Solution) (Gorodnitsky et al., 1995), usando MN como estimacio´n inicial, y el algoritmo de realce
de auto-coherencia (SCEA –Self-Coherence Enhancement Algorithm), usando LORETA u otros como
estimacio´n inicial (Yao y He, 2001), tambie´n esta´n disponibles para encontrar las soluciones local-
izadas. Otros enfoques son: promedio local autorregresivo (LAURA –Local Autoregressive Average)
(Grave-de-Peralta y Gonzalez-Andino, 1998) que incluye restricciones f´ısicas en las soluciones y EPI-
FOCUS (Grave-de-Peralta y Gonzalez-Andino, 2002) que es una solucio´n quasi-lineal inversa.
Todas las soluciones al problema inverso requieren una cantidad de suposiciones con respecto al
modelo directo subyacente. Se debe describir el volumen conductor y se debe seleccionar un modelo
de fuente espec´ıfico. Si se escoge un modelo basado en dipolo de corriente equivalente, se tiene que
determinar el nu´mero de dipolos en el modelo. Adema´s, se deben realizar mu´ltiples escogencias en
el procesamiento del EEG. Sigue siendo un reto basar estas escogencias y suposiciones en hallazgos
cient´ıficos so´lidos. A menudo las hipo´tesis ba´sicas que subyacen la motivacio´n del experimento tienen
que usarse como suposiciones para el modelado de la fuente, lo que complica una evaluacio´n de los
resultados del ana´lisis basada en hipo´tesis (Oostenveld, 2003).
1.2 Objetivos
1.2.1 Objetivo general
Desarrollar una metodolog´ıa tendiente a la localizacio´n de fuentes electroencefalogra´ficas, que asista
el diagno´stico por parte del especialista, en pacientes con epilepsia focal empleando modelos inversos
distribuidos basados en norma mı´nima.
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1.2.2 Objetivos espec´ıficos
1. Desarrollar una metodolog´ıa basada en me´todos de norma mı´nima que, mediante la incorpo-
racio´n de restricciones adicionales en la forma de un esquema de regularizacio´n, permita hallar
las densidades de corriente de las fuentes en la solucio´n del problema inverso.
2. Determinar, mediante el ana´lisis de las densidades de corriente calculadas, los puntos de acti-
vacio´n correspondientes a las fuentes.
3. Desarrollar un me´todo de evaluacio´n de la metodolog´ıa propuesta, comprobando su funciona-
lidad en la localizacio´n de fuentes electroencefalogra´ficas.
1.3 Organizacio´n de la tesis
Esta tesis esta´ organizada como sigue. En el Cap´ıtulo 2 se presenta la deduccio´n matema´tica de
la formulacio´n algebraica general de los problemas directo e inverso y se analizan algunas de sus
posibles soluciones. En el Cap´ıtulo 3 se muestra el diagrama que representa la metodolog´ıa general
de solucio´n al problema inverso. El Cap´ıtulo 4 describe la metodolog´ıa de localizacio´n de fuentes,
basada en regularizacio´n mediante filtracio´n espectral, desarrollada en este trabajo. En el Cap´ıtulo 5
se hace una evaluacio´n de desempen˜o de la metodolog´ıa desarrollada en comparacio´n con la de otras
soluciones inversas distribuidas basadas en norma mı´nima. Finalmente, en el Cap´ıtulo 6 se presentan
las conclusiones generales del trabajo y se discuten las futuras l´ıneas de trabajo.
2. Modelo matema´tico en la localizacio´n
de fuentes electroencefalogra´ficas
La localizacio´n de fuentes electroencefalogra´ficas consta de dos problemas: el directo y el inverso. El
problema directo consiste en el ca´lculo de los potenciales en los electrodos ubicados sobre el cuero
cabelludo, dada una fuente dentro del cerebro. Se describe co´mo se calculan los potenciales en los
electrodos y se deriva una expresio´n matema´tica para calcular la distribucio´n de potencial causada por
una fuente dipolar. El problema inverso consiste en estimar la fuente dentro del cerebro que mejor se
ajusta al EEG medido en la superficie. En este cap´ıtulo se presenta una formulacio´n matema´tica del
problema y posteriormente se discuten las soluciones al problema inverso basadas en norma mı´nima.
2.1 Problema directo
Los generadores del EEG son los potenciales sina´pticos a lo largo de las dendritas apicales de las ce´lulas
piramidales de la materia gris de la corteza. El EEG refleja la actividad ele´ctrica de un subgrupo
de neuronas, especialmente ce´lulas neuronales piramidales, donde la dendrita apical esta´ orientada
sistema´ticamente de forma ortogonal a la superficie del cerebro. Ciertos tipos de neuronas no esta´n
orientadas sistema´ticamente de forma ortogonal a la superficie del cerebro. Por lo tanto, los campos
de potencial de las corrientes sina´pticas en las diferentes dendritas de las neuronas se pueden cancelar
entre s´ı. En ese caso la actividad neuronal no es visible en la superficie y sus potenciales de accio´n
no tienen influencia en el EEG (Hallez et al., 2007). Para realizar un enfoque matema´tico del modelo
directo se llegara´ a las ecuaciones de Poisson y sus condiciones de frontera.
2.1.1 Condiciones cuasi-esta´ticas
El volumen extracelular conductor no puede acumular carga para el rango de frecuencia de las sen˜ales
medidas en el EEG (Plonsey y Heppner, 1967). En un instante de tiempo todos los campos son
desencadenados por la fuente ele´ctrica activa. Por lo tanto, no se introducen efectos de retardo en
el tiempo. Todos los campos y las corrientes se comportan como si fueran estacionarias en cada
instante. Estas condiciones tambie´n son llamadas cuasi-esta´ticas ; no son esta´ticas porque la actividad
neuronal cambia con el tiempo. Sin embargo, los cambios son pequen˜os comparados con los efectos
de propagacio´n.
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2.1.2 Operador de divergencia
La ecuacio´n de Poisson entrega una relacio´n entre los potenciales en cualquier posicio´n en un volu-
men conductor y las fuentes de corriente aplicadas, esta ecuacio´n se deduce mediante el operador de
divergencia.
La densidad de corriente es un vector de campo y puede ser representado por J(x, y, z). La
divergencia se define como la derivada del flujo neto del vector de campo J a trave´s de la superficie
de una pequen˜a regio´n relativa al volumen de dicha regio´n. De manera formal,
∇ · J = lim
G→0
1
G
∮
A(G)
JdA (2.1)
La integral sobre una superficie cerrada A(G) representa un flujo o una corriente. Esta integral es
positiva cuando una corriente neta deja el volumen G y es negativa cuando una corriente neta entra
al volumen G. El vector dA para un elemento de superficie de A(G) con a´rea dA y normal en hacia el
exterior, tambie´n puede ser escrito como endA. La divergencia de J se denomina densidad de fuente
de corriente y se simboliza como Im. De forma general se puede escribir (Plonsey, 1969):
∇ · J = Im (2.2)
La aplicacio´n del operador de divergencia a la densidad de corriente extracelular se realiza teniendo en
cuenta tres casos. Primero se considera un volumen pequen˜o en el espacio extracelular, que encierra
una fuente y un sumidero de corriente. La corriente que fluye dentro de este volumen debe ser igual a
la que sale. Esto se debe a que el espacio extracelular no puede acumular carga. Entonces, la integral
de superficie de la ecuacio´n (2.1) es cero, ∇ · J = 0.
En el segundo caso se supone un volumen encerrado por el sumidero de corriente con para´metros de
posicio´n r1(x, y, z). El sumidero de corriente representa la remocio´n de iones cargados positivamente
en la dendrita apical de la ce´lula piramidal. La integral de la ecuacio´n (2.1) se mantiene igual a −I
mientras que el volumen G en el denominador se vuelve infinitesimalmente pequen˜o. Esto da una
singularidad para la densidad de la fuente de corriente. Esta singularidad se puede escribir como
una funcio´n delta −Iδ(r − r1). El signo negativo indica que la corriente es removida del volumen
extracelular. La funcio´n delta indica que la corriente es removida en un punto del espacio.
Para el tercer caso se construye un volumen pequen˜o alrededor de la fuente de corriente en la
posicio´n r2(x2, y2, z2). La fuente de corriente representa la inyeccio´n de iones cargados positivamente
en el cuerpo celular de la ce´lula piramidal. La densidad de la fuente de corriente se hace igual a
Iδ(r− r2).
Usando los tres casos mencionados anteriormente, se obtiene:
∇ · J = Iδ(r− r2)− Iδ(r− r1) (2.3)
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2.1.3 Ley de Ohm y conductividades anisotro´picas/isotro´picas
La relacio´n entre la densidad de corriente J y el campo ele´ctrico E esta´ dado por la ley de Ohm:
J = σE, (2.4)
donde σ(r) ∈ R3×3 es el tensor de conductividad dependiente de la posicio´n, dado por:
σ =


σ11 σ12 σ13
σ12 σ22 σ23
σ13 σ23 σ33

 (2.5)
con unidades ℧/m. Existen tejidos en la cabeza humana que tienen una conductividad anisotro´pica.
Esto significa que la conductividad no es igual en todas las direcciones y que el campo ele´ctrico
puede inducir una componente de densidad de corriente perpendicular a e´sta con el σ apropiado en
la ecuacio´n (2.4).
El cra´neo esta´ constituido por tres capas: una capa espongiforme entre dos capas ma´s r´ıgidas. La
conductividad tangencial a la superficie del cra´neo es 10 veces mayor que la conducitividad radial. La
anisotrop´ıa del cra´neo tiene un efecto de desvanecimiento en el ca´lculo del potencial directo. Mientras
ma´s profunda sea la fuente, e´sta estara´ ma´s rodeada de tejido anisotro´pico y por lo tanto la influencia
de la anisotrop´ıa en el campo ele´ctrico resultante sera´ mayor (Wolters et al., 2006). La materia blanca
esta´ constituida por axones, agrupados en haces. La conductividad a lo largo del haz de nervios
es 9 veces mayor que la perpendicular al haz de nervios. Por lo tanto, en los modelos del volumen
conductor de la cabeza se deben incorporar compartimientos con conductividad anisotro´pica en cuanto
sea posible (Hallez et al., 2005; Haueisen et al., 2002).
En la materia gris, el cuero cabelludo y el l´ıquido cefalorraqu´ıdeo (CSF –cerebro-spinal fluid) la
conductividad es igual en todas las direcciones. El tensor de conductividad dependiente de la posicio´n
se convierte en una escalar dependiente de la posicio´n, llamado tejido conductor isotro´pico.
2.1.4 La ecuacio´n de Poisson
Se introduce el campo de potencial escalar V , cuya unidad es el voltio. Bajo las condiciones cuasi-
esta´ticas, la ley de Faraday es igual a cero (∇×E = 0). La relacio´n entre el campo de potencial y el
campo ele´ctrico se da mediante el operador gradiente,
E = −∇V (2.6)
El vector ∇V en un punto da la direccio´n en la que el campo escalar V crece ma´s ra´pidamente. El
signo negativo en la ecuacio´n (2.6) indica que el campo ele´ctrico esta´ orientado de un a´rea de potencial
alto a una con potencial bajo.
Cuando se combinan las ecuaciones (2.2), (2.4) y (2.6), se obtiene la ecuacio´n diferencial de Poisson
en forma general:
∇ · (σ∇V ) = −Im (2.7)
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Para el problema en cuestio´n, las ecuaciones (2.3), (2.4) y (2.6) se combinan y se obtiene:
∇ · (σ∇V ) = −Iδ(r− r2) + Iδ(r − r1) (2.8)
Los potenciales V se calculan mediante la ecuacio´n (2.8) para una densidad de fuente de corriente Im
dada dentro de un modelo de volumen conductor.
2.1.5 Condiciones de frontera
En la interfaz entre dos compartimientos, se encuentran dos condiciones de frontera. La Figura 2.1
ilustra tal interfaz. Una primera condicio´n se basa en la incapacidad de acumular carga en la interfaz.
Toda la corriente (carga por segundo) que deja un compartimiento con conductividad σ1 a trave´s de
la interfaz entra al compartimiento vecino con conductividad σ2:
J1 · en = J2 · en
(σ1∇V1) · en = (σ2∇V2) · en (2.9)
donde en es la componente normal sobre la interfaz.
σ1
σ2
en
Figura 2.1: Frontera entre dos compartimientos con conductividades σ1 y σ2. Se muestra el vector en normal
a la interfaz (Hallez et al., 2007).
Ninguna corriente puede ser inyectada en el aire fuera de la cabeza humana debido a las baja
conductividad del aire. Por lo tanto, la densidad de corriente en la superficie de la cabeza es:
J1 · en = 0
(σ1∇V1) · en = 0 (2.10)
Las ecuaciones (2.9) y (2.10) se llaman la condicio´n de frontera de Neumann y la condicio´n de frontera
homoge´nea de Neumann, respectivamente.
La segunda condicio´n de frontera so´lo se mantiene para interfaces no conectadas mediante el aire.
Al cruzar la interfaz el potencial no puede tener discontinuidades,
V1 = V2 (2.11)
La ecuacio´n (2.11) representa la condicio´n de frontera de Dirichlet.
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2.1.6 El dipolo de corriente
Las fuentes y los sumideros de corriente inyectan y remueven la misma cantidad de corriente I y
representan una ce´lula piramidal activa en el nivel microsco´pico. E´stos se pueden modelar como un
dipolo de corriente (Figura 2.2(a)). El para´metro de posicio´n del dipolo rdip se escoge t´ıpicamente en
la mitad de los dos monopolos.
c
s
I
−I
(a) Dipolo en configu-
racio´n de fuente y su-
midero de corriente.
z
y
x
sz
sx
sy
(b) Dipolo como vector con 6
para´metros. Se necesitan 3 para´metros
para especificar la posicio´n rdip y otros 3
para´metros para el momento del dipolo
s.
Figura 2.2: Para´metros del dipolo (Hallez et al., 2007).
El momento del dipolo s se define mediante un vector unitario es (dirigido desde el sumidero a
la fuente de corriente) y una magnitud dada por s = ‖s‖ = I · c, siendo c la distancia entre los dos
monopolos. Entonces se puede escribir:
s = I · ces (2.12)
A menudo un dipolo se descompone en tres dipolos ubicados en la misma posicio´n del dipolo original
y cada uno orientado a lo largo de uno de los ejes cartesianos. La magnitud de cada uno de estos
dipolos es igual a la proyeccio´n ortonormal en el eje respectivo como se ilustra en la Figura 2.2(b) y
se puede escribir como:
s = sxex + syey + szez (2.13)
siendo ex, ey y ez los vectores unitarios a lo largo de los ejes. Adema´s, sx, sy y sz son llamadas los
componentes vectoriales del dipolo. El potencial V en un punto de medicio´n arbitrario r, debido a un
dipolo en la posicio´n rdip con momento s, se puede expresar como:
V (r, rdip, s) = sxV (r, rdip, ex) + syV (r, rdip, ey) + szV (r, rdip, ez) (2.14)
Un grupo grande de ce´lulas piramidales debe estar ma´s o menos activo sincro´nicamente en un parche
cortical para tener una sen˜al EEG medible. Todas estas ce´lulas adema´s esta´n orientadas con su eje
longitudinal ortogonal a la superficie cortical. Debido a este arreglo la superposicio´n de la actividad
ele´ctrica individual de las neuronas resulta en una amplificacio´n de la distribucio´n de potencial. Un
gran grupo de ce´lulas piramidales ele´ctricamente activas en un pequen˜o parche de corteza puede ser
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representado como un dipolo equivalente a nivel macrosco´pico (De Munck et al., 1988). Es muy dif´ıcil
estimar la extensio´n del a´rea activa de la corteza ya que la distribucio´n de potencial sobre el cuero
cabelludo es casi ide´ntica a la de un dipolo equivalente (Hara et al., 1999).
2.1.7 Formulacio´n algebraica general del problema directo
En te´rminos simbo´licos, el problema directo en EEG se trata de encontrar, en un tiempo razonable,
el potencial superficial m(r, rdip, s) en un electrodo ubicado sobre el cuero cabelludo en r debido a un
dipolo con momento s = ses (con magnitud s y orientacio´n es), posicionado en rdip. Esto equivale
a resolver la ecuacio´n de Poisson para encontrar los potenciales V (r) sobre el cuero cabelludo para
diferentes configuraciones de rdip y s. Para mu´ltiples fuentes dipolares, el potencial en los electrodos
debe ser
V (r) =
∑
i
m(r, rdipi , si) =
∑
i
m(r, rdipi , esi)si
Para N electrodos y p dipolos:
V =


V (r1)
...
V (rN )

 =


m(r1, rdip1 , es1) · · · m(r1, rdipp , esp)
...
. . .
...
m(rN , rdip1 , es1) · · · m(rN , rdipp , esp)




s1
...
sp

 =M({rj, rdipi , esi})


s1
...
sp

 (2.15)
donde i = 1, . . . , p y j = 1, . . . , N .
Para N electrodos, p dipolos y T muestras de tiempo discreto:
V =


V (r1, 1) · · · V (r1, T )
...
. . .
...
V (rN , 1) · · · V (rN , T )

 =M({rj, rdipi , esi})


s1,1 · · · s1,T
...
. . .
...
sp,1 · · · sp,T

 =M({rj , rdipi , esi})S
(2.16)
donde V es la matriz de las mediciones,M es la matriz de ganancia y S es la matriz de las magnitudes
de los dipolos en diferentes instantes de tiempo.
De forma ma´s general, se an˜ade una matriz de perturbacio´n ε,
V =MS+ ε (2.17)
En general, para simulaciones y para medir la sensibilidad al ruido, la distribucio´n del ruido se define
como gaussiana con media cero y desviacio´n esta´ndar variable. Sin embargo en la realidad, el ruido
no es blanco y su distribucio´n de frecuencias depende de mu´ltiples factores como el paciente, la
configuracio´n de las mediciones, la patolog´ıa, entre otros.
2.1.8 Soluciones al problema directo
Campo de un dipolo en un conductor isotro´pico homoge´neo e infinito
Se introduce el campo de potencial generado por un dipolo de corriente con momento s = ses ubicado
en la posicio´n rdip dentro de un conductor infinito con conductividad σ. El campo de potencial esta´
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dado por:
V (r, rdip, si) =
s · (r− rdip)
4piσ‖r− rdip‖3
(2.18)
siendo r la posicio´n donde se calcula el potencial. Asumiendo que el dipolo esta´ ubicado en el origen
del sistema coordenado cartesiano y orientado a lo largo del eje z, la ecuacio´n (2.18) se puede reescribir
como:
V (r,0, sez) =
s cos θ
4piσr2
(2.19)
donde θ representa el a´ngulo entre el eje z y r, y r = ‖r‖.
El modelo de N esferas conce´ntricas
Los primeros modelos de volumen conductor de la cabeza humana estuvieron constituidos por una
esfera homoge´nea (Frank, 1952). Sin embargo pronto se observo´ que el tejido del cra´neo ten´ıa una
conductividad significativamente menor que la conductividad de los tejidos del cuero cabelludo y el
cerebro. Por consiguiente el modelo de volumen conductor de la cabeza tuvo que ser refinado y se
introdujo el modelo de cabeza de mu´ltiples esferas conce´ntricas (De Munck, 1988). Para esta geometr´ıa
existe una solucio´n semi-anal´ıtica a la ecuacio´n de Poisson dada por (2.7) (Ary et al., 1981; Sarvas,
1987; Salu et al., 1990).
El modelo de cabeza esfe´rico esta´ constituido por esferas conce´ntricas con radios r1 < r2 < . . . <
rN−1 < rN (Figura 2.3). Las capas Ci para i = 1, . . . , N esta´n definidas como las regiones entre las
fronteras de dos esferas. En cada capa Ci se definen conductividades radial σi y tangencial ηi. Un
dipolo con momento s se ubica en rdip dentro de la capa ma´s interna C1, ‖rdip‖ = rdip < r1. Entonces,
el potencial observado en la superficie exterior en re (‖re‖ = re = rN ) es (De Munck, 1988)
V (rdip, s, re) =
s
4piσNr2e
∞∑
n=1
2n+ 1
2n
(
rdip
re
)n−1
(fnn cosαPn cos γ + gn cosβ sinαP
1
n(cos γ)) (2.20)
donde s es la norma L2 del momento del dipolo s, α es el a´ngulo entre la ubicacio´n del dipolo r0 y
el momento del dipolo s, γ es el a´ngulo entre rdip y re, β es el a´ngulo entre los planos P1 y P2. El
plano P1 esta´ definido por los vectores rdip y s y el plano P2 esta´ definido por los vectores rdip y re.
Los te´rminos Pn y P
1
n son los polinomios de Legendre y asociados a Legendre, respectivamente, Los
otros s´ımbolos son:
fn =
ν1
n
gn
gn =
n(2νN + 1)
(2νN + 1)(νNm22 + (νN + 1)m21)
(
rdip
re
)2ν1−n N∏
k=1
(
rk−1
rk
)
−νk
νi =
√
1 + 4n(n+ 1)ηi/σi − 1
2
, ∀i = 1, 2, . . . , N
[
m11 m12
m21 m22
]
=
N−1∏
k=1

 νk+1 + σkσk+1 (νk + 1)
(
σk
σk+1
(νk + 1)− (νk+1 + 1)
)(
re
rk
)2νk+1+1
(
σk
σk+1
(νk + 1)− (νk+1 + 1)
)(
re
rk
)2νk+1+1 (
(νk+1 + 1) +
σk
σk+1
νk
)(
re
rk
)2(νk+1νk)


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La ecuacio´n (2.20) entrega los potenciales superficiales generados por un dipolo. En la pra´ctica, la
suma infinita se transforma en finita. Diferentes me´todos de simplificacio´n han sido implementados
(de Munck y Peters, 1993; Zhang, 1995), reduciendo significativamente el nu´mero de te´rminos nece-
sarios para el ca´lculo de los potenciales. Recientemente, se ha vuelto ma´s notorio el hecho de que
rdip
s
re
rNrN−1
r2
r1
η1σ1
η2
σ2
ηN
σN
Figura 2.3: Modelo esfe´rico de la cabeza de N capas.
la geometr´ıa real de la cabeza junto con las variaciones en los grosores y las curvaturas del cra´neo
afectan la solucio´n de forma considerable (Roth et al., 1997; Huiskamp et al., 1999; Cuffin, 1993). Los
modelos realistas se han vuelto mucho ma´s comunes en la literatura; sin embargo, los requerimientos
computacionales para un modelo realista de la cabeza son mucho mayores que para uno de mu´ltiples
esferas conce´ntricas (Hallez, 2008).
El me´todo de elementos de frontera (BEM)
El me´todo de elementos de frontera (BEM –Boundary Element Method) es una te´cnica nume´rica
para calcular los potenciales superficiales generados por fuentes de corriente ubicadas en un volumen
conductor con mu´ltiples compartimientos, cada uno con conductividad isotro´pica y homoge´nea. Las
superficies de frontera entre los compartimientos esta´n conformadas mediante mallas de tria´ngulos
cerrados, como se muestra en la Figura 2.4.
La formulacio´n del BEM ha sido descrita en detalle en (Meijs et al., 1989; Oostendorp y van
Oosterom, 1989). El resultado principal esta´ dado por la siguiente expresio´n:
V = AV∞ (2.21)
Esta ecuacio´n muestra la separacio´n dentro del BEM del efecto de conduccio´n del volumen y el
efecto que la fuente tiene sobre el potencial superficial V. La matriz A depende u´nicamente de las
propiedades geome´tricas y conductoras del volumen conductor. El vector V∞ es el valor de potencial
en un medio infinito de conduccio´n homoge´nea debido a una fuente. Para calcular el potencial debido
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Figura 2.4: Modelo de cabeza basado en elementos de frontera.
a una fuente, basta con calcular el potencial en el medio infinito debido a esa fuente, seguido por la
multiplicacio´n con la matriz A. Esta matriz so´lo se calcula una vez, lo que facilita las evaluaciones
repetitivas del potencial superficial usando el BEM (Oostenveld, 2003).
2.2 Problema inverso
De acuerdo con la notacio´n de la ecuacio´n (2.17), el problema inverso consiste en encontrar un valor
estimado de la matriz de las magnitudes de los dipolos Sˆ dadas las posiciones de los electrodos y
las mediciones en el cuero cabelludo V y usando la matriz de ganancia M calculada en el problema
directo. En lo que sigue, T = 1 sin pe´rdida de generalidad.
El problema inverso en EEG es mal condicionado debido a que para todos los voltajes de salida,
la solucio´n no es u´nica (dado que p≫ N) y es inestable (altamente sensitiva a pequen˜os cambios en
el ruido de los datos).
Existen dos enfoques principales a la solucio´n inversa: Me´todos de optimizacio´n no parame´trica y
Me´todos parame´tricos. Los primeros son tambie´n llamados modelos de fuentes distribuidas, soluciones
inversas distribuidas o me´todos de imagenolog´ıa. En estos modelos numerosas fuentes de dipolos
con ubicaciones fijas y orientaciones posiblemente fijas esta´n distribuidas en todo el volumen del
cerebro o la superficie cortical (Grech et al., 2008). Como se asume que las fuentes son corrientes
intracelulares en los troncos dendr´ıticos de las neuronas corticales piramidales, que tienen orientacio´n
perpendicular hacia la superficie, los dipolos con orientacio´n fija esta´n ubicados generalmente en
alineacio´n perpendicular. Entonces es necesario estimar las amplitudes (y direcciones) de estos dipolos.
Dado que no se estima la ubicacio´n del dipolo, el problema es lineal. Esto significa que en la ecuacio´n
(2.17), {rdipi} y posiblemente ei han sido determinados previamente, haciendo que p≫ N y que por
tanto el problema sea sub-determinado.
Por otro lado, en el enfoque parame´trico se asumen pocos dipolos en el modelo cuya ubicacio´n y
orientacio´n es desconocida. La ecuacio´n (2.17) se resuelve para S, {rdipi} y ei, dados V y lo que se
conoce de M. Este es un problema no lineal debido a que los para´metros {rdipi} y ei aparecen de
forma no lineal en la ecuacio´n.
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En este trabajo, se estudiara´n los me´todos de optimizacio´n no parame´trica y se describira´n desde
la perspectiva Bayesiana.
2.2.1 Formulacio´n Bayesiana del problema inverso
En general, esta te´cnica consiste en encontrar un estimador Sˆ de S que maximice la distribucio´n
posterior de S dadas las mediciones V (Baillet y Garnero, 1997). Este estimador se puede escribir
como
Sˆ = argmax
S
p(S/V)
donde p(S/V) denota la densidad de probabilidad condicional de S dadas las mediciones V. Este
estimador es el ma´s probable con respecto a las mediciones y a las consideraciones a priori.
De acuerdo con el teorema de Bayes,
p(S|V) =
p(V|S)p(S)
p(V)
(2.22)
Suponiendo que la densidad posterior tiene una distribucio´n gaussiana, se tiene que:
p(S|V) =
exp[−Fα(S)]/z
p(V)
(2.23)
donde z es una constante de normalizacio´n llamada la funcio´n de particio´n, Fα = U1(S) + αL(S)
donde U1(S) y L(S) son funciones de energ´ıa asociadas con p(V|S) y p(S) respectivamente, y α (un
escalar positivo) es un para´metro de sintonizacio´n o de regularizacio´n. Entonces
Sˆ = min
S
Fα(S) (2.24)
Si se asume que el ruido de medicio´n es blanco, gaussiano y con media cero, se puede escribir U1(S)
como
U1(S) = ‖MS−V‖
2 (2.25)
donde M es un operador lineal compacto que representa la solucio´n directa y ‖ · ‖ es la norma L2. El
te´rmino L(S) se puede escribir como Ua(S) +Ut(S) donde Ua(S) introduce la informacio´n anato´mica
previa y Ut(S) la temporal. Combinando el te´rmino de los datos adjuntos con el de la informacio´n
previa,
Sˆ = min
S
Fα(S) = min
S
{
‖MS−V‖2 + αL(S)
}
(2.26)
Esta ecuacio´n refleja un compromiso entre la fidelidad a los datos y el suavizado espacio-temporal que
depende de α.
2.2.2 Regularizacio´n
El propo´sito de la teor´ıa de regularizacio´n nume´rica es proveer me´todos eficientes y nume´ricamente es-
tables para incluir restricciones adecuadas que conlleven a soluciones correctas, y que provean me´todos
robustos para seleccionar el peso o´ptimo dado a estas restricciones, tales que la solucio´n regularizada
sea una buena aproximacio´n de la solucio´n deseada.
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En la regularizacio´n de Tijonov, L(S) = ‖DS‖2 y se llega al siguiente problema de minimizacio´n
min
S
{‖MS−V‖2 + α‖DS‖2}, (2.27)
donde D es una matriz de regularizacio´n cuidadosamente seleccionada que a menudo es una aproxi-
macio´n a un operador de derivada. Este problema de minimizacio´n se interpreta como la bu´squeda de
una solucio´n regularizada que balancee el taman˜o de los dos te´rminos de la ecuacio´n (2.27) (Hansen
et al., 2006):
– El primer te´rmino ‖MS−V‖2 es el cuadrado de la norma residual y mide la bondad de ajuste
de la solucio´n S. Si el residual es muy grande, entonces MS no se ajusta muy bien a los datos
V; por otro lado, si el residual es muy pequen˜o, entonces es muy probable que S este´ muy
influenciado por el ruido en los datos.
– El segundo te´rmino ‖DS‖2 se denomina el te´rmino de regularizacio´n e involucra una norma de
suavizado. Esta norma es la norma L2 de la solucio´n cuando D es igual a la matriz identidad.
Se escoge D de forma tal que el te´rmino de regularizacio´n sea pequen˜o cuando S cumpla con
las expectativas de comportamiento de una solucio´n de buena calidad. Dado que la inversio´n de
la componente de ruido es la que destruye la calidad de la reconstruccio´n, D se debe escoger de
forma que el te´rmino de regularizacio´n sea grande cuando la reconstruccio´n contiene una gran
componente de ruido invertido.
La solucio´n del problema de minimizacio´n expuesto en (2.27) esta´ dada por:
Sˆ = (MTM+ αDTD)−1MTV
El factor α controla el balance entre la minimizacio´n de estas dos cantidades y existen mu´ltiples
me´todos para seleccionar este factor. Si α es muy pequen˜o, entonces se pone mucho e´nfasis en el
primer te´rmino, y S estara´ muy influenciada por el ruido en los datos. Por otro lado, si α es muy
grande, se pone mucho e´nfasis en el segundo te´rmino y la solucio´n obtenida es muy suave y con pocos
detalles.
Me´todos de escogencia del para´metro de regularizacio´n
Los me´todos de regularizacio´n requieren de un balance entre los errores de perturbacio´n y de regu-
larizacio´n. Dicho balance debe proporcionarse mediante una escogencia adecuada del para´metro de
regularizacio´n. Normalmente, esto implica hacer suposiciones adicionales que facilitan los co´mputos
pero pueden comprometer el rango de aplicabilidad.
Los me´todos de escogencia de para´metros se dividen principalmente en las siguientes categor´ıas:
– Aquellos que requieren algu´n conocimiento del taman˜o de la perturbacio´n presente en las medi-
ciones Vε = V + ε.
– Aquellos que no requieren una estimacio´n de ‖ε‖.
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El me´todo de discrepancia de Morozov es el ma´s importante de los me´todos basados en ‖ε‖. Se
escoge α tal que la norma residual de la solucio´n regularizada satisface la siguiente condicio´n:
‖MSα −V
ε‖ = ‖ε‖
Existen otros me´todos de estimacio´n del para´metro de regularizacio´n y estos se encuentran dentro
de la segunda categor´ıa. Estos son:
L-curva. Provee una gra´fica en escala log-log de la seminorma ‖DSα‖ de la solucio´n regularizada
contra la norma residual correspondiente ‖MSα−V
ε‖ (Figura 2.5). La curva resultante tiene la forma
de una L, de ah´ı su nombre, y muestra claramente el compromiso entre la minimizacio´n de estas dos
cantidades. Para valores de α cercanos al origen, ‖DSα‖ decae ra´pido cuando α crece. Cuando ‖DSα‖
ya es pequen˜o, obliga a ‖MSα −V
ε‖ a crecer ra´pido. Por lo tanto, el balance ha de estar cerca de la
esquina de la L, punto caracterizado como el de mayor curvatura (Hansen, 2001).
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Figura 2.5: L-curva.
Validacio´n cruzada generalizada. El principio de validacio´n cruzada examina la capacidad de
una escogencia α0 por su capacidad para predecir datos que se remueven de la informacio´n. La
validacio´n cruzada generalizada (GCV –Generalized Cross Validation) (Golub et al., 1979) es una
extensio´n de ese principio.
El me´todo determina el para´metro α que minimiza la funcio´n GCV,
G(α) =
‖MSα −V
ε‖2
(traza(I−MM#))2
(2.28)
donde M# es la inversa regularizada de M. Por lo tanto el numerador mide la discrepancia entre la
sen˜al estimada y la sen˜al medida V mientras que el denominador mide la discrepancia entre la matriz
MM# y la matriz identidad.
CRESO. El para´metro de regularizacio´n estimado mediante el me´todo CRESO (Composite Residual
and Smoothing Operator) (Cheng et al., 2003) es el que maximiza la derivada de la diferencia entre
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la norma residual y la seminorma, es decir la derivada de B(α):
B(α) = α2‖DSα‖
2 · ‖MSα −V
ε‖2 (2.29)
Producto mı´nimo. Este me´todo busca minimizar el l´ımite superior y del residual simulta´neamente.
En este caso el para´metro de regularizacio´n o´ptimo es el correspondiente al valor mı´nimo de la funcio´n
P (α) dada por el producto entre la norma de la solucio´n y la norma del residual (Lian et al., 1998):
P (α) = ‖DSα‖ · ‖MSα −V
ε‖
Cruce por cero. El me´todo de cruce por cero (Cheng et al., 2003) busca el para´metro de regular-
izacio´n o´ptimo al resolver B(α) = 0 donde B esta´ definido en la ecuacio´n (2.29). Entonces el cruce
por cero es ba´sicamente otra forma de encontrar la esquina de la L-curva.
2.2.3 Soluciones inversas basadas en norma mı´nima
Norma mı´nima (MNE)
El algoritmo de norma mı´nima (MNE –Minimum Norm Estimates) (Ha¨ma¨lainen y Ilmoniemi, 1994)
esta´ basado en la bu´squeda de la solucio´n con potencia mı´nima. Esta clase de estimacio´n es apropiada
para los modelos de fuentes distribuidas donde la actividad de los dipolos se extiende sobre algunas
a´reas de la superficie cortical. La funcio´n L(S) se escoge como:
L(S) = ‖S‖2
y la densidad de corriente estimada por MNE queda:
SˆMNE =M
T (MMT + αIN )
−1V
La solucio´n inversa por norma mı´nima produce una estimacio´n pobre de las verdaderas ubicaciones
de las fuentes empleando modelos tanto realistas como esfe´ricos (Pascual-Marqui, 1999; Baillet, 1998).
Norma mı´nima ponderada (WMNE)
El algoritmo de norma mı´nima ponderada (WMNE –Weighted Minimum Norm Estimates) (Jeffs
et al., 1987; Gorodnitsky et al., 1995) compensa la tendencia de MNE a favorecer las fuentes de´biles
y superficiales. Esto se hace mediante la introduccio´n de una matriz de ponderacio´n 3p× 3p:
L(S) = ‖(Ω⊗ I3)S‖
2
donde ⊗ denota el producto de Kronecker. La densidad de corriente estimada mediante WMNE se
calcula como:
SˆWMNE = [(Ω⊗ I3)
T (Ω⊗ I3)]
−1MT [M((Ω⊗ I3)
T (Ω⊗ I3))
−1MT + αIN ]
−1V
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El ca´lculo de la matriz diagonal Ω ∈ Rp×p esta´ basado en la norma de las columnas de la matriz
M,
Ωii =
√√√√ N∑
j=1
m(rj , rdipi) ·m(rj , rdipi)
T ∀i = 1, . . . , p.
Tomograf´ıa electromagne´tica de baja resolucio´n (LORETA)
El algoritmo LORETA (Low Resolution Electromagnetic Tomography) (Pascual-Marqui, 1999; Baillet,
1998) combina la normalizacio´n de la matriz M con el operador Laplaciano, entregando una solucio´n
inversa compensada en profundidad bajo la restriccio´n de fuentes distribuidas de manera homoge´nea.
Esta´ basado en la uniformidad ma´xima de la solucio´n. E´ste normaliza las columnas deM para darles a
todas las fuentes (cercanas a la superficie y ma´s profundas) la misma oportunidad de ser reconstruidas.
Esto es mejor que los me´todos basados en MNE en los que las fuentes ma´s profundas no pueden ser
reconstruidas debido a que son privilegiados los dipolos ubicados en la superficie del espacio solucio´n
cuyas magnitudes son ma´s pequen˜as. En LORETA, las fuentes esta´n distribuidas en todo el volumen
interno de la cabeza. En este caso,
L(S) = ‖B(Ω⊗ I3)S‖
2
donde la matriz B es un operador Laplaciano espacial discreto. La densidad de corriente estimada es:
SˆLOR = ((Ω⊗ I3)B
TB(Ω⊗ I3))
−1MT (M((Ω⊗ I3)B
TB(Ω⊗ I3))
−1MT + αIN )
−1V
Para un espacio de solucio´n dado por una rejilla regular cu´bica 3D, con distancia inter-voxel d, el
operador Laplaciano usado en la pra´ctica se define como (Pascual-Marqui, 1999):
B =
6
d2
(A− I3p) con: A = A0 ⊗ I3, A0 =
1
2
(Ip + [diag(A11p)]
−1)A1
[A1]ij =

1/6, si ‖rdipi − rdipj‖ = d;0, en otro caso.
donde d es la distancia inter-voxel.
Tomograf´ıa electromagne´tica de baja resolucio´n estandarizada
El algoritmo sLORETA (Standardized Low Resolution Electromagnetic Tomography) (Pascual-Marqui,
2002) suena como una modificacio´n de LORETA pero el concepto es un poco diferente y en este caso
no se usa el operador Laplaciano. En este me´todo la localizacio´n esta´ basada en ima´genes de densidad
de corriente estandarizada. Se usa la densidad de corriente estimada dada por el me´todo de norma
mı´nima SˆMNE y se estandariza usando su varianza:
K
Sˆ
=MT (MMT + αIN )
−1M
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La solucio´n dada por sLORETA se calcula para cada fuente i = 1, . . . , p a partir del subvector SˆMNE,i
y del bloque de elementos diagonales de la matriz de varianza [K
Sˆ
]ii como
SˆTMNE,i{[KSˆ]ii}
−1SˆMNE,i
donde SˆTMNE,i ∈ R
3×1 es la estimacio´n de la densidad de corriente en el i−e´simo voxel dado por el
algoritmo MNE y [K
Sˆ
]ii ∈ R
3×3 es el i−e´simo bloque diagonal de la matriz K
Sˆ
.
La Tabla 2.1 muestra en resumen las diferentes matrices de ponderacio´n usadas en los algoritmos
basados en norma mı´nima.
Algoritmo Matriz de ponderacio´n D
MNE I3p
WMNE Ω⊗ I3
LORETA B(Ω⊗ I3)
Tabla 2.1: Diferentes valores para D.
3. Metodolog´ıa general de solucio´n al
problema inverso
La metodolog´ıa general para obtener una estimacio´n de las magnitudes de los dipolos S se muestra
en la Figura 3.1.
Datos EEG
Modelo de
la cabeza
Modelo de
la fuente
Configuracio´n
de los
electrodos
Modelo directo Informacio´n
a priori
Esquema de
regularizacio´n
Modelo inverso
V
M
S
Figura 3.1: Diagrama de la metodolog´ıa de solucio´n del problema inverso en EEG.
En este trabajo, se desarrollaron los procedimientos descritos a continuacio´n:
– Metodolog´ıa de localizacio´n de fuentes empleando regularizacio´n: Para esta metodolog´ıa se em-
plean sen˜ales EEG reales de 19 canales con diagno´stico de epilepsia focal, adquiridas de acuerdo
con el esta´ndar 10–20. El modelo de la cabeza empleado es esfe´rico de tres capas y las fuentes
se distribuyen sobre la superficie del cerebro. El esquema de regularizacio´n se basa en fil-
tracio´n espectral empleando Tijonov. La descripcio´n de esta metodolog´ıa junto con los resultados
obtenidos se presentan en el Cap´ıtulo 4.
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– Evaluacio´n de diferentes soluciones inversas: En esta evaluacio´n se emplean datos EEG simu-
lados en 32 electrodos ubicados de acuerdo con el esta´ndar 10–20, la distribucio´n de las fuentes
en el espacio solucio´n se hace mediante una rejilla rectangular al interior de la corteza. Las solu-
ciones inversas a comparar son: WMNE, LORETA, sLORETA y la metodolog´ıa implementada
en el Cap´ıtulo 4 que para este ana´lisis se denomina MNSV D. El ana´lisis se realiza para el modelo
esfe´rico de tres capas as´ı como para el modelo BEM. La descripcio´n de esta metodolog´ıa junto
con los resultados obtenidos se presentan en el Cap´ıtulo 5.
4. Metodolog´ıa de localizacio´n de fuentes
empleando regularizacio´n
4.1 Introduccio´n
La epilepsia es una patolog´ıa cerebral que se manifiesta cl´ınicamente por crisis de repeticio´n (s´ıntomas
y/o signos neurolo´gicos positivos). Afecta aproximadamente a 40 millones de personas en el mundo,
el 10% sufre ma´s de una convulsio´n al mes y el 80% de estos vive en pa´ıses en desarrollo, por lo
que representa un problema importante de salud, con evidente repercusio´n en la vida laboral y social
del individuo que la padece (Bauzano-Poley y Rodr´ıguez-Barrionuevo, 2001). El tratamiento farma-
colo´gico para el control de la epilepsia no es efectivo en todos los casos y la remocio´n quiru´rgica de
la parte del cerebro que inicia la actividad epile´ptica es el modo de tratamiento a considerar. Cabe
anotar que los pacientes con crisis parciales son los ma´s susceptibles de intervencio´n quiru´rgica. En
cualquier caso, se hace necesario identificar con la mayor precisio´n posible, la regio´n cerebral donde se
originan las crisis, determinando de paso hasta que´ grado la cirug´ıa puede afectar las funciones vitales,
tales como las sensores/motoras y las habilidades lingu¨´ısticas. El EEG juega un papel crucial en esta
tarea debido a su excelente resolucio´n temporal (∼ 1 ms); sin embargo, su interpretacio´n visual provee
una localizacio´n imprecisa indicando, en el mejor de los casos, cua´l es el lo´bulo involucrado durante
la descarga epile´ptica (Grova et al., 2006).
La solucio´n al problema inverso en EEG consiste en calcular las magnitudes de los dipolos a partir
de los potenciales medidos en el cuero cabelludo y la matriz calculada en el problema directo. Los
me´todos inversos distribuidos buscan localizar la activacio´n neuronal en un gran nu´mero de fuentes
dados pocos sensores. El problema es altamente sub-determinado y se deben adicionar restricciones
adicionales en la forma de un esquema de regularizacio´n (Tikhonov y Arsenin, 1977). Se han propuesto
algunas restricciones como ubicar las fuentes sobre la superficie cortical (Dale y Sereno, 1993), as´ı como
escoger la solucio´n con la energ´ıa mı´nima (Ha¨ma¨lainen y Ilmoniemi, 1994), con el fin de obtener una
solucio´n u´nica.
En este cap´ıtulo se presenta una metodolog´ıa de localizacio´n de fuentes electroencefalogra´ficas
que emplea un modelo esfe´rico de la cabeza con fuentes ubicadas sobre la superficie del cerebro.
La estimacio´n de las densidades de corriente se hace aplicando regularizacio´n basada en filtracio´n
espectral empleando Tijonov. Mediante el ca´lculo de la magnitud y de la varianza de estas densidades,
se determina la fuente que contribuye en mayor proporcio´n al potencial medido en la superficie.
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4.2 Esquema de regularizacio´n basado en filtracio´n espectral
empleando Tijonov
4.2.1 Descomposicio´n en valores singulares
La descomposicio´n en valores singulares (SVD –Singular Value Decomposition) revela todas las difi-
cultades asociadas con el mal condicionamiento de la matriz M, que representa el modelo directo en
la ecuacio´n (2.17).
SeaM ∈ RN×3p una matriz rectangular con 3p > N . Entonces la SVD deM es una descomposicio´n
de la forma
M = PΛQT =
N∑
i=1
piλiq
T
i (4.1)
donde P ∈ RN×N y Q ∈ R3p×3p son matrices ortogonales tales que PTP = QTQ = I y Λ ∈ RN×3p
es una matriz diagonal con elementos diagonales no negativos que aparecen en orden decreciente tal
que
λ1 ≥ λ2 ≥ · · ·λN ≥ 0
Los nu´meros λi son los valores singulares de M mientras que las columnas pi de P y qi de Q son
los vectores singulares izquierdo y derecho de M, respectivamente. El nu´mero de condicio´n de M es
igual a la proporcio´n λ1/λN .
4.2.2 Solucio´n de filtracio´n espectral empleando regularizacio´n de Tijonov
La regularizacio´n mediante filtracio´n espectral se basa en la SVD de la matriz M cuya seudoinversa,
denotada por M+, esta´ dada por
M+ = QΛ+PT (4.2)
La solucio´n cla´sica al problema V =MS es:
Sˆ =M+V (4.3)
Al aplicar regularizacio´n de Tijonov mediante filtracio´n espectral, la solucio´n queda expresada como
(Hansen et al., 2006):
Sˆreg =
N∑
i=1
λi
λ2i + α
2
pTi V qi (4.4)
El para´metro de regularizacio´n α se calcula mediante el me´todo de validacio´n cruzada generalizada
(GCV). La expresio´n de G(α) dada por la ecuacio´n (2.28) para el caso de Tijonov queda expresada
como:
G(α) =
N∑
i=1
(
uTi V
λ2i + α
2
)2
(
N∑
i=1
1
λ2i + α
2
)2
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4.3 Criterios de localizacio´n de fuentes
4.3.1 Estimacio´n de la magnitud
La estimacio´n de la magnitud consiste en el ca´lculo de la norma L2 de la matriz S de los momentos
de los dipolos:
‖S‖ =
√
S2x + S
2
y + S
2
z. (4.5)
4.3.2 Estimacio´n de la varianza
La estimacio´n de la varianza se hace mediante un algoritmo recursivo con suavizado por ventana,
mediante la siguiente expresio´n:
var{S(t)} =
β
m
m∑
i=1
giS(t− i)
2 + (1− β) var{S(t− 1)} (4.6)
siendo g = [g1 . . . gM ] una funcio´n ventana de suavizado, que permite obtener valores con menor
cantidad de componentes de alta frecuencia. El te´rmino m es la cantidad de ventanas de estimacio´n
utilizadas y β es otro te´rmino de suavizado que evita que haya un cambio muy alto entre los estimados
en el instante t y t− 1.
4.4 Marco experimental
4.4.1 Ana´lisis de sensibilidad
Este ana´lisis busca evaluar la solucio´n regularizada mediante Tijonov y los criterios de la magnitud y de
la varianza como me´todos para localizar fuentes de actividad cerebral. El para´metro de regularizacio´n
α se calcula mediante el me´todo GCV (Golub et al., 1979) descrito en la seccio´n 2.2.2. La metodolog´ıa
consta de los siguientes pasos:
– Base de datos: La base de datos de sen˜ales EEG esta´ conformada por registros adquiridos
en el Instituto de Epilepsia y Parkinson del Eje Cafetero (Neurocentro). Las sen˜ales fueron
adquiridas a una frecuencia de muestreo de 256 Hz empleando el formato 10− 20 de 19 canales.
Los registros cuentan con un diagno´stico de epilepsia, que ha sido confirmado por neuro´logos
quienes han analizado el registro EEG desde el punto de vista cl´ınico.
– Determinacio´n de los segmentos de ana´lisis: Para el experimento, se tomo´ una sen˜al con diag-
no´stico de epilepsia focal y se extrajo, para un mismo paciente, un segmento que no presentaba
actividad ele´ctrica significativa relacionada con la epilepsia focal (Figura 4.1(a)) y otro segmento
que s´ı la presentaba (Figura 4.1(b)), cada uno con una duracio´n de 1 s. La sen˜al de 19 canales
se adecuo´ al esquema de referencia promedio (Ferree, 2000).
– Modelo de la cabeza: El modelo de cabeza empleado es esfe´rico de tres capas, con las propiedades
mostradas en la Tabla 4.1.
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(a) EEG de fondo Vf .
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(b) EEG con descargas epileptiformes Vp.
Figura 4.1: Segmentos de ana´lisis.
Capa Conductividad Radio
(℧/cm) (cm)
Piel 0.0286 8
Cra´neo 0.000358 7.55
Cerebro 0.0286 6.96
Tabla 4.1: Propiedades del modelo esfe´rico de tres capas (Grech et al., 2008).
– Modelo de las fuentes: La rejilla de distribucio´n de las fuentes contiene 512 puntos ubicados de
forma superficial sobre el cerebro, tal como se observa en la Figura 4.2.
– Densidad de corriente para EEG de fondo: A partir de la matriz de campoM512 que se obtiene
con la aplicacio´n del modelo directo, y del segmento de sen˜al EEG de fondo seleccionado Vf , se
calcula la densidad de corriente Sf como la solucio´n regularizada por Tijonov de Vf =M512Sf .
(Golub et al., 1979).
– Densidad de corriente para EEG con fuente artificial: Se adiciona una perturbacio´n artificial ξ
a una de las fuentes si de la densidad de corriente Sf . Con la densidad perturbada se calcula el
EEG reconstruido Vˆf , a partir del cual se halla nuevamente la densidad de corriente Sˆf como
la solucio´n regularizada por Tijonov de Vˆf =M512Sˆf .
– Densidad de corriente para EEG con fuente artificial ma´s ruido aditivo: Con el fin de verificar
la sensibilidad al ruido de la solucio´n, se adiciona ruido gaussiano normalizado a la sen˜al EEG
reconstruida Vˆf , as´ı: V˜f = Vˆf + η. Posteriormente se obtiene S˜ usando Tijonov en V˜f =
M512S˜f .
– Error de localizacio´n: El error de localizacio´n esta´ basado en la distancia entre la ubicacio´n de
la fuente localizada mediante el algoritmo rdiploc y la posicio´n rdippert de la fuente perturbada
artificialmente.
ED = ‖rdiploc − rdippert‖ (4.7)
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Figura 4.2: Rejilla de 512 fuentes distribuidas en la superficie del cerebro.
– Densidad de corriente para EEG con descargas epileptiformes: Se calcula la densidad de corriente
para el segmento con descargas epileptiformes Vp como la solucio´n regularizada por Tijonov de
Vp =M512Sp.
– Criterio de la magnitud: La estimacio´n de la magnitud para las densidades de corriente calcu-
ladas en cada uno de los pasos anteriores se hace mediante la ecuacio´n (4.5). La seleccio´n de
fuentes se hace hallando el ma´ximo de la magnitud obtenida y escogiendo las fuentes de acuerdo
a la cantidad de veces que se repiten durante todo el intervalo de tiempo.
– Criterio de la varianza: Para la estimacio´n de la varianza se usa la ecuacio´n (4.6) con β = 1 y
m = 8. Posteriormente se calcula la magnitud de la varianza estimada y se hallan sus ma´ximos.
Las fuentes se escogen de acuerdo a la cantidad de veces que se repiten durante todo el intervalo
de tiempo.
– Determinacio´n de fuentes patolo´gicas: Con el fin de determinar las fuentes que se presentan
u´nicamente durante las descargas epile´pticas, se hace una comparacio´n entre las fuentes calcu-
ladas para el EEG de fondo y las fuentes para el EEG con descargas epileptiformes. Las fuentes
comunes en ambos casos se descartan y as´ı se obtienen las que esta´n activas u´nicamente durante
la descarga.
– Correlacio´n con el diagno´stico me´dico: Correlacionar con el diagno´stico realizado por el espe-
cialista.
4.4.2 Refinamiento adaptativo
El esquema de refinamiento adaptativo emplea el mismo modelo de cabeza y de fuentes que para el
ana´lisis anterior. Sin embargo, el objetivo es perturbar una fuente artificial dentro de una rejilla de alta
densidad de fuentes y posteriormente, empleando una rejilla de baja densidad, tratar de localizarla
calculando la solucio´n regularizada mediante filtracio´n espectral y empleando los criterios de magnitud
y varianza. En cada iteracio´n se van adicionando fuentes alrededor de la fuente localizada y de esta
forma se busca un acercamiento cada vez mayor a la posicio´n de la fuente artificial.
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– Seleccio´n de una fuente artificial: Se escoge una rejilla de 2048 fuentes ubicadas de forma
superficial sobre el cerebro y se calcula la densidad de corriente, empleando el segmento EEG
de fondo empleado en el apartado anterior, como la solucio´n regularizada por Tijonov de Vf =
M2048S. A la densidad de corriente hallada, se le adiciona una perturbacio´n artificial y se
calcula el EEG reconstruido Vˆf . Se debe tener en cuenta que la posicio´n de la fuente artificial
en la rejilla de 2048 fuentes no debe coincidir con ninguna de las posiciones de la rejilla de baja
densidad, que para este caso se escoge de 128 fuentes.
– Iteracio´n con esquema de malla adaptativa: Se calcula la densidad de corriente a partir de la
rejilla de 128 fuentes y del EEG perturbado artificialmente Vˆf , como la solucio´n regularizada
por Tijonov de Vˆf = M128Sˆ. Posteriormente, se empieza una etapa de refinamiento de la
rejilla alrededor de la fuente que se determina como ma´s probable de acuerdo con los criterios
de la magnitud y de la varianza y se van ubicando fuentes cercanas con el fin de determinar si
mediante la adicio´n de nuevas fuentes alrededor del punto de intere´s y el ca´lculo de la matrizM
para la nueva rejilla, es posible ubicar correctamente la fuente artificial.
– Error de localizacio´n: En cada iteracio´n se calcula el error de localizacio´n de acuerdo con (4.7).
4.5 Resultados
4.5.1 Ana´lisis de sensibilidad
En la Figura 4.3 se observan la magnitud y la varianza de la densidad de corriente S con sus respectivos
ma´ximos, para el segmento EEG de fondo.
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Figura 4.3: Densidad de corriente Sf para el segmento EEG de fondo Vf .
Al observar las posiciones de los ma´ximos de la magnitud de la densidad de corriente del segmento
EEG de fondo (Figura 4.3(b)), el algoritmo indica mu´ltiples fuentes activas durante el intervalo de
tiempo. Cuando se emplea el criterio de la varianza, se pueden ver del mismo modo diferentes fuentes
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que permanecen activas la mayor parte del tiempo. Este resultado es u´til al momento de determinar
las fuentes del segmento anormal ya que entonces se descartan como fuentes posibles las obtenidas
para el segmento Vf , denominadas fuentes de fondo.
Cuando se adiciona una fuente artificial a la densidad de corriente calculada previamente, se obtiene
la densidad de corriente Sˆf que se muestra en la Figura 4.4. En este caso, la seleccio´n de la fuente
a perturbar se hace de forma tal que este´ en un lugar de poca actividad de acuerdo con Sf . As´ı, la
fuente artificial se adiciona en la posicio´n 400 durante el intervalo 0.25− 0.5 s.
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Figura 4.4: Densidad de corriente Sˆf para el segmento Vˆf .
En la Figura 4.4(b) se observa que aunque el criterio de la magnitud localiza como fuente principal
a la 383 en el intervalo perturbado, se manifiestan diversos picos correspondientes a otras fuentes;
igualmente, la varianza localiza la fuente 383 durante el intervalo perturbado de 0.25 − 0.5 s, pero
se evidencia que se presentan menos picos que para el caso de la magnitud. Las posiciones tanto de
la fuente perturbada como de la localizada se muestran en la Figura 4.5, donde se aprecia una vista
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Figura 4.5: Posiciones de la fuente artificial (∗) y de la fuente localizada (∗) para el segmento Vˆf .
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superior de la rejilla de las fuentes. El error de localizacio´n en este caso fue de ED = 1.5185 cm.
Al sumar ruido aditivo a la sen˜al reconstruida, se encuentra la densidad de corriente S˜f que tiene la
magnitud y varianza presentadas en la Figura 4.6. En este caso se observa que continu´a predominando
la fuente 383 (Figura 4.6(b)) en el intervalo 0.25− 0.5 s con el criterio de la varianza. Por lo tanto,
el error de localizacio´n es igual al presentado para el caso sin ruido aditivo.
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Figura 4.6: Densidad de corriente S˜f para el segmento V˜f .
Finalmente, la densidad de corriente para el segmento anormal se muestra en la Figura 4.7. La
localizacio´n con el segmento anormal muestra que existen mu´ltiples fuentes activas durante el intervalo
de tiempo, en consecuencia con lo hallado para el segmento EEG de fondo.
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Figura 4.7: Densidad de corriente Sp para el segmento EEG con descargas epileptiformes Vp.
Dado que se sabe que las fuentes de fondo, es decir las que esta´n activas durante la normalidad y
la anormalidad, no son las responsables del potencial visualizado durante las descargas epile´pticas, es
necesario eliminar las fuentes comunes en ambos casos y de esta forma poder determinar las fuentes
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generadoras de actividad patolo´gica. De acuerdo con este ana´lisis y centrando la atencio´n en la parte
del segmento anormal donde se presenta la espiga, se obtiene la actividad en las posiciones mostradas
en la Figura 4.8.
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Figura 4.8: Localizacio´n de la actividad patolo´gica para el paciente analizado.
El registro seleccionado presenta, de acuerdo con el diagno´stico neurolo´gico, actividad lenta inter-
mitente posterior en ambos hemisferios. Es decir, se trata de una epilepsia focalizada en la regio´n
posterior.
4.5.2 Refinamiento adaptativo
Criterio de la magnitud
La Figura 4.9 muestra los resultados de localizacio´n del esquema de refinamiento adaptativo empleando
el criterio de la magnitud. Se muestran un total de 4 iteraciones pues de acuerdo con los resultados
mostrados en la Tabla 4.2, el error de localizacio´n se incrementa en cada iteracio´n, contrario al
resultado esperado para este esquema.
Iteracio´n ED (cm)
1 1.622
2 2.097
3 2.097
4 2.137
Tabla 4.2: Error de localizacio´n para el esquema de refinamiento adaptativo con base en el criterio de la
magnitud.
Criterio de la varianza
Al emplear el criterio de la varianza se puede ver que la fuente localizada tampoco se acerca cada vez
ma´s a la fuente artificial, segu´n se aprecia en la Figura 4.10 y en la Tabla 4.3. Los resultados coinciden
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Figura 4.9: Localizacio´n empleando el esquema de refinamiento adaptativo con base en el criterio de la
magnitud. Fuente artificial (∗) y fuente localizada (∗).
con los obtenidos para el criterio de la magnitud.
Iteracio´n ED (cm)
1 1.622
2 2.097
3 2.097
4 2.137
Tabla 4.3: Error de localizacio´n para el esquema de refinamiento adaptativo con base en el criterio de la
varianza.
4.6 Discusio´n
El ana´lisis de sensibilidad presentado en la seccio´n 4.4.1, tiene como objetivo fundamental determinar
co´mo la estimacio´n de la densidad de corriente, entregada por la solucio´n de filtracio´n espectral
empleando regularizacio´n de Tijonov, var´ıa con la inclusio´n de factores externos. Por lo tanto, se
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Figura 4.10: Localizacio´n empleando el esquema de refinamiento adaptativo con base en el criterio de la
varianza. Fuente artificial (∗) y fuente localizada (∗).
adicionan perturbaciones artificiales y ruido aditivo al registro para analizar la respuesta del algoritmo
implementado.
La actividad presente en el EEG de fondo se asocia a las a´reas del cerebro que esta´n activas pero
que no corresponden a la regio´n epileptoge´nica (De Clercq et al., 2005). El hallazgo de las fuentes
de fondo y su posterior sustraccio´n para el segmento EEG anormal, permite realizar una forma de
preprocesamiento sobre los datos pues se esta´n determinando u´nicamente las fuentes activas durante
la presencia de descargas epileptiformes.
El esquema de regularizacio´n mediante filtracio´n espectral empleando Tijonov, con el que se calculo´
la densidad de corriente en cada uno de los pasos del ana´lisis de sensibilidad, se basa en la solucio´n
con la norma mı´nima. La principal ventaja de tales enfoques esta´ en que no se requiere conocimiento
a priori de la multiplicidad de las fuentes (Koles, 1998). Como es conocido, las soluciones basadas en
norma mı´nima tienden a favorecer las fuentes superficiales, por tanto en esta metodolog´ıa, se genero´
una rejilla de fuentes ubicadas u´nicamente en la capa superficial del cerebro (Figura 4.2). Aunque de
acuerdo al ana´lisis realizado se obtuvo una localizacio´n de la fuente correlacionada con el diagno´stico
realizado por el especialista (Figura 4.8), au´n falta explorar la incorporacio´n de informacio´n anato´mica
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a priori con el fin de que la metodolog´ıa pueda localizar tambie´n la actividad de las fuentes profundas.
La seleccio´n de una fuente u´nica que pueda representar el potencial medido en la superficie, se hace
normalmente tomando el valor ma´ximo de la magnitud de la densidad de corriente calculada. En este
trabajo se propuso el empleo del criterio de la varianza, buscando si e´ste permit´ıa una localizacio´n
ma´s acertada de la fuente. Si bien la varianza es un criterio de localizacio´n ma´s robusto ante la incor-
poracio´n de ruido aditivo (Figura 4.6), el experimento realizado no permite concluir definitivamente
que ofrezca mejores resultados de localizacio´n que la magnitud y adicionalmente su implementacio´n
genera un incremento en el costo computacional de la metodolog´ıa.
Por otra parte, la etapa de refinamiento adaptativo implementada (seccio´n 4.5.2), basada en la
adicio´n de una mayor cantidad de fuentes alrededor del punto de activacio´n seleccionado, no muestra
una tendencia clara hacia la convergencia (Tablas 4.2 y 4.3). Una posible explicacio´n esta´ en que al
aumentar las fuentes alrededor de un punto, se genera una rejilla irregular, y como consecuencia la
matriz de ganancia del problema directo tiende a ser inestable por lo que el mal condicionamiento
del problema inverso aumenta. En cambio, la solucio´n presentada en (Gavit et al., 2001) muestra
un esquema multi–resolucio´n iterativo que en cada paso estima las densidades de corriente con un
nu´mero constante de dipolos en un a´rea restringida pero con una resolucio´n espacial en aumento. De
acuerdo con este esquema, se debe incorporar informacio´n anato´mica dentro del proceso con el fin de
obtener resultados acertados en te´rminos de localizacio´n de fuentes. La rejilla de distribucio´n de las
fuentes para estos esquemas debe ser regular durante todo el procedimiento, con el fin de no alterar
la matriz de ganancia del problema directo. La estrategia de regularizacio´n se debe adaptar al nuevo
espacio en cada iteracio´n o, de lo contrario, puede conducir a localizaciones erradas.
5. Evaluacio´n de diferentes soluciones
inversas
5.1 Introduccio´n
Los algoritmos basados en norma mı´nima buscan la solucio´n con la norma ma´s pequen˜a entre todas
las distribuciones de corriente que podr´ıan explicar el potencial medido. Dado que no se requieren
suposiciones a priori acerca de la naturaleza de la distribucio´n de corriente de la fuente, la estimacio´n
basada en norma mı´nima puede ser la mejor opcio´n cuando se tiene poca informacio´n a priori acerca
de la distribucio´n de la actividad.
En el Cap´ıtulo 4 se implemento´ una metodolog´ıa de localizacio´n de fuentes basada en norma
mı´nima con SVD (MNSV D). Sin embargo, su desempen˜o en la localizacio´n de fuentes profundas
todav´ıa no ha sido evaluado.
Con el fin de comparar el desempen˜o de la metodolog´ıa MNSV D con otras soluciones basadas
en norma mı´nima que incorporan informacio´n acerca de la distribucio´n de las fuentes en el modelo,
se implementan los siguientes algoritmos: Norma mı´nima ponderada (WMNE), tomograf´ıa electro-
magne´tica de baja resolucio´n (LORETA) y LORETA estandarizada (sLORETA). Su desempen˜o se
evalu´a desde el punto de vista de su error de localizacio´n, resolviendo el problema inverso para dife-
rentes dipolos simulados. Tambie´n se analizan los efectos de la regularizacio´n y del ruido en cada
solucio´n inversa. Las soluciones inversas son calculadas adema´s empleando un modelo realista de la
cabeza basado en elementos de frontera (BEM).
5.2 Marco experimental
– Modelo de la cabeza: Los modelos de cabeza empleados son: esfe´rico de tres capas (Tabla 4.1)
y de elementos de frontera, con las propiedades mostradas en la Tabla 5.1.
Capa Conductividad Tria´ngulos
(℧/cm) (No.)
Piel 0.0286 996
Cra´neo 0.000358 1996
Cerebro 0.0286 2996
Tabla 5.1: Propiedades del modelo de elementos de frontera.
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– Modelo de las fuentes: Las fuentes esta´n distribuidas de manera uniforme dentro de el volumen
del cerebro. Para el modelo esfe´rico se emplea una rejilla rectangular de 755 voxeles con una
distancia inter–voxel de 1 cm (Pascual-Marqui, 1999; Grech et al., 2008). Para el modelo de
elementos de frontera, la rejilla consta de 970 voxeles con una distancia inter–voxel de 1.1 cm.
– Datos simulados: Se consideraron dipolos radiales singulares con magnitud unitaria y ubicados
en posiciones igualmente distribuidas. El nu´mero de dipolos simulados para el modelo esfe´rico
es de 108 y para el BEM de 133. Para un dipolo con coordenadas (a, b, c) y una esfera con centro
(0, 0, 0), el momento esta´ dado por:
ed =
(a, b, c)√
(a2 + b2 + c2)
Para cada dipolo simulado, se calcula el EEG resultante en 32 electrodos ubicados de acuerdo
con el sistema 10 − 20. Se adiciona ruido blanco gaussiano bajos los siguientes SNR: 5, 10, 15
y 25 dB. Para cada uno de los dipolos simulados y para cada SNR, se simulan 100 repeticiones
donde la diferencia entre repeticiones es el vector de ruido aditivo.
– Estimacio´n de la densidad de corriente: Para cada registro de potencial simulado, se estimo´ la
densidad de corriente en cada uno de los voxeles usando cada una de las soluciones inversas:
WMNE, LORETA y sLORETA, descritas en la seccio´n 2.2.3.
– Regularizacio´n: Con el fin de analizar el efecto de la regularizacio´n en las soluciones, se aplican
los tres me´todos tanto sin regularizacio´n como con regularizacio´n. En el u´ltimo caso, se usa
regularizacio´n de Tijonov y el para´metro de regularizacio´n o´ptimo se calcula mediante el me´todo
de validacio´n cruzada generalizada (GCV) descrito en la seccio´n 2.2.2.
– Medida de error: Una vez se tienen las estimaciones de las densidades de corriente, se encuentra
la posicio´n del ma´ximo global. El error de localizacio´n esta´ basado en la distancia entre la
ubicacio´n del ma´ximo global rdipmax y la posicio´n real rdip del dipolo simulado.
ED = ‖rdipmax − rdip‖
El error de localizacio´n se usa como funcio´n de costo para comparar las diferentes soluciones
inversas, su respuesta ante diferentes condiciones de ruido y el efecto de la regularizacio´n en la
solucio´n. En vez de analizar las diferencias en cada una de las ubicaciones de los dipolos simu-
lados, e´stos fueron agrupados en tres capas constituidas por: fuentes superficiales, intermedias
y profundas. Las Figuras 5.1 y 5.2 muestran las capas individuales en las que yacen los dipolos
y la forma en que esta´n agrupadas. Las capas esta´n distanciadas entre s´ı por el doble de la
resolucio´n del espacio solucio´n, es decir 2 cm para el modelo esfe´rico y 2.2 cm para BEM. Las
cruces rojas representan las fuentes cercanas a la superficie, las cruces negras representan las
fuentes que se encuentran en la parte intermedia del modelo de la corteza y las cruces azules
representan las fuentes profundas.
El error medido para las fuentes dentro de cada regio´n se promedia entregando un valor de
error promedio por regio´n. Estos valores son los que se usan para comparar entre las diferentes
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soluciones inversas (Grech et al., 2008).
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Figura 5.1: Capas individuales en las que yacen las fuentes simuladas para el modelo esfe´rico. Fuentes
superficiales: + (57 en total), fuentes intermedias: + (37 en total) y fuentes profundas: + (14 en total).
5.3 Resultados
En esta seccio´n se presentan los resultados de la comparacio´n de desempen˜o entre los diferentes
algoritmos implementados: WMNE, LORETA y sLORETA desde el punto de vista de su error de
localizacio´n (ED). Los errores se presentan discriminados de acuerdo con las capas en las que esta´n
ubicados los dipolos y el SNR de la sen˜al.
5.3.1 Modelo esfe´rico de tres capas
En el caso sin regularizacio´n, Tabla 5.2 y Figura 5.3, las soluciones dadas por MNSV D y WMNE
presentan los ED ma´s altos en todas las capas y para todos los SNR analizados, mostrando un
comportamiento muy parecido entre s´ı.
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Figura 5.2: Capas individuales en las que yacen las fuentes simuladas para el modelo BEM. Fuentes super-
ficiales: + (71 en total), fuentes intermedias: + (47 en total) y fuentes profundas: + (15 en total).
LORETA sin regularizacio´n tiene el mejor desempen˜o en las capas intermedia y profunda para el
mayor nivel de ruido aditivo, SNR = 5, mostrando gran capacidad para localizar fuentes profundas
en presencia de niveles altos de ruido. Sin embargo, en los dema´s casos su desempen˜o se encuentra
por debajo del de sLORETA.
El algoritmo sLORETA presenta los menores ED entre las soluciones inversas evaluadas, mejorando
su desempen˜o en condiciones de poco ruido (SNR = 25).
Con relacio´n al desempen˜o por capas, en todos los algoritmos analizados el ED tiende a ser mayor
para los dipolos ubicados en la capa profunda.
Al aplicar regularizacio´n (Tabla 5.3 y Figura 5.4), el ED disminuye para todos las soluciones
inversas analizadas. Para la capa superficial, el desempen˜o de MNSVD, WMNE y LORETA es similar
para todos los niveles de ruido (Figura 5.4(a)), mientras que sLORETA va disminuyendo su error
a medida que el nivel de ruido es menor. Para las capas intermedia y profunda (Figuras 5.4(b) y
5.4(c)), LORETA y sLORETA toman distancia de las soluciones dadas por MNSV D y WMNE. En
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la capa intermedia, LORETA presenta los menores ED para los niveles ma´s altos de ruido, SNR = 5
y 10, pero en la capa profunda sLORETA presenta siempre el mejor desempen˜o entre los algoritmos
evaluados.
SNR/dB 5 10 15 25
Capa
MNSV D Superficial 4.29± 0.49 2.88± 0.36 1.96± 0.21 1.44± 0.03
Intermedia 6.27± 0.45 5.67± 0.45 4.61± 0.43 2.86± 0.16
Profunda 6.37± 0.42 6.24± 0.39 6.28± 0.43 5.46± 0.35
WMNE Superficial 4.52± 0.50 3.06± 0.37 2.00± 0.24 1.41± 0.02
Intermedia 6.35± 0.49 5.85± 0.46 4.73± 0.48 2.85± 0.20
Profunda 6.35± 0.39 6.35± 0.48 6.16± 0.50 5.34± 0.40
LORETA Superficial 3.82± 0.45 2.45± 0.29 1.60± 0.17 1.25± 0.02
Intermedia 5.19± 0.48 4.24± 0.47 2.73± 0.36 0.96± 0.11
Profunda 5.37± 0.39 5.25± 0.48 4.65± 0.50 2.27± 0.40
sLORETA Superficial 3.23± 0.45 1.54± 0.28 0.64± 0.13 0.04± 0.03
Intermedia 5.55± 0.45 4.04± 0.48 1.90± 0.32 0.07± 0.04
Profunda 5.96± 0.49 4.99± 0.61 2.99± 0.67 0.28± 0.19
Tabla 5.2: ED para los algoritmos sin regularizacio´n empleando el modelo esfe´rico.
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
9
10
SNR (dB)
ED
 (c
m)
 
 
MNSVD
WMNE
LORETA
sLORETA
(a) Capa superficial.
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
9
10
SNR (dB)
ED
 (c
m)
 
 
MNSVD
WMNE
LORETA
sLORETA
(b) Capa intermedia.
0 5 10 15 20 25 30
0
1
2
3
4
5
6
7
8
9
10
SNR (dB)
ED
 (c
m)
 
 
MNSVD
WMNE
LORETA
sLORETA
(c) Capa profunda.
Figura 5.3: ED para los algoritmos sin regularizacio´n empleando el modelo esfe´rico.
Se observa tambie´n que el error de localizacio´n para LORETA se disminuye notablemente al aplicar
regularizacio´n. Sin embargo, se presenta una excepcio´n para la capa superficial con el nivel de ruido
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ma´s bajo, SNR = 25, en cuyo caso se obtiene menor error para LORETA sin regularizacio´n.
SNR/dB 5 10 15 25
Capa
MNSV D Superficial 1.80± 0.18 1.58± 0.12 1.50± 0.09 1.43± 0.02
Intermedia 3.22± 0.22 3.01± 0.19 2.77± 0.14 2.60± 0.06
Profunda 5.04± 0.32 4.85± 0.26 4.71± 0.23 4.65± 0.27
WMNE Superficial 1.75± 0.19 1.54± 0.10 1.45± 0.06 1.39± 0.02
Intermedia 3.42± 0.31 2.97± 0.19 2.71± 0.12 2.50± 0.05
Profunda 5.33± 0.33 4.94± 0.28 4.33± 0.21 3.41± 0.10
LORETA Superficial 1.77± 0.09 1.56± 0.05 1.43± 0.03 1.30± 0.02
Intermedia 1.81± 0.19 1.32± 0.11 1.00± 0.09 0.75± 0.05
Profunda 3.33± 0.33 2.70± 0.28 2.16± 0.21 1.56± 0.10
sLORETA Superficial 1.34± 0.11 0.88± 0.09 0.46± 0.07 0.02± 0.02
Intermedia 2.28± 0.17 1.46± 0.13 0.81± 0.09 0.03± 0.03
Profunda 2.69± 0.41 1.30± 0.27 0.63± 0.17 0.02± 0.04
Tabla 5.3: ED para los algoritmos con regularizacio´n empleando el modelo esfe´rico.
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Figura 5.4: ED para los algoritmos con regularizacio´n empleando el modelo esfe´rico.
5.3.2 Modelo de elementos de frontera
En la Tabla 5.4 y la Figura 5.5 se presentan los errores de localizacio´n para las soluciones inversas
sin regularizacio´n empleando el modelo BEM, discriminados de acuerdo con la capa en la que esta´n
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los dipolos simulados. El desempen˜o de MNSV D, comparado con el obtenido para el modelo esfe´rico,
SNR/dB 5 10 15 25
Capa
MNSV D Superficial 6.60± 0.56 4.77± 0.45 3.01± 0.32 1.92± 0.04
Intermedia 8.13± 0.43 7.55± 0.46 6.46± 0.44 3.84± 0.20
Profunda 7.85± 0.46 7.84± 0.49 7.66± 0.42 6.88± 0.44
WMNE Superficial 9.54± 0.29 8.92± 0.34 7.95± 0.36 6.02± 0.25
Intermedia 9.59± 0.18 9.45± 0.20 9.14± 0.25 7.99± 0.27
Profunda 8.89± 0.22 8.90± 0.27 8.84± 0.21 8.58± 0.18
LORETA Superficial 8.03± 0.30 7.25± 0.36 6.35± 0.34 5.14± 0.19
Intermedia 8.41± 0.23 8.27± 0.27 7.95± 0.30 6.89± 0.32
Profunda 8.29± 0.22 8.23± 0.27 8.29± 0.21 8.26± 0.18
sLORETA Superficial 5.81± 0.54 3.58± 0.47 1.54± 0.28 0.10± 0.04
Intermedia 7.78± 0.50 6.42± 0.54 4.12± 0.53 0.34± 0.15
Profunda 7.58± 0.59 6.91± 0.74 4.85± 0.80 0.91± 0.34
Tabla 5.4: ED para los algoritmos sin regularizacio´n empleando el modelo BEM.
presenta una notable mejor´ıa con el modelo BEM mientras que las soluciones dadas por WMNE y
LORETA muestran un desempen˜o inferior. Sin embargo, en la capa profunda (Figura 5.5(c)) los
errores de localizacio´n de MNSV D son ma´s altos que en las otras capas y se acerca ma´s a WMNE y
LORETA que a sLORETA.
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Figura 5.5: ED para los algoritmos sin regularizacio´n empleando el modelo BEM.
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Los algoritmos WMNE y LORETA presentan tendencias de desempen˜o similares para el modelo
BEM, aunque los ED obtenidos por LORETA son menores que los de WMNE en todas las capas y
para todos los niveles de ruido. Indiscutiblemente, es sLORETA el que presenta el menor ED en todas
las capas, disminuyendo a medida que el nivel de ruido es ma´s bajo.
Los resultados obtenidos con el modelo BEM aplicando regularizacio´n se muestran en la Tabla 5.5
y en la Figura 5.6.
SNR/dB 5 10 15 25
Capa
MNSV D Superficial 2.62± 0.22 2.18± 0.16 2.02± 0.10 1.91± 0.03
Intermedia 4.31± 0.27 3.88± 0.21 3.62± 0.18 3.35± 0.07
Profunda 6.42± 0.33 6.23± 0.36 6.06± 0.30 5.86± 0.26
WMNE Superficial 9.49± 0.29 8.88± 0.34 7.91± 0.37 6.02± 0.24
Intermedia 9.55± 0.18 9.41± 0.21 9.11± 0.25 7.98± 0.27
Profunda 8.87± 0.20 8.88± 0.22 8.82± 0.21 8.57± 0.18
LORETA Superficial 7.89± 0.32 7.17± 0.35 6.31± 0.34 5.14± 0.19
Intermedia 8.33± 0.25 8.21± 0.28 7.88± 0.30 6.86± 0.33
Profunda 8.28± 0.20 8.24± 0.22 8.31± 0.21 8.27± 0.18
sLORETA Superficial 1.48± 0.10 0.90± 0.08 0.44± 0.07 0.01± 0.01
Intermedia 2.04± 0.14 1.22± 0.11 0.59± 0.09 0.01± 0.02
Profunda 1.91± 0.32 1.03± 0.22 0.37± 0.13 0.00± 0.02
Tabla 5.5: ED para los algoritmos con regularizacio´n empleando el modelo BEM.
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Figura 5.6: ED para los algoritmos con regularizacio´n empleando el modelo BEM.
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Al igual que en el caso anterior, MNSVD es el algoritmo con el segundo mejor desempen˜o despue´s
de sLORETA, sin embargo se mantiene la tendencia a localizar mejor las fuentes superficiales.
Por su parte, para WMNE y LORETA con el modelo BEM los efectos de la regularizacio´n no son
notorios, presentando ED muy similares a los obtenidos sin regularizacio´n.
5.4 Discusio´n
Las soluciones inversas distribuidas tienen como objetivo fundamental resolver el problema inverso que,
para este caso, se convierte en sub–determinado al tener un nu´mero de soluciones infinitas. Para ello,
se emplean diferentes suposiciones tanto anato´micas como matema´ticas y estad´ısticas. Sin importar
la complejidad de sus implementaciones fisiolo´gicas o matema´ticas, la validez de estas soluciones se
evalu´a por su capacidad para entregar soluciones fisiolo´gicamente significativas (Cacioppo et al., 2007).
Diferentes comparaciones entre soluciones inversas distribuidas han sido realizadas. En (Pascual-
Marqui, 1999) se compara el desempen˜o entre LORETA, MNE, WMNE y otras soluciones inversas
lineales distribuidas, reportando que aunque LORETA es capaz de localizar la fuente en un espacio
3D, sus soluciones pueden ser poco definidas. En otra simulacio´n (Pascual-Marqui, 2002), se compara
el error de localizacio´n de sLORETA, MNE y un me´todo tomogra´fico descrito por (Dale et al., 2000) y
se encuentra que sLORETA obtiene el menor error de localizacio´n sin importar la presencia o ausencia
de ruido.
De acuerdo con los resultados presentados en este cap´ıtulo, se puede afirmar que cuando se localiza
una sola fuente, la solucio´n dada por sLORETA regularizada produce los menores errores de local-
izacio´n entre los algoritmos comparados (Tablas 5.3 y 5.5). Sin embargo, como es conocido, sLORETA
provee u´nicamente la posicio´n de la fuente mientras que las dema´s soluciones implementadas proveen
adema´s una estimacio´n de su orientacio´n.
El error de localizacio´n se define como la diferencia entre la posicio´n de la fuente simulada con
respecto al ma´ximo del mo´dulo del vector de densidad de corriente estimado. El uso de este concepto
obedece a razones histo´ricas y pra´cticas, dado que el mo´dulo es la magnitud que se visualiza en la
reconstruccio´n de las fuentes cerebrales (Grave-de-Peralta et al., 2009). Sin embargo, debido a que el
argumento para emplear soluciones inversas distribuidas es precisamente que e´stas pueden localizar
mu´ltiples fuentes activas, el error de localizacio´n no se deber´ıa considerar como una forma natural para
evaluar estas soluciones (Michel et al., 2004). Adema´s, la suposicio´n de que la localizacio´n perfecta
de una sola fuente, es decir error de localizacio´n cero, implica la localizacio´n precisa de cualquier
combinacio´n de fuentes no es cierta, pues el ED es una funcio´n no lineal de los datos y por lo tanto el
principio de superposicio´n no aplica. Por lo tanto, la evaluacio´n de las soluciones inversas distribuidas
se considera como un tema abierto en este campo (Wendel et al., 2009).
Por otro lado, cuando se comparan las soluciones obtenidas para los modelos de cabeza esfe´rico
y BEM, se muestra que se presentan menores errores de localizacio´n con el modelo esfe´rico de tres
capas (secciones 5.3.1 y 5.3.2). Este resultado podr´ıa explicarse por el hecho de que la solucio´n
anal´ıtica del problema directo dada por el modelo esfe´rico, produce matrices de ganancia M mejor
condicionadas que las asociadas a la solucio´n nume´rica dada por el modelo BEM, y por lo tanto
ma´s fa´ciles de regularizar (Baillet, 1998). Adicionalmente, se observa que los algoritmos que ma´s
disminuyen su desempen˜o con el empleo del modelo BEM son WMNE y LORETA (Tablas 5.4 y 5.5)
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pues sus matrices de ponderacio´n dependen de las columnas de la matriz de ganancia M que, al ser
peor condicionada para este caso, afectan las soluciones inversas entregadas por los algoritmos.
6. Conclusiones y trabajo futuro
En este cap´ıtulo se presentan las conclusiones del desarrollo de este trabajo, as´ı como las futuras l´ıneas
de trabajo.
6.1 Conclusiones
– Se desarrollo´ una metodolog´ıa de localizacio´n de fuentes basada en norma mı´nima con regula-
rizacio´n mediante filtracio´n espectral (MNSV D). Esta metodolog´ıa fue evaluada para sen˜ales
EEG reales, entregando una solucio´n en concordancia con el diagno´stico que el especialista hizo
sobre el registro. Dentro de este ana´lisis, se propuso el empleo del criterio de la varianza para
seleccionar la fuente que mejor representaba el potencial medido en la superficie, pero e´ste no
permitio´ obtener mejores resultados que el uso del criterio de la magnitud. Si bien la metodolog´ıa
incorporo´ un esquema de regularizacio´n robusto, su desempen˜o en conjunto tiene falencias en la
localizacio´n de fuentes profundas. Este estudio expresa la necesidad de incorporar informacio´n
a priori en la solucio´n del problema inverso cuando se emplean modelos distribuidos.
– La comparacio´n entre las soluciones inversas distribuidas dadas por MNSV D, WMNE, LORETA
y sLORETA, se hizo para diferentes niveles de ruido y con dipolos simulados ubicados a dife-
rentes profundidades dentro del cerebro. Como resultado, todos los me´todos analizados siguieron
la tendencia de presentar errores de localizacio´n mayores cuando el nivel de ruido era alto y
menores a medida que crec´ıa el SNR. En general, la aplicacio´n de regularizacio´n permitio´ que
las soluciones inversas disminuyeran sus errores de localizacio´n. La solucio´n dada por sLORETA
regularizada fue la que presento´ los menores errores de localizacio´n para los dos modelos de
cabeza empleados. Estos resultados confirman lo que se presenta en el estado del arte respecto
a las soluciones inversas evaluadas.
– Los modelos inversos distribuidos basados en norma mı´nima deben adicionar mayor informacio´n
fisiolo´gica a priori, con el fin de hacer una representacio´n ma´s realista y definida de la distribucio´n
de corrientes dentro del cerebro. Adicionalmente, la forma de evaluacio´n del desempen˜o de estos
modelos debe basarse en el total de densidades de corriente estimadas y no u´nicamente en el
punto de mayor intensidad, pues de lo contrario se estar´ıa empleando un me´todo de evaluacio´n
que contradice el principio ba´sico de las soluciones distribuidas.
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6.2 Futuras l´ıneas de trabajo
– Preprocesamiento: Como se vio en el Cap´ıtulo 4, la solucio´n al problema inverso empleando
sen˜ales EEG reales, requiere la seleccio´n cuidadosa del segmento de ana´lisis, con el fin de que
e´ste contenga la menor cantidad de artefactos posible. Dado que el empleo de sen˜ales reales
siempre trae consigo la incorporacio´n de ruido al ana´lisis, se hace necesario el preprocesamiento
de los datos con el fin de disminuir el efecto que estas sen˜ales indeseadas puedan generar en la
solucio´n del problema inverso. La adecuacio´n de la sen˜al requiere la aplicacio´n de algoritmos
que permitan extraer el subespacio de sen˜al, apartando el subespacio de ruido. Los algoritmos
que comu´nmente se usan en esta etapa se basan en la separacio´n ciega de fuentes.
– Modelos realistas de cabeza: Los modelos realistas de la cabeza tratan de determinar la loca-
lizacio´n exacta de la fuente, eliminando el sesgo que generan los modelos esfe´ricos. La geometr´ıa,
las conductividades de los tejidos y la ubicacio´n de los electrodos, son los tres aspectos principales
a tener en cuenta en la eleccio´n de un modelo de cabeza.
– Para´metro de regularizacio´n o´ptimo: La aplicacio´n de restricciones a la solucio´n del problema
inverso, en la forma de un esquema de regularizacio´n, conduce a disminuir los errores de lo-
calizacio´n. Sin embargo, la influencia que los diferentes me´todos de seleccio´n del para´metro de
regularizacio´n tienen sobre el desempen˜o de los algoritmos, au´n no esta´ clara. Dado lo anterior,
se debe evaluar co´mo la escogencia de una estrategia de regularizacio´n afecta la solucio´n del
problema inverso sub–determinado.
– Esquema multi–resolucio´n: Mediante los esquemas de estimacio´n multi–resolucio´n se puede
alcanzar mayor precisio´n en la localizacio´n de la fuente, disminuyendo la sensibilidad al modelo
de la cabeza. Estos esquemas deben mantener un muestreo espacial creciente y constante, as´ı
como aplicar una estrategia de regularizacio´n, que se ajuste en cada iteracio´n al nuevo espacio
de fuentes solucio´n.
– Ana´lisis espacio–temporal : El ana´lisis realizado en este trabajo se basa en soluciones inversas
instanta´neas, es decir que el problema es esta´tico. Como trabajo futuro se busca incorporar
informacio´n temporal que describa la dina´mica presente en las fuentes generadoras del EEG.
A. Preliminares fisiolo´gicos de la actividad
cerebral
En este cap´ıtulo se describira´ la fisiolog´ıa del EEG. Se hara´ una revisio´n de los mecanismos presentes
en la generacio´n de potenciales de accio´n neuronales y potenciales post-sina´pticos tanto excitatorios
como inhibitorios, as´ı como su influencia en la generacio´n de la sen˜al electroencefalogra´fica. Pos-
teriormente se dara´ una breve explicacio´n de las condiciones necesarias para la adquisicio´n de los
registros electroencefalogra´ficos y finalmente se introducira´n aspectos relacionados con la epilepsia y
sus manifestaciones neurolo´gicas.
A.1 Neurofisiolog´ıa
El sistema nervioso central esta´ constituido esencialmente por ce´lulas nerviosas, o neuronas, y ce´lulas
gliales. Tı´picamente, el cerebro humano contiene 1010 neuronas aproximadamente. El taman˜o y forma
de las neuronas var´ıa pero todas poseen la misma subdivisio´n anato´mica. El soma o cuerpo celular
contiene el nu´cleo de la ce´lula. Las dendritas, provenientes del soma y ramificadas de forma repetida,
se especializan en recibir entradas de otras ce´lulas nerviosas. A trave´s del axo´n, se env´ıan los impulsos
a otras neuronas. El final del axo´n esta´ dividido en ramas que forman sinapsis con otras neuronas. La
sinapsis es una interfaz especializada entre dos ce´lulas nerviosas. La sinapsis consta de una hendidura
entre una neurona presina´ptica y otra postsina´ptica. Al final de las ramificaciones que se originan
en el axo´n, la neurona presina´ptica contiene pequen˜as protuberancias redondeadas que contienen la
sustancia neurotransmisora (So¨rnmo y Laguna, 2005).
Una neurona genera una pequen˜a cantidad de actividad ele´ctrica. Esta pequen˜a cantidad no puede
ser captada por los electrodos superficiales, ya que es opacada por otra actividad ele´ctrica proveniente
de grupos de neuronas adyacentes. Cuando un gran grupo de neuronas esta´ activo de forma simulta´nea,
la actividad ele´ctrica es lo suficientemente grande para ser captada por los electrodos en la superficie
y as´ı generar el EEG. La actividad ele´ctrica se puede modelar como un dipolo de corriente. El flujo de
corriente origina un campo ele´ctrico y tambie´n un campo de potencial dentro de la cabeza humana.
El campo ele´ctrico y el campo de potencial se difunden hasta la superficie de la cabeza y un electrodo
en una cierta ubicacio´n puede medir el potencial (Lopes da Silva y van Rotterdam, 2005).
En descanso el ambiente intracelular de una neurona esta´ polarizado negativamente en aproxi-
madamente −70 mV comparado con el ambiente extracelular. La diferencia de potencial se debe a
una distribucio´n desigual de los iones de Na+, K+ y Cl− a trave´s de la membrana celular. Esta dis-
tribucio´n desigual se mantiene por las bombas de iones Na+ y K+ ubicadas en la membrana celular
(Hallez et al., 2007).
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La tarea de la neurona es procesar y transmitir las sen˜ales. Esto se hace mediante una cadena alter-
nante de sen˜ales ele´ctricas y qu´ımicas. Las neuronas activas secretan un neurotransmisor, que es una
sustancia qu´ımica, en el lado sina´ptico. Las sinapsis esta´n localizadas principalmente en las dendritas
y el cuerpo celular de la ce´lula postsina´ptica. Una neurona postsina´ptica tiene un gran nu´mero de
receptores en su membrana que son sensibles a este neurotransmisor. El neurotransmisor en contacto
con los receptores cambia la permeabilidad de la membrana para los iones cargados. Existen dos clases
de neurotransmisores. Por un lado existen neurotransmisores que permiten que las sen˜ales proliferen.
Estas mole´culas causan una entrada de iones positivos. Entonces tiene lugar la despolarizacio´n del
espacio intracelular. Una despolarizacio´n significa que la diferencia de potencial entre los ambientes
intra y extracelular disminuye. En vez de −70 mV la diferencia de potencial se convierte en −40 mV.
Esta despolarizacio´n tambie´n se denomina un potencial postsina´ptico excitatorio (EPSP –excitatory
postsynaptic potencial). Por otro lado existen neurotransmisores que detienen la proliferacio´n de las
sen˜ales. Estas mole´culas causara´n una salida de iones positivos. Entonces se detecta una hiperpo-
larizacio´n en el volumen intracelular. Una hiperpolarizacio´n significa que la diferencia de potencial
entre los ambientes intra y extracelular aumenta. Este cambio de potencial tambie´n se denomina un
potencial postsina´ptico inhibitorio (IPSP –inhibitory postsynaptic potencial). Hay un gran nu´mero
de sinapsis de diferentes neuronas presina´pticas en contacto con una neurona postsina´ptica. En el
cuerpo celular todas las sen˜ales EPSP e IPSP se integran. Cuando una despolarizacio´n neta del com-
partimiento intracelular en el cuerpo celular alcanza cierto umbral se genera un potencial de accio´n.
Entonces el potencial de accio´n se propaga a lo largo del axo´n hacia otras neuronas (Lopes da Silva y
van Rotterdam, 2005).
A.2 La sen˜al electroencefalogra´fica
La actividad colectiva de la corteza cerebral se denomina usualmente como ritmo debido a que
comu´nmente las sen˜ales medidas muestran un comportamiento oscilatorio y repetitivo. La activi-
dad de una neurona cortical simple no puede ser medida en el cuero cabelludo debido a las capas
gruesas de tejido (fluidos, hueso y piel) los cuales atenu´an la sen˜al ele´ctrica cuando se propaga hacia
el electrodo. Sin embargo, las corrientes extracelulares de las neuronas individuales se adicionan y
la activacio´n simulta´nea de una poblacio´n de neuronas puede resultar en una corriente macrosco´pica
que es lo suficientemente grande para ser detectada como las diferencias de potencial en la superficie
de la cabeza. Adema´s de la actividad simulta´nea en una poblacio´n de neuronas, existe el requisito de
que las neuronas este´n organizadas de forma regular con los ejes principales de los a´rboles dendr´ıticos
ma´s o menos paralelos entre s´ı. Si este no es el caso las corrientes de las neuronas individuales se
pueden cancelar unas con otras. Para la generacio´n de corrientes macrosco´picas, el alineamiento de las
dendritas apicales es ma´s favorable para las neuronas piramidales en la capa IV de la corteza cerebral
y e´stas son consideradas como el generador primario del EEG (So¨rnmo y Laguna, 2005; Lopes da
Silva y van Rotterdam, 2005).
La amplitud de la sen˜al EEG se relaciona con el grado de sincron´ıa con el cual las neuronas
corticales interactu´an. La excitacio´n sincronizada de un grupo de neuronas produce una sen˜al de gran
amplitud en el cuero cabelludo ya que las sen˜ales originadas en las neuronas individuales se suman
de forma coherente en el tiempo. La repeticio´n de la excitacio´n sincro´nica resulta en una sen˜al EEG
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r´ıtmica, consistente de formas de onda de gran amplitud que ocurren con cierta tasa de repeticio´n. Por
otra parte, la excitacio´n as´ıncrona de las neuronas resulta en un EEG de forma irregular con formas
de onda de baja amplitud. En ambos casos, la excitacio´n puede comprender un nu´mero ide´ntico de
neuronas, pero, dependiendo de la dispersio´n temporal de la entrada a las neuronas, resultan diferentes
amplitudes del EEG (Mart´ınez y Rojas, 1990).
La frecuencia, o tasa de oscilacio´n de un ritmo EEG es parcialmente sostenido por la actividad
de entrada del ta´lamo. Esta parte del cerebro esta´ constituida por neuronas que poseen propiedades
de marcapasos, las cuales tienen la actividad intr´ınseca de generar un patro´n r´ıtmico de disparo auto
sostenido. Otra razo´n para el comportamiento r´ıtmico es la interaccio´n r´ıtmica entre las neuronas
corticales de una regio´n espec´ıfica de la corteza. En el u´ltimo caso, no hay una funcio´n de marcapaso,
sino que el ritmo es una expresio´n de un mecanismo de retroalimentacio´n que ocurre en el circuito
neuronal (Bear et al., 1996).
Los ritmos de baja amplitud y alta frecuencia reflejan a un cerebro activo asociado con un estado
de alerta o cuando se esta´ son˜ando, mientras que las sen˜ales de gran amplitud y baja frecuencia se
asocian con estados de somnolencia o cuando se duerme sin la aparicio´n de suen˜os. Esta relacio´n
es lo´gica, debido a que cuando la corteza esta´ procesando informacio´n de forma ma´s activa, ya sea
por una entrada sensora o por algu´n proceso interno, el nivel de actividad de las neuronas corticales
es relativamente alto pero igualmente desincronizado (So¨rnmo y Laguna, 2005). En otras palabras,
cada neurona, o un grupo muy pequen˜o de neuronas resulta envuelto vigorosamente en un aspecto
ligeramente diferente de una tarea cognitiva compleja; dispara de forma ra´pida, pero no de forma
simulta´nea con la mayor´ıa de sus vecinos. Esto conduce a una baja sincron´ıa, de forma que la
amplitud del EEG es baja. En contraste, durante el suen˜o profundo, las neuronas corticales no esta´n
procesando informacio´n, y una gran cantidad de ellas esta´n f´ısicamente excitadas por una entrada
r´ıtmica comu´n. En este caso la sincron´ıa es alta, de forma que la amplitud del EEG es grande (Bear
et al., 1996).
El significado de los diferentes ritmos cerebrales en su mayor´ıa continu´a inexplicable, aunque
varias hipo´tesis se han planteado. A pesar de esta laguna en el entendimiento, la cuantificacio´n de las
caracter´ısticas del ritmo del EEG ha demostrado ser una te´cnica cl´ınica extremadamente u´til para el
estudio de los estados funcionales del cerebro (So¨rnmo y Laguna, 2005).
A.2.1 Ritmos del EEG
Las sen˜ales registradas a trave´s del cuero cabelludo, en general, tienen amplitudes que oscilan entre
unos pocos microvoltios hasta aproximadamente 100 µV y un contenido de frecuencia entre 0.5 a 30−40
Hz. Los ritmos del EEG han sido clasificados convencionalmente dentro de cinco bandas de frecuencia.
La interpretacio´n de estas bandas en te´rminos de normalidad o anormalidad es relativa y depende
de la edad y estado mental del sujeto. Por ejemplo, el EEG de un recie´n nacido es sustancialmente
diferente del de un adulto y tiene, en general, un contenido de frecuencia considerablemente mayor.
Las bandas de frecuencia indicadas a continuacio´n son de cierta forma muy amplias, sin embargo,
proveen una categorizacio´n cl´ınicamente u´til de los diferentes ritmos (Niedermayer, 2005b).
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Ritmo delta, < 4 Hz. El ritmo delta t´ıpicamente se encuentra durante el suen˜o profundo y tiene
gran amplitud. Usualmente no se observa en un adulto normal despierto, pero puede indicar dan˜o
cerebral o la presencia de alguna enfermedad cerebral (encefalopat´ıa).
Ritmo theta, 4− 7 Hz. El ritmo theta ocurre durante el adormecimiento y durante ciertas etapas
del suen˜o.
Ritmo alpha, 8− 13 Hz. Este ritmo es el ma´s prominente en sujetos normales que esta´n relajados
y despiertos con los ojos cerrados; la actividad es suprimida cuando se abren los ojos. La amplitud
del ritmo alpha es mayor en las regiones occipitales.
Ritmo beta, 14 − 30 Hz. Este es un ritmo ra´pido de baja amplitud, asociado con una corteza
activada y que puede ser observada durante ciertas etapas del suen˜o tambie´n. El ritmo beta se
observa principalmente en las regiones frontales y centrales.
Ritmo gamma, > 30 Hz. El ritmo gamma se relaciona con un estado activo de procesamiento de
la corteza cerebral. Al usar un electrodo localizado sobre el a´rea sensorimotora y utilizar una te´cnica
de grabacio´n de alta sensibilidad, el ritmo gamma puede ser observado durante los movimientos de
los dedos.
La mayor´ıa de los ritmos previamente descritos pueden persistir por varios minutos, mientras que
otros ocurren so´lo durante unos pocos segundos, tal como el ritmo gamma. Es importante notar que
un ritmo no se presenta de forma constante, sino que una sen˜al irregular arr´ıtmica puede prevalecer
durante largos intervalos de tiempo.
A.2.2 Formas de onda del EEG
Las formas de onda en el EEG son reconocidas principalmente por su forma y de manera secundaria
por su frecuencia. Estas incluyen ondas que pueden ser normales o anormales segu´n su contexto (como
las espigas y ondas afiladas).
Espigas y ondas agudas. Las espigas y ondas agudas (SSW –Spikes and Sharp Waves) son formas
de onda transitorias que sobresalen entre las de la actividad de fondo del EEG con un patro´n temporal
irregular e imprevisible (actividad parox´ıstica). Su presencia indica un comportamiento neuronal
extran˜o comu´nmente encontrado en pacientes que sufren de crisis epile´pticas (Niedermayer, 2005a).
Debido a su relacio´n con los ataques epile´pticos, las SSW se les refiere como interictales debido a que
ocurren entre eventos ictales o eventos epile´pticos.
La definicio´n cl´ınica de las SSW es ambigua, pero ambos tipos de forma de onda generalmente se
caracterizan por un arranco´n inicial muy empinado. Una espiga se diferencia de una onda aguda por
su duracio´n: una espiga tiene una duracio´n dentro del rango de 20 − 70 ms, mientras que una onda
aguda dura de 70− 200 ms. Aunque la morfolog´ıa de la forma de onda es esencialmente monofa´sica,
no es extran˜o observar formas de onda bi o trifa´sicas. La morfolog´ıa de la forma de onda depende,
naturalmente, de la ubicacio´n del electrodo en el cuero cabelludo.
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Las espigas ocurren como eventos aislados o en varios tipos de secuencias. Tales secuencias se las
conoce colectivamente como complejos espiga–onda, y cada complejo consiste de una espiga seguida de
una onda lenta. Los complejos espiga–onda ocurren con tasas de repeticio´n que oscilan entre menos de
3 a 6 Hz; la taza de repeticio´n puede relacionarse con diferentes interpretaciones me´dicas. Un ejemplo
de complejos espiga–onda se muestra en la Figura A.1.
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Figura A.1: Sen˜al EEG multicanal con complejos espiga–onda.
Ciertos artefactos en un EEG normal pueden ser confundidos con SSW. Por ejemplo, la actividad
card´ıaca puede interferir con el EEG hasta el grado de que un latido card´ıaco (particularmente las
ondas del complejo QRS ) puede ser confundido con una espiga.
Ritmos del suen˜o. El cerebro tiene tres estados funcionales esenciales: vigilancia, suen˜o sin
movimiento ra´pido de los ojos (REM –rapid eye movement), y suen˜o con REM. Los dos estados
del suen˜o, comu´nmente conocidos como suen˜o no–REM y suen˜o REM, suceden varias veces durante
una noche. El suen˜o no–REM es un estado de espera asociado con el descanso del cerebro y de las
funciones corporales. Los ritmos EEG lentos de gran amplitud durante un suen˜o no–REM indican
un alto grado de sincron´ıa de las neuronas corticales subyacentes. Este estado del suen˜o se le puede
subdividir en cuatro etapas del suen˜o relacionadas con el grado de profundidad del suen˜o, como se
describe en la Tabla A.1.
Usualmente ocurre una cantidad de formas de onda transitorias, las cuales son caracter´ısticas de
las diferentes etapas del suen˜o: ondas del vertex, husos del suen˜o y complejos K, ver Tabla A.1. Las
ondas del vertex ocurren durante las etapas tempranas del suen˜o y constituyen la respuesta a est´ımulos
externos tales como sonidos. Las espigas del suen˜o son ra´fagas de actividad similar a la alpha con una
duracio´n de 0.5− 1 s. Los complejos K pueden ser vistos como la fusio´n de los husos del suen˜o y las
56 A. Preliminares fisiolo´gicos de la actividad cerebral
Etapa del suen˜o Profundidad del suen˜o Formas de onda
1 Somnolencia De ritmos alfa marginados a ondas del vertex
2 Suen˜o liviano Ondas del vertex, husos, complejos K
3 Suen˜o profundo Ritmos muy lentos, complejos K, algunos husos
4 Suen˜o muy profundo Ritmos muy lentos, algunos complejos K
REM Suen˜o REM Desincronizacio´n con frecuencias ma´s ra´pidas
Tabla A.1: Caracter´ısticas esenciales de las cuatro etapas del suen˜o no–REM y el suen˜o REM (Niedermayer,
2005c).
ondas del vertex.
El suen˜o REM corresponde a un cerebro activo, probablemente ocupado en son˜ar. Por esto no es
sorprendente que el EEG se asemeje mucho al de un cerebro despierto y que se presenten ritmos beta.
Una caracter´ıstica prominente del suen˜o REM es que los ojos, con los pa´rpados cerrados, se mueven
ra´pidamente con un patro´n irregular. Estos movimientos oculares producen un patro´n de diente de
sierra en el EEG cuando los electrodos se encuentran cerca de los ojos.
EEG ictal. Durante un ataque epile´ptico al EEG se le refiere como EEG ictal, manifestado por un
ritmo anormal con un incremento su´bito de amplitud.El inicio de un ataque epile´ptico tambie´n se ha
asociado con un cambio su´bito en el contenido de frecuencia que normalmente evoluciona en un ritmo
con un patro´n de ondas afiladas. El EEG ictal puede tener una gran variabilidad entre los ataques,
dificultando su deteccio´n tanto de forma manual como automa´tica.
A.2.3 Adquisicio´n del EEG
El registro del EEG en la rutina cl´ınica comu´nmente se realiza durante hora y media en un salo´n
relativamente oscuro y silencioso. Durante este periodo, se le pide al paciente que abra y cierre los
ojos para estudiar los cambios en el EEG relacionados con la luz. Al final de la investigacio´n, se usan
dos me´todos de activacio´n para provocar formas de onda asociadas con la epilepsia. En un me´todo
de activacio´n, se le pide al sujeto que respire ra´pida y profundamente (hiperventilacio´n), y en el otro
me´todo que este´ enfrente de una luz estrobosco´pica a una tasa de 1− 25 Hz (estimulacio´n fo´tica). La
privacio´n del suen˜o representa otro tipo de me´todo de activacio´n que tambie´n puede ser considerado.
Los elementos principales a tener en cuenta durante la adquisicio´n de sen˜ales EEG son:
Habitacio´n de registro. Las sesiones de grabacio´n usualmente se realizan en una habitacio´n aislada
de campos ele´ctricos y magne´ticos externos, sin embargo, los amplificadores modernos pueden rechazar
estos efectos. Durante el procedimiento de grabacio´n el sujeto debe evitar movimientos que puedan
causar la aparicio´n de artefactos en un registro.
Electrodos y esquemas de ubicacio´n. Los electrodos ma´s apropiados para el EEG superficial
son los de Ag–AgCl que evitan un sesgo en el potencial debido a la polarizacio´n de los electrodos. Para
obtener un buen contacto con impedancia inferior a 5 kΩ entre el electrodo y la superficie de la piel,
la piel debe ser limpiada con e´ter o alcohol para remover la grasa o la suciedad. Tambie´n se utilizan
A.2. La sen˜al electroencefalogra´fica 57
soluciones salinas o gel para los electrodos con el fin de mejorar la conduccio´n de los potenciales entre
la piel y la superficie del electrodo.
El esquema ma´s comu´n para la ubicacio´n de los electrodos es el llamado sistema 10–20 (Jasper,
1958), Figura A.2, para el cual se pueden ubicar electrodos adicionales entre los ba´sicos. De acuerdo
con este esquema se deben medir tres distancias: la distancia entre los dos puntos preauriculares, la
distancia entre el nasio´n (puente de la nariz) y el inio´n (base del hueso occipital), ambos a trave´s del
vertex, y la circunferencia entre los u´ltimos dos puntos del cra´neo. Estas distancias se dividen en pro-
porcio´n 10-20-20-20-20-10% en ambos ejes ortogonales y en la circunferencia, con lo cual se construye
una malla sobre la superficie de la cabeza en la cual los electrodos se ubican en las intersecciones.
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Figura A.2: Esquema de ubicacio´n de electrodos en el sistema 10–20.
De acuerdo con el esta´ndar de la Federacio´n Internacional de Neurolog´ıa Cl´ınica (IFCN) para el
registro digital de sen˜ales EEG (Nuwer et al., 1998), la amplificacio´n y adquisicio´n de los canales
debe ser disponible para por lo menos 24 canales EEG. Para la remocio´n de artefactos tambie´n se
registran las sen˜ales electro oculogra´ficas. En la actualidad, la forma ma´s comu´n de ubicar el arreglo de
electrodos sobre el cuero cabelludo es utilizar un gorro con los electrodos fijados en e´l. Estos gorros (o
cascos) se encuentran disponibles con diferente nu´mero de electrodos (19, 32, 64 y hasta 256 electrodos)
y en diferentes taman˜os, incluyendo para nin˜os. Tales dispositivos pueden ser ubicados y removidos
ra´pidamente, causando el mı´nimo de incomodidad. Esto u´ltimo es especialmente importante para
experimentos psico–fisiolo´gicos, cuando se necesitan registros de larga duracio´n. Estos gorros proveen
automa´ticamente la ubicacio´n de los electrodos con la distancia entre electrodos apropiada.
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Electrodos de referencia. Una de las cosas ma´s importantes a tener en cuenta en el registro de
sen˜ales EEG es la ubicacio´n de los electrodos de referencia con relacio´n a los cuales se miden los poten-
ciales ele´ctricos cerebrales. Los electrodos de referencia se deben ubicar en una zona presuntamente
inactiva.
Frecuentemente, este punto es el lo´bulo auricular izquierdo o derecho, o ambos. Si se utiliza un
lo´bulo auricular como referencia, la topograf´ıa de los ritmos EEG es muy cercana a la verdadera, pero
hay un decremento sistema´tico de la amplitud en los electrodos que se encuentran cerca del punto de
referencia. Si se utilizan ambos lo´bulos, este tipo de asimetr´ıa se evita, pero se distorsiona la forma
del EEG debido a los flujos de corriente ele´ctrica en el alambre que los une. Esto afecta las corrientes
intracraneales que forman los potenciales del EEG. Adema´s de esto, se puede observar un EEG de
baja amplitud en las dos a´reas temporales.
Alternativamente, el EEG puede ser grabado con cualquier electrodo de cuero cabelludo como
referencia, y entonces la referencia promedio es calculada como la media de todos los electrodos. Esto
evita todo tipo de asimetr´ıa y permite que los registros EEG de diferentes laboratorios puedan ser
comparados. Sin embargo, en algunos casos, el uso de una referencia comu´n puede revelar ritmos
fuera de su localizacio´n real. Algunas veces el registro de dipolos se usa cuando el potencial es medido
entre dos electrodos activos. Este esquema es bueno para la localizacio´n exacta de algunos cambios
de potencial locales, por ejemplo en los focos de actividad patolo´gica (Lehmann, 1987).
Para´metros para la adquisicio´n y almacenamiento de EEG digital. Para la adquisicio´n y
almacenamiento de datos EEG (segu´n los esta´ndares de la IFCN) se recomienda una tasa de muestreo
mı´nima del convertidor ana´logo–digital de 200 Hz (Nuwer et al., 1998). La conversio´n ana´logo a digital
debe realizarse por lo menos con una resolucio´n de 12 bits con el fin de que se puedan visualizar
diferencias de hasta 0.5 µV. Mientras sea posible, se debe utilizar un filtro pasa bajas de 0.16 Hz o
menos para el registro. Se debe evitar el uso de frecuencias superiores a la anterior, salvo que se deban
realizar estudios cl´ınicos espec´ıficos o especializados. Un filtro ranura de 50 o´ 60 Hz deber´ıa estar
disponible, pero su uso de rutina no es muy comu´n. La interferencia entre canales debe ser inferior al
1% o de 40 dB o ma´s.
Calibracio´n. La calibracio´n es necesaria para determinar la amplitud exacta de la sen˜al EEG y
para evaluar el ruido del amplificador y otros posibles artefactos producidos por e´ste as´ı como por los
cables de conexio´n. Usualmente se generan sen˜ales senosoidales, triangulares y pulsos rectangulares
de amplitud conocida para el propo´sito de calibracio´n a trave´s de circuitos especiales en la entrada
del amplificador principal del electroencefalo´grafo. La sen˜al de calibracio´n entonces pasa a trave´s de
gran parte del camino de la sen˜al EEG en el sistema de registro. Los impulsos de calibracio´n deben
ser grabados y luego usados para medir la verdadera amplitud del EEG y para evaluar el ruido del
equipo en el ana´lisis cuantitativo del EEG. El software moderno usualmente incluye comparaciones
automa´ticas de la sen˜al EEG y las sen˜ales de calibracio´n mostrando los valores de los potenciales
ele´ctricos cerebrales reales.
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A.3 La epilepsia
La epilepsia es un grupo de condiciones neurolo´gicas, cuya caracter´ıstica comu´n y fundamental son las
crisis epile´pticas recurrentes y usualmente no provocadas. Las crisis epile´pticas, a su vez, representan
las manifestaciones cl´ınicas (signos y s´ıntomas) que resultan de los patrones de disparo excesivos,
s´ıncronos y anormales de las neuronas que esta´n localizadas predominantemente en la corteza cerebral.
Tal actividad parox´ıstica usualmente es intermitente y auto-limitada. Sin embargo, no existe una
definicio´n de epilepsia definitiva (Engel y Pedley, 2007).
Las crisis epile´pticas se manifiestan de diferentes formas dependiendo de donde se ubica el origen
(foco) de la actividad ele´ctrica y como se van involucrando las diferentes a´reas del cerebro de forma
sucesiva durante una crisis. El foco epile´ptico se define por un grupo de neuronas cuya funcionalidad
se perjudica, mientras las otras a´reas involucradas durante una crisis por lo general son normales.
La interaccio´n entre las sen˜ales excitatorias y las inhibitorias esta´ correctamente balanceada en
condiciones normales. Sin embargo, se cree que un desequilibrio entre las dos actividades es una causa
importante de epilepsia. En particular, los neurotransmisores son fundamentales en la causa de este
desequilibrio; si los neurotransmisores excitatorios esta´n muy activos o los inhibitorios no esta´n lo
suficientemente activos, la probabilidad de una crisis aumenta. Como resultado, se generara´n ra´fagas
descontroladas de actividad ele´ctrica.
Algunas crisis son dif´ıciles de observar y so´lo resultan en confusio´n mental menor, mientras que
otras causan pe´rdida de conciencia, aunque casi nunca originan dan˜o permanente o la muerte. Las
crisis comu´nmente son eventos recurrentes a una tasa altamente variable, que van desde pocas crisis
durante toda la vida a algunas decenas durante un d´ıa. La duracio´n de cada crisis va desde unos
segundos a unos minutos. De acuerdo al sitio en el que se origina la descarga, las crisis se clasifican
ba´sicamente en dos grandes grupos: parciales y generalizadas. Las crisis pertenecientes al primer
grupo esta´n relacionadas con un so´lo foco epile´ptico, mientras que para el segundo grupo esto no
aplica. Como resultado, ciertas crisis parciales pueden tratarse mediante un procedimiento quiru´rgico
en el que se remueve una pequen˜a parte de la corteza. Este procedimiento debe estar precedido por
investigaciones extremadamente exhaustivas con el fin de asegurar que la ubicacio´n del foco epile´ptico
esta´ delimitado de forma precisa.
La epilepsia es ocasionada por mu´ltiples condiciones patolo´gicas tales como dan˜o cerebral, golpes,
tumores cerebrales, infecciones y factores gene´ticos. La gran mayor´ıa de pacientes epile´pticos tiene,
sin embargo, una etiolog´ıa desconocida (So¨rnmo y Laguna, 2005).
A.3.1 Manifestaciones electroencefalogra´ficas
Desde el punto de vista electroencefalogra´fico, los elementos caracter´ısticos de la epilepsia son los
siguientes: espigas (o puntas), ondas agudas, ondas lentas parox´ısticas, complejos espiga-onda lenta.
Todos estos feno´menos tienen la caracter´ıstica de presentarse en rachas. Cabe recordar que existen
otros feno´menos parox´ısticos, como son los brotes que se presentan durante la somnolencia, al despertar
y durante la hiperventilacio´n en los nin˜os en condiciones normales (Mart´ınez y Rojas, 1990).
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Crisis parciales
Sus manifestaciones cl´ınicas dependen del sitio de la descarga, de aqu´ı que estas crisis sean muy
variadas; pueden ser motoras, es decir, caracterizadas por movimientos convulsivos en determinada
parte del cuerpo. En otras ocasiones la crisis consiste en desviaciones de la mirada y de la cabeza.
Cuando la descarga ocurre a nivel de la corteza parietal, la crisis se manifiesta por alteraciones
sensoriales, tales como hormigueo o adormecimiento. Como las funciones del lo´bulo temporal son
mu´ltiples, diversas porciones del mismo pueden dar origen a sintomatolog´ıa muy variada; as´ı por
ejemplo, la descarga que se origina en su parte superior, puede manifestarse cl´ınicamente en forma de
ve´rtigos. La corteza occipital cuando tiene algu´n proceso irritativo se expresa en forma de luces.
Con frecuencia las crisis parciales pueden llegar a generalizarse en forma secundaria cuando se
proyecta la descarga de algu´n foco irritativo localizado en determinada zona de la corteza cerebral
hacia el tallo, donde se generaliza la descarga a los dos hemisferios en forma simulta´nea. A esta u´ltima
variedad se le conoce con el nombre de crisis parcial secundariamente generalizada, como se ejemplifica
en la Figura A.3 (Mart´ınez y Rojas, 1990).
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Figura A.3: Sen˜al EEG mostrando una crisis parcial secundariamente generalizada.
Crisis generalizadas
Sus manifestaciones cl´ınicas tambie´n son variables y tienen variantes de acuerdo a la edad del paciente;
as´ı por ejemplo en los nin˜os se pueden presentar ausencias de algunos segundos de duracio´n, durante
los cuales no se da cuenta de lo que sucede. Estos feno´menos se pueden repetir en mu´ltiples ocasiones
durante el d´ıa y a veces se acompan˜an de algunos movimientos clo´nicos, o de pe´rdida del tono muscular.
La Figura A.4 muestra un EEG que fue registrado durante el inicio de una crisis generalizada (Mart´ınez
y Rojas, 1990).
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Figura A.4: Sen˜al EEG mostrando el inicio de una crisis generalizada a partir de los 2 s.
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B.1 Art´ıculos en revistas especializadas
– Metodolog´ıa de localizacio´n de fuentes electroencefalogra´ficas en epilepsia focal empleando el
criterio de la varianza, V. Montes, E. Giraldo y C. Acosta. Revista Scientia et Technica, An˜o
XV, No. 41, Pa´gs. 327–332, Mayo 2009.
http://www.utp.edu.co/php/revistas/ScientiaEtTechnica/docsFTP/20156327-332.pdf
– Electroencephalographic source localization through distributed source models based on minimum
norm estimates, V. Montes, E. Giraldo, G. Castellanos y A´. Orozco. Revista Ingenier´ıa e
Investigacio´n. En preparacio´n.
B.2 Ponencias en eventos cient´ıficos y tecnolo´gicos
– Comparacio´n de me´todos para solucionar el problema inverso en EEG, V. Montes, E. Giraldo,
C. Acosta y A´. Orozco. Memorias del XIV Simposio de Tratamiento de Sen˜ales, Ima´genes y
Visio´n Artificial. Pereira, Colombia. Septiembre de 2009.
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