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A one-to-one partial right translation of a semigroup S is a one-to-one 
partial transformation p of S whose domain is a left ideal and which has the 
property that for each a E Ap, x E S, (xa)p = x(ap). The set 3 of all one-to-one 
partial right translations of S is an inverse semigroup which reflects many of 
the properties of S. The construction of 9 gives rise to a functor from a 
category of semigroups to the category of inverse semigroups. The first two 
sections deal with the effect of this functor on objects and morphisms 
respectively. In the third section, the functor is applied to show that the 
category of right cancellative monoids and, so-called, permissible homo- 
morphisms is naturally equivalent to a category of O-simple inverse semi- 
groups. The category of O-simple inverse semigroups is explicitly described. 
This result can be considered as an analog to Clifford’s theorem which 
describes the structure of a bisimple inverse monoid in terms of its right unit 
subsemigroup. 
1. ONE-TO-ONE PARTIAL RIGHT TRANSLATIONS OF A SEMIGROUP 
DEFINITION 1.1. Let S be a semigroup. Then a pada right translation p 
of S is a partial mapping of S such that 
(1) Ap, the domain of p, is a left ideal of S; 
(2) for all a E Ap, x E S, (xa)p = x(ap). 
Because of (1) and (2), the set PRT(S) of partial right translations of S is 
easily seen to be a subsemigroup of the semigroup of all partial transformations 
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of S. In this paper, we shall be mainly interested in the semigroup S of 
one-to-one partial right translations of S. This is easily seen to be an inverse 
subsemigroup of PRT(S). 
DEFINITION 1.2 (Schein [S]). A pair a, b of elements in an inverse semi- 
group S is compatible if ab-l and a-lb are both idempotents of S. A subset C of 
S is compatible if each pair of elements of C is compatible. 
The importance of compatible subsets rests on the fact [8], that if a subset I, 
of an inverse semigroup S, has an upper bound in S then I is compatible. 
DEFINITION 1.3 (Schein [S]). An inverse semigroup S is complete if 
each nonempty compatible subset I of S has a least upper bound VI in S. 
An inverse semigroup S is infinitely distributive if, when a subset I has a 
least upper bound VI in S then, for each a E S, aI and Iu both have least 
upper bounds in S and 
V (aI) = a VI, VW = (VI) a. 
A discussion of infinite distributivity in inverse semigroups will be found 
in [8]. 
DEFINITION 1.4. An element a in a partially ordered set X is join irre- 
ducible if, whenever a < VI for some subset I of X, which has a least upper 
bound in X, then a < b for some b E I. 
A partially ordered set X is join-generated by a nonempty subset I of X if 
each element of X is the least upper bound of a subset of I. 
PROPOSITION 1.5. Let S be a semigroup. Then 3 is a complete inJinitely 
distributive inverse semigroup which is join generated by its join irreducible 
elements. 
The set J(S) of join irreducible elements consists of the empty mapping q and 
those elements p is s whose domain is a principal left ideal of S. 
The semilattice of idempotents of 3 is isomorphic to the semilattice of all left 
ideals (including 0) of S. 
Proof. Vagner [lo] has shown that a subset I, of the symmetric inverse 
semigroup 9X on a set X, is compatible if and only if, considered as a set of 
relations on X, u I is in Yx . Hence, if I is a compatible subset of 9, p = 0 I 
is a one-to-one partial transformation of S. Since dp = lJ {dp, : pa E I}, Ap is 
a left ideal. Further, for each a E dp, x E S. 
(4P = WPa 7 where a E Ap, , 
= x(ap,) = x(q). 
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Hence p E S. This shows that S is complete. Similarly, it is easy to show that 
S is infinitely distributive. 
Let p E S\n and let L = Ap. For each a EL, we can define pa by Ap, = S1a 
and xp, = xp for each x E 9~. Then pa E S and p = (J (pa : a EL}. Hence if p 
is join irreducible, p = pa for some a EL; that is Ap is a principal left ideal of S. 
Conversely, suppose that Ap is a principal left ideal of S, say Ap = S1a 
for some a E S, and suppose p < V {pa: 01 E A} = c. Then Ap C Au = 
U {Ap,: 01 E A}; that is, a E Ap, for some a: E A. Further, up = ap, for this 01 
and so, for each x E Sla, xp = xp,; that is, p < pa . Hence p is join irreducible. 
We have seen, above, that every p E S is a join of elements with principal 
left ideals as domains, or else is the empty mapping. Hence S is join generated 
by J(S). 
Finally, since S is an inverse subsemigroup of 9s , it is easy to see that the 
semilattice of idempotents of S is isomorphic to the semilattice of left ideals 
of s. 
Proposition 1.5 shows that the nonzero join irreducible elements of S are 
precisely those elements of S whose domain is a principal left ideal. If 
Ap = Sla then p is completely determined by b = up. The next lemma gives 
useful necessary and sufficient conditions for the existence of p E 3 such 
that up = b. 
DEFINITION 1.6. Let S be a semigroup and let a, b E S. Then a%*b if 
and only if a and b are B-related in some over semigroup T of S. 
It is well-known that, for regular elements a, b E S, a&!*b if and only if 
a9b. The proof of Lemma 1.7 shows that 9?* is an equivalence on S, for any 
semigroup S. 
LEMMA 1.7. Let S be a semigroup and let a, b E S. Then the following 
conditions are equivalent. 
(1) a9?*b; 
(2) for all x, y E S, xa = ya if and only if xb = yb; 
(3) there exists p E 3 such that up = b. 
Proof. Suppose (1). Then a = bt, b = at’ for some t, t’ E T and some 
over semigroup T of S. Then xa = ya implies xut’ = yat’, that is, xb = yb 
for x, y E 9; and xb = yb implies xbt = ybt, that is, “xa = ya for ~,y E S. 
Suppose (2). Define p by Ap = Ba and 
(xa)p = xb for all XE 9. 
Then, by (2), p is well defined and one-to-one. Further, from its definition, 
p E S and ap = b. 
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Suppose (3). Let n, denote the mapping S -+ S defined by XT, = xa 
for all x E 9. Then r, , and also q, are in PRT(9). Further in PRT(S1), 
rap = vb and dually 7r, = rr,p-l. Hence z-,5&q,. But S N {n,: a E S} so 
that PRT(9) is, up to isomorphism, an over semigroup of S in which aBib. 
COROLLARY 1.8. Let S be a semigroup and let p E S. If a E Ap and a and 
ap are regular then agap. 
COROLLARY 1.9. Let S be a regular semigroup and let p E S. Then asap for 
all a E Ap. 
COROLLARY 1.10. Let S be a semigroup and let a, b E S. Then the identity 
mapping on 9a is 5B-related in S to the identity mapping on 9b if and only if 
aB?* 0 dPb. Thus 9?* ~TZ=LZoB?*onS. 
The next result shows that, up to isomorphism, S contains all inverse 
subsemigroups of S. We can use this to characterize regular semigroups for 
which S is a semilattice. 
PROPOSITION 1 .l 1. Let S be an inverse subsemigroup of a semigroup T. For 
each a E S de$ne p,, by 
Ap, = Taa-l and xp, = xa for all x E Taa-I. 
The mapping p: a H pa is a one-to-one homomorphism of S into T. The image Sp 
of S is contained in J(T). 
Proof. The argument used in the proof of the Preston-Vagner representa- 
tion theorem for inverse semigroups [2, Theorem 1.201 carries over directly 
to prove that p is a homomorphism and is one-to-one. From the definition, 
each pa E J(T). 
COROLLARY 1.12. Let e be an idempotent in a semigroup S. Then the 
Z-class of S, which contains the identity mapping on Se, is isomorphic to H, , 
the Z-class of e in S. 
Proof. By Proposition 1.11, the mapping p defined by hp = ph for each 
h E H, is a one-to-one homomorphism of H, into the &‘-class K of pe , the 
identity map on Se. 
Conversely, let k E K; then Ak = Vk = Se so that h = ekWe, by 
Corollary 1.9. Further, Se = AR = Vk = (Se)k = Sh so that hZe. Hence 
h E H, and, xk = xek = xh for all x E Se. Thus k = ph E H,p. 
THEOREM 1.13. Let S be a regular semigroup. Then S is a semilattice if and 
only if S is a semilattice of left zero semigroups. 
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Proof. By Corollary 1.9, S is a semilattice if and only if no two distinct 
elements of S are .!?2-equivalent. 
Suppose S is such a semigroup. Then, by Proposition 1.11, S does not 
contain a copy of the bicyclic semigroup. Thus each principal factor is a 
completely O-simple semigroup on which 2$? is trivial. By the Rees theorem, it 
is easy to see that such a semigroup is a left zero semigroup, with zero adjoined. 
Hence S is a semilattice of left zero semigroups. 
Conversely, such a semigroup has trivial g-classes. 
The join irreducible elements of S are restricted right multiplications and 
so are closely allied to S. In general, however, j(S) is not a subsemigroup of 
S, although it is closed under inverses. 
PROPOSITION 1.14. Let S be a semigroup. Then J(S) is a semigroup ;f and 
only if, for all a, b E S, either Sa n 96 = q or 9a n Sb = SC for some 
c E s. 
Proof. Suppose that J(S) is a semigroup and let a, b E S. Then the 
identity maps e1 , <.a on Sla and 9b are in J(S). Thus urea E J(S) and so its 
domain is either empty or is a principal left ideal of S. Because lima has 
domain Sla n Sib this means that either Sla n 9b = 0 or 9a n 9b = SC 
for some c E S. 
Conversely, let pr have domain S1a and let pZ have domain Sb and suppose 
plpz +- 0. Then 
x E Aplpz o x = ya and y(ad E APS for some y E 9 
c. x = ya and y(ap,) E Sl(ap,) n Sb = SC 
for some y E 9. 
e-x =ya and Y(apd = xc for some y, z E S 
and c such that Sl(ap) n Sib = SC. 
Since c E Sl(ap,), there exists u E 9 such that c = u(apl). Then x E Ap,p, 
implies x == ya, y(ap,) = .zu(apl). By Lemma 1.7, the last equation implies 
ya = zzla so that x E Sua. On the other hand x E Sua implies x E Ap, and 
xp, E Slu(ap,). But Slu(ap,) = SC C Sib so that xpl E Ap, _ Hence x E Ap,p,. 
Thus Ap,p, = Sua is principal and so p1p2 is join irreducible. 
Whenever S satisfies the hypotheses of Proposition 1.14, the semigroup 
J(S) can be described explicitly in terms of S. 
PROPOSITION 1.15. Let S be a semigroup and suppose that, for each a, b E S 
either Sa n S1b = 0 or S’a n Sb = Sk for some c E S. For each a E S 
choose a representative of L, , if a, b E S are such that Sa n 9b # 0, let 
a A b denote the representative element such that Sla n 96 = 9(a A b). 
Further, for each a, b E S choose elements a * b and b * a in S such that 
a A b = (a * b)b = (b * a)a. 
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Then the set ((a, b) E S x S: aB*b} together with a symbol 0 forms an 
inverse semigroup under the multiplication 
(a, bk 4 = (Cc * b)a, (b * 44, if SbnSc # 0, 
= 0, otherwise, 
and all other products equal to 0, where we define (a, 6) = (c, d) e c = ua, 
d = ub, a = vc, b = vdfor some u, VES l. This semigroup is isomorphic to 
J(S). 
Proof. For each (a, b) E S x S such that aB*b define p(a, b) by 
&(a, b) = Sla and xap(a, 6) = xb for all x E 9. Then, by Lemma 1.7, 
p(a, b) E J(S). Direct calculation shows that, dp(a, b) p(c, d) # 0 if and only 
if Sb n Sk # 0 and, if this is the case, dp(a, 6) p(c, d) = Sl(c c b)a. 
Further, for each x E 9, 
Hence 
x(c * 6) ap(a, b) p(c, d) = x(c * b) bp(c, d) 
= x(b * c) cp(c, d) = x(b * c)d. 
Aa, b) P(C, 4 = P((C * b)a, (b * c)d), if 9bnSC # 0, 
= El, if SlbnS4 = 17. 
This shows that the map given by (a, 6) w p(a, 6) and 0 w q is a homo- 
morphism into J(S). Further, if p E J(S) has domain 9a then p == p(a, ap) 
so the map is onto. 
Finally, p(a, 6) = p(c, d) if and only if c = ua, d = ub, a = vc, b = vd 
for some u, v E S. Hence the map (a, 6) w p(a, b), 0 M 0 is an isomorphism. 
The multiplication in Proposition 1.15 is precisely that in Clifford’s 
theorem [l] on the structure of bisimple inverse monoids. Thus we have the 
following result. 
PROPOSITION 1.16. Let S = S be a right cancellative monoid in which 
the intersection of principal left ideals is either empty or a principal left ideal. 
Then J(S) is isomorphic to the 0-bisimple inverse monoid with right unit sub- 
semigroup S. 
There are many interesting examples of semigroups in which the inter- 
section of principal left ideals is either empty or is a principal left ideal. For 
example, this is true of inverse semigroups, the full transformation semigroup 
YX on a nonempty set X, and completely O-simple semigroups. In the case 
of S = YX, J(S) ru YX (Example 3). In th e case of inverse semigroups, we 
have the following strengthened version of Proposition 1.14, which is really a 
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disguised version of the Preston-Vagner representation theorem for inverse 
semigroups. 
THEOREM 1.17. Let S be a semigroup in which the intersection of principal 
left ideals is principal. Then the nonzero elements of J(S) form an inverse semi- 
group. 
Conversely, every inverse semigroup is isomorphic to J(S)\(O) for some semi- 
group S in which the intersection of principal left ideals is a principal left ideal. 
2. THE BEHAVIOR OF HOMOMORPHISMS 
Let S and T be semigroups and let 19 be a homomorphism from S into T. 
In this section, we are interested in the relationship induced between S and p 
by 8. 
DEFINITION 2.1. Let S be a semigroup and let (a, b), (c, d) E S x S. 
Then (a, b) - (c, d) if and only if, for all x, y E 9, xa = yc if and only if 
xb = yd. A subset I of S x S is permissible if, for all pairs (a, b), (c, d) in 1, 
(a, b) - (c, 4. 
Thus, if 1 is a nonempty permissible subset of S x S, then (a, b) - (a, b) 
for each (a, b) E I. That is, for all x, y E S, 
xa = ya if and only if xb = yb. 
By Lemma 1.7, the latter condition holds if and only if a B*b. 
DEFINITION 2.2. Let S be a semigroup and let I be a subset of S x S. 
Then I is S-invariant if and only if, for all (a, b) E I and all s E S, (sa, sb) E I. 
LEMMA 2.3. Let S be a semigroup and let I be a permissible subset of S x Si 
Then {(sa, sb) E S x S: s E S, (a, b) E I} is an S-invariant permissible subset of 
s x s. 
Proof. By definition, 
SI = {(sa, sb) E S x S: s E 9, (a, b) EI} 
is clearly S-invariant. Suppose that (sa, sb), (tc, td) E SlI, where (a, b), 
(c, d) E I. Then 
x(m) = y(tc) e (xs)a = (yt)c 
t> (xs)b = (yt)d 
e x(sb) = y(td). 
since I is permissible 
Hence (~a, sb) N (tc, td). This shows that SiIis permissible. 
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An element OL E S can be considered in two ways: either as an operator on a 
left ideal of S or as a relation on S. In the next proposition, we consider 
elements of S as relations on S. 
PROPOSITION 2.4. Let S be a semigroup. Then 3 is precisely the set of 
S-invariant permissible subsets of S x S. 
Proof. Let p E S\{O} and let (a, b), (c, d) E p; that is, b = ap, d = cp. 
Then xa = yc, for x, y 6 S, implies xb = x(ap) = (xa)p = (yc)p = 
y(cp) = yd. Conversely, since p E S\(O) implies (b, a), (d, c) E p-l E 3, 
xb = yd implies xa = yc. Hence p is permissible. Further, since dp is a left 
ideal of S and (xa)p = x(ap) for all x E S, a E dp, (a, b) E p implies (xa, x0) E p. 
Thus p is S-invariant. 
Conversely, suppose that 1 is a nonempty S-invariant permissible subset of 
S x S and define p by 
dp ={aES:(a,b)EIforsomebES} and ap = b if (a, b) E 1. 
Then, first, p is well defined since (a, b), (a, c) in I implies 1 a = 1 a and 
so, since (a, b) N (a, c), 1 . b = 1 . c; that is, b = c. Similarly, (a, b), (c, b) E p 
implies a = c so that p is one-to-one. Further, since I is S-invariant, a E dp, 
x E S implies (xa, x(ap)) ~1. That is xa E dp and (xa)p == x(ap). Hence 
p&3. 
The empty set is exactly the graph of the empty one-to-one partial right 
translation so the result is proved. 
Suppose that 0 is a homomorphism of a semigroup S into a semigroup T. 
Then B gives rise to a mapping 8: 2sxs + 2=XT defined by 
10 = {(ae, be): (a, b) ~1). 
In general 8 need not map S-invariant subsets of S x S onto T-invariant 
subsets of T x T. However, this is done by the mapping e” where 
Id = {(t(d), t(b0)): (a, 6) ~1, t E Tl}. 
DEFINITION 2.5. Let S and T be semigroups and let 8: S + T be a 
homomorphism. Then 0 is a permissible homomorphism if 0 obeys the following 
two conditions. 
(1) &*b implies aeB*be; 
(2) Tl(aB) n Tl(bB) = T1(S1a n Slb)B 
for all a, b E S. 
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THEOREM 2.6. Let B be a homomorphism of a semigroup S into a semigroup T. 
Then the mapping 4 dejined by 
pd = {(t(d), t(be)) E T x T: (a, 6) E p, t E T1} 
is a homomorphism 3 + p if and only if 0 is a permissible homomorphism. 
Proof. Suppose that 6 is a homomorphism of S into F and let a, b E S. If 
a9*b then the mapping p defined by 
Ap = Sa and (xa)p = xb for all x E S1 
is in S. Hence p” = pd = {(t(dl), t(xb0)) E T x T: t E T1, x E S1} is in ?. But 
a@ = be so, by Lemma 1.7, a&%*be. 
Further, for any a, b E S, the identity mappings or and ~a on 9a and Sb, 
respectively, are both in S. Hence E# and ~~6 are both in 5? and .&fi = 
(Go&. But l 4 has domain Tl(aB), ~,e^ has domain Tl(bB) and, since QE~ has 
domain Sa n Sb, (&e^ has domain T1(S1a n 9b)B. Hence Tl(aO) r\ 
Tl(bB) = T1(S1a n Slb)O. 
Conversely, suppose 0 is permissible. Let I be a nonempty S-invariant 
permissible subset of S x S and let (a, b), (c, d) ~1. Then t = tl(ae) = ta(c8) 
implies t E Tl(aB) n Tl(cB). Thus, by the second condition in the definition of 
permissible homomorphisms t = x(ze) for some x E T1, x = ua = vc with 
U, v E S. Since (a, b) - (c, d), ua = vc implies ub = vd. 
Now (a, b) E I implies aB*b and so, by the first condition in the definition 
of permissible homomorphisms, a&%?*be. Thus x(&q&) = tl(ae) implies 
tl(be) = x(ub)O. Similarly, (c, d) ~1 implies &X*d so that ck%?*dO. Thus 
x(ve)(ce) = t,(ce) implies t,(de) = x(vd)O. Hence, since ub = vd, tl(be) = 
t,(dO). This shows that {(ae, be): (a, b) ~1) . is a p ermissible subset of T x T 
and therefore, by Lemma 2.3, Id is also permissible and T-invariant. Thus 4 
maps S into T. 
Now let p, (T E S. Then (x, y) E (pa)d implies x = t(d), y = t(M) for some 
(a, b) E dpa, t E T’. But (a, b) E Apa implies (a, c) E p, (c, b) E 0 for some 
c E S. This gives (t(d), t(cfl)) E pg, (t(ce), t(b0)) E OB and therefore 
(x, y) = (t(d), t(be)) E p&7. 
Hence (pa)d C p&d. 
On the other hand, suppose (x, y) E p&d. Then there exists z E T such that 
(x, z) E pd, (z, y) E ud. Th en x = t(d), z = t(b0) = +e), y = s(d0) for some 
s, t E T1 and (a, b) E p, (c, d) E 0. Now z = t(M) = s(ct?) implies, by the 
second condition for permissible homomorphisms, z = t,(ub)e = t,(vc)fl for 
some t, E T1 and u, v E S such that ub = vc. Since (a, b) E p, &*b and 
481/43/r-16 
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therefore a&%?*b0. Hence, by Lemma 1.7, t(M) = t,(zc@(M) implies t(a0) = 
ti(z&)(a0) = t,(ua)0 and similarly, since (c, d) E O, s(dB) = t,(ud)e. Hence 
(x, 4 = (tdwt t,w)e), where (ua, ub) E p, 
(2, Y) = m.44 hbw), where (UC, zA) E 0. 
But ub = vc implies (ua, v;‘d) E pa so that 
(x, Y) = (h(44 t,(vw) E ~4. 
Hence p&~ C (pa)4 and so pi%kl = (pa@. 
Remark 2.7. If S is regular or T is right cancellative then for any homo- 
morphism 8: S - T, aB*b implies aM*bO for all a, b E S. 
If S and T are inverse, then 
Tl(uO) n Tl(bB) = Tl(u-‘a)0 n Tl(b-lb)0 
= Tyu--%z-lb)e 
= Twe(u-w-lb)e 
= T1(S1u f-7 sqe. 
Hence, if S and T are inverse, every homomorphism 0: S -+ T is permissible. 
THEOREM 2.8. The mupping which associates with each inverse semigroup S 
the complete inverse semigroup 3 and, with each homomorphism 8: S + T of 
inverse semigroups, the complete homomorphism d : 3 -+ p is a functor. 
We shall consider this functor, and its applications, in more detail in a 
sequel to this paper. 
The following properties of d follow easily from the definition if 0: S + T 
is permissible. 
(2.9) d is complete; that is, if H has a least upper bound V H in S, then 
He^ has a least upper bound in T and 
(v H) 0 = v (Hd). 
(2.10) 6 maps J(S) into J(T). 
(2.11) If u&Z%0 implies u-Y%, then 4 is idempotent separating. 
(2.12) If each 9-class of T contains an element of SB, then S6l is a 
full inverse subsemigroup of p. 
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The investigations of this section can be summed up in the following 
theorem. 
THEOREM 2.13. The mapping, which associates with each semigroup S the 
semigroup S and with each permissible homomorphism 9: S -+ T the corresponding 
homomorphism 4: S + T, is a functor from the category of semigroups and 
permissible homomorphisms to the category of complete infinitely distributive 
inverse semigroups and complete homomorphisms. 
Because of (2.10), there is another functor from the category of semigroups 
and permissible homomorphisms to the category of inverse semigroups. 
COROLLARY 2.14. The mapping, which associates with each semigroup S the 
semigroup (J(S)) and with each permissible homomorphism 0: S --f T the 
homomorphism J(O) = e^ 1 (J(S)): (J(S)) + (J(T)), is a functor from the 
category of semigroups and permissible homomorphisms to the category of inverse 
semigroups. 
3. RIGHT CANCELLATIVE MONOIDS 
In this section, we are concerned with characterizing the inverse semigroup 
S when S is a right cancellative monoid. 
If S is a right cancellative monoid then, for each a ES, we can define a 
mapping pa by *P, = xa for each x E S. Right cancellativity in S ensures that 
pa is one-to-one. Further, for a, b E S, pnph = pob . Hence there is a one-to-one 
homomorphismrl, of S into S. 
LEMMA 3.1. Let S and T be right cancellative monoids and let 8: S + T 
be a monoid homomorphism. Then there is a complete homomorphism 4: S - T, 
such that the diagram 
s -*+ F 
1.5. 
T T 
VT 
S -% T 
commutes, if and only if 0 is permissible. 
If 0 is permissible, s^ is the unique complete homomorphism which makes the 
diagram commute. 
Proof. The fact, that the existence of 4 implies that 0 is permissible, 
follows by an argument like that used in the proof of Theorem 2.6. 
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Conversely, suppose that # exists, and let p E S. Then for each a E dp, 
;;pyip (xa)p = x(q) = xq$p,, . Hence p;‘pao < p and in fact, p = 
a 00 : a E dp}. Hence, since # is complete, 
PJb = v {(Paw (PO,) *: a E 44 
= v lP3%& a E A,> 
= {(W% GJW t E T, (a, a~> E p
= pd. 
Hence +!I = e^. 
LEMMA 3.2. Let S be a right cancellative monoid. Then 3 is a O-simple 
monoid with right unit subsemigroup SQ . The identity B-class of 3 is the set 
(ay;lbTs: a, b E S); it is exactly the set of nonzero join irreducible elements of ,!?. 
Proof. Let p be a nonzero member of S and let a E Ap. Then Sa C Ap 
and, for each x E Sla, xpelpn = x so that xpelpa = xpp-l. Hence pelpa < pp-I. 
But P<,P,~ is the identity mapping 1 on S, and thus is the identity of S. It 
follows that ~$1; that is, S is O-simple. 
For each a E S, papa1 = 1 so that 27~~ is contained in the right unit sub- 
semigroup of S. On the other hand, suppose that p E S and p91. Then p has 
domain S. Let a = Ip; then xp = x(lp) = xa for each x E S. Hence 
p := pn E SQ , 
Next, since pb91 and 
we have 
Pelf*(P;lfb)-l = PalPaP;$a = PalPa 
P,$b~P2Pa~Pfi1~l 
so that {p;‘pb: a, b E S> is contained in the identity 2%class D, of S. On the 
other hand, if ~521, there exists 093 such that ppp1 = 0-1~. But we have seen 
that a21 implies (T = p0 for some 01 E S. Thus Ap = do-l 2 Ap,; that is 
Ap = Sa is principal. 
We shall show that any p E S whose domain is a principal left ideal, is of the 
form p;‘p,, for some a, b E S. It follows from this that 
D, = {palpb: a, b E S) 
= I(S)\Kl)9 
which completes the proof. 
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Suppose Ap = Sa and let b = ap. Then, for each x E S, 
(xa)p = xb. 
But (xa)pilpb = ((xa)p;‘)pb = xpb = xb. Hence p = p;‘pb . 
COROLLARY 3.3. Let S be a right cancellative monoid, then the identity 1 
of 3 is join irreducible. 
LEMMA 3.4. Let S be an injkitely distributive inverse semigroup. If a 
Bclass D of S contains a join irreducible element then every element of D is join 
irreducible. 
Proof. Let a E D be join irreducible and suppose aa-l < V {x,: a E A}. 
Then a .(, V {x,a : a! E A} so that a < x,a for some (Y E A. Hence aa-l < 
x,aa-l < x, for some 01 E A. Hence aa-l and similarly, a-la is join irreducible. 
On the other hand, suppose au-l, for example, is join irreducible and let 
a < V {xa: a: E A}. Then aa-l < V {x,apl: a! E A} so that, because aa-l is join 
irreducible, aapl < x,a-l for some cx E A. This implies a < x,a-la < x, . 
Hence a is join irreducible. 
Now let b E D. Then there exists c E S such that aapl = cc-l, CC% = b-lb. 
Since a is join irreducible, so is aa-l = cc-l. Thus c is join irreducible, 
consequently so is c-k = b-lb. Hence b is join irreducible. 
Suppose that S is a O-simple inverse monoid and let 0 # x E 5’. Then there 
exist U, v E S such that 1 = UXV. Because 1 = uxv, u is a right unit of S and v 
is a left unit of S; thus v = w-l for some right unit w of S. Let y = u-lw; 
then yy-l = u-k so that ~91. Further, 
y = u-lw = u-llw = u-kxw-1w < x, 
so that there are elements of D, under x. 
A natural generalization of 0-bisimplicity is therefore the condition that 
every nonzero element is the join of elements in the identity 5%class. By 
Lemma 3.2, S has this property for each right cancellative semigroup S. 
As a result of Lemmas 3.1, 3.2, and 3.4, Theorem 2.13 can be stated in 
a more precise fashion for right cancellative semigroups. In order to state the 
the result succinctly, we introduce some notation. 
DEFINITION 3.5. We shall denote by 9I?%? the category whose objects are 
right cancellative monoids and whose morphisms are permissible monoid 
homomorphisms. 
We shall denote by 9.9’ the category whose objects are complete infinitely 
distributive O-simple inverse monoids, which have a join irreducible identity 
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and in which each nonzero element is the join of elements from the identity 
%class. The morphisms in 93sp are complete monoid homomorphisms. 
THEOREM 3.6. The mapping which associates to each right cancellative 
semigroup S, the inverse semigroup S and, to each permissible monoid homo- 
morphism 19: S + T, the homomrophism 8: S ---f T is a functor from 92% into 
99. 
The main result of this section is that the functor in Theorem 3.6 is an 
equivalence between 92% and 99. In order to prove this, we have to obtain 
a functor U: 9Y -+ 9W such that U(S) . is naturally isomorphic, in %%‘, to S 
A 
for each S E 95% and U(T) is naturally isomorphic, in gY’, to T for each 
TEBY. 
The functor U is easy to obtain. It assigns to S, its right unit subsemigroup 
and, to 8: S-t T, its restriction U(0) to U(S). It is clear that U(S) is in 55C 
and that U(0) is a monoid homomorphism. The corollary to the next lemma 
shows that U(0) is permissible. 
LEMMA 3.7 [4]. Let S be an inverse semigroup with right unit subsemigroup 
U. Then, for a, b, c, d, x, y in U, x-‘y < a-lbc-ld ;f and only sf there exist s, 
tESsuchthatx =sa,y = tdandsb = tc. 
COROLLARY 3.8. If S, T E 99 and 0: S---f T is a complete monoid 
homomorphism then U(0): U(S) + U(T) is permissible. 
Proof. Let z E U(T)ab n U(T)bB where a, b E U(S). Then z-la < 
(a-lab-lb)0 so that a-lab-lb # 0. Hence a-lab-lb = V {x-lx: x E U(S), 
x-lx .< a-labblb}. Because 8 is complete, this implies 
(a-labb’b)8 = V {(x0)-l(x0): x E U(S), x-lx < a-lab-lb}. 
Since a-?z belongs to the identity 9-class of T, it follows, from Lemma 3.4, 
that z-la is join irreducible. Hence ,6x < (x@)-~(x~) for some x E U(S) such 
that x-lx < a-labblb. 
By Lemma 3.7, x-lx < aplabblb implies x E U(S)a n U(S)b. Further, 
~-?a < (x-ix)8 implies, by Lemma 3.7, .a E U( T)(xB). Hence 
U(T)(aB) n U(T)(bB) C U(T)( U(S)a n U(S)b)B. 
The opposite inclusion is clear so that equality prevails and U(0) is per- 
missible. 
PROPOSITION 3.9. The class {Q: S --t ST,} is a natural equivalence between 
the identity functor on 99% and the composite of A and U. 
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Proof. Since S is a right cancellative monoid TV: S -+ ST, is an isomor- 
phism. Further, from the definition of 8, 
aysd = pad = ((t(xO), t(xa)O): t E T, x E S] 
= {(t, t(a0)): t E T} 
= foe = ahT 
for each a E S. Hence QU(@ = US- for each 0: S-j T in 9%; that is, 
{Q: S E P&?} is a natural equivalence. 
n 
The proof that U(T) is naturally isomorphic to T for each T E 99 is 
rather longer. We need some preliminary lemmas. 
LEMMA 3.10. Let SE BY with right unit subsemigroup U. Then, for 
a, 6, c, d E U, a-lbc-Id is idempotent if and only if sb = tc implies sa = td for 
s, t E u. 
Proof. Suppose a-lbc-Id is idempotent, and let sb = tc. Then, for 
x = sa, y = td, we have x-‘y < a-lbc-Id. Since a-V-Id is idempotent, this 
implies x-‘y is idempotent so that x = y. Hence sb = tc implies sa = td. 
Conversely, suppose sb = tc implies sa = td. Then, by Lemma 3.7, 
x-‘y < a-lbc-ld implies y = x. Hence, since S is join generated by its 
identity g-class, a-lbc-ld = V {e,: CL E A} where each e, is idempotent. 
Thus 
(a-1bc-1d)2 = V {e,: 01 E A} V {e,: a E A} 
= v {e,e,: a, /3 E A} since S is infinitely distributive 
= v {e,: a E A} 
= (a-lbc-Id); 
since {e,: (Y E A} C {e,e,: 01 E A} and e, 3 e,e, for all OL, /3 E A. Hence a-lbc-ld 
is idempotent. 
COROLLARY 3.11. Let S E BY. Then, for a, b, c, d E U(S), a-lb and c-ld 
are compatible if and only if (a, b) N (c, d). 
Proof. By definition, a-lb and c-ld are compatible if and only if 
(a-‘b)(c-2-l and (a-lb)(c-ld) are both idempotent. By Lemma 3.10, 
a-lbd-4 is idempotent if and only if sb = td implies sa = tc and b-lac-ld is 
idempotent if and only if sa = tc implies sb = td for all s, t E U(S). Hence 
a-lb and c-Id are compatible if and only if (a, b) N (c, d). 
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LEMMA 3.12. Let S, T E 99 and let 0 be a permissible monoid homo- 
morphism U(S) + U(T). Then there is a unique complete monoid homo- 
morphism & S + T such that the diagram 
S2-T 
U(S) --f-+ U(T) 
commutes. 
Proof. Let 0 # w E S; then w = V {a-lb: a, b E U(S), a-lb < w}. We 
define 
wt? = V {(aO)-l(bO): a, b E U(S), a-lb < w} 
and 00 = 0. 
Let u = V {a-lb: a, b E U(S), a-lb < u} and w = V {c-ld: c, d E U(S), 
c-id < w}. Then, since the elements x-‘y are join irreducible, x-‘y < uw if 
and only if x-ly < a-lbc-ld for some a-lb < U, c&d < w. By Lemma 3.7, 
x-ly < a-lbc-ld if and only if x = sa, y = td and sb = tc for some s, t E U(S). 
In this case, 
x-ly = a-Is-lid 
= a-ls-lsbc-lt-ltd since sb(tc)-l = I 
= (sa)-l(sb)(tc)-‘(td), 
where (sa)-l(sb) = a-4-4b < a-lb and (tc)-l(td) < c-ld. 
Hence 
{x-‘y: x, y < U(S), x-‘y < uw} = {x-‘y: x-ly < u}{x-4: x-ly < w}. 
It follows that 
(uw)O = v {(d-yye): x-‘y < uw} 
= v {(x&l(yf?): x-ly < u}{(xfy(yq: x-‘y < w) 
= V ((aO)-l(bO): a-lb < u} V {(co)-l(dO): c-ld < w} 
= ldwo, 
since T is infinitely distributive and, by Corollary 3.11, 8 maps compatible 
subsets to compatible subsets. Thus 0 is a homomorphism. 
The proof that 8 is complete is straightforward; it follows by a technique 
like that above. Finally, from its definition, t? is the only possible complete 
homomorphism which makes the diagram commute. 
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COROLLARY 3.13. For each S E 9Y, there is a unique isomorphism 6,: S + 
U(S) such that the diagram 
A+ @) 
“,y- / UI 
U(S) 2% v( U(S)) 
commutes. Further, (6,: SE 599’} is a natural equivalence from the identity 
functor on 9Y to the composite of U and V. 
Proof. 6, = ijut,) . It is straightforward to show that S,U(f3) = BS, for 
each morphism 8: S + T in BY. 
If we combine Proposition 3.9 and Corollary 3.13, we have the main result 
of this section: 
THEOREM 3.14. The categories BY and B’V are naturally equivalent. 
4. EXAMPLES 
EXAMPLE 1. Right reversible cancellative semigroups. Let S be a right 
reversible cancellative monoid; that is, S is a cancellative monoid in which 
Sa n Sb # q for each a, b E S. Then S has a group of left quotients G(S). 
The elements of G = G(S) are of the form a-lb and we can regard S as being 
embedded in G. 
Let g = Y(S) be the semilattice, under inclusion, of all nonempty left 
ideals of S and let X = X(S) be the set of all subsets of G which are right 
translates of members of %‘. Then ?Z is a partially ordered set which has ?V as 
an ideal and subsemilattice. Further, G acts on 55” by order automorphisms 
as follows. 
g . I = Ig-1 for each IE%, gEG. 
Hence we may form the P-semigroup P(G, 97, ?Y) [3]. 
PROPOSITION 4.1. Let S be a cancellative right reversible monoid. Then the 
nonzero members of S form a semigroup isomorphic to P(G, Z’, %f). 
Proof. For each (1, g) E P = P(G, X’, g) define (I, g) by 
444 g) = I and v(4 d = xg for each x E I. 
Then 1 is a left ideal of S and, since (1, g) E P implies 1g = g-l 9 I C S, (I, g) 
is clearly a one-to-one partial left translation of S. 
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Now 
and XgE J 
oxsIn Jg-l =Ing. J 
and, for such X, x(1, g) p( J, h) = xgh. Hence 
~(4 d PC J, A) = ~(1 n g . J, &. 
This shows that the mapping P + S defined by (1, g) -+ ~(1, g) is a homo- 
morphism; it is clearly one-to-one. 
On the other hand, let p E S\(O) and pick a E dp. Then, for any c E dp, 
there exist X, y E S such that xa = yc. This implies 
so that 
Gf) = (4f = (YC>f = Y(Cf) 
cp = y-‘x(up) = c[u-‘(up)] = cg, 
where g = u-l(q) E G. Let I = dp; then I is a nonempty left ideal of S and, 
sinceIg = 1p C S, (I, g) E P. Further, from the definition of p(1, g), p = p(1, g). 
Hence the set of nonzero elements of S is isomorphic to P. 
COROLLARY 4.2. Let S be a cuncellutive right reversible semigroup. Then 
the set of nonzero elements of 3 is a proper inverse semigroup; in fact, an F-inverse 
semigroup [.5j. 
COROLLARY 4.3. Let S be a cancellutive right reversible semigroup. Then the 
inverse hull of ST, in 9s is a proper simple inverse semigroup. 
EXAMPLE 2. Completely O-simple semigroups. Let S = .&P(G; 1, A; P) 
be a completely O-simple semigroup; in this section, we shall calculate S. 
The right wreath product G wr 3A of G by the symmetric inverse semi- 
group 9A on A is defined as follows ([6, page 1521). 
The elements are pairs (4, a) with 01 E 9A and + a map from dor into G. In 
order to describe the multiplication in G wr $, it is convenient to denote the 
operation in G by + and to define +i + +a to be the map 4 with domain 
04, n 04, where XC = xq$ + ~4, for all x E dp. Further, define 01 . + to 
be the map with domain AX n (0,),-l such that x(a .+) = (~a)+ for all 
suitable x. Then multiplication on G wr YA is given by 
PROPOSITION 4.4. Let S = A!O(G; I, A; P) be a completely O-simple 
semigroup. Then 3 N (G wr 9*) u {o}, where 0 acts us the zero. 
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Proof. Let (4, a) E G wr -UA and define ~(4, a) by 
A&, a) = (0) u {(g; i, A): x E Aolj 
and 
(g; i, 4 &A 4 = (g(Q); i, w 
f&44,4 = 0. 
Then ~(4, a) is easily seen to be in S. 
Now, 
Further, for such (g; i, A), 
Hence the map defined by (4, a) w p(C, a) is a homomorphism of G wr $A 
into the semigroup of nonzero elements of S; from the definition of p($, Al), 
the map is clearly one-to-one. 
On the other hand, suppose that p E S\(O) and that p does not have 
domain (0). Let 
A’ = {A E A; (g; i, A) E Ap for some g E G, i ~1). 
Then, because Ap is a left ideal of S, 
Af ={(~;~,A):~EG,~EI,XEA’)~{O}. 
For each X EA’, choose i,, such that pAi, # 0. Then there exist maps 
or: A’ --f A, 4: A’ + G such that 
(P,-,l,; G, 4f = (Pi$W G , q 
for each h E A’; note that, by Corollary 1.9, (p$ iA , A) BQ$; iA , X)p. Then 
(g; 6 A)f = (g; i, q(P$; ~~ , h)pl 
= (g; i, gPTi;w); in , Aa> 
= (g(W; 6 x4 
for each (g; i, A) E Ap. 
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Suppose Xol = ~LOI; then 
Hence, since p is one-to-one, A = p so that 01 is one-to-one. This implies 
(4, a) E G wr .Yn. Further, from the definition of p(q5, OI), p = ~(4, a) so that 
the mapping G wr 9, - S\(O) is onto. It follows that S E (G wr 3J”. 
Under the isomorphism in Proposition 4.4, the nonzero join irreducible 
elements of S correspond to those (a,+) with 1 Aol / < 1. But these are easily 
seen to be isomorphic to A!O(G; A, A; 0) where A is the A x A identity 
matrix. 
COROLLARY 4.5. Let S = k!O(G; I, A; P) be a completely O-simple semi- 
group. Then J(S) ‘v d%‘O(G; I, I; A) u (0). 
Finally, if S is completely O-simple, a nonzero homomorphism 8: S--f T 
is permissible if and only if 0 0 8-l C 2. 
EXAMPLE 3. The full transformation semigroup on a set X. Let X be a 
nonempty set and let S = Yx be the full transformation semigroup on X. 
Then the intersection of principal left ideals of S is either empty or is again a 
principal left ideal of S. Hence, by Proposition 1.14, J(S) is an inverse semi- 
group. 
PROPOSITION 4.6. Let X be a nonempty set and let S = TX. Then 
J(S) N xx. 
Proof. Let 01 # q in Yx and define pa by 
Ap, = {/I E F*: xp c Aa} 
and /3po, = /Ia for each /3 # 0 in dp,; @ makes sense since X/I C dol. Then 
p4 E S and, since dp, is a principal left ideal of S, pa E J(S). The mapping q6 
defined by a+ = pa and q + = 0 is easily seen to be a one-to-one homo- 
morphism of .& into J(S). 
On the other hand, if p # 0 is in J(S), let E E Yx be an idempotent 
generator for Ap; such exists since Fx is regular. Then, by Corollary 1.9, 
E&P so that E and E,Y induce the same partition on X. Hence EP induces a 
one-to-one mapping of XE onto Xq. Let 01 = p 1 XE; then 01 E & . Further, 
for each /3 E Ap, /3 = ,!3e so that Xfi C XE = Aol and 
PP = B(v) = Pa = P/b . 
Hence p = pa = w#. It follows that 4 is onto so that J(S) E 9x. 
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EXAMPLE 4. Permissible homomorphisms. If S and Tare semigroups and 
6’ is a homomorphism from S into T then 0 may fail to satisfy either of the two 
conditions in the definition of a permissible homomorphism. Indeed there may 
be no nontrivial permissible homomorphism from S into T. If S is a right 
cancellative monoid so that .B!* is the universal equivalence on S then, it 
follows from Proposition 1.7, that if 8: S - T is a permissible homomorphism 
from S into T then SO is a right cancellative subsemigroup of T. 
On the other hand, let S = .Z+ x Z’ and let T -= Z+. Then the mapping 8 
defined by (m, n)O = m + n obeys the first condition of Definition 2.5, 
because both S and T are cancellative, but not the second. For example, 
but 
T + (S + (2, 1) n S + (1,2))8 = T + (S + (2,2))8 = T + 4. 
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