Introduction
As it may be concluded from the conducted research [e.g. 5, 7, 10, 25, 26] the technical wear of buildings, in addition to determining the technical condition, can form the basis for the valuation of mining damage. In the subject literature numerous formulas may be found which allow us to estimate the value of technical wear. These formulas have been presented synthetically in [5] . The most accurate method of determining the value of the technical wear of buildings is the so-called weighted average method: 
where: u i -percentage share of an individual element reconstruction cost in the reconstruction cost structure of the object, acting as a weight, s ei -degree of wear of an individual element [%] , n -number of the evaluated elements in the object.
Unfortunately, determining the value of technical wear using weighted average the method is symptomatic and disquali es this method in forecasting of problems, since the evaluation of wear of individual elements is carried out post factum, which is e.g. mining shock or subsidence of the ground surface as a result of mining activities. In addition, prognostic or approximating issues de ned in this paper, rst of all, should be described in relation to the parameters characterizing the e ects of underground mining activities, visible on the surface of the mining area and constituting a direct threat to buildings (e.g. terrain deformation indexes or shock characteristics), secondly, it should be generalized within a homogeneous group of buildings, which are buildings of the mining area potentially endangered with the occurrence of mining damage.
The research carried out at the Department of Surveying Engineering and Construction at AGH University of Science and Technology proved the existence of a statistically justi ed relationships between the degree of technical wear of buildings and the parameters characterizing the potential in uence of mining, occurring on the surface of the mining area. Thus, the decision to apply methods allowing us to create a model of the process of technical wear of buildings was also justi ed, whose domain will be the potential causes (deformation indexes or mining shock characteristics) and not separately inventoried consequences for individual elements of a building, as it is in the weighted average method. Such a model, which is the approximator of the wear degree value, was to forecast the possible deterioration of the utility value of a given building, caused by underground mining activity, which a deterioration could be identi ed with a range of mining damage.
The relationships between technical wear and impacts of mining activity obtained by earlier studies [e.g. 5, 7, 27] , were represented in relation to isolated mining factors (one-parameter regression models) and were of a linear character. However, the extension of analyses by one-parameter non-linear regression models and the results obtained there allowed us to conclude the existence of non-linear relationships between mining factors and the course of technical wear of buildings [5] .
Such an approach to the problem as well as the conclusions drawn from the conducted analyses allowed to establish criteria for the selection of methods to create a model of the course of technical wear of buildings for the purpose of forecasting in the context of the deterioration of the utility value of buildings caused by us underground mining activity.
Criteria for the Selection of the Methodology
The main criteria for the selection of a method which would allow to solve that problem have been presented here. The rst approach focuses on the one-way methods of arti cial neural networks.
The choice of this family of methods was based on such properties as [e.g. 4, 15, 20] :
-the possibility of presenting the course of technical wear in the multi-dimensional domain of explanatory variables, -the possibility of implementing a non-linear mapping, -the lack of a necessity to select a starting form of mapping, -the lack of guidelines in relation to the quality of the collected model data (requirements of the classical approximation methods in statistics), -the possibility to generalize the knowledge acquired during the learning process.
These features prove the universality of neural networks in the context of solving non-linear multidimensional problems [15] .
Taking into account that the family of neural networks is very wide, a clarifying step was taken in order to determine which method is most e ective in the context of the problem being solved.
The leading criteria in that part of the research were: -the degree of generalization of the acquired knowledge, -the clarity of the learning process, -the possibility of conducting a sensitivity analysis with respect to the created model.
The scope of the search was extended by the SVM method (Support Vector Machine [e.g. 2, 21, 24]) related to neural networks, which consequently were selected as the most e ective in the context of the assumed criteria.
Comparison of Neural Networks and the SVM Method
The regression approach of the method Support Vector Machine (SVM), also called -SVR [e.g. 2, 21, 24] , in the context of the structure and operation of the given system is becoming very similar to the neural networks with radial kernel functions (RBF Radial Basis Function Neural Network) [e.g. 13, 15] . The di erence is revealed both in the approach associated with the learning of such systems and the determination of their structure. The a ached diagrams (Figs 1, 2) , in a simpli ed manner, present the operation of neural networks for the approximation case.
In typical neural networks, the learning process, which is tuning of the synaptic weights between neurons, is an iterative minimization of a certain measure of t, which is usually the mean square error (MSE).
In order to increase the degree of generalization of these systems, a wide range of actions are taken, which come down either to rede ning the function of error, leading to a reduction in the value of the particular weights of the system, or they impose certain conditions on the complexity of their structure [9, 15, 23] . In general, actions modifying the objective functions introduce a compromise between the quality of matching and generalization of the system. They are based on the development of the error function with the so-called regularization factors [15] . These factors can be identi ed with the so-called penalty functions, which occur in the optimization issues [11] .
On the other hand, the methods to reduce the complexity of the neural networks structure are based on sensitivity analysis of individual connections represented by weight values to the nal value of the de ned measures of t [4, 9] .
Most often, however, determining the structure complexity of the arti cial neural networks is assumed arbitrarily and the optimal selection of the number of neurons in the hidden layers requires a number of independent simulations. It should also be noted that the form of the objective function expressed in the weight domain of the system is multi-modal. In order to minimize this task, choosing a starting point in the optimization process, a problem arises which is related to the convergence of solutions to local minima, thus the oscillation (the stall of an iteration minimizing process) in the area of these minima. In order to eliminate such a situation, a certain inertia is included in the process of tuning weight values of the system by introducing the momentum factor [4, 23] . The introduction of such a factor protects the optimization process both from the stall in the local minimum area, as well as it protects from leaving the global solution area.
The quali ed for the study SVM method di ers in several issues from the approach associated with the structure of typical neural networks.
The rst di erence is the spontaneous development of the complexity of the system, which in the case of radial kernels depends upon three parameters designating the appropriate characteristics of the kernel functions (parameter -), the degree of compromise between ing and generalization of the system (parameter -C) and the width of the tolerance band (parameter -) [e.g. 24] .
These constants are selected arbitrarily but there are methods of the optimal selection of their values [e.g. 1, 3, 9, 12]. The possibility of selecting the optimal parameters C, , and is the second major advantage characteristic of the SVM method.
Another advantage of the support vectors methods is ge ing rid of a multimodal form of objective function hypersurface [13, 15] . This feature eliminates the possibility of oscillation around local minima, which is the case with conventional neural networks. Thus, the high sensitivity of these systems to the selection of the starting point in the optimization process is eliminated. In relation to the SVM method, the surface of the objective function is one-modal, which is a result of bringing the learning procedure to a quadratic programming task [8, 11] . There are even formulations of the SVM method, which can bring the error surface to the surface of the rst degree (Least Square Support Vector Machine -LSSVM method [22] ). The nal advantage, characteristic of the support vectors methods is their low sensitivity to the number of learning pa erns. These methods are, therefore, less susceptible to the phenomenon of the so-called "curse of dimensionality", which limits the operation of typical neural networks [15] . In other words, the number of learning pa erns needed to map the modelled phenomenon, with an appropriate extension of the margin of separation, becomes independent of the complexity of the system [13, 15] .
Summarizing, both the arti cial neural networks and support vectors methods are universal approximation methods of functions of several variables. In numerous cases provided in the literature, the accuracy of mapping for the two groups of methods is comparable. However, the very process of building such systems is characterized by a greater clarity eliminating external interference and control of the designer.
Description of the SVM Method in -SVR Regression Terms
In the regression approach in the SVM method, the record of the original sought function approximating model data takes the following form [15] :
where:
R -a certain transformation converting raw input data into the so-called space of system characteristics.
The mapping ( ) :
h n n R R is given implicitly, and it is the result of the application of the kernel function of a speci c type [2, 24] .
In the nal record, apart from the structural details of the method adopted in his way, which were accurately described, inter alia, in [2, 18, 24] , the sought function takes the following form:
k j K x x -the kernel of the system that is in icted in an explicit manner and is a result of the submission of implicit functions, k k -Lagrange multipliers [11] .
The Applied Method of Optimal Scaling of -SVR Model
The main problem in the -SVR approach was to determine the optimal values of the parameters C, and . The necessity of their determination results directly from the adopted objective function, whose minimization is a fundamental stage in tuning the structure of the system [e.g. 15, 18] . Additional parameter is the result of the adoption of the radial kernel functions for the built approximator and, according to the relation (3), it de nes its width [e.g. 13]:
An a empt to determine the sought parameters, hereinafter referred to as hiperparameters, was discussed in [18] , in which, based on the concept of Meta-SVM [9] , the error FPE (Final Prediction Error) was additionally used [22] . In the further course of the study it was decided, however, to apply a more e cient, according to the author, method based on the concept described in [3] . The primary stage of this method is the n-fold oblique validation conducted on pre-sets: training and testing. For each iteration of validation, a range of considered parameters C, and expressed on a logarithmic scale is assumed. Then, according to the proposed optimization algorithm grid search [1, 3] , the minimization the objective function is carried out, adopted as an MSE error averaged of all n test sets used in the validation. As a result, the optimum to the adopted strategy, set of sought hyperparameters C, and is achieved. Algorithm grid search is a no-gradient method of global minimization [16] . It has, however, a disadvantage of a necessity to provide ranges for the searched area as well as a speci c starting point. Therefore, in the paper, instead of the algorithm grid search, an optimization method was used based on the genetic algorithm GA. The applied method is also a no-gradient algorithm allowing us to identify the global minimum. The description of the operation of genetic algorithms in the problems of minimizing a function of several variables can be found for example in [14, 16, 19, 20] .
Summary and Conclusions
The idea behind the methodology adopted in this paper was the creation of a course model of technical wear of buildings in mining areas. In addition, a model created through sensitivity analysis allowed us to identify both the quantitative and qualitative contribution, which the mining and general construction factors a ect the course with. In addition, having such a model as well as the results on the impact of di erent variables on the course of the modelled process, it was possible to transfer the obtained information to the formalism of fuzzy logic and fuzzy reasoning. Such a transfer allowed for the creation of a rule-based fuzzy inference system, which in addition to the approximation of the degree of technical wear of buildings, serves as a classi er of the technical condition given in the form of inaccurate linguistic expressions [17] . The obtained results may also support the prediction of the degree of damage proposed in [6] .
In further research plans it is justi ed to use probabilistic conditional inference formalisms and to implement Bayesian networks or a speci c type of neural networks PNN (Probabilistic Neural Networks). They will, in the author's intention, combine formal uncertainty with the probability of occurrence of the variables that a ect the course of the technical wear of buildings. However, the used in the work, sensitivity analysis related to the SVM method will be transferred to the structures of the so-created models. In addition, the use of a probabilistic approach o ered by Bayesian networks will allow us to link the existing research with the domain of structural reliability, in which there has long functioned techniques based on well-de ned probability distributions.
