Bounds on Covering Codes with the Rank Metric by Gadouleau, Maximilien & Yan, Zhiyuan
ar
X
iv
:0
80
9.
29
68
v2
  [
cs
.IT
]  
23
 Ju
n 2
00
9
Bounds on Covering Codes with the Rank
Metric
Maximilien Gadouleau, Student Member, IEEE, and Zhiyuan Yan, Senior Member, IEEE
Abstract
In this paper, we investigate geometrical properties of the rank metric space and covering properties
of rank metric codes. We first establish an analytical expression for the intersection of two balls with
rank radii, and then derive an upper bound on the volume of the union of multiple balls with rank radii.
Using these geometrical properties, we derive both upper and lower bounds on the minimum cardinality
of a code with a given rank covering radius. The geometrical properties and bounds proposed in this
paper are significant to the design, decoding, and performance analysis of rank metric codes.
Index Terms
Error control codes, covering radius, rank metric codes, geometrical properties, intersection number.
I. INTRODUCTION
There is a steady stream of works on rank metric codes due to their applications to data storage, public-
key cryptosystems, and space-time coding (see [1], [2] and the references therein for a comprehensive
literature survey), and interest in rank metric codes is strengthened by their recent applications in error
control for random network coding [2], decribed below. Constant-dimension codes [3] are an important
class of codes for error and erasure correction in random linear network coding. Using the lifting operation
[2], rank metric codes can be readily turned into constant-dimension codes without modifying their
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2distance properties. It is shown in [3] that liftings of rank metric codes have many advantages compared
to general constant-dimension codes. First, their cardinalities are optimal up to a constant; second, the
decoding of these codes can be done in either the subspace metric [3] or the rank metric [2], and for
both scenarios efficient decoding algorithms were proposed.
Despite their significance, many research problems in rank metric codes remain open. For example,
geometrical properties of the rank metric space are not well studied, and covering properties of rank
metric codes have received little attention with the exception of our previous work [1]. The geometrical
properties, such as the intersection number, characterize fundamental properties of a metric space, and
determine the packing and covering properties of codes defined in the metric space. Packing and covering
properties are significant to the code design, decoding, and performance analysis of rank metric codes.
For instance, the covering radius can be viewed as a measure of performance: if the code is used for error
correction, then the covering radius is the maximum weight of a correctable error vector. The covering
radius of a code also gives a straightforward criterion for code optimality: if the covering radius of a
code is at least equal to its minimum distance, then more codewords can be added without altering the
minimum distance, and hence the original code is not optimal. Although liftings of rank metric codes are
nearly optimal constant-dimension codes, they have the largest possible covering radius [4], and hence
they are not optimal constant-dimension codes. This covering property hence is a crucial result for the
design of error control codes for random linear network coding.
In this paper, we focus on the geometrical properties of the rank metric space and covering properties
of rank metric codes. We first establish an analytical expression for the intersection of two balls with rank
radii, and then derive an upper bound on the volume of the union of multiple balls with rank radii. Both
results are novel to the best of our knowledge. Using these geometrical properties, we derive novel lower
and upper bounds on the minimum cardinality KR(qm, n, ρ) of a code in GF(qm)n with rank covering
radius ρ. The bounds presented in this paper are obtained based on different approaches from those in
[1], and they are the tightest bounds to the best of our knowledge for many sets of parameter values.
II. PRELIMINARIES
The rank weight of a vector x ∈ GF(qm)n, denoted as rk(x), is defined to be the maximum number
of coordinates in x that are linearly independent over GF(q). The number of vectors of rank weight r in
GF(qm)n is Nr =
[
n
r
]
α(m, r), where α(m, 0) def= 1, α(m, r) def=
∏r−1
i=0 (q
m−qi), and
[
n
r
] def
= α(n, r)/α(r, r)
for r ≥ 1 [5]. The rank distance between x and y is defined as dR(x,y) = rk(x − y). If a vector x is
at distance at most ρ from a code C , we say C covers x with radius ρ. The rank covering radius ρ of a
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3code C is defined as max
x∈GF(qm)n dR(x, C). When n ≤ m, the minimum rank distance dR of a code of
length n and cardinality M over GF(qm) satisfies dR ≤ n− logqm M + 1; we refer to this bound as the
Singleton bound for rank metric codes. The equality is attained by a class of linear rank metric codes
called maximum rank distance (MRD) codes.
III. GEOMETRICAL PROPERTIES OF BALLS WITH RANK RADII
We denote the intersection of two spheres (balls, respectively) in GF(qm)n with rank radii u and s
and centers with distance w as JR(u, s, w) (I(u, s, w), respectively).
Lemma 1: We have
JR(u, s, w) =
1
qmnNw
n∑
i=0
NiKu(i)Ks(i)Kw(i), (1)
where Kj(i) is a q-Krawtchouk polynomial [6]:
Kj(i) =
j∑
l=0
(−1)j−lqlm+(
j−l
2 )
[
n− l
n− j
][
n− i
l
]
. (2)
Although (1) is obtained by a direct application of [7, Chapter II, Theorem 3.6], we present it formally
since it is a fundamental geometric property of the rank metric space. Since
I(u, s, w) =
u∑
i=0
s∑
j=0
JR(i, j, w), (3)
(1) also leads to an analytical expression for I(u, s, w). In order to simplify notations we denote I(ρ, ρ, d)
as I(ρ, d). Both (1) and (3) are instrumental in our later derivations.
We denote the volume of a ball with rank radius ρ as v(ρ), and we now derive a bound on the volume
of the union of any K balls with radius ρ, which will be instrumental in Section IV.
Lemma 2: The volume of the union of any K balls with rank radius ρ is at most
B(K) =v(ρ) +
l∑
a=1
(qam − q(a−1)m)[v(ρ)− I(ρ, n − a+ 1)]
+ (K − qlm)[v(ρ) − I(ρ, n − l)], (4)
where l = ⌊logqm K⌋.
Proof: Let {vi}K−1i=0 denote the centers of K balls with rank radius ρ and let Vj = {vi}j−1i=0 for
1 ≤ j ≤ K. The centers are labeled such that dR(vj , Vj) is non-increasing for j > 0. For 1 ≤ a ≤ l and
qm(a−1) ≤ j < qma, we have dR(vj , Vj) = dR(Vj+1) ≤ n− a+1 by the Singleton bound. The center vj
hence covers at most v(ρ)− I(ρ, n − a+ 1) vectors that are not previously covered by Vj .
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4IV. BOUNDS ON COVERING CODES WITH THE RANK METRIC
We consider covering codes in GF(qm)n, and without loss of generality we assume n ≤ m due to
transposition [1]. We first derive a lower bound on KR(qm, n, ρ) based on the linear inequalities satisfied
by covering codes.
Proposition 1: For 0 ≤ δ ≤ ρ, let Tδ = min
∑n
i=0Ai(δ), where the minimum is taken over all
integer sequences {Ai(δ)} which satisfy Ai(δ) = 0 for 0 ≤ i ≤ δ − 1, Aδ(δ) ≥ 1, 0 ≤ Ai(δ) ≤ Ni for
δ+1 ≤ i ≤ n, and
∑n
i=0Ai(δ)
∑ρ
s=0 JR(r, s, i) ≥ Nr for 0 ≤ r ≤ n. Then KR(qm, n, ρ) ≥ max0≤δ≤ρ Tδ.
Proof: Let C be a code with covering radius ρ. For any u ∈ GF(qm)n at distance 0 ≤ δ ≤ ρ from
C , let Ai(δ) denote the number of codewords at distance i from u. Then
∑n
i=0Ai(δ) = |C| and we
easily obtain Ai(δ) = 0 for 0 ≤ i ≤ δ − 1, Aδ(δ) ≥ 1, and 0 ≤ Ai(δ) ≤ Ni for δ + 1 ≤ i ≤ n. Also, for
0 ≤ r ≤ n, all the vectors at distance r from u are covered, hence
∑n
i=0Ai(δ)
∑ρ
s=0 JR(r, s, i) ≥ Nr.
We note that the notation Ai(δ) is used above since the constraints on the sequence depend on δ. Since
Tδ is the solution of an integer linear programming, it is computationally infeasible to determine Tδ for
very large parameter values.
We now derive an upper bound on KR(qm, n, ρ) by providing a nontrivial refinement of the greedy
algorithm in [8].
Lemma 3: Let C be a code which covers at least qmn − u vectors in GF(qm)n with radius ρ. Then
for any k ≥ |C|, there exists a code with cardinality k which covers at least qmn − uk vectors, where
u|C| = u and for k ≥ |C|
uk+1 = uk −
⌈
ukv(ρ)
min{qmn − k,B(uk)}
⌉
. (5)
Thus KR(qm, n, ρ) ≤ min{k : uk = 0}.
Proof: The proof is by induction on k. By hypothesis, C is a code with cardinality |C| which
leaves u|C| vectors uncovered. Suppose there exists a code with cardinality k which leaves tk ≤ uk
vectors uncovered, and denote the set of uncovered vectors as Tk. Let G be a graph where the vertex set
is GF(qm)n and two vertices are adjacent if and only if their rank distance is at most ρ. Let A be the
adjacency matrix of G and Ak be the tk columns of A corresponding to Tk. There are tkv(ρ) ones in Ak,
distributed across |N(Tk)| rows, where N(Tk) is the neighborhood of Tk. By construction, N(Tk) does
not contain any codeword, hence |N(Tk)| ≤ qmn − k. Also, by Lemma 2, |N(Tk)| ≤ B(tk) ≤ B(uk).
Thus |N(Tk)| ≤ min{qmn − k,B(uk)} and there exists a row with at least
⌈
tkv(ρ)
min{qmn−k,B(uk)}
⌉
ones in
Ak. Adding the vector corresponding to this row to the code, we obtain a code with cardinality k + 1
which leaves at most tk −
⌈
tkv(ρ)
min{qmn−k,B(uk)}
⌉
≤ uk+1 vectors uncovered.
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5The upper bound in Lemma 3 is nontrivial since the sequence {uk} is monotonically decreasing
until it reaches 0 for k ≤ qmn. Since the sequence {uk} depends on C only through the number of
vectors covered by C , to obtain a tighter bound on KR(qm, n, ρ) based on Lemma 3, it is necessary
to find a code C which leaves a smaller number of vectors uncovered. We consider two choices for C
below. Since any codeword can cover at most v(ρ) vectors uncovered by the other codewords, we have
u ≥ qmn−v(ρ)|C|. In the first choice, we consider the largest code C0 that achieves u = qmn−v(ρ)|C0|,
which is an (n, n− a, a+ 1) linear MRD code with a = min{n, 2ρ}.
An alternative choice would be to select a supercode of C0, that is, an MRD code with a larger
dimension. Since there may be intersection between balls of radius ρ around codewords, we now derive
a lower bound on the number of vectors covered by only one codeword in an MRD code. Let us denote
the number of codewords with rank r in an (n, n− d+ 1, d) linear MRD code as M(d, r).
Lemma 4: Let the vectors cj ∈ GF(qm)n be sorted such that {cj}q
m(n−l+1)−1
j=0 is an (n, n − l + 1, l)
MRD code for 1 ≤ l ≤ n. For all 1 ≤ k ≤ qmn − 1, we denote {cj}k−1j=0 as Ck and its minimum rank
distance is given by dk = n − ⌈logqm(k + 1)⌉ + 1. Then for dk ≥ 2ρ + 1, ck covers v(ρ) vectors not
covered by Ck. For dk ≤ 2ρ, ck covers at least v(ρ)−
∑a
l=dk
µlI(ρ, l) vectors not covered by Ck, where
a = min{n, 2ρ}, µdk = min{M(dk, dk), k}, and µl = min
{
M(dk, l), k −
∑l−1
j=dk
µj
}
for l > dk.
Proof: The case dk ≥ 2ρ + 1 is straightforward. We assume dk ≤ 2ρ henceforth. We denote the
number of codewords in Ck at distance l (0 ≤ l ≤ n) from ck as M (k)l . Since a codeword in Ck at distance
l from ck covers exactly I(ρ, l) vectors also covered by ck, ck covers at least v(ρ)−
∑a
l=dk
M
(k)
l I(ρ, l)
vectors that are not covered by Ck. Since the value of M (k)l is unknown, we give a lower bound on
the quantity above. Since I(ρ, l) is a non-increasing function of l [1], the sequence {µl} as defined
above minimizes the value of v(ρ)−
∑a
l=dk
M
(k)
l I(ρ, l) under the constraints 0 ≤M
(k)
l ≤M(dk, l) and∑n
l=dk
M
(k)
l = k. Thus, ck covers at least v(ρ)−
∑a
l=dk
µlI(ρ, l) vectors not covered by Ck.
Proposition 2: Let a = min{n, 2ρ}, K0 = qm(n−a), and uK0 = qmn − qm(n−a)v(ρ). Consider two
sequences {hk} and {u′k}, both of which are upper bounds on the number of vectors yet to be covered
by a code of cardinality k, given by hK0 = u′K0 = uK0 and for k ≥ K0
hk+1 = hk − v(ρ) +
a∑
l=d
µlI(ρ, l),
u′k+1 = min
{
hk+1, u
′
k −
⌈
u′kv(ρ)
min{qmn − k,B(u′k)}
⌉}
.
Then, KR(qm, n, ρ) ≤ min{k : u′k = 0}.
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6m n ρ = 1 ρ = 2 ρ = 3 ρ = 4 ρ = 5 ρ = 6
2 2 3 1
3 2 4 1
3 11-16 4 1
4 2 7-8 1
3 40-64 4-7 1
4 293-722 10-48 3-5 J 1
5 2 12-16 1
3 154-256 6-8 1
4 2267-4096 33-256 4-8 1
5 34894-217 233-2773 I h 10-32 3-6 J 1
6 2 23-32 1
3 601-1024 11-16 1
4 17822-215 124-256 6-16 1
5 550395-220 1770-214 31-256 i 4-16 1
6 17318410-226 27065-401784 I 214-4092 I 9-154 J 3-7 J 1
7 2 44-64 1
3 2372-4096 20-32 1
4 141231-218 484-1024 i 10-16 1
5 8735289-224 13835-215 i 112-1024 i 6-16 1
6 549829402-230 42229-222 i 1585-215 29-708 I i 4-16 1
7 34901004402-237 13205450-233549482 I i 23979-573590 I 203-5686 I h 9-211 J 3-8 J
TABLE I
BOUNDS ON KR(2m, n, ρ), FOR 2 ≤ m ≤ 7, 2 ≤ n ≤ m, AND 1 ≤ ρ ≤ 6.
Proof: Let C0 be an (n, n− a, a+ 1) MRD code over GF(qm). C0 has cardinality K0 and covers
qm(n−a)v(ρ) = qmn−uK0 vectors in GF(qm)n. By Lemma 4, adding k−K0 codewords of an MRD code
which properly contains C0 leads to a code with cardinality k which covers at least qmn−hk vectors. On
the other hand, u′k is the upper bound on the number of vectors yet to be covered by a code of cardinality
k that is obtained recursively either by applying the greedy approach in the proof of Lemma 3 or by
adding more codewords based on the MRD codes as described in the proof of Lemma 4. The recursion of
u′k follows from this construction. Since this recursion is constructive, there exists a code with cardinality
k which leaves at most u′k vectors uncovered, and hence KR(qm, n, ρ) ≤ min{k : u′k = 0}.
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7We now construct a new class of covering codes with the rank metric. We assume all the vectors in
GF(qm)n are expanded with respect to a given basis of GF(qm) to m× n matrices over GF(q). First,
for any positive integer k, we denote Sk
def
= {0, 1, . . . , k−1}. For V ∈ GF(q)m×n, I ⊆ Sm, and J ⊆ Sn,
we denote V(I, J) = (vi,j)i∈I,j∈J , where the indexes are all sorted increasingly. Consider the code C
which consists of all matrices C ∈ GF(q)m×n with C(Sρ, Sn) = 0 and with at most n − ρ nonzero
columns.
Proposition 3: C has covering radius ρ and KR(qm, n, ρ) ≤ |C| =
∑n−ρ
i=0
(
n
i
)
(qm−ρ − 1)i.
Proof: First, the cardinality of C is given by the number of vectors in GF(qm−ρ)n with Hamming
weight at most n−ρ. It remains to prove that C has rank covering radius ρ. Suppose V ∈ GF(q)m×n has
rk(V(Sρ, Sn)) = r (0 ≤ r ≤ ρ), then there exist I ⊆ Sρ and J ⊆ Sn such that |I| = |J | = rk(V(I, J)) =
rk(V(Sm, J)) = rk(V(I, Sn)) = r. For ρ ≤ i ≤ m − 1, let li = V({i}, J)V(I, J)−1 ∈ GF(q)1×r .
Define U(Sρ, Sn) = V(Sρ, Sn) and U({i}, Sn) = liV(I, Sn) for all ρ ≤ i ≤ m − 1. All the rows of
U are in the row span of V(I, Sn), therefore rk(U) = r. Also, U({i}, J) = liV(I, J) = V({i}, J)
for ρ ≤ i ≤ m − 1 and hence U(Sm, J) = V(Sm, J). Thus there exists U ∈ GF(q)m×n such that
rk(U) = r, U(Sρ, Sn) = V(Sρ, Sn), and U(Sm, J) = V(Sm, J). We also construct U′ ∈ GF(q)m×n
by setting U′(Sm, J ′) = V(Sm, J ′) and U′(Sm, Sn\J ′) = U(Sm, Sn\J ′), where |J ′| = ρ − r and
J ∩ J ′ = ∅. For C = V − U′, C(Sρ, Sn) = 0 and C(Sm, J ∪ J ′) = 0. Therefore, C ∈ C and
dR(V,C) = rk(U
′) ≤ rk(U) + |J ′| = ρ.
In order to illustrate the improvement due to the bounds in this paper, similar to [1], we provide the
tightest lower and upper bounds on KR(2m, n, ρ) for 2 ≤ m ≤ 7, 2 ≤ n ≤ m, and 1 ≤ ρ ≤ 6 in Table I.
The improved entries in Table I due to the results in this paper are boldface, and are associated with
letters indicating the sources. The lower bound on KR(qm, n, ρ) in [1, Proposition 8] is based on I(ρ, d).
However, due to the lack of analytical expression for I(ρ, d), in [1] we were able to compute I(ρ, d) only
for small values, using exhaustive search. Using (1)-(3), we calculate I(u, s, w) and hence the bound in
[1, Proposition 8] for any set of parameter values, and the improved entries for this reason are associated
with the lower case letter i. The lower case letter h and the upper case letters I and J correspond to
improvements due to Propositions 1, 2, and 3, respectively. The unmarked entries in Table I are the same
as those in [1].
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