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1. INTRODUCTION 
One of the prettiest results in approximation theory is an old theorem of 
S. Bernstein which states that if f(7i) is absolutely continuous on [-I, l] 
andf(‘“, I) is in L”[-1, 11, then 
where the distance is measured in the L’ [ 1, I] norm, ji ;?, ) and P,, is the 
space of algebraic polynomials of degree ’ /r. The inequality (1) is sharp, 
since whenf(x) m-= 2--“/(/r -1 l)! COS(IZ I- 1) arc cos X, it becomes an equality. 
In approximation theoretic terms, (1) provides an estimate for the error in 
approximating fin ~/ ‘IL by elements of P, . Of course, it is of interest to 
obtain results for other norms (e.g., 1.1’) and other spaces. This paper makes 
a modest contribution in this direction. 
In order to provide the proper setting for our generalizations, we introduce 
the idea of the minimum modulus of a differential operator. Suppose 7 is an 
ordinary linear differential operator of order II with domain V(T) : 
{,ft Ll’[--~ I, l]:f(“-l) a.~.. 7:f~ L”[ I. 111. Denote by . t’.(T), the null space 
of T. When considered as a mapping on ‘A’( T)/.)V( 7) into I>“[ 1, 11, T has an 
inverse. The reciprocal of the norm of this inverse operator is called the 
minimum modulus of T, y( T, JI, cl). It is easy to verify the formula 
(y(T, 11, q))-’ :. sup dist,(l; .,C’“(T)). 
iIT/ y I 
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If there is a functionfin Q(T) for which the supremum on the right-hand side 
of (2) is attained, we sayfis extremal. 
We can now restate (1) in terms of the minimum modulus. We use IZ -t- 1 
instead of n and consider the operator T == Dn+l. The null space of T is P, . 
Hence, the inequality (1) and the fact that it is sharp is exactly the same as 
saying 
y(D”+l, co, co) = 2”(n + 1) ! . 
Also, the function 2-‘“/(n + l)! cos(n -I- I) arc cos x is extremal. 
In this sense, we see that (1) is really just the determination of 
y(IF*, co, co). It is in this spirit that we seek generalizations of (1). Thus, 
we will replace DqL+l by more general operators T, and replace P, by N(T). 
We would also like to replace L” by other L-” spaces. The problem then is to 
determine y(T, p, 4). When this is accomplished, we have the inequality 
as our generalization to (I), and of course (3) is sharp. 
Our techniques will be applicable to operators T of the form 
T = (D + hdx)) *-* (D + h,(x)), A, E C(n-Ji)[-l, I]. (4) 
The functions X, are assumed to be real valued. These requirements on T 
guarantee, among other things, that r/tT( T) is a Chebyshev space of dimensionn. 
In Section 2, we will determine y(T, p, a), for each 1 < p 3: co. The case 
y(T, co, a) is a result of M. Zedek [7]. The value of y(T, co, m) was also 
obtained by T. Rivlin [6] with a different point of view. Our approach differs 
from Rivlin’s and Zedek’s. It is more in line with the traditional proofs of 
Bernstein’s inequality. In Section 3, we will determine y(T, I, 1). Here, our 
approach is approximation theoretic, relying heavily on duality and 
characterizations of best approximations in L1. 
The reader will find that conspicuously absent is the determination of 
y( T, 2, 2), which on the surface would appear to be the most manageable 
because of all the structure in L2. This case can be handled in a theoretical 
sense using a calculus of variations approach as is done in the paper of 
S. Goldberg and A. Meir [3]. However, the determination of the numerical 
value of y(T, 2, 2), even for T =: D’“, appears to be a formidable problem. 
2. THE DETERMINATION OF y(T,p, m) 
When T is a differential operator of the form (4), then N(r) is a Chebyshev 
space of dimension IZ (Zedek [7]). This means that we can interpolate any 
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IZ values by functions in A’“(r). We will use a remainder formula for this 
interpolation which is the analogue of Cauchy’s formula for Lagrange 
interpolation. 
LEMMA 1. ff,fEC(l,)[-1, I] Aas (I? 1) dlifinct zeros it2 [ ~- I. I], t/ret1 
there is a poitlt 5 it7 (~~ 1: l),Jor b~4iclt rf(<) 0. 
Proof: This is a result of Zedek [7]. 
LEMMA 2. Suppose {J is a solutiotl to the equation T$ 1 ot1 [ -1 : I ] 
which has cxactl~~ t7 dislit2c.t zeros .yl , x2 ,.._, x,, in [-I, I]. /f’,fE C(")[--1. I] 
and P E ..$“( T) interpolates ,f at each poittt .Y, , .Y? ,.... s, , i.e., P(s;) ,f(.\-,). 
i --- l,2,...,t?, then,foreac/t.uE[~-I, I] tl7ere isa f,,(:(--l, l)scrc/7 that 
f(s) - P(x) Tf((.,., yli(xl. (5) 
Proqf: The proof is an exact mimic of the proof of Cauchy’s formula for 
T =- D1’. The formula (5) is clear when s is one of the points X, , x2 ,..., x,, . 
When .X )- si , i = 1, 2 ,..., M, let I~ (/J(X))--’ . (f(s) P(x)). The function 
f(f) - P(t) ~~- (x$(t) vanishes at the t7 -I- 1 distinct points .Y, sr , .Y~ .. . . . s,, . 
and hence by Lemma I there is a point tr for which T(,f ~ P -~~ q!~)(<.~) : 0. 
Since, TP ~- 0 and T$ m: 1 on [ -1, I], the last equation can be rewritten 
as N : Tf:fce,) which gives (5) by the very definition of n. 
Now, let I/J be any function in CO)[- I, I] for which T$ = 1 on [ I, 11. 
We want to approximate I/I by elements of, $‘( 7’) in the LJ’[ --I, l] norm. The 
existence and uniqueness of such approximants arc classical results [4]. 
Denote by PI,*. the best I>“[--I. I] approximation to J, from .Y‘(T), so that 
LEMMA 3. For each 1 _ p _ : m, tlte,Jitnction I/J,, 4/1 -- P,* has e.ractl-y 
n distitlct zeros itI [ ~ 1, l] and changes si,qn at each of these zeros. 
Proqf: We first show that 4/‘,, has at least tz changes of sign in [ 1, 11. 
For p 1, ~3, this follows from the classical alternation theorems. For 
1;pc cc’, the proof is simple enough. By the duality theorem for L” 
approximation [4, p. 841, the function h,, : / $ p 1”-r sgn $I,, is orthogonal 
to .,V( T), i.e., 
i” P(x) h,(x) u’s 0, PEN(T). 
1 
Notice that k, changes sign precisely at the points where $,, changes sign. If 
Z/J, and hence h, has less than IZ changes of sign in (~- 1, I), then we can 
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construct a function P E N(T) which changes sign precisely at thes,e points 
(this is a well-known property of Chebyshev systems [5, p. 301). This makes it 
clear that 
which is the desired contradiction. Thus, $,, has at least tz changes of sign in 
(~-1. I). 
That $,, can have no more than tz zeros in [ -1, I] follows from Lemma 1. 
For if not there would be a point 5 E (-1, l), with r#,,(f) = 0 which 
contradicts the fact that T$, -1 1 on [--I, 11. 
We can now easily prove the main result of this section. 
THEOREM 1. lf T is qf the form (4), then .for 1 .,Z p : rn$ y( T, /I, cn) -= 
/I #1, 1’;’ and #n is atz e.xtremaI,fumtion. 
Proofi Let x1 , x2 ,..., x, be the tz distinct zeros of #I, in [ ~ 1, I]. :Suppose 
first that fg C’“)[ - 1, I] and P, E .N( T) is the function which interpolates ,f 
at s1 , .Y~ ,..., .Y, . From Lemma 2, we see that if .Y E [-I, 11, there is a point 
f, E (--I, I) such that 
Taking the norm in Ln’, we find 
This result also holds for all ,f with f(+l) absolutely continuous and 
Tf E P-1, I], because of the denseness of C(“)[ --I, I] in this space. The 
estimate (7) shows that y(T, p, 03) ,: 1~ $, /j-l. The opposite inequality is 
immediate when we takef 1 #D . 
When T = D”, the functions #D and the values of y(P, p, cc) are easily 
obtained for p = 1, 2, a. For p 7 1. s,& is the normalized Chebyshev 
polynomial of the second kind and y(P, 1, a) = 2”-ln! . For p = 2, & is 
the normalized Legendre polynomial of degree n and y(P, 2, a) = 
(IZ f 1/2)1/2(2n)!/2”n! . For p = cy3, +D is the Chebyshev polynomial of 
degree tz and y(D”, co, co) -= 2”L-*tz! , which is again Bernstein’s result (1). 
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3. THE DETERMINATION OF y(T, I, 1) 
In this case the situation is a little more subtle, mainly because there is no 
extremal function in g(T). We will use a well-known duality theorem for 
approximation which we now state. 
LEMMA 4. Let f E L1[-1, l] and ~22’ be a finite dimensional subspace 
Ll[--I, 11. Then, 
dist,(f; .A) = ;Eu;l 1’ f(x) h(x) d-q 
" -1 
where A?‘- = {h E L”: ji h Ilrn = 1 and J’I P(x) h(x) dx = 0, P E A). 
Recall, the function +I introduced in the last section. Since the span 
Ll 
of 
of 
M(T) u {&I is a Chebyshev space (use Lemma l), we also have available 
Markov’s theorem for L1 approximation [4, p. 671. 
LEMMA 5. Let f E C[- 1, l] and Pf E JV( T) be that fzmction which inter- 
polates f at x1 , x, ,..., x, the zeros of $rl . If f - Pf changes sign precisely at 
Xl, x2 ,..., x, , then P, is the best L1[ -1, l] approximation to,ffrom A’“(T) and 
dist,(S, J(T)) = / *I:‘,/(X) sgn &(x) dx /. 
LEMMA 6. Iffy C(“)[-1, l] tcith Tf :, 0 (Tf < 0) on [-I, 11, then P, is 
the best L1[ - 1, 11 approximation to f from ,JV( T) and 
dist,(S, N(T)) = 1 I:, f(x) sgn $,(x) c/x /. 
Proqfi From Lemma 2, we see that 
f(x) - P,(x) = Tf(f(E,> v4w. 
Since Tf > 0, f - Pf will change sign precisely when & does and thus the 
result follows from Lemma 5. 
We can now determine y(T, 1, 1). Let T* be the adjoint operator to T 
(see [2, p. 12851). Denote by YI , the solution to the differential equation 
T*Y sgn dI , with initial conditions Yi’:“‘(--1) =m 0, /r = I, 2,..., II. When 
fEC(“)[-I, I] and PEN(T) with PcA)(l) -f’l’)(l), k =-= 1,2,...; n, then 
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j:l/(.x) sgn &(x) clx = J:r (f(x) - P(x)) sgn #r(x) ri,x 
zzz .r l (f(x) - P(x)) T*Yl(x) (1.x 
= 1’ ~(f - P)(,~) Y,(.~) d\ 
= ‘/1’ Tf(x) Y,(x) dr. (8) . -I 
Similarly, if h is any function in JV(T)~ and H satisfies T*H =I k, with 
H(“)( -1) = 0, k = 1, 2 ,..., n, then 
jJ(x) h(x) (1.x = i’ Tf(x) H(x) d.x 
1 
THEOREM 2. If Tis of the form (4), then y(T, 1, 1) = /I YI i{;l. 
ProoJ First, let fo E C(“)[-1, I] with I/ Tf;, !I1 = 1 and h E ..V(T)i. Then, 
by (9) 
[’ fo(.x) h(x) dx = j’ Tfo(s) H(x) dx < sup .r’ TJ(x) H(x) d-x-. (10) 
1 -1 /ITIII~=l -1 
It is to be understood in (10) and the sequel that the suprema are taken only 
over functions in C(ll)[--l, I], unless explicitly stated otherwise. Now, the 
supremum in (10) is the L”[-1, 1] norm of H. If iI H ill0 =-= H(x,) for some 
x0 E [.-1, I], then the supremum can be attained by considering only 
functions with Tf > 0. Hence, in this case, 
Here, for the second inequality, we used Lemmas 6 and 4. 
Similarly, when 11 H llm = -H(x,), we need only consider f’s with Tf < 0. 
Arguing as we have above, we find that 
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for all /I t .I ‘(I‘). Hence, from Lemma 4, it follows that 
di%(,/~, .A“( T)) i Y, ! III ) (II) 
whenever f;, t C”“[- 1, I], with ,j Tfi, I~, I. The restriction ,fb ii C(“) is 
removed by a denseness argument. Thus, ( II) shows that 
y(L 13 I) ~ Y’ ,I*‘. (12) 
To see the reverse inequality, consider any f’~ C(‘l)[- I, I], with rj c‘- 0 
(T’f < 0) and iI rf’$ _ I. Then, from Lemma 6 
Taking a supremum over all such J’we see that the right-hand side becomes 
the L”[ - 1, I] norm of Yr , so that 
sup dist,(j; M(T)) ,, i Y’, & 
llrfi'l~l 
In other words, 
This is the reverse inequality to (12) and proves the theorem. 
When we take T em= D”, the function fir is the Chebyshev polynomial of the 
second kind of degree IZ. Hence sgn $, =L sgn sin(n J- I) arc cos X. This 
means that sgn #r changes sign at the points cos(k~/(n -1. I)), k = I, 2,..., II. 
The points cos(krrj(,l $- 1)) are spaced so that the distance between consecu- 
tive points increases as we move from -- 1 to 0 and decreases as we move from 
0 to 1. Because of this, an induction argument shows that 1~ ‘iv, ljm is 1 Yr(O)I 
when n is odd and Y,(cos(tt $- 2)n/(2tt -’ 2))l when n is even. 
Rather than try to determine ,~ !Pr ~/= directly, it is easier to return to the 
ideas used in the proof of Theorem 2. Consider the case when ~, ul, 11% ul,(O). 
Then, 
ul,(O) =:- I1 ‘PI(S) &L(s), 
1 
where dp is the Dirac measure with unit mass at 0. The measure lip is not the 
nth derivative of a function from S(D”) which is why we dont have an 
extremal function. However, 
Y,(O) I1 y&d 444 
1 ’ 
i (n .- l)! --, 
xlLM1 sgn &(x) u’,v = .-J-.- distr(.xI:-‘, 
(n - I)! p,-11, 
where X, “-I is defined to be 0 if x <: 0 and Y-r if x 0. 
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Even though there is no extremal function in the strict sense (xl -’ is not 
in 9(D”)), the function x~~~‘/(n - I)! still serves the purpose of determining 
y(D)?, I, I) when n is odd. Similarly, 
1 
when II is even. The problem of determining dist,(x’I’ ‘, P, r) is solved 
explicitly in [l] by means of a finite but complicated sum which we do not 
reproduce here. When 1~ is even. the results of [l] do not determine r(D”, I ~ I) 
explicitly but do provide asymptotic estimates. 
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