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Abstract
Let A be an n× n matrix, q(A) = min{|λ| : λ ∈ σ(A)} and σ(A) denote the spectrum of
A. From Fiedler and Markham [Linear Algebra Appl. 101 (1988) 1], Song [Linear Algebra
Appl. 305 (2000) 99] and Yong [Linear Algebra Appl. 320 (2000) 167], for the Hadamard
products of n× n M-matrices and their inverses, the infimum of q(A ◦ A−1) is 2/n. In this
paper the following results are presented: if q(Ak ◦ A−1k ) tends to the infimum 2/n for n× n
(n > 2) M-matrices Ak, k = 1, 2, . . . , then the spectral radius ρ(Jk) of the Jacobi iterative
matrix of Ak tends to 1. That is, if q(A ◦ A−1) is close to 2/n, then ρ(J ) is close to 1; and
another lower bound is given for A being an n× n M-matrix,
q(A ◦ A−1)  max

1 − ρ(J )2, 1 + ρ(J )
1
n+2
1 + (n− 1)ρ(J ) 1n+2

 ,
where ρ(J ) is the spectral radius of the Jacobi iterative matrix of A. Furthermore, if A is
an H-matrix, then q(A ◦ A−1)  (1 − ρ(Jm(A))2)/(1 + ρ(Jm(A))2), where ρ(Jm(A)) is the
spectral radius of the Jacobi iterative matrix of the comparison matrix m(A).
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1. Introduction
The Hadamard product of two matrices A = (aij ) and B = (bij ) of the same
dimensions is the matrix A ◦ B = (aij bij ). For A = (aij ) ∈ n,n, define
q(A) = min{|λ| : λ ∈ σ(A)},
where σ(A) denotes the spectrum of A. Fiedler [2] proved that if A is a positive
definite matrix then q(A ◦ A−1) = 1. Generally, the above equality is not true. For
example, let
U =
(
sin θ cos θ
− cos θ sin θ
)
, 0 < θ  
2
.
U is a unitary matrix and the eigenvalues of U ◦ U−1 are λ1 = 1 and λ2 = 2 sin2 θ −
1. Therefore, q(U ◦ U−1) = |2 sin2 θ − 1| can be any number between 0 and 1 for
some appropriate θ.
For the special kind of matrices––M-matrices, Fiedler et al. [3] proved that for a
nonsingular M-matrix A, q(A ◦ A−1)  1 with the equality in the irreducible case if
and only if A is positive diagonally symmetrizable. Furthermore, Fiedler and Mark-
ham [4] gave a lower bound for arbitrary n× nM-matrix A that q(A ◦ A−1)  1/n
using the properties of doubly stochastic matrices and the property that for any diag-
onal matrices D1, D2 with positive diagonal entries q[(D1AD2) ◦ (D1AD2)−1] =
q(A ◦ A−1). They also presented the following conjecture:
Conjecture 1.1. If A is an n× n M-matrix, then q(A ◦ A−1)  2/n.
The conjecture was considered by Yong and Wang [10]. Yong and Wang [10]
established a lower bound for q(A ◦ A−1) that q(A ◦ A−1)  (2(n− 1))/n2. Re-
cently, Song [8] and Yong [11] independently proved the conjecture positively. From
Fiedler and Markham [4], Song [8] and Yong [11], the following is true:
inf{q(A ◦ A−1) : A is an n× n M-matrix} = 2
n
.
Especially, if n > 2, q(A ◦ A−1) > 2/n for any n× n M-matrix A.
In the present paper, we will prove that for an n× n (n > 2)M-matrix A, if q(A ◦
A−1) tends to 2/n, then ρ(J ) tends to 1, and give a lower bound for q(A ◦ A−1)
dependent on the properties of M- and H -matrices using the method of the optimally
scaled matrix defined in [7].
2. Some lemmas and main results
It is well known that a matrix A = (aij ) ∈ n,n is called an M-matrix if aij 
0, i /= j, i, j = 1, 2, . . . , n, A is nonsingular and A−1  0. Let D be the diagonal
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matrix of A and C = D − A, then the spectral radius of the Jacobi iterative matrix
D−1C of A denoted by ρ(J ) is less than 1. A matrix A = (aij ) ∈ n,n is called an
H -matrix if the comparison matrix m(A) = (bij ) defined by
bij =
{−|aij |, i /= j,
|aij |, i = j
is an M-matrix (cf. [12]). Firstly we introduce some known results.
Lemma 2.1 [1]. Suppose that A,B ∈ n,n and A is a nonnegative matrix satisfying
|B|  A. Then ρ(B)  ρ(A).
Lemma 2.2 [10]. If A is an irreducible M-matrix and Az  kz for a nonnegative
nonzero vector z, then k  q(A).
Lemma 2.3 [10]. Let A = (aij ) be a strictly diagonally dominant matrix by rows
and columns, i.e.,
|aii | >
∑
j /=i
|aij |, |aii | >
∑
j /=i
|aji |,
for all i. Then for A−1 = (bij ), we have
(i) |bji | 
∑
k /=j |ajk |
|ajj | |bii |.
(ii) |bij | 
∑
k /=j |akj |
|ajj | |bii |.
Lemma 2.4 [10]. Let A = (aij ) be an n× n M-matrix, and let A−1 = (bij ) be dou-
bly stochastic, then
(i) biiaii  1,
(ii) bii  1
n−∑j /=i 1ajj .
Lemma 2.5 [7]. Let A = (aij ) be an n× n M-matrix and be strictly diagonally
dominant by rows, and N = (nij ) be an n× n nonnegative matrix, then the spectral
radius of A−1N satisfies
min
i
{ ∑n
i=1 nij
aii +∑j /=i aij
}
 ρ(A−1N)  max
i
{ ∑n
i=1 nij
aii +∑j /=i aij
}
.
We firstly give a characterization for n× n M-matrix A satisfying that q(A ◦
A−1) tends to the infimum 2/n.
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Theorem 2.6. Suppose that Ak are n× n (n > 2) M-matrices, k = 1, 2, . . . If
limk→∞ q(Ak ◦ A−1k ) = 2/n, then the spectral radius ρ(Jk) of the Jacobi iterative
matrix of Ak satisfies that limk→∞ ρ(Jk) = 1.
Proof. For arbitrary diagonal matrices D1 and D2 with positive diagonal entries,
q[(D1AkD2) ◦ (D1AkD2)−1] = q(Ak ◦ A−1k ) and the spectral radius of the Jacobi
iterative matrix of D1AkD2 is equal to ρ(Jk). Without loss of generality, suppose
that A−1k are doubly stochastic matrices, k = 1, 2, . . .
Since limk→∞ q(Ak ◦ A−1k ) = 2/n and q(Ak ◦ A−1k ) > 2/n, then for arbitrary
ε > 0 with ε < 2/n(1 − (2/n)), there exists a positive integer K such that
2
n
+ ε > q(Ak ◦ A−1k ) >
2
n
for k > K,
where Ak = (a(k)ij ) and A−1k = (b(k)ij ).
(i) In case that Ak is irreducible: according to the proof of Theorem 3.1 of [8], for
some i, the following is satisfied
q(Ak ◦ A−1k )  b(k)ii
2a(k)ii − 1
a
(k)
ii

2a(k)ii − 1
na
(k)
ii − n+ 1
>
2
n
. (2.1)
Then
2a(k)ii − 1
na
(k)
ii − n+ 1
 q(Ak ◦ A−1k ) <
2
n
+ ε
and
a
(k)
ii >
1 − 2
n
+ nε − ε
nε
>
n− 2
n2ε
. (2.2)
By (2.1),
2
n
+ ε > q(Ak ◦ A−1k )  b(k)ii
2a(k)ii − 1
a
(k)
ii
 b(k)ii
2n−2
n2ε
− 1
n−2
n2ε
=
(
2 − n
2ε
n− 2
)
b
(k)
ii .
And by Lemma 2.4,
1
n−∑j /=i 1a(k)jj
 b(k)ii 
2
n
+ ε
2 − n2ε
n−2
= 2 + nε
2n− n3ε
n−2
.
Thus
1
a
(k)
jj

∑
j /=i
1
a
(k)
jj
 n− 2n−
n3ε
n−2
2 + nε =
n2 + n3
n−2
2 + nε ε, j = 1, 2, . . . , j /= i,
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and
a
(k)
jj 
2 + nε
n2ε + n3ε
n−2
, j /= i, and a(k)ii 
n− 2
n2ε
.
Hence
1 > ρ(Jk)  min
i
a
(k)
ii − 1
a
(k)
ii
 min

1 − n
2ε
n− 2 , 1 −
n2 + n3
n−2
2 + nε ε


 1 − n
2(n− 1)
n− 2 ε. (2.3)
(ii) In case that Ak is reducible: without loss of generality, suppose that Ak has
a block upper triangular form (A(k)ij ) with irreducible diagonal blocks A
(k)
ii , i =
1, 2, . . . , s, then q(Ak ◦ A−1k ) = min1!s q(A(k)!! ◦ (A(k)!! )−1),whereA(k)!! is an n! ×
n! irreducible M-matrix. Since q(Ak ◦ A−1k ) < 1, then at least one of n! is greater
than 2. Thus by step (i),
ρ(Jk)  max
1is
ρ(J
A
(k)
ii
)  1 − n
2
!(n! − 1)
n! − 2 ε  1 −
n2(n− 1)
n− 2 ε. (2.4)
Together with (i) and (ii), for k > K, ρ(Jk)  1 − (n2(n− 1)/(n− 2))ε and
limk→∞ ρ(Jk) = 1. unionsq
Remark 2.7. From the proof of Theorem 2.6, we know that if A is an n× n
(n > 2) M-matrix and q(A ◦ A−1)  (2/n)+ ε with ε < (2/n)(1 − (2/n)), then
1 > ρ(J )  1 − (n2(n− 1)/(n− 2))ε.
In the following, we will give another lower bound for q(A ◦ A−1) using the
method of the optimally scaled matrices.
Theorem 2.8. Let A be an n× n M-matrix, then
q(A ◦ A−1)  1 − ρ(J )2.
Proof. (i) Suppose that A = (aij ) is irreducible, D is the diagonal matrix of A and
C = D − A, then D is a diagonal matrix with positive diagonal entries, C is an
irreducible nonnegative matrix and D−1C the Jacobi iterative matrix of A is also an
irreducible nonnegative matrix. By Perron–Frobenius theorem (cf. [5]) on irreducible
nonnegative matrices, there is a positive eigenvector x = (x1, x2, . . . , xn)T such that
D−1Cx = ρ(J )x. Set D1 = diag(x1, x2, . . . , xn) and A1 = AD1 = (a(1)ij ), then∑
j /=i |a(1)ij |
a
(1)
ii
= ρ(J ) for i = 1, 2, . . . , n.
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For irreducible M-matrix AT1 , similarly we can get that there is a diagonal matrix
denoted byD2 whose diagonal entries are all positive such thatAT1D2 = (D2A1)T :=
AT2 = (a(2)ij )T satisfies∑
j /=i |a(2)j i |
a
(2)
ii
= ρ(J2), i = 1, 2, . . . , n, (2.5)
where ρ(J2) denotes the spectral radius of the Jacobi iterative matrix of AT2 . Since
ρ(J2)= ρ
(
(D1DD2)
−1D1CTD2
)
= ρ(D−12 D−1CTD2)
= ρ(D−1CT) = ρ((D−1CT)T) = ρ(CD−1)
= ρ
(
D(D−1C)D−1
)
= ρ(J ),
and by the definition of A2 (A2 = D2AD1), the following is also satisfied:∑
j /=i |a(2)ij |
a
(2)
ii
=
∑
j /=i |a(2)j i |
a
(2)
ii
= ρ(J ), i = 1, 2, . . . , n. (2.6)
Let A−12 = (αij ) and fi be the ith component of the vector (A2 ◦ A−12 )e, where
e = (1, 1, . . . , 1)T. Since A2A−12 = I, I is the identity matrix and A2 is irreducible,
then A−12 > 0 and a
(2)
ii αii +
∑
j /=i a
(2)
ij αij = 1, for i = 1, 2, . . . , n. Thus
a
(2)
ii αii = 1 −
∑
j /=i
a
(2)
ij αij  1;
especially, if n  2, a(2)ii αii > 1. By Lemma 2.3, we obtain
|αij | 
∑
k /=j |a(2)kj |
a
(2)
jj
αii = ρ(J )αii ,
and
fi = a(2)ii αii +
∑
j /=i
|a(2)ij |αij  a(2)ii αii −
∑
j /=i
|a(2)ij |ρ(J )αii
= a(2)ii αii(1 − ρ(J )2)
 1 − ρ(J )2.
Hence by Lemma 2.2, q(A2 ◦ A−12 ) = q(A ◦ A−1)  1 − ρ(J )2.
(ii) In case that A ∈ n,n is reducible, without loss of generality, we may assume
that A has a block upper triangular form (Aij ) with irreducible diagonal blocks Aii .
Since the Jacobi iterative matrix of Aii can be considered as a submatrix of the
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nonnegative Jacobi iterative matrix of A, by Lemma 2.1, the spectral radius ρ(Ji) of
the Jacobi iterative matrix of Aii is less than or equal to ρ(J ). Hence
q(A ◦ A−1)  max
i
q(Aii ◦ A−1ii )  1 − ρ(J )2. unionsq
Together with the proof of Theorem 2.6, Remark 2.7 and Theorem 2.8, we have
Theorem 2.9. Let A be an n× n M-matrix, then
q(A ◦ A−1)  1 + ρ(J )
1
n+2
1 + (n− 1)ρ(J ) 1n+2
. (2.7)
Proof. The inequality (2.7) is satisfied for n = 2.
(i) Suppose that n > 2 and A is irreducible. If ρ(J )  (n− 2)/(n− 1), it is easy
to verify that
q(A ◦ A−1)  1 − ρ(J )2  1 + ρ(J )
1 + (n− 1)ρ(J ) 
1 + ρ(J ) 1n+2
1 + (n− 1)ρ(J ) 1n+2
.
(2.8)
If ρ(J ) > (n− 2)/(n− 1), let
ε = 1 + ρ(J )
1
n+2
1 + (n− 1)ρ(J ) 1n+2
− 2
n
=
(n− 2)
(
1 − ρ(J ) 1n+2
)
n+ n(n− 1)ρ(J ) 1n+2
,
then 0 < ε < (2/n)(1 − (2/n)), and
1 + ρ(J ) 1n+2 + ρ(J ) 2n+2 + · · · + ρ(J ) n+1n+2 1 + (n+ 1)ρ(J )
n
 n
2(n− 1)
n+ n(n− 1)ρ(J )
 n
2(n− 1)
n+ n(n− 1)ρ(J ) 1n+2
then
n2(n− 1)
(
1 − ρ(J ) 1n+2
)
n+ n(n− 1)ρ(J ) 1n+2
 1 − ρ(J ). (2.9)
Hence
ρ(J )  1 − n
2(n− 1)
n− 2 ε. (2.10)
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So by Remark 2.7,
q(A ◦ A−1)  2
n
+ ε = 1 + ρ(J )
1
n+2
1 + (n− 1)ρ(J ) 1n+2
. (2.11)
Together with (2.8) and (2.11), we have that for irreducible n× nM-matrix A
q(A ◦ A−1)  1 + ρ(J )
1
n+2
1 + (n− 1)ρ(J ) 1n+2
.
(ii) In case A is reducible: By the similar method to the proof of Theorem 2.8, the
inequality (2.7) is also satisfied. unionsq
Let A be an n× n (n > 2) M-matrix. Since
1 + ρ(J ) 1n+2
1 + (n− 1)ρ(J ) 1n+2
>
2
n
,
and by Theorem 2.8 and Theorem 2.9, we have
Corollary 2.10. Let A be an n× n M-matrix, then
q(A ◦ A−1)  max
{
1 − ρ(J )2, 1 + ρ(J )
1
n+2
1 + (n− 1)ρ(J ) 1n+2
}
.
Together with the estimations about the spectral radius of iterative matrices in Hu
[7] and Xiang [9], we can obtain some estimations about ρ(J ). Suppose that M =
(mij ), N = nij ∈ n,n andM is strictly diagonally dominant by rows, then by Hu [7]
ρ(M−1N)  max
i


n∑
i=1
|nij |
/(
|mii | −
∑
j /=i
|mij |
)
 , (*)
If M is strictly diagonally dominant by columns, then by Xiang [9]
ρ(M−1N)  max
i


n∑
j=1
|nji |
/(
|mii | −
∑
j /=i
|mji |
)
 . (**)
Example 2.11. Let
A =


8 −4 −2 −1 0 −3
−1 12 −7 −2 −1 0
0 −3 15 −4 −5 0
−2 −1 0 10 0 −1
−3 0 −2 0 9 −4
0 −1 −1 0 0 10

 .
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By (∗∗), the spectral radius of Jacobi iterative matrix ρ(J )  max{ 34 , 34 , 45 , 710 ,
2
3 ,
4
5 } = 0.8. Thus q(A ◦ A−1)  1 − 0.82 = 0.36.
Example 2.12. Let A = I − 1/(1 + ε)C, and
C =


0 1 0 0 · · · 0 0
1
2 0
1
2 0 · · · 0 0
0 12 0
1
2 · · · 0 0
· · · · · · · · ·
0 0 0 0 · · · 1 0

 .
Then ρ(J )  1/(1 + ε) and q(A ◦ A−1)  1 − ρ(J )2  (2ε + ε2)/(1 + ε)2.
3. An inequality for the Hadamard product of an H -matrix and its inverse
If A is an H -matrix, that is, its comparison matrix m(A) is an M-matrix, we get
the following
Theorem 3.1. Let A be an n× n H -matrix, then
q(A ◦ A−1)  1 − ρ(Jm(A))
2
1 + ρ(Jm(A))2 ,
where ρ(Jm(A)) is the spectral radius of the Jacobi iterative matrix of the comparison
matrix m(A).
Proof. (i) Assume A is irreducible. Since for arbitrary diagonal matrices D1 and
D2 with positive diagonal entries q((D1AD2) ◦ (D1AD2)−1) = q(A ◦ A−1). Using
a method similar to the proof of Theorem 2.8, without loss of generality, suppose
that the comparison matrix m(A) = (bij ) satisfies (2.5) and (2.6). Then A satisfies
aii /= 0, i = 1, 2, . . . , n and
ρ(Jm(A))|aii | =
∑
j /=i
|aji | =
∑
j /=i
|aij |, i = 1, 2, . . . , n, (3.1)
where ρ(Jm(A)) is the spectral radius of the Jacobi iterative matrix of m(A). There-
fore A is strictly diagonally dominant by rows and columns.
Let A−1 = (γij ) and A ◦ A−1 = (cij ). Denote ri = |cii | −∑j /=i |cij |, i = 1,
2, . . . , n. By Lemma 2.3 and (3.1), we have that
ri = |cii | −
∑
j /=i
|cij | = |aiiγii | −
∑
j /=i
|aij γij |
 |aiiγii | − ρ(Jm(A))2|aiiγii |
= |aiiγii |(1 − ρ(Jm(A))2). (3.2)
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Since AA−1 = I, then for all i = 1, 2, . . . , n, aiiγii +∑j /=i aij γij = 1 and
1  |aiiγii | +
∑
j /=i
|aij γij |  (1 + ρ(Jm(A))2)|aiiγii |
Thus
ri 
1 − ρ(Jm(A))2
1 + ρ(Jm(A))2 , i = 1, 2, . . . , n. (3.3)
Suppose that λ is an eigenvalue of A ◦ A−1. By Gerschgorin theorem (cf. [6]), we
have that |λ− cii | ∑j /=i |cij | for some i and
|λ|  |cii | −
∑
j /=i
|cij |  1 − ρ(Jm(A))
2
1 + ρ(Jm(A))2 .
Hence
q(A ◦ A−1)  1 − ρ(Jm(A))
2
1 + ρ(Jm(A))2 .
(ii) If A is reducible, by a method similar to the proof of Theorem 2.8, the follow-
ing inequality is also satisfied
q(A ◦ A−1)  1 − ρ(Jm(A))
2
1 + ρ(Jm(A))2 . 
Remark 3.2. The inequality q(A ◦ A−1)  (1 − ρ(Jm(A))2)/(1 + ρ(Jm(A))2) is
sharp. For example, let
A =
(
sin θ cos θ
− cos θ sin θ
)
,

4
< θ  
2
.
A is an H -matrix, q(A ◦ A−1) = 2 sin2 θ − 1 can be any number between 0 and
1 for some appropriate θ.
1 − ρ(Jm(A))2/1 + ρ(Jm(A))2 = 2 sin2 θ − 1.
By Theorem 3.1,
q(A ◦ A−1) = 1 − ρ(Jm(A))
2
1 + ρ(Jm(A))2 = 2 sin
2 θ − 1.
Example 3.3. Let
A =


5 1 −2 −1
−1 12 7 −2
1 −3 15 −4
−2 3 0 10

 .
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By (∗) and (∗∗), the spectral radius of Jacobi iterative matrix of the comparison
m(A) satisfying that ρ(Jm(A))  7/10, then q(A ◦ A−1)  (1 − 0.72)/(1 + 0.72) >
0.348.
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