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Abstract
Contextual bandits often provide simple and effective personalization in decision
making problems, making them popular in many domains including digital health.
However, when bandits are deployed in the context of a scientific study, the aim
is not only to personalize for an individual, but also to determine, with sufficient
statistical power, whether or not the system’s intervention is effective. In this
work, we develop general meta-algorithms to modify existing algorithms such that
sufficient power is guaranteed, without significant decrease in average return.
1 Introduction
Contextual bandits provide an attractive middle ground between multi-arm bandits and full Markov
Decision Processes. Their simplicity, robustness, and effectiveness had made them popular in
domains ranging from online education to ads recommendation. In this work, we are motivated
by situations in which we not only want to personalize actions to the user, but we also want to
rigorously detect the effect of the treatment. Such situations are common when the contextual
bandit is used as part of a study: imagine a mobile app that will help patients manage their mental
illness by delivering reminders to self-monitor their mental state. In this case, not only may we
want to personalize reminders, but we also want to measure the marginal effect of reminders on
self-monitoring. Quantifying these effects is often essential for downstream science and development.
Currently, there exist algorithms that either have principled bounds on regret (e.g. Abbasi-Yadkori
et al. [2011], Agrawal and Goyal [2012], Krishnamurthy et al. [2018]), largely coming from the
RL community, or aim to rigorously determine an effect (e.g. micro-randomized trials Liao et al.
[2016], Klasnja et al. [2015], Kramer et al. [2019]), which have been a focus in the experimental
design community. Practical implementation of these algorithms often results in tensions: for regret
minimization, one may make assumptions that are likely not true, but close enough to result in fast
personalization. However, for treatment effect analysis, one must be able to make strong statistical
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claims in the face of a potentially non-stationary user—e.g. one who is initially excited by the
novelty of a new app, and then disengages—as well as highly stochastic, hidden aspects of the
environment—e.g. if the user has a deadline looming, or started watching a new television series.
It is not obvious whether an algorithm that does a decent job of personalization under one set of
assumptions would guarantee desired power under more general assumptions.
In this work, we both rigorously guarantee that a trial will be sufficiently powered to provide inference
about treatment effects (produce generalizable knowledge about a population of users) and minimize
regret (improve each user’s well-being). In minimizing regret, each user represents a different task;
in assessing treatment effects, the sample of users is the task. We specifically focus on settings where
trials are expensive, and thus not only must one be sufficiently powered, one must also leave open the
option for post-hoc analyses via off-policy evaluation techniques; this requirement will imply that all
action probabilities must be bounded away from 0 or 1. For this context, we adjust a wide variety of
popular regret-minimization algorithms such that sufficient power is guaranteed and we get optimal
regret for each user with respect to an oracle that selects from a class of power-preserving policies.
We provide formal analyses and supporting experiments for specific algorithms as well as general
approaches for adapting existing contextual bandit algorithms to meet these goals.
2 Related Work
A variety of works focus on ways to quantify the properties of various arms of a bandit. These include
works for estimating the means of all arms (e.g. Carpentier et al. [2011]) and approaches focused
on best-arm identification aim to find the best treatment with confidence [Audibert and Bubeck,
2010]. Best-arm identification has been applied to both stochastic as well as adversarial settings
[Abbasi-Yadkori et al., 2018, Lattimore and Szepesvari, 2019]. However, these algorithms typically
personalize little if at all, and thus can result in high regret.
Other works focus on minimizing regret without considering testing hypotheses related to treatment
effectiveness. While there exists a long history of optimizing bandits in RL (e.g. Abbasi-Yadkori
et al. [2011], Agrawal and Goyal [2012]), perhaps most relevant are more recent works that can
achieve optimal first order regret rates in highly stochastic, even adversarial settings [Lattimore and
Szepesvari, 2019, Krishnamurthy et al., 2018, Greenewald et al., 2017]. Our approach also provides
power guarantees in those challenging settings without significance increase in regret.
Finally, other works consider other simultaneous objectives. Degenne et al. [2019], Erraqabi et al.
[2017] consider arm value estimation jointly with regret minimization. Nie et al. [2018], Deshpande
et al. [2018], Hadad et al. [2019] consider how to accurately estimate the means or provide confidence
intervals with data collected via adaptive sampling algorithms. At a high level, most similar to
this work is that of Williamson et al. [2017], Villar et al. [2015] who assume stationary Bernoulli
rewards. They consider the task of assigning treatments to N individuals so as to minimize regret (i.e.,
maximize success rate). They consider heuristic alternatives to improve power but not guarantee it.
Our approach considers more general settings and provides theoretical guarantee for a stated power.
To our knowledge, ours is the first to consider how to accomplish two tasks: a sequential decision
problem one per user with the goal to minimize regret during the study and to guarantee the power
to detect a marginal (across the users) effect after the study is over. We guarantee the latter in a
non-stationary and stochastic setting.
3 Notation, Model, and Statistical Setting
We consider a collection of histories {HnT }Nn=1 consisting of N users, each with T steps, where
Hnt = (Cn0, An0, Rn0, Cn1, An1, Rn1 . . . , Cnt), t ≤ T ; Cnt denotes the context of user n at time
step t, Ant ∈ {0, 1} denotes the binary action, and Rnt denotes the reward. The potential rewards are
(Rnt(0), Rnt(1)). Rnt is a composite of the potential rewards and the action, Ant: Rnt = Rnt(Ant).
For each user, a contextual bandit algorithm uses a policy pit which is a function constructed from the
user’s prior data Hn,t−1, An,t−1, Rn,t−1, in order to select action Ant based on the current context.
(i.e. p(Ant = 1) = pit(Cnt)). We write as pint for short in the following text.
In practice, it is common to make certain assumptions for efficient exploration and good performance
when minimizing regret, but still desire to preserve sufficient power for later analysis even if those
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assumptions are violated. In this section, we describe a very general setting for treatment effect
analysis such that the environment can be stochastic, non-stationary, and future contexts can depend on
past ones. In Section 5.2, we will consider a variety of additional assumptions that might be made by
the regret minimization algorithm. For example, Action-Centered Thompson Sampling [Greenewald
et al., 2017] and Semi-Parametric Contextual Bandit [Krishnamurthy et al., 2018] assume that the
treatment effect only depends on the current context Cnt while our setting for power guarantees
allows it to be a function of full history Hnt. We also allow reward noise to be correlated across time.
Finally, we will require policies to have action probabilities in some [pimin, pimax] bounded away from
0 and 1. This policy class is preferred—and often required—by scientists who wish to preserve
their ability to perform unspecified secondary analyses (e.g. Thomas and Brunskill [2016], Su et al.
[2019]) and causal inference analyses (e.g. Boruvka et al. [2018]). We also run the algorithm for
each user separately, as correctly accounting for treatment effect when combining data over users is
nontrivial since users may enter the study at different times. Furthermore, some works have found
that for online detection and prediction, user-specific algorithms work better than population-based
algorithms [Dallery et al., 2013, Korinek et al., 2018, Albers et al., 2017].
Environment and Notation for Statistical Analyses We consider a semiparametric linear contextual
bandit setting where the reward can be composed into an action-independent term and an action-
dependent linear term. We assume the treatment effect satisfies
E[Rnt(1)|Hnt]− E[Rnt(0)|Hnt] = Zᵀt (Hnt)δ0, (1)
where Zt(Hnt) is a set of features that are a known function of history Hnt. Importantly, Zt(Hnt)
is independent of present action Ant but may depend on prior actions. We assume that an expert
defines what features of a history may be important for the reward but make no assumptions about
how the history itself evolves. We assume the histories {Hnt}Nn=1 are independent and identically
distributed as we run algorithms on each user separately. However, there may be dependencies across
time within a specific subject. Finally, we assume that Var[Rnt(a)|Hnt] < ∞ for a ∈ {0, 1} and
t = 1, . . . , T . Denote the marginal reward averaged over the action as γnt, which can be a complex
non-linear function. Thus, the potential reward can be written as
Rnt(a) = aZ
ᵀ
t (Hnt)δ0 + γt(Hnt) + nt.
where nt is a noise term whose assumptions will be further specified later. In the following, we write
Zt(Hnt) as Znt and γt(Hnt) as γnt for short.
Hypothesis and Test Statistic We construct a test statistic that requires minimal assumptions to
guarantee the desired Type 1 error rate and the desired power. A natural primary hypothesis concerns
the treatment effect, here encoded by the value of δ0 in Equation 1. Our goal is to test the null
hypothesis: H0 : δ0 = 0 and the alternate hypothesis: H1 : δ0 = δ. To test those hypotheses, we will
construct a test statistic based on one used in multiple micro-randomized trials [Liao et al., 2016,
Boruvka et al., 2018, Klasnja et al., 2019, Bidargaddi et al., 2018]. We first assume the model in
Equation 1. Suppose the marginal reward can be written as:
E[Rnt|Hnt] = Bᵀntγ0, (2)
where Bnt is a vector of features constructed from Hnt. Note that the choice of Bnt can have an
effect on the robustness of power guarantee (See Appendix Section A.4). Our estimated parameter δˆ
minimizes
L(γ, δ) =
N∑
n=1
T∑
t=1
(Rnt −Bᵀntγ − (Ant − pint)Zᵀntδ)2
pint(1− pint)
The above loss function centers the action by Ant − pint, which allows one to prove the asymptotic
property of
√
N(δˆ − δ0) even if the working model in Equation 2 is false [Boruvka et al., 2018].
Next, let θ =
[
γ
δ
]
and Xnt =
[
Bnt
(Ant − pint)Znt
]
∈ R(p+q)×1. The solution for θˆ is given by
θˆ =
(
1
N
N∑
n=1
T∑
t=1
XntX
ᵀ
nt
pint(1− pint)
)−1(
1
N
N∑
n=1
T∑
t=1
RntXnt
pint(1− pint)
)
(3)
and
√
N(θˆ − θ) is asymptotically normal with covariance defined by
Σθ = E
[ T∑
t=1
XntX
ᵀ
nt
pint(1− pint)
]−1
E
[( T∑
t=1
˜ntX
ᵀ
nt
pint(1− pint)
)(
T∑
t=1
˜ntX
ᵀ
nt
pint(1− pint)
)]
E
[ T∑
t=1
XntX
ᵀ
nt
pint(1− pint)
]−1
(4)
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where p, q are the dimensions of Bnt, Znt respectively, and ˜nt = Rnt −Xᵀntθˆ.
Theorem 1. Under assumptions in this section, and the assumption that matrices E[
∑T
t=1 ZntZ
ᵀ
nt],
E
[∑T
t=1
BntB
ᵀ
nt
pint(1−pint)
]
are invertible, the distribution of
√
N(δˆ − δ0) converges, as N increases, to a
normal distribution with 0 mean and covariance Σδ = QW−1Q, where Q = E
[∑T
t=1 ZntZ
ᵀ
nt
]−1
,
W = E
[ T∑
t=1
(Rnt −Xᵀntθ∗)(Ant − pint)Znt
pint(1− pint)
T∑
t=1
(Rnt −Xᵀntθ∗)(Ant − pint)Zᵀnt
pint(1− pint)
]
.
for θ∗ =
[
γ∗
δ0
]
, and γ∗ = E
[∑T
t=1
BntB
ᵀ
nt
pint(1−pint)
]−1
E
[∑T
t=1
BntRnt
pint(1−pint)
]
.
Proof. The proof is a minor adaptation of Boruvka et al. [2018]. See Appendix Section A.1.
Recall that θˆ =
[
γˆ
δˆ
]
and Σθ =
[
Σγ Σγδ
Σδγ Σδ
]
. One can obtain δˆ from θˆ, and Σδ from Σθ. To test the
null hypothesis, one can use statistic NδˆΣδ−1δˆ which asymptotically follows a χ2p where p is the
number of parameters in δ0. Under the alternate hypothesis δ0 = δ, NδˆΣδ−1δˆ has an asymptotic
non-central χ2p distribution with degrees of freedom p and non-centrality parameter cN = NδΣδ
−1δ.
4 Power Constrained Bandits
The asymptotic distribution for the estimator in Equation 3 depends on the policy pint. Intuitively,
given N subjects and T times, we can imagine some minimum and maximum randomization
probabilities pimin and pimax such that the experiment is sufficiently powered for the test above—that
is, if we don’t sufficiently explore, we won’t be able to determine the treatment effect.
We first prove this intuition is true: for a fixed randomization probability pint = pi, there exists a pimin
and pimax (pimin ≤ pimax) such that when pi is pimin or pimax, the experiment is sufficiently powered.
Theorem 2. Assume that nt is independent of Ant conditional on Hnt (i.e. E[nt|Ant, Hnt] = 0)
and V ar(nt|Hnt) = σ2. Let α0 be the desired Type 1 error and 1− β0 be the desired power. Set
pimin =
1−√1− 44
2
, pimax =
1 +
√
1− 44
2
, 4 = σ
2cβ0
Nδᵀ0E
[∑T
t=1 ZntZ
ᵀ
nt
]
δ0
.
We choose cβ0 such that 1−Φp;cβ0 (Φ−1p (1−α0)) = β0, where Φp;cβ0 denotes the cdf of a non-central
χ2 distribution with d.f. p and non-central parameter cβ0 , and Φ
−1
p denotes the inverse cdf of a χ
2
distribution with d.f. p. For a given trial with N subjects each over T time units, if the randomization
probability is fixed as pint = pimin or pimax, the resulting power converges to 1− β0 as N −→∞.
Proof. (Sketch) The rejection region for H0 : δ0 = 0 is {NδˆΣδ−1δˆ > Φ−1p (1− α0)}, which results
in the power of
1− β0 = 1− Φp;cN (Φ−1p (1− α0)) (5)
where cN = Nδ
ᵀ
0 Σ
−1
δ δ0. The formula for Σδ is in Theorem 1, thus we only need to solve for
pimin, pimax when we substitute the expression for Σδ in cN . Full analysis in Appendix A.2.
In some cases, such as in the work of Liao et al. [2016], Znt may be available in advance of the study.
In other cases, the study designer will need to specify a space of plausible models and determining
the power for some fixed pi will require finding the worst-case E[
∑
t ZntZ
ᵀ
nt].
Next, we prove that as long as each randomization probability pint ∈ [pimin, pimax], the power
constraint will be met. Our proof holds for any selection strategy for pint, including ones where the
policy is adversarially chosen to minimize power based on the subject’s history Hnt. Having the
condition across myraid ways of choosing pint is essential to guaranteeing power for any contextual
bandit algorithm that can be made to produce clipped probabilities.
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Theorem 3. Given pimin, pimax we solved for above, if for all n and all t we have that pint ∈ [pimin, pimax],
then the resulting power will converge to a value no smaller than 1− β0 as N −→∞.
Proof. (Sketch) The right hand side of Equation 5 is monotonically increasing with respect to
cN . The resulting power will be no smaller than 1 − β0 as long as cN ≥ cβ0 . This holds when
pint ∈ [pimin, pimax]. Full proof in Appendix A.3.
5 Regret with Power-Constrained Bandits
In Section 4, we provide an algorithm-agnostic way to guarantee a study’s power constraints were
met, under very general assumptions in Section 3. In practice, one often uses algorithms that make
specific environment assumptions. Now, we consider how well we can do with respect to regret
under the bandit algorithm’s environment assumptions. Our goal is to preserve regret rates, now with
respect to a clipped oracle whose action probabilities pint lie within pimin and pimax. We study specific
algorithms in which we can preserve regret rates with respect to a clipped oracle by simply clipping
the action selection probability to lie in [pimin, pimax]. We also present general wrapper algorithms
that allow us to adapt a large class of existing algorithms while preserving regret rates.
5.1 Regret Rates with Probability Clipping
Here we describe cases where simply clipping action probabilities preserves regret rates, now with
respect to a clipped oracle.
Action-Centered Thompson Sampling (ACTS). ACTS [Greenewald et al., 2017] already has opti-
mal first order regret with respect to a clipped oracle in non-stationary, adversarial settings where the
features and reward are a function of current context Cnt (rather than Hnt). They do not consider
power; using our probabilities will result in optimal regret and satisfy required power guarantees.
Semi-Parametric Contextual Bandits (BOSE). BOSE [Krishnamurthy et al., 2018] has optimal
first order regret with respect to a standard oracle in a non-stationary, adversarial setting. Like ACTS,
features and rewards are functions of Cnt. They further assume noise term is action independent. In
the two action case, BOSE will select actions with probability 0.5 or with probability 0 or 1. With
probability clipping, the regret bound remains unaffected and the details are provided in Section 3.3
of [Krishnamurthy et al., 2018].
A More Subtle Case: Linear Stochastic Bandits (OFUL). Finally, consider the OFUL algorithm
of Abbasi-Yadkori et al. [2011] which considers a linear assumption on the entire mean reward that
E[Rnt|Ant = a] = xTt,aθ for features (xt,0, xt,1). To adapt OFUL to accommodate the clipped con-
straint, we make a slight modification to OFUL to ensure optimism under the constraint. Specifically
we replace the criterion, xᵀt,aθ by `t(a, θ) = E[x
ᵀ
t,Act
θ|At = a] where Act ∼ Bernoulli(piamaxpi1−amin ).
The construction of the confidence set remains the same. In Appendix A.5, we prove clipping
preserves regret with respect to a clipped oracle.
5.2 General Power-Preserving Wrapper Algorithms
The above cases required a case-by-case analysis to determine whether clipping probabilities would
preserve regret rates (now with respect to a clipped oracle). Now we describe how to adapt a wide
variety of bandit algorithms in a way that (a) guarantees sufficient power and (b) preserves regret
rates with respect to a clipped oracle.
Meta-Algorithm: Action-Flipping Denote the action probability given by a bandit algorithm A
as piA(Cnt). Suppose we take the action outputted by any algorithm and flip it with some probability:
1. Given current context Cnt, algorithm A produces action probabilities piA(Cnt)
2. Sample Ant ∼ Bern(piA(Cnt)).
3. If Ant = 1, sample A′nt ∼ Bern(pimax). If Ant = 0, sample A′nt ∼ Bern(pimin).
4. We perform A′nt and receive reward Rnt.
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5. The algorithm A stores the tuple Cnt, Ant, Rnt. (Note that if Ant and A′nt are different,
then, unbeknownst to the algorithm A, a different action was actually performed.)
6. The scientist stores the tuple Cnt, A′nt, Rnt for their analysis.
Let A′nt = G(Ant) denote the stochastic transformation by which the wrapper above transforms
the action Ant from algorithm A to the new action A′nt. Suppose that the input algorithm A
had some regret rate R(T ) for a set of environments Ω (e.g. assumptions on distribution of
{Cnt, Rnt(0), Rnt(1)}Tt=1). We prove under what conditions the altered version of algorithm A, as
described above, will achieve the same rate against a clipped oracle:
Theorem 4. Given pimin, pimax and a contextual bandit algorithm A, assume that algorithm A
has expected regretR(T ) for any environment in Ω, with respect to an oracle O. If there exists an
environment in Ω such that the potential rewards, R′nt(a) = Rnt(G(a)) for a ∈ {0, 1}, then the
wrapper algorithm will (1) return a data set that satisfies the desired power constraints and (2) have
expected regret no larger thanR(T ) with respect to a clipped oracle O′.
Proof. (Sketch) Our wrapper algorithm makes the input algorithm A believe that the environment is
more stochastic than it is. If algorithm A achieves some rate in this more stochastic environment,
then it will be optimal with respect to the clipped oracle. Full proof in Appendix Section A.6.
There exist many environments Ω which are closed under the reward transformation above, including
Abbasi-Yadkori et al. [2011], Agrawal and Goyal [2012], Langford and Zhang [2007]. In Appendix
Section A.6, we describe a large number of settings under which this wrapper could be used.
Meta-Algorithm: Selective Data Dropping The action flipping strategy above is simple, but it
adds stochasticity into the agent’s perceived environment. If this stochasticity is not desired, or for
algorithms where the environmental class Ω is not closed under our stochastic transformation G, we
provide another wrapper meta-algorithm that uses the following strategy:
1. Produce piA(Cnt) as before. If sampling Ant ∼ Bern(piA(Cnt)) would have produced the
same action as sampling A′nt ∼ Bern(clip(piA(Cnt))) (see detailed algorithm description
in Appendix A.8 as to how to do this efficiently), then perform Ant; else perform A′nt.
2. The algorithm A stores the tuple Cnt, Ant, Rnt if Ant was performed; else it stores nothing
from that interaction.
3. The scientist always stores the tuple Cnt, A′nt, Rnt
Theorem 5. Given input pimin, pimax and a contextual bandit algorithm A. Assume algorithm A
has a regret bound R(T ) when one of the following holds for the setting B: (1) under B the data
generating process for each context is independent of history, or (2) under B the context depends on
the history, and the boundR for algorithm A is robust to an adversarial choice of context.
Then our wrapper algorithm will (1) return a dataset that satisfies the desired power constraints under
the data generation process of Section 3 and (2) has expected regret no larger than R(pimaxT ) +
(1− pimax)T if assumptions B are satisfied in the true environment.
We prove in Appendix Section A.8 that as long as the environment Ω remains closed when data are
dropped, the expected regret rate is no worse than R(pimaxT ) with respect to a clipped oracle.
6 Experiments
We now demonstrate properties of our power-constrained bandits on several environments, ranging
from standard semiparametric and adversarial settings to a realistic mobile health simulator.
6.1 Settings, Baselines, and Metrics
Standard Environments Our semiparametric contextual bandit (SCB) samples Znt and δ0 uniformly
from a sphere and nt are i.i.d.. Our adversarial semiparametric (ASCB) setting is from Krishnamurthy
et al. [2018]; it uses the nonparametric component of the reward γnt to corrupt the information the
learner receives. Details in Appendix C.1, C.2.
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Realistic Mobile Health Simulator Liao et al. [2016] introduced a mobile health simulator motivated
by the HeartSteps mobile health study that used messages to increase the user’s physical activity.
Each simulated user n participates for 90 days, Ant = 1 represents a message is delivered, and Rnt
represents the square root of step count at day t. The γnt decreases linearly over time as people
engage more at the start of the study. Znt is created by experts such that the treatment effect Z
ᵀ
ntδ0
starts small at day 0, peaks at day 45, and decays to 0 at day 90 as people disengage. The nt follows
a AR(1) process. Details in Appendix C.3.
Baselines To our knowledge, bandit algorithms with power guarantees are novel. Thus, we compare
our power-preserving strategies applied to various algorithms focused on minimizing regret: ACTS,
BOSE described in Section 5.1 and linear Upper Confidence Bound (linUCB [Chu et al., 2011])
which is similar to OFUL in Section 5.1 but simpler to implement and more commonly used in
practice. We also include a Fixed Policy (pint = 0.5 for all n, t), a clipped (power-preserving) oracle,
and standard (non-power preserving) oracle. Algorithm details in Appendix B.
Metrics For each of the algorithms, we compute the Type 1 error, the power (under correct and
incorrect specifications of the effect size and the reward mean structure) and the average return. We
also compute the regret with respect to a clipped oracle (regc) as
regc = E
[
T∑
t=1
γnt + pi
∗
ntZ
ᵀ
ntδ0 + nt
]
− E
[
T∑
t=1
Rnt
]
(6)
Hyperparameters All of the algorithms require priors or other hyperparameters, which are selected
by maximizing the average return. The same parameter values are used in the adapted and non-adapted
versions of the algorithms. We listed the hyperparameter settings in Appendix Table 1.
6.2 Results
We generate 1, 000 simulation datasets for each experiment. We set the desired Type 1 error α0 = 0.05
and desired power 1− β0 = 0.8. For the sth simulation dataset, we estimate θˆ(s) using Equation 3.
With all simulation datasets, we empirically estimate one Σˆθ using Equation 4. Then we compute δˆ(s)
and Σˆδ from θˆ(s) and Σˆθ respectively. The test statistics {Nδˆ(s)ᵀΣˆ−1δ δˆ(s)}1000s=1 follow the distribution
described in Section 3. We find the following main effects.
When there is no treatment effect, we recover the correct Type 1 error. Before power analysis,
a basic but critical question is whether we achieve the correct Type 1 error when there is no treatment
effect (see set-up in Appendix C). We confirm in Appendix Table 3 that Type 1 errors are near but
slightly higher than 0.05. This makes sense as the estimated covariance Σˆδ is biased downwards due
to sample size [Mancl and DeRouen, 2001]; if needed, this could be controlled by various adjustments
or by using critical values based on Hotelling’s T 2 distribution instead of χ2 distribution.
When there is a treatment effect, we recover the correct power if we guessed the effect size
correctly. From Figure 1, we see that, as expected, Fixed Policy (pi = 0.5) achieves the highest
power because the exploration is maximal. Comparing the powers of non-clipped algorithms to
those of clipped algorithms, we see that our clipping scheme is required to achieve the desired power
as non-clipped algorithms are below the desired power level while clipped ones are above. Since
linUCB selects between actions with probability pimin or pimax, the power is approximately 0.80. We
cannot conduct statistical analyses on linUCB without clipping as our test requires a stochastic policy.
The power is reasonably robust to mis-estimated effect size and mis-specified mean reward. We
consider the effect on the power when our guess of the effect size is overestimated (Ztδest > Ztδ0)
or underestimated (Ztδest < Ztδ0). For all environments, we tested two different mis-estimated
treatment effects, 1.1 times smaller and 1.1 times larger than the true effect (for each, the environment
parameters and corresponding solved values for pimin’s and pimax’s are in Appendix Table 2). Appendix
Figure 3 shows that underestimates of δ0 result in more exploration, and thus higher power but lower
return. Overestimates result in less exploration, lower power, and higher returns. linUCB is least
robust to mis-estimated effect size as it drops greatest when the effect size is underestimated.
Secondly, we prove in Appendix A.4 that when the marginal reward model is mis-specified, the
resulting power will decrease. The amount of decrease in power may vary. We experimentally confirm
this in Appendix Figure 4, where we use Bnt = 1 as a bad approximation of the marginal reward
structure. The figure shows that in SCB and ASCB, even with bad approximations, the resulting
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(a) SCB (b) ASCB (c) Mobile Health
Figure 1: Average Return v.s. Resulting power: x-axis denotes average return and y-axis denotes
the resulting power. Power tends to decrease as average return increases, though clipped linUCB
preserves power with a stronger performance than the other baselines.
(a) SCB (b) ASCB (c) Mobile Health
Figure 2: Regret w.r.t clipped oracle v.s. Resulting power with different wrapper algorithms: x-axis
denotes regret with respect to clipped oracle and y-axis denotes the resulting power.
powers are similar to those of correctly specified models. In mobile health, Fixed Policy (pi = 0.5)
performs most robustly while the other three suffers a drop in resulting power, with ACTS drops the
most to a power above 0.5.
Different algorithms have different regrets, but all still converge as expected with respect to
the clipped oracle. Fixed Policy (pi = 0.5) has the lowest average return, as we see in Figure 1.
LinUCB, which makes the strongest assumptions w.r.t. regret, has the highest average return among
all algorithms. ACTS and BOSE performs similarly.
Overall, the regret of clipped algorithms with respect to a clipped oracle is roughly on the same scale
as the regret of non-clipped algorithms with respect to a non-clipped oracle. (The distance between
crosses(x) and the grey dashed line and the distance between circles(o) and the black dashed line are
similar). The complete results of AR and regrets are listed in Appendix Table 5.
There can be trade-off between regret and the resulting power. Figure 1 also shows that the
average return often increases as the power overall decreases. For example, Fixed Policy (pi = 0.5)
gives us the highest power but the lowest average return. Without probability clipping, ACTS
and BOSE achieves higher average return but results in less power. Interestingly, clipped linUCB
preserves the desired power guarantee while offering stronger performance than the other approaches.
All wrapper algorithms achieve good regret rate with slightly different trade-offs given the
situation. Figure 2 shows that, for linUCB, all three strategies perform similarly in terms of power
and regret. For ACTS, BOSE in the SCB, ASCB environments, action flipping results in most power
and most regret as we have more exploration due to the forced stochasticity and a smaller perceived
treatment effect in the modified environment (unlike dropping). In mobile health, we see the opposite.
We speculate that some of these differences could be due to hyperparameter choices, which we only
set for the original environment in order to be fair to all methods. In practice, results vary when
we optimize hyperparameters for regret performance rather than setting them based on theoretical
bounds; additional wrapper-specific hyperparameter search may allow for better performance.
7 Discussion & Conclusion
Our work provides a general approach to satisfy an important need for ensuring that studies are
sufficiently powered while also personalizing for an individual. Our wrapper algorithms guarantee
that power constraints are met without significant regret increase for a general class of algorithms; we
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also provide stronger regret bounds for specific algorithms. Our results show that our algorithms meet
their claims and are also robust to mis-specified models and mis-estimated effect size. In practice,
how one chooses one wrapper algorithm over others depends on the designer’s preference.
Finally, while we have focused on bandits in this work, we note that our power guarantees allow the
feature Znt to be a function of full history Hnt; thus our results in Section 4 will give us power to
identify marginal treatment effects even if the environment is an MDP. The action flipping strategy of
Section 5.2 yields the following corollary to Theorem 4 (proof and details in Appendix A.7):
Corollary 1. Given pimin, pimax and an MDP algorithm A, assume that algorithm A has an
expected regretR(T ) for any MDP environment in Ω, with respect to an oracle O. Under stochastic
transformation G, if there exists an environment in Ω that contains the new transition probability
function: P
′a
s,s′ =
(
piaminpi
1−a
maxP
0
s,s′ + pi
1−a
min pi
a
maxP
1
s,s′
)
then the wrapper algorithm will (1) return a
data set that satisfies the desired power constraints and (2) have expected regret no larger thanR(T )
with respect to a clipped oracle O′.
This is also an interesting direction for future work.
8 Broader Impact
Traditional statistical studies face the tension of treatment effect detection and better treatment
assignment. Our work is extremely practical: it can be applied to a broad of statistical studies as we
demonstrate that the study can be sufficiently powered with simple adaptations of existing algorithms.
While we focus on derivations for a single power constraint, in settings where potential secondary
analyses are known, one can seamlessly apply our methods to guarantee power for multiple analyses
by considering the minimum pimax and maximum pimin.
Additionally, for researchers who really care about maximizing treatment personalization, it may be
possible to get better regrets if the clipping is allowed to change over time (but still be sufficiently
bounded away from 0 and 1 to preserve the ability to perform post-hoc analyses).
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A Proofs
A.1 Proof of Theorem 1
Theorem 6. Under assumptions in Section 3 of main paper, and the assumption that matrices
E[
∑T
t=1 ZntZ
ᵀ
nt], and E
[∑T
t=1
BntB
ᵀ
nt
pint(1−pint)
]
are invertible, the distribution of
√
N(δˆ−δ0) converges,
as N increases, to a normal distribution with 0 mean and covariance Σδ = Q−1WQ−1, where
Q = E
[
T∑
t=1
ZntZ
ᵀ
nt
]−1
,
W = E
 T∑
t=1
(
Rnt −Xᵀnt
[
γ∗
δ0
])
(Ant − pint)Znt
pint(1− pint) ×
T∑
t=1
(
Rnt −Xᵀnt
[
γ∗
δ0
])
(Ant − pint)Zᵀnt
pint(1− pint)
 ,
where γ∗ = E
[
T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
]−1
E
[
T∑
t=1
BntRnt
pint(1− pint)
]
and Xnt =
[
Bnt
(Ant − pint)Znt
]
.
Proof. Note that since the time series, n = 1, . . . , N are independent and identically distributed,
Q,W, γ∗ do not depend on n. Suppose the marginal reward can be written as
E[Rnt|Hnt] = Bᵀntγ0 (7)
the estimated effect δˆ is the minimizer of the loss
L(γ, δ) =
1
N
N∑
n=1
T∑
t=1
(Rnt −Bᵀntγ − (Ant − pint)Zᵀntδ)2
pint(1− pint)
In the above loss function the action is centered by probability that the action is 1 (i.e., Ant − pint);
this is a classical orthogonalization trick used in both statistics and economics [Robinson, 1988,
Boruvka et al., 2018]. This orthogonalization allows one to prove that the asymptotic (large N ,
fixed T ) distribution of
√
N(δˆ − δ0) is Gaussian even if the working model in Equation 7 is false
(Boruvka et al. [2018]). A similar orthogonalization trick has been used in the bandit literature by
Krishnamurthy et al. [2018], Greenewald et al. [2017] so as to allow a degree of non-stationarity.
Let, θ =
[
γ
δ
]
, Xnt =
[
Bnt
(Ant − pint)Znt
]
∈ R(q+p)×1, where q, p are the dimensions of Bnt, Znt
respectively. Note Xnt is random because Bnt, Ant, pint, Znt depend on random history. The loss
can be rewritten as
L(θ) =
1
N
N∑
n=1
T∑
t=1
(Rnt −Xᵀntθ)2
pint(1− pint)
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By solving ∂L∂θ = 0, we have
θˆN =
(
1
N
N∑
n=1
T∑
t=1
XntX
ᵀ
nt
pint(1− pint)
)−1(
1
N
N∑
n=1
T∑
t=1
RntXnt
pint(1− pint)
)
where θˆN denotes the estimate of θ with N samples. We drop the subscript N in the following text
for short notation. Using the weak law of large numbers and the continuous mapping theorem we
have that θˆ converges in probability, as N →∞ to θ∗ =
[
γ∗
δ∗
]
where
θ∗ =
(
E
[
T∑
t=1
XntX
ᵀ
nt
pint(1− pint)
])−1(
E
[
T∑
t=1
RntXnt
pint(1− pint)
])
.
We then show that δ∗ = δ0 and γ∗ is given by the statement in the theorem. One can do this directly
using the above definition for θ∗ or by noting that that E[∂L∂θ ]|θ=θ∗ = 0. We use the latter approach
here. Recall all the time series are independent and identical; thus
E
[
∂L
∂θ
]∣∣∣∣
θ=θ∗
= E
[ T∑
t=1
Rnt −Bᵀntγ∗ − (Ant − pint)Zᵀntδ∗
pint(1− pint)
[
Bnt
(Ant − pint)Znt
] ]
= 0 (8)
We first focus on the part with (Ant − pint)Znt which is related to δ∗
E
[ T∑
t=1
Rnt −Bᵀntγ∗ − (Ant − pint)Zᵀntδ∗
pint(1− pint) (Ant − pint)Znt
]
= 0
Note that given history Hnt, Ant ⊥ Bnt, Znt. Thus, for all n, t,
E
[−Bᵀntγ∗(Ant − pint)Znt
pint(1− pint)
]
= E
[
−Bᵀntγ∗E
[
Ant − pint
pint(1− pint)
∣∣∣∣Hnt]Znt]
= E [−Bᵀnt · 0 · Znt] = 0
which leaves us with
E
[ T∑
t=1
Rnt − (Ant − pint)Zᵀntδ∗
pint(1− pint) (Ant − pint)Znt
]
= 0.
We rewrite Rnt = Rnt(0) + [Rnt(1)−Rnt(0)]Ant. Note for all n, t,
E
[
Rnt(0)(Ant − pint)Znt
pint(1− pint)
]
= E
[
Rnt(0)E
[
Ant − pint
pint(1− pint)
∣∣∣∣Hnt]Znt] = 0.
Thus, we only need to consider,
E
[ T∑
t=1
[Rnt(1)−Rnt(0)]Ant − (Ant − pint)Zᵀntδ∗
pint(1− pint) (Ant − pint)Znt
]
= 0 (9)
We observe that for all n, t,
E
[
[Rnt(1)−Rnt(0)]pint
pint(1− pint) (Ant − pint)Znt
]
= 0. (10)
Subtracting Equation 10 from Equation 9, we obtain
E
[
T∑
t=1
[Rnt(1)−Rnt(0)](Ant − pint)− (Ant − pint)Zᵀntδ∗
pint(1− pint) (Ant − pint)Znt
]
= 0
E
[
T∑
t=1
[Rnt(1)−Rnt(0)− Zᵀntδ∗](Ant − pint)2Znt
pint(1− pint)
]
= 0
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Since that given history Hnt, Ant ⊥ Rnt(0), Rnt(1), Znt and
E
[
(Ant − pint)2
pint(1− pint)
∣∣∣∣Hnt] = 1,
we have
E
[
T∑
t=1
(Rnt(1)−Rnt(0)− Zᵀntδ∗)Znt
]
= 0
Solve for δ∗, by Equation 1 in the main paper (E [Rnt(1)−Rnt(0)|Hnt] = Zᵀntδ0), we have
E
[
T∑
t=1
ZntZ
ᵀ
nt
]
(δ0 − δ∗) = 0 ⇒ δ∗ = δ0.
Similarly, we can solve for γ∗. Focus on the part related to γ∗ in Equation 8, we have
E
[ T∑
t=1
Rnt −Bᵀntγ∗ − (Ant − pint)Zᵀntδ∗
pint(1− pint) Bnt
]
= 0.
Since for all n, t, E
[
(Ant−pint)
pint(1−pint)
∣∣∣Hnt] = 0, we have
E
[ T∑
t=1
(Rnt −Bᵀntγ∗)Bnt
pint(1− pint)
]
= 0.
Hence,
γ∗ =
(
E
[ T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
])−1
E
[ T∑
t=1
BntRnt
pint(1− pint)
]
.
Thus δ∗ = δ0 and γ∗ is given by the theorem statement.
Now we provide a sketch of the proof that
√
N(δˆ − δ0) ∼ N
0,(E[ T∑
t=1
ZntZ
ᵀ
nt
])−1
W
(
E
[ T∑
t=1
ZntZ
ᵀ
nt
])−1
where
W = E
[ T∑
t=1
(Rnt −Xᵀntθ∗)(Ant − pint)Znt
pint(1− pint)
T∑
t=1
(Rnt −Xᵀntθ∗)(Ant − pint)Zᵀnt
pint(1− pint)
]
.
Given the facts that
1. ∂L
∂θˆ
= 1N
∑N
n=1
∑T
t=1
Rnt−Xᵀntθˆ
pint(1−pint)Xnt = 0
2. E
[
∂L
∂θ
]
θ=θ∗
= E
[∑T
t=1
Rnt−Xᵀntθ∗
pint(1−pint)Xnt
]
= 0
We can now write
0 =
∂L
∂θˆ
− E
[∂L
∂θ
]
θ=θˆ︸ ︷︷ ︸
Term 1
+E
[∂L
∂θ
]
θ=θˆ
− E
[∂L
∂θ
]
θ=θ∗︸ ︷︷ ︸
Term 2
(11)
We first focus on Term 2.
E
[ T∑
t=1
Rnt −Xᵀntθˆ
pint(1− pint)Xnt
]
− E
[ T∑
t=1
Rnt −Xᵀntθ∗
pint(1− pint)Xnt
]
=E
[ T∑
t=1
1
pint(1− pint)
[
BntB
ᵀ
nt BntZ
ᵀ
nt(Ant − pint)
BᵀntZnt(Ant − pint) ZntZᵀnt(Ant − pint)2
] ]
(θ∗ − θˆ)
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Note cross terms are 0 and E
[∑T
t=1
ZntZ
ᵀ
nt(Ant−pint)2
pint(1−pint)
]
= E
[∑T
t=1 ZntZ
ᵀ
nt
]
.
We have
−E
[
T∑
t=1
[
BntB
ᵀ
nt
pint(1−pint) 0
0 ZntZ
ᵀ
nt
]]
(θˆ − θ∗) = Term 2.
We now look at Term 1. Define
uN (θ) =
1
N
N∑
n=1
T∑
t=1
Rnt −Xᵀntθ
pint(1− pint)Xnt − E
[ T∑
t=1
Rnt −Xᵀntθ
pint(1− pint)Xnt
]
and note that Term 1 is uN (θˆ) estimated with N samples. We again drop N for short. Now,
u(θˆ)− u(θ∗) = −
(
1
N
N∑
n=1
T∑
t=1
XntX
ᵀ
nt
pint(1− pint) − E
[ T∑
t=1
XntX
ᵀ
nt
pint(1− pint)
])
(θˆ − θ∗)
u(θˆ) = −v(θˆ − θ∗) + u(θ∗)
Plug Term 1 and Term 2 back into Equation 11 we have,
E
[
T∑
t=1
[
BntB
ᵀ
nt
pint(1−pint) 0
0 ZntZ
ᵀ
nt
]
+ v
]
(θˆ − θ∗) = u(θ∗).
where by the weak law of large numbers v converges in probability to 0. Note E[u(θ∗)] = 0. Apply
central limit theorem on
√
Nu(θ∗); that is as N → ∞, √Nu(θ∗) converges in distribution to
N (0,Σ), where
Σ = E
[ T∑
t=1
(Rnt −Xᵀntθ∗)Xnt
pint(1− pint)
T∑
t=1
(Rnt −Xᵀntθ∗)Xᵀnt
pint(1− pint)
]
Denote the lower right matrix of Σ by W . Then
W = E
[ T∑
t=1
(Rnt −Xᵀntθ∗)(Ant − pint)Znt
pint(1− pint)
T∑
t=1
(Rnt −Xᵀntθ∗)(Ant − pint)Zᵀnt
pint(1− pint)
]
and
√
N(δˆ − δ0) ∼ N (0,Σδ) where Σδ =
(
E
[∑T
t=1 ZntZ
ᵀ
nt
])−1
W
(
E
[∑T
t=1 ZntZ
ᵀ
nt
])−1
.
Under the null hypothesis H0 : δ0 = 0, NδˆΣδ−1δˆ asymptotically follows χ2 with degree of freedom
p. Under the alternate hypothesis H1 : δ0 = δ, NδˆΣδ−1δˆ asymptotically follows a non-central χ2
with degree of freedom p and non-central parameter cN = N(δᵀΣδ−1δ). We estimate W by putting
in sample averages and plugging in θˆ as θ∗.
Remark 1. Suppose we make the further assumption that nt is independent of Ant conditional on
Hnt (i.e.E[nt|Ant, Hnt] = 0) and that V ar(nt|Hnt) = σ2. Then W can be further simplified as
W =E
[ T∑
t=1
σ2
pint(1− pint)ZntZ
ᵀ
nt
]
+ E
[ T∑
t=1
(γnt + pintZ
ᵀ
ntδ0 −Bᵀntγ∗)2ZntZᵀnt
pint(1− pint)
]
,
Proof. Since in any cross term,
1. E[Ant − pint|Hnt] = 0,
2. Znt, Znt′ , Bnt, Bnt′ , γnt, γnt′ , nt′ , Ant′ , pint′ are all determined by Hnt when t′ < t,
3. and E[nt|Ant, Hnt] = 0,
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we can rewrite W as
W = E
[ T∑
t=1
(Rnt −Xᵀntθ∗)2(Ant − pint)2ZntZᵀnt
pi2nt(1− pint)2
]
.
As in the Remark suppose we make the further assumption that V ar(nt|Hnt) = σ2. Rewrite
Rnt −Xᵀntθ∗ = Rnt −Bᵀntγ∗ − (Ant − pint)Zᵀntδ∗ + γnt − γnt = nt + γnt −Bᵀntγ∗. Then,
W = E
[ T∑
t=1
2nt(Ant − pint)2
pi2nt(1− pint)2
ZntZ
ᵀ
nt
]
+ E
[ T∑
t=1
(γnt −Bᵀntγ∗ + pintZᵀntδ0)2(Ant − pint)2
pi2nt(1− pint)2
ZntZ
ᵀ
nt
]
= E
[ T∑
t=1
σ2
pint(1− pint)ZntZ
ᵀ
nt
]
+ E
[ T∑
t=1
(γnt + pintZ
ᵀ
ntδ0 −Bᵀntγ∗)2ZntZᵀnt
pint(1− pint)
]
︸ ︷︷ ︸
Term 2
. (12)
Assuming the assumptions in the Remark, we have
√
N(δˆ− δ0) ∼ N (0,Σδ) where Σδ simplifies to
Σδ = E
[∑
t
ZntZ
ᵀ
nt
]−1
WE
[∑
t
ZntZ
ᵀ
nt
]−1
. (13)
where W is given in Equation 12.
Remark 2. Suppose the working model in Equation 7 is correct, then Σδ can be further simplified to
Σδ = E
[∑
t
ZntZ
ᵀ
nt
]−1
E
[ T∑
t=1
σ2
pint(1− pint)ZntZ
ᵀ
nt
]
E
[∑
t
ZntZ
ᵀ
nt
]−1
. (14)
Proof. Recall that
γ∗ =
(
E
[ T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
])−1
E
[ T∑
t=1
BntRnt
pint(1− pint)
]
,
Rnt = γnt +AntZ
ᵀ
ntδ0 + nt and E[Rnt|Hnt, Ant] = γnt +AntZᵀntδ0. Thus,
γ∗ =
(
E
[ T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
])−1
E
[ T∑
t=1
Bnt(γnt +AntZ
ᵀ
ntδ0 + nt)
pint(1− pint)
]
=
(
E
[ T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
])−1
E
[ T∑
t=1
Bnt(γnt + pintZ
ᵀ
ntδ0 + nt)
pint(1− pint)
]
where the last equality holds because E[γnt + AntZᵀntδ0|Hnt] = γnt + pintZᵀntδ0. Given the
assumption that E[nt|Ant, Hnt] = 0, then for or all n, t,
E
[
ntBnt
pint(1− pint)
]
= E
[
E [nt|Hnt, Ant] Bnt
pint(1− pint)
]
= 0
and γ∗ =
(
E
[ T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
])−1
E
[ T∑
t=1
Bnt(γnt + pintZ
ᵀ
ntδ0)
pint(1− pint)
]
.
When the working model in Equation 7 is true, we have
E[Rnt|Hnt] = E[E[Rnt|Hnt, Ant]|Hnt] = γnt + pintZᵀntδ0 = Bᵀntγ0
and thus
γ∗ =
(
E
[ T∑
t=1
BntB
ᵀ
nt
pint(1− pint)
])−1
E
[ T∑
t=1
BntBnt
pint(1− pint)γ0
]
= γ0.
Additionally, Term 2 of Equation 12 is equal to 0. When the working model is false, Term 2 is
positive semidefinite and δˆ will likely have inflated covariance matrix. Assuming the working model
is correct and assuming the assumptions in the Remark, we simply have Σδ stated in the Remark
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A.2 Proof of Theorem 2
Theorem 7. Assume the working model in Equation 7 is correct. Suppose the desired Type 1 error is
α0 and the desired power is 1− β0. Set
pimin =
1−√1− 44
2
, pimax =
1 +
√
1− 44
2
, 4 = σ
2cβ0
Nδᵀ0E
[∑T
t=1 ZntZ
ᵀ
nt
]
δ0
.
We choose cβ0 such that 1−Φp;cβ0 (Φ−1p (1−α0)) = β0, where Φp;cβ0 denotes the cdf of a non-central
χ2 distribution with d.f. p and non-central parameter cβ0 , and Φ
−1
p denotes the inverse cdf of a χ
2
distribution with d.f. p. For a given trial with N subjects each over T time units, if the randomization
probability is fixed as pint = pimin or pimax, the resulting power converges to 1− β0 as N −→∞.
Proof. Suppose, the working model is correct (that is, Term 2 of Equation 12=0), the effect size is
correctly guessed (that is, δ = δ0), and the patient is given treatment with a fixed probability at every
trial. i.e. p(Ant = 1) = pi.
According to Section A.1, NδˆΣ−1δˆ will asymptotically follows a non-central χ2 with degree of
freedom p and non-central parameter cN = N(δ
ᵀ
0 Σδ
−1δ0), and thus it will result in power,
1− Φp;cN (Φ−1p (1− α0)) (15)
Note function 15 is monotonically increasing w.r.t cN . If we want the desired power to be asymptoti-
cally 1− β0, we need cN = cβ0 . If the working model is right, plug Equation 14 into cN , we then
have
cN =cβ0
N(δᵀ0 Σδ
−1δ0) =cβ0
Nδᵀ0E
[
T∑
t=1
ZntZ
ᵀ
nt
]
E
[
T∑
t=1
ZntZ
ᵀ
nt
σ2
pint(1− pint)
]−1
E
[
T∑
t=1
ZntZ
ᵀ
nt
]
δ0 =cβ0
Npi(1− pi)
σ2
δᵀ0E
[
T∑
t=1
ZntZ
ᵀ
nt
]
δ0 =cβ0
pi(1− pi) =4, (16)
where 4 is given by the statement in the theorem. Solving the quadratic function 16 gives us
pi = 1±
√
1−44
2 and theorem is proved. We let pimin =
1−√1−44
2 and pimax =
1+
√
1−44
2 . Note that
pimin and pimax are symmetric to 0.5. Also note that N needs to be sufficiently large so that there
exists a root for function 16.
A.3 Proof Theorem 3
Theorem 8. Given the values of pimin, pimax we solved in Theorem 7, if for all n and all t we have
that pint ∈ [pimin, pimax], then the resulting power will converge to a value no smaller than 1− β0 as
N −→∞.
Proof. Recall function 15 is monotonically increasing w.r.t cN . To ensure the resulting power is no
smaller than 1− β0, we need
cN = Nδ
ᵀ
0E
[
T∑
t=1
ZntZ
ᵀ
nt
]
E
[
T∑
t=1
ZntZ
ᵀ
nt
σ2
pint(1− pint)
]−1
E
[
T∑
t=1
ZntZ
ᵀ
nt
]
δ0 ≥ cβ0 .
We rewrite some of the terms for notation simplicity. Let b = E
[∑T
t=1 ZntZ
ᵀ
nt
]
δ0. Note b is a
vector and b ∈ Rp×1, where p is the dimension of Znt. Let Σ = E
[∑T
t=1 ZntZ
ᵀ
ntant
]
where
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ant =
1
pint(1−pint) . Hence, we have cN (ant) =
N
σ2 b
ᵀΣ−1b
∂cN
∂ant
= tr
((
∂cN
∂Σ−1
)ᵀ
∂Σ−1
∂ant
)
=
N
σ2
tr(bbᵀ ×−Σ−1 dΣ
dant
Σ−1)
=
N
σ2
tr(−bbᵀΣ−1E[ZntZᵀnt]Σ−1)
= −N
σ2
(bᵀΣ−1)E[ZntZᵀnt](Σ−1b)
Since ZntZ
ᵀ
nt is semi-positive definite, E[ZntZ
ᵀ
nt] is semi-positive definite. Thus
∂cN
∂ant
≤ 0 and cN
is non-increasing w.r.t ant. As long as we have
1
pint(1− pint) ≤
1
pimin(1− pimin) =
1
pimax(1− pimax) ,
we will have that cN ≥ cβ0 .
Since for all n, t and pint ∈ [pimin, pimax], we have
pint(1− pint) ≥ pimin(1− pimin) = pimax(1− pimax),
and hence
1
pint(1− pint) ≤
1
pimin(1− pimin) =
1
pimax(1− pimax) .
Thus, cN ≥ cβ0 . The power constraint will be met.
A.4 The Effect of Model Mis-specification on Power
Corollary 2. When the marginal reward structure is incorrect ( Bntγ0 6= γnt + pintZᵀntδ0), the
resulting power will converge to a value less than the desired power 1− β0 as N −→∞.
Proof. When the construction model is not correct, the estimator γˆ will be biased and now Term 2 in
W (Equation 12) is non-zero. Using the same notation in Section A.3, cN = Nσ2 b
ᵀΣ−1b, we now
have
Σ = E
[
T∑
t=1
ZntZ
ᵀ
ntant(1 + cnt)
]
, where cnt =
(γnt + pintZ
ᵀ
ntδ0 −Bᵀntγ∗)2
σ2
Following similar derivation in Section A.3, we have
∂cN
∂cnt
= −N
σ2
(bᵀΣ−1)E[ZntZᵀntant](Σ−1b)
Since ant > 0, ∂cN∂cnt < 0. Thus cN is monotonically decreasing w.r.t cnt. Hence, when the reward
mean structure is incorrect, the noncentral parameter cN will decrease and thus, power will be less
than 1− β0.
A.5 Regret Bound of OFUL with clipping
In this section, we prove that with probability clipping, OFUL will maintain the same regret rate with
respect to a clipped oracle. The clipped OFUL algorithm is given in Algorithm 1. The proof below is
separate for each subject; thus for simplicity we drop the subscript n (e.g. use Rt instead of Rnt). We
also only assume that 0 < pimin ≤ pimax < 1, that is, we do not require the sum, pimin + pimax = 1.
As we have binary actions, we can write Abbasi-Yadkori et al.’s decision set as Dt = {xt,0, xt,1};
the second subscript denotes the binary action and x denotes a feature vector for each action.
Clipped OFUL uses a two-step procedure to select the (binary) action in Dt. It first selects an
optimistic At in step 4. However, instead of implementing At, it implements action Act where
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Algorithm 1 Clipped OFUL (Optimism in the Face of Uncertainty)
1: Input: pimax, pimin
2: for t = 1, 2, . . . , T do
3: Observe context features for each possible action: {xt,1, xt,0}
4: (At, θ˜t) = arg max(a,θ)∈{0,1}×Ct−1 `t(a, θ)
5: Play Act ∼ Bernoulli (piAtmaxpi1−Atmin ) and observe reward Rt(Act)
6: Update confidence set Ct
7: end for
Act ∼ Bern(piamaxpi1−amin) given At = a. This means that Xt in Abbasi-Yadkori et al. [2011] becomes
xt,Act in clipped OFUL.
We use notations and assumptions similar to Abbasi-Yadkori et al. [2011]. Let {Ft}t≥1 be a filtration,
the error terms, {ηt}t≥1 be a real-valued stochastic process, the features, {Xt}t≥1 be a Rd-valued
stochastic process. ηt is Ft measurable and Xt is Ft−1 measurable. Further assume that ||Xt||2 ≤ L
for a constant L. Define V = λI ∈ Rd×d with λ ≥ 1. The observed reward is assumed to satisfy
Rt = θ
ᵀ
∗Xt + ηt
for an unknown θ∗ ∈ Rd. The error term ηt is assumed to be conditionally σ-sub-Gaussian for a
finite positive constant σ. This implies that E[ηt|Ft−1] = 0 and V ar[ηt|Ft−1] ≤ σ2. The coefficient
satisfies ||θ∗||2 ≤ S for a constant S. Lastly assume that |max{θᵀ∗xt,1, θᵀ∗xt,0}| ≤ 1.
Under these assumptions, Theorems 1, 2, Lemma 11 of Abbasi-Yadkori et al. [2011] as well as their
proofs remain the same with Xt defined as xt,Act . Theorem 2 concerns construction of the confidence
set. Neither Theorems 1, 2 or Lemma 11 concern the definition of the regret and only Theorem 3 and
its proof need be altered to be valid for clipped OFUL with the regret against a clipped oracle.
Define
`t(a, θ) = a[pimaxθ
ᵀxt,1 + (1− pimax)θᵀxt,0] + (1− a)[piminθᵀxt,1 + (1− pimin)θᵀxt,0].
Below it will be useful to note that `t(a, θ) = E[θᵀxt,Act |At = a, Ft−1].
First we define the clipped oracle. Recall the oracle action is A∗t = arg maxa θ∗xt,a. It is easy to
see that A∗t = arg maxa E[θ
ᵀ
∗xt,Ac∗t |A∗t = a, Ft−1] for Ac∗t ∼ Bernoulli(piamaxpi1−amin ). The clipped
oracle action is Ac∗t . Note that E[θ
ᵀ
∗xt,Ac∗t |A∗t = a, Ft−1] = `t(a, θ∗). So just as A∗t maximizes
`t(a, θ∗), in clipped OFUL the optimistic action, At, similarly provides an arg max of `t(a, θ); see
line 4 in Algorithm 1.
The time t regret against the clipped oracle is given by rt = `t(A∗t , θ∗) − `t(At, θ∗). In the
proof to follow it is useful to note that rt can also be written as rt = E[θᵀ∗xt,Ac∗t |A∗t , Ft−1] −
E[θᵀ∗xt,Act |At, Ft−1]. In the following we provide an upper bound on the expected regret, E [
∑n
t=1 rt].
rt = `t(A
∗
t , θ∗)− `t(At, θ∗)
≤ `t(At, θ˜t)− `t(At, θ∗) (by line 4 in Alg. 1)
= E[θ˜ᵀt xt,Act |At, Ft−1]− E[θᵀ∗xt,Act |At, Ft−1] (by line 5 in Alg. 1)
= E[(θ˜t − θ∗)ᵀxt,Act |At, Ft−1].
Thus we have that
E[rt] ≤ E[(θ˜t − θ∗)ᵀxt,Act ] = E[(θ˜t − θ∗)ᵀXt]
with the second equality holding due to the definition of Xt. The proof of Theorem 3 in Abbasi-
Yadkori et al. [2011] provides a high probability upper bound on (θ˜t − θ∗)ᵀXt. In particular the
proof shows that with probability at least (1− δ), for all n ≥ 1,
n∑
t=1
(θ˜t − θ∗)ᵀXt ≤ 4
√
nd log(λ+ nL/d)
(
λ1/2S +R
√
2 log(1/δ) + d log(1 + nL/(λd))
)
≤ 4
√
nd log(λ+ nL/d)
(
λ1/2S +R
√
2 log(1/δ) +R
√
d log(1 + nL/(λd))
)
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since for x > 0,
√
1 + x ≤ 1 +√x.
Let an = 4
√
nd log(λ+ nL/d), bn = λ1/2S + R
√
d log(1 + nL/(λd)) and c = R
√
2. We
have P
[∑n
t=1(θ˜t − θ∗)ᵀXt ≥ an(bn + c
√
log(1/δ)
]
≤ δ. Let v = an
(
bn + c
√
log(1/δ)
)
then
solving for δ one obtains δ = exp
{
− (v − bnan)2 /(anc)2
}
. Thus P
[∑n
t=1(θ˜t − θ∗)ᵀXt ≥ v
]
≤
exp
{
− (v − bnan)2 /(anc)2
}
.
Recall that for any random variable, Y , E[Y ] ≤ ∫∞
0
P [Y > u]du. Thus
E
[
n∑
t=1
rt
]
= E
[
n∑
t=1
(θ˜t − θ∗)ᵀXt
]
≤
∫ ∞
0
exp
{
− (v − bnan)2 /(anc)2
}
dv
≤ anc
√
pi
= 4R
√
2pind log(λ+ nL/d).
Thus the expected regret up to time n is of order O(
√
n) up to terms in log(n) for clipped OFUL.
A.6 Action Flipping Wrapper Algorithm
In this section, we provide full analyses of the action flipping wrapper algorithm described in
Section 5.2 in the main paper. We first prove that the wrapper algorithm can be applied to a large
class of algorithms and achieves good regret rate with respect to a clipped oracle and then we listed
common algorithms on which the wrapper algorithm can be used. The proof below will drop the
subscript n since the algorithm is for each user separately.
Meta-Algorithm: Action-Flipping (Restated)
1. Given current context Ct, algorithm A produces action probabilities piA(Ct)
2. Sample At ∼ Bern(piA(Ct)).
3. If At = 1, sample A′t ∼ Bern(pimax). If Ant = 0, sample A′t ∼ Bern(pimin).
4. We perform A′t and receive reward Rt.
5. The algorithm A stores the tuple Ct, At, Rt. (Note that if At and A′t are different, then,
unbeknownst to the algorithm A, a different action was actually performed.)
6. The scientist stores the tuple Ct, A′t, Rt for their analysis.
Theorem 9. Given pimin, pimax and a contextual bandit algorithm A, assume that algorithm A
has expected regret R(T ) for any environment in Ω, with respect to an oracle O. If there exists a
new environment in Ω such that the potential rewards, R′t(a) = Rt(G(a)) for a ∈ {0, 1}, then the
wrapper algorithm will (1) return a data set that satisfies the desired power constraints and (2) have
expected regret no larger thanR(T ) with respect to a clipped oracle O′.
Proof. Satisfaction of power constraints: Note that in step 6, we store the transformed action A′t,
thus we need to compute pi′A. From step 3, we see that we can write the transformed probability pi
′
A
as follows:
pi′A = p(A
′
t = 1) = piApimax + (1− piA)pimin. (17)
Since pimax − pi′A = (pimax − pimin)(1 − piA) ≥ 0 and pi′A − pimin = (pimax − pimin)piA ≥ 0, it
follows that pi′A ∈ [pimin, pimax]. Thus,by Theorem 8 ,the power constraint is met.
Regret with respect to a clipped oracle: Under the wrapper algorithm, At is transformed by the
stochastic mapping G and the potential rewards can be written as R′t(a) = Rt(G(a)) for a ∈ {0, 1}.
And by assumption there is an environment in Ω with these rewards. Further algorithm A has regret
rate no greater than R(T ) with respect to an oracle O on the original environment. The expected
reward of an oracle on the new environment is the same as the expected reward of the wrapper
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algorithm applied to the oracle on the original environment, i.e. E[Rt(O′)] = E[Rt(G(O)]. Thus,
we can equivalently state that the algorithm resulting from transforming At by G has expected regret
boundR(T ) with respect to a clipped oracle O′.
For sure, we should ask what collections of environments Ω are closed under the reward transformation
above. In the following, we characterize properties of Ω satisfying Theorem 9.
Corollary 3. For a stochastic contextual bandit, the following environment class has the closure
property assumed by Theorem 9 under the action-transforming operation G - that is, for all environ-
ments in Ω, the potential rewards {Rt(1), Rt(0)} transforms to {Rt(G(1)), Rt(G(0)}, which are
still in Ω:
1. Rt(a) ≤ L, where L is a constant.
2. Rt − E[Rt|At, Ct] is σ-sub-Gaussian
Proof. Condition 1. above clearly holds for Rt(G(a)) as G(a) ∈ {0, 1}. Now, under the stochastic
mapping G on actions, the new reward is
R′t = Rt(G(At)) =[AtG(1) + (1−At)G(0)]Rt(1)
+ [At(1−G(1)) + (1−At)(1−G(0))]Rt(0)
and the new reward function is given by:
E[R′t|Ct, At] =[Atpimax + (1−At)pimin]E[Rt(1)|Ct]
+ [At(1− pimax) + (1−At)(1− pimin)]E[Rt(0)|Ct].
Since At, G(0), G(1) are binary, and the set of sub-Gaussian random variables is closed under finite
summation, Condition 2. still holds albeit with a different constant σ.
Next, we discuss how Corollary 3 applies to a set of common algorithms. In the derivations
of regret bounds for these algorithms, in addition to the environmental assumptions outlined in
Corollary 3, each derivation makes further assumptions on the environment. We discuss how each set
of assumptions is preserved under the closure operation defined by our stochastic transformation G.
Remark 3. LinUCB [Abbasi-Yadkori et al., 2011], SupLinUCB [Chu et al., 2011], SupLinREL [Auer,
2002] and TS [Agrawal and Goyal, 2012] further assume that the reward takes the form of
E[Rt(a)|Ct,a] = Cᵀt,aθ (Note θ here is different from θ in Section 4 in main paper). They assume that
‖θ‖ ≤ S1, ‖Ct,a‖ ≤ S2. Under G,
E[Rt(G(a))|Ct] = piaminpi1−amaxCᵀt,0θ + pi1−amin piamaxCᵀt,1θ.
{θ, piaminpi1−amaxCt,0 + pi1−amin piamaxCt,1} are still bounded but may with different constant.
Differently, -greedy [Langford and Zhang, 2007] assumes the learner is given a set of hypothesisH
where each hypothesis h maps a context Ct to an action At. The goal is to choose arms to compete
with the best hypothesis inH. It assumes that there is a distribution on P ∼ (Ct, Rt), which remains
true but now with a different distribution P ′ ∼ (C ′t, R′t) under G. Langford and Zhang derived
the regret bounds when the hypothesis space is finite |H| = m with an unknown expected reward
gap. Let R(h) be the expected total reward under hypothesis h andH = {h1, h2, . . . , hm}. Without
loss of generality, assume R(h1) ≥ R(h2) ≥ . . . R(hm) and R(h1) ≥ R(h2) +4 where4 is the
unknown expected reward gap,4 > 0. Under G, the hypothesis space needs to change accordingly
toH′ where each new hypothesis h′ maps the new context C ′t,a = piaminpi1−amaxCt,0 +pi1−amin piamaxCt,1 to
a new action A′t; however, the hypothesis space size remains the same, |H′| = m. And without loss
of generality, we can reorder R(h′) so that R(h′1) ≥ R(h′2), thus the environment is closed under G.
A.7 Action Flipping Wrapper Algorithm in MDP Setting
In this sectoin, we prove that our action flipping strategy can also be applied to an MDP setting since
our test statistic allows the features to depend on the full history. We again drop n for convenience.
A MDP M is defined with a set of finite states S and a set of finite actions A. An environment for
an MDP is defined by the initial state distribution S0 ∼ P0, the transition probability P as,s′ and the
reward which is a function of current state, action and next state, Rt = r(St, At, St+1).
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Again we use potential outcome notation; this notation is coherent with the standard MDP notation
and allows us to make the role of the stochastic transformation, G, clear. At time t, given the current
state St, the algorithm selects the action a and transits to the next state St with transition probability
P as,s′ = P (St+1 = s
′|St = s,At = a). The observed reward is Rt(At) and the expected reward
given a state-action pair is E[Rt(At)|St = s,At = a] =
∑
s′ P
a
s,s′r(s, a, s
′).
Recall that the set of environments is denoted by Ω. At state St, an algorithm A maps the history for
each user up to time t: Ht = ({Sj , Aj , Rj}t−1j=t , St) to a probability distribution over action space A.
As before the wrapper algorithm makes the input algorithm A believe that it is in an environment
more stochastic than it truly is (particularly the distribution of St+1 is more stochastic). Intuitively, if
algorithm A is capable of achieving some rate in this more stochastic environment, then it will be
optimal with respect to the clipped oracle.
Corollary 4. Given pimin, pimax and an MDP algorithm A, assume that algorithm A has an
expected regretR(T ) for any MDP environment in Ω, with respect to an oracle O. Under stochastic
transformation G, if there exists an environment in Ω that contains the new transition probability
function: P
′a
s,s′ =
(
piaminpi
1−a
maxP
0
s,s′ + pi
1−a
min pi
a
maxP
1
s,s′
)
then the wrapper algorithm will (1) return a
data set that satisfies the desired power constraints and (2) have expected regret no larger thanR(T )
with respect to a clipped oracle O′.
Proof. The proof of satisfaction of power constraints follows as in Theorem 9.
Regarding regret: Under the wrapper algorithm, the action At is transformed by the stochastic
mapping G, which only impacts the next state St+1. The new transition probability function P
′a
s,s′
can be written as
(
piaminpi
1−a
maxP
0
s,s′ + pi
1−a
min pi
a
maxP
1
s,s′
)
. And by assumption there is an environment in
Ω with this probability transition function. Recall that the reward is a deterministic function of the
current state, the action and the next state. Further recall that A has regret rate no greater thanR(T )
with respect to an oracle O on the original environment. Thus the expected reward of an oracle on
this environment is the same as the expected reward of the wrapper algorithm applied to the oracle on
the original environment, i.e. E[Rt(G(O))|St, At] = E[Rt(O′)|St, At]. Thus, we can equivalently
state that the algorithm resulting from transforming At by G has expected regret boundR(T ) with
respect to a clipped oracle O′.
A.8 Data-Dropping Power-Preserving Wrapper Algorithm
In this section, we give full analyses of the data-dropping wrapper algorithm which can also be used
for power preserving purpose. The algorithm implementation is given in Algorithm 2. The wrapper
takes as input a contextual bandit algorithm A and pre-computed pimin, pimax (pimax + pimin = 1)
computed from Theorem 7. The input algorithm A can be stochastic or deterministic. Conceptually,
our wrapper operates as follows: for a given context, if the input algorithm A returns a probability
distribution over choices that already satisfies piA ∈ [pimin, pimax], then we sample the action according
to piA. However, if the maximum probability of an action exceeds pimax, then we sample that action
according to pimax.
The key to guaranteeing good regret with this wrapper for a broad range of input algorithms A is
in deciding what information we share with the algorithm. Specifically, the sampling approach in
lines 9-22 determines whether the action that was ultimately taken would have been taken absent the
wrapper; the context-action-reward tuple from that action is only shared with the input algorithm A if
A would have also made that same decision. This process ensures that the input algorithm A only
sees samples that match the data it would observe if it was making all decisions.
Now, suppose that the input algorithm A was able to achieve some regret boundR(T ) with respect
to some setting B (which, as noted before, may be more specific than that in Section 3 in main paper).
The wrapped version of input A by Algorithm 2 will achieve the desired power bound by design;
but what will be the impact on the regret? We prove that as long as the setting B allows for data to
be dropped, then an algorithm that incursR regret in its original setting suffers at most (1− pimax)
linear regret in the clipped setting. Specifically, if an algorithm A achieves an optimal rate O(√T )
rate with respect to a standard oracle, its clipped version will achieve that optimal rate with respect to
the clipped oracle.
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Algorithm 2 Data-Dropping Power-Preserving Wrapper Algorithm
1: Input: pimin, pimax, Algorithm A
2: for t = 1, 2, . . . do
3: Observe context Ct and outputs piA(Ct) each action
4: if pimax ≤a {piA(a)} ≤ pimax then
5: At ∼ piA {Sample action}
6: Observe Rt
7: Update Algorithm A with (Ct, At, Rt)
8: else
9: u ∼ unif(0, 1)
10: A∗t = arg maxa piA(a)
11: if u ≤ pimax or u > maxa{piA(a)} then
12: if u ≤ pimax then
13: At = A∗t
14: else
15: At = arg min{piA(a)}
16: end if
17: Observe Rt
18: Update Algorithm A with (Ct, At, Rt) {Both approaches agree on action}
19: else
20: At = arg min{piA(a)}
21: Observe Rt {Do not give data to A}
22: end if
23: end if
24: end for
Theorem 10. Assume as input pimax and a contextual bandit algorithm A. Assume algorithm A has
a regret boundR(T ) under one of the following assumptions on the setting B: (1) B assumes that
the data generating process for each context is independent of history, or (2) B assumes that the
context depends on the history, and the boundR for algorithm A is robust to an adversarial choice
of context.
Then our wrapper Algorithm 2 will (1) return a dataset that satisfies the desired power constraints
and (2) has expected regret no larger thanR(pimaxT ) + (1− pimax)T if assumptions B are satisfied
in the true environment.
Proof. Satisfaction of power constraints: By construction our wrapper algorithm ensures that the
selected actions always satisfy the required power constraints.
Regret with respect to a clipped oracle: Note that in the worst case, the input algorithm A
deterministically selects actions At, which are discarded with probability 1 − pimax. Therefore if
running in an environment satisfying the assumptions B of the input algorithm A, our wrapper could
suffer at most linear regret on T (1−pimax) points, and will incur the same regret as the algorithmA on
the other points (which will appear to algorithm A as if these are the only points it has experienced).
Note that since the wrapper algorithm does not provide all observed tuples to algorithm A, this
proof only works for assumptions B on the data generating process that assumes the contexts are
independent of history, or in a setting in which A is robust to adversarially chosen contexts.
Essentially this result shows that one can get robust power guarantees while incurring a small linear
loss in regret (recall that pimax will tend toward 1, and pimin toward 0, as T gets large) if the setting
affords additional structure commonly assumed in stochastic contextual bandit settings. Because our
wrapper is agnostic to the choice of input algorithm A, up to these commonly assumed structures, we
enable a designer to continue to use their favorite algorithm—perhaps one that has seemed to work
well empirically in the domain of interest—and still get guarantees on the power.
Corollary 5. For algorithms A that satisfy the assumptions of Theorem 10, our wrapper algorithm
will incur regret no worse than O(R(pimaxT )) with respect to a clipped oracle.
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Proof. Recall that a clipped oracle policy takes the optimal action with probability pimax and the
other action with probability 1 − pimax. By definition, any clipped oracle will suffer a regret of
(1− pimax)T . Therefore relative to a clipped oracle, our wrapper algorithm will have an regret rate
O(R(pimaxT )) that matches the regret rate of the algorithm in its assumed setting when the true
environment satisfies those assumptions. This holds for algorithms A satisfying the assumptions of
Theorem 10.
B Descriptions of Algorithms
Below, we provide pseudocode of all the algorithms we used for reference. All the algorithms listed
below is for each user n and we drop subscript n for simplicity.
B.1 Fixed Randomization with pi = 0.5
Algorithm 3 Fixed Randomization with pi = 0.5
1: for t = 1, 2, · · · , T do
2: At ∼ Bern(0.5)
3: ObserveRt
4: end for
B.2 ACTS
Algorithm 4 Clipped ACTS(Action Centered Thompson Sampling)
1: Input: σ2, pimin, pimax
2: b = 0, V = I, δˆ = V −1b, Σˆ = σ2V −1
3: for t = 1, 2, · · · , T do
4: Observe Ct
5: if 1− φCᵀt δˆ,Cᵀt ΣˆCt(0) < pimin then
6: pit = pimin
7: At ∼ Bern(pit)
8: else if 1− φCᵀt δˆ,Cᵀt ΣˆCt(0) > pimax then
9: pit = pimax
10: At ∼ Bern(pit)
11: else
12: δ˜ ∼ N (Cᵀt δˆ, Cᵀt ΣˆCt)
13: At = arg max(0, C
ᵀ
t δ˜)
14: pit = 1− φCᵀt δˆ,Cᵀt ΣˆCt(0)
15: end if
16: Observe Rt
17: Update V = V + (1− pit)pitCtCᵀt , b = b+ (At − pit)RtCt, δˆ = V −1b
18: end for
B.3 BOSE
Algorithm 5 Clipped BOSE (Bandit Orthogonalized Semiparametric Estimation)
1: Input: pimin, pimax, η
2: b = 0, V = I, δˆ = V −1b
3: for t = 1, 2, · · · , T do
4: Observe Ct
5: if Cᵀt δˆ > ηC
ᵀ
t V
−1Ct then
6: pit = pimax
7: else if −Cᵀt δˆ > ηCᵀt V −1Ct then
8: pit = pimin
9: else
10: pit = 0.5
11: end if
12: At ∼ Bern(pit) and observe Rt
13: Update V = V + (At − pit)2CtCᵀt , b = b+ (At − pit)RtCt, δˆ = V −1b
14: end for
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B.4 linUCB
Algorithm 6 linUCB(linear Upper Confidence Bound)
1: Input: pimin, pimax, η
2: b = 0, V = I, θˆ = V −1b
3: for t = 1, 2, · · · , T do
4: Observe Ct(0), Ct(1)
5: For a ∈ {0, 1}, compute Lt,a = Ct(a)θˆ + η
√
Cᵀt (a)V −1Ct(a)
6: A∗t = arg maxa Lt,a
7: pit = pi
1−A∗t
min pi
A∗t
max
8: At ∼ Bern(pit) and observe Rt
9: Update V = V + CtC
ᵀ
t , b = b+ CtRt, θˆ = V
−1b
10: end for
C Environments
C.1 Semi-parametric Contextual Bandit(SCB)
In this environment, for each user n, at each round, a feature Znt is independently drawn from a
sphere with norm 0.4. Specifically:
Rnt(Ant) = γnt +AntZ
ᵀ
ntδ +N (0, σ2)
δ = [0.382,−0.100, 0.065] (‖δ‖ = 0.4)
γnt =
1
900
t− 0.05
σ2 = 0.25
Ant ∈ {0, 1}
C.2 Adversarial Semi-parametric Contextual Bandit(ASCB)
The adversarial semi-parametric contextual bandit is similar to SCB except that in each round, γnt is
chosen by an adaptive adversary. We specifically used the adversary introduced in [Abbasi-Yadkori
et al., 2018]. The environment is defined as follows:
Rnt(Ant) = γnt +AntZ
ᵀ
ntδ +N (0, σ2)
Znt = [−0.5, 0.3 · (−1)t, (t/100)2]
δ = [0.2, 0.2, 0.2]
γnt = −max(0, AntZᵀntδ)
σ2 = 0.25
Ant ∈ {0, 1}
C.3 Mobile Health Simulator
The mobile health simulator, which mimics the data generation process of a mobile application to
increase users’ physical activities, was originally developed in [Liao et al., 2016]. In this environment,
the effect changes over time but is still independent across days. The noise terms are correlated and
follows Gaussian AR(1) process. The response to the binary action At ∈ {0, 1} is Rt, which is
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interpreted as
√
Step count on day t.
Rnt = AntZ
T
ntδ + α(t) +
σ(t)√
2
nt
nt = φn,t−1 + ent
ent ∼ N (0, 1)
0 ∼ N
(
0,
1
1− φ2
)
Ant ∈ {0, 1}
Note V ar(nt) = 11−φ2 for all t. One can choose φ = 1/
√
2. The features are
Znt = [1,
t− 1
45
,
(
t− 1
45
)2
]ᵀ (18)
The α(t) represents the square root of the step-count under no action At = 0. Let α(t) vary linearly
from 125 at t = 0 to 50 at t = T . The σ2(t) is the residual variance in step count. We set σ(t) = 30.
For δ0, under null hypothesis, δ0 = 0. Under alternate hypothesis, δ(0) = 6. There is no effect at
T = 90 and peak effect at T = 21. By solving the system, we have δᵀ = [6.00 ,−2.48 ,−2.79], δ¯ =∑T
t=1 Z
T δ ≈ 1.6.
C.4 Environmental Set-up for Type 1 error Experiment
For all environments, to verify Type 1 error is recovered, during simulation, we set δ0 = 0 where 0 is
a zero vector. When solving for pimin, pimax, we used δ values specified in the above sections.
C.5 Environmental Set-up for Robustness Test of Treatment Effect Estimation
To study the impact of the estimated effect size, we tested two different types of mis-estimation:
underestimation and overestimation of the average treatment effect. For the experiment purpose, the
guessed size of each dimension d is set as δ(d)est = δ
(d)/1.1 (underestimation) and δ(d)est = δ
(d) × 1.1
(overestimation) while the effect size of the simulation environment remains as δ0 = δ.
D Experiment Settings
For all environments, we use N = 20 subjects and T = 90 trajectory length. In the regret minimiza-
tion algorithm, Cnt is set as Znt.
D.1 Identifying optimal hyperparameters
For all algorithms, the hyperparameters are chose by maximizing the average return over 1, 000
individuals. The prior of the ACTS algorithm is set asN (0, σ20) and σ20 is chosen between [0.05, 0.5]
for SCB and ASCB, and between [50, 150] for the mobile health simulator. The parameter η of
BOSE is chosen between [0.1, 2.0] for SCB and ASCB, and between [10, 150] for the mobile health
simulator. The hyperparameter η of linUCB is chosen between [0.01, 0.25] for SCB and ASCB,
and between [10, 100] for the mobile health simulator. (Note: in reality, we would not be able to
repeatedly run experiments of 1000 individuals to find the optimal hyperparameters; we do this to give
the baseline versions of the algorithms their best chance for success.) The optimal hyperparameters,
that is, those that minimize empirical regret, are listed below:
Table 1: Optimal hyperparameter chosen for a given pair of an algorithm and an environment
SCB ASCB Mobile Health Simulator
ACTS 0.15 0.05 60
BOSE 0.2 0.2 120
linUCB 0.03 0.02 95
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D.2 Solved pimin, pimax
Table 2 lists solved pi values given a pair of an environment and a guessed effect size. We see the
smaller in magnitude of δest, the closer pimin, pimax are to 0.5, which results in more exploration. The
larger in magnitude of δest, the further pimin, pimax are from 0.5 exploration, which results in less
exploration.
Table 2: Solved pimin,pimax given a pair of an environment and a guessed effect size
δest < δ δest = δ δest > δ
pimin pimax pimin pimax pimin pimax
SCB 0.288 0.712 0.216 0.784 0.168 0.882
ASCB 0.301 0.699 0.225 0.775 0.174 0.826
Mobile Health Simulator 0.335 0.665 0.243 0.757 0.187 0.813
E Additional Results
E.1 Type 1 Error
Table 3: Type 1 error with 2 standard error(αˆ0± 2
√
αˆ0(1− αˆ0)/N where N = 1000). We see some
Type 1 errors are close to α0 = 0.05 while some are larger than 0.05 but not significantly.
SCB
Fix pi = 0.5 ACTS ACTS (clip) BOSE BOSE (clip) linUCB(clip)
0.060± 0.015 0.074± 0.017 0.054± 0.014 0.068± 0.016 0.060± 0.015 0.060± 0.015
ASCB
Fix pi = 0.5 ACTS ACTS (clip) BOSE BOSE (clip) linUCB(clip)
0.065± 0.016 0.054± 0.014 0.052± 0.014 0.090± 0.018 0.054± 0.014 0.062± 0.015
Mobile Health Simulator
Fix pi = 0.5 ACTS ACTS (clip) BOSE BOSE (clip) linUCB(clip)
0.055± 0.014 0.058± 0.016 0.049± 0.014 0.062± 0.015 0.069± 0.016 0.052± 0.014
As Table 3 suggests, when there is no treatment effect, we recover the correct Type 1 error. We see
some Type 1 errors are close to α0 = 0.05 while some are larger than 0.05 but not significantly. This
is likely caused by small sample variation in the estimated covariance matrix. BOSE, especifically,
drops a large portion of data on which it is certain about the treatment effect. In practice, small
sample corrections are used to adjust the estimated covariance matrix [Liao et al., 2016].
E.2 Power
Table 4 shows that when there is a treatment effect, we recover the correct power if we guessed the
effect size correctly.
E.3 Mis-estimation of Effect Size and Mis-specification of the Reward Model
(a) SCB (b) ASCB (c) Mobile Health
Figure 3: Effect of mis-estimated treatment effect on power: In general, when Ztδest < Ztδ0, power
is higher and when Ztδest > Ztδ0, power is lower. ACTS and BOSE are more robust to effect
mis-specification.
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Table 4: Resulting power with 2 standard error (βˆ0 ± 2
√
βˆ0(1− βˆ0)/N where N = 1000). With
probability clipping, the correct power β0 = 0.80 is recovered while without clipping, sufficient
power is not guaranteed.
SCB
Fix pi = 0.5 ACTS ACTS (clip) BOSE BOSE (clip) linUCB(clip)
0.934± 0.016 0.442± 0.031 0.860± 0.022 0.643± 0.030 0.848± 0.023 0.793± 0.026
ASCB
Fix pi=0.5 ACTS ACTS (clip) BOSE BOSE (clip) linUCB(clip)
0.905± 0.019 0.299± 0.029 0.829± 0.024 0.321± 0.030 0.844± 0.023 0.802± 0.025
Mobile Health Simulator
Fix pi = 0.5 ACTS ACTS (clip) BOSE BOSE (clip) linUCB(clip)
0.902± 0.019 0.547± 0.031 0.802± 0.025 0.667± 0.030 0.849± 0.023 0.793± 0.026
(a) SCB (b) ASCB (c) Mobile Health
Figure 4: Effect of wrong reward model on power: Powers is robust to reward model mis-specification
in SCB and ASCB where the bar heights are similar. In mobile health, the highest drop is with ACTS
which is less than 0.3.
(a) SCB (b) ASCB (c) Mobile Health
Figure 5: Effect of mis-estimated treatment effect on average return: In general, when Ztδest < Ztδ0,
average return is lower and when Ztδest > Ztδ0, average return is higher.
Combining Figure 3 and Figure 5, we see overestimation of the treatment effect results in higher
average return but lower power while underestimation results in lower average return but higher
power. Figure 4 shows that the resulting power is fairly robust to model mis-specification in SCB and
ASCB. Although in mobile health, the resulting power drops, the largest amount of decrease does not
exceed 0.3 (ACTS).
E.4 Average Return & Regret
Table 5 lists the complete results of AR, reg and regc. We compute reg as
regc = E
[
T∑
t=1
γnt + max(0, Z
ᵀ
ntδ0) + nt
]
− E
[
T∑
t=1
Rnt
]
and regc as
regc = E
[
T∑
t=1
γnt + pi
∗
ntZ
ᵀ
ntδ0 + nt
]
− E
[
T∑
t=1
Rnt
]
where pi∗nt = argmaxpint∈[pimin,pimax]pintZ
ᵀ
ntδ0.
The regret metrics allow us to see how the returns of our adapted algorithms compare against the best
possible rate we could achieve (against the clipped oracle); they also highlight the cost of clipping.
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Table 5: Average Return, reg, regc with 2 standard error for N = 1000× 20 simulated users: For all
algorithms, clipping decreases the average return. Different algorithms have different regrets, but
the difference between the regret (reg) and the clipped regret (regc) are relatively constant across
algorithms within each environment.
SCB
Fix pi = 0.5 ACTS ACTS(clip) BOSE BOSE(clip) linUCB linUCB(clip)
AR −0.172± 0.068 0.419± 0.069 0.256± 0.068 0.477± 0.070 0.216± 0.068 1.243± 0.069 0.500± 0.068
reg 3.509± 0.068 2.918± 0.069 3.080± 0.068 2.859± 0.070 3.121± 0.068 2.093± 0.069 2.837± 0.068
regc 2.788± 0.068 2.197± 0.069 2.360± 0.068 2.139± 0.070 2.401± 0.068 1.373± 0.069 2.117± 0.068
ASCB
Fix pi = 0.5 ACTS ACTS(clip) BOSE BOSE(clip) linUCB linUCB(clip)
AR −3.245± 0.068 −2.697± 0.069 −2.882± 0.068 −2.743± 0.072 −2.808± 0.068 −1.655± 0.066 −2.514± 0.066
reg 3.245± 0.068 2.697± 0.069 2.882± 0.068 2.743± 0.072 2.808± 0.068 1.655± 0.066 2.514± 0.066
regc 2.983± 0.068 2.435± 0.069 2.620± 0.068 2.481± 0.072 2.546± 0.068 1.394± 0.066 2.252± 0.066
Mobile Health Simulator
Fix pi = 0.5 ACTS ACTS(clip) BOSE BOSE(clip) linUCB linUCB(clip)
AR(×103) 8.095± 0.004 8.106± 0.004 8.102± 0.004 8.106± 0.004 8.097± 0.004 8.295± 0.004 8.197± 0.004
reg(×103) 0.218± 0.004 0.206± 0.004 0.210± 0.004 0.207± 0.004 0.215± 0.004 0.017± 0.004 0.115± 0.004
regc(×103) 0.111± 0.004 0.100± 0.004 0.104± 0.004 0.100± 0.004 0.109± 0.004 −0.089± 0.004 0.009± 0.004
Table 5 shows that different algorithms have different regrets, but all still converge as expected with
respect to the clipped oracle.
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E.5 Comparison of Wrapper Algorithms
The full results of action-flipping/ data-dropping/ probability-clipping wrapper algorithms are listed
in Table 6 and Table 7.
Table 6: Resulting power with 2 standard error (β0 ± 2
√
βˆ0(1− βˆ0)/N where N = 1000): All
wrapper algorithms satisfied the power constraints.
SCB
ACTS ACTS (flip) ACTS (drop) ACTS (clip)
0.442± 0.031 0.908± 0.018 0.826± 0.024 0.860± 0.022
BOSE BOSE (flip) BOSE (drop) BOSE (clip)
0.643± 0.030 0.886± 0.020 0.863± 0.022 0.848± 0.023
linUCB linUCB(flip) linUCB(drop) linUCB(clip)
- 0.810± 0.025 0.815± 0.025 0.793± 0.026
ASCB
ACTS ACTS (flip) ACTS (drop) ACTS (clip)
0.299± 0.029 0.859± 0.022 0.844± 0.023 0.829± 0.024
BOSE BOSE (flip) BOSE (drop) BOSE (clip)
0.321± 0.030 0.847± 0.023 0.836± 0.023 0.844± 0.023
linUCB linUCB(flip) linUCB(drop) linUCB(clip)
- 0.797± 0.025 0.794± 0.026 0.802± 0.025
Mobile Health Simulator
ACTS ACTS (flip) ACTS (drop) ACTS (clip)
0.547± 0.031 0.851± 0.023 0.787± 0.026 0.802± 0.025
BOSE BOSE (flip) BOSE (drop) BOSE (clip)
0.667± 0.030 0.830± 0.024 0.813± 0.025 0.849± 0.023
linUCB linUCB(flip) linUCB(drop) linUCB(clip)
- 0.778± 0.026 0.817± 0.024 0.793± 0.026
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Table 7: Average Return, reg,regc with 2 standard error for N = 1000 × 20 simulated users:All
wrapper algorithms achieve good regret rate with slightly different trade-offs given the situation.
SCB
ACTS ACTS (flip) ACTS (drop) ACTS (clip)
AR 0.419± 0.069 0.030± 0.068 0.282± 0.067 0.256± 0.068
reg 2.918± 0.069 3.307± 0.068 3.054± 0.067 3.080± 0.068
regc 2.197± 0.069 2.586± 0.068 2.334± 0.067 2.360± 0.068
BOSE BOSE (flip) BOSE (drop) BOSE (clip)
AR 0.477± 0.070 0.068± 0.067 0.179± 0.069 0.216± 0.068
reg 2.859± 0.070 3.269± 0.067 3.158± 0.069 3.121± 0.068
regc 2.139± 0.070 2.548± 0.067 2.437± 0.069 2.401± 0.068
linUCB linUCB(flip) linUCB(drop) linUCB(clip)
AR 1.243± 0.069 0.455± 0.068 0.585± 0.068 0.500± 0.068
reg 2.093± 0.069 2.882± 0.068 2.752± 0.068 2.837± 0.068
regc 1.373± 0.069 2.161± 0.068 2.031± 0.068 2.117± 0.068
Adversarial Semi-parametric Contextual Bandit
ACTS ACTS (flip) ACTS (drop) ACTS (clip)
AR −2.697± 0.069 −2.947± 0.067 −2.795± 0.068 −2.882± 0.068
reg 2.697± 0.069 2.947± 0.067 2.795± 0.068 2.882± 0.068
regc 2.435± 0.069 2.686± 0.067 2.533± 0.068 2.620± 0.068
BOSE BOSE (flip) BOSE (drop) BOSE (clip)
AR −2.743± 0.072 −2.960± 0.067 −2.876± 0.068 −2.808± 0.068
reg 2.743± 0.072 2.960± 0.067 2.876± 0.068 2.808± 0.068
regc 2.481± 0.072 2.698± 0.067 2.614± 0.068 2.546± 0.068
linUCB linUCB(flip) linUCB(drop) linUCB(clip)
AR −1.655± 0.066 −2.401± 0.066 −2.366± 0.067 −2.514± 0.066
reg 1.655± 0.066 2.401± 0.066 2.366± 0.067 2.514± 0.066
regc 1.394± 0.066 2.139± 0.066 2.104± 0.067 2.252± 0.066
Mobile Health Simulator
ACTS ACTS (flip) ACTS (drop) ACTS (clip)
AR(×103) 8.106± 0.004 8.172± 0.004 8.106± 0.004 8.102± 0.004
reg(×103) 0.206± 0.004 0.140± 0.004 0.206± 0.004 0.210± 0.004
regc(×103) 0.100± 0.004 0.034± 0.004 0.100± 0.004 0.104± 0.004
BOSE BOSE (flip) BOSE (drop) BOSE (clip)
AR(×103) 8.106± 0.004 8.159± 0.004 8.103± 0.004 8.097± 0.004
reg(×103) 0.207± 0.004 0.154± 0.004 0.210± 0.004 0.215± 0.004
regc(×103) 0.100± 0.004 0.047± 0.004 0.103± 0.004 0.109± 0.004
linUCB linUCB(flip) linUCB(drop) linUCB(clip)
AR(×103) 8.295± 0.004 8.198± 0.004 8.192± 0.004 8.197± 0.004
reg(×103) 0.017± 0.004 0.114± 0.004 0.120± 0.004 0.115± 0.004
regc(×103) −0.089± 0.004 0.008± 0.004 0.014± 0.004 0.009± 0.004
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