Abstract
I. INTRODUCTION
The neural networks are currently used for the solution of various kinds of problems, such as approximation, classification, pattern recognition, prediction. Along with the classical approach, there are a number of methods for these problems solution, to simplify and speed up the computations. One of such method is the transition to the fuzzy logic. Fuzzy logic systems transform the numerical inputs of neural networks into data of fuzzy nature using the fuzzification process. The main element of fuzzification is a membership function μ. Its value determines whether the numerical value of the input "low", "normal" or "great." The most common types of membership functions are triangular, trapezoidal, bell-shaped and Gaussian function. Further there is the aggregation of obtained results using the fuzzy rules, logical conclusion and defuzzificationtransform of fuzzy values into numeric format [5] .
NEFCLASS network belongs to a class of threelayer fuzzy perceptrons, NEFCLASS neural network has a three-layer serial structure shown in Fig. 1 . 1) The first layer is the input data and does not change their values.
2) The neurons of the hidden layer (Layer 2) contain fuzzy rules, for example, fuzzy rule R j takes the form: if x 1 belongs (1) ,
 , the output R j will be equal to 1, where (1)  … ( ) n  are membership functions. In general, the membership function for the network NEFCLASS bell-shaped function of the following form
where c, a, b are adjustable parameters during training process. The number of membership functions is given in an arbitrary manner, increasing the number of membership functions leads to the improved accuracy.
3) The third layer consists of output neurons, each of which corresponds to one of the classes. The output value is calculated by the equation
where R j is the output of the second layer equal to 0 or 1; k is the weight coefficient equal to 1.
II. PROBLEM STATEMENT
The standard approach to learning is based on the method of back propagation [1] , however, a large number of adjustable parameters lead to a halt in the algorithm stop in local extremums, that influences badly which adversely affects the accuracy of the network [1] .
To improve the accuracy of the network uses the concept pre-learning [2] used in training deep neural networks, for which the basic learning algorithm is a method of backpropagation. Pre-learning is done by constructing autoassociator -neural network, the output of which is to be closest to the value of the input data. Autoassociator trained teachers without the inputs identified in the training set, then the weighting coefficients autoassociator transferred to the main network and continue learning by back propagation. Thus, there is an initial setup that allows you to be as close as possible to the global extremes, which increases the accuracy of the network. The most common autoassociator are Restricted Boltzman Machine (RBM) and autoencoders [3] . In this paper we used the RBM is limited.
III. PROBLEM SOLUTION
Since pre-learning assumes autoassociator structure (the number of neurons and interneuronal connections, as well as activation of neuronal function) coincides with the structure of the network that pre-learning [4] , the structure of the neural network must be changed NEFCLASS. In the standard model activate act as weighting coefficients. The new model is proposed to introduce a layer of neurons to calculate the membership functions. Neuron scheme of this layer is shown in Fig. 2 . The activation function (membership function) of the neurons layer as follows.
To pre-learning was possible to be replaced on the sigmoidal membership function, which corresponds to the activation function in the RBM and is as follows
where p is the bias; ij w are weights (i is the layer number; j is the neuron number of the i layer). The fuzzy rules in this case take the form: if under x 1 , u 1 -maximum, under x 2 , u 2 -maximum, … under x n , u n maximum, then the sample (x 1 ... x n ) belongs to the class i, where u 1 ... u n are the outputs of the new layer. Schematically, the learning process is shown in Fig. 3 .
Since the number of neurons in the hidden layer of RBM should be less than the number of visible layer neurons [6] it is introduced a limit on the number of membership functions m < n, where n is the number of inputs. The structure of constructed RBM follows the structure of the first and second layers of NEFCLASS neural network and the carrying of weight coefficients are realized respectively the circuit in Fig. 3 .
Restricted Boltzmann machine consists of two layers: the visible, which are fed to and read data, and the invisible, which is compressed and data processing [7] .
Restricted Boltzmann machine structure is shown in Fig. 3 . Neurons v i form a visible layer of neurons, their number corresponds to the number of input variables, h i neurons form a hidden layer neurons of the hidden layer corresponds to the number of membership functions.
Boltzmann machine restricted is performed using an algorithm independent of divergence obtained weights are added to the network and NEFCLASS learning takes place by standard back-propagation.
Fig. 3. Pre-learning NEFCLASS neural network
It should be noted that the network used for NEFCLASS complete set of fuzzy rules, which contains all the possible combinations of values of the membership functions.
The equation for calculating the output usually has the following form:
where i  are weight coefficients. The third layer is composed of an adder, which calculates output NEFCLASS neural network. The output value is calculated according to the equation
where R j is the output of the second layer.
ІV. NETWORK TRAINING ALGORITHM
Step 1 (1) it is necessary to adjust two parameters: slope w and the bias c.
2) For all ( )
it is set the initial values. The initial values of membership functions must correspond to the rule
is the domain of input variable definition. That is, for each value of the input variable domain of definition, there is a corresponding value of the membership functions other than ± 1. An example of the initial distribution of membership functions for the domain [-1,1] is shown in Fig. 4 .
Step
Parametric adjustment of the RBM is made by the algorithm independent differences
1) The initial values v 0 set equal to the input data.
2) Calculate the probability that the state of the neuron of the hidden layer is equal to 1:
where c i is the bias of the hidden layer. 3) Assign the value of the hidden layer neuron based on the probability (if the probability of 0.9, then with probability 90% of neuron will be 1, and with a probability of 10% -0).
4) Calculate the probability that the state of the neuron of the visible layers will be equal to 1:
where c j is the bias of the visible layer; σ is the function
5) Assign neuron layer visibility based on the probability value. 6) Repeat step 2 if the iteration number is less than k.
7) Calculate the probability of the hidden layer.
A. Initial parameter values
1) The states of the hidden layer neurons are given by input data.
2) The initial value of neural connections weights are given as a small value of about 0 to Gause distribution.
3) The biases of the visible layer are given.
B. Parameters modification
2) Biases of the visible layer
3) Biases of the hidden layer
where  is the training speed.
Step 3. 2) For each training example, a neural network output is calculated.
3) For the neural network accuracy estimate it is used the cost function of following type: 
V. СONCLUSIONS
The opportunity to train fuzzy neural network according to the paradigm pre-learning autoassociator, these results demonstrate improved accuracy on the test sample.
