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RÉSUMÉ
Dans ce mémoire de maitrise nous étildions la bande interdite de polymères or
ganiques à l’aide de la théorie de la fonctionnelle de la densité et de la théorie GW,
avec objectif d’en identifier un qui serait intrinsèquement conducteur. Nous présen
tons d’abord une dérivation détaillée du formalisme GW, et ensuite nous présen
tons un potentiel coulombien écranté cylindriquement, celui-ci servant à effectuer
des calculs sur un réseau de polymères sans que ceux-ci n’interagissent ensemble.
Nos résultats les plus importants portent sur le poly(dipyrroloj3,2-b :2’,3’-d]1H-
borole), un polymère organique ponté, pour lequel les caldilis LDA, ainsi que les
corrections GW aux bandes, indiquent u caractère semi-métallique. Nous avons
également effectué des calculs sur le poly(9,1O-diphényl acridine). Celui-ci a montré
une déformation de Peierls, que nous avons étudiée avec différentes fonctionnelles
d’échange-corrélation. Mots clés : polymères conducteurs, polymères pontés, GW,
potentiel coulombien écranté
ABSTRACT
In this master’s thesis we study the gaps of some organic polymers using the
density-functional theory (DFT) and GW theory, with objective to identify ofthem
one which would be intrinsically conductive. We present initially a detailed deriva
tion of the GW formalism, and then we present a cylindrically screened Coulomb
potential, this one being used to carry out calculations on a polymer network while
being able to consider those isolated.. Our most important resuits relate to the
poly(dipyrrolo[3,2-b :2’,3’
-dllH-borole), an organic ladder-type polymer, for which
LDA calculations, as well as the GW corrections to the bands energies, indicate a
semimetallic behaviour. We also carried out calculations on the poly(9,1O-diphényl
acridine). This one showed a Peierls deformation, that we studied with varions
exchange-correlation functionals. Keywords : Conducting polymers, ladder-type
polymers, GW, screened Coulomb potential
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INTRODUCTION
Il existe un grand intérêt dans la communauté scientifique pour les polymères
conducteurs’1 et ceux-ci sont déjà présents dans diverses applications telles que des
senseurs ioniques, des diodes électroluminescentes ou des cellules photovoltaïques,
à cause de leurs propriétés uniques optiques, électriques et mécaniques. Une carac
téristique commune à tous les polymères conducteurs synthétisés présentement est
qu’ils doivent être dopés soit en électrons ou en trous, pour être conducteurs. Ceci
peut être avantageux dans certaines applications, mais des polymères à conduc
tivité intrinsèque (c’est-à-dire à bande interdite nulle) sont inconnus à ce jour (à
notre connaissance), et possèderaient des applications très intéressantes, en plus
d’être fort intéressants d’un point de vue théorique.
Les modélisations numériques ont évidemment un rôle central dans la recherche
d’un polymère intrinsèquement conducteur. La théorie de la fonctionnelle de la den
sité (DFT), avec l’approche de Kohn-$ham (KS) est très utile car elle est rapide
et précise. Une des faiblesses de cette approche est la sous-évaluation majeure de
la bande interdite mais dans la recherche d’un candidat pour un polymère intrin
sèquement conducteur, elle pourra détecter tout candidat potentiel. Par contre,
par la suite il faudra utiliser des modélisations numériques plus poussées pour
s’assurer que les bandes interdites n’ont pas été prédites comme nulles juste par
sous-estimation.
La technique GW, une approche basée sur la fonction de Green, maintenant
répandue dans plusieurs groupes de recherche, permettra de corriger l’erreur faite
par la DFT sur la bande interdite, en incluant la corrélation (au premier ordre) par
le calcul de la matrice diélectrique du système.
Avant mon arrivée, des calculs DFT avaient déjà été faits par Simon Pesant,
alors en stage d’été avec Michel Côté, sur des polymères organiques n’ayant jamais
été fabriqués auparavant. Les calculs ont suggéré en effet une bande interdite nulle,
2mais pour s’en assurer il est nécessaire d’utiliser une technique plus poussée, et c’est
pourquoi le formalisme GW sera étudié. Dans ce mémoire, nous nous proposons
donc de commencer par voir une dérivation en détails de l’approximation GW.
Ensuite, comme nos calculs sont nécessairement effectués sur des systèmes pé
riodiques (notre base de fonctions étant constituée d’ondes planes), même si en
DFT il est possible de séparer suffisamment les polymères afin qu’ils soient effecti
vement considérés comme isolés, en GW ce n’est pas le cas étant donné la grande
demande en ressources computationnelles. Afin de pouvoir effectuer des calculs GW
sur des polymères isolés, nous mettrons ensuite au point un potentiel coulombien
écranté cylindriquement, qui sera présenté au deuxième chapitre.
Au dernier chapitre, nous présenterons les résultats obtenus sur les deux princi
paux polymères étudiés. D’abord nous verrons le poly(dipyrrolo[3,2-b :2’,3’-d]1H-
borole), un polymère ponté ayant une structure similaire au polythiophène ponté,
mais composé de bore et d’azote au lieu de soufre, pour lequel nous utiliserons la
technique GW pour son étude. Ensuite nous verrons le poly(9,1O-diphényl acridine),
un polymère qui serait soluble, présentant à première vue une bande interdite nulle.
$ur celui-ci nous nous limiterons à la DFT, mais y étudierons une déformation de
Peierls. Outre ces deux polymères, nous présenterons des résultats sur d’autres sys
tèmes qui nous seront utiles pour la compréhension des phénomènes s’y produisant.
CHAPITRE 1
L’APPROXIMATION G0W0 : THÉORIE
Afin de déterminer si u système est conducteur ou non, il est essentiel de
bien pouvoir modéliser la structure électronique de celui-ci. Pour modéliser l’état
fondamental, la DFT est très efficace et précise, mais elle n’est pas conçue pour
fonctionner sur les états excités. Il est possible de produire une valeur pour la bande
interdite, mais celle-ci est généralement erronée, et ce souvent de façon importante,
tout comme avec la méthode HF. En incluant la corrélation au premier ordre entre
un électron supplémentaire (ou un trou) et le système électronique lui-même, l’ap
proximation G0W0 va nous permettre de corriger l’erreur systématique sur la bande
interdite’ pour obtenir un résultat bien plus précis. Ainsi, l’approximation G0W0
est beaucoup utilisée pour calculer les spectres d’absorption, de photoémissioll, et
la structure de bandes 126]
Dans ce chapitre je vais présenter ue dérivation assez détaillée du formalisme
G0W0 et montrer comment cette approximation est utilisée pour le calcul des éner
gies d’ionisation et de réduction. Cette dérivation sera inspirée de différents ar
ticles théoriques sur le formalisme GW7’°J, dans l’optique de pouvoir amener le
lecteur non-initié «par la main» à travers les étapes du calcul. Aillsi, je vais inclure
(presque) toutes les étapes mathématiques intermédiaires qui ne sont pas dans les
articles et qui m’apparaissent utiles à une bonne compréhension du déroulement
des équations, et je vais tenter d’expliquer au mieux de ma connaissance pourquoi
dans le calcul nous procédons de telle ou telle façon au lieu d’une autre. Par contre,
je mettrai moins d’emphase dans les régions plus aisées à suivre dans les articles,
en faisant référence aux endroits en question.
Nous procéderons donc comme suit
— Préliminaires 2equantification, formalisme de Heisenberg, définition de la
fonction de Green
1Par contre la technique GW ne nous permettra pas d’obtenir la bande interdite due à l’exciton.
Pour celle-ci il faut aller au 2’ordre dans la théorie de la fonction de Green, et nous arrivons à
l’équation de Bethe-Salpeter.
4— Equation du mouvement de la fonction de Green, et sa solution auto-consistante:
les équations de Hedin
— Résolution des équations de Hedin au lerordre : méthode 0W
— Introduction aux quasiparticules
— L’approximation G0W0
— Les corrections G0W0 aux énergies propres des quasiparticules du système.
1.1 2e quantification
La 2e quantification, ou la représentation par le nombre d’occupation des états,
permet de décrire succintement l’état d’un système à plusieurs particules. 2 Nous
utilisons pour cela une base complète d’états à une particule, que nous dénotons
par le nombre quantique k. De ceux-ci nous construisons alors des fonctions d’onde
antisymétriques pour le système de plusieurs particules sous forme de déterminants
de $later
Ç5k1(X1) qk1(X2) Çbk1(XN)
1
kN(X1, . . . ,XJ\T)
= (N!)’!2 : (1.1)
Çk(X1) lkN(x2) ... ç5k(XN)
où x = (r,); r est la position et le spin.
Pour décrire, par exemple, un déterminant de Slater avec deux électrons dans les
états kl et k3 : nous écrivons
k1=1,k2=3 = 110213040506...). (1.2)
Cette notation a l’avantage d’être simple et de permettre un nombre variable de
particules.
Ensuite nous introduisons les opérateurs de création et d’annihilation:
c ni,... ,n,...) = (—1)(1 — n) n,,... ,n + ï,...) (1.3)
c n1,.. .
,
ni,.
. .) = (—1)n n1,. . . , n — 1,. ..) , (1.4)
où
(—1) = (_1)[fh2+i_h]. (1.5)
2Nous n’allons pas entrer dans les détails de cette représentation, mais nous référons le lecteur
au chapitre 7 de Mattuck.l”l
5Les facteurs apparaissant devant, ((_l)E, 1 — n, n ), proviennent du fait que nous
traitons des fermions : la fonction d’onde doit être a.ntisymétrique avec l’échange
de deux particules, et il y a une particule maximum par état quantique. Les com
mutateurs sont
[ct1+ cjc)+ccj =5tk; [ct,ck]+ =[CÎ,C]+ =0. (1.6)
Maintenant, nous exprimons tous les opérateurs en termes des opérateurs c, c.
Pour des opérateurs à une particule, nous devinons la forme
(1.7)
où Okt= O çbt).
Et en effet, les deux formes ont les mêmes éléments de matrices
O= = Ok1
OkI S1 5ik
= O. (1.8)
Pour des opérateurs à deux corps, nous avons
Oktmn4CCmCn, (1.9)
klmn
OU Oktmn Kbk q5t 0 bm
Ainsi, l’hamiltonien pour les N électrons (voir annexe I, éq. 1.2) prend la forme:
H = hj C Cj + Vklmn 4 4 Cm Cn, (1.10)
k,1 k,tnt,n
où
hkt
= Kk+t) =
Vklmn
= = Kkt’ mn). (1.11)
Le nombre quantique k correspondant à une base d’états à un électron, nous pou-
vous prendre comme base les états 6(x—x). Dans cette base, nous avons maintenant
6comme opérateurs de création et d’annihilation (x) et b(x) définis ainsi
b(x) b(x) = k(X)Ck. (1.12)
Les relations d’anticommutation sont
[(x),(x’)1+ = (x,x’); {(x),(x’)1+ = [t(x),(x’)] = 0 (1.13)
et l’hamiltonien prend la forme
H= KKH)
= f (x) h(x) (x)dx + f (x) (x’) v(r, r’) (x’) (x)dx dx’. (1.14)
1.2 Représentation de Heisenberg
Maintenant, selon la représentation de Heisenberg, nous allons définir l’opéra
teur d’annihilation dans le temps (et de création de façon similaire) ainsi
= eiFIti,(x)e_it. (1.15)
L’utilité de cette représentation est de pouvoir appliquer les opérateurs d’anni
hilation et de création au temps voulu : les exponentielles faisant avancer ou reculer
le temps d’une valeur t. Enfin, si nous calculons l’évolution de cet opérateur (voir
le calcul en annexe II) nous obtenons
i(x,t) = [(x,t), H]
= (h(x) + f v(r, r’) (x’, t) (x’, t) dx!) (x, t). (1.16)
Il est à noter que cette équation décrit encore le système de plusieurs électrons
exactement : bien que la forme soit simple, il ne faut pas oublier qu’ici, les (x,t)
sont des opérateurs et non des fonctions.
Maintenant, nous allons définir la fonction de Green et calculer son équation
du mouvement en utilisant l’équation précédente.
71.3 La fonction de Green pour un électron
La fonction de Green G (x, t, z’, t’) pour un électron est défiuie ainsi
G (z, t, z’, t’) = —i T [(z, t) (z’, t’)] N)
= —i KN (z, t)(z’, t’) N) e(t — t’)
+ j K (x’, t’)(z, t) N) e(t’ — t), (1.17)
où:
I 1 t>0
10, t<0
— N) est l’état fondamental du système de N électrons,
— T[...] est l’opérateur d’ordonnement dans le temps.
De cette définition nous voyons que pour t > t’, la fonction de Green représente la
probabilité qu’un électron additionnel créé en (z’, t’) se propage à z, au temps t.
Pour t < t’, il s’agit plutôt de la propagation d’un trou. La fonction de Green à
une particule est une fonction extrêmement utile, comme nous pouvons le deviner
d’après ce que nous venons de voir. Elle contient l’information sur les états excités
à une particle, leurs énergies d’ionisation et leurs durées de vie. Si nous nous in
téressons aux excitations à pius d’une particule, comme par exemple les excitons,
nous pouvons travailler avec des fonctions de Green à plus d’une particule.[12] Dans
notre cas nous nous limiterons à la fonction de Green à une particule.
Nous allons maintenant trouver l’équation de mouvement de cette fonction de
Greell. Nous avons
4G (z, t, z’, t’) = KN
0(x, t) (z’, t’) N) (t — t’)
- KN N) e(t’ - t)
+ KN [(x, t), t(z’, t’)] N) 6(t, t’). (1.18)
8Maintellant en utilisant (1.16) et (1.13) nous obtenons :
[i(6/Ot) — h(x)] G (x, t, x’, t’)
+ i fd x”v(r, r”) KN T [t(x”, t)(x”, t)(x, t) (z’, t’)] N) = (x, z’)(t, t’). (1.19)
Cette équation est celle du mouvement de la fonction de Green à un électron.
Elle dépend du terme avec 4 opérateurs de Heisenberg, qui est un cas spécial de
la fonction de Green à deux particules) et qui décrit la corrération à deux corps
du système. D’ailleurs, si nous calculions l’équation de mouvement de la fonction
de Green à deux corps, nous verrions qu’elle dépend de fonctions de Green à trois
corps [13] Ce type de résultat est caractéristique des systèmes à N corps, et il devient
nécessaire de tronquer la série d’équations d’une certaine façon pour pouvoir les
résoudre. Dans notre cas, nous allons réexprimer le terme à deux corps en termes du
potentiel d’interaction dans le système, et c’est ce potentiel que nous tronquerons.
Il ne nous reste ici qu’à définir un terme pour obtenir l’équation de départ d’où
Hedin mis au point ses équations. Ce terme est l’opérateur de l’énergie-propre, E,
qui est défini de telle sorte que l’équation (1.19) se réécrive
[i(O/Ot)
— h(x)
— VH(r,t)j G(z,t,z’,t’)
— fE(x,t, x”, t”)G(x”, t”, x’, t’)dx”d t” = S(x, x’)(t, t’), (1.20)
où
VH(r,t) = Jv(r,r’) KN z’,t)(x’,t) N) dz’
—i fv(r, r’)G(x’, t, z’, t)d z’ (1.21)
est le potentiel moyen en (x, t) dû aux électrons, c’est-à-dire le potentiel de Hartree.
Bien que E ici soit difficile à interpréter à moins d’être familier avec la théorie
de la fonction de Green, plus tard nous allons écrire l’équation pour les quasipar
ticules du système, et nous verrons alors que l’énergie-propre est l’énergie liée à
la relaxation du système face à la présence d’un électron supplémentaire ou d’un
trou.
3Dans la notation ici, on comprend que l’opérateur T ne modifie pas l’ordre entre les 3 termes
au temps t, ceux-ci devant être considérés d’un seul bloc. Pour lever l’ambiguïté, nous aurions
pu utiliser les temps t t + i et = t + 2j où i est infinitésimal, ce que nous ne faisons
pas pour l’instant.
9La grande contribution de Hedin a été de mettre au point un ensemble d’équa
tions exprimant E de façon implicite mais permettant d’en faire ne expansion, et
de pouvoir ainsi suggérer des approximations pour fermer les équations du mouve
ment. Cet ensemble de 4 équations sont nommées les équations de Hedin et nous
allons maintenant aborder leur dérivation.
1.4 Dérivation des équations de Hedin
Le défi est désormais de pouvoir approximer E. Avant Hedin, il y avait eu
des tentatives de faire l’expansion de E en termes du potentiel coulombien , car
comme mentionné précédemment, E représente la réaction du système à la présence
d’un électron supplémentaire ou d’un trou. Or il est observé que cette expansion
diverge, étant donné la très longue portée de ce potentiel. L’idée d’Hedin fut de
faire l’expansion plutôt en termes de l’interaction coulombienne écrantée par le
système, W. Puisque nous devons comprendre comment réagit le système face à
une perturbation, nous modifions l’hamiltonien pour
H = H0 + H1
= H0 + fp(z)w(xt)dx p(x) = (x)(x), (1.22)
où H0 est l’hamiltonien que nous avions ailparavant (voir équation (1.14)) et où w
sera annulé à la fin, lorsque nons aurons les relations voulues.
Ce que nous voulons, c’est de passer de l’équation (1.19) à l’équation (1.20).
Nous voulons mettre en évidence une fonction de Green dans le 2e terme, et pour
cela nons allons utiliser . Nous allons définir une fonction de Green G’(w) qui
sera telle que G’(w = O) = G. Nous allons calculer son équation du mouvement, qui
se réduira à celle de G pour w = O, et dans laquelle nous allons utiliser pour
exprimer le terme d’interaction à deux corps.
Pour définir G’ nous allons utiliser les opérateurs d’évolution du temps pour
H0 et H, soient U(t, t’) et V(t, t’). Nous avons
t) = V(t, t’) t’) (1.23)
b(x, t) = V(—T0, t)’z/’(x)V(t, —T0), (1.24)
où t) est un état au temps t évolilant sous H, et où T0 —* +oo. En appliquant
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l’équation de Schn5dinger nous obtenons
i(8/at)V(t, t’) = H(t)V(t, t’). (1.25)
Nous pouvons vérifier que cette équation est équivalente à (il suffit d’effectuer la
dérivée)
V(t, t’) = U(t, t’) — if U(t, t”)H1 (t”) V(t”, t’)dt”, (1.26)
où U(t,t’) s’écrit exp[—iHo(t — t’)]. ‘ Nous avons la dérivée fonctionnelle (voir en
annexe III pour la démonstration)
OV(t, t’)/8w(x”, t”) = —i sgn(t — t’)V(t, t”)p(z”)V(t”, t’), (1.27)
pour t”e[t’,t], sinon nous avons 0. Le fait que p(x”) apparaisse nous rassure sur
notre choix de V pour trouver le 2ième terme de (1.19). De plus, si t = —t’ T0, où
T0 - +00, nous avons
3V(T0, —To)/3w(x”, t”) = —iV(To, t”)b(x)/)(x)V(t”, —T0)
= —iV(To, t”)V(t”, —T0)V(—T0, t”) (x)V(t”, —T0)V(—T0, t”)/’(x)V(t” , —T0)
= —iV(To, —To)b(x”, t”)b(x”, t”), (1.28)
ainsi que (3/3w(x”,t”))V(To, —To)T [/j(x,t)bt(x,t)] =
—iV(To, —To)T [(z”, t”jb(x”, t”)b(x, t) (x’, t’)]. (1.29)
Maintenant, en définissant
(N U(—T0,To)V(To,—To)T [‘(x,t)f(x’,t’)] N)
G’ (x, t, x’, t’) = —i , (1.30)K N U(—To, To)V(To, —To) N)
avec les résultats précédents nous obtenons
3G’ (x, t, x’, t’) — — KN U(—T0, To)V(T0, —T0)T [t(x”, t”jî(x”, t”)(x, t)t (x’, t’)] N)
Ow(x”,t”)
—
KN U(—To,To)V(To, —T0) N)
+ G’ (z, t, z’, t’) t”, z”, t”j, (1.31)
où t = t +
,
avec infinitésimal.5 Nous voyons que ce résultat est celui que nous
“ V(t, t’) ne s’écrit pas aussi simplement car H dépend du temps. Voir 110] page 246 (le terme
U).
5La raison d’introduire ‘rj est pour bien conserver l’ordre des termes dans l’opérateur T.
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voulions en regardant l’équation de mouvement de G’ :6
[i(O/Dt) — h(x) — w(x, t)] G’ (x, t, x’, t’)
r KN U(—T0,T0)V(T0, —T0)T [t(x”,t++)(x”,t+)(x,t)t(x’,t’)] N)
+i / dx”v(r,r”) KN U(—T0, To)V(To, —T0) N)
= S(x,x’)6(t,t’), (1.32)
que nous réécrivons comme
[i(a/at) — h(x)
— VH(x, t)] G’ (x, t, z’, t’) — j fd x”v(r, t, r”, t”) 6G (x,t,,t) d z”d t”
= S(r,z’)S(t,t’), (1.33)
où
VH(X, t) = w(x, t) — j fv(r,t, r’, t’)G’(x’, t’, z’, t’jd x’d t’, (1.34)
v(r,t,r’,t’) = u(r,r’)S(t,t’).
VH sera le potentiel de Hartree, comme dans l’équation (1.21), lorsque w sera o.
Pour simplifier l’écriture, nous changeons la notation pour (1) = (x,t),(2) = (x’,t’),
etc. Aussi, nous notons (x,t+) comme (1’j, et d(1)d(2)... comme d(1,2,...).
Maintenant, toujours dans le but d’arriver à l’équation (1.20), il nous reste à
mettre en évidence une fonction G’ de OG’/Ow. En effet, sachant que
G’’ + G’ = 0, (1.35)
nous avons
[i(6/6t1) — h(1)
— VH(1)] G’(l, 2)
+i fu(i+, 3)G’(l, 4) [OG’’(4, 5)/6w(3)] G’(5, 2)d(3, 4,5) = S(1, 2), (1.36)
et d’après (1.20) nous avons enfin
(1,2) = _ifv(1+,3)G’(1,4) [6G’’(4,2)/6w(3)] d(3,4). (1.37)
Ici il nous serait possible d’approximer 6G’/Ow. Voyons à quoi cela nous mène
rait. En multipliant (1.20) par G’1(2,3) et en intégrant sur la variable (2) nous
6Nous la dérivons de façon similaire à (1.19)
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obtenons
G’’(l, 2) =
— h(1)
— VH(1)) (1, 2) — (1, 2). (1.38)
Si nous calculons [aG’—’(1,2)/aw(3)] nous obtenons $
[OG’’(l, 2)/8w(3)] = -S(1, 2)S(1, 3) - (1.39)
Si nous approxirnions ici, le plus simple serait de négliger le 2ième terme. Or en effec
tuant cela, nous retomberions directement sur l’équation d’Hartree-fock (annexe I,
éq. 1.4) et ce n’est pas ce que nous voulons. Dans cette façon d’écrire OG’—’/aw
nous nous dirigieons en fait vers une expailsion en termes de V0,1 non-écranté,
qui ne converge pas, comme mentionné précédemment. Pour remédier à cela: nous
écrivons plutôt
(1, 2) —i fv(1+, 3)G’(l, 4) [aG’’(4, 2)/6VH(5)] E1(5, 3)d(3, 4,5), (1.40)
où €‘(5,3) = [8VH(5)/0w(3)j est la matrice diélectrique inverse du système. Mainte
nant nous introduisons l’interaction écrantée
W(1, 2) fE_1(1, 3)v(3, 2)d(3), (1.41)
ce qui donne
(1, 2) = fw(5, ljG’(l, 4) [8G’’(4, 2)/VH(5)] d(4, 5)
—i fo’(i 3) [ao’’(3, 2)/8VH(4)] W(4, 1)d(3, 4)
= (1.42)
où nous définissons F(3,2,4) =
— t6G’’(3,2)/VH(4)] , la fonction de vertex. Nous
avons maintenant exprimé >D en termes de W, ce que nous voulions; ceci est l’équa
tion principale de Hedin. Plus loin, nous verrons que F se prête bien à une approxi
mation (tout comme l’équation 1.39), et ceci est la raison pour laquelle nous allons
aussi exprimer W en termes de r. À l’aide de (1.34), de (1.41) et de la définition
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de c’ nous avons
OG’(4 4jW(l, 2) f [ti 3) - j fv(i, 4) 8w(3) d(4)] v(3,
= v(1, 2) - i fv(i, 4) v(3, 2)d(3, 45)
= v(1, 2) - j fv(1, 4) W(5, 2)d(4, 5)
v(1, 2) + fv(1, 4)P(4, 5)W(5, 2)d(4, 5), (1.43)
où P(4,5) = —iDG’(4,4j/OVH(5) Op(4)/OVH(5) est la polarisabilité du système. Avant
de continuer, remarquons que nous n’avons pius besoin du potentiel externe w,
puisque nous avons notre expression pour W Nous pouvons donc mettre w O. G’
redevient alors G et VH le potentiel de Hartree. Continuons maintenant avec P
P(1,2) =
—i3G(1,lj/OVH(2)
= fti 3) [aG-’(3, 4)/8VH(2)] G(4, ljd(3, 4)
= —i fG(1 3)T(3, 4, 2)G(4, ljd(3, 4). (1.44)
Pour F, nous avons, à partir de l’équation (1.38)
F(1,2,3) =
— [8G’(1,2)/avH(3)]
= 6(1,2)6(1,3) +
= 6(1,2)6(1,3)
+f’d(4,5)
= 6(1,2)6(1,3) + f G(4, 6)F(6, 7, 3)G(7, 5)d(4, 5,6,7). (1.45)
Il ne nous manque qu’une seule équation : celle pour G. Parfois, elle est identifiée
comme notre équation (1.38). Nous allons plutôt utiliser une forme différente, qui se
prêtera mieux à une approximation que nous ferons. Si nous définissons G0 comme
la solution à l’équation (1.20) lorsque = O, nous pouvons alors exprimer G en
termes de G0
G(1, 2) = Go(1, 2) + fGo(1 3)(3, 4)G(4, 2)d(3, 4); (1.46)
il n’y a qu’à remplacer dans (1.20) pour le voir.
1.5 Les équations de Hedin
Nous avons maintenant dérivé toutes les équations auto-consistantes de Hedin,
correspondantes à une expansion de en termes de l’interaction écrantée. Ces
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équations sont les équations (L42),(1.43),(1.44), (1.45) et (1.46), soient
E(1, 2) = fG(1, 3)F(3, 2, 4)W(4, ljd(3, 4) (1.47)
W(1, 2) = v(1, 2) + fv(i 3)P(3, 4)I’V(4, 2)d(3, 4) (1.48)
P(1, 2) = fG(1, 3)f(3, 4, 2)G(4, ljd(3, 4) (1.49)
F(1, 2,3) = S(1, 2)S(1,3) + f ‘G(4,6)F(6,7, 3)G(7, 5)d(4,5, 6,7) (1.50)
G(1, 2) = G0(1, 2) + fGo(1 3)E(3, 4)G(4, 2)d(3, 4). (1.51)
Pour les résoudre, nous voyons que nous pouvons procéder de manière itérative:
nous commençons par prendre T(1,2,3) = c5(1,2)6(1,3), ensuite nous résolvons (de
manière auto-consistante) pour E et G, que nous utilisons dans l’équation de f, et
ainsi de suite. Dails notre cas nous allons nous arrêter à une seule itération, faisant
ainsi l’approxirnatioll GW.
1.6 L’approximation GW : la première itération dans la résolution des
équations de Hedin
L’une des approximations les plus utilisées aux équations de Hedin est l’ap
proximation GW, qui est près de celle que nous emploierons. Voyons ce dont il
s’agit. Ell prenant f(1, 2,3) = 5(1, 2)S(1, 3) nous obtenons
P(1, 2) = —iG(1, 2)G(2, ij (1.52)
W(1, 2) = v(1, 2) — i fv(1, 3)G(3, 4)G(4, 3jW(4, 2)d(3, 4) (1.53)
E(1, 2) iG(1, 2)W(2, ij. (1.54)
Ces équations sont très révélatrices sur l’approximation que nons venons de faire.
La forme de P(1, 2) constitile ce qui est appelée la Random Phase Approximation
ou la RPA. Pour E(1, 2), nous voyons une grande similarité avec la technique de
Hartree-Fock : dans celle-ci nons avons E(1,2) iG(1,2)v(2,1+). Ainsi, nous avons
une amélioration de HF : au lieu de considérer l’échange seulement, nous considé
rons l’échange écranté par le système.
Par contre, encore sous cette forme, il est assez difficile de faire un calcul auto-
consistant. Bien qu’ici nous pouvons procéder de manière similaire qu’en HF, il ne
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faut pas oublier que nous avons besoin de l’interaction écrantée W(1,2), qui est
très longue à calculer. De procéder de manière auto-consistante nous oblige alors
à calculer à plusieurs reprises W(1, 2) ce qui rend le calcul très long. De plus, il est
remarqué que de procéder ainsi ne donne pas des résultats tellement satisfaisants
comparés aux résultats expérimentaux, et ce, pour des raisons que nous ne nous
aventurerons pas à expliquer ici. Il existe une manière bien plus simple de faire
le calcul, et qui donne de meilleurs résultats : l’approximation G0W0. Mais pour
pouvoir aborder cette approximation nous devons en premier lieu voir l’équation
de mouvement des quasiparticules, ce que nous faisons dans la prochaine section.
1.7 Équation de mouvement des quasiparticules et leurs énergies
Il est important d’introduire le concept de quasiparticules à ce point-ci étant
donné qu’elles permettent de faire le pont avec d’autres techniques n’utilisant pas la
fonction de Green mais plutôt des fonctions d’ondes, comme la DFT par exemple,
et que nous aurons besoin de telles techniques pour l’approximation G9W0. Les
quasiparticules que nous allons considérer correspondent à des électrons supplé
mentaires ou des trous du système, entourés de leurs nuages de charges opposées
mues par l’interaction électromagnétique. Pour une très bonne introduction au
concept de quasiparticules, nous référons le lecteur au livre de Mattuck”. Ici nous
nous limiterons simplement aux équations qui nous seront utiles.
Partons d’abord de la définition de la fonction de Green (1.17),
G(x,t,x’,t’) —i KN (x,t)t(x’,t’) N) e(t — t’)
+ i KN (x’,t’)(x,t) N) O(t’ — t),
ou bien
G(z. x’, t
— t’) = —j KN (x)e_i_Et_t’t(x) N) e(t — t’)
+ i N) e(t’
— t), (1.55)
puisque H est indépendant du temps.
Maintenant en introduisant les ensembles d’états complets de H pour (N + 1)
particules dans le terme avec e(t
— t’), et pour (N — 1) particules dans l’autre, nous
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obtenons
G(x, z’, r) = —i fs(x)f(xF)e_tT
{e(T)e(E5
— /1) — e(—r)e(
— e5)}, (1.56)
avec
f8(x)
= KNH(z)N+1,8), E8 =EN+1,5 —EN ROUf E8 /1
f8(x) — 1,s (x) N), E8 = EN
— EN_1,8 pour E8 <, (1.57)
où r = t — t’ et i est le potentiel chimique.
Par transformée de Fourier à l’espace des fréquences, nous obtenons
G (z, z’, w)
= f G(x, z’, r)eTdr
= f5(z)f(z’) {_iO(Es
— ) f edr
+ ie( — E8) f e_Tdr}. (1.58)
Puisque les exponententielles ne convergent pas, nous modifions très légèrement le
parcours d’intégration ainsi
r —* r + iS lorsque r > 0,
r —* r — iS lorsque r <0, (1.59)
où S est infinitésimal. Ainsi nous obtenons
G(z,x’,w) = f8’
. (1.60)
w—E5 +ZSsgn(E8—/I)
En remplaçant cette forme dans l’équation du mouvement de la fonction de Green
nous allons voir que ce sont les f5(x) qui correspondent à des qua.siparticules. Nous
avons de l’équation (1.20)
[i(6/Dt) — h(z)
— VH(z,t)] G(z,x’,r)
— f(z z”, t — t”)G(x”, z’, t” — t’)d x”d t” = S(z, z’)S(r)
= [i(O/8r)
— h(z)
— VH(x)] G(x, z’, r)
— f(z,z”,r — r’)G(z”,z’,r’)dx”dr’ 5(z,x’)S(r), (1.61)
où r’ = t” — t’. Ici VH ne dépend plus du temps, par hypothèse que H ne dépend
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pas du temps, donc G non plus.
En passant à l’espace réciproque nous obtenons $
(w — h(x)
— VH(x))G(x,x’,w) — f(x,x”,w)G(x”x’,w)dx” (x,x’). (1.62)
Ici nous allons utiliser le fait que les f3(x) forment un ensemble complet : en effet
nous avons
f5(x)f(x’)
= KN(x)t(x’) +(x’)(x) N) = (x,x’), (1.63)
où nous avons utilisé la complétude des états pour (N+1) et (N-1) particules, et
ensuite la relation d’anticommutation (1.13).
De cela nous obtenons dans l’équation pour la fonction de Green
t(w - h(x)
- VH(x)) - [E(x x” w) h’)’) dx”
L w
— e +iSsgn(e5
— ) J w — +z6sgn(e8 —ii)
= f3(x)f(x’). (1.64)
Maintenant, si nous regardons ce qi se passe aux énergies des quasiparticules
(w es), seul un des termes de la somme reste, et nous obtenons
(k(x) + VH(x)) f8(x) + f(xx”,w = E3)f3(x”)dx” E5f3(x). (1.65)
qui est l’équation de mouvement des quasiparticules. Nous voyons qu’elle ressemble
beaucoup aux équations de la DFT ou de Hf, ce qui nous permettra de faire un
pont avec ces techniques.
Comme mentionné à la fin de la section 1.3, avec cette équation il est plus facile
d’interpréter D. Les termes h(x)+VH(x) nous donnent l’énergie cinétique et l’énergie
d’interaction avec les noyaux et avec la densité électronique de l’état fondamental
du système. Ainsi, contient tout le reste des effets s l’énergie d’échange et la
corrélation de la particule supplémentaire avec le système.
1.8 L’approximation G0W0 : combinaison entre GW et d’autres tech
niques ab initio
Comme nous avons indiqué précédemment, la difficulté avec l’approximation
GW est de faire le calcul auto-consistant. Ainsi nous voulons une façon de ne
1$
faire qu’un seul calcul, ce que nous faisons en ne calculant qu’une seule fois la
fonction G(1,2). Le mieux que nous pouvons faire est donc de l’approximer par
la fonction G(1, 2) provenant d’un autre calcul optimisant les fonctions d’onde,
que nous dénotons par Go(1,2) (attention de ne pas confolldre avec la définition
à la fin de la section 1.4, où D = o. ) Cet autre calcul est souvent de type HF
ou de type DFT, c’est-à-dire dans lequel nous avons (1,2) = iG(1,2)v(2,1+) ou
bien E(1,2) = 6(1,2)V(r;), où est un opérateur. (Noils allons poursuivre le
déroulement seulement avec la DFT puisque c’est avec celle-ci que les calculs GW
ont été effectués pendant mes études de maitrise.)
La façon formelle de procéder est donc comme suit : ayallt les équations du
mouvement
[h(x) + VH(x)] fj(x) + fE(x,x”,w = = Ef(x) éq. quasiparticules (1.66)
[h(x) + VH(z)] ,DFT(x) + Vxc(r)l4PFT(x) = eDFT,DFT(x) éq. KS, (1.67)
nous calculons les rcorrections GW aux énergies DFT par la théorie des pertur
bations
pFT
+ KFT E(x,x’,w e) — V(r) PFT) (1.68)
que nous limitons en fait à :
9oWo
= ET + Kf)FT 2C0W0(z,z!,w = GoWo) — V(r) PfT) (1.69)
Puisque nous nous contentons de G0 au lieu de G, parmi les contributions à
l’énergie dans l’équation (1.66), nous ne pouvons pas obtenir des énergies cinétiqile
et d’Hartree pulls précises que celles fournies par le calcul DfT. Aillsi, (1.69) est
pour nous la meilleure approximation possible.
Mais comme nous ne voulons pas faire de calculs auto-consistants ici non plus,
pour trouver nous linéarisons
9owo = pFT
+ z GoWo(x x’ w = ET) — V(r) PFT), (1.70)
f d KFT GoWo(w) DFT) -
OU Z 1
— J est calculé numériquement en faisant
w=TJ
une régression linéaire de L,pFT Cowo(w) iPFT) pour différentes valeurs de w
7Piiisque nous utilisons G0 pour évaluer W, nous écrivons Wo.
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autour de ET.
C’est avec cette équation que nous calculerons les énergies des bandes dans ce
mémoire, et nons allons maintenant voir comment l’évaluer.
1.9 Calcul des corrections G0W0 aux énergies des bandes
Pour évaluer l’équation (1.70), nous avons comme ingrédients les états
et les énergies ET. Voyons comment s’exprime avec ceux-ci. Nous avons
E00W0 (x, t, x’, t’) iG0 (z, t, z’, t’) Wo(z’, t’, z, tj
= GoWo(z z’, t — t’) = iGo(z, z’, t — t’)Wo(z’, z, —(t — t’)), (1.71)
par invariance dans le temps. Ainsi nous avons pour la transformée de Fourier
EG0W0 (z, z’, w) = j fdreLdTGo(z, z’, r)Wo(z’, z, _rj
= j fdrdT’eGo(x, z’, T)(T’ — rjWo(z’, X, —T’)
= fdwdTdTewTGo(z, X’, T)eT _rj Wo(z’, X, —T’)
= fw’e_’ fdTe_w’)TGo(z,x,T) fdT’ed’T’Wo(z’,z, —T’)
fw’e’ G0 (z, z’, w — w’) Wo(z’, z, —w’). (1.72)
1.9.1 Forme de G0
La forme de G0 se troilve aisément avec l’équation (1.65). Lorsque nous rem
plaçons dans celle-ci E(z,x’,w) par
DFT(zz/w)
= S(z,z’)V(z), (1.73)
nous obtenons alors l’équation du mouvement de la DfT. Ainsi nous avons
J8(z) = DFT(z)
DFT
La forme de Go(x, z’, w) est alors
DFT DfT*
Go(z,z’,w) =
w _FT +jgn(eDFX
(1.74)
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1.9.2 Calcul de Wo(x,x’,w) via e, la polarisabilité P(x,x’,w), et le mo
dèle généralisé de plasmon à un pôle
Nous n’allons pas utiliser l’équation (1.48) car elle est implicite pour W. Nous
allons plutôt utiliser (1.41), et trouver une façon de calculer e’ (x,x’,w).
Si nous l’évaluons nous obtenons8
c’(x, x’, &) = [OV1î(x)/ôw(x’, )]
8G’x” t” x” t”
= 5(x, x’) — i / v(x, z”) “ ‘ ‘ dx”j Dw(x,w)
(x,x’) + fv(xx”)a)dx”. (1.75)
En se souvenant de la définition pour la polarisabilité (1.43), nous faisons
= (x,x’) + fv(xx”)3 )
= S(x, z’) + fv(x, x”)P(x”, x”, )E’ (z”, z’, )dx”dx”
ou bien
= 1 + vPE1. (1.76)
Dans cette équation implicite, tous les termes sont calculables. Pour obtenir une
équation explicite, nous devons multiplier par e
ou bien e(x,x’,) = S(x,x’) — fv(x,x”)P(x”x’)dx”. (1.77)
Aillsi nous calculerons e et nous l’inverserons pour calculer W.
8Attention à la notation : pour le calcul qui suit nous allons utiliser w pour le potentiel et
pour la fréquence (ou la transformée de Fourier du temps).
ii aurait été possible d’utiliser le même procédé pour le calcul de W directement En
ayant W = u + uPW nous obtiendrions T’V1 = — P. Nous pourrions alors inverser W’
pour trouver W. L’avantage d’utiliser e1 est que nous pourrons approximer sa dépendance en
fréquence par le modèle généralisé de plasmon à un pôle, comme nous verrons plus loin.
21
Pollr P(z,x’,w) nous avons
P(x, z’, t — t’) = —iGo(z, z’, t — t’)Go(z’, z, t’ — t) (1.78)
P(x,x’,w) = fdwe_i’G0(x,X,w — w’)Go(z’,x, —w’)
— Z V’ [dw’e’
DfT(z)J,DfT*(z!) PFT(z!)pfT*(x)
— 2ir w —w’ — fDFT + iSsgn(c’T
—
i) —w’ — 6pFT +i6sgn(eT
—
— V’ fdweiw’ DFT(x),DFT*(x)
DFT(zI)/,DFT*(z)
— 2K J w+wt_fT+issgn(ET t’) +w’ _FT+i6sgn(eFT )•
Grâce à l’exponentielle nous pouvons refermer le parcours par le demi-plan com
plexe supérieur. Nous obtenons, en négligeant les 6 car ils ne nous servent plus
P(z,z’,w) = x
+
+
»‘T
— eDFT w — (eDFT — ET)
=
- (x(x)(z)(x) (1.79)
w—w
“J
où f est le nombre d’occupation de l’état i, et = DFT — ET.
Avec ce résultat pour la polarisation P(z,x’,w), il est désormais possible de
calculer la matrice diélectrique e(x,x’,w) et de l’inverser pour obtenir €‘(x,x’,w).
Encore ici, nous faisons face à deux difficultés computationnelles pour l’inversion
de matrice : d’abord e (z, z’, w) n’est pas symétrique, et deuxièmement il est très
difficile de garder w variable. Ainsi, nous allons écrire e(x, z’, w) de façon symétrique,
et nous allons modéliser la dépendance en fréquence de e (x, z’, w). Ce modèle, qui
fut proposé par Hybertsen et Louie’41 s’appelle le modèle généralisé de plasmon à
un pôle (Generatized Single Ptasmon Pole Modet).
Étant donné que dans la prochaine section nous allons tout transformer à l’es
pace réciproque, nous allons tout de suite travailler ainsi. D’abord pour la symé
trisation nous faisons
e(k, k’, w) = 6(k, k’) — v(k)P(k, k’, w)
47r , kk’
= (S(k,k) — P(k,k ,w))-
4ir , k’
= (6(k,k ) — jP(kk ,w))-
= r(k,k’,w), (1.80)
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où, étant donné que F(k,k’,w) est symétrique’0, (k,k’,w) l’est également.
Nous avons pour l’inverse
€‘(k, k’,w) = ‘(k, k’,w), (1.81)
ce que nous pouvons vérifier en multipliant.
Nous voyons donc ici qu’il est facile de calculer e’ en utilisant Maintenant,
pour modéliser la dépendance en fréquence nous utilisons le modèle généralisé de
plasmon à un pôle
1 12(k k’)(k, k’, w) = S(k, k’) +
w2 — ((k, k’) — i)2’ (1.82)
où 1(k, k’) et Ji(k, k’) sont deux paramètres à déterminer. Pour cela il nous faut,
pour chaque couple (k,k’), calculer ‘ à deux fréquences et fixer ainsi les deux
paramètres pour le couple (k, k’) en particulier. Nous avons ainsi une approximation
pour toutes les fréquences. Les deux fréquences utilisées sont w = O, soit en statique,
et w iw, soit autour de i*fréquence plasma. En pratique, il ne sera pas nécessaire
que cette dernière fréquence soit déterminée précisément. Elle pourra être fixée à
l’avance pour le type de matériau étudié.
Par de l’algèbre simple nous trouvons que
2 k k’ — E ‘(k, k’, O) — S(k, k’) 2w
— [‘(k,k’,o) —‘(k,k’,iw)
—
w
l2(k, k’) = (6(k, k’) — k’, O)) 2(k, k’), (1.83)
où nous avons négligé les i.
‘°Nous pouvons le voir à partir de l’équation (1.78). Pour le t, en effectuant la transformée
de Fourier nous voyons qu’il n’affecte pas la symétrie.
“L’hypothèse menant à cette forme est basée sur l’observation connue que la partie imaginaire
de W est caractérisée par un fort pic à la fréquence de plasma. Nous supposons alors que la
partie imaginaire de chaque composante de e’ est un pic. Ceci mène à la forme réelle qui suit.
Voir 1141 ou la section 3.3 de [10]
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1.9.3 Calcul de l’énergie-propre Gowo(x, x’, w) PFT)
Nous y voilà enfin flOilS avons ce qu’il nous faut pour calculer la correction
G0W0 aux bandes d’énergies. Nous avons donc’2
KDFT GoWo(x x’ w) PFT) = ftDFT(x)Gowo(xxfw)FT(x/)dxdx
j tDFT
= Je_1’j (x)Go(x, x’, w — w’)Wo(x, z’ w)PFT(x1)d(x x’ w’),
où nous avons utilisé le fait que Wo(1, 2) est symétrique. C’est le cas puisque nous
avons Wo(k, k’, w) = ‘(k, k’, w) avec symétrique.
Nous passons maintenant à l’espace réciproque :‘
K/yDFT GoWo(x,xw) PFT)
j r
= J d(x x’ w)e_i’_1 [FT()Go(, ‘, w — ‘, w’)] (k, k’)}(r r’)Vk,k’
= {fd(’) [DFT()Go(! w _w’)T()] (FK’)
W0(k — , k’ — ,‘, w’)}(r, r’) (Th. de convolution)
j
— (2x)7 fd(xx’kk’’’w’)e_’’ eir_k’T’_+’’) fDFT‘z/ (x)Ixo(±,±’,w —
Wo(k — ij,k’
—
ii’,w’) (On exprime les tr. de Fourier)
= (k)S(k’ DFT()Go(f, ‘, w — w1)FT()
Wo(k — , k’ — ‘, w’) (On intègre sur x,
= fd( 1DFT()Go(, ‘, w — w1) T()W0(_,, —if’, w’) (On int. k, k’
.DFT()G0(
‘, w — w)FT() W0(i, ‘, w’) (Ch. de var.).= fd(’w’)e_i’eT’,t
Dans notre cas, nous travaillerons avec des systèmes périodiques et nous allons donc
utiliser la zone de Brillouin pour l’intégration dans l’espace réciproque. D’abord
nous avons certainement
f d(qq’) fd(w’)ew’ ‘+G’’)FT()G0 (, ‘, w — w)FT()2Tr JBZ CG’
Wo(q + G,q’ + G’,w’),
où G, G’ sont des vecteurs du réseau réciproque.
Maintenant, étant donné que W0 est aussi périodique (nous avons que
‘2Nous allons noter dx dy ... comme d(xy...).
‘3Attention à la convention utilisée pour les transformées de Fourier, qui est différente pour r
et pour r’. La raison est pour simplifier l’apparence des équations.
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Wo(r + R, r’ + R, w) = Wo(r, r’, w) ), sa transformée de fourier prend la forme (voir
en annexe IV pour une courte démonstration)
Wo(q + G, q’ + G’, w’) = Wo(q + G, q + G’, w’)6(q, q’). (1.84)
Ce qui nous amène à:
=
JBZ
dq fd(w1)ew’ e FT()Go(, ‘, w — wT(I)0,0’
Wo(q + G,q + G’,w’).
Nous continuons en exprimant G0
f dqfdw1e_t0w 1 Jei0PFT*(PFTj G,G’ w — w’ — 1’T + iSsgn(eFT —
fd’ e_ Wo(q + G, q + G’, w’). (1.85)
Dans la 3ième intégrale, nous calculons la transformée de Fourier d’une fonction
périodique sur le cristal étudié, selon les conditions aux frontières de Born-Von
Karman. Ainsi, la transformée de Fourier devient une série de Fourier, et nous
avons v± ZqEBz 0,0’ au lieu de JBZ dq Z0,0. Ensuite, à cause de la périodicité
cristalline, les états du système sont des fonctions de Bloch : b»T() = e’’u(),
où k est le vecteur réciproque associé à l’état i, et u() est une fonction avec la
même période que le cristal. À cause de cette forme nous obtenons que
fde_i(Q+0)PfT*(PFT()
= (q
— qjj) fde_muT() p(q + G)
OÙ qij — k, (1.86)
En utilisant ces deux dernières remarques, nous réécrivons (1.85)
= 2irVrjst
fdw’e_w Pj(quj + G)p(q + G’)
e 0,0’ w — w’
— eDFT + i sgn(eT
—
W(qi + G, qij + G’, w’)
fdw’e_ pj(qej
+ G)p3(q, + G’)
e’(qjj + G,qjj + G’,w’)v(q + G’)
w — w’ — + i6 sgn(eT —
2irVrjst fdw’eL”
p(qjj + G)p(q + G’)
w — w’ — eP’T + i6 sgn(eT((G, G’) + 2(qjj + G, qjj + G’) N qjj + G’
w’2
— ((qjj + G, qjj + G’) )2) qjj + G v(qjj + G’).
(1.87)
Avec la forme prise par la matrice diélectrique inverse e, vous voyons que l’énergie-
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propre se sépare en deux termes. Le terme avec 6(G, G’) est en fait le même que dans
l’équation d’Hartree-Fock; nous le nommons l’énergie d’échange. L’autre terme est
dénommé l’énergie de corrélation. Comme dernière partie dans ce chapitre sur la
théorie de GW, nous allons évaluer ces deux termes.
1.9.3.1 Calcul de l’énergie d’échange KFT
Nous avons
K DFT DFT)
= 2rist
,
fdw’e_1w’
=
fw’e’
*
pjj (qjj + G)p (qij + G’) ,)qij + G’S(G,G
w — w’ — ET + iS sgn(fT
— ) + G v(qj + G’)
p;2j(qij + G)
v(qjj + G).
+ — fDFT + i6 sgn(ET
—
iij)
(1.88)
0cc47rKFT DFT)
= _
pj(qij + G)v(q + G’)
crist j G
0cc4ir p(q+G)
=- q+GIVcTiSL G
1.9.3.2 Calcul de l’énergie de corrélation kPFT)
Nous avons
DFT Ec DFT)
i
fdw’e)”
2ltVcrjst j G,G’
_______
pj(qij + G)p(q + G’)
W — W’ — EDFT + i5 sgn(ET
—
2(qjj + G, qjj + G’) qjj + G’
w’2
— ((qjj + G, Qij + G’) — i)2 qij + G v(q,3 + G’)
— 2i
—
p(q + G)p(q + G’)
j G,G’ (qij + G)(q + G’)
2(qij + G, qjj + G’)
Nous utilisons ici le théorème de Cauchy en passant par le demi-plan complexe
supérieur. Les pôles qui interviennent sont ceux liés aux états occupés, dû au
iSsgn(eT
—
ii). Nous obtenons ainsi
(1.89)
1
fdw’e
w + w — DFT + sgn(€T
— ) (w’ — (...) + i)(w’ + &(...) —
1
(1.90)
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Pour l’intégrale, nous prolongeons le parcourt par le demi-plan complexe supérieur.
Les pôles sont en w’
= —(...) + i, et lorsque f = 1, en w’ = —w + + i. Ainsi
nous obtenons :14
f, fi 1j dw ... 2i (fDFT_w)2 _2() + w_(...)_eT
_2()) (1.91)
Avec un peu d’algèbre, nous arrivons enfin à:
K DfT DfT)
— 27r p(qii + G)p(q + G’) 1 92
— (i + G)(q + G’) oo’(qii) (w — + GG’(q)(2f — 1))
Nous avons enfin réuni tous les morceaux essentiels pour calculer les corrections
aux bandes par la méthode G0W0. Il restera encore des petits détails, comme par
exemple ceux liés à la base utilisée pour faire l’expansion des mais il est espéré
que ce qui a été présenté ici sera suffisant pour bien comprendre la procédure.
Nous allons terminer avec un résumé schématique montrant les principales
‘4Les ir n’ayant plus d’importance, nous ne les écrirons pas.
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étapes faites lors d’un calcul G0W0.
DFT LDA
DfT DfT
I
P(k,k’,w) =
Z(f
— fi) WWj
I
‘(k, k’,w) (Skk’ P(k, k’,w))’
(k, k’)
— [ r’(k,k’,O)—6(k,k’) — 11 ,— ‘(k,k’,O)—1(k,k’,iw) j
2(k, k’) = (s(k, k’) — ‘(k, k’, O)) 2(k, k’)
K DFT DFT) = -occ ‘ç
_______
Vcrist Z_G q3+GI2
/DFT /,DFT) z ejp,(qij)\ j Vcrist L_j 0G’ (q,j +G)(q,j +0’) (qj ) (w_5FT+GG, (q,j )(2fj —1))
.1
E?0w0 = ET + z (FT 0W0(x,x,w = eT) — V(r) DFT)
CHAPITRE 2
DÉRIVATION ET ÉTUDES DES POTENTIELS COULOMBIENS
ÉCRANTÉS
Pour effectuer notre étude de polymères avec la technique GW, nous avons
mentionné que nous nous basons en premier lieu sur un calcul de type DFT. Dans
notre cas, nos calculs DFT seront nécessairement effectués sur des systèmes pé
riodiques puisque notre base (composée d’ondes planes) pour les fonctions d’onde
électroniques sera elle-même périodique. Ceci implique que nos calculs porteront
toujours sur des réseaux infinis de polymères, et non pas sur des polymères isolés.
En DFT, où les polymères sont neutres électriquement, il est possible de les
séparer d’une distance suffisament grande pour que l’interaction entre eux devienne
négligeable, et ainsi de modéliser un polymère effectivement isolé. Par contre, en
GW, nous avons vu que nous considérons les effets d’une charge supplémentaire
dans le système, ce qui implique que les polymères interagissent à une distance
beaucoup plus grande, rendant la modélisation d’un polymère efectivement isolé
beaucoup plus difficile.
Dans cette partie nous allons aborder une technique pour pouvoir considérer
un réseau de polymères comme des polymères effectivement isolés. L’idée est de
modifier artificiellement l’interaction coulombienne pour qu’au-delà d’une certaine
distance, elle devienne négligeable ou nulle.
Un exemple d’un tel potentiel écranté est le potentiel de Yukawa, qui va en
er/r. Un autre exemple qui a été utilisé pour des calculs GW sur des agrégatst’5]
- f i pour 7<C
est le potentiel spherique coupe v5i,(r) = r , que nous allons preli
I
minairement étudier.
Pour nous, de tels potentiels écrantés uniformément dans toutes les directions ne
nous servent pas. Bien que nous ne voulons pas qu’il y ait interaction interpolymère,
il est primordial que flOilS gardions l’interaction intrapolymère. En effet, dans une
étude sur la conductivité d’un polymère, les effets à longues portées à l’intérieur
de celui-ci sont très importants, et nous les perdrions avec un écrantage du type de
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ceux que nous venons d’énumérer. Dans notre cas, il nous faut plutôt un écrantage
de type cylindrique, c’est-à-dire qui écrante dans les directions perpendiculaires à
un axe, mais qui n’écrante pas dans la direction de l’axe lui-même.
Dans la recherche d’un tel potentiel, la difficulté majeure est d’en trouver un
qui soit suffisament simple pour pouvoir travailler avec celui-ci. Étant donné que
nous travaillons dans l’espace réciproque, celui-ci doit avoir une forme analytique
suffisament simple lorsque nous effectuons sa transformée de Fourier. Ce critère
écarte en effet la plupart des potentiels auxquels nous pouvons penser.
Ce chapitre se divisera donc en quatre étapes
— Dérivation du potentiel sphérique coupé
— Recherche et dérivation du potentiel écranté cylindriquement et exploration
de ses caractéristiques
— Étude et application du potentiel sphérique coupé
— Directives pour l’implémentation du potentiel cylindrique coupé
2.1 Dérivation du potentiel sphérique coupé
Afin d’effectuer des caldllls GW sur des agrégats isolés, tout en utilisant une
base d’ondes planes, les auteurs de [15J ont eu recours à ce potentiel sphérique coupé
dans l’espace réel, en remplacement du potentiel de Coulomb 1
f 1 pour r<c
vh(r) = r (2.1)
O pour T>C
où c > O est le rayon d’écrantage. L’avantage d’utiliser ce potentiel est qu’il ne
modifie aucunement l’interaction intra-agrégats, tout en coupant complètement
l’interaction inter-agrégats, ce qui ne serait pas le cas avec un potentiel de Yukawa
par exemple.
Comme mentionné précédemment, puisque les calculs sont faits dans l’espace
réciproque, nous devons trouver la transformée de Fourier de ce potentiel. Nous
‘Dans ce chapitre, nous allons dénoter les vecteurs en caractères gras.
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avons $
V5h(k) = fekrvsph(r)dr
2
= f rdrf d(_coso)f de_tkTc0svsph(r)0 —1 0
= —2 f dr (clkT — e) r2
= —(e + — 2)
vsph(k) = -(1—cos(kc)). (2.2)
Nous obtenons une forme fort simple, qui possède même l’avantage, comparée
au potentiel de Coulomb, de converger pour k O.
2.2 Le potentiel écranté cylindriquement
2.2.1 Recherche et dérivation
Dans notre recherche d’un potentiel écranté cylindriquement, nous avons exa
miné plusieurs candidats 2
rXC
r
— e><2
r
I r. r I —
r
q2+c2
(_s2)
—
— f 1 pour Irxc<c2
O pour Irxc>c2
Bien que nous n’allons pas montrer les détails des calculs ici, il s’avère que seul
le dernier des potentiels possède une transformée de Fourier suffisament simple.
Celui-ci a d’ailleurs la forme parfaite pour nous $ l’interaction intra-polymère n’est
pas affectée, et entre les polymères il n’y a aucune interaction.
Voyons donc quelle est sa transformée de Fourier. Nous avons
f pour Ir X c <C2
vC)(r) Ç (2.3)
O pour r x cl > c2
vcyl(q) = fdre_rvcyi(r). (2.4)
2Le vecteur c est parallèle au polymère et c est la distance d’écrantage
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oo 27r
vcyl(q)
= / dp / dz f pde_t0 1Jo i— o p2+z2
œ
= / dp / _iqz P 2Jo(qp)
J0 j fp2+z2
,.c “00
= / dp / dz (cos(qzz) — i sin
______
(qzz))
yp2 +z220x
«C «œ
= / dp2/ dzcos(qz) 2irJo(qp)
.io Jo Vp2+z2
En coordonnées cylindriques
z
C
1
y
X
FIG. 2.1 — Coordonnées cylindriques. L’axe z est aligné sur le vecteur c, et le pian x-z sur le
vecteur q
par parité
= 4
Jo
4ir
q + q t1
+ — IqzcJo(IqxcDKi(tqzcD]
(2.5)
(2.6)
(2.7)
(2.8)
(2.9)
vcyl(q) t1 + qx c J1 (qx cKo(q.c)
- qc Jo(qx cI)Ki(Iq.c)]
où les J, sont les fonctions de Bessel de premier type, et les K sont celles de
deuxième type modifiées.
Bien que nous obtenons une forme analytique pour le potentiel dans l’espace
réciproque, celui-ci comporte tout-de-même une difficulté que nous allons traiter
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dails la prochaille soils-section en s’approchant du plan q c = O, nous avons que
Vj —4 00.
2.2.2 Propriétés
Pour étildier l’allure du potentiel, voyons d’abord le comportement des fonctiolls
de Bessel en jeu (voir figure 2.2).
1
0.8
0.6
0.4
0.2
—0.2
—0.4
K0 (x)
fIG. 2.2 — Fonctions de Bessel. Noter les singularités en z = O de Ko(x) et Ki(x).
Nous voyons que près de x = O les fonctions K(x) tendent vers l’illfiui. De plus,
nous avons dans le potentiel un facteur 1/q2 . Ainsi, nous avons deux endroits à
caractériser : d’une part le plan q c = O, et ensuite le point particulier q = 0.
Commençons par le plan.
Dans l’équation (2.9), lorsque q•c — o nous voyons (voir figure 2.3) que le terme
avec 1q cl K1 (q. cl) ‘a pas de singularité.
J0 (x)
N
/ Ï*2ÔX
Ji (x)
0.6
0.4
0.2
—0.2
K1 (x)
1/ 15
7
6
5
4
3
2
1
40
30
20
10
1 2 3 4
5x
1 2 3 4
5x
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x K1 (x) Par contre, pour le terme avec
1 K0 (q• cl) la singularité demeure, mais
0.8 comme nous avons[16] que
0.4 Io(z)—1ogxpourx0, (2.10)
1 2 3 4
X nous pouvons tout de meme 1 aborder nu
mériquement.
FiG. 2.3 — Fonction xKi(x). Il n’y a pas Ensuite, pour la région autour de
singularité en x = 0. q = 0, si nous regardons l’expansion de
vcyl(q) irc2 ((1
— 27euter + log[4]) — 2 log (q• c)) + O[q2], (2.11)
nous voyons une divergence de type logarithmique, ce qui nous indique que la
fonction est malgré tout intégrable en ce point.
Donc toutes les divergences apparaissant dans le potentiel sont logarithmiques
et intégrables, ce qui nous permet de les traiter numériquement. Maintenant, voyons
quelle est l’origine du plan où notre potentiel est infini.
Il peut sembler curieux d’obtenir cela, lorsque nous comparons avec la transfor
mée de Fourier du potentiel coulombien. En effet, ici nous intégrons sur une plus
petite région de l’espace réel que pour la transformée du potentiel de Coulomb. Si
nous revenons au calcul de la transformée, à l’équation (2.7),
vcyl(q) = 4fdppKo(IQzPI)Jo(lxpI)
où nous avons déjà intégré sur et sur z. Nous voyons que le plan infini est déjà
présent à ce moment, (c’est-à-dire pour q = O ); il provient de l’intégration en z.
Or la différence ici pour le potentiel de Coulomb est que nous intégrons p jusqu’à
l’infini, ce qui provoque une annulation puisque l’intégrand est oscillant (à cause
de Jo (k11°l)• Pour le potentiel cylindrique coupé, nous n’intégrons que jusqu’à une
valeur finie pour p et cette annulation n’a pas lieu.
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2.3 Étude du potentiel de Reining
Avant de nous lancer dans l’implémentation du potentiel cylindrique coupé,
effectuons d’abord des tests avec le potentiel sphérique coupé, qui a une forme plus
simple. Ainsi, pour un réseau de molécules de H2, commençons par l’appliquer
dans le calcul de l’énergie de Hartree (section DfT), et ensuite utilisons-le pour
les corrections GW sur un réseau de He. À la figure 2.4 (image de gauche), nous
Réseau d’H2 écranté Réseau d’H2 écranté
voyons que le potentiel fonctionne comme il se doit. Aux bas rayons d’écrantages
(moins de 8 bohrs), la molécule n’interagit pas complètement avec elle-même, alors
qu’aux grands rayons (plus de 13 ou 15 bohrs selon le cas), la molécule commence
à interagir avec ses voisines. Entre ces deux distances, les molécules peuvent être
considérées effectivement isolées. En effet la différence d’énergie de Hartree, lorsque
la distance varie de 20 à 22 bohr, est de moins de 2.0e-6 hartree lorsqu’écrantée,
alors qu’elle est de 2.5e-2 hartree sans écrantage.
Avec la figure 2.4 (image de droite), nous voyons l’importance d’avoir une dis
tance intermoléculaire suffisamment grande en effet il faut que l’écrantage soit tel
que chaque molécule puisse se «voir» complètement, sans «voir» ses voisines. Ceci
revient à nécessiter une distance de séparation d’au moins le double de la taille des
molécules.
Pour les calculs GW, le fait que le temps de calcul augmente très rapidement
avec la taille de la cellule (en V3) limite notre étude à peu de points. Nous utilisons
‘J ‘1.8 -
1.298 - J/.
_
)
O.)
I I
J1.2% 1.4O.) // ,)
I
I mol-mol. II_ d t 20 bohrl I— d1 t 20 bohrlI mol.-mol. I
-mol.
1.294 - 1.2 t 10 bohr
I_ U t 22 bohrl - 1 I U : 22 bohrl1.292 mol.-mol. I
0.8
.1
I mol-mol.
__________________________________________
I I I I I —
6 8 10 12 14 16 18 2 4 6 8 10 12 14 16 18 20
Rayon d’écrantage (bohr) Rayon d’écrantage (bohr)
FIG. 2.4 — Énergies de Hartree de réseaux de hélium selon le rayon d’écrantage du potentiel
coupé. Les courbes noire et rouge sont les mêmes sur les 2 graphiques. Noter la différence d’échelle
en énergie.
J. I . I I . I . I I . I
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Réseau de He écrantage sphérique, section GW
Bande D. interatomique LDA GW non-écranté GW écranté
14.1 bohr -12.754 eV -18.517 eV -18.649 eV
HOMO 15.6 bohr -12.674 eV -18.522 eV -18.649 eV
17.0 bohr -12.999 eV -18.897 eV -19.001 eV
TA3. 2.1 — Comparaison entre les énergies avec et sans écrantage pour la section GW pour
différents réseaux de hélium.
du He, qui possède un rayon plus petit. Au tableau 2.1 nous montrons des résultats
de tests que nous avons effectués. L’écrantage semble bien fonctionner puisque
le résultat pour le potentiel écranté est plus stable que le potentiel coillombien.
Par contre, dans d’autres tests que nous ne montrons pas ici, nous dénotons des
irrégularités numériques pour les corrections autour du point q = 0. C’est pour
cela qu’avant de poursuivre avec l’implémentation du potentiel cylindrique, il sera
nécessaire de comprendre ce qui se produit ici.
2.4 Directives pour l’implémentation du potentiel cylindrique
Bien que nous n’ayons pas implémenté le potentiel cylindrique par manque de
temps, nous allons présenter ici des directives et conseils pour gilider une implé
mentation éventuelle.
D’abord, dans le schéma à la page 27, nous voyons que le potentiel apparait en
trois endroits : dans le calcul de ‘ et dans les calculs de i) et de
Notons qu’il n’est pas nécessaire d’écranter dans la section DFT, puisque ces calculs
convergent beaucoup pius rapidement en distance. Dans les calculs de r’ et de
nous nous souvenons que le potentiel coulombien qui y apparait a été
symétrisé afin de faciliter l’inversion de matrice. Pour symétriser notre potentiel,
nous écrivons
= (Skk’ — 4/vcyi(k)vcyi(k’)P(k, k’w)) (2.12)
et similairement pour ( E0
Lors des calculs de ( Ex ) et de ( E0 ), nous devons effectuer une in
tégrale sur l’espace réciproque (celle-ci apparait comme E, une somme infinie sur
tous les états du système, occupés ou quelconques selon le cas.) Cette intégrale
étant calculée numériquement sur une grille de points, nous devons faire particu
lièrement attention au plan où le potentiel est infini. Nos intégrales auront cette
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forme
F = ff(q)vcyi(q)aq OÙ vcyl(q) est discontinu sur le plan H,
(2 ( f(q)I + f(qj)vcyi(qj)) (approx. par une somme sur Nq points),q crist qEfl qØH
1f
avec ‘q = J vcyi(q)dq, (2.13)q V1
où V est le volume entourant le point g.
Puisqu’il n’y a pas de forme analytique connue à l’intégrale de vcyl(q), nous
devrons calculer les termes I numériquement. Pour bien modéliser autour des
points où le potentiel tend vers l’infini, il faudra une méthode numérique telle
que la quadrature de Gauss permettant une densité de points variable dans le
domaine d’intégration, ou des méthode plus poussées, tel que les méthodes dites
adaptatives. Vu que les termes ‘q n’auront à être calculés qu’une seule fois par
calcul, cela n’affectera pas significativement la performance du code. Et enfin, pour
déterminer si un point qj fait partie du plan H, il suffira de vérifier que le produit
scalaire q, e est nul (le vecteur e devant être ajouté aux paramètres d’entrée du
code.)
CHAPITRE 3
POLYMÈRES PONTÉS
Dans les sections qui suivent nous allons présenter nos résultats obtenus avec
les méthodes de la DFT et de GW pour divers polymères. Nos calculs portent prin
cipalement sur deux polymères, avec divers calculs sur des polymères apparentés
ou sur d’autres systèmes utiles à la compréhension de phénomènes se produisant
dans nos deux polymères.
Ces polymères nous intéressent car ils sont des candidats plausibles pour des po
lymères conducteurs intrinsèques. Ceux-ci sont le poly(dipyr
rolo[3,2-b :2’,3’-dÏlH-borole) (ou 3-LPPy pour «boron-laddered polypyrrole»), sur
lequel des calculs GW sont effectués et que nous présenterons en premier, et le
poly(9-lOdiphényl acridine) (ou P(2Ph-Acr)), sur lequel les calculs se limitent à la
DFT, que nous présenterons en dernier.
Tous nos calculs sont faits avec une base d’ondes planes pour représenter les
fonctions d’ondes. Ils sont convergés sur plusieurs paramètres’ autant dans la sec
tion DFT que la section GW (lorsque nos calculs comportaient une section GW),
et aussi les structures sont relaxées.
Dans ce chapitre nous procèderons donc ainsi
— Étude préliminaire sur des polymères connus polyparaphénylène(PPP) et po
lyparaphénylène vinylène (PPV)
— Étude de l’impact de la distance inter-(polymère/moléculaire) sur les correc
tions GW pour quelques systèmes simples
— Étude du B-LPPy
— Étude du P(2Ph-Acr)
‘Voir l’annexe V pour la liste des paramètres de convergence et leurs définitions. Plus de détails
sur chaque paramètre sont disponibles sur le site web du code’71 que nous avons utilisé pour nos
calculs :www.abinit.org. Les acronymes que nous avons utilisés pour identifier chaque paramètre
de convergence sont inspirés du nom des variables du code.
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PPP : gaps GW obtenus pour divers paramètres
A IBICID
Distance interpolymère 5.61 À
Ecut 30 Hart.
Ngkpt 10 1 1 301 1 501 1
Ecutwfnscr 15 Hart. 8 Hart.
Ecutwfnsig 20 Hart. $ Hart.
Nbandscr 200 160
Nbandsig 380 160
Ecuteps $ Hart. 4 Hart.
Ecutsigx 15 Hart. $ Hart.
GapLDA 1.94eV 1.94eV 1.94eV 1.94eV
Gap GW 4.27 eV 4.25 eV 5.49 eV 6.22 eV
PPP : gap GW (M Rolhfing)i’TI I
Isolé Cristallin
Cap GW 5.47 eV 4.29 eV
TAB. 3.1 — Étude de la bande interdite GW pour le PPP. Comparaison avec les résultats obtenus
par M Rolhfing.
3.1 Polyparaphénylène(PPP) et polyparaphénylène vinylène(PPV)
En premier lieu, voyons des calculs effectués sur le polyparaphénylène (PPP),
et le polyparaphénylène vinylène (PPV) qui sont des polymères connus, afin de
pouvoir comparer nos résultats GW.
Commençons avec le PPP (voir tableau 3.1).
\ / \ 7 \ / \ / \ J J
C) C) C) C) C). C) ØC) j t,, / .a /
C) C)C) C)) C) C)(
OC) / C)0
FIG. 3.1 — À gauche : polyparaphénylène (PPP). À droite: polyparaphénylène vinylène (PPV).
Le calcul A est fait avec tous les paramètres convergés sur l’énergie des bandes,
sauf la grille de points k, nous donnant une bande interdite GW de 4.27 eV. Comme
il s’avère que d’augmenter la densité de la grille de points k, avec les autres pa
ramètres aussi élevés, est impraticable computationnellement en temps et en res
sources, nous diminuons les autres paramètres de façon importante dans le calcul B.
Nous voyons alors qu’il n’est pas nécessaire d’avoir une hauteur des bandes conver
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PPV : gaps GW obtenus pour divers paramètres
ABC
Distance interpolymère 5.61 À
Ecut 30 Hart.
Ngkpt 1011 3011
Ecutwfnscr 15 Hart. 8 Hart.
Ecutwfnsig 25 Hart. 8 Hart.
Nbandscr 400 160
Nbandsig 400 160
Ecuteps 8 Hart. 4 Hart.
Ecutsigx 15 Hart. 8 Hart.
Gap LDA 1.13 eV 1.13 eV 1.13 eV
Gap GW 2.92 eV 2.90 eV 3.14 eV
PPV : gap GW (Rohlfing&Louie[6l)
Isolé
GapGW 3.3eV
TAB. 3.2 — Étude de la bande interdite GW pour le PPV. Comparaison avec la littérature.
gée afin d’obtenir une bande interdite convergée. En C, nous augmentons la densité
de la grille à 30 1 1, et en D, à une grille de 50 1 1. Nous voyons que la bande
interdite dépend très fortement sur la grille de points k. Bien que nous n’avons
pas vérifié le nombre de points k nécessaires pour obtenir convergence, nous voyons
que nous n’arrivons pas à la valeur de Rohlfing. Nous n’avons pas trouvé mention
d’un tel phénomène pour les calculs GW sur le PPP dans la littérature (qui est
assez limitée), et nous n’avons pas observé d’aussi forte dépendance pour les autres
systèmes que nous avons étudié, soit le PPV et le B-LPPy. En ce sens, nous croyons
qu’une étude plus poussée serait nécessaire pour conclure sur ce qui se produit ici.
Nous en tirons tout de même la leçon sur l’importance d’une étude de convergence
sur la grille de points k.
Nos résultats (pour nos grilles de points k plus denses) pour la bande interdite
GW demeurent plus près du résultat de Rolhfing pour un polymère isolé (gap GW
de 5.47 eV) que pour un environnement cristallin (gap GW de 4.29 eV). Ceci serait
sensé puisque notre bande interdite est convergée sur la distance interpolymère. Le
fait que notre résultat ne nécessite pas de points k ailleurs que dans la direction
de l’axe du polymère, ainsi que la faible valeur de la constante diélectrique, de 2.1,
sont des arguments supplémentaires.
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Fic. 3.2 — Polyacétylène-trans (PA)
Pour le PPV (voir tableau 3.2), la différence entre les calculs A et B nous montre
que la valeur de la bande interdite est convergée aux paramètres (autres que la grille
de k-points) du calcul B. Les calculs B et C nous montrent qu’ici la dépendance
sur la grille de points k est bien plus faible, et notre résultat se compare bien à
celui de Rohfflng&Louie.
Nous notons qu’ici aussi nos polymères PPV peuvent être considérés isolés,
comme nous démontre notre bande interdite convergée sur la distance interpoly
mère, et notre faible constante diélectrique de 2.1.
3.2 Polyacétylène-trans et agrégats : corrections GW et la distance de
séparation
Pour le PPP et le PPV, nous avons obtenu une distance interpolymère suffisante
pour considérer nos polymères isolés. Par contre pour le B-LPPy, la bande inter
dite étant nulle, nous obtiendrons une très grande polarisabilité, donc une grande
sensibilité à l’environnement, et nos résultats devraient dépendre de la distance
interpolymère. Notre but étant de vérifier si le B-LPPy est un polymère conduc
teur, nous voulons obtenir des résultats pour un polymère isolé, et non pour un
environnement cristalliil. Ainsi nous voulons savoir si nous pouvons extrapoler des
résultats GW pour quelques distances interpolymères, jusqu’à une distance infinie.
En ce sens, nous avons étudié des systèmes simples (le polyacétylène-trans(PA)
(voir figure 3.2), et des réseaux moléculaires d’hydrogène et d’hélium), afin de pou
voir facilement générer des résultats GW pour plusieurs distances.
D’abord, si nous commençons avec le PA, nous voyons à la figure 3.3 la forte
dépendence de la bande interdite GW en fonction de la distance interpolymère,
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PA: bandes interdites LDA et GW
Calculs non convergés
2-
>
u
1.5 -
u
u
I —
0.55
O-O LDA
E3—E1 GW
n n n n n — n
S-, S S-’
10 2015 25
Distance interpolymère (À)
FIG. 3.3 — Étude de la bande interdite du PA en fonction de la distance interpolymère.
qui est un comportement différent que pour le PPP et le PPV. Or ceci n’est pas
surprenant, en voyant la valeur de la constante diélectrique, qui varie de 5 à 30
selon la distance interpolymère, qui est beaucoup plus élevée que pour le PPP et
le PPV. Cette haute constante diélectrique vient de la faible valeur de la bande
interdite LDA.
À la figure 3.4, nous avons les corrections liées à l’énergie d’échange, et l’énergie
de corrélation. Ce sont ces valeurs que nous voulons pouvoir extrapoler de façon
fiable, dans des cas où nous n’avons que peu de points.
Pour nous simplifier la tâche de l’extrapolation, nous passons aux agrégats
moléculaires, sur lesquels nous étudions le comportement plus simple de l’énergie
d’échange.
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PA: Corrections GW PA: Corrections GW
Bande HOCO, point X, paramètres non-convergés Bande LUCO. point X, paramètres non-convergés
I I I
_____-
DDflDDco
-5 0-0 Échange -5 0-0 Échange
8—fZ Corrélation n— Corrélation
I1o I1o
8
-
1I52O 2
2C5
2 25
Distance interpolymère (À) Distance interpolymère (Â)
FIG. 3.4 — PA variations des corrections GW en fonction de la distance interpolymère. À
gauche : pour la bande HOCO. À droite pour la bande LUCO.
Si nous observons l’équation (1.89), en augmentant la distance de séparation
d’un facteur ct, nous obtenons:
occ 2 , ,/ / ,DFT E’ ,DFT\ — tir p j(q + G)\Y i X ‘1’ j /
— ‘rist’ q+G’i2
—— tir
_______
— a3V 4- L.d + 2z G G G
A occ ,2 j_
—
—_‘ G (31)
— aV-3t Ld s Iqij + G12
q G f G ,DFTavec p (_i +
—)
= J dre5u (r). (3.2)
Cette dernière intégrale rend la modélisation très difficile, car à notre connais
sance, il n’est pas possible d’en extraire le comportement précis selon c, à moins de
connaitre u analytiquement, même dans le cas convergé où nous pouvons le sub
(ur<R
stituer par u dans l’intégrale. Par exemple, si nous prenons u(r) =
O r>R
nous obtenons p(q/a + G/ct) OC _RcGjG) + si7gRÇa) alors que si nous prenons
u(r) oc eT, nous obtenons p(- + ) oc (G2+(G/G)2)2•
Avec des fonctions comme celles-ci nous avons réussi à bien modéliser l’énergie
d’échange, mais cela demande de laisser les fonctions assez flexibles en introduisant
quelques paramètres ajustables (voir figure 3.5). En ayant plusieurs données, nos
diverses modélisations donnent sensiblement le même résultat asymptotique, à
0.2-0.3 eV près. Par contre lorsque nous effectuons une modélisation en n’utilisant
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que quelques points, où le résultat asymptotique ne se devine pas, nos modélisations
varient beaucoup plus, et le résultat asymptotique peut varier de près de leV, ce
qui le rend beaucoup trop imprécis.
H2: énergie d’échange et paramétrisation He: énergie d’échange et paramétrisation
Calculs convergés Calculs non convergés
____
Distance intermoléculaire (À) Distance interatomique (Â)
fia. 3.5 — Réseaux de H2 et de He : paramétrisations de l’énergie d’échange en fonction de
la distance inter(moléculaire/atomique). A gauche param. de H2 LUMO :y = 0.5 — 13.1 /x *
sin2(4.7/x), de HOMO :y = —16.4 + —8.8/x + 11.2/x * sin2(5.5/x) A droite : param. de He
LUMO :y = —0.1 + 0.9/x — 97.6/x3, de HOMO :y = —22.4 + 7.7/x
Suite à nos tentatives, nous ne croyons pas qu’il soit possible de modéliser
suffisament bien le comportement des corrections GW de cette façon. Selon nous
cela nécessiterait une modélisation en premier lieu des fonctions d’ondes elle-mêmes,
afin de modéliser la dépendance de Pu sur ct.
Pour cela, nous allons effectuer nos calculs du B-LPPy dans un environnement
cristallin sans tenter de prédire le comportement du polymère isolé.
3.3 Le poly(dipyrrolo[3,2-b :2’,3’-dI 1H-borole)
Le poly(dipyrrolo[3,2-b :2’,3’-djlH-borole) (ou B-LPPy pour «boron-laddered
polypyrrole») (voir figure 3.6), est un polymère ponté dont la structure a été inven
tée (à notre connaissance) par Michel Côté et $imon Pesant, suite à des observations
de structure de bandes de polymères semblables, dans l’espoir que celui-ci présente
une bande interdite nulle’81. Un tel système est en effet très intéressant car il y
a eu des indices, depuis deux directions différentes, que celui-ci devrait posséder
des propriétés possiblement métalliques. D’un côté, des études théoriques sur le
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FIG. 3.6 — Poly(dipyrrolo[3,2-b :2’,3’-d] 1H-borole) (B-LPPy)
polyhorole[19’ 201 (non-ponté) tendent à indiquer que de le doper en électrons le ren
drait métallique, et le stabiliserait également. D’un autre côté, nous savons que le
polypyrrole (non-ponté) dopé en trous est également conducteurf2l]. Or, dans le
B-LPPy, nous pourrions considérer que l’azote agit comme dopant en électrons dans
du polyborole, ou bien que le bore agit comme dopant en trous dans du polypyrrole.
Il s’est avéré que les calculs DFT-KS sur ce polymère indiquaient bel et bien un
bande interdite nulle (voir la figure 3.7). Mais, comme il est connu que la DFT-K$
sous-estime de façon importante la valeur de la bande interdite, nous effectuons
des calculs GW sur le polymère afin de confirmer ou infirmer les résultats.
_______________________
C
FIG. 3.7 — Structures de bandes LDA du B-LPPy. À gauche : en supposant une occupation
métallique. À droite: en supposant une occupation semi-conductrice. Les états occupés sont en
trait bleu et plein, et ceux non-occupés sont en trait rouge et pointillé.
Avant de commencer, notons que nos calculs GW auront tous comme base des
calculs LDA dans lesquels l’occupation sera supposée semi-conductrice (comme
dans la figure 3.7, à droite). En effet, pour des raisons d’ordre technique, nous ne
B-LPPy: Structure de bandes
LDA, ecut 3OHa. 10 kpts. occupation semi-conductrice
B-LPPy: Structure de bandes
LDA, ecut 3OHa. 10 kpls. occupation métallique
4-
o
---
-.
-6r x
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B-LPPy convergence des paramètres GW
A B
Distance interpolymère 4.49 À
Ecut 30 Hart.
Ngkpt 10 1 1
Occupation semicond.
Ecutwfnscr 16 Hart. 8 Hart.
Ecutwfnsig 20 Hart. 8 Hart.
Nbandscr 300 160
Nbandsig 300 160
Ecuteps 8 Hart. 4 Hart.
Ecutsigx 20 Hart. 8 Hart.
Gap LDA -1.21 eV -1.21 eV
Gap GW -1.83 eV -1.93 eV
TAB. 3.3 — B-LPPy : dépendance du recouvrement GW sur les paramètres GW.
pourrons pas effectuer des calculs GW avec une ocdilpation métallique. Mais afin de
prédire qualitativement si le polymère est conducteur ou non, cela va nous suffire.
D’ailleurs, avec nos études de convergence nous allons voir que nous n’aurions
pas pu en espérer davantage, puisque nos n’arriverons pas à converger tous nos
paramètres. Une fois que nos études de convergence seront faites, nous allons élever
artificiellement l’énergie des bandes LDA non-occupées avec un opérateur ciseaux,
afin d’ouvrir la bande interdite, avant d’effectuer les corrections GW. Ainsi, si
le polymère devait être réellement semi-conducteur, les corrections GW devraient
garder la bande interdite ollverte.
Nous commençons donc d’abord par une convergence des paramètres GW (autres
que la grille des points k), pour une distance de séparation de 4.49 Â(voir le calcul A
du tableau 3.3). Ici nous convergeons sur les énergies des bandes elles-mêmes, et
non sur la valeur de la bande interdite (ou plutôt la valeur du recouvrement des
bandes HOCO-LUCO entre T et X).
Par la suite nous voulons étudier le comportement en fonction de la grille de
points k. Pour cela nous réduisons d’abord les autres paramètres dans le calcul B,
pour nous rendre compte que l’effet sur le recouvrement des bandes est notable
mais qll’il ne devrait pas influer qualitativement nos résultats.
Dans les caldilis A, B et C du tableau 3.4 nous voyons d’abord l’importance
des points k dans les directions transversales. Ceci est un signe que nous avons une
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B-LPPy : convergence de la grille de points k
A B C D E F
Distance interpolymére 7.94 À 5.61 À 7.94 À
Ecut 30 Hart. 25 Hart. 30 Hart.
Ngkpt 611 622 644 644 1044 3011
Occupation semicond.
Ecutwfnscr 8 Hart. 8 Hart. 8 Hart.
Ecutwfnsig 16 Hart. 8 Hart. 8 Hart.
Nbandscr 200 120 160
Nbandsig 200 120 160
Ecuteps 6 Hart. 4 Hart. 4 Hart.
Ecutsigx 14 Hart. 8 Hart. 8 Hart.
Gap LDA -0.72 eV -0.63 eV -0.71 eV -0.96 eV -0.95 eV -0.70 eV
Gap GW -0.93 eV -1.36 eV -1.82 eV -1.83 eV -1.69 eV -0.97 eV
TAB. 3.4 — B-LPPy variations du recouvrement GW selon diverses grilles de points k. Les
autres paramètres sont parfois modifiés pour permettre des grilles plus denses. Noter que la
bande interdite ne s’ouvre pas.
interaction notable inter-polymère. Nous remarquons ne pas avoir réussi à obtenir
convergence dans ces directions, mais comme l’effet semble être d’augmenter le
recouvrement cela importe peu. Au calcul D nous réduisons les paramètres, pollr
nous permettre d’utiliser plus de points k. Le recouvrement LDA est affecté par la
diminution de la distance interpolymère, et il s’agit d’un hasard que le recouvrement
GW soit près de celui du calcul C. En E nous utilisons une grille 10 4 4, nous
montrant que nous ne sommes pas convergés dans l’axe du polymère non plus.
finalement en F, nous utilisons une grille 30 1 1.
Il est clair de notre étude que nous ne pourrons pas donner de résultats quanti
tatifs sur la valeur du recouvrement. Par contre, nous n’observons aucune tendance
sur le recouvrement de vouloir s’ouvrir, lorsque nous augmentons la densité de la
grille. Donc une prédiction qualitative est encore tout-à-fait possible.
Par la suite nous étudions le comportement du recouvrement avec la distance
interpolymère (voir figure 3.8). Ici encore, le recouvrement ne montre pas de ten
dance à s’ouvrir en augmentant la distance. Pourquoi le recouvrement GW ne
diminue-t-il pas lorsque la distance interpolymère augmente?
La raison pour cela pourrait être que les paramètres GW ne sont pas convergés
pour les plus grandes distances (les paramètres ont été laissés constants), alors que
par expérience nous savons que les paramètres doivent être plus élevés lorsque la
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grandeur de la cellule augmente. Peut-être aussi que notre artifice d’occuper les
bandes de façon semiconductrice au lieu de façon métallique pourrait en être la
cause.
B-LPPy: Recouvrement
10 kpts. occupation semiconductrice
-0.6
-0.8
______—
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FIG. 3.8 — B-LPPy : comportement des recouvrements LDA et GW selon la distance interpo
lymère. Noter que la bande interdite LDA ne s’ouvre pas, même pour de plus grandes distances
(non-présentées).
Enfin, malgré cela nous allons poursuivre maintenant avec un calcul sur le
polymère dans lequel nous forçons une bande interdite ouverte dans la structure
LDA, en utilisant un opérateur ciseaux. C’est-à-dire qu’au moment où la section
GW utilise les bandes LDA pour effectuer les corrections, la bande LUCO et toutes
les autres non-occupées sont élevées temporairement d’une énergie suffisante pour
ouvrir la bande interdite. Ceci revient à attribuer au polymère la polarisabilité
d’un semiconducteur. Ainsi, si le polymère devait réellement être semiconducteur,
les corrections GW devraient garder la bande interdite ouverte.
Au tableau 3.5, nous voyons que ce n’est pas le cas. En effet, même dans ce cas-
ci, la correction GW est telle qu’elle augmente significativement le recouvrement
par rapport au résultat LDA.
Suite à nos analyses précédentes, nous calculons une structure de bandes GW,
représentée à la figure 3.9. Nous voyons mieux ici pourquoi les corrections GW
augmentent le recouvrement des bandes LDA. En effet, bien qu’en chaque point
O—O Recouvrement LDA
E3—E1 Recouvrement GW
6 8 10 12
Distance interpotymère (A)
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B-LPPy recouvrement GW, avec un opérateur ciseaux
ABC
Distance interpolymère 7.94 À
Ecut 30 Hart.
Ngkpt 644 1011
Ciseaux 1 eV 1 eV 2 eV
Ecutwfnscr 8 Hart. 6 Hart.
Ecutwfnsig 16 Hart. 8 Hart.
Nbandscr 200 150
Nbandsig 200 150
Ecuteps 6 Hart. 4 Hart.
Ecutsigx 14 Hart. 8 Hart.
Gap LDA -0.71 eV -0.70 eV -0.70 eV
Gap GW -2.11 eV -1.33 eV -1.46 eV
TAB. 3.5 — B-LPPy : recouvrement GW lorsqu’un opérateur ciseaux est appliqué aux bandes
LDA non-occupées, de telle sorte que la bande interdite LDA soit ouverte.
les corrections GW augmentent légèrement la distance HOCO-LUCO (ce qui est le
comportemellt normalement observé), elles modifient la forme même des bandes le
long de l’axe des points k, résultant en fait en une augmentation du recouvrement.
Pour terminer notre étude sur le B-LPPy, nons montrons ici des caldllls LDA
reliés à sa stabilité électronique, faits en collaboration avec $imon Pesant. Nous
voulons savoir si la présence de bore pourrait rendre le polymère réactif à l’air,
comme il est envisagé pour le polyborole (PBo). Nous évaluons d’abord la fonction
B-LPPy: Structure de bandes
GW, ecut 3OHa, 6x4x4 kpts, occupation semi-conductrice
>
V
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n
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FIG. 3.9 — Structure de bandes GW pour le B-LPPy
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de travail du B-LPPy et obtenons une valeur de 3.74 eV. Des calculs similaires
pour le PPP nous donnent un potentiel d’ionisation (PI) de 5.0 eV (exp. 5.6 eVI22]),
et une affinité électronique (AE) de 3.1 eV. Pour le PPV, nous obtenons un PI
de 4.63 eV (exp. 5.1 eV[23]) et une Af de 3.46 eV (exp. 2.7 eV[23])2 Ces premiers
résultats nous montrent que le B-LPPy serait plus réactif que ces deux polymères,
autant pour capter que pour relâcher des électrons. Par contre, POllf le PBo, nous
obtenons un PI de 5.3 eV, et une AE de 4.4 eV. Comme l’instabilité du polyborole
est liée à sa trop grande AE, le B-LPPy serait bel et bien plus stable que le PBo.
D’autre part, en tenant compte de la sous-estimation du potentiel d’ionisation par
la LDA, il semblerait que le B-LPPy serait u bon injecteur de charge si nous
comparons au calcium, au magnésium et à l’aluminium qui ont des des fonctions
de travail de 2.9 eV, 3.7 eV et 4.3 eV.
Pour conclure sur le B-LPPy, mentionnons qu’il est possible qu’une déforma
tion de Peierls (nous allons discuter de ce phénomène dans la prochaine section)
se produise ici. Par contre, l’énergie de Fermi croise les bandes d’états en deux
points k241, et une déformation de Peierls pouvant ouvrir la bande interdite devrait
inclure un très grande nombre de cellules unitaires, ce qui devrait atténiler le phé
nomène et abaisser la température critique, comparativement à une déformation
de Peierls à un seul point. Ellfin, il est hors de notre capacité de pouvoir modéliser
ce phénomène, étant donné son étendue spatiale.
3.4 Le poly(9,1O-diphényl acridine)
Dans cette section nous portons notre attention sur un autre polymère qui
nous est apparu possiblemellt métallique, le poly(9,Ï0-diphényl acridine), ou le
P(2Ph-Acr) (voir figure 3.10). Le monomère étant synthétisable et le polymère
envisageable[251, il est intéressant de modéliser les propriétés électroniques de celui-
ci. Par contre, dû à la taille trop grande du système, nos calculs doivent se limiter
à des résultats DFT sans corrections GW.
Nous effectuons donc des calculs DFT sur les 3 systèmes représentés dans le
tableau 3.6. Les calculs sont encore sur des systèmes périodiques, mais la distance
2Ces valeurs expérimentales semblent varier de +0.1 eV selon les sources.
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FIG. 3.10 — Poly(9,1O-diphényl acridine) (P(2Ph-Acr)).
interpolymère est suffisament grande pour que ceux-ci puissent être considérés ef
fectivement isolés.
P(n-Ph-Acr) : bandes interdites LDA et PBE
P(Acr) P(lPh-Acr) P(2Ph-Acr)
%@ d.
@
fout 35 Hart.
Ngkpt 30 1 1
Gap LDA 0.015 eV 0.019 eV 0.01$ eV
Gap PBE[261 0.017 eV 0.01$ eV
TAB. 3.6 — Étude de l’impact des phényles attachés au P(Acr) sur la bande interdite.
En premier lieu le tableau 3.6 nous confirme que les propriétés électroniques du
polymère sont principalement dues au squelette de celui-ci et non pas aux groupe
ments phényles attachés. Nous voyons aussi que la LDA et la PBE nous donnent
des résultats forts similaires. Notons que si la bande interdite était réellement aussi
mince, le polymère serait conducteur à la température de la pièce, dû à l’excitation
thermique des électrons.
La structure de bandes et les états propres HOCO et LUCO sont montrés
à la figure 3.11. Nous voyons que la bande interdite est à X, et l’examination
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des fonctions d’ondes à ce point nous montre qu’elles sont quasi-symétriques. La
géométrie du polymère est telle que ces deux états devraient posséder la même
énergie, et donc résulter en une bande interdite nulle. Or, ce n’est pas ce que nous
observons, et ce qui se produit est un effet bien connu, il s’agit d’une brisure dans
la symétrie d’un système 1D métallique, qui stabilise énergétiquement le système.
Cette brisure de symétrie, appelée la déformation de Peierls, entraîne une ouverture
de la bande interdite, les deux états au niveau de la bande interdite n’étant plus
équivalents énergétiquement.
P(2Ph-Acr: Sinicture de bandes 9’ ) S Q
LPS zuHL
3»
FIG. 3.11 — Structure de bandes et fonctions d’onde du P(2Ph-Acr). Noter la forte similitude
entre les fonctions d’onde HOCO et LUCO situées au point X, et la faible valeur du gap.
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Nous pouvons d’ailleurs repérer cette déformation sim
plement en représentant diagrammatiquement le polymère.
Comme nous voyons à la figure 3.12, il y a deux façons de
placer les liens doubles, qui conduisent à deux géométries
différentes. Le système en choisira une des deux, ce qui
brisera la symétrie, ce que nous voyons d’ailleurs à la fi
gure 3.13 (la géométrie correspond à la figure du haut du
schéma 3.12).
H H H H H H H
C N C C I 407 C N C
1.410 1.398C ‘ C C C C C
1,429 1.431 t.431 1.429 1.429
C C C V7S C I 407 C C
.398 C 1.39e L410 c
t.374 N 1.373 c C
H H H H H
FIG. 3.13 — Géométrie calculée en LDA du P (Acr). Noter la faible déformation de Peierls, se
manifestant par la perte de symétrie dans la longueur des liens.
Afin de vérifier si notre description du phénomène est réaliste, nous allons main
tenant effectuer des calculs sur le système le plus connu pour la déformation de
Peierls, le polyacétylène-trans (PA) (voir figure 3.14). Dans le tableau 3.7, nous
voyons que les techniques LDA et PBE ne sont pas appropriées pour estimer la géo
métrie et la bande interdite de systèmes subissant une déformation de Peierls. Plus
la grille de points k est dense, plus la dimérisation et la bande interdite diminuent.
FIG. 3.12 — Deux états
fondamentaux du P(Acr).
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____________
10 k-pts 30 k-pts 50 k-pts 30 k-pts translatés 276 k-pts
Structure gap 0.49 eV 0.22 eV 0.17 eV non-accessible
relaxée lien c—c 1.42 À 1.40 À 1.40 À 1.39 À
LDA lien cc 1.36 À 1.37 À 1.38 À 1.39 À
Str. rel. gap non-accessible 0.10 eV
LDA lien c—c 1.40 À 1.41 À
base 1an12dz128] lien c=c 1.40 À 1.40 À
Structure gap 0.26 eV
relaxée lien c—c 1.41 À
PBE lien cc 1.38 À
Structure gap LDA 0.70 eV
expéri- lien XP c—c 1.44 À
mentale lien XP c=c 1.36 À
gap xP1291 1.4-1.5 eV
TAu. 3.7 — Géométries et bandes interdites du PA avec les techniques de la LDA et de la PBE.
Noter l’impact majeur de la grille de points k sur la déformation de Peierls calculée. Comparaison
avec les valeurs expérimentales.
PA : géométrie et bande interdite B3LYP
138 k-pts
gap 1.17eV
lien c—c 1.43 À
lien c=c 1.38 À
I P(Acr) : géométrie et bande interdite B3LYP
Base lanl2dz
Ngkpt 70 1 1
gap 0.46 eV
TAB. 3.8 — À gauche: la B3LYP utilisée pour le polyacétylène-trans. Noter le rapprochement
avec les valeurs expérimentales du tableau 3.7. À droite : la B3LYP utilisée pour le polyacridine.
Noter la valeur élevée de la bande interdite, comparée aux résultats précédents avec la LDA.
Ceci était déjà connu (voir entre autres [27]) et est dû au
fait qu’avec une grille plus dense, ou translatée, moins de
poids est accordé au point k situé à X, qui est le seul pou
fIG. 3.14 — Un des vaut produire la déformation de Peierls dans ce cas-ci (nous
2 états fondamentaux du expliquerons pourquoi à la fin de cette section).
PA. Suite à cet échec nous allons avoir recours à une diffé
rente fonctionnelle d’échange-corrélation, la B3LYP301, basée sur des paramètres
expérimentaux. Avec celle-ci (voir tableau 3.8) nous obtenons des résultats1281 beau
coup plus près de l’expérience pour le PA. Suite à ces résultats satisfaisants, la
B3LYP est maintenant utilisée pour évaluer la dimérisation et la bande interdite
du diazapolyacène (voir tableau 3.8 et figure 3.15). Nous voyons donc ici que nous
avons sous-estimé la dimérisation en LDA, et sous-estimé de beaucoup la bande
interdite. Ces résultats nous montrent que le polyacridine n’est pas conducteur,
ayant probablement une bande interdite entre 0.5 et 1 eV, sinon plus.
PA : géométries et bande interdites calculées selon la grille de points k
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C 1Â11 FJ C i4O C 1.6 C N
C C 1432 IAZS 1A22 c c
1.442 1.457 ... 1442 1.442
C 14a3 C 1.3 C J.41]1 C 136 C C
I c 1.97 14Z2 c c
H M H M H
FIG. 3.15 — Géométrie du P(Acr) calculée avec la B3LYP. Noter la plus grande déformation de
Peierls comparée à la figure 3.13.
Terminons en expliquant les performances des diverses fonctionnelles d’échange-
corrélation pour modéliser la déformation de Peierls. Pour cela voyous comment
se comporte un système 1D métallique. Nous avons (dérivant cela de la page 13)
p(q + G, ) = ZG’ P(q + G, q + G’, w)VH(q + G’, w), où p est la densité électronique, P
la polarisabilité et VH le potentiel appliqué. Maintenant si nous exprimons P (de
l’équation (1.79)), nous avons: P(q+ G, q+ G’, w) =
—
f) pJ(q+G)p(q+G’)( — qjj).
Nous voyons ici qu’un potentiel externe, par exemple un phonon, couplera les états
ayant la même différence de phase que celui-ci, à cause du 5(q
—
q2j). Dans le cas
statique (w = o) nous voyons une instabilité apparaître pour w o. Ceci se produit
seulement lorsque la bande interdite est nulle, et signifie soit : la conductivité
lorsque qi = O (la polarisation complète du système face à un champ statique) ou
soit : l’instabilité de Peierls lorsque qi O (voir figure 3.16).
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Dans le cas du PA ou du polyacri
£
dine, les bandes se touchent à X, et alors
qj = 27r/a, ce qui correspond à une ion
gueur d’onde d’une cellule unitaire. La
ef densité électronique va fortement réagir à
/ la moindre perturbation ayant cette lon
gueur d’onde, et va se stabiliser par une
brisure de symétrie en entrainant avec
FIG. 3.16 — Deux états couplés par un pho
elle la geometrie des noyaux. Concrete
non de vecteur 2q. La différence d’énergie
- .
. ment, pour nos 2 systèmes cela corres
entre ces deux etats etant nulle resultera en
une très forte réactivitité du système électro- pond au positionnement des liens simples
nique, et doubles dans la structllre électronique.
Le bilan est un gain énergétique et une
ouverture de la bande interdite (la source de l’instabilité). Pour des systèmes de
plus haute dimension (2D ou 3D), le poids de chaque point q n’est pas suffisant
pour entrainer une déformation.
La LDA et la PBE sont des fonctionnelles d’échange-corrélation qui travaillent
localement dans l’espace. Elles sont donc incapables de modéliser des instabilités
faisant intervenir plusieurs endroits au même moment. Pour ce qui est de la HF
et de la B3LYP, ce sont des fonctionnelles non-locales (par le calcul de l’énergie
d’échange) et sont donc sensibles à de tels phénomènes.
CONCLUSION
Dans ce mémoire nous avons d’abord vu une dérivation détaillée du formalisme
GW et des équations utilisées pour effectuer des corrections aux niveaux d’énergie
des bandes. L’apprentissage de ce formalisme par l’auteur du présent mémoire
s’étant avéré long, nous espérons que ce que nous avons montré ici en facilitera et
accélérera l’apprentissage à ceux voulant le connaitre.
Ensuite nous nous sommes penchés sur différents potentiels écrantés, dans le
but de pouvoir effectuer des calculs sur des réseaux périodiques de systèmes 1D
ou 3D tout en pouvant les considérer isolés les uns des ailtres. Nous avons mis au
point un potentiel écranté cylindriquement dans cette optique, sans l’avoir toutefois
implémenté. Un artic1e32 est paru début 2006 (soit à la fin de la rédaction de ce
mémoire) dans lequel sont étudiés en détails plusieurs potentiels écrantés coupés
du type de ceux que nous avons présentés. Nous croyons qu’il serait possible de
compléter son implémentation pour l’utiliser dans la section GW des calculs.
Après avoir effectué des calculs sur le PPP et le PPV, ou nous avons vu l’impor
tance d’avoir une grille de points k convergée, et après avoir tenté de modéliser la
dépendance des corrections GW sur la distance interpolymère, nous avons abordé
les deux polymères prometteurs.
D’abord, pour le B-LPPy, nous sommes arrivés à des résultats bien intéressants:
les calculs GW tendent beaucoup à indiquer un recouvrement des bandes au niveau
de fermi, soit une semi-métallicité. Nous avions argumenté que cette thèse était
tout-à-fait crédible, à partir de ce qui est déjà connu du PPy et du PBo. Des calculs
effectués sur les énergies d’ionisation et d’affinité électronique suggèrent que le 3-
LPPy serait plus réactif que le PPP et le PPV, mais plus stable que le PBo. Nous
croyons qu’il serait intéressant que les calculs GW sur le B-LPPy soient complétés
si possible, afin d’en arriver à des paramètres convergés, et de pouvoir occuper
les bandes de façon métallique. Selon nous, afin de pouvoir obtenir convergence, il
serait nécessaire d’utiliser un potentiel écranté cylindriquemellt pour pouvoir tra
vailler avec une base d’ondes planes sur des polymères isolés, ou sinon de travailler
dans un espace mi-réel mi-réciproque. Ceci devrait permettre de ne plus utiliser de
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utiliser de points-k dans les directiolls trallsversales au polymère. Si les nouveaux
calculs GW convergés s’avéraient à indiquer eux-aussi une semi-métallicité, nous
croyons qu’il serait très intéressant de vérifier si le polymère pourrait être synthétisé
en laboratoire pour connaitre mieux ses caractéristiques, comme par exemple de
vérifier si la déformation de Peierls dans ce cas-ci serait suffisament forte pour
empêcher la conductivité.
En étudiant le deuxième polymère, le P(2Ph-Acr), nous avons vu les faiblesses
de la LDA et de la PBE, deux fonctionnelles locales d’échange-corrélation, à re
produire des phénomènes non-locaux tels que la déformation de Peierls. En effet,
des calculs avec ces deux fonctionnelles indiquaient la possibilité que le polymère
soit métallique à la température de la pièce. Ce sont des tests sur le PA, qui exibe
une déformation de Peierls lui aussi, qui nous ont montré que nous ne pouvions
utiliser la LDA ou la PBE. Une fonctionnelle non-locale, la B3LYP, reproduisait
mieux les résultats expérimentaux pour le PA, et son utilisation sur notre poly
mère P(2Ph-Acr) a ouvert la bande interdite suffisament pour que celui-ci soit
semi-coilducteur.
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Annexe I
Hamiltonien cristallin, et quelques approches de résolution
Comme une majeure partie des travaux théoriques en matière condensée, nous
devons nous confronter à l’équation du mouvement d’un système de plusieurs élec
trons et noyaux
{ [jZv2(ri)] + e+[V2R]
Z IT—R } (1.1)
où:
— ri, me : position et masse de l’électron i
— (rj, j) : position et spin de l’électron i. (Le spin interviendra très peu
ou pas dans ce mémoire)
— Zc, M : position, numéro atomique et masse du noyau c
—
Iî(..., X,
..., ..., t) : fonction d’onde du système
Pour simplifier le problème nous utilisons l’approximation de Born-Oppenheimer:
c’est-à-dire que nous considérons que les électrons évoluent séparément des noyaux,
ceux-ci étant beaucoup plus lourds donc beaucoup plus lents. Aussi, nous travaillons
en unités atomiques : (1 = me = e = 1). L’équation du mouvement du système
électronique devient donc
{ Z [_V2(ri) +Vext(Ti)] (1.2)
où:
Vejt(Tj) : potentiel au point r dû aux noyaux, et possiblement à un influence
externe.
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— ‘I’(..., x, ..., t) : fonction d’ollde du système électronique
Encore à ce point, cette équation est fortement complexe car elle contient 3N+1
variables (N étant le nombre d’électrons) et n’est pas séparable. Qu’elle soit sépa
rable signifierait que les électrons sont indépendants, ce qui n’est pas le cas. Par
contre, ce que nous pouvons faire est d’introduire, dans les équations de chaque
électron, un terme qui dépend du système électronique au complet. Ainsi, au prix
d’avoir désormais des équations auto-consistantes, nous pouvons avoir une équa
tion pour chaque électron.
C’est dans cette optique que vont les techniques de Hartree, de Hartree-Fock, de
la théorie de la fonctionnelle de la densité (DFT), et de la fonction de Green, GW.
Hartree
(_V2(r)
+ Vext(r) + VH(T)) (x) = (x), (1.3)
où VH(r) = f dx’p(x’) (p(x) = t(x)b(x)) correspond au potentiel coulom
bien dû à la densité électronique moyenne. Cette approximation n’est normalement
pas utilisée. Ne tenant pas compte du principe d’exclusion de Pauli, elle donne de
mauvaises prédictions.
Hartree-Fock (Hf) $
(_V2(r)
+ Vext(T) + VH(T)) (x) + fdx(z’)i(x’)i(x)1 = €x). (1.4)
Dans ce cas-ci, nous incluons le terme d’échange, qui apparait lorsque nous posons
la condition que la fonction d’onde du système soit antisymétrique.
DFT (méthode de Kohn-$ham (KS))
(_V2(r)
+ Vext(T) + VH(T)) (x) + V(r)(x) = ET(x). (1.5)
Il est à noter que cette équation est exacte pour déterminer l’état fondamental
du système (dans l’approximation Born-Oppenheimer). Ici, V(r) est le potentiel
d’échange-corrélation, qui est fixé uniquement par la densité électronique (mais qui
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est incollnu). 1•
GW:
(_V2(r)
+ Vext(T) + VH(T)) (x) + fdx’E(x,x’,w = = e(x), (1.6)
où >Z(x, x’, w = W) = fdwte_iôw’G(x, x’, w — w’)W(x, x’, w’), G étant une
fonction de Greell et W l’interaction coulombienne écrantée. est une approxima
tion pour “l’énergie propre”, que nous verrons plus e détails plus loin.
Ayant maintenant des équations à un corps, nous pouvons les résoudre par
auto-coilsistance et calculer ainsi des propriétés électroniques du système.
‘Ce qui est démontré est que la densité électronique fixe uniquement l’hamiltonien du sys
tème dans son état fondamental, même en présence d’un potentiel extérieur. Ainsi, les énergies
cinétique et d’interaction électron-électron le sont également, via une fonctionnelle de la densité.
De cette fonctionnelle inconnue, nous extrayons l’énergie cinétique et d’interaction d’un système
électronique sans corrélation mais de même densité que le vrai système (le V2/2 et le VH.) Le
système étant sans corrélation, il se sépare en équations à une particule. L’énergie manquante
(d’échange et de corrélation) est approximée, et est incluse dans les équations à une particule, via
le potentiel d’échange-corrélation
Annexe II
Dérivation de l’équation (1.16) du mouvement de Heisenberg
t) = [(x, t), H] (Équation du mouvement de Heisenberg)
= e’((x)H — H(x))e_Ht (H commute avec lui-même)
= eiHt ((x) f (x’)h(x’)(x’)dx’+
(x) f t(x”) (x’) v(r”, r’) (x’) (x”)dx” dx’ — H(x)) e
= eiHt (h(x)(x)
- f(x’)(x)h(x’)(x’)dx’
+ f (x’) v(r, r’) (x’) (x)dx’
— f (x”) (x) (x’) v(r”, r’) (x’) (x”)dx” dx’ — H(x)) e_iHt
Par éq.(1.13)
= et (k(x)(x) + ft(x’)h(x’)(x’)dx’(x)
+ f(x’)v(rr’)(x’)(x)dx’
- f (x”) v(r”, r) (x) (x”)dx”
+ f î(x”) (x’) (x) v(r”, r’) (x’) (x”)dx” dx’ — H(x)) eHt
etHt (h(x)(x) + ft(x’)1l(x’)(x’)dx’(x)
+ f (x’) v(r, r’) (x’) (x)dx’
+ f (x”) (x’) v(r”, r’) (x’) (x”) dx” dx’ (x) — H(x)) e_tHt
(11.1)
= (h(x)(x)
+ f v(r, r’) (x’) (x’) (x)dx’
+ H(x)
— H(x)) e_iHt
= etHt (I(x)(x) +fv(rr’)t(x’)(x’)(x)dx’)
t) = (h(x) + f v(r, r’) (x’, t) (x’, t) dx’) (x, t)
(En introduisant des exponentielles entre les termes) (1.16)
Annexe III
Dérivation de l’équation (1.27)
Nous avions la dérivée fonctiollnelle
8V(t, t’)/Ow(x”, t”)
= 6w(x” t”) {u(t t’)
— f U(t, t”)H, (t”)V(t”, t’)dt” }.
D’abord, si t” n’est pas dans l’intervalle (t’, t) ou (t, t’) (selon si t’ < t ou t’ > t),
nous obtenons o.’ Pour t” dans un de ces intervalles nous avons
=
Ow(x”, t)
ft
U(t,
(U ne dépend pas de w)
pt avt” t’
= —i sgn(t — t’)U(t, t”)p(x”)V(t” , t’) — i sgn(t — t’) J U(t, t”)II, (t”) ,, ‘,/ dt”
= —i sgn(t — t’) {utt t”)p(z”)V(t”, t’) + f U(t, t”)H, (t”) dt”} (111.1)
(puisque t” doit être dans l’intervalle (t’, t”))
Maintenant avec l’équation pour V(t, t’)
V(t, t’) U(t, t’) — i f U(t, t”)H, (t”)V(t”, t’)dt”,
nous voyons en remplaçant 0V(t, t’)/aw(c”, t”) dans (111.1) par
V(t, t’)/9w(x”, t”) = —i sgn(t — t’)V(t, t”)p(x”)V(t” , t’) (111.2)
qu’il s’agit de la bonne solution.
‘Puisque d’après l’équation de Schrôdinger t + St) = (1+tH(t)) t) : l’évolution ne dépend
que de l’hamiltonien au moment présent.
Annexe IV
Transformée de Fourier d’une fonction périodique sur deux variables
Si W(r + R, r’ + R) = W(r, r’), alors nous avons
1 t
W(r, T’)
= (2)6 ]B
dq dq’ ei( G)r_(Q’’)T’)W(q + G, q’ + G’)
Z G,G’
1 f
W(r+R,r’+R)
= (2)6 J dqdq’BZ G,G’
1 t
= (2ir)6 J dqdq’ >Z G,G’
puisque e1 = 1.
= 1,
d’où q=q’ puisque les 2 sont dans la 1êTe zone de Brillouin.
= W(q + G, q’ + G’) = W(q + G, q + G’)6(q, q’)
Annexe V
Paramètres de calculs DFT et GW
Paramètres de calcul, section DFT
ECUT $ Taille de la base d’ondes planes représentant les états propres
du système (identifiée par l’énergie cinétique de l’onde plane la plus
énergétique)
NGKPT Grille de points k sélectionne les états propres ayant des
vecteurs d’ondes positionnés sur cette grille pour évaluer diverses
quantités telle que l’énergie de Hartree
Paramètres de calculs, section GW
ECUTWFNSCR : Taille de la base d’ondes planes représentant les
états utilisés dans le calcul de la polarisabilité P
ECUTWFNSIG: “ “ “
de l’énergie propre
NBANDSCR: Nombre d’états utilisés (en nombre de bandes) pour
calculer la polarisabilité P
NBANDSIG: “ “ “ pour
calculer KFT
DFT)
ECUTEPS t Taille de la matrice P(k, k’, w) (identifiée par l’énergie
d’une onde plane de vecteur kmax), donc aussi celles de et ‘, et
Q. Détermine le nombre d’éléments entrant dans les sommes pour
K DFT DFT)
ECUTSIGX $ Nombre d’éléments entrant dans la somme pour
K /DFT Ex PFT) (identifié de la même façon que pour ecuteps)
