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We study a model for a creature which has a life cycle with two stages and which
inhabits two patches. Our examination involves three different choices of birth function,
namely linear, Ricker, and Allee. We discover conditions on the model parameters such
that extinction will occur on both patches. We also ﬁnd conditions on the parameters,
and additionally in some cases the initial conditions, such that the creature will remain
endemic on both patches. When the birth function is of Allee type on both patches, we
show that there is always a population level beneath which extinction becomes inevitable
on either patch. Simulations corroborate our theoretical results.
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1. Introduction
We concern ourselves with a model for a single species which has a stage-structured life cycle and which inhabits two
regions or “patches”. More speciﬁcally, the life cycle will consist of two stages, namely a juvenile or immature stage and a
mature or adult stage, and migration will take place between the patches in either or both directions.
There are potentially many creatures and situations which these assumptions could describe. The majority of insects
lead stage-structured life cycles [1] and insects, like other creatures, will be driven, by instincts to eat and mate, to move
around from one place to another. If we wished to think in terms of insect pests, the two patches could represent, for
example, neighbouring farms suffering from a common pest infestation, or countries which share both a border and a pest.
The regions need not be physically next to each other, because they could also represent places connected by trade links
which a pest exploits. It is not unusual for rodents or insects to travel with cargo as it is transported across the world. If
we can understand when a pest will ﬂourish, we will know when to consider implementing a control strategy.
So, Wu, and Zou have previously derived a system of delay differential equations to describe the dynamics of the adult
populations on the two patches [2]. They explored the model analytically and others have subsequently carried out further
analysis [3–5]. However the behaviour of the model is not yet fully understood. In the analysis carried out to date, it has
been assumed that the patches are identical, and the majority of results have consisted of local stability arguments and
discussion of Hopf bifurcations. Only a few global results have been found, speciﬁcally conditions for the global asymptotic
stability of several equilibria [3].
In this paper, we extend the scope of the existing analysis by establishing a number of non-local results. We will not
always assume the patches are identical and we will consider three different kinds of birth function, namely linear, Ricker,
and Allee. In particular we discover conditions on the model parameters such that extinction will occur on both patches.
We also ﬁnd conditions on the parameters, and additionally in some cases the initial conditions, such that the creature will
remain endemic on both patches. For Allee birth functions on both patches, we show that there is always a population level
beneath which extinction becomes inevitable on either patch. Hence an Allee effect holds.
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satisﬁes positivity. In Section 3 we establish conditions for extinction on both patches. In Section 4 we show that minimum
viable populations exist on both patches when the birth functions on both patches are of Allee type. We prove in Section 5
that the populations are bounded when the birth functions are bounded. In Section 6 we establish conditions for endemicity
on both patches. Simulations are included in Section 7 and a discussion in Section 8 ends the paper.
2. The model
We model a single species whose life pattern can be split into two distinct developmental stages, namely a juvenile or
immature stage and an adult or mature stage. We assume that only the adult stage can reproduce, an assumption that is
not unnecessary because some creatures, such as aphids, can be born pregnant [6]. Assume births and natural deaths occur
continuously in time. Assume also that an individual becomes mature on reaching age τ where τ is a positive constant
called the maturation age, provided the individual lives that long.
Suppose that we have two distinct populations of this species, living on different patches, patch 0 and patch 1. We may
refer to the patches in the order 0 then 1, or 1 then 0, if we label the patches as i and 1 − i and let i = 0 or i = 1. This
freedom of labelling will be useful.
Let ui(t,a) denote the density of individuals at time t (t  0) of age a (0 a < ∞) on patch i (i = 0,1). Then wi(t) =∫∞
τ ui(t,a)da is the total number of adults at time t on patch i (i = 0,1) and, since only adults can reproduce, ui(t,0) =
bi(wi(t)), where bi is the birth function of the population on the i-th patch.
Both immatures and matures can migrate from one patch to the other, in either direction. Assume there is no loss during
migration, that is, all of those which leave patch i arrive at patch 1 − i safely. This latter assumption is appropriate if the
travel time between patches is small, which will be true if the patches are next to each other or near each other. It could
also be true if the patches are far apart but the method of travel between them is fast, such as a pest travelling with cargo
by aeroplane. The migration rates are assumed to satisfy speciﬁc functions, although in theory an individual may migrate
back and forth as many times as they like. Death rates for immatures and matures need not be the same.
To be speciﬁc, let di(a) be the per capita death rate of individuals of age a on patch i and let Di(a)ui(t,a) denote the
dispersal of the species at age a from patch i to patch 1− i (i = 0,1). (So we may think of Di(a) as a per capita migration
rate.) For i = 0,1, assume that
di(a) =
{
di,I (a) = dI (a) for 0 a τ ,
di,M(a) for a > τ,
(1)
and
Di(a) =
{
Di,I (a) = Di(a) for 0 a τ ,
Di,M(a) for a > τ.
(2)
Notice that the immature death rate is assumed independent of the patch. This is sensible if the conditions affecting
immature survival are similar on both patches, as they may be expected to be on neighbouring farms, say. Suppose further
that the mature death rates di,M(a) = di,M and mature migration rates Di,M(a) = Di,M (i = 0,1) are all constants, no pair of
which are necessarily equal.
Using ideas from Metz and Diekmann [7] on modelling age-structured populations with migration, and following an
approach by Smith [8] whilst making the assumptions described above, So, Wu, and Zou [2] found that the adult populations
wi(t) satisfy the following system:
dwi(t)
dt
= −di,Mwi(t) + D1−i,Mw1−i(t) − Di,Mwi(t) + e∗
[
1−
τ∫
0
e−
∫ τ
θ Dˆ(a)daDi(θ)dθ
]
bi
(
wi(t − τ )
)
+ e∗
[ τ∫
0
e−
∫ τ
θ Dˆ(a)daD1−i(θ)dθ
]
b1−i
(
w1−i(t − τ )
)
, (3)
for t  0, for i = 0,1, and where e∗ = e−
∫ τ
0 dI (a)da and Dˆ(a) = D0(a) + D1(a). Notice that the coeﬃcients of wi(t), w1−i(t),
bi(wi(t − τ )), and b1−i(w1−i(t − τ )) are all constants.
The terms in (3) may be interpreted ecologically. The net rate of change at time t of the adult population on patch i,
namely dwi(t)dt , is the rate of new entries minus the rate of departure. But the rate of new entries into the adult population
on patch i at time t is the number of matures migrating into patch i from patch 1 − i (which is D1−i,Mw1−i(t)); plus
the number of immatures born on patch i becoming mature at time t (which is bi(wi(t − τ ))), scaled by the proportion
that have survived to maturity (which is e∗) as well as by the proportion that have not at time t migrated out of patch i
(which is 1− ∫ τ0 e− ∫ τθ Dˆ(a)daDi(θ)dθ ); plus the number of immatures born on patch 1− i becoming mature at time t (which
is b1−i(w1−i(t − τ ))), scaled by the proportion that have survived to maturity (which is e∗) as well as by the proportion
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∫ τ
0 e
− ∫ τθ Dˆ(a)daD1−i(θ)dθ ). And the rate of departure of individuals from
the adult population on patch i at time t is the number of matures migrating out of patch i into patch 1 − i (which is
Di,Mwi(t)); plus the death rate of adults on patch i (which is di,Mwi(t)). Henceforth we shall use the term “population” as
a shorthand for “adult population”.
For a sensibly deﬁned population model we need initial data:
wi(t) = φi(t) 0 on [−τ ,0], (4)
for i = 0,1. Here φi(t), i = 0,1, is assumed to be ﬁnite for t ∈ [−τ ,0].
By saying the derivative dwi(t)dt exists for t  0, it should be understood that the left derivative exists at t = 0 and that
the derivative exists for t > 0. A solution to (3), subject to (4), will exist and be unique if the functions bi , di , and φi are
suitably sensible. Delay differential systems and their solutions are given a proper discussion in a book by Kuang [9].
We will consider three speciﬁc birth functions, namely linear, Ricker, and Allee birth functions. A linear birth function is of
the form b(w) = λw where λ is a positive constant; a Ricker birth function is of the form b(w) = λ1we−λ2w where λ1, λ2 are
positive constants; and an Allee birth function is of the form b(w) = α1w2e−α2w where α1, α2 are positive constants. These
three types of birth function have all appeared regularly in the literature [3–5,10–12]. The system (3) has been studied with
Ricker birth functions in [3,5] and with Allee birth functions in [2,4].
When the birth function b0 is of linear, Ricker, or Allee type, and the birth function b1 is also of linear, Ricker, or Allee
type but is not necessarily identical to b0, then, for continuous non-negative initial data φi (i = 0,1), the system (3) will
have a unique solution for t  0, and the birth functions will satisfy:
b0(0) = 0, b1(0) = 0, and, for w > 0, b0(w) > 0, b1(w) > 0. (5)
Instead of working with the large expression in (3), it will be easier to work with a system with simpler notation. Thus,
relabelling the constant coeﬃcients in (3), and writing out the system in full (that is, as two equations), we obtain:
dw0(t)
dt
= −Aw0(t) + Bw1(t) + Cb0
(
w0(t − τ )
)+ Db1(w1(t − τ )), (6)
dw1(t)
dt
= Ew0(t) − F w1(t) + Gb0
(
w0(t − τ )
)+ Hb1(w1(t − τ )), (7)
where A, B , C , D , E , F , G , H are all positive constants, speciﬁcally:
A = d0,M + D0,M , B = D1,M , (8)
C = e∗
[
1−
τ∫
0
e−
∫ τ
θ Dˆ(a)daD0(θ)dθ
]
, D = e∗
[ τ∫
0
e−
∫ τ
θ Dˆ(a)daD1(θ)dθ
]
, (9)
E = D0,M , F = d1,M + D1,M , (10)
G = e∗
[ τ∫
0
e−
∫ τ
θ Dˆ(a)daD0(θ)dθ
]
, H = e∗
[
1−
τ∫
0
e−
∫ τ
θ Dˆ(a)daD1(θ)dθ
]
. (11)
Notice that A > E and F > B .
A ﬁrst step in examining a population model is to show that it is biologically feasible. Thus, the initial data on both
patches should be non-negative, and the populations on both patches should remain non-negative for all time t  0. The
property that wi(t) 0 for t  0, for i = 0,1, is called positivity. The special case wi(t) > 0 for t  0 is strict positivity.
Lemma 1. The system given by (6) and (7), subject to (4) and (5), satisﬁes positivity.
Proof. The proof is by the method of steps. In other words, we will show by induction on j  0 that w0(t)  0 and
w1(t) 0 for t ∈ [ jτ , ( j + 1)τ ].
Basis step ( j = 0). By the initial data (4), and Eqs. (5), (6), and (7), we have, for t ∈ [0, τ ],
dw0(t)
dt
−Aw0(t) + Bw1(t), (12)
dw1(t)
dt
 Ew0(t) − F w1(t). (13)
It follows (Theorem 1.1, pp. 78–79, [13]) that w0(t) x0(t) and w1(t) x1(t) for t ∈ [0, τ ] where x0(0) = 0 w0(0) and
x1(0) = 0 w1(0) and where, for t ∈ [0, τ ], we have:
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dt
= −Ax0(t) + Bx1(t), (14)
dx1(t)
dt
= Ex0(t) − F x1(t). (15)
Since x0(0) = 0 and x1(0) = 0, a solution to (14) and (15) is x0(t) ≡ 0 and x1(t) ≡ 0 for t ∈ [0, τ ]. Since the system given
by (14) and (15) is linear, standard results (see p. 106 in [14], for example) ensure that this solution is unique. Hence, for
t ∈ [0, τ ], we have w0(t) x0(t) = 0 and w1(t) x1(t) = 0. But this is exactly what is required on the basis step.
Inductive step. This is very similar to the basis step. 
3. Extinction
As we remarked in the last section, we shall suppose that the birth function on patch 0 could be linear, Ricker, or Allee,
and that the birth function on patch 1 could also be linear, Ricker, or Allee. If both birth functions are of the same type, they
need not have the same parameter values. For example, if they are both linear, they need not be the same linear function.
There are nine distinct cases, arising from the facts that there are two birth functions (one for each patch), and each can be
any of three different types (linear, Ricker, or Allee).
We shall now prove that the creature can go naturally extinct on both patches simultaneously. We can do this for all
nine possible cases with a single result (Theorem 2 below). Before this result can be stated, we must state a number of
other results.
Lemma 2. The Ricker and Allee birth functions can be bounded above by linear functions. In fact, for w  0, we have λ1we−λ2w  λ1w
and α1w2e−α2w  α1α2e w.
It is trivial to prove Lemma 2, so we shall not include a proof. Next we state a result that follows as a direct corollary of
the Halanay lemma (see p. 378 in [15] or Proposition 3.6.12 in [16]):
Theorem 1. Suppose, for any positive constant W , that 0 N(t)W for t ∈ [−τ ,0]. Suppose also that, for t  0, we have
dN(t)
dt
 λN(t − τ ) − μN(t), (16)
where 0 < λ < μ. Then if N(t) satisﬁes positivity, we have N(t) → 0 as t → ∞.
Now we can prove that the pest can go naturally extinct on both patches simultaneously:
Theorem 2. In the system given by (6) and (7), subject to (4), suppose the birth function b0 is linear, Ricker, or Allee, and suppose the
birth function b1 is linear, Ricker, or Allee and is not necessarily identical to b0 . Then bi(w)Λi w for i = 0,1, where Λ0 and Λ1 are
positive constants. Let λ = e∗ max (Λ0,Λ1) = (C + G)max (Λ0,Λ1) = (D + H)max (Λ0,Λ1). Also let μ = min (A − E, F − B) =
min (d0,M ,d1,M). Assume λ < μ. Then both w0(t) → 0 and w1(t) → 0 as t → ∞.
Proof. It is clear that the birth functions can be bounded above by linear functions by Lemma 2.
Add together Eqs. (6) and (7) to ﬁnd that:
dw0(t)
dt
+ dw1(t)
dt
−(A − E)w0(t) − (F − B)w1(t) + (C + G)Λ0w0(t − τ ) + (D + H)Λ1w1(t − τ ). (17)
Let N(t) = w0(t) + w1(t) and notice that, by the positivity of w0(t) and w1(t) (by Lemma 1), then N(t) 0 for t −τ .
Using the deﬁnitions of λ and μ given in the statement of the theorem, we see that:
dN(t)
dt
 λN(t − τ ) − μN(t). (18)
But now, by Eq. (18), the assumption that λ < μ, the fact that the initial data in (4) is assumed to be non-negative and
ﬁnite, and using Theorem 1, we see that w0(t) + w1(t) = N(t) → 0 as t → ∞. Since w0(t) and w1(t) satisfy positivity
individually (Lemma 1), we may conclude that both w0(t) → 0 and w1(t) → 0 as t → ∞. 
We noted in the paragraph after (3) that e∗ may be interpreted as the proportion of immatures that survive to maturity.
It may also then be interpreted as the probability of survival to maturity. But then Theorem 2 effectively says that extinction
on both patches will occur if the birth rates on both patches, scaled by the probability of survival to maturity, are bounded
above by the minimum adult death rate. Such a result is in keeping with intuition.
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The Allee birth function may be associated with a phenomenon called the Allee effect ([17] and p. 23 in [18]) in which
a population can be low enough as to be unsustainable. Such a phenomenon may occur naturally because in a small
population there may be little group defence or it may be diﬃcult for an individual to ﬁnd a mate since the population
density may be low. The Allee effect is trivially seen to hold for a population living on a single patch when there is no delay
in the birth term (see Lemma 5 in [10]) or non-trivially when there is a delay (see Theorem 13 in [10]). We add to those
results by proving in this section that there is an Allee effect in the two patch model of this paper (Eqs. (6), (7), and (4))
when the birth function on each patch is of Allee type. (It is trivial to prove that an Allee effect will hold in this model
when the delay τ is set equal to zero.)
Our main result in this section is Corollary 1. Before we can prove this, we need to establish a lemma and a theorem.
Lemma 3. Let b(w) = w2e−αw . Then b(w) is maximum over all w  0 where w = 2α . Suppose x 0, y  0, and x+ y  2α . Then
x2e−αx + y2e−αy  2(x+ y)2e−α(x+y). (19)
Proof. First observe that db(w)dw = w(2 − αw)e−αw . It follows that if w  0 then b(w) is maximum where w = 2α and
that, if 0 < w < 2α , then b(w) is monotonic increasing. But then, since x  0, y  0, and x + y  2α , we have x2e−αx 
(x+ y)2e−α(x+y) and y2e−αy  (x+ y)2e−α(x+y) . Inequality (19) follows at once. 
Theorem 3. Suppose w0(t) and w1(t) satisfy (6) and (7), subject to (4). Suppose the birth functions on both patches 0 and 1 are of
Allee type. Speciﬁcally let b0(w) = α1w2e−α2w and b1(w) = α3w2e−α4w .
Deﬁne the following:
μ = min(A − E, F − B) = min(d0,M ,d1,M) = minimum adult death rate, (20)
P = max((C + G)α1, (D + H)α3)= e∗ max(α1,α3), (21)
α = min(α2,α4). (22)
Let K = min( μ2P , 2α ).
Suppose that w0(t) + w1(t) K for t ∈ [−τ ,0]. Then w0(t) + w1(t) K for all t  0.
Proof. We show by induction on j  0 that w0(t) + w1(t) K for t ∈ [ jτ , ( j + 1)τ ].
Basis step ( j = 0). Add together Eqs. (6) and (7) to obtain, for t  0,
dw0(t)
dt
+ dw1(t)
dt
= −(A − E)w0(t) − (F − B)w1(t) + (C + G)b0
(
w0(t − τ )
)+ (D + H)b1(w1(t − τ )). (23)
But then, using the various deﬁnitions in the statement of the theorem as well as positivity (Lemma 1), we have, for
t  0,
d
dt
(
w0(t) + w1(t)
)
 P
((
w0(t − τ )
)2
e−αw0(t−τ ) + (w1(t − τ ))2e−αw1(t−τ ))− μ(w0(t) + w1(t)). (24)
By assumption, w0(t) + w1(t) K  2α for t ∈ [−τ ,0]. Hence w0(t − τ ) + w1(t − τ ) K  2α for t ∈ [0, τ ]. Using this,
and since the initial data is non-negative by (4) we have, using Lemma 3, that, for t ∈ [0, τ ],(
w0(t − τ )
)2
e−αw0(t−τ ) + (w1(t − τ ))2e−αw1(t−τ )  2(w0(t − τ ) + w1(t − τ ))2e−α(w0(t−τ )+w1(t−τ )). (25)
Let N(t) = w0(t) + w1(t). Then by (24) and (25) we have, for t ∈ [0, τ ],
dN(t)
dt
 2P
(
N(t − τ ))2e−αN(t−τ ) − μN(t). (26)
Now we have seen in Lemma 3 that the function w2e−αw is monotonic increasing for 0 < w < 2α . Also, by assumption,
0 N(t) = w0(t) + w1(t) K  2α for t ∈ [−τ ,0], so that 0 N(t − τ ) K  2α for t ∈ [0, τ ]. Hence by (26), we have, for
t ∈ [0, τ ],
dN(t)
dt
 2P K 2e−αK − μN(t). (27)
But then N(t) N1(t) for t ∈ [0, τ ] where N1(0) = K  N(0) and where, for t ∈ [0, τ ], we have:
dN1(t) = 2P K 2e−αK − μN1(t). (28)dt
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N(t) N1(t) = 2P K
2
μ
e−αK + K
(
1− 2P K
μ
e−αK
)
e−μt . (29)
Notice that N1(t) is non-increasing on [0, τ ] if 1 − 2P Kμ e−αK  0, which is certainly true if K  μ2P , which is true by
assumption. Therefore, since N1(0) = K , we must have w0(t) + w1(t) = N(t) N1(t) K for t ∈ [0, τ ], which is the result
required on the basis step.
Inductive step. The method is the same as on the basis step. 
Corollary 1. Make the assumptions in Theorem 3, except for the initial data for which we make a different assumption, namely that
w0(t) + w1(t) < ψ for t ∈ [−τ ,0] where ψ is a positive constant deﬁned as follows:
(i) If μ > 2Peα then let ψ be any positive constant. (Here μ, P , and α are positive quantities deﬁned in Theorem 3.)
(ii) If μ  2Peα then a positive solution to 2PN2e−αN = μN is trivially seen to exist. Let N∗ be the least such solution and let ψ =
min( μ2P ,
2
α ,N
∗).
Then w0(t) → 0 and w1(t) → 0 as t → ∞.
Proof. First note, by Lemma 2, that b0(w)Λ0w where Λ0 = α1eα2 and b1(w)Λ1w where Λ1 =
α3
eα4
. Consequently, when
case (i) holds, that is, when μ > 2Peα , then the conditions of Theorem 2 are satisﬁed. Hence w0(t) → 0 and w1(t) → 0 as
t → ∞ for any non-negative ﬁnite initial data.
For the rest of the proof, assume that case (ii) holds, that is, assume μ 2Peα . As in Theorem 3, let K = min( μ2P , 2α ). By
Theorem 3, we know that w0(t) + w1(t)  K  2α for t −τ . Also, by positivity (Lemma 1) we know that w0(t) 0 and
w1(t) 0 for t −τ . Then, by Lemma 3, we have, for t  0:(
w0(t − τ )
)2
e−αw0(t−τ ) + (w1(t − τ ))2e−αw1(t−τ )  2(w0(t − τ ) + w1(t − τ ))2e−α(w0(t−τ )+w1(t−τ )). (30)
As in the proof of Theorem 3, we ﬁnd that Eqs. (23) and (24) hold for t  0. But by Eqs. (24) and (30), we may write,
for t  0, that
dw0(t)
dt
+ dw1(t)
dt
 2P
(
w0(t − τ ) + w1(t − τ )
)2
e−α(w0(t−τ )+w1(t−τ )) − μ(w0(t) + w1(t)). (31)
Let N(t) = w0(t) + w1(t). Then (31) becomes
dN(t)
dt
 2P
(
N(t − τ ))2e−αN(t−τ ) − μN(t) for t  0. (32)
Since, as noted above, N(t) = w0(t) + w1(t)  2α for t  −τ , we can deduce by (32) and Theorem 1.1, pp. 78–79, in [13],
that N(t) N1(t) for t  0 where N1(t) = N(t) for t ∈ [−τ ,0], and where
dN1(t)
dt
= 2P(N1(t − τ ))2e−αN1(t−τ ) − μN1(t) for t  0. (33)
As we said above, we are assuming that case (ii) holds. Now the initial data for N1(t) is such that 0  N1(t) = N(t) =
w0(t) + w1(t) < ψ for t ∈ [−τ ,0] where ψ is deﬁned according to case (ii). But then we may immediately deduce, by the
initial data, by (33), and by Theorem 13 in [10] that N1(t) → 0 as t → ∞.
Thus w0(t) + w1(t) = N(t)  N1(t) → 0 as t → ∞, so that w0(t) + w1(t) → 0 as t → ∞ since w0(t) + w1(t) satisﬁes
positivity by Lemma 1. But then, since w0(t) and w1(t) satisfy positivity individually (Lemma 1), we must have w0(t) → 0
and w1(t) → 0 as t → ∞. 
From Corollary 1, an Allee effect holds for a creature with a stage-structured life cycle inhabiting two patches on each
of which the birth function is of Allee type. Minimum viable populations exist on the patches. In fact, if the combined
population from both patches is for any reason reduced below the value ψ deﬁned in Corollary 1 for at least τ consecutive
time units, then extinction on both patches becomes inevitable. Such an observation can be used, in the situation where the
creature is a pest, to construct adult impulsive culling regimes that eradicate the creature on both patches with only ﬁnitely
many culls on each patch [19]. But it also serves as a warning. Pest control measures (such as the application of pesticides)
that reduce populations of non-target species may eradicate them if an Allee effect holds. Indeed, pesticides may be one of
the main causes of Colony Collapse Disorder, in which bee colonies suddenly collapse [20].
It is also worth noting, given the rate at which deforestation is currently occurring in Indonesia, the Amazon, West Africa,
and other parts of the world, that a population subject to an Allee effect will be in danger of dying out if enough of its
habitat is destroyed. From the point of view of conservation, this is a disturbing observation. But we can draw a practical
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estimated, and if it is also approximately known how much space is needed to sustain one individual, then we can estimate
the minimum area of habitat needed to keep the creature from dying out. Such knowledge could be used to encourage
oﬃcials to set aside habitat for the conservation of vulnerable species.
5. Population boundedness when birth functions are bounded
Theorem 4. In the system given by (6) and (7), subject to (4) and (5), suppose that both the birth functions, b0(w) and b1(w), are
bounded above for w  0. Then the populations on both patches are bounded above for t  0.
Proof. We know that w0(t) and w1(t) satisfy positivity for t  −τ by Lemma 1. But then, by the assumption in the
statement of the theorem, b0(w0(t − τ )) and b1(w1(t − τ )) are bounded above for t  0. So we can write, for t  0, that
b0(w0(t − τ ))  W0 and b1(w1(t − τ ))  W1 for positive constants W0,W1. Then, adding together (6) and (7) gives, for
t  0,
d
dt
(
w0(t) + w1(t)
)
−(A − E)w0(t) − (F − B)w1(t) + (C + G)W0 + (D + H)W1. (34)
Let N(t) = w0(t) + w1(t). Also let μ = min(A − E, F − B) = min (d0,M ,d1,M) and K1 = (C + G)W0 + (D + H)W1. Then
by (34), we have:
dN(t)
dt
 K1 − μN(t) for t  0. (35)
It follows that N(t)  N1(t) for t  0 where N1(0) = w0(0) + w1(0) = N(0) and where dN1(t)dt = K1 − μN1(t) for t  0.
Solving for N1(t) reveals that
N(t) N1(t) = K1
μ
+
(
w0(0) + w1(0) − K1
μ
)
e−μt for t  0. (36)
Hence w0(t) + w1(t) = N(t)  max( K1μ ,w0(0) + w1(0)) for t  0. Since w0(t) and w1(t) satisfy positivity, we conclude
that w0(t)max( K1μ ,w0(0) + w1(0)) and w1(t)max( K1μ ,w0(0) + w1(0)) for t  0. Certainly, then, w0(t) and w1(t) are
bounded above. 
Corollary 2. In the system given by (6) and (7), subject to (4), suppose the birth function b0 is either of Ricker or Allee type. Suppose
also that the birth function b1 is either of Ricker or Allee type. Then the populations on both patches are bounded above for t  0.
Proof. It is obvious that a birth function of Ricker or Allee type satisﬁes (5). Thus the result will follow immediately by
Theorem 4 if we can show that a birth function b(w) of Ricker type or Allee type is bounded above for w  0. But a birth
function of Ricker type, say λ1we−λ2w , is trivially seen, by elementary calculus, to be bounded above for w  0, with the
function attaining its maximum value where w = 1
λ2
. Similarly a birth function of Allee type, say α1w2e−α2w , is easily seen
to be bounded above for w  0, with the function attaining its maximum value where w = 2α2 . 
Corollary 2 is valuable because it shows the system given by (6) and (7), subject to (4), can be valid for all time t  0
when the birth functions are either Ricker or Allee. If the population on either patch were to diverge to inﬁnity, we would
be inclined to question the long-term validity of the model.
In contrast to Corollary 2, we will discover in Theorem 6 that when at least one of the birth functions is linear, then the
model may allow both w0(t) → ∞ and w1(t) → ∞ as t → ∞.
6. Endemicity
By endemicity we mean persistence, or the opposite of extinction. Thus if a population w(t) remains endemic, it must
persist in the sense that w(t) → 0 as t → ∞.
6.1. Linear births
In this subsection we show that the creature can remain endemic on both patches simultaneously when at least one of
the birth functions is linear. First we need a preliminary result.
Theorem 5. Suppose, for any positive constant M, that N(t) M for t ∈ [−τ ,0]. Suppose also that, for t  0, we have
dN(t)
dt
 λN(t − τ ) − μN(t), (37)
where 0 < μ < λ. Then N(t) → ∞ as t → ∞.
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t ∈ [−τ ,0] and that, for t  0:
dN1(t)
dt
= λN1(t − τ ) − μN1(t). (38)
But Theorem 3 in [10] says that if 0 < μ < λ, then the function N1(t) just deﬁned tends to inﬁnity as t → ∞. But then
N(t) N1(t) → ∞ as t → ∞. 
Theorem 6. Let w0(t) and w1(t) satisfy (6) and (7), subject to (4). Suppose, for i = 0,1, that the birth functions bi(·) satisfy (5) and
that wi(t) M for t ∈ [−τ ,0] where M is a positive constant.
Assume that at least one of the following holds:
(1) the birth function b0 is linear, speciﬁcally b0(w) = Λ0w where Λ0 > AC ;
(2) the birth function b1 is linear, speciﬁcally b1(w) = Λ1w where Λ1 > FH .
Then wi(t) → ∞ as t → ∞ for i = 0,1.
Proof. Suppose that assumption (1) holds. The proof where assumption (2) holds is very similar. The system given by (6)
and (7) becomes, for t  0:
dw0(t)
dt
= −Aw0(t) + Bw1(t) + CΛ0w0(t − τ ) + Db1
(
w1(t − τ )
)
, (39)
dw1(t)
dt
= Ew0(t) − F w1(t) + GΛ0w0(t − τ ) + Hb1
(
w1(t − τ )
)
. (40)
The system satisﬁes positivity by Lemma 1. But then it follows (using (5) and Theorem 1.1, pp. 78–79, [13]) that, for
i = 0,1, we have wi(t) xi(t) for t  0, where xi(t) = M  wi(t) for t ∈ [−τ ,0] and where, for t  0, we have:
dx0(t)
dt
= −Ax0(t) + CΛ0x0(t − τ ), (41)
dx1(t)
dt
= Ex0(t) − F x1(t). (42)
This system in x0 and x1 is easily seen to satisfy positivity for t  0. Clearly we can determine x0(t) from (41) alone. But
by Theorem 5 and the fact that Λ0 > AC by assumption (1), we see that x0(t) → ∞ as t → ∞.
We will have x1(t) → ∞ if, for any W > 0, there exists T > 0 such that, for all t  T , then x1(t)W . So pick any W > 0.
Since x0(t) → ∞ there exists T ∗ > 0 such that, for all t  T ∗ , then x0(t) 2FWE . But then, by (42), we ﬁnd that, for t  T ∗ ,
dx1(t)
dt
 2FW − F x1(t). (43)
But then x1(t) y(t) for t  T ∗ where y(T ∗) = x1(T ∗) 0 and where, for t  T ∗ ,
dy(t)
dt
= 2FW − F y(t). (44)
Solving for y(t) reveals that, for t  T ∗ ,
x1(t) y(t) = 2W + e−F (t−T ∗)
(
x1
(
T ∗
)− 2W ). (45)
Since e−F (t−T ∗) → 0 as t → ∞, we clearly have, for t large enough, say t > T , that e−F (t−T ∗)(x1(T ∗) − 2W ) −W . For
any W > 0, then, we may deduce from (45) that there exists T > 0 such that, for t  T ,
x1(t) y(t)W . (46)
In other words, x1(t) → ∞ as t → ∞. Thus for i = 0,1 we have wi(t)  xi(t) → ∞ as t → ∞, so wi(t) → ∞ as
t → ∞. 
As we remarked after Corollary 2, it is unrealistic to expect populations to diverge to inﬁnity in real life. Therefore the
assumptions in Theorem 6 are not likely to be valid for all time.
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In this subsection we show that the creature can remain endemic on both patches simultaneously when either birth
function is either Ricker or Allee and when the model parameters (except perhaps those deﬁning the birth functions) are
identical. If the patches are identical (except possibly the birth functions) we may simplify the parameters and equations
deﬁning the model. Thus, from Section 2, we know that the mature death rates must be equal (d0,M = d1,M = dM ), that the
immature migration rates must be equal (D0(a) = D1(a) = DI (a) for 0 a  τ ), and that the mature migration rates must
be equal (D0,M = D1,M = DM ). We were already assuming that the immature death functions were identical and equal to
dI (a) for 0 a τ . Consequently the equations describing the evolution of the system, namely (6) and (7), become:
dw0(t)
dt
= −Aw0(t) + Bw1(t) + Cb0
(
w0(t − τ )
)+ Db1(w1(t − τ )), (47)
dw1(t)
dt
= Bw0(t) − Aw1(t) + Db0
(
w0(t − τ )
)+ Cb1(w1(t − τ )), (48)
where A = dM + DM , B = DM , C = e∗(1− r∗), and D = e∗r∗ , where e∗ = e−
∫ τ
0 dI (a)da and
r∗ =
τ∫
0
e−2
∫ τ
θ DI (a)daD I (θ)dθ = 1
2
τ∫
0
d
dθ
(
e−2
∫ τ
θ DI (a)da
)
dθ = 1
2
[
e−2
∫ τ
θ DI (a)da
]τ
0 =
1
2
[
1− e−2
∫ τ
0 DI (a)da
]
. (49)
Notice that we have A > B .
For the rest of this subsection, we will concern ourselves with the following “birth options”:
(B1) identical Ricker birth functions: b0(w) = b1(w) = λ0we−λ1w ,
(B2) identical Allee birth functions: b0(w) = b1(w) = α0w2e−α1w ,
(B3) b0 Ricker and b1 Allee: b0(w) = λ0we−λ1w and b1(w) = α0w2e−α1w .
The possibility that b0 is Allee and b1 is Ricker can be studied in the same way as we will study option (B3). It is certainly
biologically plausible that the birth functions will be identical, as in options (B1) and (B2), if the patches are next to each
other. It is less obvious that the birth functions may take qualitatively different forms, as in option (B3). However, we may
ﬁnd some plausibility in option (B3) by reasoning as follows. Environmental conditions can vary; in particular, conditions
for survival may be harsher on patch 1. Harsher conditions may combine with a low population on patch 1 to produce an
Allee effect. For example, if there are more predators on patch 1, then a low population w1(t) may be more likely to suffer
from a lack of group defence than a correspondingly low population w0(t) on patch 0.
It is our intention to ﬁnd positive constants L and U with L < U such that if wi(t) ∈ [L,U ] for t ∈ [−τ ,0] for i = 0,1,
then wi(t) ∈ [L,U ] for t  0 for i = 0,1. We anticipate that such a result will not hold unless certain conditions restrict the
model parameters (including the birth function parameters), so it is also our intention to ﬁnd such conditions if they are
needed.
To ﬁnd the desired L and U , we must ﬁrst deﬁne two numbers, M and W , according to whichever birth option is
assumed to hold:
M =
⎧⎪⎪⎨
⎪⎪⎩
1
λ1
if birth option (B1) holds,
2
α1
if birth option (B2) holds,
max{ 1
λ1
, 2α1
} if birth option (B3) holds,
(50)
W =
⎧⎪⎪⎨
⎪⎪⎩
2
λ1
if birth option (B1) holds,
3
α1
if birth option (B2) holds,
min{ 2
λ1
, 3α1
} if birth option (B3) holds.
(51)
We have deﬁned these numbers M and W because they satisfy several properties that will be important in establishing
conditions for endemicity. We describe these properties in the next two lemmas.
Lemma 4. Let any one of the three birth options hold. Let M and W be deﬁned according to the birth option that is assumed to hold. If
birth option (B3) holds, then assume λ1 < α1 < 3λ1 . Then M < W , and b0(w) and b1(w) are monotonic decreasing for w ∈ [M,W ].
Proof. It is obvious that M < W for birth options (B1) and (B2). For birth option (B3), we will have M < W provided that
1 < 3 and 2 < 2 hold simultaneously, which is true if λ1 < α1 < 3λ1, which is true by assumption.λ1 α1 α1 λ1
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function is monotonic decreasing for w  1
λ1
, so it must be monotonic decreasing for w ∈ [M,W ] since, for birth option
(B1), M = 1
λ1
.
If birth option (B2) holds, then the birth functions are identical and equal α0w2e−α1w . But it is trivial to verify that this
function is monotonic decreasing for w  2α1 , so it must be monotonic decreasing for w ∈ [M,W ] since, for birth option
(B2), M = 2α1 .
If birth option (B3) holds, we use the fact that λ0we−λ1w is monotonic decreasing for w  1λ1 , the fact that α0w
2e−α1w
is monotonic decreasing for w  2α1 , and the deﬁnition of M as the maximum of
1
λ1
and 2α1 , to deduce that both the birth
functions are monotonic decreasing for w ∈ [M,W ]. 
Lemma 5. Let any one of the three birth options hold. Let M and W be deﬁned according to the birth option that is assumed to hold. If
birth option (B3) holds, then assume λ1 < α1 < 3λ1 . Let L and U satisfy M  L < U W .
(a) If birth options (B1) or (B2) hold, then the birth functions are identical, so we can deﬁne bL = b0(L) = b1(L) and bU = b0(U ) =
b1(U ). Then
bL
U <
bU
L .
(b) If birth option (B3) holds, then there are values of the birth function parameters λ0 , λ1 , α0 , α1 such that there exist L and U
satisfying b0(L) = b1(L) and b0(U ) = b1(U ). When this happens deﬁne bL = b0(L) = b1(L) and bU = b0(U ) = b1(U ). Then
bL
U <
bU
L .
Proof. Firstly we know by Lemma 4 that M < W , so it is sensible to let L and U satisfy M  L < U W .
Proof of (a). For birth option (B1), the birth functions are identical and equal b(w) = λ0we−λ1w . Deﬁne h(w) = wb(w) =
λ0w2e−λ1w . Then
dh(w)
dw
= λ0we−λ1w(2− λ1w). (52)
It follows that h(w) has a single turning point for w > 0, and this occurs where w = 2
λ1
. For 1
λ1
< w < 2
λ1
, it is clear
that h(w) is monotonic increasing. Hence if M = 1
λ1
 L < U  2
λ1
= W , we must have h(L) < h(U ), which can be rewritten
as b(L)U <
b(U )
L since h(w) = wb(w). Hence bLU < bUL .
For birth option (B2), the birth functions are identical and are equal to b(w) = α0w2e−α1w . Deﬁne h(w) = wb(w) =
α0w3e−α1w . Then
dh(w)
dw
= α0w2e−α1w(3− α1w). (53)
It follows that h(w) has a single turning point for w > 0, and this occurs where w = 3α1 . For 2α1 < w < 3α1 , it is clear
that h(w) is monotonic increasing. Hence if M = 2α1  L < U  3α1 = W , we must have h(L) < h(U ), which can be rewritten
as b(L)U <
b(U )
L since h(w) = wb(w). Hence bLU < bUL .
Proof of (b). If there are values of the birth function parameters λ0, λ1, α0, α1 such that there exist L and U satisfying
M  L < U  W and b0(L) = b1(L) and b0(U ) = b1(U ), then the methods used to prove part (a) and the deﬁnitions of
M and W for birth option (B3) quickly lead to the conclusion that bLU <
bU
L . We have found by inspection that suitable
parameter values can exist. For example, if λ0 = 2.2, λ1 = 3.1, α0 = 15.0, and α1 = 5.6, then M = 0.3571, L = 0.3684,
U = 0.4334, and W = 0.5357, which clearly gives M < L < U < W . See Fig. 1 for plots of the birth functions, showing the
intersections at L and U .
A complete understanding of the size and properties of the region of the λ0-λ1-α0-α1 parameter space such that appro-
priate L and U exist is still a matter for investigation. 
Now we are in a position to prove that the creature can remain endemic on both patches:
Theorem 7. Let w0(t) and w1(t) satisfy (47) and (48), subject to (4). Let any one of the three birth options – (B1), (B2), (B3) – hold.
Let M and W be deﬁned according to the birth option that is assumed to hold (see (50) and (51)). If birth option (B3) holds then assume
λ1 < α1 < 3λ1 .
A.J. Terry / J. Math. Anal. Appl. 378 (2011) 1–15 11Fig. 1. Plot of birth functions, namely λ0Ne−λ1N (Ricker) and α0N2e−α1N (Allee), when λ0 = 2.2, λ1 = 3.1, α0 = 15.0, and α1 = 5.6. Horizontal axis is the
independent variable N . Notice the two intersections at N = L and N = U .
Deﬁne positive constants L and U according to the birth option:
(i) If birth option (B1) or (B2) holds, let L and U satisfy M  L < U W .
(ii) If birth option (B3) holds, then suppose that the birth function parameters are such that L and U exist satisfying M  L < U W
and b0(L) = b1(L) and b0(U ) = b1(U ).
For all birth options, deﬁne bL = b0(L) = b1(L) and bU = b0(U ) = b1(U ). Then bLU < bUL and bL > bU .
Assume for any of the three birth options that
bL
U
<
A − B
C + D <
bU
L
. (54)
Then, if wi(t) ∈ [L,U ] for t ∈ [−τ ,0] for i = 0,1, we have wi(t) ∈ [L,U ] for t  0 for i = 0,1.
Before we give the proof, note that, by the parameter deﬁnitions directly after (48), we have A−BC+D = dMe∗ , which is the
mature death rate over the probability of surviving to maturity. Clearly dMe∗ is a measure of how harshly the environment
treats the creature, since this quantity is higher if the mature death rate is higher or if the probability of surviving to
maturity is lower. Thus the theorem, in a sense, asks for the environmental conditions to be intermediate (neither too harsh
nor too forgiving), since dMe∗ is bounded above and below.
Proof. First note that our assumptions on M , W , L, and U may hold in view of Lemmas 4 and 5. Lemma 5 ensures that
bL
U <
bU
L .
Next observe by Lemma 4 that b0(w) and b1(w) are monotonic decreasing for w ∈ [L,U ]. But then, using the deﬁnitions
of bL and bU , we trivially know that bL > bU . Since the initial data wi(t) ∈ [L,U ] for t ∈ [−τ ,0] for i = 0,1, it also follows
immediately that
bU  bi
(
wi(t)
)
 bL for t ∈ [−τ ,0] where i = 0,1. (55)
Using (55) in Eqs. (47) and (48) reveals that, for t ∈ [0, τ ],
dw0(t)
dt
−Aw0(t) + Bw1(t) + (C + D)bU , (56)
dw1(t)
dt
 Bw0(t) − Aw1(t) + (C + D)bU . (57)
It follows (Theorem 1.1, pp. 78–79, [13]) that w0(t)  x(t) and w1(t)  y(t) for t ∈ [0, τ ], where x(0) = L  w0(0) and
y(0) = L  w1(0), and where, for t ∈ [0, τ ], we have:
dx(t)
dt
= −Ax(t) + By(t) + (C + D)bU , (58)
dy(t)
dt
= Bx(t) − Ay(t) + (C + D)bU . (59)
It is trivially veriﬁed (by routine calculations involving the ﬂow) that this system in x and y has a trapping region R1,
bounded by the x and y axes and the nullclines. The nullcline x˙ = 0 can be written as y = A x− (C+D)bU and the nullclineB B
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in the region R1. So if the initial condition (x(0), y(0)) = (L, L) lies on this particular segment of the line y = x, then the
trajectory (x(t), y(t)), determined by (58) and (59) for t ∈ [0, τ ], will be conﬁned to R1.
But (54) tells us that A−BC+D <
bU
L , from which we see that L <
(C+D)bU
A−B . We also know that L  M > 0. So (x(0), y(0)) =
(L, L) must lie in R1, and so (x(t), y(t)) must lie in R1 for t ∈ [0, τ ].
The region R1 is more than just a trapping region. Inside it we have x˙ > 0 and y˙ > 0, so for the trajectory beginning at
(x(0), y(0)) = (L, L), we must have x(t) L and y(t) L for t ∈ [0, τ ]. Consequently w0(t) x(t) L and w1(t) y(t) L
for t ∈ [0, τ ].
By a method very similar to that used to show that w0(t) L and w1(t) L for t ∈ [0, τ ], in which we again use (55)
and (54), we can bound above w0(t) and w1(t), ﬁnding that w0(t) U and w1(t) U for t ∈ [0, τ ].
Thus, we have proven, for i = 0,1, that if wi(t) ∈ [L,U ] for t ∈ [−τ ,0], then wi(t) ∈ [L,U ] for t ∈ [0, τ ]. A method of
steps induction (induction on the subintervals [ jτ , ( j + 1)τ ] for j  0) will immediately then tell us that wi(t) ∈ [L,U ] for
t  0. 
Notice how Theorem 7, an endemicity result on two patches, generalises an endemicity result for a species inhabiting a
single patch with an Allee birth function, namely Theorem 12 in [10]. By setting migration rates to zero in Theorem 7, it is
possible to recover Theorem 12 in [10]. Similarly, it is possible to deduce an endemicity result on a single patch when there
is a Ricker birth function. The result one deduces is similar, but not identical to, Proposition 3.4 in [21] where the birth
function is assumed to be of Ricker form. The study of invariant intervals can be used not only to establish endemicity on
one or two patches, as in Theorem 7, but also to prove, for example, that infrequent regular culling of a pest can, perversely,
increase its average population (Sections 8 and 9, [22]).
We end this section with a corollary:
Corollary 3. Let w0(t) and w1(t) satisfy (47) and (48), subject to (4).
(i) Suppose b0(w) = b1(w) = λ0we−λ1w . Suppose also that
0.184 ≈ 1
2e
<
dM
e∗λ0
<
2
e2
≈ 0.271. (60)
Then, if wi(t) ∈ [ 1λ1 , 2λ1 ] for t ∈ [−τ ,0] for i = 0,1, we have wi(t) ∈ [ 1λ1 , 2λ1 ] for t  0 for i = 0,1.
(ii) Suppose b0(w) = b1(w) = α0w2e−α1w . Suppose also that
0.180 ≈ 4
3e2
<
dM
e∗α0
<
9
2e3
≈ 0.224. (61)
Then, if wi(t) ∈ [ 2α1 , 3α1 ] for t ∈ [−τ ,0] for i = 0,1, we have wi(t) ∈ [ 2α1 , 3α1 ] for t  0 for i = 0,1.
Proof. Recall from the paragraph after the statement of Theorem 7 that A−BC+D = dMe∗ . Then part (i) of the corollary follows
from setting L = M and U = W in Theorem 7 when birth option (B1) holds. Part (ii) follows from setting L = M and U = W
in Theorem 7 when birth option (B2) holds. 
It is of interest to note that the global behaviour of the model considered in part (i) of Corollary 3 is partly understood
for several ranges of values of dMe∗λ0 that lie outside the range in condition (60). Setting g(u) = λ0e−λ1u in Theorem 2.1 in [3],
we see that the trivial equilibrium in the model in part (i) of Corollary 3 is globally asymptotically stable if dMe∗λ0 > 1 and
that, if 0.368 ≈ 1e  dMe∗λ0 < 1, then the model admits a positive equilibrium (w∗,w∗) that is globally asymptotically stable.
7. Simulations
In Fig. 2 we include simulations for the model of (6), (7), and (4) demonstrating extinction. For each simulation, results in
Section 3 guarantee extinction on both patches. In the ﬁrst row of Fig. 2 the plots illustrate the populations on both patches
changing over time in three cases: both birth functions linear (left plot); both birth functions Ricker (middle); both birth
functions Allee (right). The second row of Fig. 2 gives phase portrait solutions for a range of initial data for the same three
cases. Notice that the usual rules for two-dimensional phase portraits do not necessarily hold when the system contains a
delay. However, for visual clarity, we have plotted only trajectories that do not intersect.
In all the plots in Fig. 2, we set
τ = 1, A = 1.3, B = 2, E = 1, F = 2.4, C = D = G = H = 0.2. (62)
The birth functions and initial conditions used to produce the simulations in Fig. 2 are given in Table 1.
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Table 1
Parameter values for plots in Fig. 2.
Plot Birth functions Initial data
(w0(t),w1(t)) ≡ (γ0, γ1) for t ∈ [−τ ,0]
Top left b0(w) = b1(w) = 0.5w (γ0, γ1) = (100,100)
Top middle b0(w) = b1(w) = 0.5we−w (γ0, γ1) = (100,100)
Top right b0(w) = b1(w) = 0.5w2e−w (γ0, γ1) = (100,100)
Bottom left same as top left (γ0, γ1) = (10,20),
(20,30), (40,30),
(40,10), (25,5)
Bottom middle same as top middle same as bottom left
Bottom right same as top right same as bottom left
Fig. 3. Endemicity simulations. See Section 7 and Table 2 for a description.
Fig. 3 is laid out in the same way as Fig. 2, except that now the plots demonstrate endemicity, with endemicity guaran-
teed in each plot by results in Section 6. The point P in the middle and right plots of the second row of Fig. 3 is a ﬁxed
point, which the simulations suggest to be stable. In future work, the stability of the ﬁxed point could be analysed, perhaps
using negative Schwarzian derivative arguments as in [23]. The birth functions and initial conditions used to produce the
simulations in Fig. 3 are given in Table 2.
In the top left and bottom left plots in Fig. 3, we set
τ = 1, A = 1.3, B = 2, E = 1, F = 2.4, C = D = G = H = 0.2. (63)
In all other plots in Fig. 3, we set
τ = 1, B = E = 1, C = D = G = H = 0.2. (64)
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Parameter values for plots in Fig. 3.
Plot Birth functions Initial data
(w0(t),w1(t)) ≡ (γ0, γ1) for t ∈ [−τ ,0]
Top left b0(w) = 7.15w , b1(w) = 13.2w (γ0, γ1) = (100,100)
Top middle b0(w) = b1(w) = 0.1we−0.05w (γ0, γ1) = (10,20)
Top right b0(w) = b1(w) = 0.1w2e−w (γ0, γ1) = (20,30)
Bottom left same as top left (γ0, γ1) = (20,100),
(20,20), (120,20),
(180,20), (20,150)
Bottom middle same as top middle (γ0, γ1) = (10,10),
(11,20), (20,11),
(20,20), (15,20),
(10,15), (15,10),
(15,15), (20,15)
Bottom right same as top right (γ0, γ1) = (20,20),
(21,30), (30,21),
(30,30), (20,25),
(25,20), (30,25)
In all plots except top left and bottom left, the birth function on patch 0 is the same as the birth function on patch 1.
Therefore in each case there is no ambiguity in deﬁning A (as we have done in each case) by the following formula:
A = B +
(
C + D
2
)(
b(M)
W
+ b(W )
M
)
, (65)
where b(·) = b0(·) = b1(·) is the birth function appropriate to each case, as deﬁned in Table 2, and where M and W are
deﬁned according to (50) and (51) respectively. The deﬁnition of A in (65) ensures that condition (54) with L = M and
U = W will hold, so that Theorem 7 will apply.
8. Discussion
We have examined a model for a creature which has a life cycle with two stages and which inhabits two patches. Our
examination has involved three different choices of birth function, namely linear, Ricker, and Allee. We have discovered
conditions on the model parameters such that extinction will occur on both patches. When the birth function on both
patches is of Allee type, we have shown that there is always a population level beneath which extinction becomes inevitable
on both patches, that is, an Allee effect holds. We have also found conditions on the parameters, and additionally in some
cases the initial data, such that the creature will remain endemic on both patches. Simulations have corroborated our
theoretical results.
The results in this paper have a practical value, for if the creature being modelled is a pest, it is in our interests to
know when it will die out naturally and when it may persist. After all, if it will die out naturally, there may be no need
to implement a pest control strategy. Thus, knowing when a pest will die out naturally can save us the effort, time, and
environmental consequences of applying pesticides. By contrast, knowing that a pest will persist can enable us to form a
response, which may be a particular control strategy. In another paper, we have constructed successful control strategies
for the two-patch model [19]. Our proof that an Allee effect can hold is cause for concern in view of the rate at which
deforestation is occurring in many places. On the other hand, if it is known how small a population must be to remain
viable, and if it is known how much space is needed to sustain one creature, then we can estimate the minimum area
of habitat needed to keep the population from dying out. Thus, knowledge that an Allee effect can hold could be used to
motivate oﬃcials to set aside habitat for the protection of vulnerable species.
In this paper we have added to the existing analysis of the two-patch model [2–5]. However, a complete understanding of
the global behaviour of the model, even for the birth functions considered in this paper, has not yet been attained. Indeed,
since our approach has been relatively simple, consisting largely of comparison arguments involving linear functions, it may
be possible to improve the sharpness of our results. A lack of sharpness in our results should be considered an invitation to
improve them.
Besides improving existing results, there is plenty of scope for future work. This paper is the ﬁrst to consider non-
identical patches. It would no doubt be fruitful to conduct further work with non-identical patches. We have established
a few results concerning migration rates. For example, we have shown that extinction can occur on a patch even when
migration into the patch occurs. We have shown that an Allee effect can hold on a patch even when migration into it
occurs. From Theorem 6 it is clear that the population on a patch can grow steadily due to immigration, even when in
the absence of immigration it would die out. Future work could involve a thorough study of the role of the migration
rates. We have considered three types of birth function but there are many others that could be considered. Finally, the
two-patch model has recently been extended to three patches [12]. We wonder if an n-patch model can be derived and
studied systematically? Perhaps existing results from single-patch, two-patch, and three-patch models could be established
by induction in an n-patch model?
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