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inequalities, convex sets, minimax problems, and quotient spaces).
Properties stated by von Neumann in a restricted case are satis-
ﬁed by the lower bound. Applications are made to rank reduction,
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strictly contained row or column spaces, and it occurs in a condi-
tion number formula for any consistent system of linear equations,
including those that are underdetermined.
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1. Introduction
In 1932, Banach [1] proved the existence of what can be interpreted as lower bounds for linear
transformations. Graves [2] discussed the lower bounds in 1950, though they seem to have attracted
little interest elsewhere, and they are not discussed in later surveys of literature about Banach spaces
such as [3,4].
In 1947, von Neumann and Goldstine [5] deﬁned a greatest lower bound of a square matrix and
listed several of its properties. Their value is not surprising (the smallest singular value), but their
carefully organized collection of properties is. Von Neumann and Goldstine saw a symmetry with
operator norms whose full extent went unnoticed after their work.
The ideas of Banach and of von Neumann and Goldstine combine in a nonzero lower bound for all
nonzero matrices of any shape. Like the operator norm, this bound is associated with a pair of vector
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norms. Section 2 examines four situationswhere lower bounds arise and proves that all four values are
equal. These equivalent interpretations suggest this lower bound is the most natural one for matrices.
Section 3 provides examples. Section 4 examines the extent to which thismatrix lower bound satisﬁes
the properties that von Neumann and Goldstine stated in their special case. Section 5 concludes with
several applications.
The ﬁrst appearance of a matrix lower bound, with respect to what today are called 2-norms, may
be in the work of Wittmeyer [6, p. 289]. Similar values for matrix lower bounds also appeared after
von Neumann and Goldstine’s paper. Faddeev and Faddeeva [7, p. 109] noted the same value as a lower
bound for squarematrices. Householder [8, p. 48] deﬁned a lower bound again for squarematrices but
with respect to general vector norms. For 2-normsHouseholder’s lower bound equals that of the earlier
authors, and it remains zero for singular matrices. Lower bounds were also mentioned by Lancaster
and Tismenetsky [9, p. 370], but again in forms that vanish for rank deﬁcient matrices. Although von
Neumann and Goldstine seem to be aware of earlier sources, none of these authors cite any literature
about matrix lower bounds. The only common thread appears to be that many mathematicians have
found it natural for the matrix norm to have a companion lower bound. The purpose of this paper, in
a sense, is to explore their hypothesis.
2. Four equivalent deﬁnitions
A matrix lower bound may be deﬁned in terms of matrix inequalities, convex sets, optimization
problems, and quotient spaces. The ﬁrst approach in terms of inequalities is themost easilymotivated.
This section examines all four deﬁnitions and proves them equivalent.
2.1. Inequality deﬁnition
Wewill be dealing with: Rm and Rn as spaces of column vectors, with norms on these spaces, and
with the associated norms form × n and n × mmatrices. From the standpoint of establishing bounds
and estimates, the principal use of the matrix norm,
‖A‖ = max
x /=0
‖Ax‖
‖x‖ ,
is that for any Ax = y there is an inequality of the form,
‖A‖‖x‖ ‖y‖. (1)
Von Neumann and Goldstine referred to ‖A‖ as the “upper bound” of the matrix. The adjectives
“bounded” and “normed” are still used interchangeably to describe linear transformations among
normed spaces.
The idea for a lower bound is that inequality (1) might be reversed provided ‖A‖ is replaced by
some other number. Von Neumann and Goldstine restricted A to be square, so that for any nonsingular
A and Ax = y it is true that
‖A−1‖−1‖x‖ ‖y‖.
Furthermore, they dealt with 2-norms so their ‖A−1‖−1 is just the smallest singular value of A. Rather
than choosing outright this value, however, von Neumann and Goldstine derived the value and its
properties from the concept of a lower bound. The starting point for their derivations, min‖x‖=1 ‖Ax‖,
will not be used here but is discussed in Section 4.4. Among their ﬁndings is that their lower bound is
the largest number that satisﬁes the reverse of Eq. (1) for square, nonsingular matrices. This suggests
that, if more general lower bounds could be deﬁned for a broader class of matrices, then the largest of
them might satisfy some version of von Neumann and Goldstine’s interrelated properties.
Stefan Banach supplied lower bounds ready for this purpose. Let B be the open ball of center 0 and
radius 1 in whatever space is indicated. If T : X → Y is a continuous linear transformation from one
Banach space onto another, then Banach proved [1, p. 38, Chapter 3, Eq. (1)] that for every  > 0 there
is a δ > 0 with
δBY ⊆ T(BX).
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Since δBY is an open ball, only vectors shorter than δ satisfy Banach’s containment. Thus choosing
nonzero δ′ < δ, if y ∈ Y and ‖y‖ = δ′, then there is an x ∈ BX with Tx = y and
δ′

‖x‖ < δ′ = ‖y‖.
The restriction on ‖y‖ can be discarded by jointly scaling y and x. The inequality with δ′/ then
applies to all y. In this way Banach [1, p. 150, Chapter 10, Theorem 10] showed inequality (1) can be
reversed in very general circumstances provided there is an extra qualiﬁcation: stated for matrix–
vector multiplication, for any y in the column space of A, there is some x with Ax = y and
m‖x‖ ‖y‖,
wherem is a number independent of x and y.
In summary, Banach showed that nonzero lower bounds always exist, reversing inequality (1),
provided they are limited in scope to some x for each y, while von Neumann and Goldstine found that
the greatest lower bound is most interesting. Combining these ideas and adopting von Neumann and
Goldstine’s notation and terminology leads to the following deﬁnition.
Deﬁnition 2.1 (Matrix lower bound). Let A be a nonzero matrix. The matrix lower bound, ‖A‖, is the
largest of thenumbers,m, such that for everyy in the columnspaceofA, there is some xwithAx = y and
m‖x‖ ‖y‖. Equivalently, ‖A‖ = maxM(A) where M(A) is the set of all possible lower bounds,
M(A) = {m : ∀y ∈ col(A), ∃x so Ax = y andm‖x‖ ‖y‖}.
Lemma 2.2 (Existence and bounds). The matrix lower bound exists and is positive. In particular,
‖B‖−1  ‖A‖  ‖A‖,
where B is any generalized inverse in the sense that ABA = A.
Proof. (Part 1.) Suppose A = ABA. (It is always possible to ﬁnd such a matrix as B; the pseudoinverse
of A is one.) If y ∈ col(A), then let x = By so ‖x‖ ‖B‖‖y‖. Now ABA = A implies Ax = ABy = y. This
is for any y, so ‖B‖−1 ∈ M(A).
(Part 2.) Supposem∗ > 0 is the limit of a sequence {mn} ⊆ M(A). If y ∈ col(A), then for eachmn
there is a xn with Axn = y andmn‖xn‖ ‖y‖. These inequalities and that {mn} converges to a positive
limit imply the sequence {xn} is bounded. By the Bolzano–Weierstrass theorem therefore {xn} has a
convergent subsequence with limit x∗. Passing to the limit shows that Ax∗ = y and m∗‖x∗‖ ‖y‖.
Since this is for any y, som∗ ∈ M(A). Hence M(A) contains its supremum.
(Part 3.) Choose a nonzero y ∈ col(A). There is some x with Ax = y and ‖A‖‖x‖ ‖y‖. Thus‖A‖  ‖y‖/‖x‖ = ‖Ax‖/‖x‖ ‖A‖. 
2.2. Geometric deﬁnition
The manner in which Banach derived lower bounds, explained in Section 2.1, suggests that the
matrix lower bound has a geometric interpretation. Let A be an m × n matrix, and let Bm and Bn be
the open unit balls centered at the origin in Rm and Rn. Matrix–vector multiplication carries Bn to a
convex set ABn around the origin in Rm. Banach and geometric intuition say this convex set contains
balls; and the next lemma shows ‖A‖ is the radius of the largest. However, these are balls only relative
to the subspace col(A) and not with respect to all of Rm (unless col(A) = Rm).
Lemma 2.3 (Geometric characterization). Let A be anonzerom × nmatrix, and letBm andBn be the open
unit balls in Rm and Rn, respectively. The matrix lower bound ‖A‖ is the radius of the largest ball—with
respect to the subspace col(A)—that is centered at the origin and contained in ABn,
‖A‖ = max{r : col(A) ∩ rBm ⊆ ABn}.
206 J.F. Grcar / Linear Algebra and its Applications 433 (2010) 203–220
Proof. Let R be the set in the lemma. If y ∈ col(A) ∩ ‖A‖Bm, then by Deﬁnition 2.1 there is an x
with Ax = y and ‖A‖‖x‖ ‖y‖ < ‖A‖. Thus ‖x‖ < 1 so y ∈ ABn hence col(A) ∩ ‖A‖Bm ⊆ ABn
and then ‖A‖ ∈ R.
Suppose r ∈ R and r > 0. It is always necessary to deal separately with the 0 case: if y = 0, then
A0 = y and r0 ‖y‖. In the main case, if y ∈ col(A) and y /= 0, then yr/‖y‖ ∈ col(A) ∩ cl(rBm). The
containment col(A) ∩ rBm ⊆ ABn applies as well to the closures of these sets; thus there is an x ∈
cl(Bn) with Ax = yr/‖y‖. Therefore A(x‖y‖/r) = y where r‖(x‖y‖/r)‖ = ‖x‖‖y‖ ‖y‖. This is for
any y, so r ∈ M(A), hence r  ‖A‖. In summary, ‖A‖ is the largest member of R. 
2.3. Minimax deﬁnition
The use of the matrix lower bound lies in the application of the property stated in Deﬁnition 2.1,
but the bound can be characterized in a more formulaic way that is sometimes useful.
Lemma 2.4 (Min–max characterization). If A is a nonzero matrix, then
‖A‖ = min
y∈col(A)\{0} max{x:Ax=y}
‖y‖
‖x‖ (2)
= min{x:Ax /=0} max{z:Az=0}
‖Ax‖
‖x + z‖ .
Proof. The second formula needs no proof as it is a simple restatement of the ﬁrst.
(Step 1.) If y /= 0 and y ∈ col(A), then {x : Ax = y} is not empty. Since this set is closed, it must
contain a point nearest the origin. At that point the maximum
M(y) = max{x:Ax=y}
‖y‖
‖x‖ (3)
is attained. With this notation the formula to be proved is
‖A‖ = min
y∈col(A)\{0}M(y).
(Step 2.) Let
m = inf
y∈col(A)\{0}M(y). (4)
This step showsm = ‖A‖. For every y, Deﬁnition 2.1 says the ratio at whichM(y) is attained must be
bounded below by ‖A‖. Therefore the inﬁmum of all theM(y) has the same lower bound, ‖A‖ m.
To prove the reverse inequality, suppose y ∈ col(A). If y = 0, then A0 = y and m‖0‖ ‖y‖. If y /= 0,
then again consider some x at whichM(y) is attained. From this,
mM(y) = ‖y‖‖x‖ ,
follows m‖x‖ ‖y‖, which is for any y. Thus m belongs to Deﬁnition 2.1’s set M(A) of all lower
bounds, hencem ‖A‖.
(Step 3.) It remains to be shown that the inﬁmum, m, is attained. This is a surprisingly delicate
argument. It is always possible to choose a sequence (a) {M(yn)} that converges tom. All that is known
about the yn is they belong to col(A)\{0}. However, the functionM(yn) is constant on scalar multiples
of yn so without loss of generality it is possible to assume that ‖yn‖ = 1. The sequence {yn} then
is bounded, and hence by the Bolzano–Weierstrass theorem there is a convergent subsequence (b)
{yn′ }with limit y∗. The conditions yn′ ∈ col(A) and ‖yn′ ‖ = 1 are inherited by the limit (in particular
y∗ /= 0), soM(y∗) is well-deﬁned. Let (c)M(y∗) be attained at x∗.
Since yn′ − y∗ ∈ col(A), there is an xn′ with Axn′ = yn′ and
‖A‖‖xn′ − x∗‖ ‖yn′ − y∗‖. (5)
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This inequality is gotten by applying Deﬁnition 2.1 to y = yn′ − y∗ to ﬁnd an x with Ax = y and‖A‖‖x‖ ‖y‖, then xn′ is chosen so x = xn′ − x∗. Eq. (5) implies that (d) {xn′ } converges to x∗.
Moreover, by the deﬁnition ofM(yn′),
‖yn′ ‖
‖xn′ ‖
 max{x:Ax=yn′ }
‖yn′ ‖
‖x‖ = M(yn′). (6)
Altogether now—from (b and d), Eq. (6), (a), Eq. (4), and (c),
‖y∗‖
‖x∗‖ = limn′→∞
‖yn′ ‖
‖xn′ ‖
 lim
n′→∞M(yn
′) = mM(y∗) = ‖y∗‖‖x∗‖ ,
which proves thatm = M(y∗). 
Corollary 2.5 (Attainment). There is a nonzero x with ‖A‖‖x‖ = ‖Ax‖.
Proof. In Lemma 2.4’s Eq. (2), ﬁrst choose y that attains the minimum, and then choose x that attains
the maximum for this y. 
2.4. Quotient space deﬁnition
There is a simple, abstract interpretation of thematrix lower bound in terms of quotient spaces and
their norms.
If U is a Banach space and S is a subspace, then the quotient space U/S consists of the equivalence
classes deﬁned by u ≡ u′ ⇔ u − u′ ∈ S. The notation [u] = S + u is used for the class that contains
u. If S is closed, then U/S is a Banach space under the quotient norm,
‖[u]‖ = inf
u′∈[u] ‖u
′‖.
The canonical function φ : U → U/S by φ(u) = [u] is continuous, linear, and has operator norm
‖φ‖ = 1.
If T : U → V is a continuous linear transformation among Banach spaces, then ker(T) is closed,
so U/ ker(T) is a Banach space, and there is another canonical function ψ : U/ ker(T) → im(T) by
ψ([u]) = T(u). This function is continuous, linear and invertible.Moreover, if im(T) is closed, then the
inverse mapψ−1 is continuous [1, p. 41, Chapter 3, Theorem 5], so it has an operator norm, see Fig. 1.
Lemma 2.6 (Quotient space characterization). Let A be a nonzerom × nmatrix, and letψ : Rn/null(A)
→ col(A) be the canonical map deﬁned by ψ([x]) = Ax. Then
Fig. 1. The commutative diagram illustrating Lemma 2.6.
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‖ψ−1‖−1 = ‖A‖,
where the norm of ψ−1 is the one induced from the norms on col(A) and Rn/null(A).
Proof. All the spaces have ﬁnite dimension so all subspaces are closed and the discussion preceding
the lemma applies. Only the evaluation of the norm remains,
‖ψ−1‖ = max
y∈col(A)\{0}
‖ψ−1(y)‖
‖y‖ = maxy∈col(A)\{0} min{x:Ax=y}
‖x‖
‖y‖ .
Reciprocating this expression replaces the max–min by a min–max and inverts the ratio. Hence
‖ψ−1‖−1 = ‖A‖ by Lemma 2.4. 
3. Examples
There are explicit formulas for the matrix lower bounds of invertible matrices, of rank 1 matrices,
and with respect to spectral norms. For illustration, each of these formulas is established by a differ-
ent method of proof. The spectral lower bound of a symmetric, positive deﬁnite matrix also has an
interesting upper bound that is due directly to von Neumann and Goldstine.
Lemma 3.1 (Invertible matrices). If A is invertible, then ‖A‖ = ‖A−1‖−1.
Proof. Choose y /= 0 at which ‖A−1‖ is attained, ‖A−1‖ = ‖A−1y‖/‖y‖. Since there is exactly one x
with Ax = y, it must be that x = A−1y satisﬁes Deﬁnition 2.1. From
‖A‖‖A−1y‖ ‖y‖ = ‖A−1y‖/‖A−1‖
follows ‖A‖  ‖A−1‖−1. Lemma 2.2 gives the reverse inequality. 
Lemma 3.2 (Rank 1matrices). If A is a rank 1matrix, where A = uvt for some u ∈ Rm and v ∈ Rn, then
‖A‖ = ‖A‖ = ‖u‖‖v‖∗, where ‖ · ‖∗ is the dual of the vector norm for Rn. (The dual norm is discussed
in Section 4.1.)
Proof. Let Bn be the open unit ball in Rn. Since A has rank 1, therefore ABn is a line segment of radius‖A‖, which is a 1-dimensional ball. Thus ‖A‖ = ‖A‖ by Lemma 2.3. By the deﬁnition of the operator
and dual norms,
‖A‖ = max
x /=0
‖Ax‖
‖x‖ = maxx /=0
‖uvtx‖
‖x‖ = ‖u‖maxx /=0
|vtx|
‖x‖ = ‖u‖‖v‖
∗. 
Lemma 3.3 (Spectral norms). If A is not zero, and if the vector norms are 2-norms, then ‖A‖ equals σmin,
the smallest nonzero singular value of A.
Proof. Let A = UΣVt be a “short” or “truncated” singular value decomposition of A: U and V have
orthonormal columns, and Σ is a diagonal matrix whose diagonal entries are the nonzero singular
values, Σi,i = σi, including any multiplicities. If y ∈ col(A)\{0}, then y = Ax for an x of the form
x = ∑i civi, where not all the coefﬁcients ci vanish. Altering the coefﬁcients would change y; adding
to x any vector orthogonal to the vi would increase ‖x‖; therefore for this y it must be that,
max{x:Ax=y}
‖y‖
‖x‖ =
√√√√∑i σ 2i c2i∑
i c
2
i
.
This ratio is minimal when ci /= 0 exactly for the smallest σi. The smallest singular value is then the
minimum over all y, which is ‖A‖ by Lemma 2.4. 
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Corollary 3.4 (Separation). If A is symmetric and positive deﬁnite, and if the vector norms are 2-norms,
then
‖A‖ max
i
Ai,i  ‖A‖.
Proof. From Lemma 3.3, ‖A‖ is the smallest singular value of A. Because A is symmetric and posi-
tive deﬁnite, the singular values are the eigenvalues, λn  · · · λ1 = ‖A‖ > 0. Von Neumann and
Goldstine calculated [5, p. 1073, Eq. (6.47)],
n‖A‖ 
n∑
i=1
λi = trace(A) =
n∑
i=1
Ai,i  nmax
i
Ai,i,
which is the ﬁrst inequality. The second comes from the fact that ‖A‖ maximizes utAv for all unit
vectors u and v [5, p. 1043, Eq. (3.10)]. 
4. Properties
Von Neumann and Goldstine [5, pp. 1042–5, Section 3.2] list several properties of the matrix lower
bound. These exhibit a symmetry with the matrix norm that is all the more evident because von
Neumann and Goldstine did not interrupt their presentation with proofs.
The properties can be established for Deﬁnition 2.1’s lower bound. The ﬁrst property, the transpose
identity, has a proof that uses Lemma 2.6’s characterization of the lower bound in terms of quotient
spaces. Thenext twogroupsofproperties are inequalities for additionandmultiplication.Manyof these
inequalities are not universally true, so some ingenuity is needed to ﬁnd themost general hypotheses.
The ﬁnal group of properties are inner product identities.
In establishing these properties it sometimeswill be assumed that a givenmatrix has full row rank.
This is used in the following way. For anm × nmatrix A to have full row rank means that the rows of
A are linearly independent, so the matrix has rank m. The column space of A then has dimension m
hence it must be all of Rm. Thus, “A has full row rank” means “Ax = y is consistent for every y.”
4.1. Transpose identity
To be clear about the meaning of some notation used here, it is necessary to digress into a review
of some aspects of dual spaces and operator transposes.
The space of linear transformations from a real vector space V to R, V∗ = Hom(V,R), is called
the algebraic dual space of V . If V has a norm, ‖ · ‖, then the members f ∈ V∗ for which the following
construction is ﬁnite,
sup
u /=0
f (u)
‖u‖ < ∞,
are called bounded. These f form a space for which the construction serves as a norm. If V has ﬁnite
dimension, then all members of V∗ are bounded.
ForRn andotherHilbert spaces it is possible todeﬁnean isomorphismV → V∗ by v → 〈v, ·〉where
〈·, ·〉 is the inner product of the Hilbert space. This isomorphism is also an isometry between the inner
product’s norm on V and the norm constructed for V∗. It is sometimes convenient to “identify” (Rn)∗
withRn through thismapping.However, it seemsunwise tomake this identiﬁcationwhenothernorms
are of interest, because the isomorphism is not an isometry for them.
For the present purposes it is better to recognize that each norm ‖ · ‖ onRn has a dual norm ‖ · ‖∗,
also on Rn, that is deﬁned by
‖v‖∗ = max
w /=0
vtw
‖w‖ .
The value for this dual normof v ∈ Rn equals the norm for themember of (Rn)∗ that acts byw → vtw.
Similarly, if some column vector norms are used to deﬁne a matrix norm and a lower bound, ‖ · ‖ and
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‖ · ‖, then the correspondingmatrixnormand lowerbound, deﬁnedby thedual columnvectornorms,
are indicated in this paper by ‖ · ‖∗ and ‖ · ‖∗ . Norms for all other spaces and their duals continue to
have the generic notation ‖ · ‖ whose identity is determined by the object to which it is applied.
The transpose of a linear transformation T : U → V among real vector spaces is T∗ : V∗ → U∗
deﬁned by T(f ) = f ◦ T for f ∈ V∗, where ◦ is the usual composition of functions that act on the left
side, that is, [T∗(f )](u) = [f ◦ T](u) = f (T(u)) for u ∈ U. This transpose generalizes the transpose of
a matrix.1 Suppose the m × n matrix A deﬁnes the transformation T : Rn → Rm by T(u) = Au for
u ∈ Rn, and suppose the column vector v ∈ Rm deﬁnes f ∈ (Rm)∗ by f (w) = vtw forw ∈ Rm. With
this notation, T∗(f ) is the member of (Rn)∗ that acts on Rn by forming the inner product with Atv,
because [T∗(f )](u) = f (T(u)) = vtAu = (Atv)tu for u ∈ Rn. Moreover, the norm of T∗ is the norm
given to At by the dual norms,
‖T∗‖ = sup
f /=0
‖T(f )‖
‖f‖ = supv /=0
supu /=0 (A
tv)tu
‖u‖
supw /=0 v
tw
‖w‖
= sup
v /=0
‖Atv‖∗
‖v‖∗ = ‖A
t‖∗.
In functional analysis it iswell knownthat thenormofabounded linear transformationequals thenorm
of its dual, ‖T‖ = ‖T∗‖. In the notation of this paper formatrices, this identity becomes ‖A‖ = ‖At‖∗.
Von Neumann and Goldstine noted a similar identity for matrix lower bounds.
Lemma 4.1 (Transpose equality). (Compare [5, p. 1043, Eq. (3.11.b)].) If A is not zero, then
‖A‖ = ‖At‖∗.
Proof. (Part 1.) Fig. 1’s commutative diagram appears at the right side of Fig. 2 where it has been
rotated and restated in terms of the image and kernel spaces of T . Recall from Lemma 2.6 that
‖A‖ = ‖ψ−1T ‖−1. (7)
(Part 2.) As mentioned in the text preceding the lemma, operator norms are invariant with respect
to duals, thus
‖ψ−1T ‖ = ‖(ψ−1T )∗‖. (8)
(Part 3.) It is easy to see that dual commutes with inverse, since for y ∈ im(T) and f ∈ im(T)∗,
f (y) = f (ψT (ψ−1T (y))) = (ψ∗T (f ))(ψ−1T (y)) = ((ψ−1T )∗(ψ∗T (f )))(y)
so (ψ−1T )∗ ◦ ψ∗T = 1; similarlyψ∗T ◦ (ψ−1T )∗ = 1.Henceψ∗T is an isomorphismwhose inverse (ψ∗T )−1
is given by (ψ−1T )∗, therefore
‖(ψ−1T )∗‖ = ‖(ψ∗T )−1‖. (9)
(Part 4.) The next step requires that the square diagram in the center of Fig. 2 commute. Suppose
f ∈ (Rm)∗ so that [f ] is an arbitrary member of (Rm)∗/ ker(T∗). With this choice, on the one hand
ψT∗([f ]) = f ◦ T : Rn → R; and on the other hand the image of [f ] under the result of
[f ] φ2−→ f |im(T) ψ
∗
T−→ f |im(T) ◦ ψT φ1−→ f |im(T) ◦ ψT ◦ φT
acts on x ∈ Rn by
x
φT−→[x] ψT−→ Ax f−→ f (Ax) = (f ◦ T)(x),
so ψT∗ = φ1 ◦ ψ∗T ◦ φ2 as claimed. It is well known that the following are isometric isomorphisms
[12, p. 91, Theorem 4.9],
1 The nameof the transposed operator varies. See Bourbaki [10, Chapter IV, p. 6, top] for “transpose, ” Dunford and Schwartz [op.
cit.] and Rudin [op. cit.] for “adjoint, ” and Yosida [11, p. 194, Deﬁnition 1] for “conjugate” or “dual.” Some parts of mathematics
use “adjoint” in the restricted context of Hilbert spaces; for example in linear algebra see [9, pp. 168–174, Section 5.1]. That
concept is actually a “slightly different notion” [3, p. 479] from the Banach space transpose used here.
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Fig. 2. The commutative diagrams illustrating Lemma 4.1. The lemma’s proof associates ‖A‖ with each of the dashed arrows,
working from right to left, in ﬁve steps.
(Rn/ ker(T))∗ → ker(T)⊥ (Rm)∗/im(T)⊥ → im(T)∗
acting by f → f ◦ φT acting by [f ] → f |im(T)
(10)
and further that [12, p. 94, Theorem 4.12]
ker(T)⊥ = im(T∗) and im(T)⊥ = ker(T∗),
so the isometric isomorphisms in Eq. (10) are just the φ1 and φ2 in Fig. 2. Altogether, from ψT∗ =
φ1 ◦ ψ∗T ◦ φ2 follows ψ−1T∗ = φ−12 ◦ (ψ∗T )−1 ◦ φ−11 ; so that
‖ψ−1T∗ ‖ = ‖(ψ∗T )−1‖ (11)
because φ−11 and φ−12 are isometric.
(Part 5.) The triangle at the left side of Fig. 2 is identical to Fig. 1’s except that it has been drawnwith
respect to the dual transformation T∗. It is well known that if T represents the action of matrix–vector
multiplication by A, then T∗ does the same for At . Hence by Lemma 2.6,
‖At‖∗ = ‖ψ−1T∗ ‖−1. (12)
(Step 6.) Eqs. (7)–(9), (11), (12) combine to give the desired result,
1
‖A‖ = ‖ψ
−1
T ‖ = ‖(ψ−1T )∗‖ = ‖(ψ∗T )−1‖ = ‖ψ−1T∗ ‖ =
1
‖At‖∗
. 
4.2. Triangle inequalities
The triangle inequalities for the matrix norm,
|‖A‖ − ‖B‖| ‖A + B‖ ‖A‖ + ‖B‖,
ﬁnd parallels (pun) in von Neumann and Goldstine’s properties for the lower bound,
‖A‖ − ‖B‖ ‖A + B‖  ‖A‖ + ‖B‖.
These inequalities are not universal. For example, if
A =
[
1

]
and B =
[
0
−
]
,
then by Lemma 3.3 for spectral norms, ‖A + B‖ = 1 2 = ‖A‖ + ‖B‖. Both triangle inequalities
are true when A and A + B have the same column or row spaces.
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Lemma 4.2 (Triangle inequalities). (Compare [5, p. 1043, Eq. (3.8.b)].) If A and A + B are not zero, and
if col(A) = col(A + B) or row(A) = row(A + B), then
‖A‖ − ‖B‖ ‖A + B‖  ‖A‖ + ‖B‖.
Proof. (Part 1.) Reduction to column hypothesis: suppose A and B satisfy the row hypothesis, so At
and Bt satisfy the column hypothesis. If the lemma is valid for the column hypothesis, then it may be
applied—to At , Bt and the dual vector norms—to give,
‖At‖∗ − ‖Bt‖∗  ‖At + Bt‖∗  ‖At‖∗ + ‖Bt‖∗.
The transposes can be removed to revert to the originalmatrix norm, and by Lemma 4.1, to the original
matrix lower bound.
(Part 2.) Reduction of inequality (1) to inequality (2):
‖A‖ − ‖B‖
1
‖A + B‖ 
2
‖A‖ + ‖B‖. (13)
Suppose A and B satisfy the column hypothesis. Let A′ = A + B and B′ = −B, so A′ and A′ + B′ equal
A + B and A, respectively; therefore A′ and B′ also satisfy the column hypothesis. If the lemma is valid
for inequality (2), then it may be applied—to A′ and B′—to obtain
‖A‖ = ‖A′ + B′‖  ‖A′‖ + ‖B′‖ = ‖A + B‖ + ‖B‖,
which is inequality (1).
(Part 3.) Thus it sufﬁces to consider just the columnhypothesis and inequality (2) inEq. (13). Suppose
(A + B)x = y /= 0. The column hypothesis implies col(B) ⊆ col(A) so by Deﬁnition 2.1 there is some
δx with Aδx = Bx and ‖A‖‖δx‖ ‖Bx‖. Let x′ = x + δx so Ax′ = A(x + δx) = (A + B)x = y and
‖x′‖ = ‖x + δx‖ ‖x‖ + ‖δx‖ ‖x‖ + ‖Bx‖‖A‖ 
(
1 + ‖B‖‖A‖
)
‖x‖,
which rearranges to
‖y‖
‖x‖ 
(
1 + ‖B‖‖A‖
) ‖y‖
‖x′‖ .
That is, for any x and y with (A + B)x = y /= 0, there is an x′ for which this inequality is true and
Ax′ = y. Thus,
max{x:(A+B)x=y}
‖y‖
‖x‖ 
(
1 + ‖B‖‖A‖
)
max{x′:Ax′=y}
‖y‖
‖x′‖ .
This last inequality is valid for all nonzero y in col(A + B) = col(A). Minimizing each side separately
with respect to y gives, by Lemma 2.4,
‖A + B‖ 
(
1 + ‖B‖‖A‖
)
‖A‖ = ‖A‖ + ‖B‖,
which is inequality (2). 
The main implication of the triangle inequalities is that the matrix lower bound is continuous in
some circumstances.
Corollary 4.3 (Continuity). The matrix lower bound is a continuous function on the open set of matrices
with full rank.
Proof. A has full row rank if and only if det(AAt) /= 0, so the set of such matrices is open from the
continuity of the determinant. Given such an A, for every sufﬁciently small  > 0, if ‖B‖  thenA + B
has full rank. Hence by Lemma 4.2,
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|‖A + B‖ − ‖A‖| ‖B‖ ,
which is the condition that ‖A‖ be a continuous function of A. The proof for matrices of full column
rank is identical. 
4.3. Multiplicative inequalities
The multiplicative property of the matrix norm,
‖AB‖ ‖A‖‖B‖,
ismuch expanded by vonNeumann andGoldstine’s properties for the lower bound. The ﬁrst inequality
is a direct analogue of the norm’s inequality.
Lemma 4.4 (Product rule). (Compare [5, p. 1043, Eq. (3.9)].) If AB is not zero, and if either A has full
column rank or B has full row rank, then
‖A‖‖B‖  ‖AB‖.
Proof. (Part 1.) Suppose y ∈ col(AB), so that y = ABw for some w. If A has full column rank, then
Ax = y for only one x so by Deﬁnition 2.1 ‖A‖‖Bw‖ ‖y‖. Again by Deﬁnition 2.1 there is a w′ with
Bw′ = Bw and ‖B‖‖w′‖ ‖Bw‖. Altogether ABw′ = y and
‖A‖‖B‖‖w′‖ ‖A‖‖Bw‖ ‖y‖.
This is for any y ∈ col(AB), so ‖A‖‖B‖  ‖AB‖.
(Part 2.) Suppose y ∈ col(AB) ⊆ col(A). By Deﬁnition 2.1 there is an x with Ax = y and ‖A‖‖x‖‖y‖. If B has full row rank, then x ∈ col(B) so again by Deﬁnition 2.1 there is a w with Bw = x and
‖B‖‖w‖ ‖x‖. Altogether ABw = y and
‖A‖‖B‖‖w‖ ‖A‖‖x‖ ‖y‖.
This is for any y ∈ col(AB), so ‖A‖‖B‖  ‖AB‖. 
Lemma 4.4’s product rule is not always true. Let A be the idempotent matrix[
1 1
0 0
]
.
By Lemma 3.2 the lower bound of this A for 2-norms is
√
2, hence (‖A‖)2 ‖A2‖.
The other multiplicative inequalities mix the matrix norm and the matrix lower bound. They can
be reduced to fewer cases, as in the proof of Lemma 4.2, but here the shorter proof treats each separate
case.
Lemma 4.5 (Mixed product rules). (Compare [5, p. 1043, Eq. (3.9)].) If AB is not zero, then
‖AB‖
⎧⎨
⎩

1
‖A‖‖B‖ 
2′

2
‖A‖‖B‖
1′
⎫⎬
⎭ ‖AB‖
provided the following conditions are satisﬁed, respectively.
1. row(B) = row(AB) 2′. B has full row rank
or rank(B) = rank(AB)
or null(B) = null(AB)
or null(A) ∩ col(B) = {0}
2. col(A) = col(AB) 1′. A has full column rank
or rank(A) = rank(AB)
Note that hypothesis 1′ ⇒ 1, 2′ ⇒ 2, and the multiple hypotheses for each of 1 and 2 are equivalent.
Proof. (Case 1.) If row(B) = row(AB), then the row ranks are equal, so rank(B) = rank(AB). This rank
subtracted from the quantity of columns of B and AB gives the nullities, respectively, which therefore
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are equal. Since it is always true that null(B) ⊆ null(AB), and since they have the samedimension, they
are equal. Thismeans Bw /= 0 impliesABw /= 0 lest the null space grow, hence null(A) ∩ col(B) = {0}.
From this last hypothesis the others can be derived in reverse order using much the same reasoning,
so all are equivalent.
Suppose x ∈ col(B). By Deﬁnition 2.1 there is a w with Bw = x and ‖B‖‖w‖ ‖x‖, and there is a
w′ with ABw′ = ABw and ‖AB‖‖w′‖ ‖ABw‖. Altogether
‖AB‖
‖A‖ ‖w
′‖ ‖ABw‖‖A‖ =
‖Ax‖
‖A‖ 
‖A‖‖x‖
‖A‖ = ‖x‖.
Since ABw′ = ABw and (by hypothesis 1) null(A) ∩ col(B) = {0}, therefore Bw′ = Bw = x. This is for
any x ∈ col(B), so ‖AB‖/‖A‖ ‖B‖.
(Case 2.) This inequality has the same number of equivalent hypotheses as part (1), but some of
them are inconvenient to state because null(·) is speciﬁc to right side, matrix–vector multiplication.
If y ∈ col(A), then (by hypothesis 2) y ∈ col(AB), so by Deﬁnition 2.1 there is a w with ABw = y
and ‖AB‖‖w‖ ‖y‖. Let x = Bw so ‖x‖ ‖B‖‖w‖, which implies
‖AB‖
‖B‖ ‖x‖ ‖AB‖‖w‖ ‖y‖,
with Ax = y. This is for any y ∈ col(A), hence ‖AB‖/‖B‖ ‖A‖.
(Case 2′.) Suppose x /= 0. Since (by hypothesis 2′) B has full row rank, by Deﬁnition 2.1 there is aw
with Bw = x and ‖B‖‖w‖ ‖x‖. Therefore,
‖Ax‖
‖x‖ 
‖ABw‖
‖B‖‖w‖ 
‖AB‖‖w‖
‖B‖‖w‖ =
‖AB‖
‖B‖ .
This is for any x /= 0, so
‖A‖ = max
x /=0
‖Ax‖
‖x‖ 
‖AB‖
‖B‖ .
(Case 1′.) Choose w /= 0 that attains ‖B‖, that is, ‖Bw‖ = ‖B‖‖w‖. By Deﬁnition 2.1 there is an x
with Ax = ABw and ‖A‖‖x‖ ‖ABw‖. Since (by hypothesis 1′) A has full column rank, hence x = Bw.
Altogether,
‖A‖‖B‖‖w‖ = ‖A‖‖Bw‖ = ‖A‖‖x‖ ‖ABw‖ ‖AB‖‖w‖. 
The following matrices provide counterexamples to Lemma 4.5’s inequalities. Let
A =
⎡
⎣c 1
0
⎤
⎦ and B =
⎡
⎣0 1
c
⎤
⎦ ,
where c is to be determined. On the one hand, if 0 < c < 1, then by Lemma 3.3 for spectral norms,
‖A‖ = ‖B‖ = 1, ‖A‖ = ‖B‖ = c, and ‖AB‖ = 1. Thus ‖AB‖‖A‖‖B‖ and ‖AB‖‖A‖‖B‖. On
the other hand, if 1 < c, then ‖A‖ = ‖B‖ = c, ‖A‖ = ‖B‖ = 1, and ‖AB‖ = 1. In this case ‖A‖‖B‖
‖AB‖ and ‖A‖‖B‖‖AB‖.
4.4. Inner product identities
Identities of this kind,
‖A‖ = max‖x‖=1 ‖Ax‖ = max‖x‖=1 max‖y‖∗=1 y
tAx,
are a natural starting point for investigations in matrix analysis. One of the corresponding minimiza-
tions,
min‖x‖=1 ‖Ax‖,
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serves as von Neumann and Goldstine’s deﬁnition for their matrix lower bound [5, p. 1042, Eq. (3.1.b)].
Such expressions give a nonzero value only for full rankmatrices. This breakdown in the rank deﬁcient
case may be a reason why a nonzero matrix lower bound has not been deﬁned previously.
Lemma 4.6 (Inner product formulas). If A is not zero, then
1. min‖x‖=1 ‖Ax‖
2. min‖x‖=1 max‖y‖∗=1 ytAx
3. −max‖x‖=1 min‖y‖∗=1 ytAx
⎫⎬
⎭ =
{‖A‖ if A has full column rank,
0 else,
4. min‖y‖∗=1 ‖Aty‖∗
5. min‖y‖∗=1 max‖x‖=1 ytAx
6. −max‖y‖∗=1 min‖x‖=1 ytAx
⎫⎬
⎭ =
{‖A‖ if A has full row rank,
0 else.
Proof. Suppose that A is an m × n matrix. (Identity 1.) If A has full column rank, then null(A) = {0}
so by Lemma 2.4,
‖A‖ = min{x:Ax /=0} max{z:Az=0}
‖Ax‖
‖x + z‖ = min{x:Ax /=0}
‖Ax‖
‖x‖ = min‖x‖=1 ‖Ax‖.
If A does not have full column rank, then Ax = 0 for some x /= 0 so the minimum attains 0.
(Identity 2.) For any vector Ax ∈ Rm,
‖Ax‖ = ‖(Ax)∗∗‖ = max
f∈(Rm)∗
‖f‖=1
(Ax)∗∗(f ) = max
f∈(Rm)∗
‖f‖=1
f (Ax) = max‖y‖∗=1 y
tAx,
so identities (1) and (2) are equivalent.
(Identity 3.) This identity is the double negative of identity (2),
min‖x‖=1 max‖y‖∗=1 y
tAx = − − min‖x‖=1 max‖y‖∗=1 y
tAx
= − max‖x‖=1 min‖y‖∗=1−y
tAx
= − max‖x‖=1 min‖y‖∗=1 y
tAx.
(Identity 4.) If A has full row rank, then At has full column rank, so by Lemma 4.1 and identity (1),
‖A‖ = ‖At‖∗ = min‖y‖∗=1 ‖A
ty‖∗.
If At does not have full column rank, then there is a nonzero y ∈ Rm with Aty = 0, so minimization
attains the value 0.
(Identities 5, 6.) These follow from identity (4) as (2, 3) follow from (1), or alternatively from (2, 3),
respectively, as (4) is derived from (1). Either approach introduces members of (Rn)∗∗ that must be
removed by using the natural isometric isomorphism between Rn and (Rn)∗∗. 
5. Applications
This section identiﬁes four applications of the matrix lower bound. Two of them extend—from
nonsingular matrices to any matrices—the well known formulas for distance-to-rank-reduction in
Section 5.1, and condition numbers in Section 5.3. Two applications show the relationship between
thematrix lower bound and the concepts of s-numbers in Section5.2, andpseudospectra in Section5.4.
5.1. Rank reduction
Kahan [13, p. 775] showed the distance from a nonsingular matrix to the set of singular matrices is
‖A−1‖−1. Theorem 5.1 generalizes this result. Thematrix lower bound is the distance from anymatrix
to the nearest matrix with strictly contained row or column spaces.
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Theorem 5.1 (Column or row space reduction). If A is not zero, then
‖A‖ = min{‖E‖ : col(A + E) ⊂ col(A)}
= min{‖E‖ : row(A + E) ⊂ row(A)}.
The minima are attained at matrices of rank 1 that satisfy both constraints, and therefore
‖A‖ = min{‖E‖ : col(A + E) ⊂ col(A) and row(A + E) ⊂ row(A)}.
Proof. It sufﬁces to consider only the column case because transposition changes neither the pertur-
bation’s norm nor by Lemma 4.1 the matrix’s lower bound.
(Part 1.) Suppose ‖E‖ < ‖A‖ and col(A + E) ⊆ col(A). For any y ∈ col(A) there is some x1 with
Ax1 = y. Since col(A + E) ⊆ col(A) if and only if col(E) ⊆ col(A), there is also some x2 with A(x2 −
x1) = −Ex1. Finally invoking Deﬁnition 2.1, for n 2 there is an xn+1 with A(xn+1 − xn) = −E(xn −
xn−1) and ‖A‖‖xn+1 − xn‖ ‖E(xn − xn−1)‖ ‖E‖‖xn − xn−1‖. Combining the inequalities shows,
for n 2,
‖xn+1 − xn‖
( ‖E‖
‖A‖
)n−2
‖x2 − x1‖.
Therefore {xn} is a Cauchy sequence because‖E‖/‖A‖ < 1. Let x∗ be the limit of the sequence. Passing
to the limit in
Axn+1 = Ax1 +
n∑
i=1
A(xi+1 − xi) = y − Ex1 −
n−1∑
j=1
E(xj+1 − xj) = y − Exn
proves Ax∗ = y − Ex∗, hence y ∈ col(A + E). This is for any y ∈ col(A), so col(A + E) cannot be a strict
subset of col(A) when ‖E‖ < ‖A‖.
(Part 2.) Let φ and ψ be the functions shown in Fig. 1, and let ψ−1 attain its norm at y0 ∈ col(A).
Therefore from Lemma 2.6,
‖A‖−1 = ‖ψ−1‖ =
‖[x0]‖
‖y0‖ ,
for some x0 with [x0] = ψ−1(y0) ∈ Rn/null(A). The Hahn–Banach theorem says there is a func-
tionalg : Rn/null(A) → Rwithg([x0]) = 1and‖g‖ = 1/‖[x0]‖. Deﬁne e : Rn/null(A) → col(A)by
e([x]) = g([x])y0. Thus e([x0]) = y0 and‖e‖ = ‖y0‖/‖[x0]‖ = ‖A‖. Themapψ − ehas a nontrivial
kernel because both ψ and e transform [x0] to y0. Since
dim(ker(ψ − e)) + dim(im(ψ − e)) = dim(Rn/null(A)) = dim(col(A)),
therefore dim(im(ψ − e)) < dim(col(A)). The composite map e ◦ φ : Rn → Rm is represented by
anm × nmatrix, E. For any x,
Ex = (e ◦ φ)(x) = e(φ(x)) = e([x]) = g([x])y0 ∈ col(A),
so col(E) ⊆ col(A). Moreover A − E represents ψ ◦ φ − e ◦ φ = (ψ − e) ◦ φ, thus dim(col(A − E))
 dim(im(ψ − e)) < dim(col(A)), hence col(A − E) is a proper subset of col(A). Finally, ‖E‖ = ‖e ◦
φ‖ ‖e‖‖φ‖ = ‖e‖ = ‖A‖ because ‖φ‖ = 1, but ‖E‖ ‖A‖ by Part (1), so ‖E‖ = ‖A‖.
(Part 3.) Parts (1) and (2) establish that there is a rank 1 matrix u1v
t
1 with u1 ∈ col(A), ‖u1vt1‖ =‖A‖ and rank(A − u1vt1) < rank(A). Applying this result to the successively reduced matrices ex-
presses A as a sum of rank 1 matrices,
A =
r∑
i=1
uiv
t
i ,
where r = rank(A). The vectors u1, u2, . . . , ur must be linearly independent because they span the
column space of A and they number only r. Thus for each i there is some vector wi with w
t
i ui = 1 but
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wti uj = 0 when i /= j. (Expand u1, u2, . . . , ur to a basis for the entire vector space, letM be the matrix
whose columns are this basis, and choose wi to be the ith column of M
−1.) This proves vti = wti A ∈
row(A). In particular, any rank 1matrix E that attains the theorem’s minimum in the column case also
satisﬁes row(E) ⊆ row(A). 
5.2. s-Numbers
Schmidt [14] proved in 1907 that certain integral operators on aHilbert space are represented by an
inﬁnite series that for matrices is now known as the singular value decomposition. Schmidt called the
coefﬁcients “eigenvalues” which Smithies [15] changed to “singular values” in 1937. The coefﬁcients
for operators on inﬁnite dimensional spaces are now called “s-numbers” following Gohberg and Krein
[16]. For this history see [4, pp. 326–327].
In 1974, Pietsch [17,18,4] discovered that s-numbers for operators on Hilbert spaces are uniquely
determined by a system of axioms, but for Banach spaces the same axioms admit several different
sequences. Of all such sequences {sn}, the approximation numbers {an} are the largest in that an  sn
[17, p. 204, Theorem 3.2]. Specialized to matrices, the r + 1st approximation number is deﬁned as
min
rank(B) r
‖A − B‖ = ar+1(A). (14)
Note a1 = ‖A‖. The following corollary to Theorem 5.1 shows that ‖A‖ is always an upper bound for
the smallest nonzero approximation number and may equal it.
Corollary 5.2 (Approximation number). If A is a nonzero matrix, then
arank(A)(A) ‖A‖
with equality at least when A has full rank, where arank(A) is the smallest nonzero approximation number
in the sense of Pietsch.
Proof. (Part 1.) Let E attain the minima in Theorem 5.1. Since col(A + E) ⊂ col(A) so rank(A + E) <
rank(A) and then
arank(A) = min
rank(B)<rank(A)
‖A − B‖ ‖A − (A + E)‖ = ‖E‖ = ‖A‖.
(Part 2.) Suppose A has full row rank so that col(B) ⊆ col(A) for all B. If B attains the minimum for
arank(A), then col(B) ⊂ col(A) because rank(B) < rank(A), so with E = B − A,
‖A‖ = min{‖E‖ : col(A + E) ⊂ col(A)} ‖B − A‖ = arank(A).
The case for full column rank is the same with row and col exchanged. 
When Corollary 5.2 shows arank(A)(A) = ‖A‖, then the several deﬁnitions of the lower bound in
this paper show the smallest nonzero approximation number has several interpretations in terms
of inequalities, convex sets, and so on. When A does not have full rank, then the corollary says only
arank(A)(A) ‖A‖. The two quantities may differ because ‖A‖ in Deﬁnition 2.1 depends only on the
column space of A, whereas arank(A)(A) is deﬁned in Eq. (14) by perturbations B not restricted to the
column space of A.
Approximation numbers and the matrix lower bound have similar but not necessarily equiva-
lent properties. For example, ar(A + B) ar(A) + ‖B‖ is always true [4, p. 327, ax. SN2], but ‖A +
B‖  ‖A‖ + ‖B‖ is not universal as shown by the counterexample accompanying the triangle in-
equality, Lemma 4.2.
5.3. Matrix condition numbers
von Neumann and Goldstine [5] used their matrix lower bound in a proof about the effects of
rounding error on calculations to solve linear equations. They suggested the result of the calculation
should be interpreted as though it were the exact solution of equations with slightly perturbed data.
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The compensating data perturbations now are called “backward errors.” Note, they are not necessarily
unique. Bounded data perturbations have been determined for many algorithms by the method of
backward error analysis described in texts such as [19,20]. Given the perturbations, von Neumann and
Goldstine urged their readers to work out, “in several different ways” [5, pp. 1092–1093], the effect of
the perturbed data on the solution of a problem.
To thatend, for theproblemof solving linearequations, suppose theequationsAx = bareconsistent,
and suppose an x¯ has been given that solves a related problem (A + E)x¯ = bwhere E is backward error.
Since Ex¯ = b − Ax¯ lies in the column space of A, Deﬁnition 2.1 says there is a δx with Aδx = Ex¯ and
‖A‖‖δx‖ ‖Ex¯‖. Let x′ = x¯ + δx. This x′ solves the original equations,
Ax′ = A(x¯ + δx) = b − Ex¯ + Ex¯ = b.
It is also relatively close to the erroneous solution,
‖x′ − x¯‖
‖x¯‖ =
‖δx‖
‖x¯‖ 
‖Ex¯‖
‖x¯‖‖A‖ 
‖E‖
‖A‖ , (15)
provided E is small compared to ‖A‖. A calculation is called backward stable if it yields an x¯ that can
be accounted for by an E that is small relative to the data A. If x¯ is produced by such an algorithm, then
expanding the right side of Eq. (15),
‖E‖
‖A‖ =
‖A‖
‖A‖
‖E‖
‖A‖ ,
shows x¯ is relatively close to an exact solution provided the ratio ‖A‖/‖A‖ is small.
Theorem 5.3 (Condition number). Let A be an m × n real matrix. If Ax = b /= 0 is a consistent system
of linear equations, then a condition number for them is
κ(A) = ‖A‖‖A‖ . (16)
This is a condition number in the sense that it bounds the relative distance from x¯ to some solution.
Speciﬁcally, for any proposed solution x¯ and any perturbation E, with (A + E)x¯ = b, there is some x′ with
Ax′ = b and
‖x′ − x¯‖
‖x¯‖  κ(A)
‖E‖
‖A‖ . (17)
This bound is sharp in that given A and b, there are E and x¯ so the upper bound is attained and arbitrarily
small.
Proof. All that remains is to prove inequality (17) can be attained at an arbitrarily small value. For the
purposes of this demonstration, ﬁx an x′ with Ax′ = b. Further, by Corollary 2.5, ﬁx two vectors δx and
r¯ at which A attains its lower bound: Aδx = r¯ and ‖A‖‖δx‖ = ‖r¯‖.
1. Choose x¯ = x′ − δx, for which b − Ax¯ = b − Ax′ + Aδx = r¯.
2. It is alwayspossible to choose amatrixEwithEx¯ = r¯ and‖E‖‖x¯‖ = ‖r¯‖. TheHahn–Banach theo-
remsays there is a functional f : Rn → Rwith f (x¯) = 1 and‖f‖ = 1/‖x¯‖. Deﬁne e : Rn → Rm
by e(v) = f (v)r¯ for every vector v. Thus e(x¯) = r¯ and ‖e‖ = ‖r¯‖/‖x¯‖. Thematrix representation
of this transformation e is the desired E.
Eq. (15) shows equality occurs in (17) if and only if ‖A‖‖δx‖ = ‖E‖‖x¯‖ where Aδx = Ex¯. These con-
ditions hold for the chosen x¯ and E, so (A + E)x¯ = b and inequality (17) is attained at the preselected
solution x′. Finally, the ratio
‖x′ − x¯‖
‖x¯‖ =
‖δx‖
‖x′ − δx‖
can be made arbitrarily small by jointly scaling δx and r¯. 
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In bounds of this kind it is customary to replace the denominator’s x¯ by the exact solution, here x′,
at the cost of a marginally weaker bound.
Corollary 5.4. Continuing Theorem 5.3, if
κ(A)
‖E‖
‖A‖ < 1,
where κ(A) is the condition number of Eq. (16), then
‖x′ − x¯‖
‖x′‖  κ(A)
‖E‖
‖A‖
(
1 − κ(A)‖E‖‖A‖
)−1
. (18)
Proof. Let δ = κ(A)‖E‖/‖A‖, so from the triangle inequalities and Theorem 5.3,
‖x¯‖
‖x′‖ − 1 =
‖x¯‖ − ‖x′‖
‖x′‖ 
|‖x¯‖ − ‖x′‖|
‖x′‖ 
‖x′ − x¯‖
‖x′‖  δ
‖x¯‖
‖x′‖ .
This rearranges to
‖x¯‖
‖x′‖ 
1
1 − δ
which, when multiplied by the theorem’s inequality, gives the corollary’s result. 
Eq. (18) generalizes the well-known backward error bound for linear equations. Wittmeyer [6, p.
293] apparently was the ﬁrst to ﬁnd such a bound for nonsingular matrices and 2-norms. Wilkinson
[20, p. 93, Eq. (12.15)] derived exactly the form of Eq. (18) for nonsingular matrices and the condition
number κ(A) = ‖A‖‖A−1‖. The κ(A) in Theorem 5.3 reduces to this formula when A is invertible,
by Lemma 3.1. Thus, in von Neumann and Goldstine’s terminology, the ratio of the matrix upper and
lower bounds is a condition number for any consistent system of linear equations. For this condition
number, which is a natural extension of the invertible case, Corollary 5.4 generalizes Wittmeyer and
Wilkinson’s bounds to any consistent system of equations for anym × nmatrix.
5.4. Pseudospectra
Pseudospectra are used in numerical analysis to study the matrix approximations to the linear
operators of mathematical physics, and they can be deﬁned more generally to study the operators
themselves [21].We shall consider only thematrices here, and only in this sectionwe deal with:Cn as
a space of column vectors, with a norm on this space, andwith the associated norm for n × nmatrices.
If A is such amatrix, and if ε > 0, then the ε-pseudospectrum of A is the set σε(A) of complex numbers
z for which the norm of the resolvent matrix (zI − A)−1 strictly exceeds ε−1,
σε(A) = {z ∈ C : ‖(zI − A)−1‖ > ε−1}.
If z is an eigenvalue of A, then ‖(zI − A)−1‖must be interpreted as∞ to place it into this pseudospec-
trum.
From Lemma 3.1, pseudospectra are equivalently deﬁned in terms of the matrix lower bound,
σε(A) = {z ∈ C : ‖zI − A‖ < ε}.
To agree with the special case of the other formula, it is necessary to revert to von Neumann and
Goldstine’s deﬁnition that ‖ · ‖ = 0 for singular matrices. The ε-pseudospectra is the union of level
sets below ε for the function ‖zI − A‖ of z.
At least some properties of pseudospectra are those of the matrix lower bound specialized to the
shifted matrix zI − A. For example, the perturbation theorem [21, p. 484],
σε−‖E‖(A) ⊆ σε(A + E) ⊆ σε+‖E‖(A),
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follows from the triangle inequality of Lemma 4.2,
‖zI − A‖ − ‖E‖ ‖zI − A − E‖  ‖zI − A‖ + ‖E‖.
If z ∈ σε(A + E), then ‖zI − A − E‖ < ε, so ‖zI − A‖ < ε + ‖E‖ from the ﬁrst inequality, which
implies the second containment, and so on.
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