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Obstacle detection and avoidance plays a crucial role in the autonomous navigation of
unmanned ground vehicles (UGV). Information about the obstacles decreases as the distance
between the UGV and obstacles increases. However, this information decreases much more
rapidly for negative obstacles than for positive obstacles. UGV navigation becomes more
challenging in off-road environments due to the higher probability of finding negative obstacles
(e.g., potholes, ditches, trenches, etc.) compared with on-road environments. One approach
to solve this problem is to avoid the candidate path with a negative obstacle, but in off-road
environments avoiding negative obstacles in all situations is not possible. In such cases, the
local path planner may need to choose a candidate path with a negative obstacle that causes
the least amount of damage to the vehicle.
To deal better with these types of scenarios, this research introduces a novel approach
to perform 3D shape estimation of negative obstacles using LiDAR point cloud data. The
dimensions (width, diameter, and depth), location (center), and curvature of negative obstacles

were calculated based on an estimated shape. The presented approach can estimate the shape of
different kinds of negative obstacles such as holes, trenches, in addition to large and complicated
negative obstacles. This approach was tested on different terrain types using the Mississippi
Autonomous Vehicle Simulation (MAVS).
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CHAPTER I
INTRODUCTION

The concept of autonomous robots is nearly five decades old. The Stanford Research
Institute created an autonomous mobile robot named SHAKEY to study the control aspects
of a mobile robot in the late 1960s [21]. Since that time, research has been conducted
to create semi-autonomous or fully autonomous robots in different sectors like medicine,
agriculture, and transportation. Transportation can truly touch many people’s lives in the
form of self-driving cars. In recent years, the Defense Advanced Research Projects Agency
(DARPA), conducted competitions such as the Grand Challenges (2004 and 2005) and the
Urban Challenge (2007) to encourage researchers in the development and advancement of
autonomous systems. Companies like Ford, Lyft, Tesla, Toyota, Uber, Volvo, and Waymo
are also developing self-driving vehicles. Academic institutions such as Carnegie Mellon
University, Massachusetts Institute of Technology, Stanford University, and Virginia Tech are
researching autonomous vehicles [3]. All of these institutions have efficiently and effectively
demonstrated autonomy in self-driving vehicles. However, in regards to obstacle detection,
there has been significant progress associated with the detection of positive obstacles but there
is less focus on the detection of negative obstacles [51].

1

Negative obstacles are more difficult to detect than positive obstacles due to limited visibility, which further decreases as the distance from the negative obstacles to the vehicle
increases [39]. Whenever a negative obstacle is detected, one approach is to avoid the candidate path with a negative obstacle in the local path planner. However, in off-road environments,
the vehicle can encounter scenarios where a negative obstacle cannot be avoided that requires
finer details about the negative obstacle detected. These include:
1. Generating a rollover-free path as mentioned in [31].
2. Negative obstacles lie in the shorter planned path, then the vehicle is forced to take a
longer path.
3. All generated candidate paths have at least one negative obstacle.

If negative obstacles can be analyzed better in similar scenarios it will provide useful
information to the path planner when choosing a path that will minimize possible damage
to the vehicle. This research proposes a shape estimation approach for negative obstacles
based on the visible portion detected, collected with one light detection and ranging (LiDAR)
sensor in the form of a 3D point cloud. The proposed approach analyzes negative obstacles by
maintaining a 3D structure instead of 2D thereby preserving the depth information.

1.1

Negative Obstacles
Negative obstacles can be defined as hazardous obstacles with a negative slope, some

examples are potholes, trenches, cliffs, etc. [29]. Semantic diagrams of the two common types
of negative obstacles potholes and trenches are provided in figure 1.1 on the following page
and it is partially motivated by [39] [29] [25]. As presented in figure 1.1 on the next page
negative obstacles spread in three-dimensional space with various lengths, depths, and widths.
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Figure 1.1: Top view and side view of the pothole (a), (b) and trench (c), (d). The green dot
on top of the vehicle represents the sensor, and the visible portion is shaded red.

Length and width lie on the ground plane or XY-plane, which is parallel to the vehicle’s motion.
Whereas, depth extends in the 𝑍-axis perpendicular to the motion of the vehicle.
In the early 1980s, researchers made progress on detecting and avoiding obstacles with the
interest of its use with the Mars rovers [40]. However, until the end of the 1980s, most obstacle
avoidance systems considered only positive obstacles and in constrained environments such as
labs or indoors because of difficulties in detecting negative obstacles [58]. In the mid-1990s
researchers started working on negative obstacles using stereo vision with infrared cameras
and they became successful in the late 1990s and early 2000’s [37] [38] [39].

1.2

Challenges in Negative Obstacle Detection
Obstacles encountered by an autonomous vehicle during its journey to a destination are

grouped into three major categories: positive, overhanging, and negative obstacles [30].
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Among these obstacles, in comparison, detecting negative obstacles is more difficult than
others due to the following challenges:
1. Range dependency of the visible region. Matthies and Rankin explored the geometry
of obstacles and expressed the visible portion of obstacles in the form of an angle 𝜃.
The visible portion of positive obstacles is inversely proportional to the range 𝑅 (refer
to Equation (1.1)) whereas for negative obstacles it is inversely proportional to 𝑅 2 (refer
to Equation (1.2)). Their research suggests that the visible portion of negative obstacles
decreases faster than positive obstacles with increasing range.
𝜃𝑝 ≈

ℎ
𝑅

(1.1)

Where:
𝜃 𝑝 = Angle the positive obstacle subtends from the sensor.
ℎ = Height of positive obstacle.
𝑅 = Distance between vehicle and positive obstacle.
𝜃𝑛 ≈

𝐻𝑤
𝑅(𝑅 + 𝑤)

(1.2)

Where:
𝜃 𝑛 = Angle the negative obstacle subtends from the sensor.
𝐻 = Vertical distance to the sensor from the ground.
𝑅 = Distance between vehicle and negative obstacle.
𝑤 = Width of negative obstacle.
2. Higher stopping distances for higher vehicle speeds. The relationship between the
stopping distance (𝑅𝑠 ) of a vehicle from an obstacle to avoid collision and the vehicle
speed (𝑣) is formulated by [39] (refer to Equation (1.3)). Speed is the key factor in
determining stopping distance. Consider two scenarios: scenario 1, vehicle is moving
with velocity 𝑣 1 , scenario 2, vehicle velocity is 𝑣 2 such that 𝑣 1 >> 𝑣 2 . In scenario 1,
the vehicle should begin stopping earlier than in scenario 2. The increase in stopping
distance provides reduced information about positive obstacles and far less about any
negative obstacles.
𝑅𝑠 =

𝑣2
+ 𝑣𝑇𝑟 + 𝐵
2𝜇𝑔

Where:
𝑅𝑠 = Stopping distance to avoid collision.
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(1.3)

𝑣 = Velocity of the vehicle.
𝜇 = Coefficient of static friction between wheels and ground.
𝑔 = Gravitational acceleration.
𝑇𝑟 = Reaction time.
𝐵 = Buffer distance.
3. The lack of accurate depth information from the visible portion of the negative obstacle,
can result in false alarms and missed detections [39]. From figure 1.1 on page 3, the
true depth of a negative obstacle (depth) is greater than the visible depth (VD). The
difference between true depth and VD can further increase with the range and depth of
negative obstacles.
4. False positives from long ranges. Obstacle detection systems may label non-negative
obstacles as negative obstacles from long ranges. Hence research by [29], labeled
negative obstacles as potential negative obstacles from long distances. Later potential
negative obstacles were classified as true negative obstacles or false positives only from
close ranges because of an increase in visibility.
5. Detecting negative obstacles when they are behind positive obstacles such as trees
especially in off-road environments.
6. Difficult to detect negative obstacles in a blind region [51].
7. Difficult to identify negative obstacles during nighttime or low-to-no-light environments
[39].
8. Revealing negative obstacles covered by vegetation [25].
9. Negative obstacles are hard to detect in terrain with varying levels of surface roughness
[46].

Some of these challenges were addressed by the research community with different sensors
and algorithmic approaches. These are discussed in detail in Chapter II of the dissertation.

1.3

Motivation and Goal
For the safe navigation of unmanned ground vehicles, obstacle detection systems occupy

paramount significance. The majority of published literature avoids further analysis of the
negative obstacles once detected. Since dropping the candidate path with a negative obstacle
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does not require 3D information, the research community has focused mainly on utilizing
available 2D information on the ground plane. This research is motivated by the question,
is just detecting negative obstacles sufficient? Because of the three-dimensional nature of
negative obstacles, information such as 3D shape and curvature should be explored for better
analysis.
Negative obstacles can pose a severe risk to vehicles if not detected early, specifically when
vehicles are moving at high speeds [55]. Negative obstacles with a width greater than the
diameter of a vehicle’s wheel can cause damage to the vehicle [29]. Negative obstacles with
higher dimensions can increase the risk of a vehicle falling and/or getting stuck inside of this
obstacle [4]. In on-road navigation, potholes can cause damage to a vehicle’s suspension system
if not avoided [63]. Detecting negative obstacles becomes more difficult in scenarios such as
with vehicles encountering negative obstacles in blind regions [51], from higher ranges [39],
during nighttime [39], covered by vegetation [46], and in terrain with varying levels of surface
roughness [46]. The riskiness associated with them can be further increased by the physical
factors of negative obstacles (depth, width, and slope), presence of other elements (water, mud,
or snow), varying terrain types, and weather conditions such as rain and fog [35].
The Visible portion of a negative obstacle can be increased either by using an unmanned
aerial vehicle (UAV) with sensors or by positioning the sensors as high as possible in a
downward tilted fashion [55], [13]. UAV integration has drawbacks such as increases in
operational costs, increases in data volume that results in higher processing times, additional
maintenance of a UAV, and the need for the communication link between the UAV and UGV.
Furthermore, a UAV can bring some challenges in terms of autonomy as the autonomous
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navigation of a UAV is not yet solved completely. Because of these drawbacks utilizing a
UAV is not an ideal practice to guide a UGV, especially when dealing with negative obstacles
in unstructured environments. The tilted sensor arrangement can increase the visible portion
from close ranges. However, this technique fails from long ranges, which is essential for a
vehicle moving at high speeds. False alarms can be minimized by considering obstacles as true
negative obstacles in closer range to the sensor due to higher information availability of the
obstacles [13] [29]. This idea has a similar disadvantage in terms of accurate labeling from a
longer range as mentioned above. The research community has explored multi-sensor fusion to
detect negative obstacles [45] [35] [27], which requires processing data from multiple sensors
leading to delays in decision-making. The current research aims to gather information about
negative obstacles with as few sensors as possible.
Contrary to previous research where detecting negative obstacles was the primary objective.
The goal of this research is to estimate the shape of negative obstacles with a single LiDAR
sensor in addition to negative obstacle detection.

1.4

Mathematical formulation
The approach for this dissertation is to fit a 3D plane passing through a set of 3D points

that represents the visible portion of a negative obstacle. This results in a 3D estimated shape
of a negative obstacle with a bent in the plane toward the depth direction of the negative
obstacle. This fitted plane can be later used to extract missing data from the 3D point cloud.
The mathematical formulation of the problem is given below.
1. Let 𝑃𝑎 be the set of all the points 𝑁 in the 3D LiDAR point cloud.
𝑃𝑎 = {(𝑥1 , 𝑦 1 , 𝑧1 ), (𝑥 2 , 𝑦 2 , 𝑧2 ), ...(𝑥 𝑁 , 𝑦 𝑁 , 𝑧 𝑁 )} = {𝑝 1 , 𝑝 2 , ...𝑝 𝑁 }
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(1.4)

2. Let 𝑃𝑣 be a set of points that represents the visible portion of negative obstacles with 𝑛
the total number of points. Such that 𝑁 > 𝑛, and 𝑃𝑣 ⊂ 𝑃𝑎 .
𝑃𝑣 = {(𝑥 1 , 𝑦 1 , 𝑧1 ), (𝑥 2 , 𝑦 2 , 𝑧2 ), ...(𝑥 𝑛 , 𝑦 𝑛 , 𝑧 𝑛 )} = {𝑝 1 , 𝑝 2 , ...𝑝 𝑛 }

(1.5)

3. Fit a plane 𝑓 (𝑥, 𝑦, 𝑧) passing through 𝑃𝑣 . The distance from the fitted curve 𝑓 ′ (𝑥, 𝑦, 𝑧)
to points in 𝑃𝑣 is {𝑑1 , 𝑑2 , ...𝑑𝑛 }. Where 𝑑1 = 𝑑2 = ... = 𝑑𝑛 = 0 and 𝑓 ′ (𝑥, 𝑦, 𝑧) represents
the estimated shape of negative obstacle.

1.5

Research Questions and Hypothesis
Detecting negative obstacles is a difficult problem because of the challenges mentioned

in section 1.2. Shape estimation of negative obstacles is a step beyond detection, since shape
estimation involves negative obstacle localization. In this research, methods and evaluations
were designed to answer these research questions (RQ) and validate these hypotheses (H).
RQ1: How to estimate the shape of negative obstacles from a single scan of a 3D
LiDAR?
RQ2: In a scene, how to estimate the shape of multiple negative obstacles either
grouped or existing separately from a LiDAR’s 3D point cloud data?
RQ3: From the estimated shape, how to calculate the dimensions and location of
negative obstacles?
RQ4: How is estimated shape affected by range, varying dimensions, different terrain
types, viewing angles, and LiDARs?
RQ5: How can safe positions be calculated for a vehicle to avoid rollover?
RQ6: How can the curvature of negative obstacles be estimated?
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H1: The shape of negative obstacles can be estimated from the LiDAR point cloud of
a scene as measured by the fitted plane that passes through all the 3D points of a negative
obstacle.
H2: After removing 3D points that are not associated with the negative obstacles, clustering
can be performed to differentiate among negative obstacles in a scene as measured by the
difference between the number of negative obstacles in a scene and the number of clusters. If
all the negative obstacles are detected then this difference will be zero.
H3: The extreme bounds of the estimated shape can be used to calculate the width, length,
depth, and location of detected negative obstacles as measured by absolute error, mean absolute
error, range between ground truths, and the evaluation values of the features of the negative
obstacles.
H4: Accuracy of the proposed approach will depend on the visible portion of negative
obstacles as measured by error metrics (such as absolute error and mean absolute error) from
varying distances, viewing angles, terrain types, LiDARs and the dimensions of the negative
obstacle(s).
H5: Rollover free positions for a vehicle inside a negative obstacle can be obtained from
a 3D point cloud representation of the estimated shape as measured by the critical rollover
condition [31].
H6: Curvature of the negative obstacles can be calculated from the 3D points that represent
the estimated shape as measured by the curvature map with high and low-intensity regions to
represent high and low curvature portions of the negative obstacle.

9

1.6

Summary
Negative obstacles are more difficult to detect than positive and overhanging obstacles. If

negative obstacles are not detected and avoided they can cause severe damage to the vehicle.
However, avoiding negative obstacles when detected may not be possible in all scenarios. In
such scenarios to navigate through the negative obstacle finer details of the negative obstacle
are required. Hence in addition to negative obstacle detection, there is a need for the shape estimation of the negative obstacles. Dimensions, location, curvature, and rollover-free positions
of the negative obstacles can be calculated from the estimated shape of negative obstacles.
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CHAPTER II
RELEVANT RESEARCH

Due to the challenges involved in detecting negative obstacles, researchers have explored
different solutions to solve the problem of negative obstacle detection. The previous research
can be broadly classified into three categories: sensing methods, algorithmic approaches, and
implementation environment (refer to figure 2.1 on the next page). A detailed description of
the classifications along with the sub classifications are provided in this chapter.

2.1

Sensors
Most robots are equipped with sensors to perceive the environment in real-time. The

information provided by the sensor varies depending on the type of sensor. Among all the
different sensors LiDARs and cameras were widely used by researchers. To attain a top view of
the environment sensors were mounted on unmanned aerial vehicles. Some researchers used
a combination of sensors in situations where the desired goal cannot be achieved with a single
sensor. The researchers also experimented with more than one sensor of the same kind with
different arrangements. This section describes different sensors used by researchers to detect
negative obstacles in daytime and nighttime scenarios.
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Figure 2.1: Classification of previous work.

2.1.1

Cameras

Generally, cameras are passive sensors that absorb light reflected from objects and provide
information about the environment in the form of frames or images (2D matrix representation
of pixels). Researchers utilized a wide variety of cameras such as thermal infrared, stereo,
RGB, and time-of-flight to detect negative obstacles. Cameras are good at seeing color, which
makes them suitable for scene interpretation. Also, cameras are cheaper sensors than LiDARs.
A detailed description of the cameras along with the specifications are provided in this section.

2.1.1.1

Thermal infrared Cameras

Thermal infrared (TIR) cameras generate images of a scene by capturing the heat of the
objects without the need for illumination. Depending on heat sensitivity, TIR cameras were
primarily classified into two types: mid-wave infrared (MWIR) cameras with a sensitivity range
of 3-5µm and long-wave infrared (LWIR) cameras with a sensitivity range of 7-14µm [44].
Matthies and Rankin conducted experiments for the first time with the MWIR cameras
(2.39mrad vertical angular resolution) to detect negative obstacles during nighttime scenarios
[39]. Their study was based on the idea that the temperature of negative obstacles remains
warmer than the surrounding environment due to the slower transfer of heat, which was gained
from the sun during the daytime. They achieved an increase of 45 percent in detection range
by combining information from stereo and TIR cameras than using range data alone obtained
from a pair of stereo cameras.
Matthies and Rankin’s [39] work was advanced by Rankin et al. to detect negative obstacles
from far ranges and to reduce false positives [46]. A trench with a width of 0.53 meters was
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detected from a distance of 16.8 meters by using cooled medium wave infrared (MWIR)
cameras (1mrad vertical angular resolution) as a source of thermal imagery. Bhatia et al.
utilized a FLIR ONE (a TIR camera with 240 by 295 pixels resolution after cleaning) to
detect potholes on-road [9]. Mainly to overcome the disadvantage of normal cameras that may
not detect potholes during nighttime operations. They achieved the highest negative obstacle
detection accuracy of 97.08 percent.

2.1.1.2

Stereo Cameras

A single pair [59] or multiple pairs [28] [47] of stereo cameras with different arrangements
were explored by researchers to detect negative obstacles. Stereo vision works similar to human
vision, by utilizing 2D images taken from different viewing angles to generate the 3D view of
the environment with depth as an extra feature [2].
Rieder et al. positioned three pairs of stereo cameras on top of one another to achieve
both color and 3D data of the environment [47]. This setup provided a field of view (FOV) of
over 100 degrees. All six images from the stereo cameras occupied 3.3 MB of storage with an
individual image resolution of 720 by 480 pixels. Three disparity maps were generated from
the three stereo image pairs using Acadia boards. The disparity maps were combined into a
single disparity map to obtain range information. They detected a hole of dimensions 0.6 x 1.2
m and 0.45 m depth from a distance of 12 m. The same hole was undetectable from 14.5 m.
Detecting negative obstacles during nighttime without TIR cameras is difficult due to the
absence of the thermal signature [39] [46]. Instead of TIR cameras, Dubbelman et al. explored
obstacle detection with stereo cameras during both day and night in off-road environments [19].
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The cameras were placed above the headlights of a RoboJeep. Detected negative obstacles
were evaluated based on the number of correctly classified pixels that represented the width of
the negative obstacles. They were able to detect negative obstacles from 10 m with reasonable
accuracy during the daytime. However, the accuracy of detection was reduced during nighttime
and from long ranges. The drawbacks of this study were that the experiments were conducted
with only one negative obstacle, and the dimensions of the negative obstacle was not provided.
These drawbacks make it difficult to measure the performance of the negative obstacle detection
presented.
Instead of classifying obstacles as positive or negative, Kuthirummal et al. followed
a different approach of classifying the area as a safe (without obstacles) or non-safe (with
obstacles) region [28]. They used two pairs of stereo cameras with 67-degree FOV and an
individual image resolution of 640 by 480 pixels to detect obstacles in indoor and outdoor
environments. Stereo disparity maps (u-disparity and v-disparity) were calculated from stereo
image pairs. From the disparity maps, negative obstacles were identified from a detection
distance of seven meters.
Unlike previous studies that relied on multiple pairs of stereo cameras for vision, Yang
et al. conducted experiments with just a pair of color cameras to detect obstacles in outdoor
environments [59]. Two cameras in a pair were separated by 12 cm with 70-degree FOV and
a computer was used to process the images. Each camera generated images with a resolution
of 640 by 320 from which the v-disparity image was calculated. The main ground disparity
map was computed from v-disparity, which was later used to detect potential obstacles. Their
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approach detected negative obstacles such as water wells and deep ditches from a distance of
10 m.
Apart from wheeled robots, researchers used stereo cameras to assist a four-legged LS3
robot in loop walking. Stereo cameras were selected as sensors as they can provide the required
angular resolution, and generate the range data at high-speed [4]. Once a negative obstacle
was detected it was color-coded from blue (less dangerous) to red (highly dangerous).
In a recent study by Karunasekera et al. stereo vision along with the idea, the negative
obstacle should be on the road plane, was implemented by [26], thereby reducing the search
space. They were making use of rectified and disparity images from cameras to detect holes
in the ground.

2.1.1.3

Other camera sensors

Researchers experimented with other cameras such as RGB and Time-of-Flight (TOF)
cameras. The Logitech C110 L camera was used to detect potholes on-road [8]. This camera
was positioned on top of the vehicle. Since potholes occur on the road, the FOV was adjusted
to the road alone. The camera can generate images with varying resolutions from 320 × 240
to 1024 × 768 pixels in YUY2 format. The highest resolution (1024 × 768 pixels) image was
selected and converted from YUY2 to the RGB image format. Image processing techniques
were then applied to the RGB image to detect potholes.
In another research study by [56], the Samsung Galaxy S8 smartphone camera, and a web
camera were utilized to detect wet and dry potholes on the road. Segmentation between potholes
and road on the RGB images and videos was performed with deep learning architectures such
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as Mask RCNN (Region-Based Convolutional Neural Network) and U-Net. TOF cameras that
are capable of providing 3D and intensity information of the scene were deployed to detect
and classify obstacles (ditches, rocks, slopes, and stones) in unstructured environments [62].
A ditch of width 360 cm and depth 37 cm was classified with a relative error percentage of 2.2
and 5.4 respectively.

2.1.2

LiDARs

Light Detection and Ranging (LiDAR) is an active sensor that generates 3D maps of the
environment. First, LiDAR emits a laser pulse into the surroundings. Then waits for the light
to reflect from objects in the surroundings. Finally, it calculates the position of the object
based on the time taken for the emitted light pulse to reach the sensor. Popular applications
of LiDARs are remote sensing and autonomous driving. In autonomous navigation, LiDARs
were used to generate the 3D representation of a scene in the form of point clouds. Researchers
referred to it with different acronyms, such as LIDAR, LADAR, lidar, and LiDAR [41]. In
the current research, we choose the acronym LiDAR. Unlike cameras with a limited field of
coverage, most LiDARs have a 360-degree field of coverage. Currently, LiDARs provide better
depth information than cameras. This section contains the description of different LiDARs
embraced by the research community to detect negative obstacles in different environments.
One of the early studies used two single-plane LiDARs (SICK LMS-291) to detect negative
obstacles. They were positioned on a truck to detect obstacles with a scan area of 100-degree
and 1-degree resolution [11]. Initially, LiDAR data was converted into local coordinates then
the elevation of adjacent points was compared to detect obstacles.
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The research community adopted 3D LiDARs as they can provide high precision 3D
maps of the environment [23] [29] [28]. In 2007, Heckman et al. proposed a possible
negative obstacle detection system that was provided with 3D LiDAR maps as input [23].
Ray-tracing was performed on the voxels to label them as either occluded or visible. Negative
obstacles were detected when there was a jump from visible to occluded voxels. Larson et
al. developed a negative obstacle detection system for a large and small unmanned ground
vehicle (UGV) [29]. A Velodyne HDL-64E LiDAR with 360-degree horizontal FOV and
28-degree vertical FOV was mounted on a large UGV (Max ATV). Whereas, the small UGV
(iRobot Packbot) had a Hokuyo UTM-30LX LiDAR with lesser horizontal (270-degrees) and
vertical FOV (2.5-degree) than the large UGV. The negative obstacle detector algorithm and
classification algorithm were implemented on the generated 3D maps from both the small
and large UGV LiDARs to detect negative obstacles. In another research study, a 3D LiDAR
(Hokuyo laser scanner) with a range of 30 meters and an angular resolution of 0.25-degree
was used to generate a 3D map [28]. Initially, all the 3D points obtained from the LiDAR were
mapped into 2D cells. Later the height of all points in the cells was calculated in terms of
Y-coordinates. If the adjacent cells had the identical maximum height for the points, then the
cells were marked as traversable cells else the presence of an obstacle.
Generally, 3D point clouds produced by LiDARs consist of the blind region (information
about the obstacles in this region is not recorded in the LiDAR data) as presented in figure 2.2
on page 21. To overcome this problem researchers mounted sensors on either side of the
vehicle [52] [33] [65]. Pioneering work on blind area reduction was done by [52]. They
proposed a novel setup with three 3D LiDARs. Two HDL-32 LiDARs were positioned on
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the top of the vehicle with the same angle on the left and right sides. An HDL-64 LiDAR
was placed on the top middle portion of the vehicle. Based on this setup, they developed
a mathematical model of the point distribution. They implemented an adaptive matching
filter-based algorithm to detect negative obstacles.
Research by Liu et al. embraced a similar setup, which was proposed by [52] but with
different LiDARs (VLP-16) to eliminate blind regions around the vehicle [33]. Their research
focused on the fast processing speeds of the LiDAR data and reduction in false alarm rates in
an off-road environment. From the 3D point cloud of LiDARs, height difference and slope
between adjacent points were calculated as provided in equation (2.1) and equation (2.2). They
were compared with defined height and slope thresholds to label a point as a negative obstacle
or a positive obstacle.






𝑡 ℎ𝑛







𝑡 ℎ = 𝑡 ℎ𝑛 + (𝑡 ℎ 𝑓 − 𝑡 ℎ𝑛 )(𝑑 − 𝑑 𝑧 )
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𝑡 𝑠 = 𝑡 𝑠𝑛 + (𝑡 𝑠 𝑓 − 𝑡 𝑠𝑛 )(𝑑 − 𝑑 𝑧 )


𝑑 𝑓 − 𝑑𝑧







𝑡 𝑠 𝑓

Where:
𝑡 ℎ = Height difference threshold.
𝑡 𝑠 = Slope threshold.
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, 𝑑 ≤ 𝑑𝑧
, 𝑑𝑧 < 𝑑 ≤ 𝑑 𝑓

(2.1)

, 𝑑 > 𝑑𝑓

, 𝑑 ≤ 𝑑𝑧
, 𝑑𝑧 < 𝑑 ≤ 𝑑 𝑓
, 𝑑 > 𝑑𝑓

(2.2)

𝑡 ℎ 𝑓 = Upper height difference threshold.
𝑡 ℎ𝑛 = Lower height difference threshold.
𝑡 𝑠 𝑓 = Upper slope difference threshold.
𝑡 𝑠𝑛 = Lower slope difference threshold.
Similar to the previous two studies [52] [33], two RS16 LiDARs were arranged in a tilted
manner on both sides of the vehicle along with an RS32 LiDAR on the vehicle top [65]. On
the point cloud data from the LiDARs, obstacle detection algorithms were implemented. The
algorithms produced a cliff map, negative map, and positive map. These maps were combined
to determine the traversable area for the navigation of the autonomous vehicle.
LiDAR-histogram was obtained from the point cloud of Velodyne HDL-64 S2 LiDAR with
360-degree horizontal FOV and 26.8-degree vertical FOV [14]. The 3D plane representing the
road in the LiDAR-histogram was converted into a 2D line segment. Points were classified as
positive obstacles if they were above the line segment else negative obstacles. Classification
of these points follows a threshold as shown in equation (2.3).






𝑃𝑛







𝑃 = 𝑃𝑝









 𝑃𝑟


, 𝑖 𝑓 𝐷 (𝑣) < 𝐵(𝑣)
, 𝑖 𝑓 𝐷 (𝑣) > 𝑇 (𝑣)

(2.3)

, 𝐼 𝑓 𝐵(𝑣) <= 𝐷 (𝑣) <= 𝑇 (𝑣)

Where:
𝑃 = A point in a set of LiDAR-histogram points.
𝑃𝑛 , 𝑃 𝑝 , 𝑃𝑟 = Point belongs to negative obstacle, positive obstacle, and road respectively.
𝐵(𝑣) = Bottom margin disparity for a scan line 𝑣.
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Figure 2.2: Top view of the LiDAR point cloud of a scene generated in MAVS. Mesh area in
red color represents the blind region.

𝑇 (𝑣) = Top margin disparity for a scan line 𝑣.
𝐷 (𝑣) = Assumed disparity of a point.
In a recent study, Zhou et al. developed a 2D depth map from the 3D point cloud of an
environment with the Velodyne HDL-64E LiDAR (360-degree horizontal field of view) [64].
Twenty height and distance difference features were extracted from the depth map. These
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features were used to train a logistic regression model. The trained model performed the
classification of different scenes with obstacles. The logistic regression method achieved
higher accuracy of 8.6 percent over the height difference method.

2.1.3

Unmanned Aerial Vehicles Equipped with Sensors

Detecting negative obstacles from the ground is extremely hard when they are behind
positive obstacles (e.g., trees and cars) because of the visibility. Visible and non-visible
negative obstacles are presented in figure 2.3 on the next page. To achieve greater visibility
researchers investigated the utility of unmanned aerial vehicles (UAV) to abet UGVs [55] [27].
Overall, the UAV generated aerial maps of the environment with onboard sensors to provide
vision from the air.
In 2002, Stentz et al. conducted research at Carnegie Mellon University (CMU) to integrate
a UAV into the autonomous navigation of a UGV [55]. The UGV can detect negative obstacles
at slower speeds with its onboard sensors. However, at high speeds, this becomes difficult for
a UGV. The Flying Eye, a UAV was employed to address this problem, as obstacles can be
detected easily from the air. The stereo vision and LiDAR systems were the primary sensor
systems of the Flying Eye. The stereo vision data was secured from two Sony XC-999 cameras,
and the LiDAR system contained a Riegl LD-90 laser rangefinder. On-board a TI C44 DSP
processor performed data processing from both the LiDAR and stereo systems. The UAV then
shared the processed data with the UGV through a wireless connection.
As a part of the CMU’s PerceptOR project, Kelly et al. made use of the same UAV (Flying
Eye) but with a different data collection approach [27]. This time both the UAV and UGV had
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Figure 2.3: Top view of the LiDAR point cloud of a scene generated in MAVS with visible
negative obstacle (VNO) and non-visible negative obstacle (NVNO).

sensors that could produce 3D maps. The UGV and UAV maps were merged to create a global
map. The global path planner used the global map to navigate in the environment. The UAV
was used not only for global path planning but also to see inside the negative obstacles.
Incorporating UAVs with UGV navigation can introduce challenges such as increased cost,
added maintenance of the UAV, rise in complexity as UAV navigation is not an easy task,
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and constant need of a UAV. These drawbacks make it difficult to use UAVs for commercial
navigation. However, researchers demonstrated the functionality of UAV integration to achieve
better obstacle detection [55] [27]. These drawbacks could be eliminated by utilizing overhead
data collected in advance. This idea was explored by [57], they collected overhead 3D data
with a helicopter several weeks before the experiment. The helicopter equipped with sensors
was controlled by a human operator from a height of 400 meters. UGV localization, vegetation
separation, and global path planning were performed using the overhead data.

2.1.4

Other Sensing Approaches

Some researchers explored the utility of multiple sensors to detect negative obstacles.
While on the contrary, others considered a different approach by not using traditional sensors
such as cameras and LiDARs. This section details the research that utilized multiple and
unconventional sensors to guide the vehicle in autonomous navigation.

2.1.4.1

Multiple Sensors

A multi-sensor data fusion strategy was endorsed by Dima et al. to widen the operational
range in various environmental conditions [18]. They deployed two types of camera sensors:
color and infrared cameras. The color and infrared images along with other sensors data were
provided as input to classifiers. The classifier fusion algorithm (stacked generalization) was
implemented to detect negative obstacles. A negative obstacle of dimensions 0.75 × 3 × 1
meters was detected from a range of three meters.
Autonomous navigation is comparatively strenuous in non-urban or outdoor environments
than urban or indoor environments [35]. In outdoor conditions, one sensor may not perform
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accurate obstacle detection at varying ranges. Manduchi et al. conducted experiments in nonurban or outdoor environments with a combination of two sensors: color stereo camera and
single-axis LiDAR [35]. A stereo camera is excellent at terrain color classification and longrange obstacle detection, whereas single-axis LiDAR can detect obstacles at smaller ranges.
The information from the sensors was analyzed using an algorithm based on [6] for detecting
negative obstacles.
Team Raptor’s perception module was equipped with multiple camera sensors to achieve
vision in different environmental, atmospheric, and light conditions [45]. Cameras embedded
in the perception module included: (a) two MWIR cameras to see through poor vision conditions like fog and nighttime, (b) one LWIR camera for night vision, and (c) one SWIR camera
for daytime detection of water bodies. They developed two algorithms that used different
sensor information to detect negative obstacles. One algorithm was based on geometry that
ran on sensor data from the color and SWIR cameras. Another one worked on the principle of
thermal signature and consumed data from the LWIR and MWIR cameras.

2.1.4.2

Unconventional Sensors

The pothole is one of the most common types of negative obstacles that occurs in the
on-road environment. If a pothole is not repaired quickly then it can cause an increase
in accidents, fuel consumption, road maintenance, traffic blockage, travel time, and vehicle
deterioration [16] [5]. Hence researchers focused on developing road monitoring systems that
can alert the government authorities.

25

A road monitoring system is necessary for road safety and maintenance; however, they are
expensive systems. De et al. developed a low-cost road monitoring system with acceleration
sensors [16]. An accelerometer ADXL202E was mounted on a vehicle. It recorded both
vertical and horizontal acceleration of the vehicle at a rate of 100 times per second. GPS
coordinates, vertical and horizontal accelerations were stored in the data file. Noise in the
data caused by vibrations of the vehicle’s engine was removed with a Butterworth filter. To
extract potholes from the filtered data, a threshold (𝑇) was calculated as shown in equation
(2.4). If vertical acceleration is greater than the threshold then the data indicates the presence
of a pothole.

𝑇 = 𝑚 ∗ 𝑠𝑡𝑑 (𝑌 𝑓 )

(2.4)

Where:
𝑌 𝑓 = Filtered vertical accelereation value.
𝑚 = 2.2 (constant value).
A road monitoring framework was developed by [5] to detect, avoid, and maintain a specific
type of negative obstacles called potholes. They used laser and pressure sensors to obtain depth
and intensity information about the pothole. Each time a vehicle encounters a new pothole that
was not registered in the database, it was stored in a database with a unique identifier along with
its GPS location. A notification was sent to all the vehicles in a range of 20 meters. Also, they
developed an algorithm that selected the fastest route with fewer potholes to the destination.
If a particular pothole was encountered multiple times then that pothole was marked as a high
priority. This information was later used to warn the road safety authorities for maintenance.
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A homogeneous framework with a different sensor to detect potholes and humps was
implemented by [34]. They positioned an ultrasonic (HC-SR04) sensor to look vertically
down on the road. The ultrasonic sensor can measure the distance between the vehicle and
the ground surface. They defined a measured distance as a threshold (16 cm) in the absence
of obstacles. When a vehicle passes through an obstacle it was either classified as a pothole
(greater than the threshold) or a hump (less than the threshold).
Unlike sensors in previously discussed research, Jiang et al. experimented with Ultrawide-band synthetic aperture radar (SAR) to detect negative obstacles (ditch type) in off-road
environments [25]. Compared to the traditional sensors SAR has many advantages such as
robust data collection in various weather conditions, can see through vegetation, and image
generation with edge information. The authors conducted experiments with three different
frequency bands antennas (6-8GHz, 9-11GHz, and 13-15GHz) and they successfully detected
edges of negative obstacles with all the antennas.

2.2

Algorithmic Approaches
To localize negative obstacles from the raw sensor data researchers designed several

algorithms to meet the requirements of the study. These algorithms can be classified into
three categories: rule-based, machine learning, and image processing. This section discusses
algorithmic approaches followed by researchers performing negative obstacle detection.

2.2.1

Rule-based

Rule-based algorithmic approaches follow a set of predefined rules often coded by a
programmer. Rule-based approaches do not require data sets for training and testing. However,
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they lack the learning aspect, and the performance in a given environment is dependent on
the defined rules. Mostly in rule-based algorithms, a cutoff or threshold is established. If the
calculated value is less than the threshold then it is classified into one group else another group.
In 2011, Larson et al. developed a negative obstacle detector (NODR) algorithm that
takes LiDAR data as input [29]. In this algorithm, ray tracing was performed on the road
surface to detect gaps. As information about negative obstacles heavily depends on the range,
they marked detected gaps as potential negative obstacles from long distances. The potential
negative obstacles were further classified as true negative obstacles from a closer proximity.
Overall, the NODR applies a set of conditions after detecting gaps. These conditions classified
an obstacle as a potential negative obstacle, a true negative obstacle, or not a negative obstacle.
The height-length-density (HLD) terrain classification algorithm was proposed by Morton
et al. [42]. HLD combined ideas from existing research to produce better results even in cases
of partial information. The environment was divided into cells, a tuple (height, length, density)
was calculated for each cell from 3D LiDAR point cloud data. The tuples were passed to an
HLD classification model that used pre-programmed rules by a human expert to classify a cell
as an obstacle or not. This algorithm performed terrain analysis for an area of 15 square meters
in 280 milliseconds.
Multi and single resolution stereo algorithms were applied to stereo images to estimate
stereo disparities [19]. The obstacle detection algorithm ran on estimated stereo disparities to
generate a 3D point cloud. Negative obstacles were detected by analyzing the depth jumps of
the points in the 3D point cloud. A hysteresis threshold was applied to every pixel to classify it
as either a grow pixel or seed pixel based on depth jumps ratio (refer to equation (2.5)). Later
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grouping and post-processing methods were applied to these pixels to detect negative obstacles
with greater accuracy.

𝑁𝑢 =

𝑑𝑍𝑢
𝐸 𝑑𝑍𝑢

(2.5)

Where:
𝑁𝑢 = Ratio between uncertainty corrected and expected depth jumps.
𝑑𝑍𝑢 = Minimum bound of estimated depth difference.
𝐸 𝑑𝑍𝑢 = Expected depth jump.
Karunasekera et al., employed the NvidiaVisionWorks library to construct a disparity map
from raw stereo camera data [26]. A road profile was extracted from the U-disparity and
V-disparity maps, which were generated from the disparity map. They made use of the fact
that negative obstacles should be on the ground surface and this idea helped them to reduce the
solution search space. In their approach, multiple constraints should be satisfied to classify a
ground pixel as a negative obstacle.
In another study, the environment that the robot had to navigate was divided into three
regions: local (within 0.5 meters from the robot), regional (within 5 meters from the robot),
and global (within tens of meters from the robot) by [50]. They calculated a traversability
index for each of the three regions from different terrain characteristics. The local traversability
index was measured based on surface softness and local obstacles such as large rocks and deep
ditches. The regional traversability index was calculated from terrain slope and roughness.
The global traversability index was determined from the global traversability map. The indices
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were labeled using fuzzy logic rules namely, poor, low, moderate, and high. The mobile robot
used these labels to travel in a less risky path.
Data from the different sensors such as cameras and LiDARs was collected and stored
in a database to detect obstacles [11]. Initially, data from LiDARs was translated into a
local coordinate system, then relative heights of neighboring scan points were measured. The
measured points were compared to check for discontinuities that represented potential negative
obstacles. The detected obstacles were stored in a database, which was later used by a path
planning module for the safe locomotion of the TerraMax vehicle.

2.2.2

Machine Learning

Machine learning algorithms (MLA), instead of following a set of rules, learn from data and
progress at performing a task over time. Support vector machines (SVM) and neural networks
(NNs) are two widely used variants of MLAs used in negative obstacle detection [29] [51] [53].
MLAs are recommended over rule-based algorithms in cases such as when information about
the environment is not known completely, and there are numerous rules to code. MLAs are
broadly classified into three types: supervised, unsupervised, and reinforcement learning.
Supervised and unsupervised are data-driven approaches, whereas reinforcement learning is a
behavior-driven approach.
SVM, a supervised machine learning algorithm, was adopted by Larson et al. to classify
between negative and positive obstacles [29]. During training, the SVM was provided with
various parameters obtained from LiDARs, and ground truths of the obstacles (both negative
and non-negative). The obstacle detection accuracy was limited by range. For smaller ranges
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(6 to 8 meters) accuracy was 100 percent, and accuracy dropped to 89 percent for longer ranges
(16 to 20 meters). More recently, SVM was used in research by [51] to classify negative
obstacles from the background. Based on features from LiDAR with a particular setup, a
manual collection was created with positive and negative obstacles. Feature vectors were
computed for the collected data, which was used to train the SVM. On unseen or test data,
initially, feature vectors were calculated. Later the classification was performed by a trained
SVM on the feature vectors to detect negative obstacles.
In autonomous driving, neural networks (NNs) were used to provide vision and scene
interpretation [53] [9] [56]. Primarily, vision systems were used for object detection and
segmentation on a 2D image or video data. A NN was implemented to perform terrain
classification tasks by [53]. After pre-processing the data from sensors, features were extracted
that were fed as input to a NN. The NN had just one hidden layer but multiple output nodes. It
was trained on human-labeled data using a back-propagation algorithm with a learning rate of
0.1. Here the NN classified terrain into multiple classes such as dirt, road, trees, grass, bushes,
and water. An overhead system then used these classifications for generating cost maps with
both negative and positive obstacles. Bhatia et al., employed convolutional neural networks
(CNN) on thermal images to detect potholes during nighttime conditions [9]. The CNN had
2D convolutional layers, rectified linear unit (ReLU) activations for hidden layers, sigmoid
activation at the output layer, and binary cross-entropy for the loss function. This network
achieved an accuracy of 97.08 percent when trained on 4,320 images and tested with 104
images. In another research study, Mask-RCNN and U-Net were used to detect and segment
potholes [56]. Both models used cross-entropy as a loss function with the same number of

31

epochs (200), validation samples (110), and test samples (90). They observed that Mask-RCNN
provided better classification accuracy than U-Net in terms of accuracy, precision, recall, and
f1-score.
A single model may not yield better results in all cases, stacking can address this issue.
Input from different sensors was sent to classifiers, the output from all the classifiers was
fused into a single result to detect obstacles by [18]. They used stacked generalization, an ML
approach to perform classifier fusion. The results obtained from this method were consistent
with the neural network.

2.2.3

Image Processing

Generally, image processing is applied to the data from the sensor to clean the data (by
removing discrepancies) and for feature extraction. Rieder et al. utilized image processing
software called Acadia on the high-resolution data obtained from three stereo camera pairs [47].
The operations performed on stereo images included affine image wrapping, quadratic image
wrapping, image correlation, peak finding, gaussian, and laplace filtering. The primary reason
for image processing is to generate a disparity image that helps path planners to detect and
avoid both positive and negative obstacles.
A linear LED light, along with the optical imaging principle was used to detect potholes
by [61]. The central idea of their research was that in the absence of an obstacle, light is
visible as a straight line when viewed from any angle. In the presence of negative obstacles
(potholes), the light pattern on the ground surface will be deformed. To detect the potholes they

32

extracted the deformed light by performing multiple digital image processing techniques such
as binarization, thinning, three-dimensional reconstruction, error analysis, and compensation.
Bharadwaj et al. performed a series of image processing techniques on the RGB images
from cameras to detect potholes [8]. First, the RGB image from a camera was converted into
a grey-scale image. Second, a threshold was applied to the grey-scale image to create a binary
image. Third, background noise induced by sources like stones was separated from the binary
image. Finally, edge detection was performed on the binary image with filtered noise to detect
potholes.

2.3

Implementation Environment
Researchers evaluated the performance of algorithms by implementing them in different

environments. Implementation environment can be broadly classified into two types, simulation and the real world. Researchers choose simulation environments due to safety, time
efficiency, and the freedom for changing environment features such as terrain type and weather
conditions. Unity3D and MAVS are commonly used software for simulation [17] [22]. In the
real-world environment based upon the requirements, several platforms were adopted by the
research community such as UGVs (e.g., Max ATV and iRobot Packbot), UAVs (e.g., Flying
eye), and experimental vehicles (e.g., LS3) [55] [4] [29].

2.4

Limitations
In the past quarter-century, substantial contributions were made by the researchers in

detecting negative obstacles for the safe locomotion of vehicles. However, existing literature
consists of some limitations that need to be addressed. This includes allowing the path planner
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to choose the optimal path either inside or around negative obstacles. Most studies treat the
negative obstacle as a 2D entity despite its three-dimensional nature. Ray tracing was employed
to detect negative obstacles, but this requires information such as LiDAR specifications and
physical parameters (e.g., the height of LiDAR from the ground). This information can vary
depending on the sensor and vehicle. Experiments were often conducted with a few negative
obstacles, which makes it difficult to evaluate the performance of the negative obstacle detection
system from varying ranges, viewing angles, and terrain types.

2.5

Summary
To effectively address the challenges in negative obstacle detection, the research commu-

nity adopted different sensors and algorithmic approaches. Most researchers used cameras and
LiDARs as the primary sensors. As it is difficult to see the entire negative obstacle from the
ground, researchers used UAVs (equipped with sensors) to increase the visibility of negative
obstacles. Since different sensors provide different information about the negative obstacles the
researchers explored multi-sensor fusion techniques. Researchers also conducted experiments
with unconventional sensors such as accelerometers, ultrasonic, SAR, and pressure sensors.
Algorithmic approaches followed by the researchers can be classified into rule-based, machine
learning, and image processing. The researchers implemented the algorithms in real-world
and simulated environments.
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CHAPTER III
APPROACH

3.1

Overview
The pipeline for the proposed shape estimation approach is presented in figure 3.1 on the

following page. Negative obstacle detection is a component of the shape estimation approach.
The points passing through a negative obstacle and the output of the negative obstacle detection
module, can be used to calculate the location and range of the negative obstacle. In addition
to detecting negative obstacles, the approach for this research can determine the 3D shape and
can provide depth information of the negative obstacles identified.
LiDAR generates a 3D point cloud of a scene with one or more negative obstacles. A
grouped frequency distribution was implemented on the 3D point cloud data to determine a
threshold. The threshold was applied to the point cloud in order to classify the 3D points
into two types of points: points that pass through negative obstacles or ground points. After
applying the threshold, the 3D points were converted into 2D by suppressing their 𝑧 coordinates.
This process reduced overload at the time of clustering. Possible edge points of the negative
obstacles were extracted from the ground points. Later possible edge points and points passing
through negative obstacles were fused together. Clustering was performed on the 2D fused
data to identify the set of points associated with each negative obstacle in a scene. Finally, 2D
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Figure 3.1: Pipeline of the proposed shape estimation approach.

points of negative obstacles were converted into 3D and curve fitting was performed on the 3D
points to estimate the shape of the negative obstacles identified.
Figure 3.2 on the next page is a semantic diagram of a negative obstacle and it is partially
motivated by [39] [29] [25] [65]. A complete 360-degree view of a negative obstacle is not
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available in a LiDAR return due to the presence of a non-visible portion of the obstacle. Points
that belong to a negative obstacle in the LiDAR returns could be classified into two categories:
edge points 𝐸, and points passing through negative obstacles 𝑃. For a perfectly smooth terrain
𝑧 coordinate values of all edge points are equal to zero since they lie on the ground surface.
𝐸 1 and 𝐸 2 are edge points of a negative obstacle with center c. 𝑃11 , 𝑃21 and 𝑃𝑛1 are the points
passing through the negative obstacle. D is the visible depth of the negative obstacle detected
from the LiDAR data.

Figure 3.2: Side view of a negative obstacle along with a LiDAR labeled as A positioned on
top of an unmanned ground vehicle (UGV).
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3.2

Threshold Calculation
A constant value can be chosen as the threshold to distinguish between ground points

and points passing through negative obstacles. However, this was not an ideal method since
different terrain types produce a varying distribution of points in the LiDAR point cloud data.
Therefore, a varying threshold was required, which was achieved by implementing a grouped
frequency distribution at two levels, each with 𝑛 groups (𝑛=20). The relationship between the
frequency of the groups in level one and the size of the 3D point cloud (𝑁) is described in
equation (3.1):
𝑛
Í

𝑓𝑖

𝑖=1

=1

(3.1)

𝑁
where, 𝑓𝑖 is the frequency of 3D points in a group 𝑖 (𝐺 𝑖 ). Every point 𝑝(𝑥, 𝑦, 𝑧) in the point
cloud had three coordinates: 𝑥 and 𝑦 lie on the plane parallel to the motion of the vehicle, and
the 𝑧 coordinates represent the axis perpendicular to the vehicle and the plane. Let 𝑍 be the set
of 𝑧 coordinates of all the points in level one. Upper and lower limits of groups in the levels
were calculated as shown in equation (3.2).
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(3.2)

where, 𝑍 𝑚𝑎𝑥 is the maximum value of the set 𝑍, 𝑀𝑙 is the minimum value of the 𝑧 coordinates
and varies with level 𝑙=1, 2 as 𝑀1 and 𝑀2 . Ranges of the frequency distribution 𝑟 1 and 𝑟 2 for
both levels were calculated as follows:
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 𝑧 𝑚𝑎𝑥 − 𝑧 𝑚𝑖𝑛


if 𝑙 = 1

(3.3)




 𝑧 𝑚𝑎𝑥 − 𝐺 𝐿 if 𝑙 = 2

In level 1, a group was registered as a jump group (𝐺 𝑗 ) whose frequency was more than
𝑟𝑙 =

thrice the previous group and 𝐺 𝑗 had a lower limit of 𝐺 𝐿 . To further narrow down the jump
region, a frequency distribution was applied with the same conditions as level one but with a
different range 𝑟 2 . The lower limit of the jump region from level two acted as a threshold and
it varied according to the terrain type.

3.3

Points Passing through Negative Obstacle Extraction
Raw LiDAR point cloud data consists of returns from the surrounding environment includ-

ing negative obstacles (refer to figure 3.3 on the following page). All the points in the LiDAR
point cloud with 𝑧 coordinate values less than or equal to the threshold were considered as
points passing through negative obstacles 𝑃 of size 𝑎 × 3 else ground points (refer to figure 3.3
on the next page). A 3D set of points in 𝑃 were reduced to 2D of size 𝑎 × 2 (refer to figure 3.5
on page 44) by dropping the 𝑧 coordinate values.

3.4

Possible Edge Points of Negative Obstacle Extraction
The ground points that were obtained by applying the threshold were passed as a 2D

input for Algorithm 1 to extract the potential edge points of the negative obstacles identified.
Algorithm 1 used Delaunay triangulation to compute the triangle matrix. A triangulation over
a set of 2D points can be defined as a Delaunay triangulation if there is no point inside the
circumcircle of any triangle in the network of triangles [24].
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Figure 3.3: Applying a threshold to a LiDAR point cloud data with a hole of depth 1.5m,
diameter 2m, and center (7,7). (a) 3D plot of raw LiDAR point cloud data of a scene. (b)
Magnified to the site of the negative obstacle. (c) 3D plot of points passing through the negative
obstacle. (d) Ground points.

Delaunay triangulation was applied on the ground points, which generated a matrix 𝐷𝑇 of
size 𝑘 × 3 for 𝑘 triangles with each row containing row indices of ground points that formed
a triangle (refer to figure 3.4 on the next page). A triangle matrix 𝑇 𝑀 of size 𝑘 × 6 was
constructed on top of the above matrix by replacing indices with the corresponding 2D ground
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points. For every row in the triangle matrix, a row matrix of size 1 × 3 was created where each
element represented the length of a unique side (𝑠1 , 𝑠2 , and 𝑠3 ) in a triangle. Most triangles
that were a product of the Delaunay triangulation took at least one vertex from the neighboring
LiDAR ring. The distance of any two adjacent points in the same LiDAR ring was smaller than
the distance to the nearest point in neighboring LiDAR rings unless, there was a discontinuity
of points in the same LiDAR ring representing the presence of a negative obstacle. In other
words, triangles in the negative obstacle region had a lesser difference between the largest and
smallest sides than others. Triangles with the ratio of largest to smallest side greater than 𝑇 (𝑇
= 5) were eliminated from the triangle matrix by assigning the area as zero (𝐴(𝑖) = 0).

Figure 3.4: (a) Delaunay triangulation on the ground points. (b) Possible edge points.

In this approach, only one LiDAR was used unlike [52], the generated point cloud resulted
in a blind region, and triangles in this region followed the above ratio of largest to smallest
side. However, the triangles in the blind region had higher areas than the triangles outside
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this region so these were removed from the triangle matrix by only selecting the triangles with
an area less than 𝑡2 square meters (𝑡2 = 10). The area of the triangle 𝐴(𝑖) was computed by
using the previously calculated sides of the triangle along with the corresponding perimeter
of the triangle 𝑝𝑖 . The triangle matrix with triangles that had an area greater than 𝑡1 square
meters (𝑡1 = 0.1) went through the final filtration process, which removed the triangles with
the areas assigned to zero as well as the smaller triangles that were not found in the negative
obstacle region. The resulting triangle matrix was 𝑒 after removing undesired triangles of
size 𝑚 × 6 where 𝑚 < 𝑘 and 𝑒 had vertices of triangles that were possible edge points of the
negative obstacles (refer to figure 3.4 on the preceding page). Some false positive edge points
were generated from this process, but these false positives were handled as error points in the
clustering section.

3.5

Fusion
A matrix 𝐸 of size 𝑛 × 2 where 𝑛 = 3 × 𝑚 was generated by flattening 𝑒 such that each row

represents a triangle vertex in the form of a 2D point. 𝐸 could have duplicate rows if two or
more triangles share a common vertex, so duplicate rows of 𝐸 were dropped and the size of 𝐸
becomes 𝑟 × 2 where 𝑟 ≤ 𝑛. Points passing through the negative obstacles 𝑃 and possible edge
points were fused together to form points that were associated with the negative obstacles 𝐹 =
𝐸 ∪ 𝑃 and 𝐹 had a size of 𝑏 × 2 where 𝑏 = 𝑎 + 𝑟 (refer to figure 3.5 on page 44).

3.6

Clustering
Clustering algorithms divide a given data set into multiple clusters or groups based on

clustering criteria [32]. Ideally, data points in individual clusters share common attributes.
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Algorithm 1 Potential edge points extraction
Input: 2D ground points
Output: Potential edge points of the negative obstacles
1:

𝑗 ←0

2:

Read the set of 2D ground points 𝑔 𝑝(𝑥, 𝑦)

3:

Apply Delaunay triangulation on 𝑔 𝑝(𝑥, 𝑦) and store result in 𝐷𝑇

4:

𝑇 𝑀 ← 𝑔 𝑝(𝐷𝑇)

5:

for 𝑖 = 1 to size of 𝑇 𝑀 do

6:

For 𝑇 𝑀(𝑖) find 𝑠1 , 𝑠2 , and 𝑠3

7:

if (largest to smallest side ratio > 𝑇) then

8:
9:

𝐴(𝑖) = 0
else

10:

𝑝𝑖 = 𝑠1 + 𝑠2 + 𝑠3

11:

𝑝=

12:

𝐴(𝑖) =

𝑝𝑖
2

√︁

𝑝( 𝑝 − 𝑠1 )( 𝑝 − 𝑠2 )( 𝑝 − 𝑠3 )

13:

end if

14:

if (𝑡1 < 𝐴(𝑖) < 𝑡2 ) then

15:

e( 𝑗)← 𝑇 𝑀(𝑖)

16:

𝑗 ← 𝑗 +1

17:

end if

18:

end for

19:

return 𝑒
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Figure 3.5: (a) 2D plot of points passing through the negative obstacle. (b) Fused points.

They are widely used for knowledge discovery in spatial data sets such as satellite imagery and
X-ray crystallography [20]. The clustering problem has been researched in various fields such
as image processing, machine learning, and statistics. 𝑘-means and DBSCAN are two popular
clustering algorithms. The 𝑘-means clustering algorithm requires the number of clusters as
input to identify groups in the data set. Whereas DBSCAN is a density-based clustering
algorithm that groups points into clusters without the need of cluster size, and points were
labeled as noise if they don’t belong to any cluster [20]. The number of clusters in a scene
is unknown as negative obstacles can vary from scene to scene. Hence DBSCAN clustering
is used in this research for identifying the negative obstacle groups. The average and worst
time complexity of the DBSCAN clustering algorithm on a 2D set of points is 𝑂 (𝑛 ∗ 𝑙𝑜𝑔𝑛)
and 𝑂 (𝑛2 ) respectively which increases for higher dimensions (3D) [10] [20]. To minimize
time complexity all the points in the 3D point cloud were reduced to 2D after the threshold
calculation.
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DBSCAN clustering was implemented on the fused 2D points 𝐹 with radius of neighborhood 𝑒 𝑝𝑠𝑖𝑙𝑜𝑛 = 1 and 10 minimum number of points in the neighborhood 𝑚𝑖𝑛𝑝𝑡𝑠 = 10.
DBSCAN outputs a matrix 𝐼 of size 𝑏 × 1 consisting of cluster indices for each 2D point in 𝐹,
unique values of 𝐼 represent number of clusters in a scene including the error group indexed
as -1 (refer to figure 3.6).

Figure 3.6: DBSCAN clustering on fused points (error points colored in red).

3.7

Curve Fitting
2D points in 𝐹 were converted into 3D points by adding 𝑧 coordinate values from the

LiDAR 3D point cloud. If the 𝑥 and 𝑦 coordinates of a 2D point in 𝐹 were equal to 𝑥 and
𝑦 coordinates of a 3D point in the LiDAR point cloud, then the 𝑧 coordinate of the 3D point
was added to 𝐹, and the size of 𝐹 grows to 𝑏 × 3. The resultant matrix 𝑅 of size 𝑏 × 4 was
made by adding the cluster indices 𝐼 to corresponding 3D points as the fourth column. The
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first three elements in a row represents 𝑥, 𝑦, and 𝑧 coordinates of a 3D point and the fourth
element represented the index of cluster for this 3D point. Rows with the fourth element as -1
were dropped in 𝑅 to remove error points, unique values in the fourth column of 𝑅 gave the
number of identified negative obstacles. On every cluster with a set of 3D points representing
the visible portion of a negative obstacle by LiDAR, interpolation was performed to estimate
the shape of the negative obstacle.
Interpolation is a procedure to generate missing points from a known set of points [54].
In this research, five different interpolation techniques (linear, nearest neighbor, biharmonic,
cubic spline, and thin-plate spline) were employed. The evaluation results showed thin-plate
spline and biharmonic interpolation provided better results in terms of smoothness than the
others.

3.8

Summary
This chapter describes a novel 3D shape estimation method by using LiDAR point cloud

data to analyze the negative obstacles based on the visible portion. This method comprises six
steps: (1) finding the threshold, (2) extracting points passing through the negative obstacles,
(3) detecting possible edge points of the negative obstacles, (4) fusion, (5) clustering on the
fused points, and (6) curve fitting. Evaluations for this research were conducted based on this
approach.
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CHAPTER IV
EVALUATIONS

A total of eight different evaluations were conducted as a part of this research. These
eight evaluations along with the results are provided in this chapter. Processes that were
used to conduct the evaluations are presented in the figure 4.1 on the next page. All of the
evaluations start by running a python program with user-defined parameters such as terrain
roughness, features, and quantities of negative obstacles. This program invokes a MAVS
instance, which creates a scene with specified parameters. A 3D LiDAR point cloud of a
scene and ground truth of negative obstacles were collected and stored in a local drive. The
proposed shape estimation approach described in Chapter III was applied to the 3D LiDAR
point cloud to perform localization and estimate the shape of negative obstacles identified.
From the estimated shape, features of negative obstacles were calculated that serve as the
evaluation results. Same negative obstacles and number of negative obstacles were not used
to conduct all the evaluations because different evaluations require different data. However,
within the evaluation number of negative obstacles and the set of negative obstacles remained
constant for different conditions such as different interpolation techniques, varying viewing
angles, and varying widths. The analysis was performed by comparing ground truths with the
evaluation results. In addition to calculating evaluation results, the estimated shape was used
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to generate a 𝑛 × 𝑛 3D grid of points. The first eight evaluations validate the proposed approach
while methodologies in Chapter V utilize the outcome from the proposed approach to calculate
rollover-free locations and to estimate the curvature of the negative obstacles identified.

Figure 4.1: Evaluation processes.

4.1

Software
The software required to conduct the evaluations are listed below:
1. The Mississippi State University Autonomous Vehicle Simulator (MAVS) [12] was
employed to generate a LiDAR 3D point cloud of scenes with different kinds of negative
obstacles along with the ground truths [15].
2. Python 3.7.3 was used for scene creation, collecting ground truths, and to modify the
dimensions of the negative obstacles in MAVS.
3. MATLAB [36], a product of MathWorks, is a software package with built-in functions
and applications that allow for the manipulation of matrices similar to scalar [60].
MATLAB was used to implement the algorithms and generate experimental values.
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4.2

Equipment
Since the simulation environment selected for this research only required a standard com-

puter for operation, that was sufficient to conduct or replicate the evaluations. A computer
with a Windows 10 operating system (64-bit ), 16 GB ram, and Intel(R) Core(TM) i7-7700K
CPU was used for the evaluations.

4.3

Data Collection
Data was collected automatically and stored in the predefined location selected by the

researcher. Programming data collection is time efficient and removes manual errors. Processes
in this research produced quantitative (numeric) and qualitative (image) data. Quantitative data
included 3D LiDAR point clouds of the scenes, ground truths, the evaluation results, 𝑛 × 𝑛
3D grid of points, and rollover-free 3D points. Ground truths and the evaluation results were
collected in comma-separated values (CSV) file format, other quantitative data was collected
in a text file format. Qualitative data (estimated shape, and curvature map) was stored in the
portable network graphics (png) file format.

4.4

Data Analysis
Primary data collected from the evaluations was used to perform the data analysis. Quan-

titative and qualitative data analysis techniques were adopted to analyze quantitative and
qualitative data respectively. Quantitative data analysis was used to analyze the first seven
evaluations and the cutting the corners methodology.
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4.4.1

Quantitative Data Analysis

The estimated shape of negative obstacles was subjected to tight bounds, center 𝐶 (𝑥, 𝑦)
and the dimensions were calculated as follows:



𝑢𝑥 + 𝑙𝑥 𝑢 𝑦 + 𝑙 𝑦
𝐶 (𝑥, 𝑦) =
,
2
2


(4.1)

𝑆𝑥 = 𝑚𝑎𝑥(𝑢 𝑥 , 𝑙𝑥 ) − 𝑚𝑖𝑛(𝑢 𝑥 , 𝑙𝑥 )

(4.2)

𝑆 𝑦 = 𝑚𝑎𝑥(𝑢 𝑦 , 𝑙 𝑦 ) − 𝑚𝑖𝑛(𝑢 𝑦 , 𝑙 𝑦 )

(4.3)

𝑊 = 𝑚𝑖𝑛(𝑆𝑥 , 𝑆 𝑦 )

(4.4)

𝐿 = 𝑚𝑎𝑥(𝑆𝑥 , 𝑆 𝑦 )

(4.5)

𝐷 = |𝑙 𝑧 |

(4.6)

where, 𝑢 𝑥 , 𝑢 𝑦 , 𝑢 𝑧 , 𝑙𝑥 , 𝑙 𝑦 , and 𝑙 𝑧 are upper and lower bounds of the 𝑥, 𝑦, 𝑧 axes respectively.
𝑆𝑥 , 𝑆 𝑦 are the spread of negative obstacles in 𝑥, 𝑦 axes with width 𝑊, length 𝐿 and depth 𝐷.
The calculated dimensions of negative obstacles were compared with ground truths to validate
the proposed approach. Error metrics that were used in the analysis are absolute error, mean
absolute error, and range for the features (depth, diameter, Xcenter, and Ycenter) that were
calculated as follows:
𝐸 𝑓 = 𝐺𝑇 𝑓 − 𝑀 𝑃 𝑓

(4.7)

𝐴𝐸 𝑓 = |𝐸 𝑓 |

(4.8)

𝑡𝑠
Í

𝑀 𝐴𝐸 𝑓 =

𝐴𝐸 𝑓

𝑖=1

(4.9)
𝑡𝑠

𝑅 𝑓 = 𝑚𝑎𝑥(𝑀 𝐴𝐸 𝑓 ) − 𝑚𝑖𝑛(𝑀 𝐴𝐸 𝑓 )
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(4.10)

where, 𝐸 𝑓 , 𝐴𝐸 𝑓 , 𝑀 𝐴𝐸 𝑓 , and 𝑅 𝑓 are error, absolute error, mean absolute error, and range
of absolute error for the features 𝑓 . 𝐺𝑇 𝑓 , 𝑀 𝑃 𝑓 are ground truths generated by MAVS and
model predictions of 𝑓 obtained from the estimated shape. 𝑡 𝑠 is the total number of negative
obstacles. The described approach may result in overestimates and underestimates for the
features of negative obstacles. In case of overestimates, the total or mean error of multiple
samples may not represent the actual error. To overcome this issue absolute error was selected
in this research in addition to error. However, mean absolute error is a single error metric and
it is difficult to analyze the performance when multiple samples are involved. Hence to capture
the distribution of error, the absolute error of the samples was analyzed with box plots.

4.4.2

Qualitative Data Analysis

Content analysis, a qualitative data analysis technique was used to analyze the data for
the methodologies presented in Chapter V. In the 2D point grid generation methodology,
the specified shape of the negative obstacle at the time of scene creation was compared
with the estimated shape to validate the approach. In the calculation of rollover-free positions
methodology, the frequency of rollover-free location pairs were calculated. If the ratio between
total possible positions of the vehicle and rollover-free positions is equal to one then the vehicle
is safe to traverse in any region of a negative obstacle, else rollover of the vehicle can happen at
certain positions. In the curvature estimation of negative obstacles methodology, the curvature
maps were generated from the estimated shape. If a negative obstacle has a high frequency of
curvature regions then it is difficult for the vehicle to traverse inside the negative obstacle.
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4.5

Evaluations
This section describes the purpose of the evaluations, followed by the design procedure,

and then the analysis of the results from each of the evaluations. Five different interpolation
techniques were used to estimate the shape of the negative obstacles in all the evaluations.

4.5.1

Evaluation 1: Shape Estimation of Holes

Holes are one of the common negative obstacles with closer dimensions (width and length)
in the ground plane. This evaluation had two purposes, first was to estimate the shape of holes
using the shape estimation approach. Second, was to find the best among the five interpolation
techniques (linear, cubic, nearest neighbor, biharmonic, and thin-plate spline) to estimate the
shape of holes. This subsection describes the design, analysis, and results of evaluation 1.

4.5.1.1

Design

MAVS has the functionality to generate holes at user-defined locations and dimensions
that served as ground truths. For this evaluation, 25 holes were placed at random locations
in MAVS to generate LiDAR point cloud data of the scene and ground truths. The described
approach was applied to the LiDAR point cloud to estimate the shape of the holes. From the
estimated shape, features of the holes were calculated. In this evaluation, a total of 125 (25 for
each of five interpolation techniques) data points were collected. Each data point contained
four distinct features (𝑥-coordinate of the center, 𝑦-coordinate of the center, diameter, and
depth) of the hole identified.
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Figure 4.2: Estimated shapes of a hole of depth 1m, diameter 2m and center (7,7). (a) Fused
3D points. (b) linear interpolation. (c) cubic interpolation. (d) nearest neighbor interpolation.
(e) biharmonic interpolation. (f) thin-plate spline interpolation.
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Figure 4.3: Distribution of error for the features of the 25 holes with different locations and
dimensions using biharmonic, thin-plate spline, cubic, and linear interpolation techniques.
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Figure 4.4: Distribution of error for the features of the 25 holes with different locations and
dimensions using nearest neighbor interpolation.

4.5.1.2

Analysis and Results

Figure 4.2 on page 53 consists of the 3D LiDAR points associated with the negative obstacle
and the estimated shapes of a hole with five different interpolation methods. Ideally, the hole
diameter should be equal to both 𝑊 and 𝐿 of a negative obstacle, and we considered 𝑊 as the
diameter (Diam) of the hole. Estimated shapes of a hole with the linear, cubic, and nearest
neighbor interpolation techniques produced sharper edges than the biharmonic and thin-plate
spline interpolations (refer to figure 4.2 on page 53). Cubic and linear interpolations yield
sharper edges at the bottom of the hole than others. Estimated shape with biharmonic has the
highest depth coverage followed by thin-plate spline. Cubic, linear, and nearest neighbor have
nearly equal coverage in terms of depth.
Table 4.1 contains the ground truths of the holes on the left-hand side and the evaluation
results rounded to one decimal place on the right-hand side for biharmonic (B) and thinplate spline (T) interpolation. We were able to perform shape estimation of small holes with
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Table 4.1: Evaluations for holes (in meters)
Ground Truths
Diam

Depth

Center

1.5

0.8

(8,0)

2

1.5

0.5

2

0.8

1

0.6

0.5

1

1

Evaluation Results
Inter Diam

Depth

Center

B

1.4

0.4

(7.9,0.0)

T

1.4

0.4

(7.9,0.0)

B

1.9

1.1

(-9.9,9.9)

T

1.9

0.5

(-9.9,9.9)

B

1.3

0.4

(0.0,17.1)

T

1.3

0.2

(0.0,17.1)

B

0.6

0.1

(6.9,7.0)

T

0.6

0.1

(6.9,7.0)

B

1.8

0.5

(0.0,11.0)

T

1.8

0.5

(0.0,11.0)

B

1.0

0.2

(0.0,11.0)

T

1.0

0.2

(0.0,11.0)

(-10,10)

(0,17)

(7,7)

(0,11)

(0,11)

both diameter and depth of 0.5 meters. The shape estimation approach was applied to holes
with the center 17 meters away from the vehicle. The last two rows of Table 4.1 show the
results for the holes that have the same depth and center, but a varying diameter. The shape
estimation approach yields better results for a hole with a large diameter. Since wider holes
allow for higher numbers of LiDAR rings to pass through them resulting in more information
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being collected. This was consistent with the work by [39], which suggests visibility (𝜃) is
proportional to the width of the negative obstacle (𝑤).
The Distribution of error for the different interpolation techniques for the 25 holes are
represented as boxplots in figure 4.3 on page 54 and figure 4.4 on page 55. Error for the
features, excluding diameter, is skewed downward as we can see the lower box and whiskers
are longer than the upper box and whiskers. The lower limit of lower whiskers for the depth
feature was greater than zero for all of the interpolation techniques other than biharmonic. This
suggests that the biharmonic interpolation can overestimate the depth of the holes. Linear and
nearest neighbor interpolations have identical box plots for all the features including depth due
to no overshoot in the interpolation strategies. 𝑥-coordinate (X Center) and 𝑦-coordinate (Y
Center) of the center have a lower interquartile range with a median error close to zero, which
indicates that the shape estimation approach provided best estimates for the center of the holes
than the other features. For nearly 50 percent of holes, error for the diameter varied from 0.0
to -0.1. This means that the presented approach provided the second-best estimates for the
diameter next to the center. All of the interpolation techniques, in comparison, provided poorer
estimates for the depth feature. Among the interpolation techniques, biharmonic interpolation
provided better depth estimates (with a median error of 0.75).

4.5.2

Evaluation 2: Shape Estimation of Trenches

Similar to holes, trenches are common negative obstacles but the dimensions (length is
greater than the width) in the ground plane and vary by a large margin. This evaluation had two
primary purposes. The first was to estimate the shape of trenches using the shape estimation
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approach and the second was to find the best among the five interpolation techniques (linear,
cubic, nearest neighbor, biharmonic, and thin-plate spline) to estimate the shape of trenches.
This subsection describes the design, analysis, and results of evaluation 2.

4.5.2.1

Design

For this evaluation, 25 trenches were placed at different locations in MAVS to generate
LiDAR point cloud data of the scene and ground truths. The described approach was applied
to the LiDAR point cloud to estimate the shape of the trenches. From the estimated shape, the
features of trenches were calculated. In this evaluation, a total of 125 (25 for each of the five
interpolation techniques) data points were collected. Each data point contained five distinct
features (𝑥-coordinate of the center, 𝑦-coordinate of the center, width, length, and depth) of a
trench.
Unlike holes, trenches have two dimensions, width (𝑊) and length (𝐿) in XY-plane and
they were calculated as the minimum and maximum spread of the trench in the XY-plane
respectively. In MAVS, holes can be placed at user-defined locations, this functionality is not
available for trenches. In this research, an overlapping grid arrangement of holes (circles) of
depth 𝑑 ℎ was adopted to generate a trench. Circles can be positioned in several ways, two
variations horizontal and vertical are presented in figure 4.5 on the following page. The circles
were organized in such a way that every circle passes through the center of its neighbor. This
arrangement allows simulating a trench with rounded walls by removing the intersection region
between adjacent circles (refer to figure 4.5 on the next page). The ground truths for a trench
were calculated as follows:
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Figure 4.5: Trenches design in MAVS. (a) Horizontal arrangement of holes. (b) Generated trench in a horizontal arrangement. (c)
Vertical arrangement of holes. (d) Generated trench in a vertical arrangement.

√︃
𝑑=

(𝑥 𝑛 − 𝑥 1 ) 2 + (𝑦 𝑛 − 𝑦 1 ) 2

(4.11)

𝐿 = 𝑑 + 2𝑟

(4.12)

𝐶𝑠 (𝑥 𝑠 , 𝑦 𝑠 ) = (𝑥 1 − 𝑟 𝐴 ℎ , 𝑦 1 − 𝑟 𝐴𝑣 )

(4.13)



𝐿 𝐴ℎ
𝐿 𝐴𝑣
𝐶 (𝑥, 𝑦) = 𝑥 𝑠 +
, 𝑦𝑠 +
2
2


(4.14)

𝑊 =𝑟

(4.15)

𝐷 = 𝑑ℎ

(4.16)

where, 𝐶𝑠 (𝑥 𝑠 , 𝑦 𝑠 ), 𝐶1 (𝑥1 , 𝑦 1 ), 𝐶 (𝑥, 𝑦), 𝐶𝑛 (𝑥 𝑛 , 𝑦 𝑛 ) are starting point, center of first circle,
center of trench, center of last circle respectively. 𝑛 is the total number of circles each with
radius 𝑟. 𝑊, 𝐿 are width and length of the trenches. 𝐴 ℎ and 𝐴𝑣 are horizontal and vertical
arrangement flags. The ground truth calculation changed with the arrangement for horizontal
arrangement 𝐴𝑣 = 0 and 𝐴 ℎ = 0 for the vertical arrangement.

4.5.2.2

Analysis and Results

Comparison between ground truths (obtained from biharmonic (B) and thin-plate spline (T)
interpolation methods) and the evaluation values rounded to one decimal place for trenches of
different lengths (L), widths (W), depths (D), and centers are provided in Table 4.2. Biharmonic
and thin-plate spline interpolations produce the same results for the width, length, and center.
However, biharmonic interpolation provides better results for depth than thin-plate spline
interpolation. From rows 3 and 4 of Table 4.2, Width was the dominant feature compared to
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Table 4.2: Evaluations for Trenches (in meters)
Ground Truths
W

L

D

Center

1

5

0.5

(9,0)

1

1

2

10

5

4

0.5

1.5

1.5

Evaluation Results
Inter

W

L

D

Center

B

1.0 4.5 0.2

(9.2,0.0)

T

1.0 4.5 0.2

(9.2,0.0)

B

1.8 9.7 0.2

(11.8,0.0)

T

1.8 9.7 0.2

(11.8,0.0)

B

1.1 5.1 0.6

(-13.9,0.0)

T

1.1 5.1 0.3

(-13.9,0.0)

B

2.0 3.9 1.2

(-14.0,0.0)

T

2.0 3.9 1.1

(-14.0,0.0)

B

1.8 9.5 0.9

(-2.0,-11.6)

T

1.8 9.5 1.1

(-2.0,-11.6)

(11.5,0)

(-14,0)

(-14,0)

1.5 9.5 1.5 (-2,-11.5)

the length in determining the depth of a trench. In other words, a trench with higher width
provides better depth estimates than a trench with a higher length.
Figure 4.6 on the following page contains a 2D plot of LiDAR points associated with a trench
clustered as negative obstacles and the estimated shapes of a trench with the five interpolation
methods. Linear and cubic interpolation methods produced similar estimated shapes for the
trench with sharper edges and pointed bottom. For the nearest neighbor interpolation, a
staircase pattern was observed from the estimated shape of a trench. Biharmonic and thin-
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Figure 4.6: Estimated shapes of trench with width 1.5m, length 4.5m, depth 1.5m, center
(-13.5,0). (a) DBSCAN on fused data to identify points associated with a trench. (b) linear
interpolation. (c) cubic interpolation. (d) nearest neighbor interpolation. (e) biharmonic
interpolation. (f) thin-plate spline interpolation.
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Figure 4.7: Distribution of error for the features of the 25 trenches with different locations and
dimensions using biharmonic, thin-plate spline, cubic, and linear interpolation techniques.

plate spline interpolation methods provided smoother estimated shapes. Similar to holes,
biharmonic interpolation provided better depth coverage than the others.
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Figure 4.8: Distribution of error for the features of the 25 trenches with different locations and
dimensions using nearest neighbor interpolation technique.

The Distribution of error with the five interpolation techniques for the 25 trenches are
represented as boxplots in figure 4.7 on the previous page and figure 4.8. Cubic, linear, and
nearest neighbor interpolation techniques provided poorer estimates for the depth feature (with
a median error greater than 1) than the others. Whereas, biharmonic and thin-plate spline
methods produced poorer estimates for the width feature with a median error of -0.75. Similar
to holes, best depth estimates were provided by biharmonic and thin-plate spline interpolation
methods. On the contrary, biharmonic interpolation did not yield overestimates for depth. All
of the interpolation techniques provide the same estimates for the center, width, and length
features. 𝑥-coordinate (X Center) of the center, 𝑦-coordinate (Y Center) of the center, and
length have median error value close to zero. However, the range for length feature was greater
than the center. This means that the shape estimation approach provides the best estimates for
the center followed by length. All of the interpolation techniques provided fewer overestimates
for the depth feature than width and center features. The shape estimation approach (described
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in Chapter III) results in the highest overestimate for the Width feature (width for more than
75 percent of trenches was overestimated).

4.5.3

Evaluation 3: Different Terrain Types

In off-road environments, the terrain can have varying levels of high-frequency roughness
(HFR), low-frequency roughness (LFR), and plant density (PD). Holes and trenches were
tested with different magnitudes of terrain types (refer to figure A.1 on page 119, figure A.2
on page 119, and figure A.3 on page 120). This evaluation first investigated the effect on the
estimated shape of negative obstacles when subjected to different terrain types, and second
was to find the best among the five interpolation techniques (linear, cubic, nearest neighbor,
biharmonic, and thin-plate spline) to estimate the shape of negative obstacles when subjected to
different terrain types. This subsection describes the design, analysis, and results of evaluation
3.

4.5.3.1

Design

For this evaluation, 10 negative obstacles were placed at locations in MAVS to generate
a LiDAR point cloud of the scene and ground truths. The presented approach was applied
to the LiDAR point cloud to estimate the shape of negative obstacles identified. From the
estimated shape, features of negative obstacles were calculated. In this evaluation, a total of
400 (10 negative obstacles × 8 terrain types with varying levels of roughness × 5 interpolation
techniques) data points were collected. Each data point contains four distinct features (𝑥coordinate of the center, 𝑦-coordinate of the center, diameter, and depth) of a negative obstacle.
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4.5.3.2

Analysis and Results

Table 4.3: Different Terrain Types for Potholes (in meters)
Terrian

Interpolation Diameter Depth

Xcenter Ycenter

B

1.9

1.8

6.9

6.9

T

1.9

0.6

6.9

6.9

B

1.8

1.4

7.0

7.1

T

1.8

0.6

7.0

7.1

B

2.0

0.6

7.0

7.0

T

2.0

0.6

7.0

7.0

B

1.8

2.1

7.1

6.9

T

1.8

0.5

7.1

6.9

B

2.0

0.7

7.0

7.0

T

2.0

0.6

7.0

7.0

B

2.0

0.8

7.0

7.0

T

2.0

0.7

7.0

7.0

B

2.0

0.6

7.0

7.0

T

2.0

0.6

7.0

7.0

B

2.3

0.6

7.2

7.0

T

2.3

0.6

7.2

7.0

On-road

Off-road

HFR 0.01

HFR 0.05

LFR 0.1

LFR 0.5

PD 0.05

PD 0.2
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Table 4.4: Different Terrain Types for Trenches (in meters)
Terrian

Inter Width

Length Depth

Xcenter Ycenter

B

1.1

5.1

0.6

-13.9

0.0

T

1.1

5.1

0.3

-13.9

0.0

B

1.1

5.2

0.6

-14.0

0.0

T

1.1

5.2

0.4

-14.0

0.0

B

1.3

5.5

0.6

-14.1

-0.1

T

1.3

5.5

0.3

-14.1

-0.1

B

1.7

5.8

0.5

-14.2

0.1

T

1.7
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In off-road environments, the terrain can have varying levels of high-frequency roughness
(HFR), low-frequency roughness (LFR), and plant density (PD). Holes and trenches were
tested with different magnitudes of terrain types. Table 4.3 has the evaluation results of a hole
with a depth of 1.5m, a diameter of 2m, and the center(7,7). From Table 4.3, for higher values
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Figure 4.9: Mean absolute error (MAE) for the features of the 10 negative obstacles in different
terrain types. (a) biharmonic interpolation. (b) thin-plate spline interpolation. (c) linear and
nearest neighbor interpolation. (d) cubic interpolation.

of HFR and PD, evaluation measurements for diameter and center show a small deviation from
ground truths but remain unaffected for changes in the magnitude of LFR terrain. Trenches
were subjected to varying magnitudes of HFR and LFR, for a trench of depth 1.5m, width 1m,
length 5m, and center (-14,0) obtained dimensions are provided in Table 4.4. Estimates for the
features of a trench varied for changes in the magnitudes of HFR and LFR (refer to Table 4.4).
This variation was minimum for the center of the trench.
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The Mean absolute error for the negative obstacles in different terrain types was calculated
and the results are provided in figure 4.9 on the preceding page. For biharmonic interpolation,
a higher magnitude of HFR and PD impacted the estimated shape. However, there is lesser
impact by LFR, it is evident from MAE for the features, which are close to concrete terrain (no
roughness). In terrain with higher plant density (PD = 0.2), all interpolation methods produced
higher MAE for the center and width features. In high-frequency roughness terrain (HFR =
0.05), biharmonic interpolation produced poorer depth estimates than the other interpolation
methods. Thin-plate spline interpolation provided the best results for the features. The shape
estimation approach resulted in the best estimates for the center followed by width and depth.
The presented approach can generate false positives in HFR terrain (refer to figure A.4
on page 121). For higher plant density, MAE for the width and 𝑥-coordinates of the center
is higher than other terrain types. This is due to false positives in the edge points of the
negative obstacle (refer to figure A.4 on page 121). In comparison, shape estimation approach
provided robust estimates in LFR terrain than HFR and PD. Overall, the results suggest that a
higher magnitude of different terrain types can affect the performance of the shape estimation
approach.

4.5.4

Evaluation 4: Different Viewing Angles

Based on the selection of the candidate path, the viewing angle from the vehicle may vary.
An evaluation was performed to study the effects of the viewing angle on the shape estimation
approach. This evaluation had two purposes, one was to investigate the effect on the estimated
shape of the negative obstacles when viewed from different angles and the other was to find
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the best among the five interpolation techniques (linear, cubic, nearest neighbor, biharmonic,
and thin-plate spline) to estimate the shape of negative obstacles when viewed from different
angles. This subsection describes the design, analysis, and results of evaluation 4.

4.5.4.1

Design

This evaluation could be conducted in two ways. Approach 1, the location of a negative
obstacle is fixed and the position of the vehicle changes with respect to the negative obstacle.
Approach 2, the position of the vehicle is fixed and the location of a negative obstacle varies
with respect to the vehicle’s position. The second approach was selected to conduct this
evaluation because of its simplicity. For this evaluation, 10 negative obstacles were placed
at four distinct locations ((10,-10), (-10,10), (10,10), and (-10,-10)) in MAVS to generate a
LiDAR point cloud of the scene and ground truths. The presented approach was applied to
the LiDAR point cloud to estimate the shape of negative obstacles. From the estimated shape,
features of negative obstacles were calculated. In this evaluation, a total of 200 (10 negative
obstacles × 4 locations × 5 interpolation techniques) data points were collected. Each data
point contained four distinct features (𝑥-coordinate of the center, 𝑦-coordinate of the center,
diameter, and depth) of a negative obstacle.

4.5.4.2

Analysis and Results

Mean absolute error (MAE) for the features of the negative obstacles was calculated with
different interpolation techniques to analyze the behavior of the presented approach when
viewed from different angles and the results are presented in (figure 4.10 on the next page). All
interpolations produced poorer estimates from locations (10,10) and (10,-10) than locations (-
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Figure 4.10: Mean absolute error (MAE) for the features of the negative obstacles from various
viewing angles with different interpolation techniques. (a) biharmonic interpolation. (b) thinplate spline interpolation. (c) linear and nearest neighbor interpolation (both produced same
results). (d) cubic interpolation.

10,-10) and (-10,10). Biharmonic interpolation provided better depth estimates from locations
(-10,-10) and (-10,10).
In addition to MAE, aggregate mean absolute error (AMAE) and aggregate range (AR)
were calculated. AMAE and AR are the mean and range of MAE from all four viewing angles
respectively. All the interpolation methods provided the same and admissible results for X
Center, Y Center, and width with an AMAE of 0.14, 0.18, and 0.27. Linear and nearest
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neighbor interpolations produced the same results for depth (AMAE = 0.824) and a small
deviation was observed for cubic interpolation (AMAE = 0.820). For depth, higher AMAE
was observed for the thin-plate spline (0.681) than the biharmonic (0.436) interpolation. This
suggests that biharmonic interpolation produced better depth estimates than all the others.
Cubic, linear, and nearest neighbor interpolations exhibit the lowest depth AR of 0.08 followed
by thin-plate spline (0.16) and biharmonic interpolation (0.52). This may be due to higher
overshoot by biharmonic and thin-plate spline interpolation than others.

4.5.5

Evaluation 5: Varying Widths

All negative obstacles encountered by a vehicle may not have the same widths. An
evaluation was performed to study the effects of varying widths on the shape estimation
approach. This evaluation first investigated the effect on the estimated shape of negative
obstacles for varying widths and second to find the best among the five interpolation techniques
(linear, cubic, nearest neighbor, biharmonic, and thin-plate spline) to estimate the shape of
negative obstacles with varying widths. This subsection describes the design, analysis, and
results of evaluation 5.

4.5.5.1

Design

In this evaluation, the location of the negative obstacles was set as constant to isolate
the effects caused by varying widths of negative obstacles. For this evaluation, 16 negative
obstacles (varying width and depth) were placed at locations in MAVS to generate a LiDAR
point cloud of the scene and ground truths. The presented approach was applied to the LiDAR
point cloud to estimate the shape of the negative obstacles identified. From the estimated
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shape, features of the negative obstacles were calculated. A total of 80 (16 for each of five
interpolation techniques) data points were collected. Each data point contains four distinct
features (𝑥-coordinate of the center, 𝑦-coordinate of the center, diameter, and depth) of a
negative obstacle.

4.5.5.2

Analysis and Results

Figure 4.11: The mean absolute error (MAE) for the features of the negative obstacles with
varying widths. (a) biharmonic interpolation. (b) thin-plate spline interpolation. (c) linear and
nearest neighbor interpolation (both produced same results). (d) cubic interpolation.
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A bar graph with the absolute error between the evaluation and actual values for different
interpolation methods is presented in figure 4.11 on the preceding page. Similar to the above
evaluation for depth accuracy is lesser than other features. From figure 4.11 on the previous
page, for the thin-plate spline, linear, nearest neighbor, and cubic interpolation, we can see
that absolute error decreases as width increases. This makes sense because wider negative
obstacles provide more LiDAR returns than the narrow negative obstacles. However, this
decline in absolute error was more rapid for thin-plate spline with an aggregate range (AR) of
0.46 than linear (AR = 0.21), nearest neighbor (AR = 0.21), and cubic (AR = 0.22) interpolation
methods. A similar trend was followed by biharmonic interpolation up to 1 m, later there is an
increase in MAE due to overestimation of the depth feature.

4.5.6

Evaluation 6: Varying Ranges

Autonomous vehicles can sense negative obstacles from different ranges. This evaluation
studied the effects of varying ranges on the shape estimation approach. This evaluation first
investigated the effects on the estimated shape of negative obstacles with varying ranges, and
second was to find the best among the five interpolation techniques (linear, cubic, nearest
neighbor, biharmonic, and thin-plate spline) to estimate the shape of negative obstacles for
varying ranges. This subsection describes the design, analysis, and results of evaluation 6.

4.5.6.1

Design

In this evaluation width and depth of the negative obstacles were set as constant to isolate
the effects caused by varying ranges. In this evaluation, 19 negative obstacles with the same
depth but varying ranges were placed at different locations in MAVS to generate a LiDAR
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point cloud of the scene and ground truths. The presented shape estimation approach was
applied to the LiDAR point cloud to estimate the shape of the negative obstacles identified.
From the estimated shape, features of negative obstacles was calculated. A total of 95 (19 for
each of five interpolation techniques) data points were collected. Each data point contains four
distinct features (𝑥-coordinate of the center, 𝑦-coordinate of the center, diameter, and depth)
of a negative obstacle.

4.5.6.2

Analysis and Results

Figure 4.12: Absolute error of a pothole for varying ranges.
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Figure 4.13: Depth of a pothole for varying ranges.

Absolute error for the features (Depth = 1m, Diameter = 2m, Xcenter = 0m, and Ycenter
varies from 10m to 19m with increments of 0.5m) of a hole with the same dimensions and
varying distance from vehicle is presented in figure 4.12 on the preceding page. using thinplate spline interpolation. From figure 4.12 on the previous page, we can see the absolute error
for the depth of a negative obstacle is higher for longer ranges than smaller ranges, because
of a decrease in visibility from longer ranges (colored maroon in figure 3.2 on page 37) [39].
Similar patterns were observed in other interpolation methods as well (refer to figure A.5 on
page 122). The near-wall (thick maroon line in figure 3.2 on page 37) of the negative obstacle
remains mostly non-visible even from close ranges. Among the features, shape estimation

76

approach provides poor estimates for the depth of the pothole. Exactly determining the actual
depth of negative obstacles may not be possible in all scenarios, however minimum depth of
the negative obstacle can be easily determined from the visible portion (visible depth). Depth
from the estimated shape with thin-plate spline interpolation for a hole of depth 1m is greater
than the visible depth and less than the actual depth (refer to figure 4.13 on the previous page).

4.5.7

Evaluation 7: Different LiDARS

Different LiDARs with various resolutions are available for commercial applications such
as self-driving cars. An evaluation was conducted to study the effects of different LiDARs on
the shape estimation approach. The purpose of this evaluation was to investigate the effect on
the estimated shape of the negative obstacles detected when different LiDARS were used as
sensors. This subsection describes the design, analysis, and results of evaluation 7.

4.5.7.1

Design

In this evaluation, 10 negative obstacles were placed at random locations in MAVS to
generate a LiDAR point cloud of the scene and ground truths with four (HDL32E, HDL64E,
OS1, and OS2) LiDARs. The proposed approach was applied to the LiDAR point cloud to
estimate the shape of the negative obstacles identified. From the estimated shape, features of
negative obstacles were calculated. In this evaluation, a total of 200 (10 negative obstacles ×
4 LiDARs × 5 interpolation techniques) data points were collected. Each data point contained
four distinct features (𝑥-coordinate of the center, 𝑦-coordinate of the center, diameter, and
depth) of a negative obstacle.
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4.5.7.2

Analysis and Results

Figure 4.14: Mean absolute error (MAE) for the features of the negative obstacles with
different LiDARs. (a) biharmonic interpolation. (b) thin-plate spline interpolation. (c) linear
and nearest neighbor interpolation (both produced same results). (d) cubic interpolation.

Three out of the four LiDARs used in this evaluation have 64 channels, and two of the four
have a range greater than 100 meters (refer to Table 4.5). All the LiDARs do not produce the
same distribution of point clouds (refer to figure A.6 on page 123). The mean absolute error
for the features of the negative obstacles were grouped separately for each of five interpolation
methods in figure 4.14. Irrespective of the adopted interpolation technique, HDL64E LiDAR
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Table 4.5: Properties of LiDARs
Item

Price ($)

gnats
gram
13.65
gnats
each
.01
gnu
stuffed 92.50
emur
stuffed 33.33
armadillo frozen
8.99

produced the best estimates for the depth of negative obstacles. The OS2 LiDAR provided
the best results for center and width features followed by the HDL64E, HDL32E, and OS1
across different interpolation techniques. For the biharmonic interpolation, the OS2 LiDAR
produced the best results than the others. The OS2 LiDAR may detect negative obstacles
from long distances due to a higher maximum detection range compared with the others.
the biharmonic interpolation provided the best results with an aggregate mean absolute error
(AMAE) of 0.534 across all LiDARs. Followed by cubic (AMAE = 0.741), linear (AMAE =
0.744), and thin-plate spline (AMAE = 0.620) interpolation techniques.

4.5.8

Evaluation 8: Big and Complicated Negative Obstacles

While traveling off-road, a vehicle may encounter negative obstacles of larger dimensions
and different shapes. This study evaluated different negative obstacles by estimating the
shape. The purpose of this evaluation was to estimate the shape of big and complicated
negative obstacles using the presented shape estimation approach. This subsection describes
the design, analysis, and results of evaluation 8.

79

4.5.8.1

Design

Similar to trenches, holes were used as basic building blocks to generate negative obstacles
of different shapes, groups, and sizes in MAVS. The shape estimation approach was tested with
V-shape, plus-shape, T-shape, curved trench, big hole, group of five overlapping holes, a hole
of higher depth at the center of a trench, one hole inside another, and a scene with multiple
negative obstacles.

4.5.8.2

Different Shapes

Shape estimation of V, T, and plus-shaped negative obstacles are provided in figure 4.15
on the following page.

4.5.8.3

Different Groups

The shape estimation approach can estimate shape for a group of negative obstacles.
However, all the negative obstacles in a group were classified as one negative obstacle. This
is due to the use of DBSCAN for clustering. Subfigure (a) in figure 4.16 on page 82 is the
estimated shape of a trench of higher depth at the center. Estimated shapes for a group of five
overlapping holes, one pothole inside another, and a curved trench are provided in figure 4.16
on page 82.

4.5.8.4

Big and Multiple Negative Obstacles

figure 4.17 on page 84, was the estimated shape of a pothole with diameter 15m and depth
3m. The shape estimation approach can be applied to a scene with multiple negative obstacles,
figure 4.17 on page 84 shows the 2D plot of three negative obstacles (each represented with
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Figure 4.15: Estimated shape of negative obstacles for different shapes using thin-plate spline
interpolation.

unique colors) clustered separately. On each of the identified clusters the presented approach
of curve fitting was applied to estimate the negative obstacles.

4.6

Summary
In this study, in addition to estimating the shape of typical negative obstacles (e.g., holes and

trenches), the shape was estimated for a group of negative obstacles. Results from evaluations
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Figure 4.16: Estimated shape for a group of negative obstacles using thin-plate spline interpolation.

1 and 2 suggest that the presented shape estimation approach provided poorer estimates for
the depth than the other features. Low-frequency roughness terrain had minimal effect on the
estimated shape than terrain with high-frequency roughness and plant density. Varying viewing
angles, ranges, and LiDARs can affect the estimated shape of negative obstacles. Linear and
nearest neighbor interpolation techniques provided the same estimates for the dimensions of
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the negative obstacles. Biharmonic interpolation provided accurate depth estimates followed
by thin-plate spline and cubic interpolation techniques. The shape estimation approach can be
applied to negative obstacles of different sizes, shapes, and to a scene with multiple negative
obstacles (which are either grouped or exist separately).
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Figure 4.17: (a) Estimated shape of negative obstacles for a big hole using thin-plate spline
interpolation. (b) Multiple negative obstacles clustered separately.
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CHAPTER V
ROLLOVER POSITIONS AND CURVATURE ESTIMATION

This chapter contains a detailed description of the three additional methodologies associated
with rollover positions and curvature estimation of negative obstacles. Apart from shape
estimation of negative obstacles, these methodologies involve additional steps (which are
unique to each approach) and require the calculation of a 3D grid of points.

5.1

Even Representation of the Estimated Shape
Points in a cluster exhibit an uneven distribution, they were concentrated in the direction of

the laser light pulse propagation (refer to figure 5.1 on the next page). This uneven distribution
is not a complete representation of the negative obstacle (refer to figure 4.16 on page 82).
Also, it is difficult to calculate rollover-free positions and accurate curvature estimations with
these uneven point distributions. Hence a 3D point cloud was constructed to produce an even
distribution of points. It was a better representation of the estimated shape of the negative
obstacle. The creation of a 3D even point cloud involved two steps: a 𝑛 × 𝑛 2D point grid
generation and a conversion of 2D grid points to 3D.
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Figure 5.1: Steps in 6 × 6 grid generation.

5.1.1

𝑛 × 𝑛 2D Point Grid Generation

Steps involved in the 𝑛 × 𝑛 2D point grid generation for 𝑛 = 6 is presented in figure 5.1.
First, a bounding box was drawn around the 2D points to form a polygon either a rectangle or
square. Second, the polygon was divided into 𝑛 − 1 vertical polygons of equal area. Third,
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Figure 5.2: (a) 99 × 99 polygons with corners circled red. (b) 100 × 100 2D point grid.

each vertical polygon was further divided into 𝑛 − 1 horizontal polygons. This resulted in 𝑛 × 𝑛
polygons and the corners of the polygons (denoted with red circles) were selected as required
2D grid of points (refer to figure 5.1 on the preceding page). Although a 6 × 6 grid achieved
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an even distribution, it lacks the finer details as points were scattered sparsely. To overcome
this shortfall, a dense distribution was created with an increased value of 𝑛. For 𝑛 = 100, this
procedure generated 99 × 99 polygons and their corresponding vertices (for 𝑛 × 𝑛 polygons
yields to 𝑛 + 1 × 𝑛 + 1 vertices) act as a 2D point grid of size 100 × 100 (refer to figure 5.2 on
the previous page).

Algorithm 2 2D grid of points
Input: 2D fused points, n
Output: 2D grid of points
𝑗 ← 0, 𝑓𝑥 ← [ ], 𝑓 𝑦 ← [ ]
Read set of 2D fused points 𝑓 𝑝(𝑥, 𝑦)
𝑃𝐿 ← 𝑚𝑎𝑥(|𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)|, |𝑚𝑎𝑥(𝑦) − 𝑚𝑖𝑛(𝑦)|)
𝑆𝑊 ←

𝑃𝐿
𝑛−1

for 𝑖 = 1 to 𝑛 do
𝑡𝑒𝑚 𝑝 𝑥 ← 𝑙𝑖𝑛𝑠𝑝𝑎𝑐𝑒(𝑚𝑖𝑛(𝑥), 𝑚𝑎𝑥(𝑥), 𝑛)
𝑡𝑒𝑚 𝑝 𝑦 ← 𝑙𝑖𝑛𝑠𝑝𝑎𝑐𝑒(𝑚𝑖𝑛(𝑦) + (𝑖 ∗ 𝑆𝑊), 𝑚𝑎𝑥(𝑦) + (𝑖 ∗ 𝑆𝑊), 𝑛)
𝑓𝑥 ← 𝑎 𝑝 𝑝𝑒𝑛𝑑 ( 𝑓𝑥 , 𝑡𝑒𝑚 𝑝 𝑥 )
𝑓 𝑦 ← 𝑎 𝑝 𝑝𝑒𝑛𝑑 ( 𝑓 𝑦 , 𝑡𝑒𝑚 𝑝 𝑦 )
end for
return ( 𝑓𝑥 , 𝑓 𝑦 )
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Matlab implementation to generate a 2D grid of points is presented in the Algorithm 2. It
takes 2D fused points 𝑓 𝑝(𝑥, 𝑦) and the number of parts 𝑛 as input. 𝑃𝐿 is the length of polygon
and 𝑆𝑊 is the width of each smaller polygon.

5.1.2

Conversion of 2D Grid Points to 3D

2D grid points (refer to figure 5.2 on page 87) were converted into a 3D point cloud 𝑃𝑐
(refer to figure 5.3) by adding the 𝑧 coordinate value obtained from the estimated shape. In
comparison, the 3D grid points provided a better representation of the estimated shape than the
3D cluster points (refer to figure 5.1 on page 86). The 3D grid points were used to calculate
rollover-free positions and for curvature estimation. The grid size 𝑛 was inversely proportional
to the distance between the adjacent points in the 3D point cloud 𝑃𝑐 . The 𝑛 value was adjusted
to achieve the desired resolution of the 3D point cloud.

Figure 5.3: 3D points from the estimated shape.
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5.2

Calculation of Rollover-free Positions
Rollover-free path selection is crucial for the safety of the autonomous vehicle [31]. The

boundary condition for vehicle rollover to occur is defined as the critical roll value (𝜙) by [31].
𝜙=

𝑊
2𝑘 0 −

𝑣𝑙
2

(5.1)

where, 𝑊 is total weight of the vehicle, 𝑘 0 is tire stiffness, and 𝑣 𝑙 is length of the vehicle. 𝑣 𝑙
can be can be calculated as the distance between start 𝑃𝑠𝑡 (𝑥1 , 𝑦 1 , 𝑧1 ) and end 𝑃𝑒𝑛 (𝑥 1𝑛 , 𝑦 1𝑛 , 𝑧1𝑛 )
locations of the vehicle. If the vehicle inclination angle (𝛼) is greater than (𝜙) then there is
a high probability for rollover of the vehicle to occur. From 𝑃𝑠𝑡 there are infinite possible
locations for 𝑃𝑒𝑛 at a distance of 𝑣 𝑙 . In 3D the solution space for all the possibilities is given
by a sphere (refer to equation (5.2)) of radius 𝑣 𝑙 with center 𝑃𝑠𝑡 (𝑥1 , 𝑦 1 , 𝑧1 ) (refer to figure 5.4
on the next page).
(𝑥 1 − 𝑥 1𝑛 ) 2 + (𝑦 1 − 𝑦 1𝑛 ) 2 + (𝑧 1 − 𝑧1𝑛 ) 2 = 𝑣 𝑙 2

(5.2)

Since negative obstacles lie below the ground plane, the solution space can be reduced to
a hemisphere of points whose 𝑧 coordinates values are less than zero. The solution space can
be further narrowed to a 3D curve, the intersection region between the estimated shape of the
negative obstacle and the hemisphere. However, it is difficult to identify the required point
(𝑃𝑒𝑛 ) on the 3D curve. Since all the points on the 3D curve lie at a distance of 𝑣 𝑙 from 𝑃𝑠𝑡 . To
solve this problem, the estimated shape of a negative obstacle was sliced vertically such that
𝑦 1 = 𝑦 1𝑛 = 𝑦. The solution space collapsed to a circle of radius 𝑣 𝑙 and center 𝑃𝑠𝑡 (𝑥 1 , 𝑧1 ) (refer
to figure 5.4 on the following page).
(𝑥 1 − 𝑥 1𝑛 ) 2 + (𝑧 1 − 𝑧1𝑛 ) 2 = 𝑣 𝑙 2
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(5.3)

Figure 5.4: (a) Solution space of a point at a distance equal to length of vehicle in 3D. (b)
Solution space for a vertical slice.
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The intersection between the circle and the 2D curve gives the end position of the vehicle
𝑃𝑒𝑛 (𝑥 1𝑛 ,𝑧1𝑛 ). The vehicle inclination angle (𝛼) was calculated as shown in the equation (5.4).
√︃
(𝑥 ′ − 𝑥 1 ) 2 + (𝑧′ − 𝑧1 ) 2
𝑎
𝑡𝑎𝑛𝛼 = = √︃
(5.4)
𝑏
2
2
′
′
(𝑥 − 𝑥 1𝑛 ) + (𝑧 − 𝑧1𝑛 )
From figure 5.4 on the previous page, Δ𝑃𝑒𝑛 𝑃1′ 𝑃𝑠𝑡 is a right angle triangle thus 𝑥 ′ = 𝑥 1 and
𝑧′ = 𝑧1𝑛
𝛼 = 𝑡𝑎𝑛

−1



𝑧1𝑛 − 𝑧1
𝑥1 − 𝑥 1𝑛


(5.5)

Algorithm 3 takes a 3D point cloud (𝑃𝑐 ) as input that represents the estimated shape of
negative obstacles (refer to figure 5.3 on page 89) to generate rollover-free positions (𝑃 𝑁𝑜𝑅𝑜𝑙𝑙 )
for the autonomous vehicle to navigate. 𝑃𝑐 consists of several slices (eight selected slices are
presented in figure A.7 on page 124), each with distinct 𝑌 coordinate values. The total number
of slices (𝑁 𝑠 ) is equal to number of distinct 𝑌 coordinate values in 𝑃𝑐 . A slice 𝑘 in 𝑃𝑐 contains
a set of points 𝑃𝑠 of length 𝑛 𝑠 (refer to figure 5.5 on the following page). A distance matrix
𝐷 𝑠 of size 𝑛 𝑠 × 𝑛 𝑠 was computed with diagonal elements as zero. Each row in 𝐷 𝑠 represents
the distance from a point to all the points in a slice. For every starting point 𝑃𝑠𝑡 an end point
𝑃𝑒𝑛 was identified from 𝐷 𝑠 at a distance of 𝑣 𝑙 . The start-end point pair (𝑃𝑠𝑡 , 𝑃𝑒𝑛 ) was used
to calculate the inclination angle 𝛼. If 𝛼 was less than 𝜙 then that location was marked as a
rollover-free position. Rollover-free positions in a slice were stored in a matrix (𝑃 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 ).
Rollover-free positions in individual slices were combined to form a set of potential rolloverfree positions for a vehicle inside a negative obstacle (𝑃 𝑁𝑜𝑅𝑜𝑙𝑙 ). Rows of the matrix 𝑃 𝑁𝑜𝑅𝑜𝑙𝑙
gives the total number of rollover-free positions for a negative obstacle.
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Figure 5.5: Single slice of the estimated shape of a negative obstacle.

Two possible positions A and B of a vehicle inside a negative obstacle are presented in the
figure 5.6 on page 95. In position B, the vehicle has higher chances for rollover than position A
because of the higher slope for position B. For a given 3D slice a rollover check was applied for
the different positions using Algorithm 3. This algorithm identified and removed the potential
rollover positions as shown in figure 5.6 on page 95.

5.3

Curvature Estimation of Negative Obstacles
Curvature is a 2D property of the curve that describes the deviation of the curve at a point

(𝑃) on the curve with respect to a straight line [48]. Two existing definitions of the curvature
(𝐾) are:
1. The rate of change in an angle (𝜃) at a point with respect to the arc length (𝑑𝑙).
𝐾=
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𝑑𝜃
𝑑𝑙

(5.6)

Algorithm 3 Rollover-free positions
Input: 3D point cloud 𝑃𝑐 ,
Output: Rollover-free positions of the vehicle 𝑃 𝑁𝑜𝑅𝑜𝑙𝑙
𝑃 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 ← [ ], 𝑃 𝑁𝑜𝑅𝑜𝑙𝑙 ← [ ]
for 𝑘 = 1 to 𝑁 𝑠 do
𝑃𝑠 ← 𝑃𝑐 [𝑘], 𝑛 𝑠 ← 𝑙𝑒𝑛(𝑃𝑠 )
𝐷 𝑠 ← 𝐷 𝐼𝑆𝑇 (𝑃𝑠 )
for 𝑙 = 1 to 𝑛 𝑠 do
𝑃𝑠𝑡 ← 𝑃𝑠 [𝑙]
𝑑 𝑠 ← 𝐷 𝑠 [𝑙] ⩾ 𝑣 𝑙
𝑗 ← 𝑚𝑖𝑛(𝑑 𝑠 )
𝑃𝑒𝑛 ← 𝑃𝑠 [ 𝑗]


𝑧 1𝑛 −𝑧 1
−1
𝛼 ← 𝑡𝑎𝑛
𝑥 1 −𝑥 1𝑛
if 𝛼 < 𝜙 then
𝑡𝑒𝑚 𝑝 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 ← (𝑃𝑠𝑡 , 𝑃𝑒𝑛 )
end if
𝑃 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 ← 𝑎 𝑝 𝑝𝑒𝑛𝑑 (𝑃 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 , 𝑡𝑒𝑚 𝑝 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 )
end for
𝑃 𝑁𝑜𝑅𝑜𝑙𝑙 ← 𝑎 𝑝 𝑝𝑒𝑛𝑑 (𝑃 𝑁𝑜𝑅𝑜𝑙𝑙 , 𝑃 𝑁𝑜𝑅𝑜𝑙𝑙𝑆𝑙𝑖𝑐𝑒 )
end for
return 𝑃 𝑁𝑜𝑅𝑜𝑙𝑙
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Figure 5.6: (a) Two possible positions (A and B) of a vehicle inside a negative obstacle. (b)
Slice with both rollover and rollover-free positions. (c) Slice without rollover positions.

2. The reciprocal of the radius of curvature (𝑟).
𝐾=

1
𝑟

(5.7)

This property of the 2D curve was extended to 3D curves. A 3D surface can be dissected
into infinite curves resulting in infinite curvatures. Often a subset of curvatures called normal
curvatures that are orthogonal to the 3D surface are considered. Different curvature calculation
methods for 3D surfaces are available such as Euler’s curvature and Gaussian curvature.
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Traditional curvature estimation methods such as Gaussian are prone to noise and cannot
provide reliable curvature estimations for the point cloud data [49]. In this research, an
alternative method known as surface variation described by [49] [43] was used. surface
variation is highly correlated with the curvature of the surface. They defined surface variation
of a point 𝑃 in the neighborhood of 𝑛 points as:
𝜎𝑛 (𝑃) =

𝜆0
𝜆0 + 𝜆1 + 𝜆2

(5.8)

where, 𝜆0 is the variation of a point 𝑃 along the surface normal and 𝜆 0 + 𝜆 1 + 𝜆 2 is the total
variation, which was expressed as shown in the following equation.
𝜆0 + 𝜆1 + 𝜆2 =

∑︁

¯ 2.
|𝑃𝑖 − 𝑃|

(5.9)

𝑖∈𝑁 𝑝

where, 𝑁 𝑝 is set of nearest neighbours, 𝑃¯ is centroid of 𝑁 nearest neighbours in 𝑃, and 𝑃𝑖 ∈ 𝑃.
𝜆 0 , 𝜆1 , 𝜆2 are eigenvalues. The relationship between eigenvalues and eigenvectors is given by
the equation below.
𝐶 · 𝑉𝑙 = 𝜆 𝑙 · 𝑉𝑙 , 𝑙 ∈ {0, 1, 2}.

(5.10)

where, 𝑉𝑙 is the eigenvectors and covariance matrix 𝐶 is expressed as:

𝑇


 𝑃𝑖1 − 𝑃¯ 






𝐶 =  ... − ...






𝑃 − 𝑃¯ 
 𝑖𝑘








 𝑃𝑖1 − 𝑃¯ 






·  ... − ... , 𝑖 𝑗 ∈ 𝑁 𝑝 .






𝑃 − 𝑃¯ 
 𝑖𝑘




(5.11)

3D and 2D curvature maps (color-coded from low to high curvature) of a negative obstacle
group with a hole of larger dimensions at the center of the group (refer to figure 4.16 on
page 82) are presented in figure 5.7 on the following page. From figure 5.7 on the next page,
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Figure 5.7: (a) 3D curvature map. (b) 2D curvature map.

we can see that the center of the negative obstacle group has high surface variation due to more
curvature in the terrain. For a flat terrain (no negative obstacle) the surface variation is zero
since all the LiDAR points are coplanar (𝑧 coordinates are zero). A local path planner can
use the curvature maps to filter the candidate paths with high curvature. The blue region in
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figure 5.7 on the preceding page is the lesser curvature terrain that is safer for the navigation
of the autonomous vehicle.

5.4

Cutting the Corners
The estimated shape of negative obstacles in an environment with a high density of plants

may capture false edge points. In such cases, the calculated dimensions (in the XY-plane) of
the negative obstacles may not yield accurate results. To overcome this problem, an accurate
delineation between terrain and the negative obstacle is needed. This was achieved by a
methodology known as cutting the corners. The steps involved in this process are presented
in figure 5.8 on the next page. The estimated shape of a hole in a terrain with high plant
density was converted into a 3D point cloud by following the procedure described in section 1
of this chapter (refer to figure 5.8 on the following page). A threshold was applied to the point
cloud such that all the 𝑧-coordinate values greater than -0.05 were filtered. This step trims
the corners by removing the ground points (refer to figure 5.8 on the next page). Without this
method, a considerable area surrounding the negative obstacle was considered as a part of the
negative obstacle (refer to figure 5.10 on page 100) this was the reason for overestimates. The
additional area was reduced with this method (refer to figure 5.10 on page 100). However, in
this process, some edge points may be removed as well, which may lead to underestimates of
the features in the XY-plane.
If an error caused by overestimates without this method is higher than the error caused by
underestimates with this method then this method can be considered successful. The same
formulas were used to calculate the features of the negative obstacles for this method. To
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Figure 5.8: Steps to cut the corners. (a) Estimated shape of a hole with Thin-plate spline
interpolation. (b) 3D point cloud representation of estimated shape. (c) Required set of 3D
points.

evaluate this methodology the mean absolute error (MAE) for the features of 10 holes in a
plant density terrain was calculated and the results are presented in figure 5.9 on the following
page. This method increased the feature accuracy by 89.8% for X Center, 43.4% for Y Center,
and 30.8 % for width. However, no improvement in the depth feature was observed. This
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Figure 5.9: Improvement to the previously presented approach.

Figure 5.10: 2D plot of fused points bounded by a rectangle colored black. (a) Before cutting
the corners. (b) After cutting the corners.

level of improvement may not be achievable for the flat terrain types. One might think about
implementing the proposed shape estimation approach without edge points. Interpolation
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methods require the limits of the negative obstacles in the XY-plane. Hence edge points cannot
be removed to estimate the shape of negative obstacles. After estimating shape this method
can be used to further refine the estimated shape of negative obstacles.

5.5

Summary
The evaluations in this chapter require a 3D grid of points, which were obtained from the

estimated shape of negative obstacles. The 3D grid of points was a finer representation of the
estimated shape than the LiDAR returns associated with the negative obstacles. To calculate
rollover-free positions of a negative obstacle, the solution space was reduced from 3D to 2D
through slicing. Later the critical rollover condition was applied for all the possible positions
of the vehicle in each slice to identify rollover-free positions. From the 3D grid of points, the
curvature of negative obstacles was estimated with the surface variation method. In a high
plant density terrain, the estimated shape can capture false edge points, which result in poorer
estimates for the features in the XY-plane. To overcome this drawback corners of the estimated
shape were removed by applying the threshold.
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CHAPTER VI
DISCUSSION

This chapter discusses the results from the evaluations of the presented approach (refer to
Chapters III and IV) and the additional methodologies presented in Chapter V. The results
discussed are in response to the six research questions (RQx) and the six hypotheses (Hx)
presented in Chapter I of this dissertation.
The first research question RQ1 investigated – How to estimate the shape of negative
obstacles from a single scan of a 3D LiDAR?
The methodology developed to estimate the shape of negative obstacles from a single scan
of a 3D LiDAR is presented in Chapter III. As hypothesized, (H1: The shape of negative
obstacles can be estimated from the LiDAR point cloud of a scene as measured by the fitted
plane that passes through all the 3D points of a negative obstacle) this methodology involved
fitting a plane through the points associated with negative obstacles. Several steps such as
threshold calculation, extraction of points passing through negative obstacles, extraction of
edge points, and fusion were involved to isolate the points associated with negative obstacles
from the LiDAR scan. Evaluations 1 and 2 used this approach to estimate the shape of negative
obstacles (holes and trenches) of different sizes. Therefore, H1 was supported as a result of
the developments from this research.
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The second research question RQ2: explored – In a scene, how to estimate the shape of
multiple negative obstacles either grouped or existing separately from a LiDAR’s 3D point
cloud data?
To address RQ2, after the fusion step in the shape estimation approach, the DBSCAN
clustering algorithm was applied to the 2D data to group the 2D points into clusters. Where
all the points in a cluster were associated with a negative obstacle. From evaluation 8 (refer
to figure 4.17 on page 84), it is clear that clustering can classify multiple negative obstacles in
a scene that exist separately. However, when multiple negative obstacles were grouped in an
overlapping manner then they were classified as a single negative obstacle by the DBSCAN
algorithm (figure 4.16 on page 82(a)). These results indicate support for hypothesis H2 (H2:
After removing 3D points that are not associated with the negative obstacles, clustering can be
performed to differentiate among negative obstacles in a scene as measured by the difference
between the number of negative obstacles in a scene and the number of clusters. If all the
negative obstacles are detected then this difference will be zero).
The third research question RQ3: examined – From the estimated shape, how to calculate
the dimensions and location of negative obstacles?
To address RQ3, the output of the shape estimation approach was subjected to tight bounds.
From these bounds dimensions (center, width, length, and depth) of negative obstacles were
calculated based on the formulas provided in Chapter IV, which indicates support of hypothesis
H3 (H3: The extreme bounds of the estimated shape can be used to calculate the width, length,
depth, and location of detected negative obstacles as measured by absolute error, mean absolute
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error, range between ground truths, and the evaluation values of the features of the negative
obstacles).
The fourth research question RQ4: considered – How is estimated shape affected by range,
varying dimensions, different terrain types, viewing angles, and LiDARs?
To answer this research question RQ4, the results of multiple evaluations presented in
Chapter IV (from evaluation 3 to evaluation 7) were analyzed. Low-frequency roughness terrain
has a lesser impact on the estimated shape than the terrain with high-frequency roughness and
plant density (evaluation 3). Viewing angles impacted the estimated shape since different parts
of the negative obstacle were visible from different viewing angles (evaluation 4). Negative
obstacles with larger widths yielded in higher accuracy of estimated shape than the negative
obstacles with smaller widths (evaluation 5). The shape estimated approach resulted in better
estimates from closer ranges than the longer ranges (evaluation 6). The LiDAR with the
highest resolution (OS2 LiDAR) provided better results than the other LiDARs (evaluation 7).
The conclusions from the evaluations indicate support for hypothesis H4 (H4: Accuracy of
the proposed approach will depend on the visible portion of negative obstacles as measured
by error metrics (such as absolute error and mean absolute error) from varying distances,
viewing angles, terrain types, LiDARs, and the dimensions of the negative obstacles).
The fifth research question RQ5: studied – How can safe positions be calculated for a
vehicle to avoid rollover?
In response to RQ5, the estimated shape of the negative obstacle was converted into a 3D
point cloud based on the methodology detailed in section 1 of Chapter V. A slicing strategy
(described in section 2 of Chapter V) was adopted to reduce the solution space. 3D point pairs
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that were separated by a distance equal to the length of the vehicle were identified. Later the
inclination angle of the 3D point pairs was compared with a critical rollover condition [31] to
determine the possibility of a rollover in that location. Algorithm 3 (in section 2 of Chapter
V) loops over all the slices and identified the potential rollover-free locations for the vehicle
supports hypothesis H5 (H5: Rollover free positions for a vehicle inside a negative obstacle
can be obtained from a 3D point cloud representation of the estimated shape as measured by
the critical rollover condition [31]).
The sixth research question RQ6: investigated – How can the curvature of negative
obstacles be estimated?
To explore RQ6, the estimated shape of the negative obstacle was converted into a 3D
point cloud based on the methodology detailed in section 1 of Chapter V. The surface variation
method was applied to the 3D set of points to estimate the curvature of negative obstacles
as hypothesized (H6: Curvature of the negative obstacles can be calculated from the 3D
points that represent the estimated shape as measured by the curvature map with high and
low-intensity regions to represent high and low curvature portions of the negative obstacle)
and the results indicated support for H6.
To answer the six proposed research questions, multiple methodologies and evaluation
strategies were required and implemented. The results from the different evaluations performed
suggest validation and support for all six hypotheses proposed in this dissertation.
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CHAPTER VII
CONCLUSIONS AND FUTURE WORK

This chapter concludes with the contributions of the dissertation research performed,
summarizes the proposed research methods, and discusses the conducted evaluations. In
addition, limitations of the current research and directions for future research are provided in
this chapter.

7.1

Contributions
Five primary contributions of this research are summarized in this section.
1. Shape Estimate Approach
In Chapter III, a novel approach was described to estimate the shape of negative obstacles.

The shape estimation approach does not require physical factors associated with LiDAR such as
resolution and height (from the ground) of LiDAR. In addition to detecting negative obstacles,
the shape estimation approach can estimate the shape of negative obstacles from a single
LiDAR scan. The steps involved in the shape estimation approach are listed below.
1. Threshold Calculation. A grouped frequency distribution was applied to the LiDAR
point cloud data to calculate a threshold. Contrary to a constant value as a threshold,
this threshold varies according to terrain type.
2. Extraction of Points passing through negative obstacles. The identified threshold was
applied to the LiDAR point cloud to distinguish between points passing through negative
obstacles and ground points. LiDAR points with 𝑧 coordinate value less than the
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threshold were considered as the point passing through negative obstacles else ground
points.
3. Detection of possible edge points. Delaunay triangulation was applied on the ground
points, which resulted in a mesh of triangles. A rule-based strategy was followed to
remove undesired triangles from the triangular mesh. The vertices of the remaining
triangles were considered as possible ground points.
4. Fusion. Points passing through the negative obstacles and possible edge points were
merged to form fused points. All the fused points may not be associated with the negative
obstacles.
5. Clustering. The DBSCAN algorithm was selected for clustering because it does not
require the number of negative obstacles (cluster size) in a scene, which was unknown
and may vary from scene to scene. DBSCAN identifies clusters in the fused points such
that all the points in a cluster belong to a negative obstacle. The fused points that do not
belong to any negative obstacles were labeled as error points.
6. Curve fitting. Interpolation methods such as linear, nearest neighbor, biharmonic, cubic
spline, and thin-plate spline were applied to the points in each cluster to get the estimated
shape of the negative obstacles.

2. Behavior of the Proposed Approach
In Chapter IV, eight different evaluations were performed to study the behavior of the
presented approach when subjected to various conditions. The presented approach in Chapter
III estimates the shape of typical negative obstacles such as holes and trenches. Biharmonic
and thin-plate spline interpolation provided better smoothness and accurate depth estimates
than other interpolation techniques. However, biharmonic interpolation resulted in frequent
overestimates than others. Terrain with a higher magnitude of plant density and high-frequency
roughness had a greater impact on the estimated shape than the low-frequency roughness
terrain. Negative obstacles with a higher width resulted in a higher number of LiDAR returns
thereby increasing the accuracy of the estimated shape. Similarly, the performance of the
presented approach was higher for negative obstacles in closer ranges than the farther ranges.
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Since the shape estimation approach depended on the LiDAR returns, the selection of a LiDAR
can impact the performance of the shape estimation approach. The shape estimation approach
can be used to estimate the shape of negative obstacles of different sizes, shapes, and to a scene
with multiple negative obstacles.
3. Rollover-free Positions
A series of steps were involved in the calculation of rollover-free positions. Initially, the
estimated shape of the negative obstacles was represented with a 2D grid of points that were
converted into 3D by adding a 𝑧 value from the estimated shape. The 3D set of points were
divided into slices to reduce the solution space such that all points in each slice have the same
𝑦 coordinate value. The pair of points separated by the distance equal to the length of the
vehicle were identified. Later, the inclination angle for each pair of points was measured. If
the inclination angle was greater than the critical rollover condition [31] then this pair was not
considered as rollover-free position. This procedure was repeated to all slices in the set of 3D
points to identify rollover-free positions inside of a negative obstacle.
4. Curvature Estimation of Negative Obstacles
The surface variation method [43] was adopted to estimate the curvature of negative
obstacles. The surface variation method takes a 3D set of points (which were calculated in the
above step) as an input to generate the curvature map.
5. Improvisation of the presented approach
An improvisation strategy was provided in Chapter V for the presented approach in Chapter
III. This strategy involved removing the corners of the estimated shape by applying a constant
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threshold. This strategy improved the proposed approach by at least 30% in terrain with a high
density of plants for the features in the ground plane.

7.2

Limitations
Some limitations of this study are, firstly, the resolution of a LiDAR can impact the

performance of the shape estimation approach since this method completely depends on LiDAR
returns from the negative obstacle. This study utilized a high resolution ’OS2’ LiDAR with
64 channels. LiDARs with lesser channels (16 or 32) can be used to estimate shape. However,
LiDARs with lesser resolution may not detect negative obstacles from longer ranges and provide
less information about them thereby impacting the estimated shape. So using a high-resolution
LiDAR for better results is suggested. Secondly, in this study, we used only one LiDAR which
cannot detect negative obstacles in blind regions. Thirdly, the shape estimation approach
detected false positives in high-frequency roughness terrain. Fourthly, in the shape estimation
approach, clustering was performed using only the DBSCAN algorithm. Similar to DBSCAN
there are several clustering algorithms that do not require the number of clusters such as,
Gaussian mixture model, hierarchical clustering, and ordering points to identify the clustering
structure (OPTICS) [7] [1]. In this research performance of the shape estimation approach
was not evaluated with different clustering algorithms which may yield better results. Finally,
negative obstacles with smaller widths may not be detected especially from long ranges. The
shape estimation approach was able to estimate the shape of negative obstacles with a width
of 0.5m from a distance of 9.9m from a vehicle.
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7.3

Future Work
For future research, apart from addressing the above limitations, a few extensions of the

current research are possible. These approaches are discussed next.
1. Visibility problem
The accuracy of the estimated shape depends on the information return (visible portion)
from the negative obstacle in the form of a 3D point cloud as it was used to perform curve
fitting. From the evaluations conducted in the current research, it was clear that the shape
estimation of negative obstacles suffers from visibility issues especially from long ranges. One
way to solve the visibility problem is by collecting overhead data using an unmanned aerial
vehicle (UAV) with sensors by looking down into negative obstacles as implemented by [55].
2. Negative obstacles in blind regions
In the current research, only one LiDAR was used, which cannot detect negative obstacles
in blind regions. To overcome this a future study can be conducted with two additional LiDARs
mounted on the vehicle top as implemented in [33]. The generated raw LiDAR point cloud
data from three LiDARs consists of points in the blind region. The triangles formed with these
points from Delaunay triangulation should not be filtered in step 3 (possible edge points of
negative obstacle extraction).
3. Rollover-free path planning
Rollover-free positions calculated in the current research can be used to perform rollover
free path planning through gaps or negative obstacles [31].
4. Low curvature path planning
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Steps to generate curvature maps were discussed in Chapter V of this dissertation. In future
research, a local path planner can use the curvature maps to identify the candidate paths with
high curvature regions. Later the high curvature candidate paths can be filtered from the set
of candidate paths. The vehicle can use the new set of candidate paths to travel in a lesser
curvature region of the negative obstacle.
5. Exploration of clustering algorithms
The DBSCAN clustering algorithm was adopted into the shape estimation approach to
classify negative obstacles since it did not require the number of clusters. A drawback of
the DBSCAN algorithm was that if multiple negative obstacles were close to each other then
DBSCAN classified this set of negative obstacles as one negative obstacle (refer to figure 4.16
on page 82 (b)). As a future study, different clustering algorithms that do not require the
number of clusters such as the Gaussian mixture model, hierarchical clustering, and OPTICS
will be explored to identify negative obstacles in a scene [7] [1].
In the past, substantial contributions were made by the research community to overcome
the challenges of negative obstacles. However, researchers focused on detecting the negative
obstacles in the 2D plane despite its 3D nature. Negative obstacle detection and avoidance in
2D plane may not be efficient in all the scenarios encountered by the autonomous system. The
shape estimation approach was presented in this dissertation to study the 3D nature of negative
obstacles. Furthermore, methodologies were provided to calculate rollover-free locations and
curvature of negative obstacles from the estimated shape of negative obstacles. In addition to
detecting the negative obstacles, methodologies described in this dissertation can be used to
analyze the riskiness associated with them.
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APPENDIX A
PLOT OF LIDAR RETURNS

118

Figure A.1: (a) 3D LiDAR point cloud of a scene with plant density = 0.05. (b) 3D LiDAR
point cloud of a scene with plant density = 0.2.

Figure A.2: (a) 3D LiDAR point cloud of a scene with low frequency roughness = 0.1. (b) 3D
LiDAR point cloud of a scene with low frequency roughness = 0.5.
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Figure A.3: (a) 3D LiDAR point cloud of a scene with high frequency roughness = 0.01. (b)
3D LiDAR point cloud of a scene with high frequency roughness = 0.1.
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Figure A.4: (a) False positive in a scene with high frequency roughness = 0.1. (b) Estimated
shape of negative obstacle in a scene with low frequency roughness = 0.5.
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Figure A.5: Absolute error for the features of a negative obstacle from varying ranges. (a)
Biharmonic interpolation. (b) Linear and Nearest Neighbor interpolation. (c) Cubic interpolation.
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Figure A.6: 2D Plot of returns with different LiDARs. (a) HDL32E. (b) HDL64E. (c) OS1.
(d) OS2.
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Figure A.7: Selected set of vertical slices.
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