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Abstract: The growing penetration of generation systems based on renewable energy in electric power
systems is undeniable. These generation systems have many benefits, but also many challenges from
the technical point of view. One of the biggest problems in the case of solar photovoltaic (PV) and
wind energy is the intermittency of the raw material, thus hybrid generation systems that contain
both sources are being used to complement electric power generation. To analyze the problems
of this type of hybrid generation systems, it is necessary to develop models and test systems that
allows to study their dynamic behavior. Reported in this paper is the implementation of a full hybrid
PV–wind generation system model in a real-time digital simulation platform, and the development
of the electronic converter controls. These controllers were implemented in digital devices (Arduino
Due) and connected to the simulation platform to test their performance in real-time. In addition,
the procedure followed for the development and implementation of the controllers is presented.
The proposed test system can be used in renewable energy integration studies and the development
of new control strategies.
Keywords: boost converter; buck converter; control strategies; real-time simulations; renewable
energy; solar energy; wind energy
1. Introduction
Nowadays, the penetration of renewable energy resources in the energy matrix of countries is
increasing rapidly, especially in the case of solar photovoltaic (PV) and wind systems [1,2]. These
energies offer cleaner, more reliable, and economically more competitive generation of electrical energy,
as compared with conventional energy generation, in sites where high wind speeds or solar irradiation
are available [3]. This situation creates scenarios with greater diversification of energy generation [4],
which helps to mitigate the environmental impacts caused by the production, distribution, and final
use of conventional energy forms [5,6].
Solar and wind energy generate technical energy management challenges due to their intermittent
nature, making it necessary to implement control and supervision strategies, which must comply with
the restrictions imposed by the demand, generation, and storage systems [7]. In this context, digital
simulation platforms in real-time are being used to evaluate requirements of these generation systems
connected to the network and the performance of their control systems [8–12].
A way to test the performance of control systems for renewable energy systems before their final
system implementation is by programming the developed control laws into digital devices, such as
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microcontrollers and FPGAs (Field-Programmable Gate Array), among others, and connecting the
digital device to a real-time simulator. This technique is known as rapid prototyping [13].
There are reports in the literature discussing the use of the rapid prototyping to test controllers for
renewable energy systems. In Reference [14], a control for a permanent magnet synchronous generator
(PMSG) used in a variable-speed wind turbine is presented; the objective of this controller was to obtain
maximum power from the incident wind with maximum efficiency under different load conditions.
In References [15,16], the authors developed controls for tracking the maximum power point (MPP) in
wind energy generation systems, and with the obtained results calculated the pitch angle of the wind
turbines. Meanwhile, in Reference [17], a methodology to enable wind farm participation in automatic
generation control using energy storage devices is reported; in this case, a controller for the real and
reactive power was realized through a dSPACE (Digital Signal Processing and Control Engineering).
Additionally, this technique has been used in PV systems, for instance in Reference [18], where it is
used for the implementation of power electronics converters using a Xilinx System Generator, and in
References [19–22], where the implementation in digital devices of the three-phase inverter and its
control systems is reported.
Regarding hybrid PV–wind generation systems, the modeling, testing, and implementation of
prototypes, including the necessary converters and controls, has been reported. In Reference [23],
a laboratory prototype was built using a doubly excited permanent-magnet brushless machine and
a PV panel, while in Reference [24] a similar prototype was developed using a PV-fed inverter and
an assisted wind-driven induction generator. In Reference [25], the development is presented of
supervisory control strategies for a grid-connected hybrid generation system; the proposed control
strategies were tested using the rapid prototyping technique. In References [26–28], the developed
control strategies for the hybrid generation system were tested using a DSP (Digital Signal Processor),
a PIC (Peripheral Interface Controller), and real-time simulator, respectively.
Although many works have reported the use of real-time simulators and the rapid prototyping
technique, after a careful review of the literature it was found that in most of the cases only one
generation system and its converter were analyzed. This is because of the difficulty in communicating
between several digital devices at the same time, or due hardware limitations. In addition to this,
the procedure used for the rapid prototyping and connection between digital devices is not reported,
which makes it difficult to reproduce the reported results; this is crucial for the development of new
research. For this reason, the contribution of this paper is a full model of a hybrid PV–wind generation
system in an RTDS (which stands for real-time digital simulator). Additionally, the development
of the converter control techniques and their implementation in digital devices (Arduino Due) is
presented, as well as a description of the procedure used for their rapid prototyping and their real-time
performance testing.
The rest of this paper is organized as follows: Section 2 presents a description of the structure
and modeling of the test system. Section 3 presents the converters used and the development of
their control techniques. Section 4 shows the considerations for control law implementation in the
Arduino Due and its connection with the RTDS. Section 5 discusses and presents simulations of the
grid-connected hybrid PV–wind model through a three-phase inverter during transient conditions.
Finally, Section 6 draws the main conclusions of this work.
2. Modeling of the Test System
The proposed hybrid PV–wind test system implemented in this research is shown in Figure 1.
The PV array is comprised of 400 Prostar Monocrystalline modules of 50 W each, with a total system
capacity of 20 kW, and it is composed of 10 strings of modules in parallel, with each string having
40 modules connected in series. The PV system is connected to a DC-link voltage through a DC–DC
buck converter; this converter uses a maximum power point tracking (MPPT) algorithm to ensure
maximum extraction of power from the PV system. On the other side, the wind generation system
is comprised of a three-phase PMSG of 30 kW and 220 V, coupled to a wind turbine. The generator
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terminals are connected to a three-phase diode rectifier to convert the generated electrical energy from
AC to DC. A controlled DC–DC boost converter is used to connect the system with the DC-link voltage
at 700 V. This converter is considered to operate the wind generation system close to the unity power
factor. Finally, after the DC-link voltage, a three-phase pulse width modulation (PWM) inverter is
used to convert the energy into a 220 V, three-phase AC voltage, and then a step-up transformer of
0.22/13.8 kV is used to elevate the voltage level to the grid level. At the terminals of the transformer,
a load of 25 kW is connected. The generation system and load are connected with the grid through a
transmission line, in order to send any surplus of energy or compensate the lack of generation by the
hybrid PV–wind generation system, according to the requirements of the local load. The parameters of
the test system can be consulted in Appendix A.
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2.1. Modeling of a PV Cell
The model used to represent the behavior of each of the PV modules is composed of several
PV cells [29]. Figure 2 shows the scheme of a PV cell [30]. This model considers the effects of the
temperature (T) on the photo-generated current (IL) and the saturation current of the diode (I0).
Additionally, a series resistance (Rs) is included to represent the losses in the module due to internal
connections between cells.
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where q is the electron charge, K is the Boltzmann constant, G is the irradiation, Isc is the
short-circuit current, Voc is the open-circuit voltage, n is an idealization factor of the diode, Vg is
the band-gap voltage, and T1 and T2 are the standard test temperature and nominal operating
temperature, respectively.
All parameters needed for Equations (1)–(8) are found in the datasheets provided by the
photovoltaic panel manufacturers.
2.2. Modeling of the Wind Turbine
The wind turbine is a device used to extract the mechanical power available from the wind,
after which this mechanical power is passed to the electric generator and converted into electrical
power. To represent this process, it is necessary to have a model that describes the relationship between
the wind speed and the mechanical power extracted, a model of the transfer of mechanical power to
the generator through the rotor shaft, and a model of the electric generator.
Typically, the equation used to calculate the mechanical power extracted (Pw) from wind [33–36]
uses the air density (ρ), the area covered by the wind turbine rotor (AR), the wind speed (vwind), and a
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The values of the coefficients c1 to c6 are calculated based on the power curve of the wind
turbine [37].
In the case of the generator model, Figure 3 shows the equivalent circuits of a PMSG [38]. From this

























where v is the voltage, i is the current, r is the resistance, L is the inductance, and w is the angular
frequency. The subscripts d, q, 0, and s denote variables and parameters associated with the d axis,
q axis, 0 axis, and stator, respectively, while the superscript r stands for variables in the synchronous
reference frame.
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3. Converters and Control Strategies
There are three power electronics converters considered in the test system, and each one has an
individual control strategy. In the case of the DC–DC converters, the control strategies are focused on
maintaining the operation of the photovoltaic and wind generation systems most efficiently under
dynamic weather conditions, and trying to extract maximum power from the renewable resource (solar
irradiation or wind). On the other hand, the DC–AC converter is used to maintain regulated electrical
variables (voltages and frequency) within the limits established by the grid at the connection point.
3.1. Buck Converter and Control Strategy for the PV Generation System
To con ect the PV ge eration system with the DC-l nk vol age, a buck converter is selected [41].
This converter includes an MPPT algorithm [42–44], for which the objective is to maintain the voltage
(or current) at the terminals of the PV array at a value which allows maximum power extraction from
the PV system under changing solar irradiation and temperature conditions. In order to perform MPP
tracking, the voltage at the terminals of the PV array is manipulated via the duty cycle of the converter.
In Figure 4, the control scheme for the PV array coupled to the buck converter is shown [45].
A linearized closed-loop control system was selected for the buck converter. An average
state-space analysis was performed to select a PI control law, eliminating high frequency noise,
acting as a low-pass filter, and eliminating the steady state error. The transfer function of the low-pass





and its obtained Bode plot is shown in Figure 5.
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On the other hand, many algorithms have been proposed to achieve t e MPP. In this
work, the incremental conductance method (ICM), based on the Perturb & Observe algorithm,
was applied [46,47], because it can be used in real-time simulatio s and offers good performance.
Figure 6 shows the flowchart of the ICM, in which a fixed-ste size is used to change the PV output
voltage; this is in order to track the MPP according to the slope of the power relative to the voltage in
the characteristic curves of the PV modules.
3.2. Boost Converter and Control Strategy for the Wind Generation System
Figure 7 shows that the three-phase AC voltage generated by the PMSG is converted to DC
through a three-phase diode rectifier, and then a boost converter is used to step up the voltage to the
DC-link level (VOref) [45,48]. The pulse train for the main switch u is obtained using a pulse width
modulation (PWM) technique [49].
For the boost converter, an average current control scheme was used. Operation of the converter
as a voltage regulator with power factor correction requires two control loops; one is responsible for
regulating the input current iL, and the other the output voltage Vo, as shown in Figure 7. The control
loops are designed according to the criterion that the bandwidth of the external voltage control loop is
smaller than the internal loop of current; this makes design of the controllers easier.
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The Bode plot for this controller is shown in Figure 9. The controller is designed to increase the
low frequency gain, while the phase margi is 60◦ at the cut-off frequency of 0.162 kHz.
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3.3. Three-Phase Inverter and P–Q Controller
For the three-phase inverter, a P–Q control law is proposed, for which the objectives are to
maintain the DC-link voltage at a constant value, and to set the amount of reactive power injected to
the grid [50,51]. In normal operating conditions, all the power generation injected to the grid from the
hybrid PV–wind system is active power, and the reactive power reference is set to zero. Nevertheless,
under fault conditions in the grid, the reactive power reference can be set to another value for voltage
support [52].
Figure 10 shows the DC-link voltage control loop for the three-phase inverter. At the output,
an angle value is obtained (ANG) and saturated in the range of [−π/2,π/2]. This angle is sent to the
modulation signal generator. The transfer function of GDC is:




Electronics 2019, 8, x FOR PEER REVIEW 8 of 21 
 
 
Figure 8. Bode plot for the KiL controller. 
The transfer function of the voltage control law KVo is defined as follows: 𝐾 (𝑠) =   (19) 
The Bode plot for this controller is shown in Figure 9. The controller is designed to increase the 
low frequency gain, while the phase margin is 60° at e cut-off frequency of 0.162 kHz. 
 
Figure 9. Bode plot for the KVo controller. 
3.3. Three-Phase Inverter and P–Q Controller 
For the three-phase inverter, a P–Q control law is proposed, for which the objectives are to 
maintain the DC-link voltage at a constant value, and to set the amount of reactive power injected to 
the grid [50,51]. In normal operating conditions, all the power generation injected to the grid from 
the hybrid PV–wind system is active power, and the reactive power reference is set to zero. 
Nevertheless, under fault conditions in the grid, the reactive power reference can be set to another 
value for voltage support [52]. 
igure 10 shows th DC-link voltage control loop for the thr e-phase inverter. At the output, an
angle value is obtained (ANG) nd saturated in the range of [−π/2,π/2]. This angle is sent to the
modulation signal generator. The transfer function of GDC is: 𝐺 (𝑠) = 1 +   (20) 
 
Figure 10. DC-link voltage control loop. . li l l l .
Figure 11 shows the reactive power control loop for the three-phase inverter. The magnitude value
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is sent to the modulation signal generator. The PI control is defined as:
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discrete time domain with the complex frequency domain, the reference frame in which the 
controllers were originally designed. 
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4.3. DC–DC Boost Digital Controller Implementation 
The boost controller is formed by two parts, a voltage controller KVo(s) described by Equation 
(19), and a current controller KiL(s) defined by Equation (18). Applying the Z transform to KVo(s) with 
a sample time of TS = 20 μS, the next expression is obtained: 𝐾 (𝑧) = . .   (24) 
moreover, the difference equation v[k] obtained and implemented in the Arduino Due is: 
ti
he control signals ANG and MAG are sent to the PWM module in order to obtain the pulse trains
for the three-p ase inverter.
4. Hardware Implementation
In this section, the considerations for the control law implementation in the Arduino Due [53]
and its connection with the RTDS [54] are described.
4.1. Digital Implementation of Control Laws
To digitally implement the controllers, which are designed in the continuous domain, it is
necessary to sample the error signal of each one of the control loops through an analog-to-digital
converter (ADC). The selected microcontroller interprets the converted signal as a sequence of numbers,
which are processed using a control algorithm, generating a new numerical sequence. This process
is done through a digital-to-analog converter (DAC); the numerical sequence is transformed into an
analog signal, which becomes the control signal.
In order to obtain the digital control algorithm, the Z transform [55] is required to relate the
discrete time domain with the complex frequency domain, the reference frame in which the controllers
were originally designed.
4.2. DC–DC Buck Digital Controller Implementation
By applying the Z transform to the buck converter control transfer function described by
Equation (17) with a sampling period of TS = 20 µS, the following expression is obtained:
Kv(z) =
149z− 149
z− 1 ( 2)
From Equation (22) it is possible to obtain the difference equation for the controller Imbuck[k],
as described by Equation (23), which is programmed at the digital device, where e[k] is the error of the
actual sample time and e[k − 1] represents the error in the previous sample time.
Imbuck[k] = 149e[k]− 149e[k− 1] + Imbuck[k− 1] (23)
4.3. – Boost igital ontroller I ple entation
The boost controller is formed by two parts, a voltage controller KVo(s) described by Equation (19),
and a current controller KiL(s) defined by Equation (18). Applying the Z transform to KVo(s) with a




moreover, the difference equation v[k] obtained and implemented in the Arduino Due is:
v[k] = 0.83e[k]− 0.81e[k− 1] + v[k− 1] (25)
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Similarly, for the second part of the current controller the following expressions are obtained:
KiL(z) =
0.1698z− 0.06857
z2 − z + 3.217× 10−11 (26)
Imboost[k] = 0.1698e[k]− 0.06857e[k− 1] + Imboost[k− 1]− 3.217× 10−11 Imboost[k− 2] (27)
4.4. RTDS Giga-Transceiver Analogue Input/Output Cards (GTAI/GTAO)
The Giga-Transceiver Analogue Output card (GTAO) is used as the interface between the RTDS
and external devices. The GTAO card includes 12 output channels of 16 bits each, and a voltage range
of ±10 V. The Giga-Transceiver Analogue Input card (GTAI) is also used as the interface between
external devices and the RTDS. The GTAI card includes 12 input channels configured as differential
inputs with a ±10 V voltage range. Figure 12 shows a general scheme of the GTAO and GTAI cards
and their simulation blocks in RSCAD [56].
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4.5. Microcontroller Arduino Due
The Arduino Due card is a microcontroller based on the Atmel SAM3X8E ARM Cortex-M3 CPU,
and is the first Arduino with a 32 bit core [53]. It has 54 input and output ports, of which 12 can be
used as PWM outputs, 12 as analog inputs, 4 as serial ports, an 84 MHz clock, 2 DAC, and a reset and
delete button.
The Arduino Due analog input ports have a 10 bit resolution (values between 0–1023), implying
that an input voltage of 0 V is reflected in the processor as a value of 0, and an input voltage of 3.3 V is
reflected as a value of 1023. On the other hand, the DAC analog outputs have a nominal resolution
of 8 bits, with the possibility to work with a resolution of 10 bits. Working with a 10 bit resolution,
a value of 0 generates an output voltage of 0.55 V, and a value of 1023 is reflected in an output voltage
of 2.77 V. Figure 13 shows the schematic diagram of an Arduino Due card.
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4.6. Connection of the Arduino Due Card with the RDTS Station
Figure 14 illustrates the connection of the RTDS with the Arduino Due card through the GTAO
and GTAI cards and the ADC and DAC ports, respectively. Additionally, this figure shows the signals
exchanged between both devices.
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Because the rduino ue operating voltage is 3.3 , it is necessary to saturate the analog outputs
of the T S that can generate up to 10 in order to avoid da age to the card, and adjust the gain
output of the T . It is also necessary to remove the negative signals generated by the RTDS prior to
their being sent to the Arduino Due, as this card does not allow negative input voltages. Table 1 shows
the range of output values, adjustments, and output factors of the GTAO card to meet with the desired
range of voltage between 0 V and 3.3 V.
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Table 1. Output signal adjustment from the RTDS through the GTAO card.







From Equations (23) and (27), the buck and boost converters duty cycles are obtained, respectively,
and then saturated digitally in the range of 0–1023. The Arduino Due DAC is configured to read a
digital value of 0 and generate an analog signal with a value of 0.55 V, and to read a digital value of
1023 and generate an analog signal with a value of 2.75 V. The RTDS GTAI card is configured with the
gains shown in Table 2; with these gains the signal peak value, read in volts, results in a value of 1.0 in
the RTDS.
Table 2. Output signal adjustment from the RTDS through the GTAO card.
Signal Value Range GTAI Gain
ImBoost 0.55–2.75 V 1.652
ImBuck 0.55–2.75 V 1.652
Finally, after applying the described scaling, the signals are taken and processed by the RTDS to
obtain the desired range of converters’ duty cycles with values between [0,1], as shown in Figure 15.
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The behavior of control law for the buck converter Kv is shown in Figure 18. Figure 18a shows the
reference value generated by the MPPT module (Vref, red line) and the output voltage at the terminals
of the PV array (ViPV, black line). Good tracking of the reference voltage was observed, since most
of the time the percent error was below 10%, with some peaks exceeding this value, but only during
sudden changes in the solar irradiation, as shown in Figure 18b. Additionally, it is important to
mention that the errors obtained in this case include the effect of the delay between the communication
of the RTDS and the Arduino Card: an effect that is often ignored in offline simulations.
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The waveforms of the voltage and current generated by the PV array during changes in the
weather conditions are shown in Figure 19. Figure 19a shows that the voltage waveform changed
according to the reference generated by the MPPT algorithm (see Figure 18a), and the output current
of the PV array had an average value of around 0.05 kA, as shown in Figure 19b.
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Figure 20 shows the performance of the controller of the boost converter. In Figure 20a, it can be
seen that the voltage had a value that oscillated around the reference value Voref = 700 V, with errors
below 6%, and peaks over 10% when sudden changes were applied to the value of the wind speed (see
Figure 20b). The errors are lower than the errors obtained with the Kv controller of the Buck converter.
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Figure 21a shows the phase voltage and current generated by the PMSG. Additionally, Figure 21b
shows the rectified voltage (Vrectified, black line) and the output voltage of the boost converter (Vo, red
line), following the reference value of 0.7 kV (Voref, blue line). The controllers performed well,
considering the behavior of the voltage and current according to wind speed variations.
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Finally, the active and reactive powers sent through the three-phase transformer to the grid are
shown in Figure 23. The active power was generated according to the available natural resources, in this
case solar irradiation and wind speed, and the proposed controller helped to extract the maximum
power available and regulate the voltage at the connection point. On the other hand, the reactive
power generated was minimized to the reference value of 0 MVAR, but the developed controller can be
also used to help with the voltage support at the connection point. This can be done by changing the
reference value of the reactive power.
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in the transfer and conversion of the maximum power available from the natural resources, 
regulating the voltage in key points of the system. Regarding the proposed controllers, a good 
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the transformer.
From the obtained results it can be observed that the modeled hybrid PV–wind generation system
is a good alternative for the generation of electricity. The power electronic converters used, together
with the proposed control strategies, helped to maintain the operation of the system most efficiently
under dynamic weather conditions, avoiding problems at the connection point related to changes in
the wind speed and solar irradiation. Additionally, rapid implementation of the proposed test system
in the RTDS and Arduino Due will be useful in the design, development, and testing of new control
strategies or equipment before their final implementation, which will help to reduce costs and time.
6. Conclusions
The use of renewable energy sources for electricity generation is an important issue today;
therefore, it is crucial to develop test systems to study and analyze their dynamic behavior. In this
research work, a hybrid PV–wind generation system, including its electronic power converters,
was proposed and implemented in an RTDS. The procedure followed for the development and
implementation of each one of the controllers for the converters is presented. Additionally, using a
rapid prototyping technique, the controllers were implemented in the digital platform Arduino Due
and connected with the RTDS to test their performance in real-time under changing conditions of the
inputs, in this case, considering variations in solar irradiation and wind speed.
A case study is presented, where the dynamic behavior of the proposed controllers and the
complete system is shown. From the obtained results, it can be concluded that the converters helped
in the transfer and conversion of the maximum power available from the natural resources, regulating
the voltage in key points of the system. Regarding the proposed controllers, a good performance was
observed, with a percent error in tracking the reference signal below 10% for the buck converter and
6% for the boost converter.
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An advantage of the rapid implementation of the proposed test system in a real-time digital
simulation platform and its controls in Arduino Due is the possibility to analyze the real behavior of
the control systems and generation units. In addition to this, it would make it possible to conduct
studies of the integration of these types of systems into electric power systems, without compromising
the integrity of equipment and personnel.
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Appendix A
The main parameters of the hybrid PV–wind generation system are given in Tables A1–A6.
Table A1. Parameters of the wind turbine.
Parameter Value
Rated power 30 kW
Rated wind speed 9 m/s
Rated rotor speed 263 rpm
Blade diameter 3.7 m
Air density 1225 kg/m3
Table A2. Parameters of the PMSG.
Parameter Value
Rated power 30 kW
Line voltage 519.6 V
Phase inductance of the windings, axis d and q 28.882 mH
Phase resistance of the windings 0.0038 Ω
Leakage inductance 2.888 mH
Number of poles 12
Rotation speed 263 rpm
Electric frequency 26.3 Hz
Inertia constant 0.0394 MW/MVA
Table A3. Parameters of the PV module.
Parameter Value
Rated power 50 W
Open-circuit voltage 22.8 V
Short-circuit current 2.99 A
Rated temperature 25 ◦C
Rated irradiance 1000 W/m2
Number of PV cells 36
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Table A4. Parameters of the DC–DC boost converter.
Parameter Value
Maximum power 30 kW
Input voltage 50–500 V
Output voltage 700 V
Switching frequency 3 kHz
Ripple in the inductor current 25%
Ripple in the output voltage 5% (35 V)
Table A5. Parameters of the DC–DC buck converter.
Parameter Value
Maximum power 20 kW
Input voltage 780–1500 V
Output voltage 700 V
Switching frequency 3 kHz
Ripple in the inductor current 25%
Ripple in the output voltage 5% (35 V)
Table A6. Parameters of the three-phase transformer.
Parameter Value
Rated power 0.1 MVA
Transformation ratio 230/13,800 V (line to line)
Rated frequency 60 Hz
Leakage inductance 140 µH
No-load losses 1 kW
Magnetization current 2.51 A
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