We aim at a conceptually clear and technical smooth investigation of Ackermann's substitution method. Our analysis provides a direct classification of the provable recursive functions of PA , i.e. Peano Arithmetic framed in the ε-calculus.
Introduction
A fascinating result in proof theory is the classification of the provable recursive functions of Peano Arithmetic in terms of Kreisel's class of ordinal recursive functions [Kre52] . This class can in turn be characterised by hierarchies of number-theoretic functions defined by transfinite recursion upto the ordinal 0 [Wai72] . Kreisel's solution of the classification problem for the provable recursive function of PA was based on Ackermann's consistency proof of arithmetic, framed in Hilbert's ε-calculus [Ack40] . The ε-calculus is a strong proof-theoretical tool, allowing an efficient formalisation of pure logic. Within the ε-calculus quantifiers become definable by ∃xA(x) ↔ A( x A(x)) and ∀xA(x) ↔ A( x ¬A(x)); hence the computational content of a formal proof can be expressed within the formal language. (The expression x A[x] is called -term.)
With respect to arithmetical systems the ε-substitution method [Ack40, HB70] is an analogue within the ε-calculus of well-known cut-elimination. In general the problem of the substitution method is to associate with a formal system S admitting quantifiers a free-variable system S without quantifiers and give an effective procedure to transform statements A in S into statements A in (the language of) S . Assume S proves A, then the transform of A is to be an -substitution instance A of A. It is obtained by replacing -terms by terms in the language of S . Note that with respect to Peano Arithmetic (PA), framed in the -calculus, this procedure of eliminating bounded variables from arbitrary proofs, is sufficient to establish the consistency of Peano Arithmetic, where the difficult part is to show that the substitution method terminates.
Let PA denote Peano arithmetic framed in the ε-calculus. Based on Gentzen's work, revealing the rôle played by transfinite induction up to ε 0 , Ackermann [Ack40] presented a constructive consistency proof for PA . As an important achievement he defined functions, ordinal recursive in ε 0 , that bound the complexity of the transformation procedure. 1 We analyse Ackermann's solution and in particular the given complexity analysis of the substitution method. In our presentation we follow the original treatment closely. The novelty is, that we are able to measure the complexity of the substitution method directly in terms of the fast-growing Hardy hierarchy α≺ 0 H α [Wai70] . I.e. we can replace the specific ordinal recursive functions, seemingly ad-hoc defined, employed in [Ack40] . Hence we can show that any provable recursive function of PA can be elementarily defined in some H α , α ≺ 0 and therefore the class of provable recursive functions of PA equals the Hardy class H. The same machinery is applied to characterise the provable recursive functions of a weak arithmetic theory without induction axiom (or rule); here the Hardy hierarchy is replaced by the slow-growing hierarchy α≺ 0 G α . We have replaced the set-theoretical ordinals employed in Ackermann's proof by (structured) tree-ordinals, which allowed us to characterise the provable recursive functions. Through the gained direct characterisation of the class of provable recursive functions (of PA ), we can characterise the provable recursive functions of fragments of PA . Contrary to usual Gentzenstyle proof theory, fragments of Peano Arithmetic, if framed in the ε-calculus, need not necessarily be characterised in terms of the logical complexity of the admitted induction formulas. Instead, with respect to Ackermann's substitution method, it is more natural to count the number of employed ε-matrices. (See Section 7 for a formal definition; this number can be grossly bounded by the number of bound variables in a given derivation.) Hence the obtain characterisation results on fragments is technically as well as conceptionally different from the usual results in the subrecursive hierarchy trade, cf. [FW98] . 1 By complexity of the substitution method we understand the maximal number of approximation steps necessary till the final substitution is rendered.
The reader may wonder why we have based our investigation on the originalquite old-treatment of the substitution method; the work by Mints [Min94] and Tait [Tai65a, Tai65b] spring to mind as more adequate starting points. However, to our surprise, it turned out that once we understood howto replace Ackermann's original representation and codings of (set-theoretical) ordinals by structured tree-ordinals, the desired results followed quite easily. Thus by changing the employed ordinal notation we can establish the direct characterisation result, but still follow the original presentation closely enough to render a modern presentation of Ackermann's ideas.
In contrast to Gentzen-style proof theory by cut-elimination the substitution method is independent on the structure as a whole of the given derivation in S. We employ this idea to separate the actual substitution method and the ε-calculus, which allows an abstract assessment of the transformation procedure incorporated in the substitution method apart from the ε-calculus trade. In the next section we will define a class of tautologies S and will re-formulate the problem of the substitution method accordingly. Only after we have studied the behaviour of the transformation procedure with respect to the class S in some detail, we will relate our findings to a suitable axiomatisation of Peano arithmetic in the ε-calculus and thus obtain the main result of this work.
that (i) The empty string ε is a position. (ii) If E ≡ (t 1 , . . . , t n ), ∈ {f n , R n } and q is a position in some t i , then p = i.q. (iii) If E ≡ E 1 E 2 , ∈ {∧, ∨, ⊃} and q is a position in either E i , then p = i.q.
A substitution σ ≡ {a 1 → t 1 , . . . , a n → t n } is a mapping from the set of variables to the set of terms such that σ(a) = a, for almost all a. The empty substitution is denoted by ∅. Let A be a formula and t 1 , . . . , t n terms. If there exists an expression B and n distinct variables a 1 , . . . , a n s.t. A is B{a 1 → t 1 , . . . , a n → t n } then for each 1 ≤ i ≤ n, the occurrences of t i in A are said to be indicated in A. This fact is also expressed (less acccuratetly) in writing A as B[t 1 , . . . , t n ]. We say that t is fully indicated in A if every occurrence of t in A can be obtained by such an replacement; we write B(t 1 , . . . , t n ) for A.
To emphasise that the substitution method is actually the problem of finding solutions to systems of equations of a certain kind we introduce a set of tautologies, denoted as S, based on specific extensions of the language L by new function symbols f 1 , . . . , f q of arbitrary arity. Each such function symbol f i will be called defined. Before we can define the class of tautologies S precisely, we have to introduce specific quantifier-free formulas, which will be occur in all studied tautologies. Firstly, for each f i we consider the following definition axiom.
where s abbreviates the term-tuple s 1 , . . . , s l . The term-tuple r 1 , . . . , r k indicates terms in A i such that t occurs in r i at some position p i . The terms s j (j = 1, . . . , n) are assumed to be free of t.
The term t, replaced by f i (s 1 , . . . , s n ) in the defining axiom, is sometimes called critical.
Furthermore we want to express that the defined function symbols fulfill certain minimality constraints, i.e. implications of the form
will be present in the studies tautologies for each f .
As we want ≤ to be interpreted in its usual sense, we need the presence of formulas formalising assumptions that define basic relations between terms. We will employ substitution instances of the weak arithmetical axioms given in Table 1 .
To deal properly with equality, instances of the axioms given in Table 2 ought Table 1 Arithmetical axioms
to be present, together with the following equality axioms
for all defined function symbols f i . Table 2 Equality axioms
Finally we are in the position to give the definition of the class of tautologies S: Let T be a formula based on a specific extension L by the function symbols f 1 , f 2 , . . . , f q . Let F be a formula over L . (Note that F is quantifier-free, as L does not contain any logical operators except ∧, ∨, ⊃.) Assume T is a tautology which can be written in the form
such that the A i are formulas of the form (1)-(3), while the B i are instances of the axioms given in Table 1 or Table 2 . Then T belongs to the class S and no formula which cannot be defined in this way belongs to S.
In this abstract setting the substitution method can be reformulated as the following problem.
Can we replace the defined function symbols in F by functions IN n → IN such that the resulting formula F is valid in N .
( )
Assume that only instances of the axioms given in Table 1 or Table 2 are present as assumptions in T . Then N |= B i for all i = 1, . . . , n and in partic-ular, as T is valid in all interpretations we have N |= F . Hence, to solve the problem it is sufficient to define an assignment Ψ of defined functions such that Ψ transforms the A i to true arithmetical formulas. Moreover it is sufficient to concentrate on those defined function symbols that actually occurring in the assumptions A i (i = 1, . . . , k). Assume these form a proper subset of all occurring defined function symbols in T and we are given an assignment Ψ of functions for this subset; this assignment is extended by assigning to all other function symbols the constant function 0.
Obviously the assumptions A i will play a key rôle. In the following these formulas will be called critical axioms. If we need to distinguish between them, then axioms of the form (1) will be called critical axioms of first kind; axioms of form (2) will be called minimality axioms or critical axioms of second kind. The axioms of form (3) will called critical equality axioms.
We fix some notation; assume T ∈ S is arbitrary but fixed. The set of critical axioms A i occurring in T is denoted by C. We denote the set of defined function symbols occurring in C by f 1 , f 2 , . . . , f q and assume that f i (i = 1, . . . , q) always refers to a defined function symbol.
We assume the sequence of function symbols to be ordered in a suitable way. Remark. From our abstract standpoint, we cannot decide whether this assumption can be indeed fulfilled for a particular tautology T . However, we will see later that this assumption can be indeed met for a suitable instance of defined function symbols f 1 , . . . , f q .
Structured Ordinals
We use 'structured' ordinals in the treatment of the substitution method. By a 'structured' countable ordinal, we mean an ordinal with an arbitrary but fixed fundamental sequence. We follow [FW98] in our presentation. We do not state proofs, see [FW98] .
Definition 1. The set Ω of countable tree-ordinals is inductively defined as
We use lower case Greek letters α, β, γ, λ, . . . to denote tree-ordinals (with the exception of , µ and τ ). We use the convention that λ always denotes a limit: λ def = λ x x∈IN . Alternatively, we write λ ≡ sup λ x .
Definition 2. The ordering ≺ on tree-ordinals is defined according to the rules (for α, λ ∈ Ω). (i) α ≺ α + 1, and (ii) λ m ≺ λ, for all m ∈ IN.
Note, that ≺ constitutes only a partial ordering. We identify n ∈ IN with 0 + n−times
Addition, multiplication and exponentiation on Ω are defined in the obvious way.
We need to now that these operations are well-defined on (structured) treeordinals.
Proposition 6. For all α, β, and γ ∈ Ω.
Proposition 7.
In the following we shall sometimes drop the brackets in (α + β)[n], (α · β)[n], respectively and write α + β[n], α · β[n], instead. Clearly ω 0 , ω ∈ Ω S . Simple applications of the proposition gives: If α 1 , . . . , α r ∈ Ω S , then ω α 1 · n 1 + · · · + ω αr · n r is structured. The elements of ω ω [n] are exactly those of the form
More generally we obtain that ω α [n] contains all ordinals of the form
This follows from an induction on α, using Lemma 11 and the definition of the n-predecessor.
We define exp α (β) def = α β and the n-iterate of that exp
Definition 8 (The slow-growing functions).
Definition 9 (The so-called Hardy functions).
Definition 10 (The fast-growing functions).
As properties of the fast-growing hierarchy note the following facts
Lemma 11. For all α ∈ Ω S .
(1) G α is increasing (strictly if α is infinite), and if
is strictly increasing, and if β ∈ α[n], then H β (n) < H α (n), and the same holds for F α .
Remark. In the following we will only be considered with structured treeordinals. Hence, we usually drop the reference to Ω S and sometimes simple speak of (tree-)ordinals.
Ackermann's Substitution Method
The starting idea of the substitution method is to replace the defined function symbols f i by functions of finite support. (A function φ: IN n → IN is of finite support if φ(n 1 , . . . , n l ) is non-zero only for finitely many arguments n 1 , . . . , n l .) When we have assigned functions to f 1 , . . . , f q we are in the position to evaluate every formula in C either to a true or false formula in N . Such an assignment is called a substitution. A substitution S is solving, or final if all formulas in C are rendered true on the basis of S. By definition every critical equality axiom will be evaluated to a true formula. Hence the substitution method need to be concerned with critical formulas of 1st and 2nd kind, only.
By S 1 we denote the initial substitution. This substitution instantiates all the f 1 , . . . , f q by the default value, the constant function 0. Assume we have already constructed a number of substitutions S 1 , . . . , S n such that S n is not a solving substitution. We define the consecutive substitution S n+1 : Let the critical axioms in C be ordered in some arbitrary way. We pick the first critical axiom of 1st kind
that is false in N . This critical axioms is called the designated critical axiom of S n+1 . Let z = | t | be the value of t under S n ; A(z;
is evaluated to true on the basis of the substitution S n . Letn ≡ n 1 , . . . , n l be the values of s 1 , . . . , s l , respectively. We regard the sequence of formulas
and evaluate this sequence wrt. S n . Let k be the smallest number such that
evaluates to true. With respect to S n some function φ was assigned to f i . We define a new function ψ by modifying φ as follows:
We write a 1 , . . . , a l = n 1 , . . . , n l to abbreviate ∀i a i = n i .) The substitution S n+1 is obtained by replacing the assignment of φ to f i by ψ, but leaving all assignment for f j , j < i intact. The assignment to f j , j > i are changed to the constant function 0.
Remark. The deletion of previous assignment to defined function symbols f j , j > i does not affect the substitution process. It follows from the definition of the ordering on f 1 , . . . , f q that for defined function symbols f j occurring in r 1 [a], . . . , r k [a], j < i holds. Because of this assumption the value of
Lemma 13. Let f i be a l-ary function symbol f i . The function assigned to f i under the assignment S n is denoted by φ. Then for all tuples
evaluates to true wrt. S n , and for all w < z, A(w,r[w], n 1 , . . . , n l ) evaluates to false.
Proof. We proof the lemma by induction on the construction of the substitution S n . If S n ≡ S 1 , then the result follows trivially.
Now assume the property holds for S n . Let f j be the function symbol f j defined by the designated critical axiom of S n+1 . Assume i < j. In this case, there is nothing to prove as the functions assigned to the f i , i < j are the same under S n+1 as under S n . If j < i, then the result follows trivially since f i is assigned the constant function 0.
Fix m 1 , . . . , m l as values of the arguments of f j under the S n . Assume f j = f i . If n 1 , . . . , n l = m 1 , . . . , m l , the result follows from the induction hypothesis and the fact that the function value of φ(n 1 , . . . , n l ) is unchanged wrt. S n+1 . If, on the other hand n 1 , . . . , n n = m 1 , . . . , m n , then the the result follows from the definition of the substitution step.
Remark. As an important consequence of the above lemma, we obtain that in the process of consecutive constructed substitutions, only critical formulas of 1st kind can be evaluated to false, under a particular substitution S i .
Let t → S z denotes the evaluation of t to the natural number z wrt. the substitution S.
Definition 14. The value of a term f i (s 1 , . . . , s l ) under S is the value of φ(n 1 , . . . , n l ) if φ is the function assigned to f i under S and s 1 , . . . , s l → S n 1 , . . . , n l .
Definition 15. Let S be a substitution different from the initial one. Let i be the maximum i such that f i is assigned a function different from the constant function 0. Then the characteristic number of S is q − i + 1, or alternatively the characteristic number of S is the postion of f i in the reversed order of the f 1 , . . . , f q .
In the case where S denotes the initial substitution its characteristic number is defined to be q + 1.
Lemma 16. Let S 1 , . . . , S n be a sequence of consecutive substitutions such that all substitutions S 2 , . . . , S n have characteristic number < m. Then the functions assigned to the f 1 , . . . , f q−m+1 are equal for all S 1 , . . . , S n .
Let A 1 , . . . , A m be a sequence of formulas and let t 1 , . . . , t e be all the terms with a defined function symbol as leading function symbol occurring in the A's. This sequence is assumed to be ordered in such a way that all proper subterms of the t i occur to the left of t i in the sequence. Depending on the current substitution S we assign a binary string to the sequence: If t i evaluates to 0 wrt. S, then the i th entry in the string is 1, otherwise 0.
We want to code this strings by a natural number s . Although any coding fulfilling some natural restriction might do, the following has nice properties, which we will exploit later on.
The code of the binary string of t 1 , . . . , t k is the index (index S (A 1 , . . . , A l )) of the sequence of formulas A 1 , . . . , A l (wrt. S).
In particular two specific sequences of formulas are of interest.
(1) The sequence of all formulas in our given set of critical axioms C.
, n 1 , . . . , n l ) will be the second formula-sequence of specific interest.
W.l.o.g. we can always assume that the number of terms t 1 , . . . , t e with a defined function symbol as leading function symbol in C is = 0; otherwise the substitution method would stop immediately after the inital substitution. Let p be a pairing function for the natural numbers with inverses u, v.
By induction on n we define an n-sequence a 1 , . . . , a n . We use a, b as an abbreviation for p(a, b).
If a is the index wrt. the first formula-sequence, and b the index wrt. the second, then we assign to S the pair a, b .
Definition 17. The index of S is the tree-ordinal ωa + b, where a, b is the pair assigned to S. Definition 18. Let f i be an arbitrary defined function symbol, and let φ S k , φ S l be the function assigned to f i under substitution S k , S l , respectively. Then S l is progressive over S k , if for all i either
Lemma 19. Let S l be progressive over S k and let A 1 , . . . , A m be an arbitrary list of formulas. Then either
. . , A m ) or the evaluations of the terms t 1 , . . . , t e with leading function symbol f i , i = 1, . . . , q in the A's are the same under both substitutions.
Proof. Assume the evaluations under S l and S k are not equal. Then there exists a term t i such that t i → S k z 1 and t i → S l z 2 , z 1 = z 2 . Assume t i to be minimal in the ordering of the terms t 1 , . . . , t e .
Assume f j is the leading function symbol of t i , such that t i can be written as f j (s 1 , . . . , s l ). It follows from the definition of the sequence t 1 , . . . , t k that the s 1 , . . . , s l evaluate to the same tuple n 1 , . . . , n l regardless of S k , S l . Hence the functions φ S k , φ S l assigned to f j respectively have to be distinct. As S l is progressive over S k this implies that φ S k at n 1 , . . . , n l has the default value 0 and φ S l (n 1 , . . . , n l ) > 0. Then the result of the lemma follows from the definition of the index of S k , S l , respectively.
Proof. Let i k , j k , i l , j l be the index pairs assigned to S k , S l , respectively. Apply Lemma 19 with respect to the sequence of formulas in C. If i k > i l , then ωi k + j k ωi l + j l and the conclusion of the theorem follows.
If i k = i l , then according to the previous lemma the evaluation of the terms in C is the same, hence the designated critical axiom
is the same for the substitutions S k and
By assumption the formula-sequence.
A(1;r [1] ; n 1 , . . . , n l ), . . . , A(z;r[z]; n 1 , . . . , n l )
is the same for S k and S l .
Applying the lemma again: Either j k > j l , or the evaluations of the terms in this sequence is equal. Then the smallest k, such that A(k;r[k]; n 1 , . . . , n l ) evaluates to true, is the same for S k , S l . Hence
The progressivity of S l+1 over S k+1 follows from the assumption that S l is progressive over S k .
We need some further definitions. A 1-sequence of substitutions is simply a substitution. Let S 1 , . . . , S n be a consecutive list of substitutions, n ≥ 1. Assume the characteristic numbers of S 1 , S n+1 are greater than or equal to m and the characteristic numbers of the substitutions S 2 , . . . , S n are strictly smaller than m. (If S n is the last substitution in the maximal sequence of substitutions, we drop the condition for S n+1 .) Then S 1 , . . . , S n constitutes an m-sequence.
It follows easily from definition that the sequence of all possible substitutions is a q + 1-sequence. This sequences is called the maximal or total sequence. The following lemma follows easily by induction on m.
Lemma 21. If R is an m-sequence S 1 , . . . , S n . Then either all the characteristic numbers of S 2 , S 3 , . . . , S n are < m − 1. In this case R constitutes also an (m − 1)-sequence. Otherwise R decomposes into sub-sequences T 1 , . . . , T r , where the T i are (m − 1)-sequences fulfilling: If S 21 , S 31 , . . . , S r1 denote the first substitutions in T 2 , T 3 , . . . T r respectively, then the characteristic numbers of S 21 , . . . , S r1 are m − 1 respectively.
The index of a 1-sequence has already been defined. The index of an msequence, m > 1 is defined inductively. Let S 1 , . . . , S n be the substitutions constituting the m-sequence. Using the lemma we can find (m − 1)-sequences T 1 , . . . , T r that built the m-sequence. Assume the indices of
Theorem 22. Let S 1 , . . . , S k ; S k+1 , . . . , S k+l denote the substitutions in two consecutive m-sequences, such that the characteristic number of S k+1 equals m. Let α 1 , α 2 , . . . , α k+l be the indices of the substitutions S 1 , S 2 , . . . , S k+l respectively. Then there exists
Proof. First we claim that S k+1 is progressive over S 1 . Then the result will follow with help of Theorem 20. Assume k > 1. Lemma 16 implies that all the S 2 , . . . , S k change only the assignments for f j , j > q − m + 1. As S 1 , and S k+1 have characteristic number ≥ m this can only imply that S k+1 removes the previous assignments to f q−m+2 , f q−m+3 , . . . , f q and the assignment to f q−m+1 is changed. Using Lemma 13 we see that this is only possible by changing a default value. And hence S k+1 is progressive over S 1 . Now assume k = 1 and let S k+1 be the consecutive substitution after S 1 . Then the fact that S k+1 is progressive over S 1 follows from the fact that the characteristic number of S 1 is greater than or equal to m. The result is obvious if the characteristic number is > m. Otherwise we employ Lemma 13. This completes the proof of the claim.
Now we are in the position to apply Theorem 20. We either obtain α k+1 ≺ α 1 or that α k+1 = α 2 and S k+2 is progressive over S 2 . If α k+1 ≺ α 1 then we are done. Otherwise serves the result S k+2 is progressive over S 2 as the assumption for another application of Theorem 20, etc.
It remains to prove that there exist an 1 ≤ i ≤ l such that α k+i ≺ α i . We distinguish the cases k > l and k ≤ l. Firslty consider the case k > l, we assume to the contrary that α l = α k+l and S k+l+1 is progressive over S l+1 . This is clearly contradictory to the definition of m-sequences: The characteristic numbers of S 2 , . . . , S k are < m, while the characteristic number of S k+l+1 is larger than or equal to m.
Now assume k ≤ l; let α k = α k+l , and S k+l+1 is progressive over S k+1 . It follows from α k = α k+l and Theorem 22 that the designated critical axiom
is the same for S k+1 , S k+l+1 . By definition S k+1 assigned a function (of finite support) φ to f i such that φ(n 1 , . . . , n l ) = u > 0; let the function assigned by S k+l+1 to f i be denoted as ψ such that ψ(n 1 , . . . , n l ) = v > 0. Note that, employing the assumption that α k = α k+l , the tuple s 1 , . . . , s l evaluates to n 1 , . . . , n p independent on the substitution S k+1 , S k+l+1 . The characteristic number of S k+1 is equal to m which implies j ≤ q − m + 1. However, the characteristic number of the substitutions S k+2 , . . . , S k+l are < m and therefore none of the substitutions S k+i , i > 1 can change a previous assignment to f i .
Hence substitution S k+l+1 changes the assignment for f i from φ to ψ such that φ(n 1 , . . . , n l ) = u and ψ(n 1 , . . . , n l ) = v and u = v. (Note that v cannot equal u as otherwise the designated critical axioms would be true in S k+l+1 .) This contradicts Lemma 13, which states that only default values can be changed into positive ones.
The substitutions S i , S k+i are in the following called designated substitutions.
All substitutions S j , S k+j ; j < i have pairwise the same characteristic number. This follows easily from the fact that all the distinguised critical axioms are (pairwise) the same. 
We assume h − v > 0, otherwise the lemma follows trivially. Then, employing the remark wrt. the (s + 1)-sequences preceding R 1 , R 2 the existence of t such that R 1 ≡ R t , R 2 ≡ R r+t follows. Hence β 1 , . . . , β t−1 = β r+1 , . . . , β r+t−1 .
Theorem 24. Let S 1 , . . . , S k ; S k+1 , . . . , S k+l be the substitutions in two consecutive m-sequences such that the characteristic number of S k+1 equals m. For 1 ≤ s ≤ m, let β 1 , . . . , β r ; β r+1 , . . . , β r+z be the indices of included ssequences. Then there exists a t, 1 ≤ t ≤ r such that β r+t ≺ β t and β 1 = β r+1 , β 2 = β r+2 , . . . , β t−1 = β r+t−1
Proof. The proof is by induction on s ≤ m for some m. The case s = 1 is contained in Theorem 22.
Let β 1 , . . . , β r ; β r+1 , . . . , β r+z be the indices of the s + 1-sequences included in the two m-sequences. Let S i , S k+i denote the distinguished substitutions above. Therefore, if S 1 occurs in the (s + 1)-sequence R t coded by β t , then S 2 occurs in the (s + 1)-sequence R r+t coded by β r+t .
Using Lemma 21 we conclude that the R t , R r+t are built up from s-sequences V 1 , . . . , V u ; W 1 , . . . , W w with indices γ 1 , . . . , γ u ;δ 1 , . . . , δ w . Applying Lemma 23 for s on these s-sequences we conclude that the number of s-sequences preceding V 1 in S 1 , . . . , S k equals the number of s-sequences preceding W 1 in S k+1 , . . . , S k+l , hence δ j = γ j for all 1 ≤ j < v. Applying the induction hypothesis for s gives v, such that 
Putting (5) and (6) together we obtain, using 1 ∈ ω[n] for arbitrary n.
Corollary 25. The Substitution Method terminates.
Proof. The termination proof for the substitution method follows as an application of Theorem 24. The maximal sequence of substitutions R is a (q + 1)-sequence. The theorem shows that the index of two consecutive q-sequences is strictly decreasing. Hence the number of q-sequences within R is bounded. This argument applies to any 1 ≤ s ≤ q. Hence by well-foundedness of α ≺ 0 the sequence of approximations terminates eventually.
Theorem 26. Let T ∈ S be a tautology of the form
containing the defined function symbols f 1 , . . . , f q . Then there exists a formula F , quantifier-free, that is free of the defined function symbols f 1 , . . . , f q such that N |= F .
Extraction of Bounds
By the results of the previous section we know already that the substitution method terminates and that any tautology
in S renders a true arithmetical formula F , free of defined function symbols. However, at the moment we only know that some functions of finite support are substituted for the f i . This motivates the question whether we can describe these functions φ i a little bit more precisely.
Let α be the ordinal coding the (q + 1)-sequence of all possible substitutions. Let α = ω α 1 + · · · + ω αr ; recall that the definition of the ordinals α, α 1 , . . . , α r , as representatives of sequences of substitutions, depend on the maximal value of a defined function symbol and hence in turn depend on the total number of possible substitutions. Hence, as soon as we can locate these tree-ordinals in some m-predecessor of β, β ≺ 0 , we can conclude that m bounds the number of substitutions in α. If we can compute m, it will be straightforward to characterise the functions φ i appropriately.
The results of the last section already show that α 1 α 2 · · · α r holds. Using Lemma 5 we can rewrite this as
is the finite set of the n-predecessors of α; it is easy to see that α ∈ β[n] implies α[n] ⊂ β[n]. Let m = max{n 1 , . . . , n r−1 }, then clearly α 2 , α 3 , . . . , α r ∈ α 1 [m]. I.e. the tree-ordinals α 2 , . . . , α r can already be located in α 1 [m]. Our job in this section will essentially be the bound m.
Definition 27. If α ∈ Ω, such that either
then we say α codes a sequence. Remark.
• If α codes an m-sequence R then #(α) measures the number of substitutions included in the sequence R.
• Note that # is not a norm [BCW94] as it violates the criteria
We momentarily fix a substitution S i . By bounding the maximum value | t | = z (under S i ) of the critical term t, the maximum length of the following sequence of formulas can be bounded.
A(1;r[1];m), . . . , A(z;r[z],m)
Assume the maximal value of a term f j (s 1 , . . . , s n ) (j = 1, . . . , q) under S i is m. By assumption on L the value of any closed term can be bound by an elementary function g(m). Let a 1 , . . . , a k be all the free variables in C. Let n 1 , . . . , n k ∈ IN be fixed and n ≥ n 1 , . . . , n k . Hence the value of t (with respect to S i ) is ≤ g i (n) and the maximal index wrt. to the above sequence of formulas is strictly smaller than 2 g i (n)·e , where e is the maximal number of terms of form f j (s 1 , . . . , s n ), j = 1, . . . , q in C.
For each unary function f , f n denotes the n th iterate of f , defined by f 0 (a) = a, f n+1 (a) = f (f n (a)). Sometimes we use the operator J to denote the n th iteration of f . Then f n (a) is written J(f, n)(a). For given C and with respect to a fixed tuple of numerals n 1 , . . . , n k ∈ IN we choose a natural number n such that n ≥ max{n 1 , . . . , n k }. During the substitution method n is not changed, but only the evaluation of terms of form f j (s 1 , . . . , s n ) can change. We chose a primitive recursive function Let h(m), parameterised in p, be a strictly increasing primitive recursive function such that
Theorem 28. Let S k , S l be two substitutions in the maximal sequence of substitutions. Assume S l is progressive over
Proof. Using Theorem 20 we conclude index(
We proceed by case-distinction. Firstly assume i k > i l : It suffice to show ω·i l +j l ∈ ω·i k [h(l)]. Let m denote the maximum value of a term f j (s 1 , . . . , s n ) in S l . Using the above observations z ≤ g l (n) and therefore j l ≤ h(l). Now the claim follows from
Assume otherwise i k = i l and j k > j l , then the theorem follows from the definition of an n-predecessor.
We fix some notation: Let S 1 , . . . , S k ; S k+1 , . . . , S k+l be two consecutive msequences (contained in the maximal (q + 1)-sequence of substitutions) such that the characteristic number of S k+1 equals m. Assume σ (ρ) denotes the ordinal coding the first (second) m-sequence. Furthermore we denote the number of the S 1 in the maximal (q + 1)-sequence by a. This convention is kept fixed for the rest of the section.
Theorem 29. Let S 1 , . . . , S k ; S k+1 , . . . , S k+l be two consecutive m-sequences (with indices α 1 , α 2 , . . . , α k+l ) as defined above. Then there exists 1 ≤ i ≤ k, such that α k+i ∈ α i [h(a + #(σ))] and ∀(1 ≤ j < i) α k+j = α j .
Proof. By Theorem 22, we conclude the existence of an i such that α k+i ≺ α i . Now it is sufficient to show that α k+i ∈ α i [h(a + #(σ))]. We proceed by casedistinction: Assume i = 1, then #(σ) bounds the number of substitutions included in the first m-sequence. Hence, the number of the substitution S k+1 in the maximal (q + 1)-sequence ≤ a + #(σ). Applying Theorem 28 we obtain α k+1 ∈ α 1 [h(a + #(σ))]. Now assume i > 1. Let S i , S k+i denote the designated substitutions of the two m-sequences. It follows from Theorem 22 and Lemma 19, we conclude that the evaluation for terms f j (s 1 , . . . , s n ), j = 1, . . . , q is equal for the pairs (S i , S k+j ), 1 ≤ j < i. Let A(t; r[t]; s) ⊃ A(f j (s);r[f ],s) denote the designated critical axiom used in the definition of the substitution steps S i and S k+i . Hence | t | under S i−1 , (and therefore S k+i−1 ) is bounded by g a+i (n), and hence is bounded by g a+#(σ) (n). Applying a similar reasoning as above, the result follows.
Definition 30 (A parameterised Hardy function).
To see this, use induction on β. We will make use of the parameterises Hardy functions only with respect to the specific function h. As the function h is fixed we write ambiguously
Theorem 31. Let S 1 , . . . , S k ; S k+1 , . . . , S k+l be two consecutive m-sequences, defined as above. For 1 ≤ s ≤ m, let α 1 , . . . , α r ; α r+1 , . . . , α r+z denote the indices of the s-sequences included. Then there exists a t (1 ≤ t ≤ r) such that α r+t ∈ α t [ H s αt (a + #(σ)) ] and α r+i = α i for all i = 1, . . . , t − 1.
Proof. Using Theorem 24 we conclude, for any s, the existence of a t such that α r+t ≺ α t . Hence, it suffices to show
We will make use of the following claim.
Claim 1 Let S 1 , . . . , S k ; S k+1 , . . . , S k+l be two consecutive m-sequences, such that the characteristic number of S k+1 equals m. Assume σ (ρ) denotes the ordinal coding the first (second) m-sequence. Then
We prove (7) together with the claim by simultaneous induction on all s; s ≤ m for some m. Let the indices of the sequences S 1 , . . . , S k ; S k+1 , . . . , S k+l be α 1 , α 2 , . . . , α k+l . By Theorem 29, we conclude, for some 1
This entails α k+i ∈ α i [H 1 (a+#(σ))] and therefore we obtain the base of (7) as α i = 0. Now consider the claim wrt. s = 1. Let S 1 , S 2 denote two consecutive 1-sequences, with indices σ, ρ, respectively. By definition #(S 1 ) = #(S 2 ) = 1. We can apply the theorem for s = m = 1 to the pair (S 1 , S 2 ) to conclude ρ ∈ σ[H 1 σ (a + #(σ))] and therefore σ = 0. Hence
Now consider the step case s−→s + 1. Let α 1 , . . . , α r ; α l+1 , . . . , α r+z be the indices of the (s + 1)-sequences such that α r , α (r+t) code the (s + 1)-sequences that include the designated substitutions S k , S k+i . Let
By an application of the induction hypothesis for s we obtain
To prove the step case, it is sufficient to show the following assertion
We momentarily assume (8) and set m = H α s+1 t (a + #(σ)). Then it is easy to see that
. Using Lemma 11 we thus obtain
Now to show (8) we assume that v < w; otherwise it holds trivially. Let a
denote the number (in the maximal (q + 1)-sequence) of the first substitution in the s-sequence coded by δ (v+j−1) , for j = 1, . . . , w − v. Repeated application of the theorem for m = s with respect to the pairs (δ v , δ v+1 ), (δ v+1 , δ v+2 ), . . ., (δ w−1 , δ w ) yields
Let (δ v+j , δ v+j−1 ) be one of these pairs. Let
. By application of the induction hypothesis for Claim 1 on s-sequences, we have
Repeated application of this inequality for j = 1, . . . , w − v, yields
Moreover, by the same trick, we obtain δ v+j ∈ δ v+j−1 [H
It remains to establish the induction step m−→m + 1 for the Claim 1. Let S 1 , . . . , S k ; S k+1 , . . . , S k+l denote two consecutive (m + 1)-sequences, fulfilling the assumptions of the claim, with indices σ, ρ, respectively. (Let σ = ω
Let a (v+j−1) denote the number (in the maximal (q + 1)-sequence) of the first substitution in the s-sequence coded by δ (v+j−1) , for j = 1, . . . , w − v. We can apply the theorem on the pairs (δ v , δ v+1 ), . . . , (δ w−1 , δ w ) which yields
Applying the induction hypothesis of the claim we obtain-as above-H δ v+j−1 (a j−1 + #(δ v+j−1 )) ≥ a where e is the number of terms f j (s 1 , . . . , s n ) in C.
Lemma 33. Let α code an m-sequence S k , . . . , S k+l , l ≥ 0. Then
Proof. By induction on m. Let m = 1, then α = ωi + j, such that i, j ∈ IN. In this case l = 0. Using Theorem 28 and the fact 1 ∈ ω[n] for arbitrary n we conclude
Assume the lemma has been proved for m = s. we proceed by proving the case for m = s + 1. Let α = ω α 1 + · · · + ω αr . First we show the following assertions.
Let a (j) (j = 1, . . . , r) denote the number of the first substitution in the qsequence α j . We apply Theorem 28 on s = m = q to the pairs of indices (α 1 , α 2 ), . . . , (α r−1 , α r ), which yields α r ∈ α r−1 [H
Using Claim 1 for m = q we can show, employing similar steps as in the proof of Theorem 31, that
This is sufficient to prove (9).
Furthermore, the proof yields,
and therefore implies the second assertion (10).
W.l.o.g. we assume that α 1 = 0, otherwise the conclusion of the lemma, follows immediately from the induction hypothesis. Employing (9) and (10) and the induction hypothesis we obtain
In summary we have obtained the following theorem.
Theorem 34. Let T (n 1 , . . . , n k ) ∈ S be a tautology of the form A 1 ∧· · ·∧A m ⊃ F (n 1 , . . . , n k ; f 1 , . . . , f q ) containing the defined function symbols f 1 , . . . , f q . Let e be the number of terms f j (s 1 , . . . , s n ) in T . Then there exists a quantifierfree formula F (n 1 , . . . , n k ), free of the defined function symbols f 1 , . . . , f q , which is true in N . Furthermore the functions φ i substituted for the f i can be elementarily defined in J(g, H q+1 ωq (1))(n), where n ≥ max{n 1 , . . . , n k }. Let µ x denotes the least number operator; by definition of the substitution method we have φ i (a 1 , . . . , a n ) = µ x≤m A(a 1 , . . . , a k , x) for some elementary relation A such that m denotes the maximal possible value of a term f i (s 1 , . . . , s n ), i = 1, . . . , q in T .
Theorem 34 solves the problem ( ) posed in Section 1. It is relatively easy to see that the employed machinery can be used also for a 'weaker' set of tautologies. Assume in C no critical axioms of second kind A(t; r 1 , . . . , r k ; s 1 , . . . , s n ) ⊃ f (s 1 , . . . , s n ) ≤ t are present. This allows an alteration of the definition of substitution. The initial substitution S 1 assigns to all function symbols f 1 , . . . , f q the constant function 0. Assume n substitutions have already be constructed. Let the critical axioms in C be ordered in some arbitrary way. The first critical axiom
having truth value false is picked. Let t → Sn z, hence A(z;r[z],s) is true in N . As no minimality axioms need to be satisfied, the definition of the function ψ replacing the old instantiation φ for f i becomes (a 1 , . . . , a l ) a 1 , . . . , a l = n 1 , . . . , n l z a 1 , . . . , a l = n 1 , . . . , n l where s 1 , . . . , s l → Sn n 1 , . . . , n l .
The whole purpose of the index wrt. to the sequence of formulas
is to conquer the respective part in the definition of substitution. If the quest for the minimal value k, such that A(k;r [1] ;n) holds, is no longer necessary, this second index is no longer necessary. This implies that the ordinal assigned to an arbitrary substitution is a natural number ≤ 2 e , where e is the maximum number of terms f i (s 1 , . . . , s l ) in C.
Based on this simple observation it is an easy task to change the appropriate definitions and prove the key theorems for the restriction set of tautologies S'. We leave the details to the reader and state only the revised form of Theorem 34.
; let e be the number of terms f j (s 1 , . . . , s n ) in T , and let T (n 1 , . . . , n k ) ∈ S be a tautology of the form A 1 ∧ · · · ∧ A k ⊃ F (n 1 , . . . , n k ; f 1 , . . . , f q ) containing the defined function symbols f 1 , . . . , f q . It exists a quantifier-free formula F (n 1 , . . . , n k ), free of the defined function symbols f 1 , . . . , f q , true in N . Furthermore the functions φ i substituted for the f i can be elementarily defined in J(g, G ϑq (1))(n).
Proof. We only sketch the proof. Due to the revised substitution process the ordinals coding sequences of substitutions do not depend on the value of terms f j (s 1 , . . . , s n ). Assume α is the ordinal coding the (q + 1)-sequence of all possible substitutions. Let α = ω α 1 + · · · + ω αr ; the results of the last section show that α 1 α 2 · · · α r holds. Using Lemma 5 we can rewrite this as α 2 ∈ α 1 [n 1 ], . . . , α r ∈ α r−1 [n r−1 ]. The main part of the proof of Theorem 31 consisted in establishing a suitable bound for max{n 1 , . . . , n r−1 }. With respect to S' it is easily seen that max{n 1 , . . . , n r−1 } equals 0 and therefore we immediately obtain α ∈ ϑ q [0].
It remains to bound the number of substitutions in α. However, using elementary fact on the calculation of the slow-growing hierarchy, it is easy to see that #(α) ≤ G α (1), cf. Section 3.
Peano Arithmetic
The logical system is given in the form of a Tait-style sequent calculus and is denoted by LK. A sequent is a line of the form
where the A i 's are formulas. We conceive the line A 1 , . . . , A n as a multi-set of formulas. The logical axioms of LK have the form ¬A, A. The equational axioms are given in Table 3 , while the logical rules and structural rules of LK are presented in Table 4 . Instead of the usual mathematical induction principle we include order induction. These principles are equivalent.
a does not occur free in Γ; t is an arbitrary term Let σ be a substitution. We extend the notion of a substitution to proofs. We call the set {a: σ(a) = a} the domain, dom(σ). Let Π be a proof, and σ be a substitution such that the domain of σ is a subset of the variables in Π, denoted by Var(Π), Πσ denotes the proof Π obtained from Π by replacing every formula A in Π by Aσ. To make this definition independent on the choice of σ, we assume that Πσ ≡ Π, if dom(σ) ∩ Var(Π) = ∅. Table 4 The rules of LK
a satisfies the eigenvariable condition
The -symbol and Peano Arithmetic Our formalisation of arithmetic, PA , is based on L extended by the -terms. To simplify the definition of the formal system PA , we start with the definition of a variant of the -calculus. This formalisation will be chosen in a such a form that the results of Section 4 and Section 5 can be immediately be applied for PA . In the next section we give an embedding of PA, into PA .
It is notationally convenient to distinguish between bound (x, y, z, . . .) and free variables ( a, b, c, . . .), respectively. Then Terms are constructed from constants, free variables, and function symbols; semi-terms are like terms but may also contain bound variables. Formulas are defined as usual with the proviso that only bound variables are allowed to be quantified and only free variables may occur free. Semi-formulas are similar to formulas with the exception that both free and bound variables may occur free in a semi-formula.
We extend the definition of terms to include -terms. If A[a] is a formula, not containing the bounded variable x, then the -term x A[x] is a term. If on the other hand x does occurs at positions p 1 , . . . , p k in A[a], we obtain a variant A by replacing x at p i for all 1 ≤ i ≤ k by some other distinct bound variable y not already occurring in A. The variant A is then used to form the -term
We temporarily extend LK with critical axioms.
The new system is denoted by LK . Using LK we can show
We show only the latter equivalence, as the proof of the former is similar. The direction → follows from the LKdeduction
By an application of the critical axiom ¬∃x¬A Definition 36. For any formula A in LK, we define a formula A in LK :
• A ≡ A, if A is an atomic formula.
• (A B) ≡ A B , for ∈ {∧, ∨}.
Theorem 37. We show only one the case for the ∀ introduction.
where a satisfies the eigenvariable condition, hence a does not occur in Γ. By use of the induction hypothesis, there exists a derivation Π 0 of Γ , A (a) in
and therefore Π is an LK -derivation of Γ , (∀xA(x)) . Now consider case (ii): Given a derivation Π in LK all free variables in Π are replaced by 0. This is possible as any eigenvariable a used in the introduced of a strong quantifier has been replaced in Π by a corresponding -term.
To formalise induction the non-logical axiom
As for the system of tautologies S we will employ substitution instances of the weak arithmetical axioms given in Table 1 .
Let Π be a derivation in PA of A. Let e 1 , . . . , e q denote the -matrices of the -terms occurring in Π; let this sequence be fixed. We fix a certain format to denote the representatives of the e i
so that the r 1 , . . . , r k denote the semi-terms occurring in e i that include occurrences of the bounded variable x. The free variables a 1 , . . . , a l are fresh, chosen differently from the variables in Π. In the following we will sometimes simplify this by writing x A(x;r[x],ā).
The set of critical axioms C includes all critical axioms of 1st and 2nd kind and all so-called -equality axioms in Π. It is easy to see that the set of critical axioms C defined for a given proof in PA is a specialisation of the set of critical axioms of the system S. Moreover it is clear that any proof Π in PA , yields a tautology T which has the form studied in Section 4 and Section 5. The rôle played by the defined function symbols f 1 , . . . , f q is now taken by the -matrices e 1 , . . . , e q .
We assume the following ordering on the e 1 , . . . , e q . Matrices of lower rank precede those of higher rank. It follows that e j cannot occur in e i for i < j. Also for each e j all -matrices occurring in it precede e j in the above sequence. We make the additional assumption that if e j is contained in the sequence, all matrices occurring in e j are included in the sequence as well. It is easy to see that this ordering fulfills the technical assumption employed above on the ordering of the f 1 , . . . , f q .
Definition 38. The length of Π such that Π A is defined as the number of -matrices q in C. We write Π q A.
Definition 39. A function f is provable recursive in PA , it there exists a primitive recursive predicate P and a primitive recursion function g such that PA ∀y 1 · · · ∀y k ∃xP (y 1 , . . . , y k , x) and f satisfies f (a 1 , . . . , a k ) = g(µ x P (a 1 , . . . , a k , x))
where µ x denotes the least number operator.
Definition 40. For each α ≺ 0 , let the Hardy class H be the smallest class of functions containing 0, succ, all H α , all projection functions I n,i (a 1 , . . . , a n ) = a i , and closed under primitive recursion and the composition.
For PA this has first been proved in [Wai70] , see also [Tak87] .
Theorem 41. H is the class of all provable recursive functions in PA Proof. We will not give a full proof but restrict our attention to show that the class of provable recursive functions of PA is contained in H. The other inclusion follows as in the standard argumentation, cf. [Tak87] , employing the embedding of PA into PA , shown in the next section.
Making use of Theorem 34 we obtain a characterisation of the provable recursive functions in PA . Let f be a function provable recursive in PA with proof Π. Then we can characterise f constructively.
f (a 1 , . . . , a k ) = µ x≤T (a 1 ,...,a k ,q,e) P (a 1 , . . . , a k , x)
where T (n 1 , . . . , n k , q, e) abbreviates J(g, H q+1 ωq (1))(max{n 1 , . . . , n k }), s.t. e denotes the number of ε-terms in Π. As earlier the second assertion follows from the first.
Conclusion and Further Work
We do not know whether our characterisation of the provable recursive functions of (fragments of) PA in terms of the fast-growing hierarchy α≺ 0 H α is optimal, neither do we know whether we can characterise the provable recursive functions of fragments of PA completely. I.e. we have not yet obtained a sufficiently clear answer to the question which fragment(s) of PA can prove the totality of the functions in the hierarchy α≺β H α , for β ≺ 0 . We will designate further work in this direction.
Another open problem is to relate our characterisation result to the one obtained by Tait in [Tai65b] . Our interest in such a comparison is mainly motivated by the fact that Tait's analysis of the substitution method leads to a very easy and conceptually clear treatment of the non-counterexample interpretation [Kre52] . Moreover Tait's treatment of the substitution method is much closer to Hilbert's first ε-elimination theorem, cf.
[HB70] pp. 27-33. Hence, for fragments of Tait's axiomatisation of Peano Arithmetic, a classification based on the logical complexity of quantified formulas, is rendered. This classification is different from ours, depending on the number of ε-matrices.
Recently the substitution method has gathered renewed attention by leading experts in proof theory, e.g. by T. Arai [Ara01b, Ara01a] , J. Avigad [Avi01] and G. Mints [Min00] . For example in [Ara01b] , T. Arai observed a specific feature of Ackermann's proof: The coding of ordinals less than 0 is slightly different from the usual one and similar to the one that has been reinvented much later by K. Schütte and S. Simpson for an investigation on independence results [SS85] . By replacing the original representation and coding of (settheoretical) ordinals by structured tree-ordinals we have circumvented this peculiarity and therefore we do not know its precise impact. Further work will be dedicated in this direction.
