We examine the effect of laser focusing on the potential of a recently discussed scheme [M.F. Ciappina et al, Phys. Rev. A 99, 043405 (2019); Las. Phys. Lett. 17, 025301 (2020)] for in situ determination of ultra-high intensities of electromagnetic radiation delivered by multi-petawatt laser facilities. Using two model intensity distributions in the focus of a laser beam, we show how the resulting yields of highly charged ions generated in the process of multiple sequential tunneling of electrons from atoms, depend on the shape of these distributions. Our findings lead to the conclusion that an accurate extraction of the peak laser intensity can be made either in the nearthreshold regime when the production of the highest charge state happens only in a small part of the laser focus close to the point where the intensity is maximal, or through the determination of the points where the ion yields of close charges become equal. We show that, for realistic parameters of the gas target, the number of ions generated in the central part of the focus in the threshold regime should be sufficient for a reliable measurement with highly sensitive time-of-flight detectors. Although positions of the intersection points generally depend on the focal shape, they can be used to localize the peak intensity value in a certain interval. Additionally to this analysis, we discuss the method in comparison to other recently proposed approaches for direct measurement of extreme laser intensities.
INTRODUCTION
Interaction of high-power electromagnetic radiation with different forms of matter including free electrons, atoms, molecules, solids and plasmas has constantly remained in the scope of experimental and theoretical researches over more than 50 years, since the early days of laser physics. For fundamental phenomena which can be potentially observed in such interactions, the strength of electric and magnetic fields of a laser wave is the crucial parameter determining the interaction scenario and the very possibility to experimentally approach of various effects. The continuous progress in the development and application of high-power laser sources provides a gradual growth in the maximal available field strength. This already made possible to experimentally explore the nonlinear quantum dynamics of atomic, molecular and solid state systems in the field of intense laser radiation; the physics of relativistic and ultrarelativisc electron plasma and relativistic nonlinear optics, see [1] [2] [3] [4] [5] [6] and references therein for an overview of these research fields. Currently, electromagnetic fields of peak strength E 0 ≈ 10 12 V/cm can be achieved in infrared and optical femtosecond pulses generated by multi-terawatt (TW) and petawatt (PW) laser systems. For linearly polarized radiation, this electric field corresponds to intensity
Singular reports of even higher intensities 10 22 W/cm 2 have been published [7] [8] [9] [10] although without receiving independent unambiguous confirmations.
Last years, several laser facilities of multi-PW power have been commissioned and should start operating in a near future. The incomplete list of such laser sources includes Apollon in France [11] , APRI [12] and SULF [14] in China, CAEP [13] in South Korea and ELI in Czech Republic, Hungary and Romania [15, 16] . These new facilities are expected to start experimental campaigns in a couple of years, forming a network of 10-PW class laser sources. Projects of even more powerful, sub-exawatt lasers are currently under development [17] . These new technical achievements will open the door to experiments with electromagnetic fields of intensity 10 22 ÷ 10 24 W/cm 2 , allowing physicists entering the new so far unexplored regimes of laser-matter interaction, including radiation-dominated dynamics of isolated charges and plasmas, laser initiation of cascades of elementary particles and excitation of extremely strong magnetic fields, a plethora of laboratory astrophysics phenomena, etc. [4] [5] [6] .
In view of these expectations, the problem of precise characterization of the electromagnetic field distribution in a laser focus, and in particular the determination of the intensity peak value, becomes of high practical importance. At high powers of radiation, a direct measurement of the intensity distribution using cameras is apparently impossible, while extrapolation of results recorded in the low-power regime is questionable and can only be considered as an indirect, and generally uncontrollable, estimate. Thus, it is commonly accepted that reliable methods for laser focus characterization in the highpower regime should employ observation of effects whose magnitude will be highly sensitive to the parameters of the laser pulse.
Last time, several proposals for experimental characterization of a laser focus at extreme intensities have been discussed. The list of currently examined methods for in situ intensity measurement includes diagnostics based on multiple tunneling ionization of heavy atoms [18] [19] [20] , on scattering of laser light by electrons [21] [22] [23] , and on ponderomotive scattering of electrons or protons in the laser focus [23] [24] [25] . In this paper, we continue our analysis of the atomic diagnostics based on the observation of tunneling ionization of multi-electron atoms in a laser focus [18] [19] [20] . The idea of the method is to employ the highly nonlinear dependence of the probability of tunneling ionization both on the amplitude of the applied electromagnetic field and on the ionization potential of an atomic level. This nonlinearity appears in form of the celebrated tunneling exponent [26] and allows to estimate the peak intensity by knowing the highest charge state produced in the laser focus filled by a low-density gas of high-Z atoms, with Z being the nucleus charge. Noble gases commonly used in strong field experiments will be particularly convenient for such measurements. For each charge state, there is a well defined value of the threshold intensity required to produce a noticeable amount of the respective ions. In particular, observation of bare ions of Ar 18+ , Kr 36+ and Xe 54+ would allow proving that intensities ≈ 3 · 10 21 W/cm 2 , 3 · 10 23 W/cm 2 and 2 · 10 24 W/cm 2 have been correspondingly achieved [18, 20] . The idea of atomic diagnostics based on multiple ionization of noble gases was proposed and experimentally verified in [27] [28] [29] [30] [31] for intensities in the range of 10 16 ÷ 10 19 W/cm 2 .
In our earlier publications [18] [19] [20] the method of atomic diagnostics was theoretically examined with the emphasis on the measurement of ultrahigh intensities I > 10 21 W/cm 2 . A brief summary of the obtained results can be found in the next section. The aim of the present paper is to consider the effect of the focal distribution of laser intensity on the ionic signal which can be measured by a time-of-flight (TOF) detector of ions. As was demonstrated in [20] , the intensity dependence of the ionic signal results from an interplay between the tunneling exponent dependence on the laser field strength and the volume effect determined by the shape of the laser focus. Here we present a more detailed consideration of this problem by exploring two focus shapes including an exact solution to the Maxwell equations which describes a tightly focused static laser beam [32] . Our results deliver two important messages: (a) if a TOF detector is sensitive enough as to register a few dozens of highly charged ions generated in the central part of the focus, and the gas density in the jet can be accurately controlled, this would allow determining the peak value of intensity with a reasonable accuracy independently on the particular form of the intensity distribution within the focal spot; (b) simultaneous observation of intersections between the intensity-dependent yield curves would allow extracting the peak value of intensity independently to the value obtained in (a) and on the value of the concentration in the atomic jet.
The paper is organized as follows. In the next section we give a brief overview of the recently discussed methods for in situ measurement of the peak laser intensity and its distribution in the focal spot. Subsection 2.3 presents a compact description of the atomic diagnostics based on the observation of tunneling ionization of multielectron atoms including results reported in our previous publications [18] [19] [20] . In Section 3 we describe two models of the laser focus which will be later used to examine the focal-averaging effect. Results of this examination are reported in Section 4. The last section contains brief conclusions. Atomic units are used throughout unless otherwise stated.
PROPOSALS FOR IN SITU MEASUREMENT OF LASER INTENSITY
The task of measuring the peak value of laser intensity or its distribution in space imposes several significant requirements on the effects which can be potentially used. In order to not generate an additional field comparable to that of the laser wave, the target has to be sufficiently rare, which implies gases at low pressure or electron or ion beams of low density. The crucial requirement to any potential method for determination of the peak intensity value is that the observed effect should be sensitive to the local values of the electric and magnetic fields. As an example, for an atom in a low-pressure gas environment, the probability of its ionization is determined by the electromagnetic fields in the very vicinity of the atom. In contrast, momentum distributions of photoelectrons produced in ionization of this atom are formed not only by the dynamics of the ionization event, but also by the motion of the photoelectrons from the atom to the detector through the laser focus where they experience ponderomotive scattering. Thus, for the realistic case of a large number of atoms distributed in the laser focus, unambiguous information on the intensity value can hardly be extracted from the photoelectron spectra.
The requirements of locality and low target density leave only few effects to consider as potential candidates for an in situ intensity probe. So far, tunnel ionization [18, 27, 29, 31] , nonlinear Thomson scattering [21] [22] [23] and ponderomotive scattering of electrons [23, 24] and protons [25] were examined by virtue of reaching this objective. Below we briefly describe these effects giving a more detailed account of the method based on tunnel ionization.
Thomson scattering
In the field of an intense electromagnetic wave the classical motion of a charged particle becomes nonlinear. The nonlinearlity is governed by the relativistically invariant dimensionless intensity parameter
with z and m being the particle charge number and mass, in atomic units z = m = 1 for the electron. The onset of nonlinear and relativistic effects, a 0 = 1 corresponds to intensity I ≈ 1.4 · 10 18 W/cm 2 for an electron in the field of linear polarization and λ = 1µm. Thus for intensities of interest the electron motion is highly nonlinear and ultrarelativistic. The former results in emission of harmonics of the laser frequency, the latter makes the instant angular distribution of emitted radiation highly peaked along the velocity vector. Radiation of a charged particle in the field of an intense electromagnetic wave is known as nonlinear Thomson scattering (NTS), a classical limit (h → 0) of nonlinear Compton scattering [33, 34] . A detailed account of the theory of NTS can be found in and [35] . Angular distributions and spectra of emitted radiation depend in particular on the laser field amplitude which make them of potential use for determining the peak intensity value. In [21] it was proposed to measure the intensity via the angular offset in the distribution of radiation emitted by an ultrarelativistic electron counter-propagating to a laser pulse under examination. It was shown that an intensity 4 · 10 22 W/cm 2 can be inferred with an ≈ 10% accuracy if an electron beam of energy ε 0 = 23MeV with a narrow 5% energy spread collides to the laser pulse, and the angular distribution offset is measured with accuracy 1%. The peak intensity can be inferred with higher credibility when both radiation of an electron beam and its scattering are simultaneously characterized. This approach has been examined in [23] . It was shown there that a highly accurate measurement becomes possible when an electron beam with a gammafactor γ a 0 and a width b w 0 , where w 0 is the laser focal waist, collides to a counterpropagating laser pulse. The simultaneous measurement of the radiation angular variance and of the mean electron energies before and after the interaction allows to extract the peak value of a 0 with accuracy ≈ 10%. In the field amplitude range 5 < a 0 < 150, where the upper limit corresponds to an intensity ≈ 5 · 10 22 W/cm 2 , this scheme has also been shown practically insensitive to the model chosen for the description of the radiation reaction effect. The schemes of [21] and [23] potentially provide a high accuracy of the intensity measurement. However, they employ an electron beam of controllable quality which may complicate experimental realizations.
In a monochromatic field, the frequency ω s of the s-th harmonic emitted by an electron generally depends on the angle θ between the wave vectors of the photon and electromagnetic wave and on the intensity parameter (2) [35] :
Here the variable ψ 0 denotes the initial condition for electron's motion which essentially specifies the character of trajectory in the laboratory frame. By knowing this initial condition and measuring the frequency ω s at fixed emission angle θ one can extract the value of a 0 and, therefore, that of I = c 3 ω 2 a 2 0 /8π. This procedure was demonstrated in a recent experiment [22] , where a peak value of intensity 10 18 W/cm 2 was estimated from the measurement of the second harmonic shift. NTS of laser radiation proceeded on electrons generated in the focus due to strong-field ionization of molecular nitrogen at a backing pressure 10 −3 mbar. Then, the Thomson radiation was separated from that resulting from recombination, and the second harmonic frequency profile in the direction perpendicular to that of the laser beam propagation was recorded. The measured value of intensity appeared to be in fair agreement with estimates of the peak intensity extracted from images of the focal area, obtained at reduced laser power.
The main drawback of this method stems from the dependence of the frequency shift in Eq. (3) on the initial condition. In [22] where the electron plasma was created due to the tunneling ionization on the leading edge of the laser pulse the particular form (3) was used corresponding to the electron initially at rest. However, with increasing of the peak intensities and therefore of ionization potentials of ionic species, this assumption will become less relevant. As a consequence, the relation (3) becomes considerably dependent on the time instant, within the laser pulse duration, at which the electron has been released. This will make the procedure of intensity extraction from the spectra less unambiguous than it was in [22] . Another restriction of this method results from the small focal spot size and short pulse duration required to reach extreme intensities of electromagnetic radiation: in a non-monochromatic field the broadening of NTS spectra can considerably hinder determination of the intensity-induced shift. This would be exactly the case for intensities 10 23 W/cm 2 and higher, which can only be reached through tight focusing with a waist of a few microns. Then an electron will move in a field whose spatial inhomogeneity scale is comparable to the laser wavelength. Complications in the intensity extraction algorithm rising with intensity increasing are discussed in [22] Finally, at ultrahigh intensities > 10 25 W/cm 2 , NTS from protons [22] can be used for the same purpose.
Scattering of electrons and protons on the laser beam
The intensity distribution in a laser focus can also be probed through scattering of charged particles. This approach has been theoretically examined for electrons and protons, see e.g. recent publications [24, 25, 36] and references there. Scattering of charged particles on a laser focus in the limit of low density, when the self field of the beam makes no effect on the particle dynamics and radiation, have been widely considered starting from the pioneering work by Kibble [37] . A detailed account of the theory of relativistic ponderomotive scattering can be found in [32, 38] . Generally, there are no doubts that momentum distributions of electrons or protons after their interaction with a laser beam carry a complete information on the peak intensity value and on the intensity distribution in space and time. The challenge is to find a suitable setup where the inverse problem of extraction of these values from the electron spectra can be reliably solved. Scattering of electron bunches on a laser focus can give an information on the peak intensity value through the measurement of the maximal deflection angle of the electrons [24] . This approach suffers a serious drawback: a certain spatial profile of the laser has to be assumed to calculate the angle. Besides, additional constraints are imposed on the parameters of the electron beam introducing extra difficulties into the experimental scheme and increases uncertainties in the interpretation of results. In [25] the laser pulse diagnostics, based on the detection of momentum distributions of protons produced in ionization of a rarified hydrogen target and ponderomotively accelerated from the laser focus, was theoretically examined. In the nonrelativistic domain of intensities for protons, I ≤ 10 24 W/cm 2 the method was shown to reliably determine the peak value of intensity via the cut-off position in the energy spectra of protons. Moreover, the focal spot size was shown to be connected to the angular width of the proton spectra.
Tunnel ionization of heavy atoms
Nonlinear ionization of atoms or ions and related phenomena have been used as a probe of laser intensity for already several decades. At moderate intensities, I ≈ 10 13 ÷ 10 15 W/cm 2 , the single-electron above-threshold ionization (ATI) and the generation of high-order harmonics (HHG) are routinely observed processes. The theory of ATI and HHG has been advanced to the quantitatively accurate level (see [1, [39] [40] [41] and references therein for reviews) which allows extraction of the peak laser intensity from the position of the cut-off in HHG and high-energy ATI spectra or other characteristic features of photoelectron momentum distributions (for the latter, see e.g. [42] ) with ∼ 10% accuracy. Measurements of photoelectron spectra have also been shown to allow the full characterization of laser pulses including their carrier envelope phase [43] . In determination of the peak intensity, accuracy up to 1% can be achieved by comparing experimental photoelectron yields from atomic hydrogen with predictions from exact numerical solutions of the three-dimensional time-dependent Schrödinger equation [44] . At higher intensities, HHG and high-order ATI vanish, and photoelectron distributions become affected by ponderomotive scattering as was discussed above. The degree of ionization of an atomic specie becomes then the simplest measure of the peak intensity. A fundamental advantage of nonlinear ionization as a probe for laser intensity stems from the relative physical simplicity of the process: the higher the intensity is, the smaller are the effects of electron-electron correlations and nonadiabaticity, owing to the smallness of the Keldysh parameter
where I p is the ionization potential of the bound state. For intensities I > 10 15 W/cm 2 and wavelengths in the infrared range, λ 1µm, ionization proceeds in the regime γ < 1, known as optical tunneling. In the intensity domain I > 10 20 W/cm 2 we are interested in here, γ 1 electromagnetic fields of the laser wave can be considered static during the event of tunneling which makes formulas for the probability of quasi-static tunneling (known as Perelomov-Popov-Terentiev -PPT rates [46, 47] ) quantitatively applicable for description of multiple sequential ionization of heavy atoms. The validity of these formulas at relativistic intensities have been proven by measurements of the intensity dependence of ion yields recorded in ionization of noble gases at I 10 19 W/cm 2 [27] [28] [29] [30] . These measurements aimed to check the accuracy of the PPT tunneling formulas, but at the same time they offered a way to precisely measure high laser intensities using multiple tunneling ionization of heavy atoms. In a following publication [31] the method for an in situ peak intensity measurement was experimentally verified at the Sandia Z PW laser facility. There the basic principle of the method was clearly formulated as "Detection of highest ionization charge state of a species and nondetection of next highest charge state essentially impose a lower and an upper bound on peak intensity, when the measurement is performed with a highly efficient detection system". It was demonstrated that a sufficient number of multiply charged ions can be detected in the single-shot regime, which is of particular importance for laser sources of ultrahigh power operating at low repetition rates.
The scheme of [27] [28] [29] [30] [31] was examined in [18] [19] [20] aiming to adapt it for the diagnostics of extremely intense laser pulses of the future multi-PW laser facilities. It was shown that:
• Tunneling proceeds in the nonrelativistic regime up to intensities I 10 26 W/cm 2 , so that nonrelativistic PPT rates can be safely used for calculations [18] . This statement must not be confused to the fact that after the tunneling the electron motion in such intense fields quickly becomes ultra relativistic. This relativistic stage affects only the photoelectron distributions and not the ionic yields.
• Although for heavy atoms and high charge ionic states the system of rate equations describing ionization cascades, which develop from a neutral atom, appear extremely cumbersome, it was shown that owing to the highly nonlinear dependence of the tunneling ionization rates on the values of ionization potentials and on the laser field amplitude, this system can be greatly reduced up to that containing only about a dozen of equations [18] . This allows to considerably accelerate numerical calculations.
• The exponential dependence of the tunneling rates on the values of ionization potential I p and field amplitude E allows to derive a simple and yet reliable estimate for the threshold intensity at which a given level is quickly ionized. This condition reads E * 0.05(2I p ) 3/2 [18] and can be used to select a suitable target for probing a certain intensity interval.
• There is a danger that ionic states chosen for intensity diagnostics will not be fully saturated in the tunneling regime of ionization, but, with a further increase of intensity, the ionization process will partially proceed in the barrier suppression regime. Barrier suppression ionization (BSI) is not covered by such quantitatively precise theory as tunneling ionization (for an overview of approximate methods for description of BSI see [48] [49] [50] and references there), so that entering the BSI regime can considerably decrease the accuracy of the method. In order to avoid this pitfall, ionization of H-and Helike ions should be preferably used, which imposes an additional constraint on the atomic constituents of the target [20] .
• Finally, the focal volume effect was briefly examined in [20] . It was shown that the focal-integrated ionic signal demonstrates two characteristic features which can be used for determination of the peak intensity value, and, to some extent, of the focal shape. This includes (a) the position of a steep part of the intensity-dependent yield, where the number of ions per laser shot increases from N 1 to N 10 2 while the peak intensity grows by 30 ÷ 50% and (b) the intersection point of the numbers of two neighboring ionic states:
In the following we present a further analysis of the focal volume effect on the accuracy of intensity measurement.
CALCULATION OF THE FOCAL-AVERAGED IONIC SIGNAL
In the nonrelativistic regime of tunneling, which correctly describes production of ionic states at intensities up to ∼ 10 26 W/cm 2 [18] , ionization rates depend only on the absolute value of the electric field E(t), while the magnetic field makes no effect. In a focused laser pulse the electric and magnetic field vectors are no longer orthogonal and equal in absolute values. This means that the ionization atomic diagnostics will measure not the absolute value of the Poynting vector, but the value of E 0 . In order to avoid confusions, below we refer to the value of (1) as to effective intensity. For a given time dependence of the electric field E(r, t), the populations c k (r, t) of ionic states A k+ can be found by solving numerically the system of rate equations with time-dependent coefficients expressed as linear combination of tunneling ionization rates. These systems for argon, krypton and xenon, properly truncated from the side of small k can be found in [18] . When the coefficients c k are computed, their values at the end of the laser pulse, t = T , give the distribution C k (r) ≡ c k (r, T ) over the charge states A k+ in a fixed space point. The number of ions of charge 0 ≤ k ≤ Z produced in the focal volume is then given by the integral
with n 0 being the initial concentration of neutral atoms.
In the coefficients C k , the r-dependence enters via that of the electric field amplitude or, equivalently, effective intensity (1), so that C k can be considered as functions of the latter. These functions have been numerically calculated in [18] for the pulse time envelope sin 2 (πt/T ), with a full duration T = 33 fs, corresponding to 10 periods at λ = 1 µm. The intensity intervals were chosen to be 10 19 ÷ 10 22 W/cm 2 for Ar 14+ ÷ Ar 18+ and Kr 26+ ÷ Kr 34+ and 10 21 ÷ 5 · 10 24 W/cm 2 for Xe 50+ ÷ Xe 54+ . Ionization potentials were taken from [51] [52] [53] .
In order to examine a potential influence of the focal distribution distribution on the ion yield including its dependence on the peak intensity value I m we consider two model pulse shapes, viz. the simplest TEM 00 Gaussian beam and an exact solution to the Maxwell equations for a stationary focused beam found in [32] .
Gaussian beam
For the TEM 00 Gaussian beam the intensity distribution results:
Here w 0 is the beam waist and z R = πw 2 0 /λ is the Rayleigh length. For numerical calculations, we take w 0 = 3 µm, so that for λ = 1 µm, z R ≈ 28.3µm, the FWHM focal spot size d 0 = √ 2 ln 2 w 0 ≈ 3.5 µm and the beam angular divergence θ = arctan(λ/πw 0 ) ≈ 0.105. At these parameters the value of d 0 is close to that reported in [10] for the 10-PW SULF laser facility with the focused ability improved by optimizing the wavefront aberrations. The ion yield N (A k+ ) is most sensitive to the value of I m near the ionization threshold of the (k −1)-th charge state where I m ≈ I * (A k+ ) [18, 20] . In this domain, the ions are predominantly generated in the close proximity of the field maximum, where the distribution can be approximated by the parabolic expansion in (6) . In this limit, the volume with intensities I 0 ≤ I ≤ I m grows as
Narozhny-Fofanov beam
We will compare results obtained for the beam (6) with those for another focused beam, which is an exact stationary solution to the Maxwell equations found by Narozhny and Fofanov [32] (referred below as NF beam). This solution describes a family of stationary (monochromatic) focused beams which are superpositions of plane waves with wave vectors lying inside a cone with an aperture angle 2∆. The wave vectors k are uniformly distributed in a polar angle with respect to the beam axis z and can have a nontrivial distribution in angle α between the projection of k on the plane perpendicular to the z axis and the x axis, see Fig.1 for illustration. This solution, given by Eqs.(5)-(14) of [32] , can describe different polarizations defined in the limit ∆ → 0 corresponding to the plane wave. For our purposes, we use a particular solution corresponding to a beam with asymptotically linear polarization along the x axis and with the transversal electric field so that E z = 0 everywhere. This solution can be presented in the form
where ν = 2π∆ λ (x cos α + y sin α) , χ = 2π∆ 2 λ z (9) and the function G is determined by the integral
with
This solution describes a field with its maximum amplitude E 0 at the origin, ν = χ = 0, and intensity distribution shown in Fig. 2 . In order to provide a meaningful comparison of the ion yields produced in the two beams, we choose their parameters such that the maximal intensity I m and focal volume V (ξ) calculated for the parabolic expansion near the focus center are correspondingly equal. These requirements are met if the parameters in (6) and (8) are connected by Eq.(1) and
Although the value of cE 2 0 /8π in (1) is not the true intensity, it differs from that defined as the absolute value of the Poynting vector only by terms ∼ ∆ ≈ 0.1. Besides, both solutions (6) and (8) describe monochromatic static beams, while we devise a theory applicable for description of ionization dynamics in femtosecond laser pulses. A time-dependent envelope can be added as a factor. After that the solution (8) is no longer exact. It remains approximately valid under the condition T w 0 /c which is reasonably satisfied for the chosen w 0 = 3µm and T = 33fs.
RESULTS AND DISCUSSION
Using the intensity-dependent populations C k numerically found in [18] we calculate the number of highly charged ions of argon, krypton and xenon in the intensity interval 3 · 10 20 ÷ 5 · 10 24 W/cm 2 . Results are shown in Fig.3 . The initial neutral gas density is taken n 0 = 2 · 10 12 cm −3 corresponding to a pressure in the gas jet p ≈ 5.6·10 −5 Torr at room temperature. These parameters of the gas target are numerically close to those used in the experiment of [31] where the method of atomic diagnostics was verified. In the same experiment a TOF detector with a 50% efficiency was used to identify the highest ionic states. It can be reasonably assumed for a high-quality detector that several dozen of ions produced in the central part of the focus would by sufficient for a reliable measurement in the single-shot regime. Given that we set the detection threshold as N (A k+ ) 10. Above this threshold, the number of ions grows by approximately one order of magnitude in a relatively narrow interval of intensity. We denote the corresponding intensities as I 10 and I 100 . Their numerical values are shown in Table 1 for the two pulse shapes. These data give for the intervals ∆I = I 100 − I 10 of intensity corresponding to a one order in magnitude growth in the number of ions ∆I(Ar 18+ ) ≈ 0.7 · 10 21 W/cm 2 , ∆I(Kr 34+ ) ≈ 0.3 · 10 21 W/cm 2 , ∆I(Xe 52+ ) ≈ 0.2 · 10 22 W/cm 2 and ∆I(Xe 54+ ) ≈ 0.5 · 10 24 W/cm 2 . These numbers along with those of I 10 and I 100 can be used to determine the peak intensity value with accuracy ≤ 30% by detecting the highest charge states in discernible amounts. It is instructive to compare the values of of I 10 and I 100 with that introduced in [ 
The values of I * are given in Table 1 and shown in Fig.3 by vertical red dashed lines. For Ar 18+ the estimate of [18] is in a good agreement with I 100 , while for the ions of Kr and Xe a roughly ∼ 50% difference is apparent. This discrepancy is however not crucial as the estimate (13) is only designed to approximately define the domain of intensities which can be probed with the given charge state.
It is clearly seen that the ion yields calculated for the two pulse shapes practically coincide in the domain N (A k+ ) = 10 ÷ 100 where they can already be reliably detected by a sensitive TOF setup. This makes the approach based on the identification of intensity interval corresponding to a quick grown in the ion signal within N ∼ 10 ÷ 100 practically insensitive to the pulse shape. Note that in this interval of intensities the slope of the ion yields, found in the logarithmic scale, appears considerably larger than that at higher intensities. This feature can also be used for identification of the respective intensity intervals. A serious drawback of this algorithm stems from the fact that the efficiency of the TOF detector and the atomic concentration n 0 in the gas jet might not be precisely known. These two uncertainties will lead to that in the coefficient connecting the number of ions shown by the curves of Fig.3 and the number of counts in the TOF detector.
A complementary approach can be based on the determination of intensities for which the numbers of two charge states appear equal [20] . These points are indicated on Fig.3 n 0 and on the detector efficiency provided the latter is close for two ions of the chosen charge states. However, these positions depend on the focal intensity distribution, as seen for the data of Fig.3 and Table 1 . The bigger the difference in the ionization potentials, the further the intersection point from the initial steep part of the yield curve and the larger the difference in their positions found for the two beams.
CONCLUSIONS
In conclusion, we have studied the effect of the focal intensity distribution on the scheme for the peak intensity determination based on the observation of multiple tunneling ionization of heavy atoms. Two particular algorithms for extraction of the peak intensity value were examined. The first, based on the detection of newly appeared charge states and of a steep growth in the number of ions of these states with intensity increasing was shown essentially shape-independent but suffering some uncertainty due to that in the TOF detection efficiency and atomic concentration in the gas jet. The second algorithm requires measuring the ratio of the ion numbers for two selected charge states. This is robust with respect to the TOF efficiency and concentration but appears generally dependent on the intensity distribution in the focal spot. This dependence is less pronounced for pairs of charge sates with relatively close ionization potentials, e.g. for Xe 51+ and Xe 52+ and Xe 53+ and Xe 54+ correspondingly. In an experiment targeted to measure the peak intensity value through the detection of highly charged ions produced in the process of tunneling ionization, the two algorithms can be simultaneously applied to enhance the accuracy.
We also presented a brief comparative overview of several approaches for an in situ measurement of extreme laser intensities. We hope that our analysis will help the reader to orient in this currently emerging field of laser diagnostics. The present paper concludes a set of publications [18, 20] dedicated to the theoretical analysis of the atomic diagnostics method for extreme laser intensities. Fig.3 : I10 and I100 -intensities corresponding to N (A k+ ) = 10 and N (A k+ ) = 100 respectively; I0 is a value of intensity such that N (A k+ ) = N (A (k+1)+ ) and I * is given by the analytic estimate (13) . Intensities are given in units 10 20 W/cm 2 . Parameters of the laser beams: w0 = 3µm, λ = 1µm and ∆ = 0.178. Ion Ip, eV I G
