Bounds are obtained on the number of distinct transversal designs TD(g, n) (having g groups with n points in each group) for certain values of g and n. Amongst other results it is proved that, if 2 < g ≤ q +1 where q is a prime power, then the number of nonisomorphic TD(g, q r ) designs is at least q αrq 2r (1−o(1)) as r → ∞, where α = 1/q 4 . The bounds obtained give equivalent bounds for the numbers of distinct and nonisomorphic sets of g − 2 mutually orthogonal Latin squares of order n in the corresponding cases. Applications to other combinatorial designs are also described.
Introduction
There are well known and long established bounds on the number of Latin squares of order n and on the number of Steiner triple systems of order n. In 1969, H. J. Ryser [10] proved that, assuming the truth of the van der Waerden permanent conjecture, the number of distinct Latin squares of order n, L(n), satisfies the inequality L(n) ≥ (n!) 2n /n n 2 . In 1974, R. M. Wilson [13] , on the same assumption, proved that the number of distinct Steiner triple systems of order n, S(n), satisfies the inequality S(n) ≥ (ne −4.5 ) n 2 /6 (where n ≡ 1 or 3 (mod 6)). Then in 1981, the van der Waerden permanent conjecture was itself confirmed [6, 7] . These resulting lower bounds for L(n) and S(n) can be combined with easy upper bounds to give the asymptotic results that, as n → ∞, L(n) = n n 2 (1−o(1)) and, for n ≡ 1 or 3 (mod 6), S(n) = n n 2 6 (1−o(1)) . The number of Latin squares of order n in a main class is at most 6(n!) 3 , and the number of Steiner triple systems of order n in an isomorphism class is at most n!. Hence, by observing that n! < n n , the same asymptotic formulae apply to the number of main classes of Latin squares and to the number of isomorphism classes of Steiner triple systems.
Apart from close relatives of Latin squares and Steiner triple systems, such as Latin rectangles and λ-fold triple systems, there have been few papers addressing similar questions for other combinatorial designs. Wilson's fundamental construction [12, 3] is a major tool in the construction of various combinatorial designs, and the principal ingredients are group divisible designs (GDDs). It would therefore be useful to have good bounds on the numbers of GDDs. In the current paper we focus on what are possibly the simplest types of GDDs, where the block size equals the number of groups; such designs are called transversal designs (TDs).
For certain transversal designs, Wilson's fundamental construction itself facilitates the production of a lower bound by a fairly easy argument which is described in Section 4. However, we suspect that this bound is far below the true order of magnitude. Section 2 gives an upper bound which we believe is much closer to best possible. However, the heart of our paper is Section 3 where we develop a lower bound for a restricted class of transversal designs. This bound is much larger than the lower bound resulting directly from Wilson's construction, and it is substantially closer to the upper bound of Section 2. Finally, in Section 5 we mention some applications of the preceding results.
A transversal design TD(g, n) is a triple (V, G, B), where V is a set of gn points, G is a partition of these points into g disjoint sets (called groups) each containing n points, and B is a set of n 2 g-tuples (called blocks) such that each pair of points from different groups appears in precisely one block, and no block contains more than one point from each group. To avoid trivialities we assume that g > 2 and n > 1. In counting such designs, the groups are taken to be fixed and then two designs with the same groups are counted as different or distinct if and only if they have different sets of blocks. The number of distinct TD(g, n) designs will be denoted by NTD(g, n). When g ≥ 3, we conjecture that NTD(g, n) = n αn 2 (1−o(1)) as n → ∞,
where α is a positive constant depending on g. Any lower bound for NTD(g, n) gives a corresponding lower bound for the number of nonisomorphic TD(g, n)s by dividing by the maximum size of an isomorphism class. An isomorphism class of TD(g, n) designs can contain at most g!(n!) g designs, and this is of a smaller order of magnitude than n αn 2 for any positive constant α. So, if the asymptotic formula of our conjecture is correct, then the number of nonisomorphic TD(g, n) designs would also satisfy (1.1), with the same value of α, the difference being confined to the o(1) term in the exponent.
Transversal designs have close connections with orthogonal arrays and mutually orthogonal Latin squares (MOLS). A TD(g, n) is equivalent to g −2 MOLS of order n. In the particular case g = 3, the equivalence is with Latin squares of order n. As remarked above, the number of such squares is of the form n n 2 (1−o(1)) , so the conjecture is certainly true when g = 3. Moreover, it follows from Theorem 7.1 of [8] that the ratio of NTD(3, n) to the number of isomorphism classes is asymptotically equal to 6(n!) 3 .
Much of the work on MOLS has focused on determining the maximum number of MOLS of order n, denoted by N(n). It is known that N(n) > n 1 14.8
for sufficiently large n [1] , and that N(n) = n − 1 when n is a prime power [3] . It was shown in [2] that, for sufficiently large odd n, the Latin square B n formed from the addition table modulo n has at least (3.246) n orthogonal mates, and so there are exponentially many pairs of MOLS of order n when n is odd. However, there seem to be no other general results on the number of different sets of k MOLS of order n for k > 1.
We will show that, if 2 < g ≤ q + 1 where q is a prime power, then the number of nonisomorphic TD(g, q r ) designs is at least q αrq 2r (1−o(1)) as r → ∞, where α = 1/q 4 . However, we start by establishing an upper bound for NTD(g, n).
An upper bound
It is shown in [11] that the number L(n) of distinct Latin squares (with common sets of row labels, column labels and entries) satisfies the inequality L(n) ≤ n k=1 (k!) n/k . By applying Stirling's formula, this gives L(n) ≤ n n 2 e n 2 (−2+o(1)) as n → ∞. Because a TD(g, n) is equivalent to (g − 2) MOLS of order n, it follows immediately that NTD(g, n) ≤ n (g−2)n 2 e n 2 (−2(g−2)+o(1)) as n → ∞. This is consistent with the conjecture that NTD(g, n) = n αn 2 (1−o(1)) as n → ∞, but one might hope to do considerably better than this inequality since two randomly chosen Latin squares of order n are highly unlikely to be orthogonal to one another. We now show how this inequality may be improved. We are indebted to Ian Wanless for suggesting the following approach.
Given a Latin square A of order n having t transversals, any orthogonal mate B can be constructed one entry at a time. Let C be the conjugate of B with rows of C indexed by entries of B, columns of C indexed by columns of B, and entries of C corresponding to rows of B. Then C can be constructed one row at a time and to do this we employ two distinct strategies. Take m ∈ {0, 1, . . . , n} and apply one strategy to create the first m rows of C, then apply another strategy to create the remaining rows. Subsequently we optimize the choice of m.
Each row of C must correspond to a transversal in A, so the number of choices for the first m rows of C is bounded above by t m . But C is also a Latin square so, as shown in [11] , the number of choices for the (k + 1) th row, having already chosen rows 1 to k, is at most ((n − k)!) n/(n−k) . Applying this argument to rows m + 1 to n, we see that the number of choices for C, and hence also for B, is at most t m n−m k=1 (k!) n/k . It was shown in [9] that for n ≥ 5, the number of transversals in a Latin square of order n is at
, then for all sufficiently large n, the number of orthogonal mates for a given Latin square A is at most F (m, n) = (d n n!) m n−m k=1 (k!) n/k (0 ≤ m ≤ n). We will specify d in due course, but we will assume that d < 1.
In order to estimate F (m, n) we use Stirling's Theorem, in particular that k! ≤ αk It follows that if m = (1 − d)n then F (m, n) ≤ n n 2 e n 2 (−1−d+log d+o(1)) . Of course m must be an integer, so for large n we select d in the interval (0.614, 0.615) to ensure that this is the case. Since g(x) = −1 − x + log x is strictly increasing on [0.6, 0.7], it follows that g(d) ≤ g(0.615) < −2.101, and so F (m, n) ≤ n n 2 e n 2 (−2.101+o(1)) . So, if A is any Latin square of order n then the number of orthogonal mates is at most n n 2 e n 2 (−2.101+o(1)) . It then follows that NTD(g, n) ≤ n (g−2)n 2 e n 2 (−2.101(g−3)−2+o(1)) as n → ∞.
One might hope to do considerably better than this since two randomly chosen orthogonal mates of A are most unlikely to be orthogonal to one another. So there is probably scope for substantial improvement on this upper bound.
A lower bound
In this section we prove our main result. The method used is to start with a particular TD(g, q r ) and show that this design has a large number of TD(g, q) subdesigns. These may be traded for different TD(g, q) designs that cover the same pairs of points. The result is a large number of different TD(g, q r ) designs. We will assume throughout this section (unless stated otherwise) that 2 < g ≤ q + 1, where q is a prime power and r ≥ 2.
Let GF(p) = (F p , +, ×) be the Galois field on the point set F p = {0, 1, ..., p − 1} with +, × defined on F p modulo p. Take GF(q) = (F q , +, ×) to be the Galois field on q = p s points realized (if s > 1) as an extension of GF(p), for example by using an irreducible polynomial of degree s over GF(p). Likewise take GF(q r ) = (F q r , +, ×) to be the Galois field on q r points realized as an extension of GF(q), for example by using an irreducible polynomial of degree r over GF(q). Then F p ⊆ F q ⊆ F q r and the operations +, × on F q r coincide with the operations +, × on F q (respectively, F p ) when the points involved lie in F q (respectively, F p ). So, for instance, if α, β, ρ lie in F q r but also happen to lie in F q , then α + ρβ will also lie in F q . With a slight abuse of notation we will use GF(p), GF(q) and GF(q r ) to also denote the sets F p , F q and F q r respectively.
We denote the initial TD(g, q r ) by T . Each group of this design will be taken as a copy of GF(q r ). Let ρ 1 , ρ 2 , . . . , ρ g−2 be distinct fixed elements of GF(q) \ {0}. We will take the blocks of T to be the ordered g-tuples B i,j (i, j ∈ GF(q r )), where
and the k th entry is from the k th group G k of T . It is well-known that this does indeed form a TD(g, q r ) [3] .
Our first lemma identifies some TD(g, q) subdesigns of T .
Then for any pair of points x, y with x ∈ H i , y ∈ H j (i = j), the block of T which contains x as its i th entry and y as its j th entry has its k th entry in the set H k , so that the blocks of T restricted to the groups H i (1 ≤ i ≤ g) define a TD(g, q).
Proof. First suppose that x ∈ H 1 and y ∈ H 2 . Then x = a+αd and y = b+βd for some α, β ∈ GF(q). So the block of T containing these points has (k+2) th
Next suppose that x ∈ H 1 and y ∈ H k+2 where k ≥ 1. Then x = a + αd and y = a + ρ k b + βd for some α, β ∈ GF(q). Then the block of T containing these points has second entry z given by x+ρ k z = y. Thus z = b+ρ −1 k (β−α)d, so that z ∈ H 2 . Then by the previous argument each remaining point of the block lies in the appropriate group H i . Now suppose that x ∈ H 2 and y ∈ H k+2 where k ≥ 1. Then x = b + αd and y = a + ρ k b + βd for some α, β ∈ GF(q). Then the block of T containing these points has first entry z given by z + ρ k x = y. Thus z = a + (β − ρ k α)d, so that z ∈ H 1 . Again it follows that each remaining point of the block lies in the appropriate group H i .
Finally suppose that x ∈ H k+2 and y ∈ H ℓ+2 , where k, ℓ ≥ 1 and k = ℓ. Then x = a + ρ k b + αd and y = a + ρ ℓ b + βd for some α, β ∈ GF(q). Then the block of T containing these points has first entry z and second entry w given
Again it follows from the initial case that each remaining point of the block lies in the appropriate group H i .
We will call a TD(g, q) subdesign of T a principal subdesign if it has the form described in Lemma 3.1, and we denote such a design by PTD(g, q).
It is possible to count the number of PTD(g, q) subdesigns of T . The number of possible choices for a, b, d in Lemma 3.1 is q 2r (q r − 1). However, some of these choices are equivalent in the sense that they result in the same set of groups {H i : 1 ≤ i ≤ g} and hence the same PTD(g, q). Clearly H 1 is unaltered if a is replaced by a + αd for any α ∈ GF(q), and a similar observation applies to b and H 2 . Also, both
It is also easily seen that identical first groups and second groups must be related in this way. Since a PTD(g, q) subdesign is fully determined by its first and second groups, it follows that a given PTD(g, q) subdesign results from precisely q 2 (q − 1) of the choices for a, b, d. Hence the number of distinct PTD(g, q) subdesigns of T is q 2r (q r − 1)/q 2 (q − 1). Simplifying this expression gives the following lemma.
where q is a prime power and r ≥ 2, then there are precisely q 2r−2 q r −1
We next investigate how these subdesigns intersect one another blockwise. The first step is the following lemma. Lemma 3.3. Any two intersecting blocks lie in a unique PTD(g, q) subdesign. Any two nonintersecting blocks lie in at most one PTD(g, q) subdesign.
If the common point of
It follows that two intersecting blocks of T lie in at least one PTD(g, q) subdesign. Now suppose that B 1 = (i 1 , j 1 , i 1 +ρ 1 j 1 , . . .) and B 2 = (i 2 , j 2 , i 2 +ρ 1 j 2 , . . .) (which may or may not intersect) are distinct blocks of a PTD(g, q) subdesign D with groups H k (1 ≤ k ≤ g). To complete the proof of the lemma, we show that D is unique.
If i 1 = i 2 then, for some a, d ∈ GF(q r ) with d = 0 and some α, β ∈ GF(q) with α = β, i 1 = a + αd and i 2 = a + βd. But then d = (β − α) −1 (i 2 − i 1 ) and so D has
there is a block of D of the form (i 1 + λ(i 2 − i 1 ), j, i 1 + ρ 1 j 1 , . . .) and so
Hence B 1 and B 2 lie together in the unique PTD(g, q) subdesign with these first and second groups.
If i 1 = i 2 then j 1 = j 2 and there must be a block
Then by considering the blocks B 1 and B 3 we see that D is unique.
We can now prove a result about intersections of PTD(g, q) subdesigns.
Proof. A given block B of T intersects g(q r − 1) other blocks. Therefore, allowing multiple counting of subdesigns, B lies in g(q r − 1) PTD(g, q) subdesigns. Each of these subdesigns contains g(q − 1) blocks distinct from B that intersect B. Hence the number of distinct PTD(g, q) subdesigns containing B is (q r − 1)/(q − 1). Now let D be any fixed PTD(g, q) subdesign. Each block of D lies in (q r − 1)/(q − 1) − 1 = q(q r−1 − 1)/(q − 1) distinct principal subdesigns other than D. Since D has q 2 blocks, the number of PTD(g, q) subdesigns having a block in common with D (other than D itself) is q 3 (q r−1 − 1)/(q − 1), and these are all distinct since no two distinct PTD(g, q) subdesigns can have two blocks in common. Definition 3.1. A set of PTD(g, q) subdesigns of T will be called an independent set if no two of the subdesigns intersect blockwise. An independent set containing k subdesigns may be called a k-independent set.
The next lemma gives an estimate for the number of k-independent sets. Lemma 3.5. Let I k denote the number of k-independent sets. Put T = q 2r−2 (q r − 1)/(q − 1) (the number of PTD(g, q) subdesigns in T ) and S = 1 + q 3 (q r−1 − 1)/(q − 1) (the number of distinct PTD(g, q) subdesigns intersecting a given subdesign D, including D itself ). Then
and the latter expression is strictly positive for k ≤ ⌊T /S⌋.
Proof. First choose any PTD(g, q) subdesign (T choices). Then choose a second PTD(g, q) subdesign having no blocks in common with the first (T − S choices). Next choose a third PTD(g, q) subdesign having no blocks in common with the first or the second (at least T − 2S choices). And so on until the k th PTD(g, q) subdesign is selected, for which there are at least T − (k − 1)S choices. Since the order of choice is immaterial, the number of k-independent sets is at least T (T − S)(T − 2S) · · · (T − (k − 1)S)/k!. This expression is strictly positive provided that k − 1 < T /S.
For when we come to use the result of Lemma 3.5, note that T /S > q 2r−4 and that S ≥ q r+1 . Our next step is to show that there are many TD(g, q) designs on the same groups, but with different blocks. Proof. We apply a suitable permutation π = g i=3 π i to V , where π i is a permutation of the points of the i th group G i ∈ G. Each block B = (x 1 , x 2 , x 3 , . . . , x g ) ∈ B is replaced by B ′ = (x 1 , x 2 , π 3 (x 3 ), . . . , π g (x g )). The resulting set of blocks forms B ′ . We select π 3 to be a derangement, and the other g − 3 permutations π i arbitrarily. Since the number of derangements of q points is at least q!/3, there are at least (q!) g−2 /3 choices for π, and clearly these all result in distinct designs.
It remains to show that each of these designs has no blocks in common with D. For B ∈ B, both B and B ′ contain the points x 1 ∈ G 1 and x 2 ∈ G 2 , but B = B ′ . So B ∈ B ′ , and hence B ∩ B ′ = ∅. Now suppose that D is a TD(g, q) subdesign of T , and that D ′ is a different TD(g, q) having the same groups as D but a disjoint set of blocks.
(Of course D ′ is not a subdesign of T .) If we remove the blocks of D from T and replace them with the blocks of D ′ , then the result is clearly a TD(g, q r ) design which is distinct from T . Such a replacement operation is called a trade.
If I is a k-independent set of PTD(g, q) subdesigns in T with k > 0, then we may apply such trades to each of the k subdesigns in I and the result will again be a TD(g, q r ) design which is distinct from T . In the notation of the previous lemma, there are at least U choices for each of the k trades, and so for each k-independent set we can produce U k distinct TD(g, q r ) designs, all of which are distinct from T . Note that in this process, every one of the k original subdesigns is replaced by a subdesign with a disjoint set of blocks. Our next lemma establishes that when we apply this process to two different k-independent sets, then the resulting TD(g, q r ) designs are all distinct. Lemma 3.7. Suppose that I and J are any two distinct k-independent sets of PTD(g, q) subdesigns in T with k > 0. Denote by S I (respectively, S J ) a TD(g, q r ) design obtained from T by trading each PTD(g, q) in I (respectively, J) for a different TD(g, q) design having the same groups but with a disjoint set of blocks. Then S I and S J have different blocks and are therefore distinct designs.
Proof. Suppose first that I and J cover different blocks of T . Then, without loss of generality, we may assume that there is a block B of T which lies in some subdesign in I, but does not lie in any subdesign in J. Then B lies in S J , but not in S I , so S I and S J have different blocks.
Next assume that I and J cover the same blocks of T . Since I and J are distinct, there must be a PTD(g, q) subdesign D in I which does not lie in J. Let B = (x 1 , x 2 , . . .) be a block of D and suppose that B is a block of a PTD(g, q) subdesign E ∈ J, so that D = E. Let the groups of D be H 1 , H 2 , . . . , H g and the groups of E be L 1 , L 2 , . . . , L g . In S I the pair (x 1 , x 2 ) must appear in a block B ′ = B. So for some k ≥ 3 there exist x k , x ′ k ∈ H k with x ′ k = x k such that B contains x k and B ′ contains x ′ k . Since B ∈ E we have x k ∈ L k . Now suppose that B ′ were also a block of S J . Then we would also have x ′ k ∈ L k . But then both D and E would contain the block B of T that contains the pair (x 1 , x k ) and the different block C of T that contains the pair (x 1 , x ′ k ). But then from Lemma 3.3 it would follow that D = E, a contradiction. Hence B ′ cannot be a block of S J . Thus S I and S J have different blocks.
We can now state and prove our main result. Theorem 3.1. Suppose that 2 < g ≤ q + 1 where q is a prime power and r ≥ 2. Then the number of distinct TD(g, q r ) designs on a common set of groups satisfies
Proof. Let S, T and U be as defined in Lemmas 3.5 and 3.6, and suppose initially that k > 0. From Lemma 3.6, each k-independent set of PTD(g, q) subdesigns in T produces U k distinct TD(g, q r ) designs, all of which are distinct from T . By Lemma 3.7, distinct k-independent sets produce distinct TD(g, q r ) designs. Hence, by Lemma 3.5, collectively the k-independent sets (for each fixed k) produce at least
Now suppose that I is any k-independent set of PTD(g, q) subdesigns in T and that J is any ℓ-independent set of PTD(g, q) subdesigns in T , with k > ℓ ≥ 0. Then there is a block B of T which lies in some subdesign in I, but does not lie in any subdesign in J. Then, arguing as in the proof of Lemma 3.7, B lies in any TD(g, q r ) design obtained by trades on J, but not in any TD(g, q r ) design obtained by trades on I. It follows that the number of distinct TD(g, q r ) designs produced by all k-independent sets for k = 0, 1, . . . , ⌊T /S⌋ is at least
Noting that U ≥ (q!) g−2 /3, that S ≥ q r+1 , and that T /S > q 2r−4 gives
Corollary 3.1.1. If 2 < g ≤ q + 1 where q is a prime power and r ≥ 2, then NTD(g, q r ) > q αrq 2r , where α = 1/q 4 .
Proof. Since g > 2, (q!) g−2 ≥ q, and so (q!) g−2 q r+1 /3 ≥ q r+2 /3 > q r , since q ≥ 2. Hence NTD(g, q r ) > q rq 2r−4 , and the result follows. Proof. The number of nonisomorphic TD(g, q r ) designs is at least NTD(g, q r )/g!((q r )!) g . From the results and remarks above, it is easy to see that this latter quantity is at least q αrq 2r (1−o(1)) as r → ∞.
For values of g < q + 1, the lower bound on NTD(g, q r ) taken directly from Theorem 3.1 can sometimes be improved. This is because given a TD(g, n), a TD(g − 1, n) can be obtained by deleting one of the groups. In fact, the resulting TD(g − 1, n) will be resolvable, meaning that the blocks can be partitioned (resolved) into parallel classes in which each point of the design appears precisely once. A resolvable design may have more than one resolution into parallel classes. In order to discuss the improved bounds that result, and some applications in a later section, we adopt the following terminology from [4, 5] . Let NrTD(g, n) denote the number of distinct resolvable TD(g, n) designs, and NRTD(g, n) the number of distinct resolutions of resolvable TD(g, n) designs (in each case assuming common groups). Note that two resolutions of resolvable TD(g, n) designs are considered distinct if the underlying designs are distinct (i.e. they have different sets of blocks) or if the designs have the same blocks but these are resolved into different sets of parallel classes. Obviously NRTD(g, n) ≥ NrTD(g, n) and NTD(g, n) ≥ NrTD(g, n). To obtain improved lower bounds we first establish the following result. Lemma 3.8. Suppose that g ≥ 3 and that a TD(g + 1, n) exists. Then NTD(g + 1, n) = n! NrTD(g, n).
Proof. The existence of a TD(g + 1, n) entails that of a resolvable TD(g, n). Simply take one of the groups G of the former and remove all the points of this group from the blocks of the design. The resulting design has one less group and blocks which previously contained a point x ∈ G form a parallel class. The process can also be reversed so that the existence of a resolvable TD(g, n) entails that of a TD(g + 1, n).
To prove the identity, suppose first that D 1 and D 2 are distinct resolvable TD(g, n) designs with groups G 1 , G 2 , . . . , G g . Let P 1 , P 2 , . . . , P n (respectively Q 1 , Q 2 , . . . , Q n ) be a resolution of D 1 (respectively D 2 ) into parallel classes. Let B be a block of D 1 which does not lie in D 2 ; we may suppose that B lies in P 1 . Let G g+1 = {z 1 , z 2 , . . . , z n } be a set of new points and for each i place z i onto every block of P i (respectively Q i ) to form a TD(g + 1, n)D 1 (respectivelyD 2 ). Then B ∪ {z 1 } is a block ofD 1 which does not appear in D 2 , soD 1 andD 2 are distinct TD(g + 1, n) designs on the same groups.
Next suppose that D is a resolvable TD(g, n) with groups G 1 , G 2 , . . . , G g and that P 1 , P 2 , . . . , P n is a resolution of D into parallel classes. Let G g+1 = {z 1 , z 2 , . . . , z n } be a set of new points and let π 1 , π 2 be two different permutations on G g+1 . For each i place π 1 (z i ) (respectively π 2 (z i )) onto every block of P i to form D π 1 (respectively D π 2 ). Then D π 1 and D π 2 are TD(g + 1, n) designs having different sets of blocks.
It follows that the n! permutations of G g+1 applied to the NrTD(g, n) distinct resolvable TD(g, n) designs all result in distinct TD(g +1, n) designs, and so NTD(g + 1, n) ≥ n! NrTD(g, n).
Conversely, suppose that D is any TD(g +1, n) design with groups G 1 , G 2 , . . . , G g+1 . The n! permutations on G g+1 will give n! distinct TD(g + 1, n) designs arising from D. When the group G g+1 is deleted, the resulting n! resolvable TD(g, n) designs will all be identical. However, if D ′ is a TD(g +1, n) design on the same groups but not obtainable from D by any permutation on G g+1 , then deletion of this group will give a resolvable TD(g, n) distinct from that obtained from D. It follows that NrTD(g, n) ≥ NTD(g + 1, n)/n!, and this completes the proof. Proof. This follows from the previous lemma and Theorem 3.1.
If we apply the preceding results, starting with distinct TD(q + 1, q r ) designs, and remove groups one at a time, the following result is obtained. Theorem 3.2. Suppose that 2 < g ≤ q where q is a prime power and r ≥ 2. Then
It is not immediately obvious when, if ever, this gives an improvement on the bound for NTD(g, q r ) given in Theorem 3.1. The following lemma deals with this issue by providing a comparison of the bound on NTD(g, q r ) from Theorem 3.1 with that from Corollary 3.1.3. Proof. Suppose first that r ≥ 3. Trivially,
We also have To show that R > L in the remaining cases, note that
When r = 2 these give R >2 and L <, so R > L. When r = 3 we get R > q 2q 3 and L <3 , so again R > L. When r = 4 we have R > q 3q 4 and L < (q!) q 4 , but when q ≤ 5 we also have q 3 ≥ q!, so again R > L in these cases.
As a consequence of this lemma, it can be seen that Theorem 3.2 provides an improvement on the lower bound for NTD(g, q r ) given by Theorem 3.1 when r ≥ 5, and when r = 4 and q ≥ 7.
Other lower bounds
In this section we make use of Wilson's fundamental construction for transversal designs. Suppose that M is a TD(g, m) and that there exists a TD(g, n). Inflate each point of M by a factor n. Then each of the m 2 blocks of M gives rise to g groups, each such group containing n points. Place a TD(g, n) on each such set of groups. The resulting design R then has g groups each containing mn points, m 2 n 2 blocks, and each pair of points from different groups appears in precisely one block. Thus R is a TD(g, mn). Note that arbitrary TD(g, n) designs may be applied to each of the m 2 blocks of M. Using this construction the following result can be established. Proof. Suppose firstly that M 1 and M 2 are distinct TD(g, m)s (with the same groups G 1 , G 2 , . . . , G g ), and that R 1 (respectively, R 2 ) is a TD(g, mn) resulting from the construction applied to M 1 (respectively, M 2 ). We prove that R 1 and R 2 are distinct.
Since M 1 and M 2 are distinct, there exists a block A = (a 1 , a 2 , . . . , a g ) (where a i ∈ G i ) of M 1 that is not a block of M 2 . So the block B of M 2 that contains the pair (a 1 , a 2 ) must contain some point b k = a k (b k ∈ G k ). In forming R 1 , the block A inflates to a design with groups {a 1,1 , a 1,2 , . . . , a 1,n }, {a 2,1 , a 2,2 , . . . , a 2,n }, . . ., {a k,1 , a k,2 , . . . , a k,n }, . . .. So all the blocks of R 1 that contain a pair (a 1,i , a 2,j ) also contain a point a k,ℓ for some ℓ. By a similar argument, all the blocks of R 2 that contain a pair (a 1,i , a 2,j ) also contain a point b k,ℓ ′ for some ℓ ′ . But {a k,1 , a k,2 , . . . , a k,n } ∩ {b k,1 , b k,2 , . . . , b k,n } = ∅. So R 1 and R 2 contain different blocks.
Next suppose that M is a TD(g, m) and that A = (a 1 , a 2 , . . . , a g ) is a block of M. Denote the set of inflated points corresponding to a i (1 ≤ i ≤ g) by H i = {a i,1 , a i,2 , . . . , a i,n }. Let N 1 , N 2 be distinct TD(g, n)s having the same groups H 1 , H 2 , . . . , H g , and let R 1 (respectively, R 2 ) be a TD(g, mn) resulting from the construction when the block A is replaced by N 1 (respectively, N 2 ). We prove that R 1 and R 2 are distinct.
Since N 1 and N 2 are distinct, there exists a block B of N 1 that is not a block of N 2 . The block B has the form (a 1,j 1 , a 2,j 2 , . . . , a g,jg ). Any such block can only arise in R 1 and in R 2 from a transversal on the groups H 1 , H 2 , . . . , H g . But in R 2 , only N 2 generates such blocks. So B is not a block of R 2 , and hence R 1 and R 2 contain different blocks.
It now follows that, if in the construction we vary the TD(g, m) (there are NTD(g, m) choices) or we vary any of the m 2 TD(g, n)s (there are NTD(g, n) choices for each), then the resulting TD(g, mn)s are all distinct. Hence NTD(g, mn) ≥ NTD(g, m) NTD(g, n) Proof. Applying the theorem repeatedly, we obtain NTD(g, n r ) ≥ NTD(g, n) NTD(g, n r−1 )
. . .
≥ NTD(g, n)
1+n 2 +n 4 +...+n 2r−2 = NTD(g, n)
n 2r −1
In order to apply the previous results, it is necessary to have some initial estimate for NTD(g, n). The following lemma provides such an estimate in the general case, although it may be far from best possible. Lemma 4.1. Suppose that g ≥ 3 and that a TD(g, n) exists. Then NTD(g, n) ≥ (n − 1)!(n!) g−2 = (n!) g−1 /n.
Proof. Let D be a TD(g, n). Denote the g groups of D by G i , 1 ≤ i ≤ g and let the points of G i be x i,1 , x i,2 , . . . , x i,n . Suppose that π 2 , π ′ 2 are permutations of {x 2,2 , x 2,3 , . . . , x 2,n } and that for i ≥ 3, π i , π ′ i are permutations of G i . Put π = g i=2 π i and π ′ = g i=2 π ′ i . For 1 ≤ j ≤ n, let B j be the block of T containing the points x 1,j and x 2,1 . Note that both π(B j ) and π ′ (B j ) contain the pair {x 1,j , x 2,1 }. Now suppose that for some i ≥ 3, π i = π ′ i . Then there exists x i,k such that π i (x i,k ) = π ′ i (x i,k ). The point x i,k must occur in one of the blocks B j , say B j k . Then π(B j k ) = π ′ (B j k ), so that π(D) = π ′ (D).
Next suppose that π i = π ′ i for i ≥ 3, but π 2 = π ′ 2 . Then there exists x 2,k (k ≥ 2) such that π 2 (x 2,k ) = π ′ 2 (x 2,k ). But then if B is the block of T containing x 1,1 and x 2,k , this block must also contain some point x 3,j (note g ≥ 3). Hence π(B) contains x 1,1 , π 3 (x 3,j ) and π 2 (x 2,k ), while π ′ (B) contains x 1,1 , π 3 (x 3,j ) and π ′ 2 (x 2,k ). So again, π(D) = π ′ (D). It follows that for g ≥ 3, each of the (n − 1)!(n!) g−2 permutations π gives a distinct TD(g, n), each being an isomorphic copy of D. Hence NTD(g, n) ≥ (n − 1)!(n!) g−2 = (n!) g−1 /n.
The following corollary is a simple consequence of the preceding results. If n is a prime power and 2 < g ≤ n + 1, then this bound is not as good for large r as that obtained in Section 3. Nevertheless, it follows that if g ≥ 3 and a TD(g, n) exists then, for large r, the number of nonisomorphic TD(g, n r ) designs is at least A n 2r for a suitable constant A > 1 (depending on n and g).
The bounds obtained in Section 3 may also be combined with Theorem 4.1 to give the following result. This gives NTD(g, mn) > (Am) αm 2 n 2 (Bn) βm 2 n 2 ≥ (AmBn) γm 2 n 2 = (Cmn) γm 2 n 2 .
Concluding remarks
In [4, 5] , recursive constructions were developed to estimate the numbers of combinatorial designs having the parameters of projective and affine spaces. In order to apply these constructions, estimates were required for NTD(q, q r ), NrTD(q, q r ) and NRTD(q, q r ), where q is a prime power. It follows directly from Theorem 3.1 that if q > 2 is a prime power and r ≥ 2 then NTD(q, q r ) > 1 + (q!) q−2 q r+1 3 q 2r−4 . Theorem 3.2 gives the bound NrTD(q, q r ) > 1 + (q!) q−1 q r+1 3 q 2r−4 /(q r )!, which also provides a bound for NRTD(q, q r ) and, when r ≥ 5, an improved bound for NTD(q, q r ). It is not hard to show that for r ≥ 5 these bounds are substantial improvements on the bound ((q r )!) q−1 /q r given for all of these quantities in the earlier papers. Unfortunately, space limitations preclude us from describing here the improved lower bounds on the numbers of designs with projective and affine parameters which result from these improved lower bounds on the numbers of transversal designs.
