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Glaciers and ice caps are among the most evident natural features affected by atmospheric 
conditions (i.e., temperature and precipitation) and their changes through time. They are 
key indicators of  climate change, as their ice is in most regions of  the world close to the 
melting point, i.e. a large part of  energy input is used to melt the ice. Accordingly, strong 
changes in glacier geometry are observed since the end of  the Little Ice Age (LIA) around 
the 1850s in many regions of  the world.  This is  especially  the case  for the maritime 
glaciers located around the Gulf  of  Alaska, where a strong mass loss with an accelerating 
rate for the last few decades is reported for many glaciers. Assessments of  the overall 
impact of  climate change on glaciers in Alaska and accurate estimation of  their past or 
future contribution to global sea-level rise requires a complete and accurate inventory of  
all glaciers in this region. Unfortunately, large data gaps existed in the available databases 
(i.e.  World Glacier Inventory and  Global Land Ice Measurements from Space),  which 
hampered precise analysis and calculation of  future changes so far. 
This thesis presents the results of  a large-scale glacier mapping effort for an important 
part of  western Alaska (from the Chugach to the Chigmit Mountains) to improve its poor 
representation in the database mentioned above. The thesis is also a contribution to the 
European Space Agency (ESA) GlobGlacier project,  which is part of  an international 
effort to map all glaciers globally. 
Only  glacier  inventories  in  a  digital  format (vector  outlines)  allow for  assessment  of  
geometry changes and digital modelling in a consistent and reproducible manner. Several 
previous studies have already demonstrated the usefulness of  optical satellite images and 
Digital Elevation Models (DEMs) to compile such an inventory. In this  thesis the well-
established  semi-automated  band  ratio  method  (TM3/TM5)  with  manual  threshold 
selection is applied  to map all  glaciers and ice caps in the study region using Landsat 
scenes from 2004 to 2009 that were freely available in the glovis.usgs.gov archive. In total, 
ten scenes with USGS Level 1T processing covering the study region have been selected. 
All  processing  steps  were  performed  within  a  geographic  information  system  (GIS) 
including calculation of  topographic parameters from a DEM.
With the new glacier outlines and a DEM, the further work focuses on the development 
of  an automatic method to create central flow lines of  glaciers to determine their length 
and length changes at the terminus. The developed approach is based on a “2D glacier 
axis” concept written in an open source programming language (Python). The final part 
of  this thesis is related to the determination of  glacier-specific volume change over a 50 
year period using a former glacier dataset and topographic maps from the USGS. With 
this  study,  the  representativeness  of  the  two  glaciers  with  long-term  mass  balance 
measurements (Gulkana and Wolverine) is determined for all glacier of  the region. 
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The main results of  this thesis are:
▪ A new glacier inventory has been compiled for Western Alaska including 8,800 
glaciers larger than 0.02 km2 covering a total area of  16,250 km2.
▪ This new dataset revealed that 86% of  all glaciers are smaller than 1 km2 (covering 
7.5% of  the total area) while glaciers larger than 10 km2 cover 75.6% of  the area 
but only 2.4% by number.
▪ The mean glacier elevation increases from ca. 100 m a.s.l. at the coast to 3000 m 
a.s.l. in the interior of  Alaska.
▪ Glaciers lost 23% of  their area from the 1950s to 2007 for a subsample of  347 
selected glaciers.
▪ Glacier outlines digitized from other sources (e.g. maps) require careful inspection 
and adjustments before they can be used for change assessment.
▪ The new algorithm developed to automatically create glacier central flow lines was 
applied to a subset of  400 glaciers of  the new inventory and a historic one to also  
derive length changes.
▪ Length values computed with this algorithm are close to the mean value (±5%) of  
manual digitizations.
▪ The derived cumulative length changes for a subsample of  400 glaciers is -277 km 
(or -700 m per glacier or -15 m per year).
▪ The glacier-specific elevation changes for a sample of  3180 glaciers gives a mean 
rate  of  -0.6  m/year  for  calving and tide-water  glaciers,  -0.25 m/year  for  land-
terminating glaciers and -0.63 m/year for Gulkana and Wolverine glaciers.
▪ Despite their different elevation, size and topographic setting, the  mass balance 
values  obtained for  the  two benchmark glaciers are thus representative  for  the 
entire region.




Gletscher und Eiskappen gehören zu den offensichtlichsten natürlichen Erscheinungen 
die durch atmosphärische Bedingungen (d. h. Temperatur und Niederschlag) und deren 
Änderungen  in  der  Zeit  geprägt  sind.  Sie  gelten  als  Schlüsselindikatoren  für  den 
Klimawandel, weil sich ihr Eis in den meisten Regionen der Welt nur knapp unterhalb des 
Schmelzpunktes  befindet,  d.  h.  ein  Grossteil  des  Energieeintrags  für  die  Eisschmelze 
verwendet  wird.  Dementsprechend werden seit  dem Ende der Kleinen Eiszeit  in den 
1850er Jahren in vielen Regionen der Erde starke Geometrieänderungen der Gletscher 
beobachtet. Dies trifft insbesondere für die maritimen Gletscher rund um den Golf  von 
Alaska  zu,  wo  für  viele  Gletscher  während  der  letzten  Jahrzehnte  ein  grosser 
Massenschwund  mit  steigender  Verlustrate  beobachtet  wird.  Abschätzungen  des 
Einflusses  der  Klimaänderung  auf  die  Gletscher  in  Alaska  und  genaue  sowie  des 
vergangenen  und  zukünftigen  Beitrages  dieser  Eismassen  zum  globalen 
Meeresspiegelanstieg  benötigen  ein  komplettes  und  genaues  Inventar  aller  Gletscher 
dieser Region. Leider wiesen die existierenden Datenbanken (das World Glacier Inventory 
sowie die Global Land Ice Measurements from Space Initiative) grosse Datenlücken auf, 
was  eine  präzise  Analyse  und  Berechnungen  zukünftiger  Veränderungen  bisher 
verunmöglichte.
Diese  Arbeit  stellt  die  Resultate  einer  grossräumigen  Gletscherkartierung  für  einen 
wichtigen Teil Westalaskas (von den Chugach- bis zu den Chigmit-Mountains) vor, die 
unter  anderem  auch  der  Verbesserung  der  Datenlage  in  den  oben  genannten 
Datenbanken dient. Zudem ist diese Arbeit auch ein Beitrag zum Projekt GlobGlacier der 
Europäischen  Weltraumorganisation  (ESA),  welches  Teil  der  internationalen 
Anstrengungen zur weltweiten Kartierung aller Gletscher ist.
Abschätzungen  von  Geometrieänderungen  von  Gletschern  sowie  konsistente  und 
nachvollziehbare digitale Modellierungen sind einzig mit Gletscherinventaren in digitaler 
Form (Vektorumrisse) möglich. Zahlreiche frühere Studien haben die Nützlichkeit von 
optischen Satellitenbildern und digitalen Geländemodellen (DGM) zur Erstellung solcher 
Inventare  belegt.  In  dieser  Arbeit  wird  die  etablierte  halbautomatische  Methode  mit 
Verhältnisbildern  (TM3/TM5)  und  manueller  Bestimmung  eines  Schwellenwertes 
verwendet,  um alle  Gletscher und Eiskappen des Untersuchungsgebietes  mit  Landsat-
Szenen von 2004 bis 2009 zu kartieren, welche im GLOVIS Archiv (glovis.usgs.org) frei 
verfügbar  sind.  Insgesamt  wurden  zehn  Szenen  verwendet  die  dem USGS Level  1T 
entsprechend  vorprozessiert  sind  und  das  Untersuchungsgebiet  abdecken.  Alle 
Bearbeitungsschritte  wurden  in  einem  Geographischen  Informationssystem  (GIS) 
durchgeführt,  einschliesslich  der  Bestimmung toppgraphischer  Gletscherparameter  aus 
einem DGM.
Ein  weiterer  Schwerpunkt  bildet  die  Entwicklung  einer  Methode  zur  automatischen 
Erzeugung  von  zentralen  Gletscherfliesslinien,  die  –  unter  Verwendung  der  neuen 
Gletscherumrisse  und  eines  DGMs  –  zur  Bestimmung  von  Gletscherlängen  und 
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Gletscherlängenänderungen dienen soll. Der entwickelte Ansatz basiert auf  einem „2D 
Gletscherachsen“-Konzept  und  wurde  in  einer  Open-Source  Programmiersprache 
(Python)  geschrieben.  Der  letzte  Teil  dieser  Arbeit  steht  im Zeichen der  Berechnung 
gletscherspezifischer  Volumenänderungen während der letzten 50 Jahre,  basierend auf  
einem Datensatz früherer Gletscherumrisse und topographischen Karten des USGS. Mit 
dieser  Studie  wurde  die  Repräsentativität  der  beiden  Gletscher  mit  Langzeit-
Massenbilanzmessreihen  (Gulkana  und  Wolverine)  für  alle  Gletscher  der  Region 
bestimmt.
Die Hauptergebnisse dieser Arbeit sind:
▪ Ein neues Gletscherinventar für Westalaska wurde erstellt,  bestehend aus 8’800 
Gletschern die grösser als 0.02 km2 sind und insgesamt eine Fläche von 16’250 
km2 bedecken.
▪ Dieser neue Datensatz zeigt, dass 86% aller Gletscher kleiner als 1 km2 sind und 
7.5% der Gesamtfläche bedecken, während die Gletscher grösser als 10 km2 75.6% 
der Gesamtfläche, aber nur 2.4% der Anzahl ausmachen.
▪ Die mittlere Gletscherhöhe steigt von ca. 100 m ü. M. an der Küste bis 3000 m. ü.  
M. im Landesinneren von Alaska.
▪ Die  Gletscher  verloren  zwischen  1950  und  2007  23%  ihrer  Fläche  für  eine 
Stichprobe von 347 Gletschern.
▪ Gletscherumrisse von anderen Quellen (z.B. Karten) benötigen einer sorgfältigen 
Überprüfung  sowie  Anpassungen  bevor  sie  für  Änderungsabschätzungen 
verwendet werden können.
▪ Der  neu  entwickelte  Algorithmus  zur  automatischen  Erzeugung  zentraler 
Gletscherfliesslinien wurde auf  eine Auswahl von 400 Gletschern des neuen sowie 
eines historischen Inventars angewendet um die Längenänderungen zu bestimmen.
▪ Die  mit  diesem  Algorithmus  berechneten  Gletscherlängen  kommen  dem 
Mittelwert von handdigitalisierten Gletscherlängen nahe (±5%)
▪ Die  berechneten  kumulativen  Längenänderungen  für  eine  Auswahl  von  400 
Gletschern beträgt -277 km (bzw. -700 m pro Gletscher, bzw. -15 m pro Jahr)
▪ Die  gletscherspezifischen  Höhenänderungen  für  eine  Auswahl  von  3180 
Gletschern ergibt eine mittlere Änderung von -0.6 m/Jahr für kalbende Gletscher 
und Gezeitengletscher, -0.25 m/Jahr für Festlandgletscher und -0.63 m/Jahr für 
Gulkana und Wolverine, die über Langzeit-Massenbilanzmessreihen verfügen.
▪ Trotz  ihrer  unterschiedlichen  Höhenlage,  Grösse  und  Exposition  sind  die 
gemessenen Massenbilanzen dieser beiden  Referenzgletscher daher repräsentativ 
für die gesamte Region.
▪ Das ASTER GDEM ist zur Bestimmung von Höhenänderungen geeignet sofern 
die Gesamtänderungen genügend gross sind.
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Sommaire
Les glaciers de montagnes et les calottes glaciaires font partie des composantes naturelles 
les  plus  visiblement  affectées  par  les  conditions  atmosphériques  (i.e.  température  et 
précipitation) et leurs changements. Ils représentent des indicateurs clef  du changement 
climatique car leurs glaces sont, dans la plupart des régions du monde, proches du point 
de fusion, i.e. une large part de l'énergie incidente est utilisée pour fondre la glace. En 
conséquence, un important changement dans la géométrie des glaciers est observé depuis 
la fin du Petit Âge Glaciaire (PAG) - aux alentours des années 1850 - dans beaucoup de 
régions du monde. Ceci est spécialement le cas pour les glaciers maritimes situés autour 
du Golf  de l'Alaska où une forte perte de masse ainsi qu'une accélération de celle-ci est 
observée pour de nombreux glaciers  depuis quelques décennies.  L'analyse  générale de 
l'impact  du changement  climatique sur  les  glaciers  de l'Alaska  ainsi  qu'une  estimation 
précise de leur contribution passée et future sur la hausse du niveau des mers requière un 
inventaire  complet  et  précis  de  tous  les  glaciers  de  cette  région.  Malheureusement, 
d'importantes lacunes existent dans les bases de données disponibles  (i.e. World Glacier 
Inventory  and  Global  Land  Ice  Measurements  from Space),  ce  qui  pénalisait  jusqu'à 
présent, l'analyse fine et les calculs des changements futurs.
Cette thèse présente les résultats d'un travail de cartographie des glaciers à grande échelle 
pour une importante partie de l'ouest Alaska (des Monts Chugach aux Monts Chigmit) 
afin  d'améliorer  leur  faible  représentation  dans  les  bases  de  données  mentionnées 
auparavant. Cette thèse est également une contribution au projet GlobGlacier de l'Agence 
Spatiale  Européenne  (ESA)  qui  fait  lui-même partie  d'un effort  international  pour  la 
cartographie des glaciers du monde entier.
Seuls les inventaires des glaciers sous forme numérique (lignes vectorielles) permettent 
l’analyse des changements géométriques ainsi que la modélisation de façon cohérente et 
reproductible.  De nombreuses  études  ont  d'ores  et  déjà  démontré l'utilité  des  images 
optiques  satellitaires  et  des  Modèles  Numériques  de  Terrain  (MNT)  pour  la  compilation 
desdits  inventaires.  Dans  cette  thèse,  la  semi-automatique  méthode  de  rapport  de  bandes 
(TM3/TM5)  avec  sélection  manuelle-  par seuillage est  appliquée pour cartographier  les 
glaciers  et  les  calottes  glaciaires  de  la  région  d'étude  en  utilisant  des  images  Landsat 
acquises de 2004 à 2009 et gratuitement disponibles dans les archives du glovis.usgs.gov. 
Au total, dix scènes pré-traitées (USGS Level 1T) et couvrant- la région d'étude ont été 
sélectionnées.  Toutes  les  étapes  du  traitement  ont  été  réalisées  avec  un  Système 
d'Information  Géographique  (SIG)  incluant  notamment  les  calculs  des  paramètres 
topographiques dérivés des MNT.
En  s'appuyant  sur  les  nouveaux  contours  des  glaciers  ainsi  créés  et  sur  les  MNT 
disponibles, la poursuite des travaux de cette thèse se porte sur le développement d'une 
méthode automatique pour la création des lignes d'écoulement des glaciers en ayant pour 
but de déterminer la longueur et les changements de longueur dans la partie frontale de 
ceux-ci. L'approche de ce développement est basée sur un concept bidimensionnel d'axe 
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des glaciers (2D Glacier Axis) retranscrit avec le langage de programmation open source 
Python. La dernière partie de cette thèse est dédiée à l'analyse et à la détermination du 
changement du volume glaciaire sur une période de 50 ans en utilisant des données pré 
existantes sur les glaciers couplées à des cartes topographiques de l'USGS. Grâce à cette  
étude,  la  représentativité  des  deux  glaciers  de  référence  (Gulkana  et  Wolverine)  pour 
lesquels  des  mesures  de bilan  de  masse  sur  une  longue  période  sont  disponibles,  est 
déterminée pour l'ensemble des glaciers de la région. 
Les principaux résultats de cette thèse sont:
▪ Un nouvel inventaire des glaciers a été créé pour la région ouest de l'Alaska, comprenant 
plus de 8800 glaciers supérieurs à 0.02 km2  et couvrant une superficie totale de 16 250 
km2.
▪ Ce nouveau jeu de données révèle que 86% des glaciers sont inférieurs à 1 km 2 (couvrant 
7.5% de la surface totale) alors que les glaciers plus larges que 10 km2 couvrent 75.6% de 
la surface mais seulement 2.4% en nombre.
▪  L'altitude  moyenne  des  glaciers  s'accroît  progressivement  en  s'éloignant  des  côtes 
(altitude moyenne d'environ 100 m près des côtes et de plus de 3000 m à l'intérieur de 
l'Alaska).
▪ Les glaciers ont perdu près de 23% de leur surface entre les années 1950 et 2007 pour 
un sous-ensemble de 347 glaciers sélectionnés.
▪ Les contours des glaciers numérisés à partir d'autres sources d'information (e.g. Cartes 
topographiques)  requièrent  une  attention  particulière  ainsi  que  des  ajustements  avant 
qu'ils ne puissent être utilisés pour l'analyse des changements.
▪ Le nouvel algorithme développé pour la création automatique des lignes d'écoulement? 
des glaciers a été appliqué à un sous-ensemble de 400 glaciers – issu du nouvel inventaire 
et d'un inventaire historique - afin de déterminer également les changements de longueurs. 
▪ Les longueurs des glaciers calculées avec l'algorithme sont proches de valeurs moyennes 
(±5%) dérivées manuellement.
▪ Le changement cumulé de longueur calculé pour un sous-ensemble de 400 glaciers est  
de -277 km (soit -700 m par glacier ou -15 m par an).
▪  Le changement spécifique d'élévation par  glacier  donne pour un ensemble  de 3180 
glaciers une valeur moyenne de -0.6 m/an pour les glaciers de vêlage et lacustre, -0.25 
m/an pour les glaciers de vallée et -0.63 m/an pour les glaciers Gulkana et Wolverine.
▪  Malgré  leurs  différentes  altitudes,  tailles  et  caractéristiques  topographiques,  les  deux 
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glaciers de référence (Gulkana et Wolverine) sont représentatifs pour la région entière au 
regard des mesures de leurs bilans de masses.
▪  Le  modèle  numérique  de  terrain  ASTER  GDEM  est  approprié  pour  dériver  les 
changements d'élévation lorsque ces changements totaux sont suffisamment larges.
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SWIR Short Wave Infra-Red        
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UNESCO-IHP United Nations Environment Programme, International Hydrological Programme
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USGS U.S. Geological Survey        
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VNIR Visible and Near Infra-Red       
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Among evidences of  climate change,  mountain glaciers are certainly one of  the most 
visible  natural  features  affected.  In  fact,  under  the  ongoing  and  fast  air  temperature 
increase recorded for more than a century now, glacier changes became perceptible even 
within a human life span. Sensitivity of  glaciers to atmospheric warming results from their 
ice  being  close  to  melting  point.  In  response  to  climate  forcing  (e.g.  the  observed 
temperature increase since the end of  the Little Ice Age (LIA) around the 1850s), glaciers 
act  by  adjusting  their  area,  length  and  volume  (e.g.  FOG;  Fluctuations  Of  Glaciers 
reports). This implies that glacier changes need to be determined precisely in order to 
assess  climate change impacts.  This  is  particularly  true for temperate  glaciers  that  are 
located in maritime environments such as in the Alaska Range, Scandinavia, New Zealand 
and Patagonia because glaciers in these regions are even more sensitive to climate changes 
(Braithwaite 2009). Indeed, one of  the most important aspects of  glaciological studies is 
related to sea-level  rise assessment.  In this  regard,  southern Alaska represents a most 
important key region (Radić and Hock 2010) as its mountains are largely covered by ice.
As an illustration of  this sensitivity, many studies (e.g. Wood 1988; Andreassen et al. 2005) 
reported a short advance phase that occurred during the 1980s as a reaction to a slight 
decrease  in  global  mean  annual  air  temperature  (MAAT).  Over  the  last  few  decades 
glaciers have shown an accelerating rate of  retreat (Dyurgerov 2003). Considering future 
climate change scenarios  showing temperatures increasing by 2 to 4°C before the end the 
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21st century (Parry et al. 2007), it is expected that in the European Alps, more than 75% of  
all glaciers will vanish within the coming decades (Paul et al. 2007; Raup et al. 2007; Radić 
and Hock 2010). 
Glaciers  and ice  caps have been defined as  Essential  Climate  Variables  (ECV) in the 
Global Climate Observing System (GCOS) implementation plan for the United Nations 
Framework Convention on Climate Change (UNFCCC, 2004).  In fact, the GlobGlacier 
project played a key role for the task to collect glacier data from satellites within the multi-
level strategy of  the Global Terrestrial Network for Glaciers (GTN-G) which is operated 
by the World Glacier Monitoring Service (WGMS) in close collaboration with the Global 
Land Ice Measurements from Space (GLIMS) initiative.
To help decision makers, scientists have developed a range of  strategies to monitor the 
cryosphere within the framework of  international efforts such as the GTN-G of  GCOS 
(Haeberli et al. 2007). In this regard, completion of  glacier inventories accounts for one of  
the most  urgent  tasks  to get  a  more accurate  vision of  the amount  of  ice  stored in 
glaciers  and  ice  caps.  The  World  Glacier  Inventory  (WGI)  has  been  created  with  a 
hydrologic  purpose  in  the  1970s  and  includes  information  for  ca.  71,000  glaciers. 
Dyurgerov  (2003) estimated that 160,000 glaciers exist  worldwide by scaling indicating 
that the WGI was incomplete. Although the WGI has been widely applied, this dataset is 
not practical for change analysis as it only represents glaciers as point features without 
knowing their shape (Paul et al. 2011). For Alaska in particular, the database is poor and 
the glacier inventory is largely incomplete. Therefore, the key aim of  this thesis is to close 
the gap in knowledge for a large part of  western Alaska.
1.2 Key objectives and research framework
The first objective of  this thesis is to create a new glacier inventory for western Alaska  
and compare it with earlier data available from the US Geological Service (USGS) for this 
region.  The  determination  of  glacier  specific  changes  in  area,  length  and  volume 
constitutes a second objective and the development of  an automatic method to assess 
length changes represents the final purpose of  this study.
The thesis presented here is based on the GlobGlacier project. This project was launched 
in 2007 by the European Space Agency (ESA) as part of  its Data User Element (DUE) 
programme (Fig. 1.1A). It lasted for three years and ended with a final meeting in Zermatt 
(Switzerland) in August 2010. The aims of  this project were to monitor glaciers and ice 
caps from space by implementing a network and to contribute to an international effort in 
maintaining and developing data exchange between user groups.
The GlobGlacier project was divided into five Work Packages (WPs) in order to dispatch 
the  tasks  and  produce  a  set  of  glacier  specific data.  This  apportioning  between 
participants is depicted in Fig. 1.1B and 1.1E. Figure 1.1C lists some of  the key regions 
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around the world that have been selected according to the user group requirements. The 
main goals were to complete the existing World Glacier Inventory (WGI) and GLIMS 
database with a particular emphasis on regions with missing data. Figure 1.1D synthesizes 
the elements of  this thesis.
1.3 Research questions
Several research questions related to Alaskan glaciers emerge from the aspects mentioned 
above:
▪ What is the glacier area in Alaska?
Detailed  glacier  extents  remained  unmapped  (especially  in  a  digital  format)  and 
particularly for a large part of  western Alaska the precise glacierized area is still unknown. 
Glacier  outlines  created  during  this  thesis  will  contribute  to  complete  the  existing 
inventory  and serve as  an  input  for  different  applications  (e.g.  change  assessment  or 
glacier modelling). 
▪ Can glacier specific drainage divides be derived from the USGS National Elevation 
Dataset (NED)? 
DEMs are needed to compute drainage divides which in turn are required to separate 
contiguous  ice  masses  into  individual  glaciers.  The  NED  DEM  is  available  for  the 
complete region, but needs to be evaluated and compared with others DEMs in order to 
choose the most appropriate one. 
▪ Can the Digital Line Graph (DLG) be used for area change assessment? 
A digital dataset for Alaska representing glacier extents from the 1950s exists from the 
USGS (DLG).  Therefore,  coupling  this  old  information with  a  new glacier  inventory 
would permit the assessment of  glacier changes.
▪ Why and how to create glacier flow lines automatically?
Glacier flow lines (vector) and glacier length (scalar value) represent important parameters 
to study glacier response to climate variations. Unfortunately, these parameters are mainly 
absent from glacier inventories as they demand a considerable workload to be generated. 
Hence, an automatic method to derive glacier flow lines and glacier length is needed.
▪ How to derive glacier length changes automatically? 
Glacier length change analysis helps to better understand the past and also to predict 
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future glacier behaviour resulting from climate forcing.  They are also compiled in the 
Fluctuation  Of  Glaciers  publications  from  the  World  Glaciers  Monitoring  Service 
(WGMS 2008).  A specific  part  of  this  thesis  will  illustrate a method to automatically 
derive this information.
▪ How to upscale mass balance measurements from Gulkana and Wolverine glaciers 
to the entire region?
The determination of  the past contribution to sea-level change from all glaciers in Alaska 
is difficult as the representativeness of  the Gulkana and Wolverine glaciers, where long-
term mass  balance  measurements  are  available,  is  not  known  (Kaser  et  al. 2006).  An 
assessment of  this representativeness will be performed in this thesis by determination of  
their cumulative elevation change over a 50 year period.
▪ How to eliminate Columbia glacier from the calculation?
Columbia glacier represents a considerable part of  the total ice volume loss occurring in 
Alaska  (Berthier  et  al. 2010) which is not only due to climate forcing. Its contribution 
strongly  influences the  mean  value  and  has  to  be  eliminated  from  calculations.  A 
methodology is presented to remove lacustrine and tide-water glaciers from the sample.
1.4 Datasets
The study presented in this thesis is based on a limited amount of  input data. Most of  
this data is freely available for researchers in vector and/or raster format (see § 5.1.1). We 
used (a) optical satellite scenes, (b) digital glacier outlines and (c) various digital elevation 
models  to perform our analysis.
A) Optical satellite scenes
The key factors when selecting optical satellite scenes are their suitability to map glaciers 
under optimal snow conditions and without cloud cover. To delineate glacier outlines, 
Landsat Thematic Mapper (TM) scenes from 2004-2009 were used (see Appendix A1).
B) Digital glacier outlines 
Former digital outlines describing glacier extents from the 1950s were used to perform 
change assessments. In this regard, the Digital Line Graph (DLG) from USGS represents 
a valuable and very important dataset. Though available for the complete study region, the 
DLG requires some manual editing for which the Digital Raster Graph (DRG) maps are 
used.
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C) Digital elevation models
Digital elevation models (DEM) are used to compute topographic glacier parameters (e.g. 
minimum and maximum elevation), to derive drainage divides and to automatically create 
glacier flow lines (see § 4.4.6 and 5.2.3).  The DEMs used in this study are the NED 
DEM, the Shuttle Radar Topography Mission (SRTM DEM) (up to 60°N), the Advanced 
Space-borne Thermal Emission and Reflection Radiometer Global  DEM (ASTER  G-
DEM) and the SPOT-SPIRIT DEM. The latter is already a difference between the NED 
and the SPOT DEMs performed by Berthier  et al., (2010) and covers the period 1962-
2006 (see § 4.2).
1.5 Methodological approaches
Glacier mapping for western Alaska:
High mountain regions such as in western Alaska provide several challenges in terms of  
snow,  shadow and  cloud  conditions  when  it  comes  to  glacier  mapping.  To  properly 
delineate  glacier  extents,  a  well-established  semi-automated  band  ratio  method  as 
described in Paul and Kääb, (2005) is applied. This is an efficient and reproducible way to 
map  glaciers  from optical  satellite  data.  The  method  takes  advantage  of  the  special  
spectral properties of  ice and snow to discriminate them from the surrounding terrain. 
Creating drainage divides:
Drainage divides represent an important element of  glacier inventories. The aim is to use 
them to divide contiguous ice masses into individual glaciers and then, to derive glacier 
specific topographic parameters with GIS tools (zonal statistics). A method detailed in 
Bolch et al.,  (2010) is applied to create them from hydrological watershed analysis using 
the DEM (see § 5.2.2). Particular attention is given to the selection of  DEMs according to 
their accuracy and potential artefacts. In this regard, the NED DEM has been selected as  
it is slightly more suitable than the ASTER G-DEM. 
Determination of  area changes:
One of  the main aspects analysed in this thesis concerns glacier changes. Using a former 
glacier outlines dataset (DLG) and our new satellite-derived outlines a glacier area change 
analysis  has  been performed.  In a first  approach the DLG outlines  appear  extremely 
useful for this purpose, but quantitative and qualitative comparisons reveal that a direct  
comparison between the  two datasets  is  not  a  straightforward  solution.  In fact,  both 
datasets  have inherent  challenges  when creating a glacier  inventory  due to the highly 
variable nature of  glacier shapes, location and analyst interpretation differences. Careful 
visual and statistical inspections were made before assessing glacier changes. 
Confronting the DLG outlines with the Digital Raster Graph (DRG):
The DRG, which depicts the published paper topographic maps in a high-resolution scan 
raster format was used to assess the DLG accuracy. Digital overlapping of  the DLG and 
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DRG showed mismatches of  glacier extents for several cases which were mainly in the 
ablation region. Manual corrections were applied for ca. 400 glaciers before computation 
of  changes.
Glacier flow lines:
A new algorithm allowing to automatically generate flow lines in vector format has been 
developed in this  thesis.  It  is  based on Python programming plus  additional  libraries 
(GDAL and OGR (see § 5.2.3)) and requires only a DEM and glacier outlines as an input. 
The method is based on a glacier axis concept. Geometry rules such as the k-d Tree, 
Nearest Neighbour and crossing test theory are applied to create the vector lines and the 
terminus positions for 400 glaciers.
Length changes:
The flow line algorithm is applied to both the DLG and the satellite-derived outlines.  
Length changes are computed by a digital intersection of  the vector line for the DLG 
outlines with the more recent glacier extent, representing glacier front variations rather 
than length changes.
Δh/Δt raster maps:
This dataset represents glacier elevation changes (Δh) for the entire study region over the 
time period Δt. It is based on subtracting the NED DEM from a more recent DEM and 
divide by the time period. These sequential DEMs cover the period 1962-2006 and were 
provided by Etienne Berthier (Berthier et al. 2010).
Glacier-specific elevation changes:
The calculation of  glacier-specific elevation changes is obtained by digital intersection of  
the  Δh/Δt raster  maps with the drainage  divide  dataset  created for  the new Alaskan 
glacier inventory. Only glaciers with less than 20% of  their area covered by data voids and 
larger than 0.05 km2 are considered (they were deselected in the GIS). 
Glacier classification:
Lacustrine  and  tide-water  glaciers  (especially  Columbia  glacier)  hampered  analysis  of  
glacier changes that  are due to climate forcing.  Hence,  these glacier types have to be 
removed from the calculation of  elevation changes. We manually selected lacustrine and 
tide-water glaciers of  the entire region and identified them in the attribute table of  the 
database. A statistical analysis was performed to assess the representativeness of  the two 
benchmark glaciers with long-term mass balance measurements (Gulkana and Wolverine).
1.6 Structure of  the thesis
The thesis presented here is composed of  five parts. The first part gives an overview on 
the glaciological background (Chapter 2) followed by a section on remote sensing and 
glacier mapping methods (Chapter 3). Chapter 4 gives an overview of  digital elevation 
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models and their uses for this thesis whilst Chapter 5 focuses on Geographic Information 
Systems and applications  for  glacier  mapping  and change  assessment.  Chapter  6  is  a 
summary  of  the  key  research  papers  listed  below.  Chapter  7  synthesizes  the  results 
through  an  extended  discussion  on  main  findings  and  potential  future  work  and  is 
followed by the  conclusions (Chapter 8).
Research papers:
(1) Le Bris,  R.;  Paul,  F.;  Frey,  H. and Bolch,  T.,  (2011).  A new satellite-derived  glacier  
inventory for Western Alaska. Annals of  Glaciology, 52(59), 135-143.
(2) Le Bris, R and Paul, F., (2012). An automatic method to create flow lines for determination  
of  glacier length: A pilot study with Alaskan glaciers. Computers & Geosciences Journal.
(3) Le Bris, R. and Paul, F., (submitted). Glacier-specific elevation changes in western Alaska.  
Annals of  Glaciology.
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Figure 1.1: PhD Framework
2
Glaciological background
Glaciers and ice caps represent an important component of  the cryosphere (Fig. 2.1) and 
a key element of  the water cycle (UNEP 2007). Their cumulative extents are between 0.51 
and 0.54 million square kilometres with an ice volume estimated from 0.05 to 0.13 million 
cubic kilometres (IPCC, 2007) excluding the peripheral  (or local) glaciers and ice caps 
around Greenland and Antarctica. A more recent study by Huss and Farinotti (2012) used 
the data from the new Randolph Glacier Inventory (Arendt et al. 2012) giving an updated 
total glacier area of  786 882 km2 and volume of  170 × 103 ± 21 × 103 km3, or 0.43 ± 
0.06 m of  potential sea level rise. The proportion of  water stored in glacierized regions 
across the world (including the two ice sheets - Greenland and Antarctica) is estimated at 
1.7% of  all water on Earth and accounts for 87% of  the fresh water available (Van der 
Veen 1999). 
From  a  human  perspective,  monitoring  glaciers  is  important  in  terms  of  hazard 
mitigation (e.g. ice and snow avalanches, floods) (Huggel et al. 2004) and their impact on 
hydrology (e.g. water supply, hydropower)  (e.g. Fountain and Walder 1998; Kaser  et  al. 
2003; Moore  et  al. 2009), but these topics are not addressed here.  However,  assessing 
glacier  changes  is  crucial  to  better  understand the  impacts  of  climate  change  and to 
determine future glacier evolution and sea-level rise.  In this regard, glacier area, length 
and volume change assessments also constitute a fundamental objective of  cryospheric 
research.
28
2.1 Definitions of  glaciers and their genesis
At first glance, the notion of  what a glacier is might be quite obvious. Nonetheless, a 
scientific definition is needed in order to avoid misunderstanding. In this regard, several 
definitions  are  available  to  describe  glaciers  based  on  their  specific  characteristics.  A 
compilation of  three of  them is given below:
▪ A glacier  is a mass of  surface-ice on land which flows downhill under gravity and is  
constrained by internal stress and friction at the base and sides. In general, a glacier is  
formed and maintained by accumulation of  snow at high altitudes, balanced by melting at  
low altitudes or discharge into lakes or the sea (WGMS, 1989).
▪ A glacier is a perennial mass of  ice, and possibly firn and snow, originating on the land surface  
by the  recrystallization  of  snow or other forms of  solid precipitation  and showing evidence of  
past or present flow (Cogley et al. 2011).
▪ A glacier or perennial snow mass, […], consists of  a body of  ice and snow that is observed at  
the end of  the melt season, or, in the case of  tropical glaciers, after transient snow melts. This  
includes,  at a minimum, all tributaries and connected feeders  that contribute ice to the main  
glacier, plus all debris covered parts of  it. Excluded is all exposed ground, including nunataks  
(Racoviteanu et al. 2009).
From these examples it is clear that one of  the main characteristics that define a glacier is  
its flow. As glacier flow is difficult to see on a single satellite image, a more morphological  
definition (n°3 in the list) was developed for the purpose of  GLIMS. A second important 
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Figure 2.1: The Cryosphere world map (from Hugo Ahlenius, UNEP/GRID-Arendal.)
aspect to consider is related to the question which ice masses should be included in the 
glacier boundary (e.g. when tributaries are only in touch but not contributing to the flow) 
and how they can be identified and distinguished (e.g. debris cover or perinnial snow)? 
Those elements are important in regard to glacier mapping using optical satellite images 
since they exhibit specific patterns (e.g. medial, lateral and frontal moraines) and spectral 
properties (e.g. bare ice, snow and debris-cover parts).
Before a glacier starts to flow downward, a long natural process is involved. This process 
begins by accumulation of  fresh snow from precipitation, wind drift, resublimation and 
condensation. Where favourable conditions prevail (topography, temperatures, etc…) a 
subsequent part of  the snow pack will subsist after an ablation (melting) season leading to 
a compaction process. Slowly, snow grains will be compressed under the weight of  fresh 
snow layers (which can be as thick as 6 to 10 m per year in maritime climates (Post and 
Mayo 1971) and the air contained between the snow grains is completely enclosed (close 
off). The resulting glacier ice is thus completely different in origin from sea, lake or river 
ice, which is just frozen water. Snow crystal metamorphism via rounded snow grains to 
firn - which is defined as snow that has survived at least one ablation season (Cogley et al. 
2011) - and eventually to ice, can take several years to decades, depending on the climate 
regime. Figure 2.2 depicts the evolution of  snow grains through time. 
Depending on glacier bed topography (slope and roughness),  glaciers start to deform 
under their own weight and flow downward to lower altitudes. Reaching warmer regions 
at lower altitudes, glacier extent is limited by the fact that melting (ablation) will overtake 
the amount of  ice mass supplied by the flux from higher accumulation regions. Glacier 
ablation can also be driven by mechanical  processes  instead of  pure climatic  forcing. 
Calving  or  tidewater  glaciers  (largely  present  in  Alaska)  are  a  good example  of  such 
processes  (see  below).  Glaciers  covering  active  volcanoes  are  other  examples  where 
ablation can occur for reasons other than climate  (e.g.  geothermal  heat  flux,  volcanic 
eruptions).
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Figure 2.2: Crystal snow metamorphism
(Illustration from R.H. Bailey; Der Planet Erde-
Gletscher; 1982. Time-Life Books)
2.2 Glacier in the study region
2.2.1 Study region
The region considered in this thesis is located around the Gulf  of  Alaska (Fig. 2.3).  This 
region  encompasses  large  mountain  ranges  with  many  types  of  glaciers,  from  small 
cirques to large valley glaciers with multiple basins  (Denton and Field 1975) ranging in 
altitude from sea level up to 4000 m a.s.l.  For further information about this region, the 
satellite image atlas book represents an important source (Molnia, 2009). Near the coast, 
the climate is predominantly of  maritime type while it is more continental further inland 
(e.g.  http://climate.gi.alaska.edu).  The mountain ranges,  which act  as a  barrier  for the 
westerlies, have an effect on precipitation with a high amount of  annual sums especially 
along the coast. Accordingly, frequent clouds and seasonal snowfields often hamper visual 
interpretation  of  glacier  boundaries  and  in  turn  strongly  reduce  the  number  of  
appropriate optical satellite scenes for glacier mapping. Volcanic activity can also impact 
glacier classification by changing the spectral properties of  the ice and snow. Examples of  
ash and dust originated from volcanoes are visible on the Landsat TM scene from 2009 in 
the ablation region of  some glaciers. For practical reasons and regionalized assessments,  
the region has been divided into seven subregions (see Fig. 2.3).
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Figure 2.3: Study region and Landsat scene footprints. The western part encompasses  
the Tordrillo Mountains (1) in the southern part of  the Alaska Range, and Chigmit  
Mountains (2). The southern subregion is the Fourpeaked Mountain (3) and the  
eastern parts grouped the South and North Kenai Peninsula, the Chugach Mountains  
and the Talkeetna Mountains (4, 5, 6 and 7).
2.2.2 Scene selection and archives
Most of  the data produced by the sensors described below are freely available to scientists 
from online ftp servers. Landsat and ASTER data can be downloaded from the USGS 
Global  Visualization Viewer (glovis.usgs.gov),  the Earth Explorer  (EE) or  the Reverb 
systems.  SPOT data  can be  found in  the  SPOTCatalog  web-based  client  system and 
ordered at charges depending on data types and resolutions. Due to the failure (May 31, 
2003) of  the Scan Line Corrector (SLC) of  the Landsat 7 ETM+ sensor (Markham et al. 
2004), only Landsat 5 TM scenes were used in this thesis.
The most crucial elements when selecting suitable optical satellite scenes to map glaciers 
are the snow and cloud conditions. Particular attention must be given to select scenes 
from the end of  the ablation period (August/September in the Northern hemisphere) in 
order to prevent the glacier boundaries from being obscured by seasonal snow. For humid 
regions like Alaska it is relatively difficult to find suitable scenes without clouds. A careful 
analysis  of  the  Landsat  archive  between  1999  and  2009  has  thus  been  performed. 
Unfortunately,  it  was  not  possible  to  get  all  scenes  from the  same  year  and  the  ten 
selected scenes used to create the inventory span a five year period.  Table 1 lists  the 
satellite scenes selected and gives a description of  cloud and snow conditions.  Quick-
looks of  all scenes are given in Appendix A1.
During  the  post-processing  step  (see  §  3.3.1F),  the  visual  interpretation  of  glacier 
delineations was improved by using higher  spatial  resolution data in Google  EarthTM. 
However,  in  many  cases,  snow  conditions  were  quite  poor  and  those  higher  spatial 
resolution data were only available for a few glaciers. 
Id Sensor Path Row Date Description
A Landsat 5 TM 66 17 06.09.2009 Good conditions to map glaciers.
B Landsat 7 ETM+ 67 17 01.08.2002 Large amount of  seasonal snow on glaciers.
C Landsat 5 TM 68 17 03.08.2009 Some snow. Heavy clouds in south but no over gl.
D Landsat 5 TM 68 18 12.09.2006 Some on glacier. No clouds.
E Landsat 5 TM 69 18 09.07.2009 Large amount of  seasonal snow on glaciers.
F Landsat 5 TM 70 17 28.08.2007 Some snow on gl. Few clouds over gl. in the west.
G Landsat 5 TM 70 18 28.08.2007 Snow on gl. Heavily cloudy in the south-eastern. 
H Landsat 5 TM 71 19 14.09.2005 Heavily cloudy over gl. in south and snow on gl.
I Landsat 5 TM 72 17 20.08.2005 Heavily cloudy at the west. No snow on gl.
J Landsat 5 TM 72 17 26.08.2007 Some cumulus over gl. in south. No seasonal snow.
Table 1: List of  satellite scenes used and description of  cloud and snow conditions. Id refers to the  
Landsat scenes footprint (Fig.2.3) and ‘gl’ means ‘glaciers’.
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2.2.3 Glacier morphology and type
The study region covers most of  the glacier types from the UNESCO  (1970) primary 
classification.  These  types  range  from  small  cirques  to  mountain  glaciers  of  highly 
variable shapes, to valley glaciers of  all sizes, to ice capped volcanoes and ice fields with 
outlet glaciers. The glaciers also show a wide range of  surface characteristics ranging from 
clean  ice  to  being  heavily  debris  covered,  and  from  prominent  medial  moraines  to 
complex  parallel  bands  of  moraines  for  glaciers  with  multiple  tributaries.  In  part, 
moraines  are  looped  or  otherwise  distorted  due  to  surging  activity  of  some glaciers. 
Frontal characteristics range from normal land-terminating to multi-lobate, to calving into 
lakes  or  ocean  (tide-water)  glaciers.  Also,  the  topographic  structure  can  be  highly-
complex,  ranging  from  simple  downward  flow  to  multi-tributary  glaciers  forming 
dendritic networks  (Bahr and Peckham 1996).  Some typical  examples from Alaska are 
shown in Figure 2.4 (along with their respective satellite images).  Figure 2.4D shows an 
example  of  a  glacier  tongue  disconnected  from  the  accumulation  area  (regenerated 
glacier) but still supplied with ice from above (Northwestern Fjord in the South Kenai 
Peninsula).
In regard to the work performed in this thesis, these characteristics are related to various 
challenges. For example, debris covered regions cannot be mapped automatically as they 
exhibit the same spectral properties as the surrounding terrain. The terminus of  calving 
glaciers (into lakes and tide-water) needs to be corrected manually as ice being in the 
water as well as the turbid water itself  is wrongly classified. The multi-tributary and/or 
multi-lobate glaciers cause problems in clearly assigning a length value or the terminus 
position.
Frequent  seasonal  or  perennial  snow  fields  cause  difficulties  in  glacier  boundary 
indentification that make proper change assessment difficult, in particular when outlines 
are  compared  to  already  existing  datasets.  How these  various  challenges  are  handled 
within this thesis is described in Chapters 3 to 5 and  in the three research papers.  A 
summary of  glacier classification is available in the document “Illustrated GLIMS Glacier 





Figure 2.4 : Examples of  glacier types with their respective views on satellite images. Yellow arrows  
indicate the glaciers as well as the view directions. (A) Meares glacier, (B) Whorthington glacier,  (C)  
Matanuska glacier, (D) Unnamed regenerated glacier in the Northwestern fjord (Kenai Peninsula). Photo A,  
B and C: R. Le Bris; photo D: L. Dale.
2.3 Glaciers and climate 
2.3.1 Glacier reaction to climate change
Adjustments in glacier length, area and volume following a specific climate forcing are 
strongly influenced by the particular topographic environment. Naturally,  a glacier will 
adjust its shape to reach a new balance with climatic conditions so that gain and loss of  
mass are similar.  In this process, temperature and precipitation are key factors driving 
glacier  response.  Accumulation  (i)  and  ablation  (ii)  zones  are  clearly  visible  on  most 
glaciers and involve several processes. While (i) is dominant at high elevation areas, where 
a glacier gains mass by solid precipitation (snow fall) or avalanches and wind drift, (ii) 
dominantes at low elevations where mass loss by melting or dynamical events (i.e. iceberg 
discharge) occur. While ablation regions are mainly dependent on increasing or decreasing 
temperatures, accumulation regions are mostly affected by a change in the amount of  
precipitation. Thereby, glacier flow is transporting the mass gained in the accumulation 
region  to  the  ablation  region.  So,  glaciers  can  only  exist  where  temperatures  are 
sufficiently low and precipitation is high.
The Equilibrium Line Altitude (ELA) is the altitude where accumulation equals ablation. 
When temperatures increase, the ELA is shifted to higher elevations, the accumulation 
zone decreases and the ablation area increases which in turn reduces the ice mass input by 
a  reduction  of  glacier  flow (Ohmura  et  al. 1992).  Figure  2.5  shows  the  approximate 
conditions  at  the  ELA as  function  of  mean  air  temperature  and  average  annual 
precipitation (UNEP 2007). For the typical maritime glaciers in Alaska, the high amount 
of  precipitation and the relatively high temperatures along the coast induce a significant 
mass  turnover  with  fast  flow and strong  melting.  Further  inland,  where  precipitation 
amounts decline, the reduced accumulation is compensated by lower temperatures, i.e. 
mean glacier elevation increases. Such a  strong relation between glacier mean elevation 
and distance from the coast is also found in the study by Le Bris et al. (2011). Thus, when 
any of  these parameters change, glaciers will adjust to the new conditions. However, as 
the glacier  response times are  often longer  than climate  fluctuations,  changes for  the 
largest glaciers will mostly be elevation change rather than changes in area or length. This  
down wasting is already observed for many large glaciers in the world including glaciers in 
Alaska (VanLooy et al. 2006).
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2.3.2 Mass balance measurements
Mass balances are measured on more than fifty glaciers each year (WGMS 2008) reaching 
back to 1947 for entire glaciers (Zemp et al. 2009). In a first approach glacier mass balance 
can be defined as the mass gain over a year subtracted by the mass loss for a given glacier 
(Paterson  1994).  In  this  way,  glacier  mass  balance  is  the  direct  expression  of  annual 
climatic conditions (Haeberli et al. 2003). 
Glaciological method
The direct glaciological method is used to estimate glacier mass balance in the field (Kaser 
et  al. 2003).  It  uses  in-situ  measurements  and requires  that  a  given glacier  has  to be 
surveyed  at  different  locations  and  zones  of  its  surface.  Measurements  of  surface 
elevation  change  and  density  are  usually  undertaken  twice  a  year  at  the  end  of  the 
accumulation and ablation periods. This gives the winter balance (end of  April) and the 
summer balance (end of  September) in the Northern Hemisphere. Summing these two 
balances up leads to the annual mass balance. In the accumulation area, several snow pits 
are dug until the last observed horizon is reached. Accumulated snow thickness and snow 
density are directly measured at the pit wall  (Fig. 2.6). In the ablation area, stakes are 
drilled into the glacier and reveal the amount of  ice loss. The density of  ice is assumed to 
be 900 kg m-3  (Paterson 1994). Mass gain or loss in units of  metre water equivalent (m 
w.e.)  is calculated by multiplying the thickness differences by the ice or snow density. 
Interpolation over the entire glacier and division by the glacier area gives the specific mass 
balance (e.g. Cogley 2009). The fact that the mass balance values are defined per unit area 
allows for comparison with other glaciers from different regions in the world. The direct  
glaciological method is seen as a reference method but demands are high in terms of  time 
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Figure 2.5: Cryospheric diagram (UNEP 2007).
expenses and labour so that only a few glaciers (about 50) worldwide are investigated each 
year  with this  method  (WGMS 2008).  This  method also requires  calibration with the 
geodetic  method  (see  next  point)  to  compensate  for  systematic  errors  and  volume 
changes that are not visible at the surface (e.g. internal melt or collapse).
Geodetic method
Cumulative and overall  mass balance estimates derived from the geodetic method are 
based on the subtraction of  sequential DEMs of  two epochs yielding elevation changes 
(Δh) over the respective glaciers.  The resulting volume changes are converted to mass 
changes by multiplication with an appropriate value for density. This technique is now 
widely applied to estimate  glacier  volume and mass  changes,  in most  cases  using the 
SRTM DEM for one point in time  (VanLooy  et  al. 2006; Larsen  et  al. 2007; Paul and 
Haeberli 2008; e.g. Schiefer et al. 2008; Berthier et al. 2010) and earlier national DEMs or 
more recent DEMs derived from airborne laser scanning (e.g. Andreassen  et al., 2012). 
The precision of  the geodetic method is mainly related to DEM accuracy. For example, in 
the case of  a DEM derived from photogrammetric techniques, the low contrast in optical 
imagery over accumulation areas (saturation of  the sensor by snow) or in regions of  cast 
shadow can introduce significant errors in the estimated elevations  (Kääb  et  al. 2002). 
Other effects play a role for the accuracy of  InSAR derived DEMs (e.g. radar shadow and 
layover), partly even causing data gaps (e.g. voids in the SRTM DEM).
When elevation or volume changes have to be converted to mass changes, assumptions 
about  the  density  of  the  material  have  to  be  made.  Depending  on  the  time  period 
considered, the climatic regime, and the general trend of  the changes, this can be difficult 
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Figure 2.6: Measurement of  snow thickness and density in a pit  
wall. (Photo taken by H. Frey)
as density can only be determined in the field and has locally a high variability  (Escher-
Vetter et al. 2009; Kuhn et al. 2009). Using the density of  ice for conversion will thus only 
provide an upper bound estimate so that density is in most cases approximated (a value 
of  850 kg/m3 is often used). Furthermore, only signals of  in the range of  a decimetre per 
year can reliably be measured (Bamber and Rivera 2007). In fact, geodetic mass changes 
only reflect the changes that occurred over a certain period of  time and do not provide  
information on shorter term changes. Moreover, it also considers internal or basal melting 
and is thus different from the cumulative values obtained at the glacier surface from the 
direct glaciological method (Fischer 2011). 
Direct  and geodetic  measurements  are  thus  two complementary  methods  to estimate 
glacier mass balance. The former offers well defined results in a year or even at a seasonal  
time scale  for  specific  glaciers  while  the  latter  provides  a  large  scale  assessment  (e.g.  
complete mountain region) over a longer time scale.
The  geodetic  method  is  thus  most  efficient  to  estimate  volume  changes  of  glaciers 
located in remote and difficult to access regions or huge glaciers. This method is thus of  
particular interest in this thesis as it has been used to evaluate elevation change occurring 
for glaciers in the western Alaska (see Chapter 4).
2.3.3 Length and area changes
In  order  to  understand  how glaciers  react  to  climate  forcing,  glaciologists  have  been 
measuring  length  changes  for  more  than  110  years  (e.g.  Reid  1901). First  systematic 
measurements of  length changes started in 1895 and represent an invaluable dataset for 
climate-related studies.  For  instance,  length  changes  can be  converted  to  temperature 
changes (Leclercq and Oerlemans 2012), to sea-level contribution (Oerlemans et al. 2007) 
and also serve to calibrate glacier flow models. Today, satellite data are also used to derive 
them (Paul  et al. 2011). These measurements nevertheless require, an intensive effort as 
they are made manually. In this thesis a new method is presented to accomplish this task 
automatically.
Glacier length change is the most visible glacier reaction to climate forcing. It constitutes 
a  key  element  in  terms  of  interpretation  of  the  past  temperature  and  precipitation 
conditions. However, in contrast to glacier mass balance, length changes are a delayed and 
filtered signal to climate change  (Haeberli 1995). In fact, length changes are delayed by 
glacier response times which are influenced by several parameters including glacier size, 
slope  and climate  regime  (Hoelzle  et  al. 2003).  Glacier  area  change  is  also  an  “easy” 
parameter to assess from remote sensing, but its relation with climate forcing is difficult  
to  establish.  So,  area  changes  should  always  be  analysed  collectively  (e.g.  for  entire 





One definition of  remote sensing is “measuring physical properties of  an object at the 
Earth’s surface without contact”. Sensors are instruments able to measure the quantity of  
energy reflected by an object for specific electromagnetic wavelengths. Basically, sensors 
can be of  two types: passive or active. Passive sensors take advantage of  solar energy 
reflected  from  the  Earth’s  surface  to  characterize  objects,  while  active  sensors  like 
RADAR (RAdio Detection And Ranging) emit their own source of  energy (microwaves) 
to “illuminate” their target. In view of  the applications performed in this thesis, the focus 
of  the following more detailed descriptions is on the sensors and techniques of  relevance. 
This includes the Landsat  TM/ETM+ sensors (glacier mapping)  and the SPOT5 and 
Terra (ASTER) platforms providing DEMs for elevation change assessments. The glacier 




The National Aeronautics and Space Administration (NASA) and U.S. Geological Survey 
(USGS) Landsat Program started in 1972 with the launch of  the first satellite. The aim of  
this program was to survey the Earth's surface from space. From the six satellites that  
composed this program, only two were still operational (Landsat 5 and 7) at the beginning 
of  the study described here. Unfortunately, Landsat 5 stopped working by the end of  
2011  when  technical  problems  in  the  satellite-to-ground  transmissions  data  system 
occurred. Three main sensors are onboard Landsat satellites. The Multispectral Scanner 
System (MSS) and the Thematic Mapper (TM) for Landsat 1 to 5 and the Enhanced 
Thematic  Mapper  (ETM+)  for  Landsat  7  with  multispectral  capabilities  designed  to 
survey land surface properties in different spectral bands. 
Over the last four decades, Landsat sensors have acquired a large image archive that is 
extremely  useful  to study glacierized regions and to perform change analysis.  In fact, 
despite their relatively low spatial resolution compared to some other sensors, Landsat 
sensors are well suitable to study glaciers.  For instance, the 30-m resolution of  TM is 
sufficient to map glaciers with a minimum size of  0.01 Km2 which is equivalent to 11 
pixels  (Paul  et al. 2009). The resulting Landsat satellites scenes cover the Earth's surface 
between  81  degrees  North  and  South  and  are  available  online  from  glovis.usgs.gov. 
(Wulder et al. 2012).
3.1.2 SPOT
The Satellites Pour l’Observation de la Terre (SPOT) is a French program initiated in 
1978. Up to now, this program encompasses five satellites (SPOT 1-5) that have been 
launched in 1986, 1990, 1993, 1998 and 2002. Since the failure of  SPOT 2 in 2009, only  
SPOT 4 and 5 remain operational. To ensure persistence of  the program, SPOT 6 was 
launched in September 2012 and SPOT 7 is planed to be launched in 2014.
Sensors onboard SPOT 4 and 5 are named High Resolution Visible Infra Red (HRVIR) 
and High Resolution Geometric (HRG). Both of  these sensors have a capability to record 
data  with  an  oblique  viewing  angle  of  ±27  degrees  from  the  vertical.  The  steering 
possibility is remotely controlled from the ground depending on scientific requirements 
and allows reducing of  the temporal resolution to 4-5 days. SPOT 5 HRG is able to 
acquire stereopairs enabling the generation of  DEMs. Those products are very useful and 
have  been  applied  for  detailed  glaciological  studies  (for  example  in  the  IPY SPIRIT 
project which focused on Arctic glaciers including Alaska;  (Korona  et al. 2009)). These 
DEMs are made available for free for IPY participants.
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3.1.3 Terra
The Advanced Space-borne Thermal Emission and Reflection Radiometer (ASTER) is a 
sensor  onboard  the  Terra  satellite  launched  in  1999.  The  satellite  is  a  result  of  
collaboration  between  the  Japanese  governments  Ministry of  Economy,  Trade and 
Industry (METI) and the National Aeronautics and Space Administration (NASA).  The 
three different spectral ranges covered by the sensor are: (i) the VNIR (Visible and Near 
Infra-Red); (ii) the SWIR (Short Wave Infra-Red) and (iii) the TIR (thermal Infra-Red). As 
with SPOT 5, the ability to acquire three-dimensional images (from an along-track with a 
nadir and backward looking telescope) makes the ASTER sensor useful to generate high- 
precision DEMs (Kääb et al. 2002; Toutin 2008). The SPOT 5 satellite is mainly dedicated 
to land surface surveying such as the study of  vegetation, land temperature, glaciers or 
snow cover.  Table 2 and 3 summarize some technical characteristics of  those platforms 
and sensors.
Satellite Landsat 5 Landsat 7 SPOT 5 Terra
Sensor TM ETM+ HRG ASTER
Launch date 01.03.1985 15.04.1999 03.05.2002 18.12.1999
Earth distance [km] 705 705 822 705
Revisiting period [days] 16 16 26 16
Image size [km x km] 185 x 170 185 x 170 60 x 60 60 x 60
Spatial resolution [m] 30, 120 (T) 30 (15), 60 (T) 5 (P), 10 (V), 20 M) 15 (V), 30 (M), 90 (T)
Table 2: Platforms and sensors characteristics. (V=visible, M=middle infrared, T=thermal infrared).  
After Paul (2007).
3.2 Sensors
The  optical  sensors  applied  in  this  thesis  differ  in  spectral,  spatial,  temporal  and 
radiometric  resolution.  The  specific  characteristics  of  these  resolutions  are  described 
below. They refer to the capability for a given sensor to properly discriminate objects at 
the ground among surrounding elements.
3.2.1 Spectral resolution
Multispectral sensors have the ability to record radiation reflected by objects at the surface 
in  different  parts  of  the  electromagnetic  spectrum.  More  specifically,  a  multispectral 
sensor can register data in discrete spectral bands. The number and the width of  those 
individual bands define the spectral resolution of  the instrument (see Table 3). Only the 
Landsat TM/ETM+ sensors have a blue band which is important to create natural colour 
images and identify snow and ice in shadow. The wavelengths covered by optical sensors 
include  visible,  near-infrared,  shortwave infrared  and thermal  infrared  bands.   In this 
regard, the ASTER sensor uses 6 bands to cover the SWIR part of  the spectrum while 
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Landsat and SPOT use 8 and 5 bands respectively.
TM Band # Landsat 5 TM Landsat 7 ETM+ SPOT 5 ASTER
Band 1 (Blue) 0.45 - 0.52 0.45 - 0.515 - -
Band 2 (Green) 0.52 - 0.60 0.53 - 0.61 0,50 - 0,59 0.52 - 0.60
Band 3 (Red) 0.63 - 0.69 0.63 - 0.69 0,61 - 0,68 0.63 - 0.69
Band 4 (NIR) 0.76 - 0.90 0.75 - 0.90 0,79 - 0,89 0.76 - 0.86
Band 5 (SWIR) 1.55 - 1.75 1.55 - 1.75 1,58 - 1,75 1.60 - 1.70
Band 7 (SWIR) 2.08 - 2.35 2.09 - 2.35 - 2.15 - 2.431
Panchromatic - 0.52 - 0.90 0,51 - 0,73 -
Table 3: Spectral bandwidths from different sensors in μm. 1=summary of  5 individual bands. After 
Paul (2007). 
3.2.2 Spatial resolution
The spatial  resolution of  a  sensor  is  related to the smallest  ground area  that  can be 
resolved in an image. This image is defined in a two-dimensional form where its pixel 
(picture element) size approximates the spatial resolution of  the instrument (Pellikka and 
Rees 2010). High spatial resolution satellites like ASTER, Landsat and SPOT (see above), 
are able to distinguish ground features at 15, 30 and 20 m (SPOT panchromatic also 10, 5 
and 2.5) resolution respectively. It should be noted that the spatial resolution also depends 
on the spectral band considered. For example, the panchromatic band of  ETM+ has a 
resolution of  15 m, bands 1-5 and 7 have 30 m, band 6 has 60 m. All very high spatial  
resolution satellites (e.g. Ikonos and QuickBird) have a ground resolution of  1 m or even 
higher (Huggel et al. 2004). 
3.2.3 Temporal resolution
Temporal resolution is an important factor to find suitable images for change detection. It 
refers  to  the  frequency  of  image  acquisitions  and  relates  directly  to  the  orbital 
characteristics of  satellites and the location on Earth. In fact, the time between successive 
images of  the same location is determined by the repetition cycle of  orbits around the 
globe and the swath width of  the sensor. In general, the larger the swath, the higher the 
temporal resolution. As the lines of  longitude converge towards the poles, the temporal 
resolution of  a sensor will increase in these regions (Pellikka and Rees 2010). Moreover, 
when a specific sensor has a short temporal resolution, its spatial resolution is coarser 
(Huggel et al. 2004). The repeat cycle, which corresponds to the time taken by a satellite to 
resurvey the same area, is 16 days for Landsat but only 4 to 5 days for SPOT and 5 days 
for ASTER as their mirrors can be pointed to a target (non-nadir acquisition). 
3.2.4 Radiometric resolution
The radiometric resolution defines the capability of  an instrument to record brightness 
values (or levels of  reflectance) in each individual band. The level of  reflectance is stored 
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in computer binary digits modes. For example, in 1-bit mode, each pixel can receive 2 
levels of  reflectance (0 and 1) and an 8-bit mode offers 256 possible values (0 to 255).  
These values are named Digital  Number (DN) and have integer format. Most of  the 
sensors have a pre-defined radiometric resolution, but the sensitivity of  the ASTER and 
the Landsat ETM+ can be shifted up and down to adjust for the wide range of  spectral  
reflectances on Earth (Huggel, 2004). For normal, the setting is low gain over ice and 
snow and high gain over other land. This parameter needs to be taken into account when 
sensors sensitivity is saturated by snow or is close to 0 over shadow. In cast shadow for  
example, few details can be seen with low gain setting but better contrast in the ASTER 
3N/3B over snow for DEM generation can be expected.
3.3 Glacier mapping
Glacier area is one of  the most important parameters to be monitored from satellites. The 
high altitude of  platforms allows for an extensive field of  view (170 x 185 km in case of  
Landsat) which permits covering large regions or even entire mountain ranges. If  weather 
conditions allow (cloud and free of  seasonal snow), it is possible to map glacier extents by 
automatic delineation (i.e. band ratioing, see § 3.3.1C). The methodology used to create 
the inventory is described in the following in more detail.
3.3.1 Methodology
The method uses optical satellite data in a semi-automatic way and takes advantage of  the 
spectral reflectance properties of  ice and snow  to map glaciers and ice caps  (Paul and 
Kääb 2005). Steps A to H are visualized in Figure 3.2 and are explained in detail here:
A) Selection of  satellite scenes 
In  some maritime regions  like  in  Alaska,  where cloudy conditions  prevail,  it  is  often 
difficult to find cloud free images. Therefore, merging two or more images from different 
years can be required to cover the complete region (see Quicklooks in Appendix A1). The 
snow conditions are also a key parameter when selecting images. Satellite scenes acquired 
at the end of  the ablation period are the most suitable also regarding solar elevation as 
they  offer  a  good  trade-off  between  shadow  and  contrast.  (See  web  link 
(http://academic.emporia.edu/aberjame/gage/glacier7.htm) for  optimal  dates  for  each 
region in the world).
B) Co-registration and georeferencing
To  be  digitally  overlaid  in  a  GIS,  all  data  need  to  have  a  projection  that  can  be 
transformed to the projection of  choice. This implies mathematical transformations of  
the datasets and the use of  projection and coordinate systems. Landsat scenes used in this 
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study have been orthorectified with a DEM and were downloaded as the standard terrain 
correction (Level  1T)  product.  After  downloading  all  scenes  were  re-projected  to the 
Universal  Transverse  Mercator  (UTM)  zone  5.  DEMs  were  mosaicked  and  also  re-
projected to this UTM zone using a bilinear interpolation and 30 m cell size.
C) Main processing - Band ratioing
This processing step uses the multi-spectral capability of  Landsat sensors to map glaciers 
and ice caps. With the respectively high and low reflectance of  glacier ice and snow in 
TM3  (red)  and  TM5  (shortwave)  bands  (e.g.  Dozier  1989),  a  simple  band  ratio 
(Red/SWIR)  offers  the  possibility  to  efficiently  discriminate  clean  ice  from  the 
surrounding terrain with a threshold in a reproducible and consistent manner (e.g. Albert 
2002; Paul 2002) (Fig. 3.1). The band ratios TM4/TM5 or the Normalized Difference 
Snow Index (NDSI) were applied as well  for glacier mapping  (e.g. Sidjak and Wheate 
1999), but here preference is given to the TM3/TM5 ratio (see D).
D) Classification – Threshold selection
The classification step is basically a selection of  the threshold values on the raw ratio 
image (Rott 1994; e.g. Bayr et al. 1994; Dozier and Painter 2004). Several tests are made to 
find the most convenient results. In most of  the cases values are set between 1.8 and 2.2. 
An additional threshold is applied on the blue band (TM1) to enhance the classification 
of  glaciers in cast shadow regions. A low pass median filter (3x3) is finally used to remove 
isolated pixels (often snow patches). Even if  the TM3/TM5 ratio also maps water bodies 
(which are easily recognized and removed in post-processing), it is still preferred over the 
TM4/TM5 ratio as this ratio failed to map glaciers in cast shadow (e.g. Andreassen et al. 
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Figure 3.1: Spectral reflectance curves of  snow with varying grain  
sizes (from Paul, 2007) 
2008). The choice of  the band ratio depends on the study region and its haze conditions. 
For example, in one region of  Alaska it was not possible to map the lower parts of  the 
glaciers due to fog originating from fires. A second scene was used to map these parts (see 
Appendix A1-I-J).
E) Vector – Raster conversion
The raw classified map is  converted from raster  to vector  format  within the GIS or 
remote sensing software to obtain vector outlines and allow manual editing. 
F) Post-processing (Manual corrections)
Misclassifications resulting from the band ratio technique need to be manually corrected 
in post-processing steps. Commissions errors (clouds, water bodies (lakes and/or rivers), 
snow patches) and omissions errors (debris-cover part of  glacier, region in shadow) can 
be easily identified by visual interpretation of  false colour composite (FCC) images in the 
background and manual digitizing. In this regard, band combinations normally used for 
visual identification are (i) 3-2-1, (ii) 4-3-2 and (iii) 5-4-3 as red, green and blue (RGB)  
respectively. The first combination (i) shows feature in natural colours while (ii) enhance 
vegetation (appearing in reddish colours) and water bodies (blue colours) and (iii) is the 
most appropriate combination to recognize glacier and cloud features (see Appendix A2).
G) Creation of  drainage divides
The primary use of  drainage divides is to separate contiguous ice masses into individual 
glaciers. The technique used to create them follows a method developed by Bolch et al., 
(2010) (see § 5.2.2). The first step is to define a buffer zone (usually between 1000 to 1500 
m) around each glacier and then apply  hydrological  watershed analysis  using a DEM. 
Even  if  DEM accuracy  influences the  quality  of  the  resulting  drainage  divides, this 
approach is recommended as it is more consistent and faster than a complete manual 
digitizing. However, manual corrections remain to obtain a high quality product.
H) Glacier parameters
Glacier specific topographic parameters (e.g.  area,  minimum and maximum elevations, 
slope, and aspect) are calculated within the GIS using zonal statistics tools  (Paul  et  al. 
2009) for details).  These tools use a value grid (a DEM) to compute statistics over a 
defined digital polygon zone (i.e. the glacier boundary in vector format).  Further details 
are  given in the GIS section.  Tabulated attributes  are  stored along with shapefiles  to 
complete the inventory which is finally uploaded into existing glacier databases (GLIMS).
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Figure 3.2: Flowchart of  the glacier mapping process
3.3.2 Manual vs. automatic methods to map glaciers
Automatic methods to map glaciers (e.g. band ratioing) offer several advantages compared 
to complete manual digitizing of  the outlines. It is a much faster, more robust and also 
reproducible method. The first point is especially important for large regions like Alaska 
with several thousand glaciers. In terms of  accuracy, it is for clean ice at least as accurate 
as manual digitizing (see below). For satellite data that do not offer a band in the SWIR 
(e.g. many very high-resolution sensors or aerial photography) manual digitizing is the 
only way to create outlines. However, band ratioing also has some shortcomings. Water 
bodies, clouds, glaciers in cast shadow and debris-covered parts are not correctly mapped 
and represent  a  main  drawback  of  this  method  and  require  corrections  in  the  post-
processing step.
3.3.3 PALSAR
The Synthetic Aperture Radar (SAR) is an active method using microwaves that illuminate 
the surface themselves. Although optical remote sensing is the key technique for mapping 
glaciers and obtaining glacier parameters, it comes with the important shortcomings of  
being dependent  on solar  illumination and thus daylight  and cloud conditions,  whilst 
microwaves  penetrate  through  clouds  and  can  also  acquire  images  during  night.  Of  
specific  importance  in  regard  to  glacier  mapping  is  the  Phased  Array  L-band  SAR 
(PALSAR)  of  the  Advanced  Land  Observing  Satellite  (ALOS).  Though  dielectric 
properties of  glacier ice and snow are not sufficiently different from other  material to 
map  glacier  extents  directly  (Hall  et  al. 2000),  interferometric  techniques  offer  an 
interesting potential to identify debris-covered parts of  glaciers (e.g. Atwood et al. 2010). 
This technique is based on the loss of  the coherence over interferograms (Paul et al. 2010) 
from two images acquired in summer due to glacier motion between the 46 days of  the 
revisiting period. The coherence images can be used to improve delineation of  the outline 
for debris-covered glaciers in regions with very low optical contrast (Frey et al. 2012).
3.4 Accuracy of  glacier outlines 
Assessing the accuracy of  either manual or automatically derived glacier outlines is an 
important issue in particular for glacier area and length change studies. Obviously, the 
accuracy of  glacier outlines showing glacier changes must be larger than the effective 
changes. To assess this accuracy, a round robin on glacier mapping was performed in the 
framework  of  the  ESA  Glaciers_cci  project  (http://www.esa-glaciers-cci.org/).  The 
related paper gives an overview of  the accuracy determination of  glacier outlines and 
provides recommendations for accuracy determination using satellite data. Based on Paul 
et al. (2013), details of  this analysis are given in this section.
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3.4.1 Digitizing experiment
To determine the accuracy of  glacier  outlines  created automatically  and from manual 
digitization, a multiple digitizing experiment was performed by the participants of  the 
round robin including the multiple digitizing of  a few glaciers by the same and different  
analysts. The main issue when estimating accuracy is the lack of  an appropriate reference 
dataset.  To overcome this problem, the mean glacier area resulting from the multiple 
manual glacier delineations was computed and served as  a reference data set. 
The glaciers were selected from two different  regions (eastern Chugach Mountains in 
Alaska and European Alps) and considered some of  the main challenges related to glacier 
mapping and visual interpretation of  satellites images: debris-cover, snow conditions and 
shadow. From the resulting dataset four types of  comparisons were performed:
▪ the consistency of  the manual digitizations by one person
▪ the determination of  absolute differences to the automated method
▪ an overlay of  all outlines for visual inspection of  the problematic regions
▪ a comparison with an independently generated reference dataset
Three satellite scenes and aerial photography for three glaciers were used for the digitizing 
experiments.  In  total,  20  participants  were  involved  in  the  round  robin  and  had  to 
manually delineate three times 21 glaciers from the two regions. In order to guarantee 
independent  interpretation,  no  reference  to  the  results  of  the  previous  sessions  was 
allowed.  Automated  mapping  of  glacier  outlines  was  performed  with  the  band  ratio 
method described above and applied to a Landsat TM scene.
Area differences for each glacier (mean values and standard deviation) are derived  in 
comparison  to  the  reference  value.  To  illustrate  the  variability  in  glacier  outline 
interpretation,  an  example  showing  overlays  of  the  digitizations  performed  by  the 
participants is given in Figure 3.3.
3.4.2 Results
Differences  between  the  interpretations  can  be  clearly  seen  from  the  overlays.  For 
example, for glacier #8  (Fig. 3.3), the debris-covered parts show large differences from 
one analyst to another. In general, bare ice was correctly and consistently interpreted for 
all glaciers, but ice in cast shadow was omitted in several cases (glaciers 2 and 3).
The mean standard deviation (STD) of  the derived glacier areas was 5.7% for all eight  
glaciers in Alaska using the QuickBird scene for digitization. Using the Landsat TM scene 
for the Ötztal Alps, STD values ranged from 2.7 to 14.6% with a mean of  3.5%. In the 
case of  the automatically derived outlines the mean difference compared to the reference 
value is 3.1% (excluding the largest glacier). The STD of  area differences is in general 
smaller than 5% for glaciers larger than 1 km2 and between 1 and 18% for smaller glaciers 
(Fig. 3.4).
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Glacier areas  derived automatically from TM appear to always be slightly smaller than 
areas derived from the manually digitized outlines. This is likely due to full inclusion of  
mixed  pixels  in  the  manual  digitization.  However,  the  statistical  results  reveal  that 
automated mapping of  clean ice is  as accurate as manual interpretation and that it  is 
indeed  a  much  faster,  consistent  and  reproducible  method  for  glacier  mapping  from 
optical  satellite data. The analysis also revealed that a high spatial  resolution does not 
necessarily  result  in  a  more  accurate  delineation  of  glacier  outlines,  as  the  correct 
interpretation of  debris cover is still challenging.
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Figure 3.3: Overlays of  digitizations performed by the participants (After Paul et al., 2013)
Figure 3.4: Glacier size vs standard deviation for the test  
regions in Alaska, in the Ötztal Alps and in Switzerland.  
(After Paul et al., 2013)
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4
Digital Elevation Models 
A Digital  Elevation  Model  (DEM)  is  a  digital  and  discretized  representation  of  the 
Earth’s  surface.  It  can either  be  in  vector  format  e.g.  a  so-called Triangular  Irregular 
Network (TIN) representation (which  is a set of  contiguous non-overlapping triangles 
whose vertices are placed adaptively over the Earth’s surface (Fowler and Little 1979)) or 
in raster format. In the latter case, a DEM is a regularly spaced matrix of  cells (or pixels)  
over a specific region  (Fig. 4.1)  and quantifies terrain elevation on Earth from a set of  
points (x, y and z)  (Burrough and McDonnell 1998).  Satellite- and map-derived DEMs 
are a most important component to study a wide range of  processes in remote regions 
(e.g.  Huggel  et  al. 2004),  as  they  provide  crucial  information  about  the  variability  of  
surface topography including glacier  surfaces  (details  on DEMs are  given in the next 
section). They are also a key element for a large number of  calculations related to glaciers:
▪ orthorectification of  satellite imagery, 
▪ deriving drainage divides, 
▪ calculating topographic parameters for each glacier,
▪ determination of  elevation changes from two DEMs, 
▪ and all kinds of  distributed modelling (e.g. mass balance, glacier thickness)
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4.1 DEM generation
4.1.1 DEMs from optical sensors
The viewing angle for pixels that are not in the centre of  a satellite scene (nadir) causes a  
shift  of  their  location  when  they  are  placed  at  a  certain  elevation.  This  so-called 
panoramic  distortion  can  be  corrected  with  a  DEM,  but  their  elevation  can  also  be 
derived from their shift when they are observed from two different angles. Stereo satellite 
sensors acquire such images of  the Earth’s surface from two viewing angles allowing for 
stereo  pairs  to  be  built.  The  different  viewing  angles  are  obtained  from  either  two 
different sensor positions (across-track stereo) or from the same overflight with nadir- 
and backward-looking sensors (along-track stereo)  (Kääb 2005). The main advantage of  
the along-track stereo is the short acquisition difference between the two images (from 
seconds to minutes) compared to the across-track stereo (from days to months), where 
conditions  (e.g.  snow,  melting,  clouds,  shadow)  could  have  changed  in  between. 
Automated stereo-correlation techniques (Hirano et al. 2003) are applied to the stereopairs 
to  compute  elevation  values  from  the  shift  vectors  of  corresponding  pixels 
(Colvocoresses  1982;  Fujisada  and  Ono 1994;  Toutin  1995,  2004).  In  regions  where 
contrast is low (snow, shadow) it is difficult to find corresponding pixels and the matching 
might even fail, resulting in artefacts or even data voids.
The ASTER and SPOT5 sensors generate along-track stereo pairs. Across-track stereo 
pairs can also be generated from SPOT5 thanks to its steerable sensor (±27°) allowing 
acquisition of  scenes from the same region using an adjacent track. The same sort of  
stereo pairs  can be computed from adjacent  Landsat  paths for the region of  overlap 
(Ehlers and Welch 1987), but this has never been done systematically and only works with 
the raw data.
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Figure 4.1: Example of  a DEM
4.1.2 InSAR-derived DEMs
The all-weather capability of  active sensors represents an important advantage for DEM 
creation compared to optical sensors, because the emitted microwaves penetrate cloud 
cover and are day and night operational. However, measurements of  the phase coherence 
from SAR techniques  are  sensible  to the  dielectric  surface  (ice  and snow) conditions 
(Gens and van Genderen 1996). Indeed, SAR imagine techniques (side-looking) have the 
disadvantage of  creating radar shadow, layover and foreshortening effects which hamper 
the monitoring of  valleys (Kääb 2005). 
Processing  a  pair  of  RADAR  images  taken  from  two  slightly  different  positions, 
interferometric  techniques  (InSAR,  Interferometric  Synthetic  Aperture  Radar) can  be 
used to reconstruct high-quality DEMs  (e.g. Crosetto and Pérez Aragues 2000). InSAR 
exploit the coherence of  SAR images to compute stereo parallaxes from phase differences 
resulting from terrain elevation (Bamler 1997) and convert the interferograms to elevation 
values.  The  Shuttle  Radar  Topography  Mission  (SRTM)  DEM  is  likely  the  most 
prominent example of  a  DEM generated from InSAR techniques  (Jordan  et  al. 1996; 
Rabus et al. 2003; Farr et al. 2007). 
The  choice  between  DEMs  derived  from  maps,  optical  sensors  or  interferometric 
techniques mainly depends on the characteristics of  the studied region (e.g. steep and 
rugged high-mountain topography, shadow or snow conditions) and data availability. In 
some regions several types of  DEMs are available and it is advisable to directly compare 
them before one is selected and applied. An overview of  DEM characteristics is given in 
Tables 4 and 5 below.
4.1.3 DEMs derived from topographic maps
DEMs can also be generated from topographic maps by interpolation of  contour lines 
(Brown and Bara 1994; Guth 1999). The first step is to convert the topographic map into 
a raster format by scanning and georeferencing the resulting file. Contour lines and spot 
elevations are then digitized with their respective elevation values tagged to the vector 
data.  Finally,  the  vector  contour  lines  are  converted  back  to  a  raster  grid  using  an 
interpolation  algorithm  (e.g.  Arrighi  and  Soille  1999).  The  USGS  NED  (National 
Elevation Dataset) DEM is an example of  a DEM produced by this method.
4.2 DEM description and sources
The SRTM DEM is a product that was generated during an 11 day mission in February 
2000 with the Space Shuttle Endeavour. This project was a collaboration between NASA’s 
Jet Propulsion Laboratory (JPL) and the National Geospatial-Intelligence Agency (NGA) 
(Rodriguez et al. 2006). Using single-pass interferometry with two radar antennas of  60 m 
distance, almost 80% of  the Earth’s land surface was mapped and elevation values were 
54
computed between 60° N and 57° S (http://www2.jpl.nasa.gov/srtm/index.html).  The 
elevation values in the SRTM DEM have a good accuracy compared to various reference 
datasets around the world, for example Berry et al. (2007) found a mean deviation of  ~ 
3±15 m. 
The ASTER GDEM is an elevation dataset generated from all available ASTER images 
acquired between 2000 and 2007. The resulting global  DEM was released in June 2009 
and  covers  nearly  all  of  the  Earth's  land  surface  from  83°  N  to  83°  S 
(http://asterweb.jpl.nasa.gov/gdem.asp). The GDEM is reported to have good quality 
(Hayakawa  et  al. 2008), with a vertical  accuracy of  7~14 m (StDev) (ASTER GDEM 
Validation Team,  (2009)) over various test regions, but strong artefacts over snow and 
shadow were reported as well (Frey and Paul 2012). The details visible are similar to the 
coarser resolution SRTM DEM, so the nominal resolution of  30 m does not reflect this.
The  NED from  USGS  is  a  product  created  from  contour  lines  compiled  from 
topographic  maps  from the 1950s  (Gesch  et  al. 2009). The related 1:63,360-scale  15-
minute  topographic  quadrangle  maps  were  derived  from  vertical  aerial  photographs 
(acquired between 1948 and 1957)  via stereo-photogrammetric techniques.  For Alaska, 
the NED DEM has a reported absolute vertical accuracy of  7 m (USGS, 1997).
The SPOT5 SPIRIT DEM is derived from the  HRS sensor  (Bouillon  et al. 2006). The 
DEM was created in the framework of  the International Polar Year (IPY) project “SPOT 
5  stereoscopic  survey  of  Polar  Ice:  Reference  Images  and  Topographies  (SPIRIT)” 
(Korona et al. 2009). The DEM has a reported absolute horizontal accuracy of  30 m, and 
a vertical accuracy between -5.5 and 3.5 m (compared to ICESat data). Over the entire 
studied area the elevation uncertainty is ±10 m (Korona et al. 2009). The SPOT5 SPIRIT 
DEM and the NED DEM were used to compute elevation changes for the entire region 
(Berthier et al., 2010). The related Δh/Δt raster maps were used in Paper III (Le Bris and 
Paul, subm.) to derive glacier specific elevation changes.
DEM Type Resolution [m] Date Sources
SRTM InSAR 30 2000 http://www2.jpl.nasa.gov/srtm/index.html
ASTER G-DEM Optical 30 1999-2007 http://asterweb.jpl.nasa.gov/gdem.asp
NED Map based 60 1950's http://seamless.usgs.gov
SPOT5 SPIRIT Optical 40 2007 http://polardali.spotimage.fr:8092/IPY
Table 4:  Some DEM characteristics and data sources
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4.3 DEM characteristics for Alaska
In Table 5 we provide an overview of  the pros and cons of  the DEMs  used in this study 
in regard to their suitability for glaciological studies in Alaska.
DEM Pros Cons
SRTM
▪ Usable for DEM comparison
▪ Sufficient spatial resolution
▪ Suitable to derive drainage 
divides
▪ Refers to the  glacier 
topography in the year 1999
▪ Northern extent limitation 
(60°N), thus only available for 
the Kenai Peninsula
▪ Data voids due to radar shadow, 




▪ Available for the complete study 
region
▪ Usable for DEM comparison
▪ Sufficient spatial resolution
▪ Suitable to derive drainage 
divides
▪ Fits better to the acquisition 
period of  the Landsat data than 
the NED
▪ Used to calculate minimum 
glacier elevation
▪ Inaccuracies in steep slopes 
(Frey and Paul, 2012)
▪ Low contrast over fresh snow 
(Svoboda and Paul 2009)
▪ Northern slopes are distorted in 
the  back-looking  band  3B 
(Kääb 2005)
▪ Compiled from scenes acquired 
between 1999 and 2007 (glacier 
time stamp problem)
NED
▪ Available for the complete study 
region
▪ Sufficient spatial resolution
▪ Suitable to derive drainage 
divides
▪ Used to derive specific-glacier 
parameters (excluding minimum 
elevation)
▪ Used to perform an elevation 
change analysis
▪ Refers to the contour lines of  
the related topographic maps 
from the 1950s 





▪ Availabile for the complete 
study region
▪ Sufficient spatial resolution
▪ Used to perform an elevation 
change analysis
▪ Available only for IPY 
participants 
▪ Data voids in the resulting 
Δh/Δt raster maps




DEMs  created  by  one  of  the  techniques  described  above  are  used  to  correct  the 
panoramic distortion and shifts each pixel in a position where it would be if  seen from a 
nadir  view point.  This  process  is  called  orthorectification and normally  also  includes 
projection to a reference grid and datum. Afterwards, digital overlay with other geocoded 
datasets (e.g. the DEM itself  or other satellite scenes) is possible (Paul 2007). 
The Landsat scenes used to create the new Alaskan glacier inventory (Level 1 T product) 
are already orthorectified using commonly available DEMs (e.g. SRTM and NED) and 
projected to a reference grid (UTM projection with WGS84 datum). However, errors in 
these  DEMs directly  translate  to  wrong  positions  of  the  pixels  which  in  turn  cause 
problems when datasets are later spatially combined (Frey et al. 2012). For details on the 
Landsat orthorectification process refer to e.g. Gao et al. (2009) and Schowengerdt (2006).
4.4.2 Comparison of  hillshades
Hillshade views of  a DEM allow qualitative evaluation of  DEM artefacts. In Figure 4.2 a 
comparison of  the DEMs used is depicted for the McCarthy and Northwestern fjords. 
All  DEMs  were  previously  re-sampled  to  30  m  cell  size  by  a  bilinear  interpolation. 
Pronounced differences between the DEMs are seen on this figure.  For example, the 
NED  DEM  (Fig.  4.2a)  reveals  a  very  good  quality  and  a  regular  smoothed  surface 
throughout the Harding ice cap and even on steep slopes.  White arrows indicate  the 
1950s front position of  the Northwestern glacier which receded by more than 4 km since 
then. Figure 4.2b is the hillshade of  the  SRTM DEM which reveals a good quality for 
rather flat regions of  the same ice cap and over glacier tongues, but also very large areas 
with data voids on steep slopes (white ellipses). The frontal moraine of  the Northwestern 
glacier (white arrow) is also visible on this hillshade and indicates its maximum extent at  
the Little Ice Age. In the case of  the  ASTER G-DEM (Fig. 4.2c),  the hillshade view 
reveals a rather speckled pattern mainly in flat accumulation regions (white ellipses).
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4.4.3 Drainage divides
A further important application of  the DEM is related to the calculation of  drainage 
divides  from watershed  analysis  using  a  flow  direction  grid  derived  from  the  DEM 
(Racoviteanu et al. 2009). Following a method described in Bolch et al. (2010) and detailed 
in § 5.2.2, the NED DEM was used to obtain the drainage divides for the new Alaskan 
glacier  inventory  (cf.  Paper  I). In  fact,  these  drainage  divides  also  served  to  identify 
individual glaciers in the DLG dataset and to track changes in glacier separation/merging 
during phases of  retreat and advance within the same basin. A comparison of  drainage 
divides obtained from different DEMs is shown in Figure 4.3. Although all DEMs used in 
this  comparison  were  suitable  for  this  purpose,  some  distinctions  can  be  observed, 
especially in the accumulation areas where the low contrast of  the optical-derived ASTER 
G-DEM introduces large shifts (Svoboda and Paul 2009). As a consequence, all divides in 
accumulation regions were carefully checked before application. For this thesis the NED 
DEM was selected over the GDEM for this purpose as the artefacts in the GDEM would 
have caused a too high correction workload.
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Figure 4.2: Comparison of  three digital elevation models (DEMs). (A) NED DEM, (B) SRTM  
DEM and (C) ASTER G-DEM.
4.4.4 Topographic parameters
One of  the other main applications of  DEMs for glacier inventory creation is to derive 
glacier-specific  topographic  parameters  (e.g.  Kääb  et  al. 2002;  Paul  et  al. 2002).  These 
parameters can be included for all inventories that are uploaded to the GLIMS database 
(Raup  et al. 2007).  Glacier area, elevations (max, min, mean, median), mean aspect, and 
mean slope (in degrees and as a sector) are the parameters that can be easily calculated 
from a DEM (Manley 2008; e.g. Paul et al. 2009). For the new Alaskan glacier inventory 
most of  them were derived from the NED DEM using GIS-based scripts according to 
Paul et al. (2009). 
As the NED DEM represents the surface topography from the 1950s,  the minimum 
elevation was extracted from the more recent ASTER G-DEM. The SRTM DEM was 
not used due to its northern limitation (60° N). A study by Frey and Paul (2012) showed 
that  the  SRTM  and  the  ASTER  G-DEM  are  both  suitable  to  compile  topographic 
parameters required in glacier inventories.
4.4.5 Analysis of  elevation changes 
Sequential DEMs from different years have been used to estimate glacier volume changes 
in several regions around the world such as in North-West Canada and South-East Alaska 
(Berthier and Toutin 2008; Berthier et al. 2010), in western Alaska (Arendt et al. 2006), in 
the Swiss Alps (Paul and Haeberli 2008) and the Kerguelen Islands (Berthier et al. 2009). 
In this study the  elevation change or Δh/Δt raster maps from Berthier  et al. (2010) are 
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Figure 4.3: Comparison of  drainage divides derived from four  
different DEMs where the background is a shaded relief  of  the  
USGS NED (from Le Bris et al., 2011)
used to determine glacier specific elevation changes over the 44 year period from 1962-
2006 (see Paper III).
4.4.6 Flow line algorithm 
A specific application of  a DEM in this thesis was related to the development of  an
automatic method to create flow lines for determination of  glacier length. This method 
computes  from glacier  outlines  and the DEM the highest  and lowest  points  of  each 
glacier and provides elevation values of  middle points along the flow line. More details on 
the method are given in Paper II (Le Bris and Paul, 2012).
4.4.7 Visualisations 
DEMs are often used to produce oblique perspective views. When satellite scenes, glacier 
outlines and DEMs are correctly co-registrated, it is possible to create a pseudo 3D view 
which has the advantage of  exhibiting the very steep topography around glaciers  (Paul 
2007).  Visualisation of  glacier  changes and communications for  wider  public  are also 





Geographic Information System 
(GIS)
A Geographic Information System (GIS) is a computer structure able to acquire, store, 
manage  and  display  referenced  geographic  information  (Marble  1990;  Bonham-Carter 
1994;  Burrough and McDonnell  1998).  It  represents an important  component  of  the 
geomatic sciences as it permits the grouping and linkage of  a large amount of  heteroclite 
data. 
The results of  this thesis have largely been obtained by GIS-based processing combining 
several kinds of  geographic data e.g. satellite images, scanned topographic maps, DEMs 
and  tabulated  information,  within  a  unique  environment.  The  geospatial  analysis 
performed  to  monitor  changes  in  glacier  area,  length  and  elevation  were  also 
accomplished within a GIS environment.  Figure 5.1  gives a schematic overview of  key 
input datasets (raster, vector, image) and the data layer concept of  a GIS. In the following, 
data format definitions,  main pre-processing steps and some example applications are 
described.
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5.1 Description of  data formats and processing
5.1.1 Data formats
Vector data describe graphic objects in a Cartesian plane with primitive geometric shapes 
such as points, lines and polygons (Star and Estes 1990). As a source of  information for a 
GIS,  those geometric  data represent  discretized geographic phenomenons of  the real 
world. Geographic objects are composed of  one (points), two (lines) or several (polygons) 
vertices or nodes. In the case of  the latter two, the vertices are linked to each other with  
an arc  (Figure 5.1A)  and topological relationships. Unlike the raster format, geographic 
coordinates are stored for each vertex of  the vector data.
The raster format is one of  the two main models (along with the vector format) that can 
represent the land surface  (Peuquet 1979). It might contain imagery or DEMs, but all 
other information that can be discretized in cells forming a continuous grid are stored as  
well. Composed by a matrix of  cells organized in columns and rows (Figure 5.1C), a grid 
is an efficient means for describing the most often only gradual changes of  the Earth’s  
surface. A unique value, according to the represented element on the ground, is assigned 
to each cell of  the matrix. Images from satellite data are usually provided with a header  
that  gives  information  about  the  geographic  location,  the  spatial  resolution  which  is 
expressed by the cell size (e.g. 30 m for most of  the Landsat scenes), as well as projection 
and datum. Image and raster data can be stored in different formats (GeoTIFF, ERDAS 
Imagine,  ESRI GRID, ASCII)  independently to the computer platform used.  Satellite 
sensors are an important source of  raster data. 
Tabular information (Figure 5.1D) is used to characterize every object in a GIS project. 
This information is stored in the attribute table within a database file (.dbf) and associated 
to  the  vector  data  which  represents  the  object’s  geometry  with  a  dynamic  link.  For 
example, a single glacier represented by a polygon made of  several vertices can receive 
numerous  parameters  like  the area  of  the polygon,  a  unique identification,  the  mean 
elevation or its name. This makes this format particularly suitable for specific computer 
query language like the Structured Query Language (SQL) (Egenhofer 1994).
63
Vector, tabulated and raster data are complementary and have been conjointly used in this 
thesis  to  perform spatial  analysis  (e.g.  change assessment),  create  thematic  maps,  and 
perform modelling (i.e. the flow line algorithm to determine glacier length). The table 
below summarizes the data used according to their formats and applications.
Data Description Format Application
Landsat scenes Satellite imagery of  Alaska Image Glacier Mapping
Digital Line Graph 
(DLG)
Digital outlines describing 
glacier extents from the 1950s Vector Change assessment
Digital Raster Graph 
(DRG) 
Scan of  topographic maps from 
the 1950s Image Change assessments
Digital Elevation 
Models (DEM) Elevation datasets Raster





List of  glacier’s names Tabular Identification of  glaciers
Table 6: Description, format and main applications of  the various data sources (FLA: Flow Line 
Algorithm).
Glacier outlines are created in the shapefile format (.shp) to facilitate data exchange and 
later incorporate the vector data into the GLIMS glacier database (Kargel et al. 2005; Raup 
et al. 2007). For the latter purpose some transformations have to be applied to the dataset 
as the GLIMS format has a rather specific set-up (see detailed description at:
http://www.glims.org/MapsAndDocs/datatransfer/data_transfer_specification.html)
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Figure 5.1:  Data format and structure of  a GIS.
5.1.2 Co-registration of  DEMs - A GIS computing perspective
Finding the problem
One key  assessment  of  in  this  thesis  is  the  computation of  glacier-specific  elevation 
changes for a large sample of  glaciers in Alaska. By comparing the values derived for the 
two benchmark glaciers (Gulkana and Wolverine) to the mean value of  the entire sample, 
we can determine the representativeness of  them for  the entire region  over  the time 
period of  the DEMs. This analysis was performed by combining the difference of  two 
DEMs (in  this  case  from SPOT and the NED) acquired  at  two points  in  time (see 
Berthier et al. 2010 for details) with glacier outlines from the new inventory (see Paper 
III).  Unfortunately,  Gulkana  glacier  was  not  covered  by  the  SPOT  DEM  and  over 
Wolverine glacier the SPOT DEM had considerable data voids (>20%) as illustrated in 
Fig. 5.2. We thus had to compute the elevation changes for these two glaciers from other 
data sources. Despite the much better constraint acquisition date of  the SRTM DEM, we 
decided to use the ASTER-GDEM2 here as the region is not covered by the SRTM DEM 
(which ends at about 60°).
Before the two DEMs can be subtracted, a good co-registration between them is required. 
The co-registration process guarantees that only spatially corresponding pixels in both 
DEMs are subtracted.  This requires to find a potential  (horizontal)  shift  between the 
coordinates and also to detect any vertical  bias between the DEMs (Nuth and Kääb, 
2011).  The  latter  can  be  introduced  when  subtracting  DEMs  of  different  spatial 
resolution (Paul, 2008, Gardelle et al. 2012). The steps performed in the GIS to determine 
these shifts and correct them are illustrated in the following.
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Assessment of  the co-registration (ASTER-GDEM2 vs NED)
In a first step we have computed the elevation differences between the GDEM2 and the 
NED DEM for flat terrain off-glaciers (with slopes less than 5°). This analysis did not 
show any systematic elevation changes for terrain outside glaciers (see Fig. 3 in Paper III). 
However, elevation differences on steeper slopes revealed a hillshade like rendering when 
coded in grey scale (Fig. 5.3, left) that is typical for a systematic shift between the two 
datasets.  The  co-registration  between  the  two  DEMs  was  achieved  by  following  the 
method developed by Nuth and Kääb  (2011). This analytic approach requires elevation 
differences and corresponding aspect values (at the same grid cell) as an input to quantify 
the  offset  values  with  an iterative  approach.  The correction vectors  Δx and  Δy were 
obtained after three iterations yielding values of  2.5 and 7.6 m respectively. The NED 
DEM was shifted accordingly using GIS tools with those correction vectors. A vertical 
bias for terrain off-glaciers was not found as both DEMs have about the same spatial  
resolution.
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Figure 5.2: Elevation changes over Wolverine  
glacier as derived from the NED and SPOT 
DEM. Red arrows show examples of  data  
voids.
Correction of  the vertical bias 
After both DEMs were aligned, we had to consider a potential vertical bias due to the 
different acquisition dates. For this purpose we compared the elevation changes derived 
over glaciers only from the NED/SPOT dataset  with the NED/GDEM2 values.  For 
glaciers in the same size class as Gulkana and Wolverine glaciers (10-20 km2), we found 
mean differences of  0.09 m a-1 (see Table 2 in Paper III). These values were finally applied 
to both glaciers to obtain the final mean value. Figure 5.4 shows the resulting  Δh/Δt 
raster maps of  Gulkana and Wolverine glaciers after horizontal co-registration of  the two 
DEMs and vertical bias correction.
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Figure 5.3: Elevation differences between the ASTER GDEM and the NED DEM  show a  
systematic shift (hillshade-like pattern) before x and y vector correction (left) and afterwards (right).
Figure 5.4: Δh/Δt raster maps of  Gulkana and Wolverine glaciers.
5.2 Applications
5.2.1 Manual digitizing
Glaciers in Alaska are located in steep, high-mountainous terrain and partly very close to 
the coast which results in several challenges for mapping glacier boundaries. Clouds and 
shadows are frequent and often hamper the interpretation of  the glacier boundary. Other 
challenges are the dense smoke from wildfires that can cover large parts of  the ablation 
region under otherwise optimal glacier mapping conditions, and volcanic ash hiding the 
glacier ice. To deal with the smoke problem, two Landsat scenes (from 2005 and 2007)  
were combined in one region (path-row 72-16) to properly map the lower parts of  the 
glaciers (see Paper I). 
The glacier outlines for the new inventory are created from the well-established band ratio 
method (e.g. Paul and Kääb 2005) with manual corrections in regions of  misclassification 
(Fig. 5.5) following the mapping strategy of  the GlobGlacier project (Paul et al. 2009). 
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Figure 5.5: Manual correction in the post-processing 
step. White ellipses show omission and commission 
errors (from Le Bris et al., 2011).
5.2.2 Watershed analysis to derive drainage divides
Drainage divides are used to separate continuous ice masses into individual glaciers (e.g. 
Manley, 2008) by digital intersection with the glacier outlines created from the satellite 
scenes.  They  are  derived  from the  NED DEM and  the  glacier  outlines  following  a 
method described by Bolch  et al. (2010). This  approach is likely faster than a complete 
manual digitizing, but manual editing in a post-processing step is needed to improve the 
results (Le Bris et al., 2011). All steps of  this method were preformed within the ESRITM 
ArcMap software and are detailed in the table below along with the specific commands 
applied (see also Appendix A4):
Step ArcMap command Description
Create a buffer 
zone around 
glaciers
Spatial Analysis Tools> 
Proximity>Buffer
A buffer zone (e.g. 1 km) is used to 
constrain hydrological calculations to 
glaciers rather than to the entire DEM 
extent.
Cut the DEM 





The hydrological calculations are applied 
only to a subsample of  the DEM.
Correct 
anomalies of  
the DEM
Spatial Analysis 
Tools>Hydrology>Fill This step allows to fill sinks and to erase 






This function models the natural flow 
from one cell to the neighbour cell 
according to their elevation until the 





This command uses the flow direction 




Conversion Tools> From 
Raster>Raster to polygon
This function converts basins from 






Manual corrections of  basins.
Table 7: Steps of  the workflow to create drainage divides for all glaciers from a DEM.
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5.2.3 Zonal statistics and other methods to compute glacier 
parameters
Glacier parameters can be derived when digital outlines and a suitable DEM are available 
(Schiefer  et  al. 2008).  Using  the  zonal  statistic  tools  available  in  the ESRITM ArcMap 
software, and following recommendations for compiling glacier-specific parameters (Paul 
et al. 2009), the topographic parameters for the new inventory were computed from the 
corrected outlines and the NED DEM. Basic parameters (e.g. area, elevations (max, min, 
mean, median), mean slope) are obtained automatically from inherent GIS commands 
while  derivative  information  or  parameters  like  hypsography,  mean aspect  and length 
require further modelling. The latter are detailed here:
 Hypsography:
To compute glacier hypsometry (area-elevation distribution), the DEM is reclassified into 
100  m  elevation  bins  with  the  ArcMap “Raster  Calculator  tool”  using  the 
“Int([DEM]/100)” syntax command. The “Tabulate Area tool” from the Spatial Analyst 
toolbox  allows then,  to generate  an  exportable  database  file  which can be  used in a 
spreadsheet software for creating the respective plots (Fig 5.3).
 Mean Aspect:
To obtain the eight aspect sectors, three steps are required: (i) sine and cosine grids are 
computed from the aspect grid derived from the DEM; (ii) glacier-specific mean sine and 
cosine  values  are  then  calculated  using  the  “Zonal  Statistics”  tool,  and  finally  (iii) 
successive  syntax commands (e.g.  ATAN2(a:a),  DEGREES(a),  MOD(a),  INT((a/45 ))
+0.5),  MOD(a;8)+1  where  (a)  represents  the  specific  cells)  are  applied  within  a 
spreadsheet software. As an example, Fig. 5.4 illustrates area change (between DLG and 
the new inventory) per aspect sector for a subset of  347 glaciers.
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Figure 5.6: Example of  hypsographic curves for various sub-regions.
 Specific reference year: 
The reference year is an important parameter (especially for glacier change analysis) and is 
obtained from the data source (date of  the satellite scene or topographic maps) and added 
to the database. 
 Glacier length 
Programming helps to automate processing of  digital data within a GIS environment. 
Programming languages allows handling both the raster and the vector format. Currently, 
glacier length is still obtained manually usually using contour lines and a DEM hillshade in 
the background to aid in visual interpretation. This gives accurate vector lines, although it 
is  very  time  consuming  doing  this  for  thousands  of  glaciers.  Moreover,  the  manual 
digitizing is not repetitive and would result each time in slightly different length values and 
vectors. An automatic method would help to overcome these shortcomings 
In paper II (Le Bris  and Paul,  2012) such an automatic method is presented.  It  only 
requires  glacier  outlines  and a  suitable  DEM as  an  input  and should  thus  be  widely 
applicable. The open source programming language Python along with additional libraries 
(the  Geospatial  Data  Abstraction  Library  –  Open  source  Geospatial  Resources 
(GDAL/OGR)) are used to properly deal with the raster and vector formats. Successive 
operations implemented in the script lead to the generation of  flow lines (with a length 
value) and the terminus positions for a complete dataset. The script has been successfully 
tested with the extents from the new inventory and the former DLG outlines. Figure 5.5 
shows an example of  glacier flow lines and terminus positions automatically derived with 
the script, further details are presented in paper II.
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Figure 5.7: Area change per aspect sector [%]
5.2.4 Glacier change assessment
Glacier  changes  in  three  components  (i.e.  area,  length  and  elevation)  have  been 
investigated for different subsets of  the new inventory. An example of  such changes for 
the two benchmark mass balance glaciers Gulkana and Wolverine is depicted in Figure 
5.6. In terms of  area changes, black arrows (Fig. 5.6A and Fig. 5.6D) highlight the grey 
areas that represent changes between the DLG and the extents in the new inventory. In 
Figure  5.6B  and  Figure  5.6E,  length  changes  are  shown  with  thick  black  lines. 
Automatically derived flow lines are also shown while elevation changes are illustrated by 
Figure.  5.6C and 5.6F.  Red ellipses  specify  that  the stronger  changes occurred in the 
ablation regions. Basically, the calculations are performed in three ways:
▪ Area changes: estimated from a difference of  the scalar values (rather than 
the rasters). All parts that belong to the former glacier in case of  split (inside 
the same drainage divide) are considered (see Paper I for details).
▪ Length  changes:  the  flowlines  derived  for  the  former  extent  (DLG)  are 
digitally  intersected  with  the  new  glacier  extent.  The  flow  line  segment 
remaining at the terminus gives the length change (i.e. the front variation). 
Paper II provides further details.
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Figure 5.8: Example of  flow lines on the Redoubt Volcano generated by the flow  
line algorithm (FLA).
▪ Elevation changes: from the Δh/Δt raster maps three ways to exclude DEM 
artefacts are considered using raster based operations: all values > 0 are set to 
zero  or  no  data  and  glaciers  covered  by  more  than  20% data  voids  are 
excluded.  Also  the  calculation  of  mean  changes  per  glacier  (using  zonal 
statistics) is a GIS based operation. Further details are provided in Paper III.
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Figure 5.9: Example of  area, length and elevation changes for Gulkana and Wolverine Glaciers
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Summary of  Research Papers
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6.1 Paper I: A new glacier inventory for Western Alaska
Le Bris, R., Paul, F., Frey, H., Bolch, T., 2011. A new satellite derived glacier inventory for  
Western Alaska. Annals of  Glaciology, 52(59), 135-143.
The main objective of  this study was to create a detailed glacier inventory for a larger part  
of  western Alaska. Alaskan glaciers represent a substantial part of  all glaciers in the world 
and they contribute strongly to global sea-level rise, but are only poorly covered in glacier 
inventories. The region has thus been defined as a key region for the GlobGlacier project. 
With the opening of  the USGS Landsat archive in 2008 and the free availability of  DEMs 
from USGS (NED) and ASTER (GDEM), compilation of  an inventory became possible. 
This new inventory also serves as a base for assessment of  changes in glacier length, area 
and volume as well as being a key input to the now globally completed Randolph Glacier  
Inventory (RGI).  The regions considered for the inventory are the Tordrillo and Chigmit 
Mts., the Kenai Peninsula and the northern part of  the Chugach Mts. The climate regime 
in this region ranges from maritime at the southern coast to continental in the interior. 
Nearly  all  types  of  glaciers  are  found  in  the  region  and  a  wide  range  of  mapping 
challenges is present (debris-cover, deep shadows, turbid lakes, smoke and fog from wild 
fires, seasonal snow and volcanic ash).
Glaciers  were  mapped  with  the  well  established  semi-automated  band-ratio  method 
(TM3/TM5) and manual  corrections for  misclassified regions using nine Landsat  TM 
scenes acquired between 2004 and 2009. Glacier complexes were separated into entities 
using drainage divides derived from the NED DEM. In comparison with other available 
DEMs (GDEM, SRTM) the NED was found to be the most appropriate in terms of  
coverage and artefacts. In total, c. 9000 glaciers (>0.02 km2) with a total area of  c. 16,250 
km2 were mapped and complemented with topographic data (e.g. minimum, maximum, 
median  and  mean  elevation,  mean  slope  and  aspect)  derived  from  the  NED  DEM 
(minimum elevation was derived from the GDEM). Further analysis revealed that large 
parts of  the area (47%) are covered by only a few (31) but large (>100 km 2) glaciers. 
Glaciers <1 km2 contribute only 7.5% to the total area, but 86% to the total number. 
However, these percentages vary with the specific mountain range analysed. The spatial 
analysis of  mean glacier elevation (which can be seen as a proxy for the equilibrium line 
altitude)  revealed a strong increase  of  values  from glaciers  located close  to the coast 
towards the interior of  the country (from about 100 to 2960 m a.s.l.),  but  this  more 
regional trend has a high local variability. Glacier area change was assessed by selecting a 
subsample of  347 glaciers from all parts of  the study region. In total, glaciers have lost 
23% of  their 1948-54 area. The entire inventory data is available in the GLIMS glacier 
database.
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The major lessons learned from this study are:
 Highest preference has to be given to scenes without seasonal snow outside of  
glaciers, even if  it requires remapping of  an entire scene or the combination of  
two scenes where only the upper/lower parts of  the glaciers can be mapped in 
each scene
 The visual comparison with high-resolution data that are sometimes available in 
Google  Maps  or  Earth  is  often  very  helpful  in  identifying  glacier  outlines,  in 
particular when they are debris covered and/or located in deep shadow
 A rather old DEM can still be used to derive drainage divides and key topographic 
parameters for each glacier (apart from minimum elevation) when other DEMs 
have too many artefacts
 Digital glacier outlines from other sources need to be carefully checked (location, 
reference year, interpretation) before they can be used for change assessment
 The  accuracy  of  the  derived  outlines  mostly  depends  on  the  quality  of  the 
mapping of  debris-covered glaciers
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6.2 Paper II: Flow lines for determination of  glacier length
Le Bris, R. Paul, F., 2012. An automatic method to create flow lines for determination of  glacier  
length: A pilot study with Alaskan glaciers. Computers & Geosciences.
Glacier length is an important, but largely missing parameter in digital glacier inventories 
as the vector line required to determine length has to be digitized by hand (with the 
related variability in the interpretation). Its vector representation (a central flow line) is 
also a most important input for modelling glacier evolution through time. Length changes 
of  glaciers are key indicators of  climate change, but are only measured in the field at a  
few  hundred  selected  glaciers  globally.  Repeat  satellite  data  provide  an  ideal  tool  to 
determine frontal changes for large glacier samples, but the reference points (e.g. at the 
centre of  the terminus) need to be identified. Hence, to support the above purposes there 
is an urgent need to generate such flow lines from automated methods for a large number 
of  glaciers. 
This paper describes a new method to automatically create central flowlines of  glaciers 
along with an application to automatically derive changes in glacier length. The algorithm 
is based on Python scripting and additional libraries (GDAL / OGR) and requires only a 
DEM and glacier outlines as an input. The core of  the method is based on a glacier axis 
concept that is combined with geometry rules such as the k-d Tree, Nearest Neighbour 
and crossing test theory. We have applied the method to 400 glaciers located in western 
Alaska for both the new glacier inventory (described in paper I) and the former glacier  
outline dataset from USGS (i.e. Digital Line Graph). 
Due to strong changes in glacier topography and/or geometry, many of  the vector lines 
are not directly comparable, which implies that length changes cannot be derived from 
subtraction  of  the  length  values  of  the  two  lines.  Instead,  only  the  changes  at  the 
terminus (front variations) were considered. The cumulative length change over the entire 
period is -277.3 km or 700 m per glacier (or 15 m per year). This varies from about 0 to 
6700 m with the total changes for the two benchmark glaciers Gulkana and Wolverine 
being -1329 ±101 m and -327 ±101 m, respectively.
The  accuracy  of  the  method  to  create  the  flow  lines  for  length  determination  was 
assessed  by  a  quantitative  and  qualitative  (outline  overlay)  comparison  with  manually 
digitized vector  lines  for  20 glaciers.  This  comparison revealed for  17 out  of  the 20 
glaciers  a  length  value  that  is  within  the  range  of  the  variability  of  the  manual 
digitizations. Other potential methods to determine glacier length performed less well. 
However,  for  some  of  the  automatically  derived  lines  manual  corrections  had  to  be 
applied as well. The new method will strongly facilitate the population of  the GLIMS 
glacier database with length values and help to obtain a more complete picture of  length 
changes over recent decades.
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The major lessons learned from this study are:
 Differences in geolocation and interpretation of  glacier extents in historic datasets 
need careful attention and correction in the pre-processing stage
 When glacier flow lines are manually digitized, standard deviations between 25 m 
and 452 m are found for the 20 glaciers
 Strong  deviations  between  length  changes  derived  from  a  simple  Euclidian 
distance  and  the  flow  line  based  value  hint  to  glaciers  that  require  manual 
correction
 More  sophisticated  or  follow-on  approaches  to  the  one  proposed  here  might 
further  reduce  the  post-processing  work  and  give  a  more  consistent  way  of  
determining the values (e.g. longest length vs. the here calculated length from max. 
to min. elevation)
 A graphical  user  interface  (GUI)  should  be  programmed  to  facilitate  external 
application
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6.3 Paper III: Elevation changes in western Alaska
Le Bris, R., Paul, F., 2013. Glacier-specific elevation changes in western Alaska. Annals of  
Glaciology (submitted).
One of  the largest challenges in correctly assessing the contribution of  glaciers to sea-
level rise is the extrapolation of  the measured glacier mass balances to an entire mountain 
range. In general, the measured glaciers are small and cover a different elevation range 
than the large valley glaciers with low-lying tongues that contribute more to sea-level rise.  
The measured mass balances might thus be considered as being non-representative for a 
region and large errors would occur when regionally upscaling the values without applying 
corresponding correction factors. Such factors can be inferred from determination of  
glacier  specific  geodetic  volume  changes  as  derived  from  differencing  two  DEMs 
combined with digital glacier outlines. A particularly important point is to accurately co-
register both DEMs prior to subtraction and to mark tidewater and calving glaciers in the 
attribute table of  the dataset to later exclude them from the sample. This is also required 
to separate impacts of  climate change on volume changes from those related to glacier  
dynamics. The latter is a particular problem in our test region, where one tidewater glacier 
(Columbia) dominates the mass loss for the entire region and needs to be excluded from 
the sample to obtain unbiased results.
To achieve this, we have digitally combined the elevation changes between the 1950s and 
2007 as derived from two DEMs with glacier-specific extents and marked all calving and 
tidewater glaciers (36 in total). This allowed us to determine the representativeness of  the 
long-term mass  balance  measurements  at  the  two benchmark  glaciers  Wolverine  and 
Gulkana for  the  entire  region.  As  a  reference  DEM we used  the  NED from USGS 
(acquired around 1950), and the more recent DEMs were from SPOT5 (acquired in 2007 
for the SPIRIT project), and the ASTER GDEM. Glacier outlines were taken from the 
Digital Line Graph (referring to c. 1950s) combined with the drainage divides created for  
the new inventory (see paper I). In total, elevation changes were calculated for about 3180 
glaciers using two ways of  statistical averaging: (a) as a mean for the entire region and (b)  
as the average of  mean values per glacier. Positive elevation changes in the accumulation 
region over this time period might be a result of  DEM artefacts and were excluded using 
three different approaches (e.g. setting them to zero or no data).
The derived rate of  elevation change is of  -0.6 m/year for calving and tide water glaciers 
together while it is only -0.25 m/year for the land-terminating glaciers. Considering only 
the latter, the rather similar mean elevation changes for Gulkana and Wolverine glacier 
(-0.6 and -0.7 m/year) are about 1.5 to 3 times more negative than the mean value derived  
with methods (a) and (b) described above, respectively. On the other hand, they resemble 
the mean value for the tidewater and calving glaciers (calculated with method b) as well as  
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the overall mean value very closely. In other words, although they are not representative 
for the glaciers of  their own type, their values can be used to determine the mass loss for  
the entire region.
The major lessons learned from this study are:
 The ASTER GDEM is suitable to derive elevation changes when the changes are 
large
 Identification and handling of  DEM artefacts is challenging
 The way of  calculating mean changes for a region has a strong impact on the 
result
 Despite  their  different  elevation,  size  and  topographic  setting,  the  measured 





This chapter discusses the main findings of  this thesis. First, glacier mapping challenges 
such as snow conditions and debris-cover mapping are addressed. Issues related to data 
quality of  former datasets used for change detection is described afterwards. The research 
papers are integrated by discussing them under the glacier change topic (area, length and 
elevation changes) along with results, challenges and other considerations. A summary of  
further possible developments in modelling glacier length and potential related studies are 
given in the outlook section.
7.1 Glacier mapping challenges
7.1.1 Snow and cloud conditions on satellite images
The new Alaskan glaciers inventory is based on satellite images from 2005 to 2009. This 5  
year period resulted from the difficulty to find suitable scenes (cloud free and acquired at 
the end of  the ablation period without seasonal snow outside of  glaciers) in the Landsat 
archive. Good snow conditions are a prerequisite to derive precise glacier outlines and to 
reduce  the  workload  for  manual  corrections  (e.g.  Paul  and  Andreassen  2009a).  The 
importance of  good snow and also cloud conditions is illustrated in Figure 7.1. Starting 
with an already corrected Landsat scene from 2002 with adverse snow conditions, it was 
attempted to correct glacier outlines derived from scene B using scenes A and C from 
2009 (see Table 1 in § 2.2.2). Figures 7.1A and 7.1C show the automatically derived glacier 
outlines  with a  false-colour composite in the background for  2002 and 2009.  Glacier 
84
outlines were inverted to highlight the influence of  seasonal snow. The over interpretation 
of  glacier extents on figure  7.1B is obvious and indicated with white arrows in figure 
7.1D. After  several days  were  spent  on correcting  the  original  data  set,  it  was  finally 
decided  that  it  was more practical,  accurate  and  faster  to  completely  re-process  the 
outlines from the scenes with the better snow conditions. This experience clearly revealed 
the  importance  of  only  using  scenes  with  the  best  snow  conditions  in  glacier 
classification. 
7.1.2 Mapping of  debris-covered areas
Automatic  classification  of  debris-covered  glaciers  with  band  ratioing  remains 
problematic as the debris has similar spectral properties as the surrounding terrain. In 
these cases, manual corrections are needed to delineate glacier extents accurately. When 
the contrast is low, this could introduce considerable uncertainties in the derived glacier 
area, especially for small  glaciers.  Radar remote sensing techniques (coherence images) 
represent an interesting potential to map debris-covered parts of  glaciers, (e.g. Atwood et  
al. 2010; Frey et al. 2012) but they were not utilized in this thesis. 
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Figure 7.1: Comparison of  snow conditions for the 2002 and 2009 Landsat scenes
7.1.3 Quality of  former datasets
Despite  their  usefulness  and high quality,  the  USGS NED DEM and DLG outlines 
products  should  be  used  with  some  care  especially  when  performing  glacier  change 
assessment. The most important issue is related to the date of  the data sources. In case of  
the NED DEM, which was derived from topographic maps from the 1950s (Gesch et al. 
2009), it is quite difficult to precisely determine the exact year for a specific area. In fact,  
vertical aerial photographs that served to create the maps (DRG) and in turn to build the 
DEM were acquired between 1948 and 1957.
This  difficulty obviously  also applies  to the DLG, because these  vector  outlines  were 
compiled from the same maps. To overcome this problem, we rely on years provided in a 
study by Berthier et al. (2010) or directly determine from the USGS 1:63 000 topographic 
maps the reference dates to the DLG glaciers.  Furthermore, overlapping between DLG 
and  DRG  revealed  mismatches  of  glacier  extents  for  several  cases.  For  the  glacier 
elevation  change  assessment performed  in  Paper  III, ca.  400  glaciers  were  manually 
corrected  according  to  the  DRG  maps  before  calculation  of  glacier-specific  mean 
elevation changes.  The very high correlation of  mean changes between corrected and 
uncorrected glacier outlines (R2 = 0.98) reveals that overall volume changes could also be 
calculated with sufficient accuracy without further correction of  the outlines. In the case 
of  glacier area change assessment,  only glaciers with a good agreement of  the glacier 
extents  visible  on  the  DRG  maps  were  selected.  The  complete  correction  of  DLG 
outlines  with  the  DRG extents  would  much  reduce  the  uncertainties  in  glacier  area 
determination and be extremely valuable for further change assessment.
7.2 Glacier area change
In total,  glacier shrinkage represents -23% of  to the initial area (1948-1957), with the 
observed changes mainly occurring in the ablation areas (glacier tongues). The size-class 
distribution reveals  a  large variability  of  the changes with an increase of  relative loss 
towards the smallest glaciers. Glaciers smaller than 1 km2 have lost -2% to -16% of  their 
area whereas glaciers larger than 10 km2 have lost -2% to -6% of  their area. The scatter is 
even smaller for glaciers larger than 50 km2 with values ranging from -0.5 to -2%. This 
reveals a clear size-class dependency of  the changes. 
7.2.1 Challenges for change assessment
Direct comparisons of  glacier extents from two points in time are difficult. This results  
from  the  different  nature  of  the  source  data  used  to  create  glacier  inventories 
(photogrammetry,  map  digitizing,  satellite  data  etc.).  Snow  conditions  and/or  solar 
illumination on both the air photographs and the satellite scenes can strongly influence 
the visual interpretation and lead to sometimes large deviations of  glacier extents from 
one inventory to the other  (Paul and Andreassen 2009a). Also, former drainage divides 
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could have been located at a different place (Andreassen et al. 2008). Furthermore, manual 
interpretation of  debris-covered zones of  glaciers introduces additional uncertainty which 
can slightly bias area change results. These aspects, as well as the inventory purposes (e.g.  
cartography, glaciology, and hydrology) should be taken into account when performing 
area  change  assessments.  This  implies  that  glacier  extents  should  not  be  compared 
without manual checking and if  possible, all data should be adjusted to the same base 
(divides,  debris,  rock  outcrops)  which can only  be  done  using  digitized and properly 
geocoded data sets.
Another challenge to assess glacier area changes is the case of  disintegrated glaciers. Here, 
the use of  drainage divides helps to sum up areas by assigning a common glacier ID to 
each entity in the same polygon (basin) and then to compare the value to the one from 
the (unsplit) DLG glacier extents. This is also how changes were calculated in Paper I.
Large deviations of  glacier extents are illustrated in Figure 7.2 with three examples where 
(A) indicates glaciers that have disappeared or were not mapped in the former inventory, 
(B) shows glacier front retreat and mismatches between the DLG and the DRG extents, 
and (C) highlights different interpretations in the accumulation region.
Unlike mass-balance and length changes, the link to climate forcing using glacier area 
change is less straightforward. Nevertheless, glacier area changes are interesting as they 
can be derived from remote sensing data on a global scale (e.g. DeBeer and Sharp 2009; 
Paul  and  Andreassen  2009b) and  because  they  reveal  the  large  variability  of  glacier 
reactions.  Glacier surface elevation changes can  also be  indirectly  observed from area 
change  with  the  emergence  of  rock  outcrops.  Thus,  area  changes  of  glaciers  are  a 
valuable source of  information for global scale climate-change impacts.
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7.3 Glacier length change
7.3.1 The flow line algorithm
The central flow line of  a glacier has a special meaning in the modelling community by 
interpreting it as a trajectory of  a particle. However, the term is not exclusively used by 
modellers. The term flow line has been used for decades by the glaciological community 
to describe and determine glacier length  (Müller  et al. 1977). Hence, introducing a new 
terminology (e.g. length vector lines or glacier medial lines) would be rather confusing. 
For example,  flow lines that have been used for dynamical  modelling (see  Oerlemans 
2001, p. 84, Fig. 8.1) are always located in the centre of  the ablation region (along the 
medial moraine) and thus do not follow the principles of  being a particle trajectory when 
starting  in  the  accumulation  area.  Hence,  the  flow  lines  modelled  by  the  algorithm 
presented here are very similar to those used by the modellers and their denomination 
should not be changed.
The Flow Line Algorithm (FLA) developed in this thesis (Le Bris and Paul, 2012) is based 
on a 2-D concept (glacier axis) using glacier outlines and a DEM. The algorithm generates 
flow lines automatically for a complete sample of  glaciers once the required input data are 
prepared correctly (e.g. points within the glacier outline marking the highest elevation). 
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Figure 7.2: Area change assessment
With these lines also created for the former extent (derived from the corrected DLG), 
assessment of  length change was performed for about 400 glaciers in western Alaska over 
the 1950’s-2007  period. 
The automatic determination of  length change is not straightforward and brings several 
challenges. A key point is the identification of  corresponding glaciers between the two 
inventories investigated. Over the 50 year time period investigated here (i.e. between the 
DLG and the new Alaskan glacier inventory), glaciers have experienced large geometric 
changes (e.g. new rock outcrops emerged, tributary glaciers split). As consequence, a clear 
identification  of  corresponding  glaciers  is  often  challenging  and  manual  selection  of  
suitable glaciers is required.  Figure 7.3 depicts an example of  a glacier that split  into 
several smaller glaciers. The separation of  tributaries (shown with a black arrow) implies 
that only one of  the new glaciers (from the new inventory) can be used for length change 
assessment.
Another challenge when performing  an  automatic length change assessment using the 
flow line algorithm is to get accurate starting positions. These points should refer to the 
same glacier in the two inventories. Their automated calculation is problematic as glacier 
outlines often not exactly match between two inventories (e.g. due to geolocation errors in 
steep mountain terrain, snow fields or visual interpretation). As the starting points must 
be located inside a common glacier extent of  the two inventories, a manual shift might be 
required. An illustration of  this issue is shown in Figure 7.4 where the upper part of  this 
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Figure 7.3:  Example of  glacier split into two smaller  
glaciers
glacier (yellow ellipse) is enlarged. The white arrow indicates the automatically derived 
highest point that has been manually slightly displaced to an overlapping area of  the two 
inventories. 
There are basically two possibilities to derive length changes: (i) difference of  the total 
length from two points in time and (ii) front variation only. (i) does not work as changes 
occurring at the surface of  glaciers (i.e. emergence of  rock outcrops) impact the trajectory 
of  the glacier flow and then its  representative line.  Length changes calculated for the 
Alaskan glaciers are obtained from a digital intersection between the flow lines derived 
from the DLG and the new inventory glacier outlines. They thus represent the glacier 
front variations (ii) rather than the change of  the complete length. A visual selection of  
suitable flow lines to assess length changes remains necessary. 
7.3.2 Accuracy
The measurement of  length changes from digital datasets comes with some uncertainties 
(e.g. geolocation, digitization) that can be assessed. To be significant, the changes must at  
least be larger than the pixel size of  the used raster data. Hence, with an assumed glacier 
recession of  about 5 to 10 m per year, a couple of  years between the datasets are required 
to detect changes. So the efficiency of  automated glacier length change determination 
depends  on  spatial  resolution  and  the  pace  of  glacier  retreat.  Uncertainty  in  the 
geolocation of  the outlines also needs to be taken into account as well as co-registration 
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Figure 7.4: Starting points from two inventories. The starting point for the  
FLA had to be shifted from its original position (arrow) to a new one that is  
located inside both outlines. 
errors between the compared raster data sets (Hall  et al. 2003). Following Williams et al. 
(1997), the uncertainty for a given spatial resolution is:
where E is the error of  measurement (pixel size) and n is the number of  measurements 
(the two components of  a pixel). Admitting a maximum manual precision of  one pixel 
when digitizing outlines (Berthier et al., 2010), this error is ±42 m for the new inventory 
and ±35 m in the case of  the DRG. For the purpose of  length change assessment we 
have to consider  these  two errors  plus  the co-registration error.   As these  errors  are 
independent, they are quadratically added. The overall uncertainty for these datasets is 
thus:
= ± 101 m
According  to  this  uncertainty,  only  length  changes  larger  than  this  value  should  be 
considered for change assessment.  Length changes observed in the study region range 
from -3 m to -6736 m. 4.7% of  them are too small to be considered significant and have  
to be disregarded.
7.4 Glacier elevation change
To better estimate the sea-level rise contribution of  western Alaskan glaciers, an analysis 
of  glacier-specific  elevation  changes  was  performed  (see  Paper  III).  Based  on  DEM 
differencing from two points in time and glacier outlines available for this region (as used 
by Berthier et al., 2010), glacier-specific elevation changes were calculated for more than 
3100  individual  glaciers  based  on  the  drainage  divides  derived  for  the  new  glacier 
inventory  (see  Paper  I).  A differentiation of  the  ice  volume loss  by  glacier  type  was 
achieved by marking them in the attribute table (i.e. land terminating, lake terminating and 
tide water glaciers). This differentiation also helps to assess the representativeness of  the 
two  benchmark  glaciers  with  long-term  mass  balance  measurements  (Gulkana  and 
Wolverine) for the land-terminating glaciers only and the entire region.
The mean changes (arithmetic mean of  individual mean elevation change values) are -0.24 
±0.44 m yr-1  for the land terminating, -0.63 ±0.40 m yr-1 for lake terminating and -0.64 
±0.66 m yr-1 for tide-water glaciers. For Gulkana and Wolverine glaciers the rates are -0.68 
and -0.60 m yr-1 respectively. Interestingly, these values reveal that both glaciers are more 
representative for the calving and tide water glaciers than for glaciers of  their own type 
(Fig. 7.5). However, the mean change for the entire region (when considering the overall 
changes and including all types of  glaciers in the statistical averaging) is -0.67 ±0.76 m yr-1 
which is close to the Gulkana and Wolverine glacier mass budgets. Columbia Glacier (in 




needs  to  be  excluded  when  the  impact  of  climate  change  for  the  region  should  be 
determined.  The  large  spatial  variability  of  mean  elevation  changes  across  the  entire 
region has no correlation with glacier size, mean slope, exposition, or mean elevation.
7.4.1 Discussion
The representativeness  of  glaciers  with long-term mass balance measurements  for  an 
entire region (e.g. Gulkana and Wolverine for Alaska) is a topic rarely discussed. This 
aspect  should nevertheless be assessed before extrapolating their  mass budgets to the 
considered  region  as  these  glaciers  usually  cover  a  different  elevation  range  and  are 
comparably smaller than the large valley glaciers that mainly contribute to sea-level rise 
(Fountain et al. 2009). Furthermore, this analysis demonstrates the importance of  treating 
glaciers separately (according to their types) to remove bias by excluding calving and tide 
water glaciers from computations.
We have not compared the cumulative mass balance of  Gulkana/Wolverine glaciers as 
measured  in  the  field  with  the  here-derived  geodetic  volume  changes  as  the  density  
required for  converting volume into mass  changes is  not known.  This  can give huge 
differences for glaciers that also had some mass gain during the observed period (e.g 
(Haug  et al. 2009). The geodetic method is based on a non-changing reference (i.e. the 
bedrock) when the glaciological method refers to the previous year’s surface (Elsberg et al. 
2001).  Furthermore,  the geodetic method also includes volume loss due to  basal  and 
internal melting which are not measured at the surface  (Zemp  et  al. 2009; e.g. Fischer 
2011). These elements can cause large deviations between the two methods. However, the 
analysis of  volume changes for the corrected and uncorrected glacier extents revealed 
little influence on the total change.
An  accurate  co-registration  between  the  DEMs  used  is  mandatory  before  elevation 
changes are calculated (e.g. Nuth and Kääb 2011). In the case of  Gulkana and Wolverine 
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Figure 7.5: Box plot of  mean elevation changes
glaciers the mean elevation changes were derived from differencing between the NED 
and the ASTER GDEM which is likely to be less accurate than the SPOT DEM used for 
the other regions. However, a comparison of  those two DEMs in flat terrain off-glaciers 
(with slopes less than 5°) did not reveal any systematic difference. The mean elevation 
difference was 2.60 m (± 21.62 m), revealing  that the ASTER GDEM is suitable to  
derive elevation change when the changes are large. Such a comparison is helpful to check 
for potential systematic errors and should always be done before  differencing between 
two DEMs.
If  glaciers with extreme behaviour are part of  a sample, they should be excluded for 
climate change impact assessment. This requires using drainage divides from an inventory, 
calculating glacier specific changes from zone statistics and assigning markers to specific 
glacier types (e.g. all calving glaciers) 
7.5 Outlook
7.5.1 Further possible developments of  the FLA
Paper II describes a new algorithm that has been developed in this thesis. Even though 
the resulting flow lines represent well the glacier length in both the scalar and the vector 
formats, some steps could be improved with further developments. They mainly concern 
the location of  the highest points (which is along with the lowest points the fundamental 
input  for  the  axis  concept),  the  densification  of  traverses,  the  influence  of  glacier 
tributaries  and  the  smoothness  of  the  vector  lines.  Furthermore,  creation  of  a  user 
interface is an important future development. Some more details on these specific aspects 
are described in the following:
Location of  the starting point
The starting point is a required input for the FLA. This point can be defined as being the 
highest point (such as in paper II), or also as the farthest point. An approach to use the 
latter as the starting point could be to determine the farthest point from the end point 
(lowest). In this case the resulting central flow line will likely be the longest rather than 
reaching the highest glacier elevation. However, up to now there is no algorithm available 
to automatically derive the location of  the farthest points, as the normally used upstream 
flow  routing  models  have  problems  with  convex  surfaces  (as  found  in  the  ablation 
region). A possibility could be to calculate straight distances from the lowest point to all 
summit points (vertices) found along the glacier outline and select the farthest one as a  
starting point. But this is computationally very expensive and could thus be a topic for 
further model development.
By setting the starting position to the highest point (which is easily computed with zonal  
statistic tools using the GIS), a longest flow line will  be computed in the majority of  
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cases. However, this might not be the case for a more complex glacier shape (e.g. with 
several  tributaries).  In the  end,  it  is  important  to be  clear  what  the flow line  should 
represent which, depending on the latter application, can be a subject of  debate. Our 
implementation with the highest elevation has the advantages of  being computationally 
very fast and that this point is likely the most stable in the context of  future climate  
change (i.e. further temperature increase). 
Densification of  the traverses
Results of  the FLA depend to some extent on the overall glacier shape. The algorithm 
performs well for a “normal” elongated valley glacier, but may fail to create the central 
flow line in the case of  very complex glacier geometries (e.g. with many tributaries and/or 
rock outcrops). In order to overcome this shortcoming and increase the percentage of  
flow lines obtained automatically, denser traverses along the glacier axis can be created. 
This will in turn create more middle points (see Fig. 2E in Paper II) and then give extra 
possibilities for the algorithm to find a way downwards. On the other hand, this will result 
in increasing the computation time, as the number of  internal points will proportionally 
grow. As a compromise, a conditional parameter depending, for example, on glacier size 
or slope can be introduced.
Smoothing parameter for glacier flow lines
For some large glaciers with complex geometry the modelled vector lines can follow a 
spurious sinusoidal way within the accumulation area.  This is due to the influence of  
glacier tributaries. Depending on the glacier axis orientation, traverses can be larger than 
the “mean” glacier width in some specific parts. Middle traverse points are then located 
off  the glacier centre. This effect tends to deflect the lines into the glacier tributary. To a 
large  extent  this  problem is  solved  in  a  post-processing  step  by  applying  the  Kernel 
(PAEK) algorithm (Bodansky et al. 2002) within the GIS software. However, this requires 
manual  intervention and thus  reduces  computational  efficiency.  To treat  these  special 
cases  and  avoid  case-by-case  manual  intervention,  further  developments  allowing 
implementing a smoothing parameter in the FLA are necessary. Possibilities to automate 
smoothing would be (i) to implement a size-dependent parameter, so that larger glaciers 
would receive a higher smoothing factor (e.g. 3000 m) without affecting smaller glaciers, 
or (ii) to have a second iteration using scan lines orthogonal to the initial central flow lines 
(I. Evans, pers. com.). 
Concave and convex surface of  glaciers
The surface of  a glacier depicted with digital elevation models usually has a concave (in 
the  accumulation  area)  or  convex  (in  the  ablation  area)  cross-valley  surface  profile. 
Consequently, water-routing algorithms have problems in generating suitable vector flow 
lines  reaching  the  terminus  and  are  very  dependent  on  DEM quality.  Though  water 
routing algorithms work well in accumulation areas, the lines are often deflected to the 
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lateral margin of  glaciers in the ablation region which is mainly due to the convex surface. 
Thus, the resulting vector lines can not be used to determine glacier length as they do not 
reach the glacier front.
7.5.2 Geomorphologic analysis and glacier change index
The morphological changes of  glaciers are strongly driven by climatic conditions as well 
as topographic properties and related climate forcing impacts on glaciers have already 
been  analyzed  (e.g.  Burrough  and  McDonnell,  1998;  Paul,  2007).  However, 
geomorphologic analysis of  glaciers are often based on either a limited number of  glaciers 
or a reduced number of  parameters. For example, Dyurgerov  et al. (2009) computed a 
glacier index based on the difference between two states of  the Accumulation Area Ratio 
(AAR) for 99 glaciers. In Haeberli and Hoelzle (1995), lengths of  the ablation area were 
empirically set as 0.5L0 and 0.75L0 for glaciers shorter and longer than 2 km, respectively 
(according to Müller, 1988). 
Thus, a relation of  the observed changes in length, area and volume with climatic data 
would  be  interesting,  but  has  not  been  performed  here.  The  relation  with 
geomorphometric properties would also be interesting, but revealed no correlations for 
individual parameters. Most promising might be to attempt it vice versa, derive climate 
parameters  from the  topographic  parameters  (e.g.  annual  precipitation  from mean  or 




The main purposes of  this thesis were (i) to create a glacier inventory for the western part 
of  Alaska which contributes to fill the existing gap in both the World Glacier Inventory 
and the Global Land Ice Measurements from Space (GLIMS) databases, (ii) to develop an 
automatic method to create central flow lines of  glaciers providing a length value, and (iii)  
to assess glacier changes. This chapter summarizes the main results obtained and the steps 
followed to achieve these goals.
8.1 Summary of  results
The conclusions summarized here are explained in detail  in Part II (Research papers). 
Main findings are linked to the research questions expressed in the introduction and are 
summarized here in a broader context:
What is the glacier area in Alaska?
▪ The new Alaskan glacier inventory compiled in this  study encompasses 5 
mountains  ranges  (Tordrillio,  Chigmit,  Fourpeaked,  Talkeetna  Chugach, 
North and South Kenai Peninsula) with 8827 glaciers larger than 0.02 km2 
being mapped. Their total area is 16,250 km2 with  glaciers larger than 100 
km2 representing 47% of  the total area but only 0.4% of  the total number. 
7627 glaciers (86%) are smaller than 1 km2 and they represent only 7.5% of  
the area.
96
▪ Topographic parameters were calculated for each glacier entity by a digital 
intersection between the glacier outlines and the drainage divides following 
Paul et al. (2009).
▪ The glaciers’ mean size is rather similar for five regions but slightly larger in 
Chugach and South Kenai Peninsula (2.6 and 2.3 km2).
▪ A spatial analysis reveals a strong increase of  glacier mean elevation from 
100  m at  the  coast  to  3000  ma.s.l.  towards  the  interior  of  Alaska.  This 
increase hints at strongly decreasing precipitation sums and might thus even 
be  used  as  a  proxy  to  derive  the  precipitation.  The  variation  of  mean 
elevation with aspect for each sub-region shows only a small dependence on 
this  factor  which indicates  that  precipitation,  rather  than radiation,  is  the 
main factor explaining this trend.
▪ A glacier area change analysis for a subsample of  347 glaciers shows a total 
loss of  23% of  the initial area (1948–1957). All glaciers in this subsample lost 
area and the relative area loss increases towards the smallest glaciers.
▪ The new Alaskan glacier inventory is available through the GLIMS website 
and part of  the new Randolph Glacier Inventory (RGI) that was heavily used 
to improve glacier-related calculations for the forthcoming 5th Assessment 
Report (AR5) of  the IPCC.
Can  glacier  specific  drainage  divides  be  derived  from  the  USGS  National  Elevation 
Dataset? 
▪ We performed a cross-comparison between the DEMs available for Alaska 
to find the most  suitable  DEM for  calculating the drainage divides.  This 
comparison revealed that the drainage divides are similar in all DEMs and 
that horizontal deviations are less than 100 m for distinct mountain ridges.
▪ Large shifts  of  the location (>1000 m) however,  are observed in the flat 
terrain of  accumulation areas. Those shifts likely result from more uncertain 
elevations in these regions that are due to the low contrast in optical imagery 
(e.g. Svoboda and Paul, 2009; Bolch et al. 2010).
▪ As the NED DEM performed slightly better than the GDEM (showing less 
unnatural  peaks  and sinks) and because  it  covers  the  entire  study  region 
(contrary to the SRTM), we decided to use this elevation dataset to derive 
drainage divides.
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Can Digital Line Graph (DLG) be used for area change assessment? 
▪ An overlay of  the DLG and DRG clearly revealed mismatches of  extents for 
several  glaciers  which  indicate  that  the  DLG  outlines  have  been  partly 
updated. Thus, the DLG outlines require adjustment.
▪ For the 347 glaciers selected for area change assessment a good agreement 
with the glacier extents visible on the DRG maps was manually checked. 
▪ About 400 glaciers were manually corrected according to the DRG maps to 
use them for determination of  glacier elevation changes. 
▪ A very valuable dataset for change assessment can be created from the DLG 
when the remainder of  the outlines are also corrected.
Why and how to create central flow lines of  glaciers automatically?
▪ Glacier length represents a key parameter in global glacier inventories. The 
scalar value itself  is key for numerous applications (e.g. deriving glacier mean 
thickness) and the vector representation of  a glacier flow line is an important 
input for modelling past and future climatic fluctuations (Oerlemans 2005;  
Leclercq et al. 2011) or changes in sea level (Oerlemans et al. 2007). 
▪ To create glacier central flow lines automatically, a new algorithm (FLA) was 
developed and written in an open source programming language (Python) 
using the GDAL-OGR (Geospatial Data Abstraction Library – Open source 
Geospatial  Resources)  library.  The  algorithm  is  thus  cross-platform 
compatible  and/or  software  independent.  It  only  requires  glacier  outlines 
(vector format) and a suitable DEM (raster format) as input data.
▪ The FLA algorithm was applied to 400 glaciers of  the new inventory and to 
the DLG to also derive length changes. Length values range from 1.1 km to 
44.5 km (for the new inventory) and the maximum length change value is 
-6.7 km (Hayes glacier).
▪ Results of  the FLA have been validated by comparison with results from 
manual  and multiple (three times)  digitizing of  flow lines  for 20 selected 
glaciers. For 17 out of  20 glaciers, the length values of  the FLA were close to 
the mean (±5%) of  the manual digitizations.
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How to derive glacier length changes automatically? 
▪ Although vector lines are correctly computed according to the glacier shapes 
and  DEMs,  the  ‘correct’  length  change  values  cannot  be  calculated  as  a 
difference  of  their  length  values.  This  is  mainly  due  to  strong  glacier 
geometry changes (e.g. emergence of  rock outcrops, separation of  glacier 
tributaries)  that  occurred  in  the  time  passed  (ca.  50  years).  Thus,  length 
changes  have  to  refer  to  the  front  variation  rather  than changes  in  total 
length.  This  value  is  calculated  by  digital  intersection  of  the  flow  lines 
obtained for the earlier glacier extents (DLG) with the outlines from the new 
inventory.
▪ A comparison between length changes computed and based on the FLA 
(ΔL)  and the Euclidian distance between the glacier  terminus points  (δL) 
allows  the  identification  of  glaciers  that  have  to  be  checked  before 
consideration. In fact, when δL is larger than ΔL it means that something has 
strongly changed for one of  the line. 
▪ A correlation of  the length change values with other topographic parameters 
(e.g. mean slope or mean elevation) has not been found.
How to upscale mass balance measurements from Gulkana and Wolverine glaciers to the 
entire region and how to eliminate Columbia glacier from the calculation?
▪ Before  extrapolation  of  the  available  mass  balance  measurements  to  the 
entire region can be made, an evaluation of  the representativeness of  these 
two  glaciers  for  the  region  is  required.  This  evaluation  was  achieved  by 
differencing  two  digital  elevation  models  (DEMs)  that  are  temporally 
separated (by a few decades),  and masking them with glacier extents (e.g. 
Berthier et al. 2010). The resulting Δh/Δt raster maps were used to perform a 
glacier-specific elevation change assessment for a sample of  3180 glaciers in 
western Alaska.
▪ A proper determination of  the representativeness of  Gulkana and Wolverine 
glaciers requires that glacier types are treated separately (i.e. land-terminating, 
lake-terminating  and  tide-water  glaciers)  using  the  outlines  of  the  new  
inventory and manually assigning a type in the attribute table. The changes of  
the individual glaciers according to their type are then assessed.
▪ Comparison  of  the  mean  elevation  changes  of  Gulkana  and  Wolverine 
glaciers (-0.7 and -0.6 m yr-1) to the mean values of  the three glacier types 
clearly  reveals  that  only  the  tide-water  and lake  terminating  glaciers  have 
similarly negative values. In other words, these glaciers are not representative 
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for their own type, but provide a correct mean value when all glaciers are 
considered.
▪ Extrapolation of  the mean elevation changes from Gulkana and Wolverine 
glaciers  would overestimate the loss  of  other  land-terminating glaciers  by 
factors of  2.5 (for Wolverine) and 2.9 (for Gulkana).
8.2 Main contributions and conclusion
Changes  of  glaciers  and  ice  caps  are  among  the  best  indicators  for  ongoing  climate 
change. Additionally, their presence itself  is related to specific climatic conditions that can 
be  determined  from  glacier  inventory  data.  Glaciers  located  in  Alaska  constitute  a 
substantial fraction of  the total area covered by glaciers on Earth and they have already 
contributed  significantly  to  the  observed  global  sea-level  rise  (e.g.  Arendt  et  al. 2006; 
VanLooy et al. 2006). However, a more precise estimation of  their past changes in length, 
area and volume would help to better understand their response to climate forcing. The 
here derived datasets (inventory and changes)  thus fill  a key gap in the related recent 
calculations (e.g. Radić and Hock 2010). Combined with the here developed new method 
to derive glacier length and length changes more or less automatically (input data have to 
be prepared beforehand), the datasets and methods presented in this thesis provide an 
important step forward towards a much better understanding of  ongoing and calculation 
of  past and future glacier changes. 
In this regard, the ESA GlobGlacier project (Paul and others, 2009) has made a significant 
contribution to the international effort to globally map glaciers and ice caps according to 
Tier 5 of  the Global Terrestrial Network for Glaciers (GTN-G). A special emphasis was 
on selected key regions with poor coverage and/or even with large gaps in the glacier 
databases, for instance the World Glacier Inventory (WGI; WGMS, 1989) and the Global 
Land Ice Measurements from Space (GLIMS; Raup et al. 2007) database. With these gaps 
being closed recently also on a global scale thanks to a special effort by the community 
(Arendt  et al. 2012), a globally complete glacier inventory could be prepared in time for 
the IPCC report.
Although methodologies and techniques to automatically map glaciers and ice caps have 
already existed for at least  a decade  (Paul  et  al. 2002), it  is surprising to see the large 
number of  studies still  using manual  digitization.  For large glacier samples and entire 
mountain  ranges  glacier  mapping  as  well  as  change  assessment  should  be  based  on 
automatic  processing  with  manual  editing  (e.g  lakes,  debris-cover  and  shadow)  to  be 
applied only in the post-processing stage. In this regard, automatic tools remain an urgent 
objective facilitating production of  accurate glacier extent information over large regions 
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ABSTRACT. Glacier inventories provide the baseline data to perform climate-change impact assessment
on a regional scale in a consistent and spatially representative manner. In particular, a more accurate
calculation of the current and future contribution to global sea-level rise from heavily glacierized regions
such as Alaska is much needed. We present a new glacier inventory for a large part of western Alaska
(including Kenai Peninsula and the Tordrillo, Chigmit and Chugach mountains), derived from nine
Landsat Thematic Mapper scenes acquired between 2005 and 2009 using well-established automated
glacier-mapping techniques (band ratio). Because many glaciers are covered by optically thick debris or
volcanic ash and partly calve into water, outlines weremanually edited in these wrongly classified regions
during post-processing. In total wemapped8830 glaciers (>0.02 km2) with a total area of16250 km2.
Large parts of the area (47%) are covered by a few (31) large (>100 km2) glaciers, while glaciers less than
1 km2 constitute only 7.5% of the total area but 86% of the total number. We found a strong dependence
of mean glacier elevation on distance from the ocean and only aweak one on aspect. Glacier area changes
were calculated for a subset of 347 selected glaciers by comparison with the Digital Line Graph outlines
from the US Geological Survey. The overall shrinkage was 23% between 1948–57 and 2005–09.
1. INTRODUCTION
In response to global temperature increase, glaciers located
in Alaska, as in almost every region of the world, have
shown a strong retreat since their Little Ice Age maximum
extent, with a more pronounced acceleration during the last
decades of the 20th century (Molnia, 2007; WGMS, 2008).
To better understand and model the response of glaciers to
climate change, global inventories in a digital format are
required (e.g. Beedle and others, 2008; Radic´ and Hock,
2010). In the case of Alaska, the main purpose of an
inventory is better quantification of the glacier melt contri-
bution to global sea-level rise (e.g. Kaser and others, 2006;
Berthier and others, 2010), as well as the modeling of future
changes in water resources (Zhang and others, 2007).
As a contribution to the European Space Agency (ESA)
GlobGlacier project (Paul and others, 2009), this study
focuses on the generation of accurate glacier inventory data
from nine Landsat Thematic Mapper (TM) scenes acquired
between 2005 and 2009 for a region with previously poor
coverage (from the Chugach to the Chigmit Mountains) in
both the World Glacier Inventory (WGI; WGMS, 1989) and
the Global Land Ice Measurements from Space (GLIMS)
glacier database (Raup and others, 2007). In a previous
study, Manley (2008) stressed the importance of putting
effort into creating a glacier inventory from already available
data compiled by the US Geological Survey (USGS) in the
1950s for the eastern part of the Alaska Range. We have thus
decided to use the digitally available version of this earlier
glacier survey to assess mean decadal changes in glacier
size for a subset of selected glaciers. The new dataset is
available through the GLIMS website (www.glims.org).
2. STUDY REGION AND INPUT DATA
2.1. Study region
The study region is situated around the Gulf of Alaska (Fig. 1),
with glaciers ranging in altitude from sea level up to
4000ma.s.l. To provide a more regionalized assessment of
glacier inventory data, the region was divided into seven sub-
regions: (1) Tordrillo Mountains, (2) Chigmit Mountains,
(3) Fourpeaked Mountain, (4 and 5) south and north Kenai
Mountains, (6) Chugach Mountains and (7) Talkeetna
Mountains. While the Tordrillo Mountains are situated in
the southern part of the Alaska Range, the Chigmit Mountains
and Fourpeaked Mountain are also considered to belong to
the Aleutian Range and extend south of the Tordrillo
Mountains to Kamishak Bay. There are several thousand
glaciers in these mountain ranges, representing a large
variety of glacier types from small cirques to large valley
glaciers with multiple basins (Denton and Field, 1975).
Several of the glaciers are classified as surge-type (e.g. Hayes
and Harpoon Glaciers) and some of them cover volcanoes
(e.g. Crater Glacier on Mount Spurr (3374ma.s.l.)).
The Kenai Mountains are located on the Kenai Peninsula
between Cook Inlet and the Gulf of Alaska. The maximum
elevation of glaciers here is 2000ma.s.l., and the three
main ice masses are the Sargent and Harding ice fields and
an unnamed ice cap. The part of the Chugach Mountains
considered here is bounded on the east by the Copper River
and on the west by the Knik Arm. Together, these mountain
ranges contain about one-third of the glacierized area of
Alaska (Post and Meier, 1980). Many large glaciers (e.g.
Harvard, Yale, Columbia, Shoup and Valdez glaciers) are of
tidewater type and drain into northern Prince William
Sound. In the west, until 1966, Knik Glacier dammed the
outflow from Lake George, resulting in nearly annual
glacier-outburst floods (Post and Mayo, 1971). The Talkeetna
Mountains are the final region surveyed in this study. They
are located north of the Matanuska River and north of the
Chugach Mountains. Many peaks are higher than 2000m
a.s.l., with a maximum elevation of 2550ma.s.l. As the
entire study region includes glaciers of all types, with highly
variable elevation ranges and locations (from the coast to the
interior), different climatic regimes and responses to climate
change can be expected.
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In general, the study region experiences a predominantly
maritime climate near the coast and a more continental
climate further inland (e.g. http://climate.gi.alaska.edu). In
the maritime region, mountain ranges act as a barrier for the
westerlies, resulting in high amounts of annual precipitation
along the coast of the Gulf of Alaska and frequent cloud
cover. Clouds and frequent seasonal snowfields consider-
ably decrease the number of useful satellite scenes in this
region, so the inventory data refer to a 5 year period.
2.2. Input data
We analyzed all Landsat scenes from 1999 to 2009 that are
freely available in the glovis.usgs.gov archive and processed
to the standard terrain correction (level 1T). We selected ten
of them covering our study region (Fig. 1; Table 1).
Scene B (Enhanced TM Plus (ETM+) from 2002) was
processed at the beginning of the study, though it had
considerable amounts of seasonal snow hiding several
glacier boundaries. When two scenes from 2009 (A and C)
with much better snow conditions became available we
decided to use these for the Chugach Mountains inventory.
For the western Alaska Range (scenes 72-17), we
combined two scenes. The scene from 2005 (I) had much
better snow conditions (particularly in the accumulation
region), but the lower part of most low-lying glacier tongues
was barely visible due to a dense layer of fog and/or smog
from fire. The lower glacier parts were hence derived from
the 2007 scene (J), in large part by manual digitization of the
debris-covered tongues.
A digital elevation model (DEM) is required to calculate
topographic glacier parameters (e.g. minimum, mean and
maximum elevation, mean slope and mean aspect) and to
perform hydrological analysis (watersheds) for determin-
ation of drainage divides to separate contiguous ice masses
into individual glaciers (e.g. Schiefer and others, 2008;
Bolch and others, 2010b). For the study region, we used the
Advanced Spaceborne Thermal Emission and Reflection
Fig. 1. Location map showing the footprint of the ten Landsat scenes originally analyzed in this study (red squares, where the red letters refer
to the scene IDs). The sub-regions are delimited by dashed polygons, with the numbers referring to the IDs (see Tables 1 and 3), and glaciers
are in light blue. The location of the study region in Alaska, USA, is shown in the inset.
Table 1. List of the Landsat scenes used in the glacier inventory of
western Alaska (source: http://glovis.usgs.gov). See Figure 1 for
location of footprints; scene B was finally not used
ID Type Path Row Date
A Landsat 5 TM 66 17 6 Sep 2009
B Landsat 7 ETM+ 67 17 1 Aug 2002
C Landsat 5 TM 68 17 3 Aug 2009
D Landsat 5 TM 68 18 12 Sep 2006
E Landsat 5 TM 69 18 9 Jul 2009
F Landsat 5 TM 70 17 28 Aug 2007
G Landsat 5 TM 70 18 28 Aug 2007
H Landsat 5 TM 71 19 14 Sep 2005
I Landsat 5 TM 72 17 20 Aug 2005
J Landsat 5 TM 72 17 26 Aug 2007
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Radiometer (ASTER) global DEM (GDEM) and the USGS
National Elevation Dataset (NED), both with a spatial
resolution of 30m, and for part of the region (south of
608N) the Shuttle Radar Topography Mission (SRTM)
C-band DEM with resolutions of 100 (30m, SRTM-1) and
300 (90m, SRTM-3). The SRTM DEM is known for its
accuracy, with a mean deviation from a reference dataset of
315m (Berry and others, 2007). However, it is less
accurate in the rough terrain of high mountains, with
typical problems of synthetic aperture radar (SAR)-derived
DEMs (radar shadow, layover, foreshortening) causing data
voids. We thus use the seamless SRTM DEM from the
Consultative Group for International Agriculture Research
(CGIAR), version 4, where these voids were filled with
additional elevation information (http://srtm.csi.cgiar.org). A
study comparing SRTM-1 data with NED data in the USA
revealed slightly higher accuracy of the SRTM-1 DEM in
both the horizontal and vertical directions (Smith and
Sandwell, 2003).
The GDEM can be of good accuracy (Hayakawa and
others, 2008) but has inaccuracies mainly in regions of steep
slopes and snow, due to missing contrast (Frey and Paul,
unpublished information), and contains artifacts like local
bumps and pits (depressions) which are typical for ASTER-
derived DEMs (Ka¨a¨b and others, 2003; Toutin, 2008).
However, these artifacts were not a problem for this study.
Due to its northern limitation (608N), the SRTM DEM was
available only for the southern part of the Kenai Peninsula,
while the NED and the GDEM cover the entire region.
Several tiles of both DEMs were downloaded, mosaicked
and reprojected to Universal Transverse Mercator (UTM)
zone 5 and bilinearly interpolated to 30m cell size.
Hillshades were created for all three DEMs to better
recognize artifacts. While the NED refers to the contour
lines of the related topographic maps from the 1950s, the
GDEM was created from all available scenes in the ASTER
archive acquired between 1999 and 2007. Hence, the
topography in the GDEM fits much better to the acquisition
period of the Landsat data (Table 1) and was therefore used
to calculate minimum glacier elevation.
The Digital Line Graph (DLG) dataset was utilized to
calculate changes in glacier size (see section 3.3). This
earlier glacier mapping was compiled by the USGS from the
1 : 63 360-scale 1500 topographic quadrangle maps. Because
the DLG has been partly updated compared to the Digital
Raster Graph (DRG), we only selected glaciers with a good
coincidence of the outlines. The DRGs are a scan of the
topographic maps that were created from vertical aerial
photographs (1948–57) by stereophotogrammetric tech-
niques. For glacier identification we used this DRG dataset
from the USGS, the Geographic Names Information Service
(GNIS) which is also available in a digital format (http://
geonames.usgs.gov/), the Alaska atlas and gazetteer (De-
Lorme, 2004) and the recently published Alaska volume of




We use automated mapping as the basic method and only
edit regions with wrong classification. The glacier-mapping
technique is the well-established semi-automated band ratio
method (TM3/TM5) with manual threshold selection (e.g.
Paul and Ka¨a¨b, 2005). This method is based on the specific
spectral reflectance properties of snow and ice compared
with other terrain. While reflectance of glacier ice and snow
in band TM3 (red) is comparably high (with possible sensor
saturation over fresh snow), it is very low in band TM5
(shortwave infrared (SWIR)). These spectral differences make
the TM3/TM5 ratio very efficient at discriminating glaciers
from other terrain. Further advantages of the technique are
its reproducibility and consistency for an entire region, and
its accuracy for clean to slightly dirty glacier ice (e.g. Albert,
2002; Paul and others, 2003; Andreassen and others, 2008;
Bolch and others, 2010a). However, manual corrections are
still needed, in particular for debris-covered ice, calving
glacier termini and water surfaces. Applying an additional
threshold in band TM1 (blue) improves the classification in
cast shadow (Paul and Ka¨a¨b, 2005). Before outlines are
edited, a noise filter (low pass 3 3 median filter) is applied
to remove isolated snowpatches and to close local gaps. The
classified map is then converted to vector format and
imported by Geographic Information System (GIS) software.
In a post-processing step, the necessary corrections for
clouds, shadow, debris cover and water bodies are applied.
To facilitate the interpretation, false-color composite images
(e.g. with bands 5, 4 and 3 as red, green and blue) are used
in the background. Higher spatial resolution data (e.g. aerial
photographs, high-resolution imagery such as from Quick-
Bird and IKONOS in Google EarthTM) are also utilized for
interpretation of selected glaciers when available. In
Figure 2, we show the automatically derived and the
corrected glacier outlines for a subset of the Chugach
Mountains region. Some critical regions (e.g. debris-cover or
water surfaces) are highlighted by circles.
Fig. 2. Raw classification result from the algorithm (black) and
manually corrected outlines (yellow) for a small region in the
Chugach Mountains (scene A). Circles denote examples of mis-
classification of water bodies and non-classification of the debris-
covered glaciers. A false-color composite (bands 432 as RGB) of the
respective Landsat scene is displayed in the background.
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In the case of the eastern part of the Chugach
Mountains, we first processed the Landsat ETM+ scene
from 2002, but later two scenes from 2009 with much
better snow conditions became available. As a simple
update of the previously mapped extent by digital combin-
ation of the 2002 and 2009 outlines was not practical, we
completely reprocessed the outlines for this region with the
latest imagery.
3.2. Drainage divides
One of the main outcomes of a glacier inventory is a
comprehensive set of topographic parameters for each
glacier entity (Paul and others, 2009). A DEM allows us to
create the drainage divides required to clip the contiguous
ice masses into individual glaciers (e.g. Manley, 2008;
Schiefer and others, 2008; Bolch and others, 2010b).
To find the most suitable DEM for calculating the divides,
we compared the performance of all four DEMs with each
other. In all DEMs the sinks were removed and they were
smoothed with a 33 median filter to minimize the effect of
possible outliers. Then we applied the approach of Bolch
and others (2010b) to calculate the divides from the DEMs.
For this purpose, a 1 km buffer is created around all glaciers
to constrain the hydrological calculations to this buffer. As
this method can generate many artificial and very small
polygons in the ablation area, these were selected with a
spatial query tool and removed. The resulting drainage
divides are similar in all DEMs for distinct mountain ridges
(deviation <100m), although the coarser resolution of the
SRTM-3 DEM is recognizable (Fig. 3). Large shifts of the
location (>1000m) are observed in the flat terrain of the
accumulation areas where low contrast in the optical
imagery can introduce errors in the DEM (e.g. Svoboda
and Paul, 2009; Bolch and others, 2010a). Divides derived
by SRTM-1 and SRTM-3 DEMs seemed to be most realistic
when visually compared with the satellite data. Larger
deviations of the basins as calculated from the GDEM could
be attributed to unnatural peaks and sinks which commonly
occur in the GDEM (Fig. 3) and which can show a deviation
of >25m compared to the SRTM DEMs (Frey and Paul,
unpublished information). In most cases, the ice divides
varied by <500m in the accumulation regions. We finally
selected the NED DEM because it covered the entire study
region and performed slightly better than the GDEM.
Visual inspection was used to further improve the
resulting divides, especially in the accumulation area where
anomalies in the NED DEM also occur. A hillshade raster, a
flow direction grid, topographic maps and false-color
composites are used additionally for this purpose. After
intersection of the drainage divides with the glacier outlines,
topographic glacier inventory parameters were calculated
for each glacier entity from the NED DEM following Paul
and others (2009). As mentioned above, minimum elevation
was derived from the ASTER GDEM.
3.3. Change assessment
To use the glacier outlines from the DLG for calculation of
size changes, we first adjusted the drainage divides created
for the glacier inventory to the DLG outlines and then used
them to separate the contiguous ice masses. We then
manually selected a subset of 347 glaciers in the seven sub-
regions that are suitable to assess area changes. To be
suitable, the glaciers in both datasets must be clearly
identifiable, which is often not the case (see section 5.2).
Because the large glaciers are often calving (in lakes) or are
of tidewater type, the resulting selection contains relatively
‘smaller’ glaciers, the largest one being 68 km2. For most of
the glaciers, the dates to which the DLG outlines refer were
obtained from Berthier and others (2010) or directly from the
USGS 1 : 63 000 topographic maps. Because the available
DLG outlines have been partly updated, we visually
controlled that the selected glaciers were in good agreement
with the extents visible on the map (DRG). We are aware
that the DLG outlines come with some (maybe systematic)
uncertainty, but we think it is worth using them in this study
as also recommended by Manley (2008).
4. RESULTS
The glacier inventory of western Alaska includes 8827
glaciers larger than 0.02 km2 and covers a total area of
16 250 km2 (Table 2). The 31 (0.4%) glaciers larger than
100 km2 account for 47% of the total area, while the 7627
glaciers (86%) smaller than 1 km2 account for only 7.5% of
the area. These percentages vary with the specific mountain
range analyzed, but the general picture is similar in all
Fig. 3. Comparison of drainage divides derived from the four
different DEMs where the background is a shaded relief of the
USGS NED.
Table 2. Summary of glacier count and area value per size class for
the entire dataset
Size class Count % by number Area % by area
km2 km2
<0.1 4701 53.3 211.1 1.3
0.1–0.5 2240 25.4 520.1 3.2
0.5–1 686 7.8 487.7 3.0
1–5 856 9.7 1874 11.5
5–10 132 1.5 876 5.4
10–50 160 1.8 3236 19.9
50–100 21 0.2 1444 8.9
>100 31 0.4 7601.1 46.8
Total 8827 100.0 16 250 100.0
Le Bris and others: New glacier inventory for western Alaska138
regions. The strong contrast in the number and size
contribution is visualized for the Chugach Mountains in
Figure 4. The largest glaciers are also located in this region,
but some are also found in the Kenai Peninsula and the
Tordrillo Mountains (Table 3). This table also provides
selected parameters from the inventory for the ten largest
glaciers. Three of these huge glaciers are land-terminating,
while seven are calving into lakes or the ocean. In Table 4
the number and area covered for the seven sub-regions is
listed along with the mean glacier size in each region. While
four regions have an ice cover between 1900 and 2700 km2,
that in the Chugach Mountains region is nearly 6500 km2,
while in the two smallest regions (Fourpeaked Mountain and
Talkeetna Mountains) it is 340 km2. On the other hand, the
mean size of the glaciers in each region is similar for five
regions (1.1–1.8 km2) and only slightly larger for the south
Kenai Peninsula and the Chugach Mountains (2.3 and
2.6 km2). This indicates that a region with comparably large
glaciers is always accompanied by a proportionally higher
number of small glaciers.
Figure 5 shows the area–elevation distribution for the
seven sub-regions with 100m binning. While most (84%) of
the ice is located between 600 and 2000ma.s.l., the glaciers
in the Chugach Mountains have an elevation range from sea
level to almost 4000m. The much higher mean elevation of
the glaciers in the more continental regions, Tordrillo and
Talkeetna, is clearly visible. The different curves thus reflect
the differences in the topoclimatic conditions.
Mean elevation of a glacier can be seen as a proxy for the
equilibrium-line altitude (ELA) that represents balanced-
budget conditions (e.g. Braithwaite and Raper, 2009). It is
also a proxy for the climatic conditions in a region,
Fig. 4. Color-coded illustration of the glacier size distribution in the Chugach Mountains. Thick lines represent the basins.
Table 3. The ten largest glaciers in the study region (sorted by size) with some topographic parameters
No. Glacier name Sub-region Area Year Mean elevation Mean slope Mean aspect
km2 m 8 8 east of north
1 Columbia Chugach Mtns 945.4 2009 1426 10.4 279.8
2 Harvard Chugach Mtns 528.2 2009 1821 18.9 290.3
3 Knik Chugach Mtns 441.5 2009 1599 8.8 1.5
4 Chenega North Kenai Peninsula 392.2 2006 1005 7.4 94.1
5 Tazlina Chugach Mtns 384.7 2009 1510 6.3 23.8
6 Nelchina Chugach Mtns 337.6 2009 1781 9.7 30.5
7 Tustumena South Kenai Peninsula 336.5 2006 1202 5.3 10.4
8 Triumvirate Tordrillo Mtns 333.2 2007 1533 11.2 147.6
9 Matanuska Chugach Mtns 319.1 2009 1961 12.0 29.4
10 Blockade Chugach Mtns 256.0 2007 1291 8.2 86.4
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especially precipitation amounts. The spatial analysis of this
parameter reveals a strong increase from 100m at the
coast to 3000ma.s.l. in the interior (Fig. 6). To give this
visual interpretation more weight, we defined an arbitrary
point in the Gulf of Alaska that is located at the end of two
sector lines enclosing the region (753200, 655100; World
Geodetic System 1984 (WGS84) UTM zone 5N), and
calculated the distance from each glacier to this point. A
linear regression yields a high correlation (R2 = 0.91; signifi-
cance level (p value) 0.003) between this distance (100-
500 km) and the mean elevation (1000 to nearly 2000m).
This regional trend has of course a high local variability,
indicating that changes in temperature and/or precipitation
will affect each glacier differently. We have also analyzed
the variation of mean elevation with aspect sector for each
sub-region (Fig. 7). Apart from the already described
increase of mean elevation with distance from the coast,
the graph reveals only a small variability with aspect sector
(in the mean) in each region, indicating little dependency on
this factor. This suggests that the precipitation regime has a
much stronger influence on mean elevation in this region
than received radiation, at least for the overall trend. On a
more regional scale, glacier aspect can also have a more
dominant influence on mean elevation (Evans, 2006).
In Figure 8 the relative change in glacier area per decade
versus glacier size is illustrated for the subsample of
Table 4. Summary of glacier value per sub-region. Region names
are from DeLorme (2004)
Region ID Region name Count Area Mean size
km2 km2
1 Tordrillo Mtns 1672 1998.4 1.2
2 Chigmit Mtns 1971 2778.0 1.4
3 Fourpeaked Mtn 280 329.4 1.2
4 South Kenai Peninsula 1051 2408.3 2.3
5 North Kenai Peninsula 1079 1900.9 1.8
6 Chugach Mtns 2466 6491.8 2.6
7 Talkeetna Mtns 308 343.1 1.1
Fig. 5. Glacier area–elevation distribution (hypsography) for the
seven sub-regions (see Fig. 1 for location) with 100m binning.
Fig. 6. Spatial variability of mean elevation with size for glaciers larger than 5 km2 over the entire study region. Glaciers are in light grey, and
in the background is a shaded relief from the USGS NED. Weather stations are located with black square dots.
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347 selected glaciers. As for several other regions where
such analysis has been performed (e.g. for the western
Canadian glaciers by Bolch and others, 2010b), a large
variability of the changes is found, with an increase in
scatter and an increasing relative area loss towards the
smallest glaciers. All glaciers in this subsample lost area; the
calculated total loss represents 23% of the initial area
(1948–57). (See section 5.2 for discussion of potential
uncertainties.) This area loss is in good agreement with the
changes found by Barrand and Sharp (2010) for Yukon
(Canada) glaciers. However, it must be noted that the size-
class distribution might be different in our sample, making
the two samples less comparable.
5. DISCUSSION
5.1. Glacier inventory data
Because of the importance of Alaskan glaciers for global sea-
level rise (e.g. Kaser and others, 2006; Radic´ and Hock,
2010), most of the recent studies on glacier change in Alaska
focus on changes in glacier volume, either for selected
glaciers (e.g. Arendt and others, 2006; Muskett and others,
2009) or entire mountain ranges (e.g. VanLooy and others,
2006; Berthier and others, 2010). Several of these studies
could not exclude certain types of glaciers (e.g. calving or
surging) from the analysis to better assess the impact of
climate change on mass balance, as outlines of individual
glaciers in this region have not been available so far.
Moreover, Kaser and others (2006) highlighted the diffi-
culties of determining the mass balance for an entire
mountain range from direct measurements of a few selected
and often comparably small glaciers. This is only possible
when the representativeness of the measurements for the
entire region is clear (e.g. Paul and Haeberli, 2008; Fountain
and others, 2009). With the outlines now available, we hope
that these glacier-specific changes can be calculated.
Though we would have preferred to have all satellite
scenes used for the inventory acquired within 1 year (at best)
or a few years, we decided to use only the scenes with the
best snow conditions (Table 1), in order to minimize the
workload and error for manual corrections due to seasonal
snow (e.g. Paul and Andreassen, 2009). In the resulting
5 year period, some glaciers (e.g. Columbia Glacier) have
shown considerable changes in extent. However, for each
glacier outline, the acquisition date is given in the attribute
table, so a proper reference for change assessment can be
made. This is of particular importance when dates for the
comparison dataset also vary strongly (e.g. Andreassen and
others, 2008).
Apart from debris-covered small glaciers or those with an
unclear transition to creeping permafrost bodies, the manual
correction of the outlines was generally straightforward. This
is due to the comparably good contrast of the debris-covered
parts with surrounding terrain that results from the low solar
elevation at high latitudes. We are aware that the manually
corrected outlines of individual (in particular, small) glaciers
might have larger errors, but based on previous studies that
have determined the accuracy of the outlines (e.g. Paul and
others, 2003; Andreassen and others, 2008) we are
confident that for most glaciers the accuracy of the derived
area is better than 5%. This does not, however, include
differences due to a different interpretation of a glacier entity
as a whole (e.g. position of drainage divides, tributaries,
attached snowfields). For example, in several cases we may
have included perennial snowfields in the inventory, as no
bare ice was visible on the satellite images. This is a
common problem in all inventories (e.g. DeBeer and Sharp,
2009; Paul and Andreassen, 2009), but these elements can
be marked in the attribute table (Paul and others, 2009).
Considering the workload involved in editing the auto-
matically derived outlines, we strongly recommend using
automated methods for the initial mapping. This also helps
to cover the entire sample of glaciers in a region and to
create a consistent and reproducible dataset (Svoboda and
Paul, 2009). During manual editing, an inconsistent inter-
pretation and certain degree of generalization is applied, i.e.
the same spectral properties of a pixel are always interpreted
differently. Though this might not have a large influence on
the total area of a glacier, overlays of multiple manual
digitizations of the same glacier by the same person revealed
a considerable variability (1 pixel) of the outline position.
Comparing outline overlays from several analysts reveals an
even higher variability (2 pixels or more), i.e. the digitized
extent is not reproducible (GlobGlacier, http://www.
globglacier.ch/docs/globgl_deliv7.pdf).
The strong dependence of glacier mean elevation on
distance from an arbitrarily chosen point in the ocean is very
promising for establishing simple parameterization of either
ELA or precipitation in high mountain regions. There is
virtually no influence of mean glacier aspect sector on mean
elevation within a mountain range (Fig. 7), so compared
Fig. 7. Mean elevation as a function of aspect for each sub-region.
(See Table 4 for region.)
Fig. 8. Glacier shrinkage as a function of initial glacier area
(1951–57) for a subset of 347 glaciers.
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with other regions of the world the influence of reduced
global radiation receipts for northerly-exposed glaciers is
strongly reduced here (Evans, 2006). We assume that this
observation can be explained by the influence of the high
annual precipitation amounts on the glacier location as well
as by the multi-basin origin of many glaciers which often
causes differences in the mean aspect of the entire glacier
compared to the ablation region.
5.2. Area change assessment
To calculate area changes, we manually selected a sample
of 347 glaciers, as we found several ambiguities between
the DLG outlines and our new inventory (Fig. 9). The
example in Figure 9 shows that the DLG outlines do not
always match the glacier-covered area on the topographic
maps, which implies that they must have been updated
somehow. Apart from normal retreat with separation of
tributaries, we see glaciers that have been mapped in the
DLG but not in our inventory (and vice versa in other
regions). This could mean that (1) the glacier has disap-
peared, (2) we failed to map the glacier because of
complete debris cover, or (3) in the DLG, seasonal snow
was mapped. Hence, despite changes being clearly visible,
the outlines of the DLG can rarely be used for automated
change assessment. Also for the manual selection performed
here, the error bounds are likely large, as cartographers and
glaciologists can have different perceptions of what a glacier
is, and the ‘truth’ can be a matter of debate, even in the
field. For the manual selection used here, these cases can be
largely excluded so that our estimate of the relative area loss
is probably a lower bound.
Though the link between glacier area change and climate
change is less straightforward than for mass-balance or
length changes, there are also a number of benefits in
assessing the former. Area changes can best be derived from
satellite sensors and have thus been determined for many
regions of the world. This provides interesting insights into
the highly variable behavior of glaciers in different regions
(e.g. DeBeer and Sharp, 2009; Paul and Andreassen, 2009).
They also provide evidence for changes in surface elevation,
for example when area is shrinking along the entire
perimeter or new rock outcrops appear (e.g. Paul and
others, 2007). When this occurs in the accumulation region,
the glacier will likely disappear (Pelto, 2010). Area changes
of glaciers are thus a valuable proxy for climate-change
impact assessment on a global scale.
6. CONCLUSIONS
We have presented a new satellite-derived glacier inventory
of western Alaska based on nine scenes from Landsat TM
acquired between 2005 and 2009. This 5 year period is
required because of frequent clouds and seasonal snow on
most scenes in the USGS archive. The mapped 8827 glaciers
larger than 0.02 km2 cover an area of 16 250 km2, a few of
them (31) being >100 km2 and most (86% by number) being
<1 km2. We found a strong relationship between glacier
mean elevation and the distance from the ocean, which is
related to the decreasing amount of precipitation inland.
We used the band ratio method (TM3/TM5) with a
threshold to automatically map all glaciers in the region.
Misclassified lakes or water bodies and the omitted debris-
covered parts of glaciers were manually corrected. Drainage
divides derived from the NED DEM allowed us to derive
watersheds and obtain individual glacier entities and topo-
graphic inventory parameters. Because of large changes in
the ablation zones, the parameter minimum elevation was
calculated from the more recent ASTER GDEM. For a
selection of 347 glaciers we found an overall recession of
23% (by area) between the 1948–57 (DLG) and 2005–09
(Landsat) epochs. Due to several omission and commission
errors between the two datasets, a more detailed analysis of
the DLG is required before it can be used for further change
analyses. In forthcoming studies, we will use the glacier
inventory dataset derived here to assess glacier-specific
changes. All inventory data are made available in the GLIMS
glacier database to enable their use in the required
additional studies and assessments.
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Fig. 9. Illustration of glacier recession in the Valdez district, southern
Chugach Mountains. Thick black lines show the DLG glacier
outlines, and light grey shading represents the new glacier inventory
within the DLG extent, while the dark grey shading depicts the new
glacier inventory outside the DLG extent. An example of the DRG
(Valdez B-6) is displayed in the background. Black ellipses highlight
examples of differences between the two datasets.
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a b s t r a c t
Glacier length is a key parameter in global glacier inventories, but difﬁcult to determine in a consistent
way and subject to frequent change. Its vector representation (a ﬂow line) is a most important input for
modeling future glacier evolution, but only seldom available from digital databases. Hence, there is an
urgent need to generate such ﬂow lines for a large number of glaciers from automated methods. We
here present a new algorithm that is based on Python scripting and additional libraries (GDAL and OGR)
and requires only a DEM and glacier outlines as an input. The core of the method is based on a glacier
axis concept that is combined with geometry rules such as the k-d Tree, Nearest Neighbor and crossing
test theory. We have applied the method to 400 glaciers located in Western Alaska, where a new glacier
inventory was recently created. The accuracy of the method was assessed by a quantitative and
qualitative (outline overlay) comparison with a manually digitized dataset for 20 glaciers.
This comparison revealed for 17 out of the 20 glaciers a length value within the range of the manual
digitizations. Other potential methods performed less well. Combined with previous glacier outlines
from the same region (Digital Line Graph) we automatically determined length changes for 390 glaciers
over a c. 50 year period.
& 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Glaciers are regarded as natural elements documenting
climate change most clearly to a wide public (Lemke et al.,
2007). For this and further reasons (e.g. their high sensitivity to
climate change) glaciers were considered as one of the terrestrial
essential climate variables (ECVs) by the Global Climate Obser-
ving System (GCOS, 2003). In the last century, glaciers worldwide
experienced a strong decline (retreat and mass loss) with only a
few local exceptions (WGMS, 2008). Whereas mass changes of a
glacier are a direct and undelayed response to the atmospheric
conditions in the respective year, changes in glacier length (or
terminus ﬂuctuations) are a delayed, ﬁltered and enhanced
response to atmospheric conditions over a climatically relevant
period of a few decades. Though the link of glacier terminus
ﬂuctuations to climatic forcing is difﬁcult to establish, it can be
made nevertheless (Hoelzle et al., 2003; Klok and Oerlemans,
2004). The special advantages of terminus ﬂuctuations are:
(1) their long historical record, partly back to the 16th century
(Nussbaumer and Zumbu¨hl, 2011), and (2) their widespread
availability from numerous mountain ranges. Length changes
are thus a key element for the reconstruction of past climatic
ﬂuctuations (Oerlemans, 2005; Leclercq and Oerlemans, 2011) or
changes in sea level (Oerlemans et al., 2007, updated by Leclercq
et al., 2011).
However, the sample of glaciers that can be used in such
assessments is small compared to the estimated total number of
glaciers on Earth (about 200,000: Arendt et al., 2012) and might
be considered as being biased (e.g. in regard to their size or
location). This sample can be extended by using multitemporal
satellite data (e.g. Paul et al., 2011) that document glacier changes
over recent decades in all parts of the world. The satellite data can
also be used to map the Little Ice Age (LIA) extent from trimlines
and thus largely extend the time series (Lopez et al., 2010;
Citterio et al., 2009; Glasser et al., 2011). As the length changes
since that time are often measured in kilometers, the low spatial
resolution of sensors such as Landsat has only a small effect on
the quality of the results (Hall et al., 2003). One bottleneck for a
wider application of such satellite-based length change measure-
ments is the work load involved: as yet, the points for measuring
changes have to be deﬁned and digitized manually. To largely
extend this application, there is a demand to ﬁnd an appropriate
reference point at the glacier terminus automatically. Though the
lowest elevation of a glacier can be determined automatically
within a Geographic Information System (GIS) from glacier out-
lines and a digital elevation model (DEM), this is only meaningful
for glaciers with a sharp tongue and/or in steep terrain.
For glaciers with a ﬂat or wide tongue such a point can be at
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almost any location on the glacier front and it would be beneﬁcial
to deﬁne such a point near the center of the terminus. This can be
achieved by digitally intersecting a ﬂow line that is located in the
center of a glacier tongue (in the ablation region) with the glacier
outline at the terminus (Paul et al., 2009). Hence the problem of
automatically calculating terminus ﬂuctuations also implies the
need for automated creation of a ﬂow line.
As mentioned above, glacier length has a key role in glacier
inventories: As a scalar value length is a major input for several
modeling approaches (Haeberli and Hoelzle, 1995; Bahr, 1997;
Lu¨thi et al., 2010); in its vector form the ﬂow line is a mandatory
input for ﬂow models that assess future glacier changes (e.g.
Oerlemans, 2008). So both are needed, the scalar value and the
vector line itself. They are, however, currently not part of most
glacier data stored in the GLIMS database (Raup et al., 2007). As
manual digitizing does not provide reproducible or consistent
results, an automated determination would be highly preferable.
This is particular true in times of strong geometric glacier changes
(Paul et al., 2007), as in such cases the entire ﬂow line needs to be
digitized again for a new inventory. An automated determination
will reduce the amount of work (and hence increase the number
of glaciers for which a ﬂow line will be available) and give
reproducible results. With ﬂow line we refer here to the termi-
nology introduced for glacier inventories decades ago to describe
glacier length (e.g. Mu¨ller et al., 1977). We thus do not refer to a
particle trajectory in a strict physical sense, but are compliant
with the ﬂow lines practically used for glacier modeling, i.e. being
located in the center of a glacier tongue in the ablation region (cf.
Oerlemans, 2001). The method of calculation does not result in a
longest ﬂow line or a line providing the mean glacier length from
several branches as deﬁned in Mu¨ller et al. (1977). It is just seen
as a line providing a reasonable and reproducible scalar value and
vector segment for glacier length.
Besides the ﬂow line, the automatic algorithm presented here
creates points on the glacier terminus using only glacier outlines
and a DEM as an input. The algorithm is thus widely applicable
and avoids the shortcomings of approaches that require strong
intervention by the analyst. The method is applied to a test region
in Alaska, where glaciers have a large variety of shapes and a new
glacier inventory was recently created from satellite data (Le Bris
et al., 2011). For validation we performed a comparison of the
algorithm results with manually created ﬂow lines. The quality of
the generated dataset is further demonstrated by a comparison of
its results with two other approaches that are also applicable to
large datasets. The ﬂow lines are ﬁnally used to determine length
changes for a sample of about 400 glaciers by digital intersection
with earlier outlines that are available for this region from the US
Geological Survey (USGS).
2. Input data and test region
2.1. Study region
While the outline dataset from the new glacier inventory (Le
Bris et al., 2011) covers a large proportion of all Alaskan glaciers,
we focus in this study on the western part of it. The study region
is located in the southern part of the Alaska Range and includes
the Tordrillo and the Chigmit Mountains (Fig. 1) with glaciers
covering ca. 2000 and 2800 km2, respectively. The Gulkana and
Wolverine glaciers are located close to the study region (at
63116’N, 145125’E and 60124’N, 148154’E, respectively) and are
separately analyzed as they are benchmark glaciers in terms of
long-term mass balance observations (WGMS, 2009). Glaciers can
be found in the study region at all altitudes ranging from sea level
up to 4000 m a.s.l. Several glacier types are present with large
valley glaciers of complex shape (like the 213 km2 Trimble
glacier), but also small cirque glaciers and glaciers on volcanoes
(Denton and Field, 1975). The climate regime is predominantly of
maritime type close to the coast, but gets more continental
further inland (e.g. http://climate.gi.alaska.edu).
2.2. Datasets
Two kinds of input data are needed to apply the ﬂow line
algorithm: A DEM with sufﬁcient quality (e.g. not too many
artefacts, local sinks and data voids) and glacier outlines in a
vector format. If the geomorphometric representation of the
glacier surface is poor in the DEM, some ﬁltering and editing is
required beforehand. In this study we used the ﬁrst release of the
ASTER GDEM rather than the Shuttle Radar Topography Mission
(SRTM) DEM because most of the study region (apart from South
Kenai Peninsula) is located north of the 601 North limit of that
DEM. The ASTER GDEM was compiled from all available scenes in
the ASTER archive acquired between 2000 and 2007. For change
assessment, we additionally used a subset of glacier outlines from
the new Alaskan glacier inventory referring to the year 2007 (72
years), the USGS National Elevation Dataset (NED) (Gesch, 2007),
the Digital Line Graph (DLG) and the Digital Raster Graph (DRG),
which all refer to a former glacier surface topography and extent.
The USGS 1:63,360-scale 15-min topographic quadrangle maps
were created from vertical aerial photographs (acquired between
1948 and1957) by stereophotogrammetric techniques. These
maps were scanned (http://topomaps.usgs.gov/drg) and used to
both create the NED DEM by extracting contour lines and to
compile the DLG glacier outlines (http://eros.usgs.gov/#/Guides/
dlg). All datasets are re-projected to UTM zone 5 with WGS84
datum and 30 m cell size.
2.3. Pre-processing of the raw data
The satellite-derived glacier outlines were manually corrected
for classiﬁcation errors during post-processing. This concerns in
particular debris-covered glacier parts, shadow regions and
attached seasonal snow ﬁelds (e.g. Racoviteanu et al., 2009).
For most glaciers these outlines and related terminus positions are
assumed to be accurate to about 71 pixel (30 m) or 72 pixels
in the case of debris cover on the glacier and poor contrast to the
glacier foreﬁeld.
The drainage divides that are required to clip the contiguous
ice masses into individual glaciers were derived from hydrological
calculations within a GIS using the NED DEM and following a
method described by Bolch et al. (2010). These drainage divides
were also applied to the DLG outlines to refer to the same glacier
entities in both datasets. Hillshades were also created from the
DEM to aid in visual interpretation during the manual digitizing
experiment.
As the glacier outlines in the DLG dataset were partly updated,
the DLG extents were adjusted to the DRG maps to have a clear
reference date for each glacier extent. Unfortunately, the DRG
maps showed a systematic planimetric shift compared to the DLG
that might have resulted from different parameters and/or soft-
ware used during the georeferencing process. Hence, we ﬁrst have
corrected this displacement by applying a correction to the
coordinates of each raster ﬁle (60–90 m in x and 90–150 m in
y). This helped to achieve a very good match of the USGS vector
dataset to the raster maps. The differences between the DLG and
the DRG were mainly found in the ablation areas and were
manually corrected (using the shifted DRG in the background)
for a subset of 400 glaciers larger than 1 km2. This dataset was
later used for change assessment and covers a larger region than
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Glaciers originate from the accumulation of snow that is
slowly transformed into ice by metamorphism and ﬁnally ﬂows
downward under its own weight. The resulting size and shape of
a glacier does strongly depend on the climatic conditions and the
topographic characteristics of the respective region. A glacier can
thus have any geometry, ranging from a very simple elongated
valley glacier (e.g. North Twin Glacier) to a more complex
topology with many large multi-tributary branches (e.g. Triumvi-
rate Glacier). In this regard, a suitable approach should be
sufﬁciently ﬂexible to create a ﬂow line for any glacier form. On
the other hand, glacier length as a parameter is highly ill-deﬁned
for complex shapes. Even when length is more precisely deﬁned
as the longest ﬂow line or the line connecting the highest with the
lowest point of a glacier, this does not necessarily result in a
unique assignment for all glaciers as the path in-between is still
subject to different interpretations. There is thus in any case some
Fig. 1. Overview of the study region in Alaska. The thick lines mark glacier extents in the Tordrillo and Chigmit Mountains. Black dots indicate the twenty glaciers used for
comparison with manual digitizing (see text for explanation). The inset shows the location of the study region in Alaska.
R. Le Bris, F. Paul / Computers & Geosciences ] (]]]]) ]]]–]]] 3
Please cite this article as: Le Bris, R., Paul, F., An automatic method to create ﬂow lines for determination of glacier length: A pilot
study with Alaskan glaciers. Computers & Geosciences (2012), http://dx.doi.org/10.1016/j.cageo.2012.10.014
variability in this parameter that has to be considered when
comparing a modeled value to a ‘ground truth’ (i.e. a manually
digitized line).
The ﬂow lines created here have to fulﬁll several rules to
provide glacier length: The line must be located inside a glacier
outline; basically stretch from the highest to the lowest point,
should not cross rock outcrops, and should always be in the
center of a glacier, in particular in the ablation region. However,
considering that emerging rock outcrops are not part of the
glacier, the line from the algorithm will correctly curves around
them. Also in this case the line has to not be exactly located in the
center of a glacier. Whereas the human brain is able to consider
all these points during manual digitization (though not quite
reproducible), this is much more difﬁcult for an automated
algorithm that can only consider a certain number of rules (one
after another). And ‘curving around a rock outcrop’ is actually a
highly complex concept, even in robotics using artiﬁcial intelli-
gence. Hence, to get the method performing in a reasonable
amount of time, we apply simple rules that are ﬂexible enough
to get a large number of glacier shapes correctly processed.
Indeed, the algorithm will not work correctly for all cases and
we can expect some post-processing work to correct misplaced
ﬂow lines. For the two glacier inventories (DLG and satellite-
derived), distinct polyline (ﬂow lines) and point (terminus posi-
tion) shapeﬁles were generated by the algorithm which took
about 2 h of processing time. This time depends on the computer
system used to perform the algorithm and could be either faster
or slower with an up-to-date or old system. The individual steps
of the algorithm are described in Section 4.3.
3.2. Manual digitizing experiment
To assess the performance of the automated ﬂow line delinea-
tion, a manual digitization experiment was performed. It is based
on the repeat digitization of ﬂow lines from 20 glaciers (covering
sizes from 1 km2 to ca. 250 km2) by three persons, three times
each. Each digitization was done with at least one day in-between
to avoid recognition of the previous positioning of the line. False
color composite images, the DEM hillshade and 50 m contour
lines derived from the DEM were used to aid in the visual
interpretation. The start and end points were given, but neither
the automatically derived ﬂow lines nor the results of the other
participants were available. This procedure guarantees at least a
certain independence of the individual digitizations. The dataset
allows three comparisons to be performed: (a) variability of the
manual digitization in absolute terms, (b) determination of the
difference to the automatically derived length values, and (c) overlay
of all lines to identify the problematic regions.
3.3. Other options to determine glacier length
Previous to the development of this algorithm, we performed
tests with other approaches, for example using a water routing
algorithm starting from seed points (e.g. Quinn et al., 1991).
Although these tests gave good results in the accumulation region
(with its concave shape), this method fails in the ablation area
due to the convex shape of glacier tongues: they leave the glacier
and can thus not stop at the terminus. Also in the accumulation
region they are not really located in the center but follow the
steepest downward gradient in the DEM, making them highly
susceptible for DEM artefacts. Hence, they neither provide a
suitable length value nor can they be used for assessment of
length changes.
There are further possibilities to derive at least a scalar value
for glacier length from easily available input data. Though this has
clear shortcomings compared to direct determination from a ﬂow
line, they can be computed very fast for a large number of glaciers
and we ﬁnd a comparison interesting in regard to the potential
error bounds of the automated method. One method is based on
the high correlation between glacier area and length that is
obviously based on a self-correlation (width multiplied with
length estimates area). We have calculated a corresponding
regression between the modeled length values and the area from
the glacier inventory and applied this relation to the 20 selected
test glaciers. The second method used for comparison is based on
an inversion of the calculation of mean slope from the arctangent
of glacier elevation range and length. We here use mean slope and
elevation range as calculated per glacier from the DEM and
outlines (using the ArcGIS zonal statistic tools) and calculate
glacier length L from: L¼elevation range/tan (slope).
This should work pretty well for constantly sloped (mountain)
glaciers, but will underestimate real glacier length for long valley
glaciers with a curved proﬁle.
3.4. Calculating length changes
Using the adjusted glacier extents from the DLG, the outlines
from the satellite-derived glacier inventory, and the ﬂow lines
derived here, we calculated length changes by digital intersection
of the ﬂow line for the DLG extent with the more recent outlines.
Strictly speaking, this is only the change of the terminus position
(or front variation) rather than the change of the entire length, as
the latter can also result from a new path a ﬂow line has to take
due to changes in geometry (e.g. emerging rock outcrops). From a
glacier dynamical and modeling point of view, only the frontal
variation is of interest. We also computed the Euclidian distance
between terminus positions of each glacier from the two inven-
tories to assess the efﬁciency of this method. In total, 400 glaciers
larger than 1 km2 in both datasets served as a test sample.
4. Implementation
4.1. GDAL-OGR library and Python language
In order to create a cross-platform and/or software indepen-
dent tool, the algorithm is written in Python. Python is an open
source programming language with an efﬁcient high-level data
structure that uses functions and data types implemented in C or
Cþþ (http://www.python.org). As we have to handle different
sorts of data, we have implemented an additional library in the
Python environment that allows us to properly work with glacier
outlines and a DEM. In this regard, the GDAL-OGR (Geospatial
Data Abstraction Library-Open source Geospatial Resources)
library is used as a translator between raster and vector geospa-
tial data formats (http://www.gdal.org).
4.2. Finding the highest glacier point
As described in the next section, the algorithm derives ﬂow
lines by joining the highest elevation point of any given glacier to
its respective terminus position through several other middle
points. The ﬁrst task is thus to identify the highest point for each
glacier, at best automatically. We have tested two different
approaches to get these points called hereafter ‘starting points’.
The ﬁrst one (A) determines the starting point as the highest
elevation inside each glacier outline. The main advantage of this
approach is that those points are derived automatically for all
glaciers using GIS tools. The disadvantage is that the lines
obtained starting at these points will not necessarily be the
longest. Indeed, when the purpose is also to assess length
changes, one has to keep in mind that the points could be outside
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the outline of the second glacier (from a newer or older date) with
the consequence of reducing the number of comparable glaciers.
The second approach (B) is to manually create the starting points
with two possibilities: (1) ﬁrst, automatically compute the high-
est points and then manually move them to a slightly displaced
location to get them common to both datasets, or (2) directly
place the points in what appears to be the longest branch.
Choosing between (1) and (2) will mainly depend on the number
of glacier in the dataset. In the case of a small dataset we
recommend manual creation of the points (2), otherwise option
(1) is the more practical.
4.3. Work ﬂow of the algorithm
The algorithm described here creates a ﬂow line for a given
glacier and applies the individual steps depicted in Fig. 2 in a loop
to an entire set of glaciers. Considering that a ﬂow line is simply a
line, it can be seen by deﬁnition as a succession of points that are
linked to each other. The core principle of the algorithm is thus to
ﬁnd middle points inside any given glacier outline at all altitude
bands and link them together. Though it is straightforward to ﬁnd
these points for a simple polygon geometry, this is different for
glaciers that could have any shape. To solve this problem, we have
developed the algorithm based on what we call the glacier axis
concept. The individual steps of the work ﬂow are explained in
the following (cf. Fig. 2):
(a) Compute the starting and end points: Using glacier outlines, a
DEM and the zonal statistics approach, the highest and lowest
points for each glacier are calculated and stored in its
attribute table. Assuming that a given glacier can have multi-
ple points with the same elevation, only the ﬁrst point in the
resulting list is selected. Manual corrections are applied
where necessary.
(b) Create the glacier axis: As the base for the axis concept we
assume that the main direction of any given glacier can be
deﬁned as a straight line from its highest to its lowest
elevation. In a ﬁrst approach, this is assumed to give the
general direction of ﬂow and is further used to derive
traverses across each glacier (c). In some speciﬁc cases (i.e.
the glacier axis does not characterize the maximum elonga-
tion of the glacier geometry) the glacier axis needs to be
extended. This is achieved by extending the line by 25% at
both ends for all glaciers.
(c) Create perpendicular traverses: The algorithm then computes
traverses at regular horizontal intervals along the axis (in
100 m steps). These traverses are used to slice the glacier by
intersecting the glacier outline. In order to entirely cover
the glacier, all traverses are set by default to 50 km width
(25 km on each side) as no glacier in the new Alaskan glacier
inventory is wider than 49 km (Columbia Glacier). For
this step it has to be noted that the elevation intervals
between traverses will affect the number of middle points
and thus the smoothness of the resulting ﬂow line. For a
higher number of middle points there are more possibilities
for the algorithm to ﬁnd the way towards the end point of the
given glacier.
(d) Intersect traverses with glacier outline: Using OGR library
tools (see Section 4.1), the algorithm intersects traverses and
glacier outlines. All traverses and glaciers are linked by a
common ID.
(e) Compute the middle point of each segment: Because a
traverse can be split into many segments from the glacier
shape, the middle point of every segment is computed.
Fig. 2. Illustration of the principle work ﬂow of the algorithm describing its major steps. Letters on the left top corner of each illustration refer to the respective step
described on the ﬂow chart. Squares in A and B represent enlargements showed in E and F and in G.
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(f) Get the elevation value for each middle point: Elevations of
middle points derived in step e) are extracted from the DEM.
Then, the algorithm will link all points following the rules
in (g).
(g) Create the ﬂow line: After middle points have been computed
(step e), the Flow Line Algorithm (hereafter called FLA) will
link them to create the ﬂow line following the rules listed
below. This is accomplished by implementing some comput-
ing science concepts in the script such as: (1) the k-Dimen-
sional Tree (kd-tree), (2) Nearest Neighbor (NN), and
(3) crossing test theories. A kd-tree is a data structure for
storing a ﬁnite set of points from a k-dimensional space
(Moore, 1991). This space-partitioning technique efﬁciently
increases the processing speed in searching for the nearest
neighbor point to a given position by answering a query for a
large set of points (Manolopoulos et al., 2005; Tsaparas,
1999). Concept (3) refers to a line segment intersection theory
used in the FLA to test whether or not the nearest point will
be selected as being a part of the ﬂow line (De Berg et al.,
2008). Rules that have to be followed here are:
(i) Go downward from the starting to the end points,
(ii) Do not cross glacier outlines (including internal rock
outcrops),
(iii) Go from each point to its nearest neighbor.
While (i) implies that in most cases the ﬂow lines are not the
longest ones (i.e. for a glacier with several tributaries),
(iii) constrains the algorithm to link the current point with a
lower nearest neighbor point in order to approximate the
natural glacier ﬂow. This constrain also prevents possible
altitude inversions in DEMs especially in the ablation regions.
It has to be noted here, that DEM accuracy will also affect the
automated creation of ﬂow lines. For that reason, we suggest
smoothing the DEM with a low-pass ﬁlter (e.g. 33 median
ﬁlter) to remove outliers and to ﬁll local sinks.
(h) Smooth the ﬂow line: This last step is given as a suggestion
for the user and is not performed by the algorithm. Its
intention is to smooth the lines to give them a more realistic
shape. In this study we applied the Kernel (PAEK) algorithm
(Bodansky et al., 2002) using ArcGIS software for this purpose.
Users can apply different parameters to this polynomial
approximation depending on the glacier shape and the
required smoothing of the automatically generated ﬂow lines.
5. Results
5.1. Glacier length
With the FLA we have computed glacier length values for a
total of 788 entities from the DLG and the new glacier inventory.
Vector lines are obtained for 98% of the processed glaciers (393)
for the DLG and 98.7% (395) for the new inventory subset. In some
cases the algorithm failed to create ﬂow lines because of a
particular glacier shape, resulting in 388 common lines (98.4%).
However, due to strong changes in glacier topography and/or
geometry, many lines are not directly comparable (see Section
5.2). This implies that length changes (i.e. front variations) cannot
be obtained by direct subtraction of the length values of
both lines.
5.2. Visual comparison of the ﬂow lines
Fig. 3 shows an overlay of the ﬂow lines obtained with the FLA
from (a) the outlines of the new glacier inventory combined with
the ASTER GDEM and (b) the DLG outlines with the NED DEM for
the two glaciers Wolverine and Gulkana. In the case of Gulkana
glacier, the two ﬂow lines differ in shape due to the emerging rock
outcrops at the conﬂuence with the tributary, which results in a
deﬂection of the ﬂow direction. As there are only minor changes
in the outline of Wolverine glacier but strong changes in surface
elevation between the two DEMs, the differences in position are
here due to the change of the DEM.
The overlay of the ﬂow lines from the digitizing experiment
(for glaciers ]9 and ]17) revealed only small overall differences in
the positions from one session or operator to another (Fig. 4).
However for some glaciers and more locally, also larger variations
occurred, emphasizing the difﬁculty in digitizing all parts of the
line consistently. Overall, the line derived with the FLA is more or
less in the center of the manual digitizations pointing to its
usefulness for other applications. However, the highest and low-
est elevation points have to be provided to the analyst otherwise
the digitizations could differ signiﬁcantly (mainly due to a
different consideration of tributaries). In any case, the line from
the FLA has the clear beneﬁt of being a consistent and reprodu-
cible product which is particularly useful for a glacier inventory.
5.3. Validation
A scatter plot of length values for all manually digitized ﬂow
lines compared to the FLA result is depicted in Fig. 5. For 17 out of
20 lines, the lengths of the FLA lines are within the variability of
the lines that had been manually digitized. In three cases (]8, ]15
and ]16, Fig. 6) the automated lines are outside this variability.
Glacier ]8 (Blockade glacier) is a large glacier (256 km2) with a
complex shape encompassing many tributaries and rock outcrops
(mainly in the accumulation area) with a tongue ﬂowing down in
two opposite sides of a ﬂat valley (Fig. 6A). These glacier
characteristics can explain the spurious shape of the automated
line which obviously needs to be corrected. For glaciers ]15 and
]16 the interpretation of the difference is less straightforward
since the glacier shapes are rather usual (Fig. 6B and C). We
speculate that DEM artefacts might explain these outliers and
conclude that a visual control of the results and potential correc-
tion is required in the post-processing step.
The FLA length values as obtained for the new inventory were
at ﬁrst correlated with glacier area to investigate whether area
can be used as a predictor for length. Fig. 7a shows the related
log–log plot of length vs. area yielding a correlation coefﬁcient of
R2¼0.88. This seems to be a good correlation at ﬁrst glance, but
when plotting the relative differences versus glacier length
(Fig. 7b), in particular shorter glaciers show large deviations of
50% or more compared to the length [L] computed from the
algorithm. This might result from the much larger variability in
width compared to the length for such small glaciers (Fig. 7).
The comparison of glacier length as derived from mean glacier
slope [a] and elevation range [Dh], (Lslope¼Dh/ tan a) is depicted
in Fig. 8a. The correlation coefﬁcient R2¼0.83 is somewhat lower
here and compared to the identity the length is systematically
underestimated. This is expected, as a curved line between two
points is always longer than the direct connection. When plotting
the relative difference of [Lslope] and [L] vs. [L] (Fig. 8b) a similar
strong scatter as seen in Fig. 7b is obvious for small glaciers, but
the range of the differences is smaller and the differences increase
towards longer glaciers. This is in contrast using area to derive
length, where differences are getting smaller for larger glaciers
(though with a larger scatter). However, despite these interesting
differences neither area nor slope are sufﬁciently accurate pre-
dictors for glacier length when calculated from a regression.
Lengths as computed from area and slope for the 20 selected
glaciers are shown in Fig. 5 along with the results from the
manual digitization experiment and the ﬂow line algorithm. Apart
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from a few cases (glaciers ]6 & ]14), length(area) shows unsyste-
matic variability around the mean value, while length(slope) is
systematically lower than the mean (apart from glacier ]15).
Overall, the length values from the FLA are in most cases much
closer (75%) to the mean of the manual digitizations, conﬁrming
that it is worth the effort to apply it.
5.4. Length changes
Fig. 9 shows examples of the length change assessment with the
automatically created ﬂow lines. Although in all cases the algorithm
computed correct lines in regard to the glacier shapes and DEMs, the
‘correct’ length change values are a matter of debate. As changes in
the shape of the terminus can have a strong impact on where
terminus ﬂuctuations can be measured, different methods of deter-
mination can lead to rather different results. For example, when the
length change obtained from the ﬂow lines (DL) is compared to the
Euclidian distance between two terminus positions (dL), we get (a
good agreement) for the glacier in Fig. 9a DL¼14307101 m and
dL¼13907101m, but for the glacier in Fig. 9f a difference 4100%
(DL¼5167101m and dL¼11007101m). Though the difference is
obvious here, such a complete relocation of the ﬂow line due to
strong geometric changes of a glacier cannot easily be overcome and
requires careful analysis. In principle, length changes of glaciers are
terminus ﬂuctuations rather than changes in the length of the ﬂow
line, so only the distance between the two terminus positions should
be measured. This requires clearly deﬁning where the terminus is,
which is not an easy task when considering the multilobate glaciers
in Fig. 9e and f. The same applies to the Blockade Glacier depicted in
Fig. 6a. The decision which of the lobes should be used as the
terminus can only be decided manually.
A strong correlation (R2¼0.88) between length change from
the ﬂow lines DL and Euclidian distance between the glacier
terminus points dL is found. A more detailed analysis of this
correlation was performed by plotting the differences of the two
methods vs. length change DL (Fig. 10). For a retreat along a line
that is curved rather than straight, dL should be smaller than DL.
However, Fig. 10 shows that there are several exceptions from
this rule (dL is larger than DL) which can only occur when
something is wrong with at least one of the methods (e.g. a
strong geometric change has moved the terminus point to a
different location). In that sense the scatter plot presented in
Fig. 10 allows the identiﬁcation of glaciers that have to be checked
before consideration. We found no correlation of the length
change values with other topographic parameters (e.g. mean
slope or mean elevation).
Fig. 4. Comparison of the manually digitized ﬂow lines (thin, grey) and the
automatically derived lines (thick, black) after smoothing. Rasterized lines are the
glacier outlines. Dark and light dots are the starting and terminus points,
respectively.
Fig. 3. Flow lines (dashed) as computed with the FLA for the two outlines of the DLG extent and the new inventory for Wolverine and Gulkana glaciers. The dots are the
starting and terminus points.
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6. Discussion
6.1. Performance of the method
The FLA presented here creates a ﬂow line and computes its
length for several hundred glaciers in a fully automated way given
that the two input datasets (glacier outline, DEM) are available.
The main advantages compared to manual digitization come with
the consistent, reproducible and fast computation. The computing
time required to create the ﬂow lines for an entire region depends
on the number of large glaciers in the dataset. For small glaciers
(o5 km2), lines are created within a second, while it may take
5 min or more for large glaciers (4200 km2). The examples in
Fig. 9 illustrate that the performance of the FLA is in general very
good (Fig. 9a–d), but can be quite different for the same glacier
when a geometry change took place (Fig. 9e–f). Hence, visual
inspection and manual corrections are still necessary to adjust
poor line shapes or to select the most appropriate one. For the
sample tested, 8% of the lines had to be manually corrected to give
glacier front changes, but to provide acceptable ﬂow lines 17%
needed correction. When the algorithm did not create a line, it is
possible to adjust the distance between traverses (see Section
4.3(c)). Due to the conceptual idea behind the algorithm, ﬂow
lines can be deﬂected by a glacier tributary as the points are
Fig. 6. Illustration of poor results obtained by the algorithm. A, B and C correspond to glaciers ]8 (Blockade Glacier), ]15 and ]16 (two unnamed glaciers), respectively.
Fig. 5. Relative length differences of the manually digitized (grey) and automatically created ﬂow lines for 20 selected glaciers. Y-axis represents the relative mean
difference of the automated lengths compared to the manual values. Horizontal red bars show the length of each glacier computed with the FLA, while black and blue bars
show the length estimated from area and slope, respectively. Glaciers (ID) are ordered according to the glacier length (as derived from the algorithm).
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Fig. 8. (a) Glacier length as derived from elevation range and mean slope (Lengthslope) vs. LengthFLA. (b) Relative differences of Lengthslope and LengthFLA vs. LengthFLA.
Fig. 7. (a) Log–log plot of glacier length vs. glacier area for a subset of the new Alaskan glacier inventory. (b) Relative differences of length as estimated from glacier area
(Lengtharea) and length estimated from the algorithm (LengthFLA) vs. LengthFLA.
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computed from segments that are located in the middle of every
glacier ‘‘slice’’ (see white arrows on Fig. 9a and c). Though this
effect changes the shape of the line slightly, it has no signiﬁcant
inﬂuence on the total length.
6.2. Comparison with manual approaches
Manual digitizing is considered as being the most accurate
approach to create ﬂow lines. However, the overlay in Fig. 4 and
Fig. 9. Comparison of length change assessments. Images from (a)–(d) show examples with good agreement, whereas (e) and (f) are cases providing wrong results. Dotted
lines in black refer to ﬂow lines computed from the new Alaskan glacier inventory, and yellow lines (also dotted) are computed from the DLG outlines. White arrows in (a)
and (c) indicate where glacier tributaries inﬂuence the shape of the lines. False color composite images (TM bands 543 as RGB) are displayed in the background.
Fig. 10. A scatter plot illustrating the difference between the Euclidian distance of the two terminus position and their distance as derived from the respective segment
of the FLA vs. length change.
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the direct comparison of length values in Fig. 7 reveals that this is
not really the case. For example, the digitized ﬂow lines for a
comparably simple shaped glacier depicted in Fig. 8b, reveals a
rather high variability (between 7 and þ19%) which is actually
the largest for any of the 20 glaciers analyzed here. The length
values of the FLA are only in 3 out of 20 cases outside the range of
the manual digitizations and in these cases the algorithm failed
because of very complex glacier geometry or due to the limita-
tions of the method. On the other hand, the outliers stress the
importance of a having a visual inspection of all ﬂow lines
generated by the FLA and applying a manual correction where
required. To obtain comparable results, it is mandatory to provide
starting and end points of the ﬂow line. The clear drawbacks of
the manual digitizations are the time consuming work for a large
number of glaciers, the inconsistency of the digitization, and the
point that the work needs to be repeated for other inventories
(either past or future).
6.3. Computed length values and length changes
Comparing two glacier datasets from different sources is not
straightforward, because the datasets could have been obtained
from different techniques or methods (i.e. using remote sensing
satellite data, airborne photographs, maps, automatic or manual
digitizing) resulting in large potential mismatches. For example,
even if the two datasets result from Landsat scenes, snow cover
and cloud conditions could lead to differences in interpretation of
the outline and hence to different ﬂow lines. As many glaciers
have experienced strong changes in their geometry in response to
climate forcing during the past decades, it might be required to
shift a former ﬂow line to a different part of a glacier. In the case
of a period dominated by glacier retreat, tributary glaciers might
have been separated, or rock outcrops might have appeared
somewhere on the glacier (e.g. Paul et al., 2007). Indeed, as the
FLA is based on DEMs, a change in surface topography will also
affect the resulting vector lines (e.g. when artefacts are present in
the accumulation region of DEMs derived from optical sensors).
However, the resulting changes in ﬂow line position are small
compared to changes resulting from changes of the outline.
7. Conclusions
This study presented a new and automated method called FLA
to create glacier ﬂow lines from only two input datasets (glacier
outlines and DEM). The algorithm is based on open source
software using the GDAL-OGR library and Python scripting. It
uses a two dimensional geometry concept (glacier axis) to
identify a series of center points in each glacier that are connected
to give the ﬂow line. Difﬁcult issues such as the requirement to
not cross the outline or internal polygons (e.g. from rock out-
crops) are solved by the algorithm. The highest points as com-
puted from the DEM and the outlines require, however, visual
control and possibly correction. This is particularly important
when glacier outlines from two inventories are used to perform
change assessment.
We have created about 400 glacier ﬂow lines for two points in
time using the outlines from the DLG and a new inventory. Length
changes were calculated for 388 common glaciers, indicating a
weak dependence of length changes on original glacier length.
The Euclidian distance between the two terminus positions gives
values that are too small in most cases, and strong deviations
point to glaciers that require visual control. A manual digitizing
experiment revealed good visual agreement with the FLA com-
puted ﬂow lines and a quantitative comparison of the length
values showed that for most of the cases they are within the
variability of the values derived from the manual digitization.
Comparison with length values derived from glacier area or
simple topographic modeling (elevation range and slope) revealed
statistically much poorer results. However, some manual inter-
vention remains (e.g. shifting starting points, editing obviously
wrong ﬂow lines) necessary to create a high quality product. In
any case, we conclude that automated computation with the FLA
is very good alternative to a full manual digitization when it
comes to large glacier samples and repeat application.
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ABSTRACT
Glaciers in Alaska strongly contribute to global sea-level rise. This contribution is best 
estimated by differencing digital elevation models (DEMs) from two points in time and 
converting  the  volume  change  to  mass  change,  as  the  representativeness  of  the  two 
glaciers  with long-term mass balance measurements  (Gulkana and Wolverine)  for the 
entire  region  is  not  well  known.  Here  we  present  the  results  of  a  glacier-specific 
assessment  of  elevation  changes  from c.  1962  to  2006  for  3100  glaciers  in  western 
Alaska that allows us to exclude calving glaciers (marine and lacustrine) from the sample 
and  determine  the  representativeness  of  the  two mass  balance  glaciers  for  the  entire 
region and the land-terminating glaciers  separately.  Mean  elevation changes for land-
terminating, lake terminating and tide-water glaciers are -0.23 ±0.44 m yr-1, -0.63 ±0.40 
m yr-1 and -0.64 ±0.66 m yr-1, respectively and  -0.7  m yr-1  and -0.6  m yr-1 for the two 
benchmark glaciers. Their values do thus much better represent the calving glaciers and 
the overall mean (-0.63 ±1.14 m yr-1) than the change of the land-terminating glaciers. 
1. INTRODUCTION
Meltwater from glaciers in Alaska has already made a substantial contribution to sea-
level rise in the past decades  (Arendt  et al. 2006; Forster  et al. 2006; VanLooy  et al. 
2006; Berthier et al. 2010) and will likely continue to do so in the future (e.g. Radić and 
Hock 2010), assuming further increasing temperatures. However, the determination of 
the past contribution from all glaciers in Alaska is challenging, as the representativeness 
of the two glaciers with long-term mass balance measurements (Gulkana and Wolverine) 
for the entire region was not well known  (Cogley 2005; Kaser  et al. 2006). A simple 
extrapolation might not work as these glaciers are comparably small and cover a different 
elevation  range than  the  large  valley  glaciers  with  low-lying  tongues  that  essentially 
contribute to sea-level rise.
Shorter  time-series  of  elevation  changes  for  a  selection  of  the  largest  glaciers  are 
available  from  repeat  laser  profiling  (e.g.  Echelmeyer  et  al. 1996),  but  spatial 
extrapolation to the entire glacier is challenging (e.g. Arendt et al. 2002), might be biased 
(Berthier et al. 2010), and does not provide the overall changes. This shorcoming can be 
overcome by differencing two digital  elevation models (DEMs) of sufficient accuracy 
and temporal separation (a few decades), and masking the changes with glacier extents 
(Forster  et al. 2006; e.g. VanLooy  et al. 2006; Paul and Haeberli  2008; Bolch  et al. 
2010).  Nonetheless,  for  glaciers  in  Alaska it  is  also required  to  discriminate  glaciers 
according to their type as many huge glaciers are of tide-water type or lake calving and a 
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substantial part of the volume change is thus due to glacier dynamics rather than surface 
mass balance (Pfeffer et al. 2008). 
Hence,  to  properly  determine  the  representativeness  of  the  measured  mass  balance 
glaciers  for  the  entire  region,  lake  calving  and tide-water  glaciers  need to  be  treated 
separately from the sample and the changes of the individual glaciers have to be assessed. 
This can be achieved by intersecting the drainage divides between individual glaciers as 
derived for the recently created glacier inventory for western Alaska (Le Bris et al. 2011) 
with the DEM differences calculated earlier  (Schiefer  et al. 2008; Berthier  et al. 2010) 
and a separate assignment of calving and tidewater glaciers. 
In this study we apply the above technique to a sample of 3180 glaciers in western Alaska 
to  determine  the  representativeness  of  the  two  glaciers  with  long-term mass  balance 
measurements (Gulkana and Wolverine) for this region. Special emphasis is given to the 
way of averaging mean elevation changes (per glacier or for the entire region) and the 
consideration of DEM artefacts (which might be reduced over low-contrast regions like 
snow and shadow) for calculating the mean values. 
2. STUDY REGION, DATA SOURCES AND PROCESSING
Study region
The study region is located in the western Alaska Range including the Tordrillo, Chigmit, 
Katmai, and Chugach Mountains as well as the Kenai Peninsula. All types of glaciers are 
present in this region, from cirques to mountain and valley glaciers to iceclad-volcanos 
and ice caps. Few (36) but large glaciers are of calving or tidewater type (e.g. Columbia, 
with an area of 945 km2). The recent glacier inventory of western Alaska includes more 
than 8800 glaciers larger than 0.02 km2 covering a total area of 16 250 km2, which is 
between 18%  and  20%  of  the  glacierized  area  of  Alaska  and  neighboring  Canada 
according to Cogley (2005) and Arendt and others (2002), respectively. Only 0.4% of the 
glaciers are larger than 100 km2 but they account for 47% of the total  area.  Glaciers 
stretch from sea-level up to 4000 m a.s.l.  and the large variability of mean elevations 
implies  a  significant  decrease of  precipitation  from the  coast  towards  the  interior  of 
Alaska (Le Bris et al. 2011).
Data and pre-processing
The glacier outlines used here are a subset of the Digital Line Graph (DLG) for Alaska. 
This  vector  dataset  was  compiled  by  the  U.S.  Geological  Survey  (USGS)  by  either 
manual  or  automated  digitizing  (USGS,  1988a)  based  on  large-scale  7.5-minute 
topographic  quadrangle  maps  (1:25,000  and  1:63,360  scales  for  Alaska).  For  quality 
control of the DLG outlines we compared them to the Digital Raster Graphic (DRG), 
which is a high-resolution scan of published paper maps (http://topomaps.usgs.gov/drg). 
This  overlay revealed  a  systematic  planimetric  shift  between the  DLG and the  DRG 
which might be due to effects of the georeferencing process. Furthermore, some outline 
mismatches  (especially in  the ablation  part  of glaciers)  have been observed.  We thus 
adjusted the displacement and manually edited a subset of the DLG glacier outlines (350 
glaciers) according to the DRG maps (see S2).
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The USGS National Elevation Dataset (NED) is a DEM derived from contour lines as 
given on the topographic maps from the 1950s (Gesch et al. 2009) and is used as the base 
for calculating elevation changes. For Alaska, the NED DEM is available at 2-arc-second 
postings (approximately 60 m). The absolute vertical  accuracy of the quadrangle-based 
USGS 7.5-minute  DEMs is  reported  to  be  7  m (USGS,  1997).  This  product  can  be 
downloaded through the USGS Seamless Server (http://seamless.usgs.gov). We also used 
the  Advanced  Space-borne  Thermal  Emission  and  Reflection  Radiometer  (ASTER) 
global  DEM (GDEM) that  was  compiled  from all  available  stereo-pair  images  in the 
ASTER archive acquired  between 2000 and 2007.  The ASTER GDEM has a  spatial 
resolution of 30 m  (Hayakawa  et al. 2008) and  a vertical accuracy of about 7 to14 m 
(StDev) (ASTER 2009).
The elevation changes from 1962-2006 (Δh/Δt raster maps) used here to determine glacier 
specific  values  were  derived  by  Berthier  and  others  (2010)  and  are  based  on  the 
subtraction of two DEMs. The older one is the USGS NED and the  more recent DEM 
was derived  from the  High Resolution  Stereoscopic  (HRS)  sensor  on-board  SPOT 5 
(Bouillon et al. 2006) and created within the framework of the International Polar Year 
(IPY) project SPIRIT descried by (Korona et al. 2009). This DEM has a 40 m cell size, a 
horizontal (geolocation) accuracy of 30 m, and a vertical accuracy between -5.5 and 3.5 
m (compared to ICESat). Nonetheless, an elevation uncertainty of ±10 m is assumed over 
the entire studied area. 
Individual glacier extents were derived by digital intersection with drainage divides from 
hydrological  computations  (watershed  analysis)  using  the  NED  DEM  and  GIS  tools 
following the approach by Bolch  and others  (2010).  Hillshades  from the  DEM were 
created to visually check quality and artefacts.
3. METHODS
Due to data voids covering more than 20% of the area in the  Δh/Δt raster maps for the 
two  mass  balance  glaciers  (Gulkana  and  Wolverine)  we  had  to  determine  elevation 
changes  specifically  for  those  two  glaciers  by  differencing  the  NED  DEM  and  the 
ASTER GDEM. To ease calculations, all elevation data sets were mosaiced into a single 
file. Mean elevation changes per glacier were calculated using zone statistics in the GIS 
software  and  divided  by  the  number  of  years  between  the  two  DEMs  to  obtain 
comparable annual elevation change rates. Topographic map dates have an uncertainty of 
±3.5 years which results in a total error of ±2.5 m  (Arendt  et al. 2006; Berthier  et al. 
2010).
As a first step of the statistical analysis, glaciers smaller than 0.05 m2 and/or covered by 
more than 20% of their area by data voids are excluded. In a second step three types of 
glaciers are distinguished and marked in the attribute table: 0: land terminating, 1: lake 
terminating and 2: tide-water glaciers. Outside of data voids DEM artefacts can occur in 
areas of low contrast (e.g snow and steep slopes) and result in positive elevation changes 
(i.e mass  gain).  To reduce the influence of regions with positive changes,  we further 
calculated mean changes from three different methods: (1) for the ablation areas only 
(regions below the mean elevation), (2) setting all positive elevation changes to ‘no data’, 
and (3) setting them to 0. Of course, in this region it is also possible that glaciers have 
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grown in their accumulation regions since the 1960s. But such an increase would result in 
a more homogenous spatial pattern of the changes () and is not compliant with the long-
term mass balance measurements in the region. Mean values for the different samples 
were finally calculated from two methods of statistical averaging: (i) one mean value for 
the entire study region to determine the overall changes, and (ii) the arithmetic mean of 
all individual mean elevation change values. Due to the different cell sizes of the DEMs 
subtracted (30, 40 and 60 m), resampling effects and elevation dependent biases might 
occur in the difference grid (Svoboda and Paul 2010) that can be corrected by considering 
the maximum terrain curvature (Gardelle et al. 2012). However, we have not found any 
systematic  elevation  changes  for  terrain  outside  of  glaciers  (Fig.  S1)  and  thus  not 
corrected it. This is likely due to the very similar level of detail in all three DEMs as seen 
in a visual comparion of hillshades. 
4. RESULTS
Elevation changes
In total, elevation changes were calculated for about 3180 Alaskan glaciers. The general 
tendency of glacier volume loss found here confirms earlier studies  (e.g.  Arendt  et al. 
2002; Berthier et al. 2010). Figure 1 shows colour coded glacier-specific mean elevation 
change values for three subsections of the study area.  In these regions several small to 
medium sized glaciers experience a net increase in elevation if the difference values are 
used as they are. In some cases it is well possible that they are real rather than stemming 
from (more local) inaccuracies of the DEMs as a more detailed analysis of the spatial 
pattern of the positive changes revealed. In the Chugach Mts., Columbia Glacier exhibits 
the strongest mean thinning rate of -2.8 m yr-1. The mean changes (using method i) for 
the entire study region are: -0.67 ±0.76 m yr-1, with a mean value of -0.42 ±0.35 m yr-1 for 
the land terminating glaciers, -0.58 ±0.87 m yr-1 for lake terminating glaciers and -1.81 
±2.24 m yr-1 with and -0.60 ±0.90 m yr-1 without Columbia Glacier for the tide-water 
glaciers.  Furthermore,  Fig. 1  shows  a strong variability of elevation changes even for 
glaciers originating from the same mountain summit.
Table 1 reveals the differences of the mean changes in dependence of  the method used 
for averaging (i or ii) or the consideration of positive elevation values. For example, in 
the case of glaciers of type 1 (lake terminating), the mean loss is -0.58 m yr -1 if all cells 
are considered but -1.03 m yr-1 when only the ablation area is taken into account (method 
1). Considering the entire region, the more detailed analysis of the mean elevation change 
values  revealed a large spatial  variability that is  neither related to glacier size,  nor to 
mean slope, exposition, or mean elevation. 
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Fig.1. Examples of specific mean elevation changes in (A) Tordrillo and Chigmit  
Mountains, (B) Chugach Mountains and (C) Kenai Peninsula. White dots indicate  
calving and tidewater glaciers. White glaciers represent those with more than 20% of  
data voids. Insets show the location of the mountains range in Alaska.
Figure 2 illustrates the elevation changes averaged over 50 m elevation bins for the ten 
largest land terminating glaciers and the two benchmark glaciers Gulkana and Wolverine. 
For all glaciers the strongest elevation changes occurred at their lowest parts between 250 
and 750 m.a.s.l.  Between 1000 and 2000 m changes are rather similar for the largest 
glaciers,  apart  from Gulkana which has  over  large  parts  of  its  elevation  range much 
stronger  thickness  losses  than  all  other  glaciers  at  this  elevation.  Towards  higher 
elevations several glaciers show thickening (e.g. Caps glacier with up to 0.5 m a-1) some 
show little change and some even increasing loss with altitude. However, some of these 
changes  might  be  related  to  artefacts,  implying  that  the  values  should  not  be  over-
interpreted.
In Fig. 3 seven glaciers illustrate the spatial distribution of elevation changes. Apart from 
Matanuska Glacier (D), all glaciers experienced moderate to strong elevation loss in the 
lower parts of their ablation areas, largely independent of their locations. For Gulkana 
(B), Wolverine (E) and in a less pronounced way also for Trimble glacier (F), surface 
lowering also occurred in the accumulation area. For Wolverine glacier the zone with 
elevation  gain  looks  artificially  constrained  and  might  thus  be  due  to  DEM  errors. 
Assuming that this region is indeed in error and setting it to no data, the mean elevation 
change decreases from -0.59 ±0.45 m yr-1 to -0.53 ±0.43 m yr-1. Because we used the 
ASTER GDEM instead of the SPIRIT DEM for Wolverine and Gulkana glaciers,  we 
compared both DEMs in regions of overlap to identify potential systematic differences on 
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stable terrain (Fig. S1). For flat terrain off-glaciers (with slopes less than 5°) the mean 
difference  is  2.60  m  (±  21.62  m),  revealing  that  the  GDEM  can  be  used  for  our 
assessment (instead of the SPIRIT product).
Fig.2. Mean elevation changes with altitude for the 10 largest glaciers in 50 m elevation  
bins. Gulkana and Wolverine benchmark glaciers are also included.
Fig.3. Specific elevation changes for 7 glaciers. Glacier outlines correspond to the  
Digital Line Graph (DLG) inventory. White areas are no data. Inset shows location of  
the 7 glaciers. (A) Excelsior Glacier, (B) Gulkana Glacier, (C) Knik Glacier, (D)  
Matanuska Glacier, (E) Wolverine Glacier, (F) Trimble Glacier, (G) an unnamed glacier  
in the Chigmit Mts.
6
Correction factors 
When comparing the mean elevation changes of Gulkana and Wolverine glaciers  (-0.7 
and -0.6 m yr-1)  to the mean values of the three glacier types and the different ways of 
calculating them (Table 1), only the marine and lake terminating glaciers have similarly 
negative values (Fig.  4).  The other land-terminating glaciers  have much less negative 
mean values (-0.24 m yr-1). In other words, extrapolating the mean elevation changes 
from the values measured at the two benchmark glaciers would overestimate the change 
of other  land-terminating  glaciers  by a factor  of  1/2.5 (for Wolverine)  and  1/2.9 (for 
Gulkana).  These  ratios  approximately  hold  for  the  three  ways  of  excluding  positive 
elevation changes in the calculation (see Table 1). On the other hand, the mean change of 
the two benchmark glaciers is very close to the mean of the entire region (including the 
calving ones and calculated with method i), i.e. their volume changes (an thus likely also 
their mass budgets) are indeed representative for the entire sample investigated. When the 
exceptionally strong elevation change of Columbia Glacier is excluded, the agreement is 
less  good  and  uncorrected  extrapolation  would  yield  about  30%  too  negative  mass 
budgets. However, these mean elevation rates should be interpreted prudently as they are 
not significantly different as indicated by the large standard deviations. 
Fig.4. Box plots show the mean elevation change per glacier types. Red dot shows values  
of the Gulkana and Wolverine glaciers.
Table 1. Mean elevation change per glacier type calculated in two methods of statistical  
averaging: (i) the arithmetic mean of individual mean elevation change values, and (ii)  
one mean value for the entire study region. Lines 1 to 3 are the different ways of  
calculation that consider potential DEM’s artefacts.
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5. DISCUSION
The  large  differences  in  the  mean  elevation  changes  of  land-terminating  vs.  calving 
glaciers  and  the  exclusion  of  Columbia  Glacier  from  the  sample  demonstrated  the 
importance of calculating glacier-specific changes for proper determination of climate 
change impacts. Though calculation of the sea-level contribution is important in itself (cf. 
Berthier  et al., 2010), this number cannot really be seen as a result of climate change 
when  marine-terminating  glaciers  (with  strongly  decoupled  dynamics)  are  largely 
responsible for the contribution. Moreover, glacier-specific values are also required to 
determine the representativeness of the reference glaciers for a larger region as shown by 
Paul and Haeberli (2008). As the measured glaciers are often comparably small and cover 
a  different  elevation  range  than  the  large  valley  glaciers  (e.g.  Fountain  et  al. 2009), 
differences could be large (as shown here) and related correction factors are required 
when using their  values for upscaling. Interestingly,  the two reference glaciers in this 
region are not representative for their type (land-terminating), but they are close to the 
mean for the entire region (method i and Columbia Glacier included).  This finding is 
rather  similar  to the Alps, where the measured glaciers  had partly also very negative 
values compared to other glaciers of the same size, but they represent the mean over the 
entire region nevertheless quite well as the (unmeasured) largest glaciers contribute most 
strongly to the overall change (Paul and Haeberli, 2008). The rough extrapolation scheme 
applied in the study by Kaser et al. (2006) (cf. also WGMS averaging) might thus have 
worked well for Alaska and maybe also for other regions (this remains to be shown).
Several uncertainties influence the quality of our results, among others: (a) the artefacts 
in the DEMs, (b) the unadjusted extent of most glaciers, (c) the use of the GDEM instead 
of the SPOT DEM for the two benchmark glaciers, and (d) uncorrected biases (e.g. due to 
different DEM resolutions). As we have already explained (c) and (d), some comments 
on (a) and (b) have to be made. To be reliable, the overall elevation changes should be 
larger than the accuracy of the two DEMs. This is certainly true for nearly all glaciers in 
the ablation region, but less so in the accumulation regions. Setting positive elevation 
changes to no data in this region is maybe the best way to exclude potentially wrong 
values  from the analysis,  as  we cannot  be sure whether  they result  from artefacts  or 
represent real changes. In a very maritime climate such as in coastal Alaska it could be 
well possible that glaciers have increased in thickness in their accumulation region in a 
period  of  general  retreat.  Setting  these  positive  values  simply  to  zero  might  already 
introduce a bias, but as the mean values show (Table 1) the differences between the two 
methods of calculation are small.
To determine the influence of (b), we have corrected 350 glaciers according to the DRG 
and compared the mean mass budgets for the corrected and uncorrected extents (Fig. S2). 
This comparison revealed larger (non-systematic) deviations only for five glaciers, so that 
in the mean over the entire sample the influence of the missing correction is small. When 
the  overall  mass  change is  dominated  by a  few glaciers,  the  arithmetic  mean  of  the 
individual values (method ii) gives indeed a much different mean value (less negative in 
this case). While the area-weighted values are important for the sea level contribution, the 
arithmetic mean better fits to the mean values of the direct measurements, as they are also 
arithmetically averaged. In any case, tidewater glaciers should be treated separately in 
related  assessments.  Further  investigations  of  elevation  changes  vs.  other  glacier 
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parameters (i.e. size, mean elevation, elevation range, slope, and distance from the ocean) 
has not revealed any significant correlations (Fig. S3), indicating locally highly variable 
climatic regimes and glacier responses. Indeed, the large variability of elevation changes 
does not show any tendency neither with region nor glacier type.  The  reasons for the 
variability remain unexplained.
6. CONCLUSIONS
We have determined the representativeness of Gulkana and Wolverine glaciers for a large 
region in western Alaska using differencing of two DEMs from two points in time and 
the  glacier  outlines  for  a  large  part  of  western  Alaska.  The  elevation  changes  were 
calculated  for  3180 glaciers  using  two  ways  of  statistical  averaging,  three  ways  to 
consider positive elevation changes in the accumulation area, and three types of glaciers. 
Glaciers with more than 20% of their area covered by data voids (in the  Δh/Δt  raster 
maps) were excluded from the computations and over Gulkana and Wolverine Glaciers 
the ASTER GDEM was used to determine the changes.
Rates of elevation changes are -0.63 ±0.40 m yr-1 for both lake terminating and tide-water 
glaciers and -0.24 ±0.44 m yr-1 for land terminating glaciers. Thus, simple extrapolation 
of the mean elevation changes for Gulkana and Wolverine glaciers (-0.7 and -0.6 m yr-1) 
would strongly overestimate the contribution from all other land-terminating glaciers and 
correction factors of 1/2.5 and 1/2.9 would be required, respectively. However, these two 
glaciers represent the mean value for other glacier types and the overall changes quite 
well,  at  least  when  Columbia  Glacier  is  part  of  the  sample  (otherwise  a  30% 
overestimation of mass loss would result). The simple extrapolation of the mass budgets 
from the two benchmark glaciers to the entire region as applied in previous studies might 
thus  have worked rather  well.  The spatial  variability  across the study region can not 
easily be explained.
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Different potential sources of errors resulting from the variety of the input data used in 
this  study needs  to  be taken into  account.  Uncertainties  come mainly  from elevation 
values  of  DEMs  but  also  from glacier  outlines.  The  date  of  topographic  maps  also 
account  for a  possible  source of errors.  As these errors are independent,  they can be 
quadratically added yielding the overall uncertainty summarizes in equation (1):
ε=±√a 2+b2+  c2  (1)
where  (a)  represents  the  error  of  mean  elevation  resulting  from  the  corrected  and 
uncorrected glacier outlines calculated as follow (2):
a=
±∆ hu nc o r−∆ hc o r
(




=  ± 0.0003 m
with Δh being the mean elevation.
Error (b) accounts for the sequential DEMs computation and includes vertical accuracies 
of NED DEM and SPOT5 DEM as described in (3):
b=±√N E D2+ S po t 52  (3)
=  ± 5.9 m
Since (a) is negligible and (c) equals ± 3.5 m (see above), ε is ± 4.9 m.
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SM2 Figures
Fig.S1. Elevation differences between NED and GDEM for flat terrain off-glaciers (with  
slopes less than 5°).
13
Fig.S2. Elevation change for uncorrected DLG vs. corrected DLG glacier outlines. Red  
arrows on top of the picture show the glacier extents visible on the topographic map 
(DRG).
14
Fig.S3. Elevation changes vs. others glacier parameters, respectively vs. glacier size (a),  







A1: Quicklooks of  all satellite scenes used in this study
A2: False Colour Composite
A3: Oblique views





A1: Quicklooks of satellite scenes
127
A2: False Colour Composite (FCC) of  the eastern branch of  the Columbia glacier (Chugach Mnts). (i),  
(ii) and (iii) are TM 3-2-1, TM 4-3-2 and TM 5-4-3 compositions as red, green and blue (RGB)  
respectively. 
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A3-1: Oblique view over the Tordrillo Mountains – Area change
A3-2: Oblique view over the Tordrillo Mountains – DEM characteristics
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A4: Steps of  the watershed analysis
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