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Abstract
We consider an overdetermined system of complex vector ﬁelds on the three-dimensional
torus which is naturally associated to a real analytic, closed 1-form on the two-dimensional
torus. By means of a detailed study of the geometry of level sets of a primitive of the pull-back
of the 1-form via the universal covering, we prove that a necessary condition for the system to
be globally solvable, in the non-exact case, is that each connected component of the critical set
has a point at which the local primitives of the 1-form are open maps. When this condition is
violated we also construct global solutions to the inhomogenous equations having analytic
singularities.
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1. Introduction
A real valued, real analytic, closed 1-form b over the 2-torus T2 gives rise, in a
natural way, to a locally integrable structure on the 3-torus (see Section 2 and [T2]).
To this structure it is possible to associate a complex of differential operators (see
[T2]) the ﬁrst stage of which is L :D0ðT3Þ-D0ðL1T3Þ deﬁned by Lu ¼ ðdt þ
ibðtÞ4@xÞu; here, ðt; xÞ ¼ ðt1; t2; xÞ are the coordinates in T3 and dt is the exterior
derivative in T2:
One of the purposes of this work is to present a necessary condition for the
existence of global solutions uAD0ðT3Þ to Lu ¼ fACNðL1T3Þ; when b is not exact.
The condition is that each connected component of the set ftAT2; bðtÞ ¼ 0g has a
point at which the local primitives of the 1-form are open maps.
When this condition is violated we also construct a singular solution
uAD0ðT3Þ\CoðT3Þ such that Lu ¼ fACoðT3Þ and, as a consequence, we obtain that
L fails to be globally analytic hypoelliptic. We remark that for the global analytic
hypoellipticity this condition is also sufﬁcient.
Concerning the local versions of these properties, the local solvability was studied
by Treves [T1] while the analytic hypoellipticity by Baouendi and Treves [BT].
The article [CH] considers the global solvability when b is exact; in [BCP] the
subject matter was global solvability at the top level of the complex.
The global analytic hypoellipticity of a single vector ﬁeld L ¼ @t þ ibðtÞ@x on T2t;x
was studied in [B]; in [BCM] the subject was global ðCNÞ hypoellipticity.
In Section 2 we give precise statements of our problems and results.
In Section 3 we consider two model cases. In each case we present the construction
of f satisfying the natural compatibility conditions such that Lu ¼ f has no solution;
we also construct singular solutions. The main tool is the method of stationary phase
(see [Sj]).
The content of Section 4 is a comprehensive study of the structure of the level sets
of a primitive B :R2-R of the 1-formPnb; which may have an interest by itself; here
P :R2-T2 is the universal covering and Pnb denotes the pull-back of b: The results
of this section play a decisive role in the reduction carried out in Sections 5 and 6; in
fact, one of our points in this article is to show how this knowledge can be use to
yield global results for overdetermined systems.
Section 5 deals with the reduction to the model case when the periods of b are
commensurable.
In Section 6 we treat the case of incommensurable periods; it turns out that in this
case B is a pseudoperiodic function, in the sense of Arnold [A]. We begin by proving
the existence of a transversal to the level sets of B; we were inspired by the article [A],
where this is done for the so-called general position case. After this we proceed to get
the desired reduction to the model case.
An important ingredient in the reduction to the model case in Sections 5 and 6 is
the possibility of approximating smooth objects such as maps, embeddings and
diffeomorphisms by real analytic ones; this is granted by a theorem of Grauert and
Remmert, as stated in [H]. We also need the fact that, on a compact surface,
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homotopic arcs are isotopic, that is, each stage of the deformation is an embedding
(see Baer’s theorem in [E]). Finally, a result in [H] guarantees that isotopic arcs are
diffeotopic, that is there exists a smooth diffeomorphism of the whole manifold
sending one arc onto the other.
Finally, we mention that a special case of our result in Theorem 2.6, concerning
global analytic hypoellipticity, is contained in [BNZ]; there, the assumptions are that
the periods of b are incommensurable and B is in general position, that is, its critical
points are nondegenerate and its critical values are distinct.
2. Statement of results
We consider the 3-torus T3 ¼ R3=2pZ3; we denote a point in T3 by ðt; xÞ ¼
ðt1; t2; xÞ and write T3 ¼ T2t  Tx:
Let b be a real-analytic, closed 1-form deﬁned on T2; write b ¼ b1ðtÞ dt1 þ
b2ðtÞ dt2:
To the 1-form b associate the line subbundle T 0CC#TnðT3Þ spanned by the
1-form dx 	 ib:
Its orthogonalL ¼ ðT 0Þ>CC#TðT3Þ is a vector subbundle of C#TðT3Þ of ﬁber
dimension 2, which is spanned by the vector ﬁelds
Lj ¼ @
@tj
þ ibjðtÞ @
@x
; j ¼ 1; 2:
Thus L is a locally integrable structure of codimension one over T3 (see [T2]).
We consider the differential operator L :D0ðT3Þ-D0ðL1T3Þ deﬁned by
L ¼ dt þ ibðtÞ4@x;
where dt is the exterior derivative in T
2; note that L may be viewed also as an
operator L : CoðT3Þ-CoðL1T3Þ:
It will be useful for us to divide the analysis according to the value of
r6rankðPerðbÞÞ; where PerðbÞ is the group of periods of b; i.e.,
PerðbÞ ¼
Z
s
b; s is a loop in T2
 
:
In other words, PerðbÞ is the additive subgroup of R consisting of all integral
combinations of the numbers b10; b20 deﬁned by bj0 ¼ ð2pÞ	1
R 2p
0 bjðtÞ dtj; j ¼ 1; 2:
The possible values for r are 0, 1, and 2.
When r ¼ 0; the 1-form b is exact, that is, there exists BACoðT2;RÞ with dB ¼ b:
When r ¼ 1 the periods b10; b20 are rationally dependent but are not both equal to
0; we call this case the case of commensurable periods, or simply the commensurable
case.
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Finally, when r ¼ 2 the periods b10; b20 are rationally independent; this is the case
of incommensurable periods.
Our ﬁrst result concerns global solvability, that is, the existence of solutions to
Lu ¼ f where f satisﬁes a certain number of conditions. The global solvability when
the 1-form b is exact is contained in [CH]: L is globally solvable if and only if condition
ðCÞ holds, that is, the superlevels and sublevels of the primitive of b are connected.
When b is non-exact this condition is meaningless since there is no primitive
deﬁned on T2:
We address the remaining cases and, ﬁrst of all, give a precise deﬁnition of global
solvability.
Deﬁnition 2.1. Assume b non-exact. Let E be the set of all f1 dt1 þ f2 dt2ACNðL1T3Þ
satisfying L1f2 ¼ L2f1 and
R
T2
fjðt; xÞ dtj dx ¼ 0; j ¼ 1; 2:
The operator L is said to be globally solvable (GS) on T3 if for any fAE there exists
uACNðT3Þ satisfying Lu ¼ f :
Note that uACNðT3Þ implies LuAE since L is involutive and, as one can easily see,R
T2
Ljuðt; xÞ dtj dx ¼ 0; j ¼ 1; 2:
Recall that the characteristic set ofL is the subset of TnðT3Þ given by CharðLÞ ¼
T 0-ðTnðT3Þ\0Þ:
The image of CharðLÞ under the natural projection TnðT3Þ-T2t is the set
S6ftAT2; bðtÞ ¼ 0g;
called the critical set.
We now formulate the main condition we deal with in this work, namely:
Deﬁnition 2.2. We say that property ð%Þ holds for the system L if each connected
component of S has a point where the local primitives of b are open maps.
Note that when ð%Þ is violated, there is a connected component Sx ofP	1ðSÞ and
an open neighborhood, V ; of Sx such that any primitive, B; of the pullback PnðbÞ
has the property that BðpÞ > BðtÞ (or else BðpÞoBðtÞ) for all pASx and tAV \Sx:
Our ﬁrst result is
Theorem 2.3. Suppose b is not exact. A necessary condition for L to be globally
solvable is that property ð%Þ holds.
In fact, we prove more: if ð%Þ fails, then there is a real analytic f for which Lu ¼ f
has no solution in D0ðT3Þ:
Our next result is
Theorem 2.4. If property ð%Þ does not hold then one can construct a distribution
uAD0ðT3Þ\CoðT3Þ such that LjuACoðT3Þ; j ¼ 1; 2:
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In particular, property ð%Þ is necessary for L to be globally analytic hypoelliptic
in the sense of the deﬁnition below.
Deﬁnition 2.5. The operator L is said to be globally analytic hypoelliptic (GAH) on T3
if the conditions uAD0ðT3Þ and LuACoðL1T3Þ imply uACoðT3Þ:
We emphasize that although we construct u as in Theorem 2.4, an argument of
different nature (due to Tre´preau, in a private communication) yields the necessity of
ð%Þ for global analytic hypoellipticity.
In fact, ð%Þ is also sufﬁcient, hence, the following theorem holds.
Theorem 2.6. L is globally analytic hypoelliptic on T3 if and only if each connected
component of S has a point where the local primitives of b are open maps.
The proof of this theorem is omitted since it can be obtained by a modiﬁcation in
arguments of [BCM].
Theorem 2.6 can be restated as
Theorem 2.7. Let B :R2-R be a primitive of the pull-back, Pnb; of the 1-form b via
the universal covering P :R2-T2: Then L is GAH on T3 if and only if each connected
component of P	1ðSÞ has a point where B is an open map.
We now comment on the proof of Theorems 2.3 and 2.4. We divide the proof
according to the value of r ¼ rankðPerðbÞÞ: The cases when r ¼ 1 or r ¼ 2 will be
treated in the next sections.
The case when r ¼ 0 applies only to Theorem 2.4. In this case there always exists a
connected component, S0; of S such that B is not open at any point of S0 (take S0 to
be any connected component of the set where B attains its global maximum over T2).
Also, L is never GAH in this case. Indeed, if b is 
 0 then L ¼ dt; B is constant and
S0 ¼ S ¼ T2; take vAD0ðT1Þ\CoðT1Þ and set u ¼ vðxÞ#1t to get uAD0ðT3Þ\CoðT3Þ
and Lu ¼ 0: If now b is c0 we take S0 to be any connected component of the set
where B attains its global maximum over T2: We may take the global primitive B so
that Bp0 and BðpÞ ¼ 0 for some pAS0: Set vðt; xÞ ¼ expðBðtÞ þ ixÞ: We have
vACoðT3Þ; Lv ¼ 0; jvðt; xÞjp1; and vðp; 0Þ ¼ 1: Now take uðt; xÞ ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1	 vðt; xÞp ;
where z/
ﬃﬃ
z
p
is the principal branch. We get uAC0ðT3Þ; Lu ¼ 0 and the t-projection
of ssaðuÞ contains S0; and is in fact equal to S0 ¼ ftAT2; BðtÞ ¼ 0g; in particular,
ueCoðT3Þ and the proof is complete in the case r ¼ 0:
3. The model cases
In this section we consider two model cases, one when the periods are
commensurable, and one when they are incommensurable. In each case, we
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construct f1; f2ACoðT3Þ satisfying the compatibility conditions in Deﬁnition 2.1
such that the system
Lju ¼ fj; j ¼ 1; 2 ð3:1Þ
has no solution in D0ðT3Þ:
We also prove that it is possible to ﬁnd f1; f2ACoðT3Þ and uAD0ðT3Þ\CoðT3Þ
satisfying (3.1).
3.1. Commensurable case
Here the assumptions of the model case are as follows: b20ob10 ¼ 0;
ð0; 0ÞAP	1ðSÞ; Bð0; 0Þ ¼ 0; the maximum of B over Q6½0; 2p2 is attained at
ð0; tn2Þ with 0otn2o2p; and, ﬁnally, Bðt1; 0ÞoBð0; tn2Þ; for all t1AR:
If we set
M6maxfBðtÞ : tA½0; 2p2g ¼ Bð0; tn2Þ ð3:2Þ
and M 06maxfBðt1; 0Þ : t1A½0; 2pg; then we have M 0oM: Take M1 with
M 0oM1oM; then there exists d > 0 such that
max
0pt1p2p;jt2jpd
½Bðt1; t2Þ 	 Bð0; t2ÞpM1: ð3:3Þ
Let 0peoM 	 M1:
In order for (3.1) to have a solution uAD0ðT3Þ we must have L1f2 ¼ L2f1: In fact,
we choose f1 
 0 and so f2 must verify L1f2 ¼ 0:
We will look for u in the form of a partial Fourier series, namely,
uðt; xÞ ¼ 1
2p
XN
n¼1
uˆðt; nÞeinx; ð3:4Þ
hence f2 will be of the form
f2ðt; xÞ ¼ 1
2p
XN
n¼1
fˆ2ðt; nÞeinx: ð3:5Þ
If u is to be a solution to L2u ¼ f2 we must have
@t2 uˆðt; nÞ 	 nb2ðtÞuˆðt; nÞ ¼ fˆ2ðt; nÞ; nX1: ð3:6Þ
If fˆ2ð; nÞACoðT2Þ then (3.6) has a unique 2p-periodic solution given by
uˆðt; nÞ6d2n
Z 2p
0
enfBðtÞ	Bðt1;t2	s2Þg fˆ2ðt1; t2 	 s2; nÞ ds2; ð3:7Þ
A.P. Bergamasco et al. / Journal of Functional Analysis 200 (2003) 31–6436
where d2n ¼ ð1	 e2pnb20Þ	1:
Clearly each uˆð; nÞ is in CoðT2Þ:
We choose fˆ2ðt; nÞ of the form
fˆ2ðt; nÞ ¼ enfeþBðt1;t2Þ	Bð0;t2Þ	M	K ½1	cos t2g; nX1; ð3:8Þ
with M as in (3.2) and K > 0 to be chosen later on.
We claim that f2; given by (3.5) and (3.8), belongs to C
oðT3Þ: Note ﬁrst that each
fˆ2ð; nÞ is in CoðT2Þ: In view of (3.3) and (3.8), we have
jfˆ2ðt; nÞjpenfe	MþM1g; 0pt1p2p; jt2jpd: ð3:9Þ
By choosing K > 0 large we can obtain even faster exponential decay for jfˆ2ðt; nÞj
when dpjt2jpp; 0pt1p2p; nX1:
Thus jfˆ2ðt; nÞjpe	nðM	M1	eÞ; for all t and all nX1; which implies that f2ACoðT3Þ;
since M 	 M1 	 e > 0:
It is also immediately veriﬁed that L1f2 ¼ 0: Clearly fAE:
Substitution of (3.8) into (3.7) gives
uˆðt; nÞ6d2n
Z 2p
0
enjeðt1;t2;s2Þds2; nX1; ð3:10Þ
where
jeðt1; t2; s2Þ6eþ Bðt1; t2Þ 	 Bð0; t2 	 s2Þ
	 M 	 Kð1	 cosðt2 	 s2ÞÞ: ð3:11Þ
We have
uˆð0; tn2; nÞ ¼ d2nJn ð3:12Þ
where
Jn ¼
Z 2p
0
enjeð0;t
n
2
;s2Þds2 ¼ ene
Z tn
2
tn
2
	2p
e	ngðsÞ ds ð3:13Þ
with
gðsÞ ¼ e	 jeð0; tn2 ; tn2 	 sÞ ¼ Bð0; sÞ þ Kð1	 cos sÞ: ð3:14Þ
Note that there exist c1; c2 > 0 such that
c1pd2npc2; nX1: ð3:15Þ
Indeed we have 0o1	 e2pb20p1	 e2pnb20o1 hence 1oð1	 e2pnb20Þ	1p
ð1	 e2pb20Þ	1; for all nX1:
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All we have to prove now is that Jn does not decay exponentially as n-N:
We have gð0Þ ¼ g0ð0Þ ¼ 0 and g00ð0Þ ¼ @t2b2ð0; 0Þ þ K :
Now g has a holomorphic extension, *g; to a complex neighborhood of the origin
in C:
By taking K > 0 large we get g00ð0Þ > 0 and so the origin is a non-degenerate
critical point of g: Now by taking d > 0 small we can also guarantee that the origin is
the only critical point of *gðzÞ in jzjod; and that gðsÞ > 0 if s ¼7d:
We now apply the method of stationary phase as given in [Sj, The´ore`me 2.8], to get
JnX een
Z
jsjod
e	ngðsÞ ds
¼ eenð2pÞ1=2ð@2b2ð0; 0Þ þ KÞ	1n	1=2:f1þ Oðn	1Þg ð3:16Þ
which for e > 0 gives JnXce
en
2 : Hence, uˆð0; tn2; nÞ grows at least exponentially when
e > 0; and, therefore, (3.4) cannot deﬁne a distribution. We conclude that L is not
globally solvable.
We claim that when e ¼ 0; there is K1 > 0 such that, for KXK1; we have
jðt1; t2; s2Þ6j0ðt1; t2; s2Þp0 if t1; t2; s2A½0; 2p: ð3:17Þ
We begin by looking at the points where 1	 cosðt2 	 s2Þ ¼ 0:
The ﬁrst possibility is when t2 ¼ s2: By assumption both B and dB ¼ b vanish at
the origin; hence the function s/Bð0; sÞ has a zero of order at least two at s ¼ 0:
We take d > 0 such that 1	 cos sXs2=4; if jsjod and choose K1 > 0 so that
K1s2X	 8Bð0; sÞ for all jsjod: It then follows that if KXK1 we have
jðt1; t2; s2ÞpBðt1; t2Þ 	 M 	 Kðt2 	 s2Þ2=8p0; if jt2 	 s2jod:
The second possibility is t2 ¼ 2p; s2 ¼ 0: In this case we have jðt1; 2p; 0Þ ¼
Bðt1; 2pÞ 	 Bð0; 2pÞ 	 M ¼ Bðt1; 0Þ 	 MpM 00 	 Mo0; and so jo0 in a neighbor-
hood of such a point.
Similarly, in the third and ﬁnal possibility, t2 ¼ 0; s2 ¼ 2p; we have jðt1; 0; 2pÞ ¼
Bðt1; 0Þ 	 Bð0;	2pÞ 	 MpM 0 	 Mo0; and again jo0 near such a point.
Now, away from the points above, the function 1	 cosðt2 	 s2Þ is bounded below
by a positive constant and, by increasing K1; if necessary, we obtain jo0 there, and
the proof of the claim is complete.
Now (3.10), (3.17) and (3.15) imply that for some C > 0 we have
juˆðt; nÞjpC; tAT2; nX1 ð3:18Þ
which implies that u; deﬁned by means of (3.4) and (3.10), is in D0ðT2Þ:
It remains to show that ueCoðT3Þ: In fact, inequality (3.16) with e ¼ 0; implies
that ð0; tn2Þ belongs to the t-projection of ssaðuÞ:
This completes the analysis of the model case for commensurable periods.
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3.2. Incommensurable case
Here the assumptions of the model case are: b20ob10o0; ð0; 0ÞAP	1ðSÞ;
Bð0; 0Þ ¼ 0; and the maximum of B over Q ¼ ½0; 2p2 is not attained at the boundary.
Our ﬁrst concern is with the compatibility condition L1f2 ¼ L2f1 which must be
satisﬁed if (4.1) is to have a solution. Recall that in the commensurable case we took
care of this by choosing f1 ¼ 0 and taking f2 to be a solution to the homogeneous
equation L1f2 ¼ 0; this is not possible in the incommensurable case, for f2 would
have to be constant and then the only solutions to (4.1) would be the constant ones
(with f2 ¼ 0) which are of no use for disproving solvability or hypoellipticity. Our
strategy will be to start from some real analytic function h and then solve L1f2 ¼ h
and L2f1 ¼ h; compatibility will automatically hold. The other condition appearing
in the deﬁnition of the space E is trivially satisﬁed since our functions will satisfy
fˆjðt; 0Þ 
 0; j ¼ 1; 2:
If we write M6maxfBðtÞ: tA½0; 2p2g; M 06maxfBðt1; 0Þ: t1A½0; 2pg; and
M 006maxfBð0; t2Þ: t2A½0; 2pg; then our assumptions mean that there is
tnAð0; 2pÞ2 such that M ¼ BðtnÞ > 0; 0pM 0oM and 0pM 00oM: Let 0peoM 	
maxfM 0;M 00g:
We deﬁne our function h by means of
hðt; xÞ ¼ 1
2p
XN
n¼1
hˆðt; nÞeinx; ð3:19Þ
where the partial Fourier coefﬁcients are given by
hˆðt; nÞ ¼ e	nf	eþMþK ½2	cos t1	cos t2g; nX1; ð3:20Þ
where K > 0 will be chosen later on.
Each hˆð; nÞ is in CoðT2Þ and we have, for any K > 0;
jhˆðt; nÞjpe	ðM	eÞn; nX1; tAT2; ð3:21Þ
which implies that h is in CoðT3Þ; for M > e; and moreover extends holomorphi-
cally, in the third variable, to the strip deﬁned by jyjoM 	 e: In fact, h can be
extended to the semi-inﬁnite strip deﬁned by y > 	M þ e; this is of microlocal
nature and it is explained by the fact that the Fourier expansion (3.19) of our
function h only contains positive frequencies; however, we will not explore this
aspect any further.
In what follows, we will need the numbers deﬁned by
djn ¼ ð1	 e2pnbj0Þ	1; j ¼ 1; 2; nX1: ð3:22Þ
Since b20ob10o0; there exist c1; c2 > 0 such that
c1odjnoc2; j ¼ 1; 2; nX1: ð3:23Þ
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It is easy to see that a formal solution to L2f1 ¼ h is given by
f1ðt; xÞ ¼ 1
2p
XN
n¼1
#f1ðt; nÞeinx ð3:24Þ
with
#f1ðt; nÞ6d2n
Z 2p
0
enfBðt1;t2Þ	Bðt1;t2	s2Þghˆðt1; t2 	 s2; nÞ ds2; ð3:25Þ
where d2n is as in (3.22).
We remark that, since b20a0; each #f1ðt; nÞ is unique.
In order to see that f1 is a true solution it sufﬁces to prove that f1ACoðT3Þ:
With our choice of h; the formula for #f1ðt; nÞ becomes
fˆ1ðt; nÞ ¼ d2n
Z 2p
0
enjeðt1;t2;s2Þ ds2; ð3:26Þ
where
jeðt1; t2; s2Þ6eþ BðtÞ 	 Bðt1; t2 	 s2Þ 	 M
	 K ½2	 cos t1 	 cosðt2 	 s2Þ: ð3:27Þ
Take M1 such that M
0oM1oM: By taking a smaller e if necessary, we may
assume that 0peoM 	 M1: We claim that
jeðt1; t2; s2ÞpM1 	 M þ e for all t1; t2; s2A½0; 2p: ð3:28Þ
In order to prove our assertion we begin by looking at the points where 2	
cos t1 	 cosðt2 	 s2Þ ¼ 0; we list them and the corresponding values of je in Table 1.
Call X the set of all points ðt1; t2; s2Þ in the table; then X is a compact subset of
½0; 2p3: By inspection we see that jepM 0 	 M þ eoM1 	 M þ eo0 at each point in
X : Hence jeoM1 	 M þ e at each point in an open neighborhood of X : The
function 2	 cos t1 	 cosðt2 	 s2Þ has a strictly positive minimum over the comple-
ment of X in ½0; 2p3; thus, for large K ; we have jeoM1 	 M þ e for all points in the
complement of X : The proof of the claim is complete.
Now (3.25) and (3.28) imply
j #f1ðt; nÞjpeðM1	MþeÞn; tA½0; 2p2; nX1 ð3:29Þ
and, therefore, f1 is in C
oðT3Þ; and in fact extends holomorphically, in the third
variable, to the strip deﬁned by jyjoM 	 M1 þ e:
Similarly f2 has partial Fourier coefﬁcients given by
fˆ2ðt; nÞ6d1n
Z 2p
0
enfBðt1;t2Þ	Bðt1	s1;t2Þghˆðt1 	 s1; t2; nÞ ds1 ð3:30Þ
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or
fˆ2ðt; nÞ ¼ d1n
Z 2p
0
enxðt1;t2;s1Þ ds1; ð3:31Þ
where
xðt1; t2; s1Þ ¼ eþ BðtÞ 	 Bðt1 	 s1; t2Þ 	 M
	 K ½2	 cosðt1 	 s1Þ 	 cos t2: ð3:32Þ
Select M2 such that M
00oM2oM; and, again, by taking a smaller e; if necessary, we
may assume also 0peoM 	 M2: Arguing as in the case of f1; we obtain
jfˆ2ðt; nÞjpeðM2	MþeÞn; tA½0; 2p2; nX1; ð3:33Þ
and we conclude that f2 is in C
oðT3Þ:
We now move on to the solution u to (3.1); the partial Fourier coefﬁcients of u are
given by
uˆðt; nÞ ¼ d1n d2n
Z Z
Q
enweðt;sÞ ds1 ds2; ð3:34Þ
where
weðt; sÞ6eþ BðtÞ 	 Bðt 	 sÞ 	 M
	 K ½2	 cosðt1 	 s1Þ 	 cosðt2 	 s2Þ: ð3:35Þ
Finally we will show that ueD0ðT3Þ; when e > 0: This will be done once we prove
that uˆðtn; nÞ grows at least exponentially. We have
uˆðtn; nÞ ¼ d1nd2n
Z Z
Q
enweðt
n;sÞ ds1 ds2
and since d1n and d2n are bounded below it sufﬁces to show that the integral is not
exponentially decaying.
Table 1
t1 t2 s2 t2 	 s2 jeðt1; t2; s2Þ
0 0 2p 	2p Bð0; 2pÞ 	 M þ e
0 t2 t2 0 Bð0; t2Þ 	 M þ e
0 2p 0 2p 	M þ e
2p 0 2p 	2p Bð0; 2pÞ 	 M þ e
2p t2 t2 0 Bð0; t2Þ 	 M þ e
2p 2p 0 2p 	M þ e
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We have, for any d > 0;Z Z
Q
enweðt
n;sÞ ds1 ds2Xeen
Z Z
jtjod
e	ngðtÞ dt1 dt2 ð3:36Þ
with
gðtÞ ¼ 	weðtn; tn 	 tÞ ¼ eþ BðtÞ þ K ½2	 cos t1 	 cos t2: ð3:37Þ
We have gð0Þ ¼ 0; dgð0Þ ¼ 0 and g00ð0Þ ¼ B00ð0Þ þ K :I ; where I is the 2 2
identity matrix. Now g has a holomorphic extension, *g to a neighborhood of the
origin in C2:
By taking K > 0 large and d > 0 small we can guarantee that z ¼ 0 is the only
critical point of *gðzÞ in jzjod and that it is a nondegenerate one. We also have
gðtÞ > 0 if jtj ¼ d:
We are now in position to apply the method of stationary phase as given in
[Sj, The´ore`me 2.8], to obtain
Z Z
jtjod
e	ngðtÞ dt1 dt2 ¼ð2pÞ	1 det @bj
@tk
ð0Þ þ KI
 	
 	1
n	1ð1þ Oðn	1ÞÞ as n-N ð3:38Þ
and
uˆðtn; nÞXceenn	1 ð3:39Þ
which for e > 0 leads to
uˆðtn; nÞXceen2 :
This concludes the proof that L is not globally solvable in the present case.
In order to show that L is not globally analytic hypoelliptic, all we have to do is to
check that u; given by (3.4) with e ¼ 0; deﬁnes a distribution on T3; but not a real
analytic function.
The fact that ueCoðT3Þ follows from inequality (3.39) with e ¼ 0:
Finally, uAD0ðT3Þ; since w6w0p0 everywhere. We exhibit in Table 2 all points
where 2	 cosðt1 	 s1Þ 	 cosðt2 	 s2Þ ¼ 0 together with the corresponding values
of w:
We mention that the values of w for points in lines 2–9 are strictly negative, while
for line 1 they may be equal to 0. In the latter case the term K ½2	 cosðt1 	 s1Þ 	
cosðt2 	 s2Þ prevails. The rest of the proof is similar to the previous ones, so we stop
here.
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4. The geometry of level sets
We consider a closed, real-analytic 1-form, b; on the torus, with periods b10 and
b20: Let B :R
2-R be a primitive of the pull-back, Pnb; of b via the universal
covering P :R2-T2: We have BðtÞ ¼ b10t1 þ b20t2 þ PðtÞ; where P is real analytic
and 2p-periodic in each variable. We refer to Section 2 for otherwise unexplained
notation. We will treat both the commensurable and the incommensurable cases.
By using diffeomorphisms of the torus given by elements of Uð2;ZÞ we may
assume that b20ob10 ¼ 0 in the commensurable case, while b20ob10o0 in the
incommensurable case (see Sections 5 and 6).
For tAR2; FðtÞ denotes the level set of B containing t; and F0ðtÞ denotes the
connected component of FðtÞ containing t: We call such a set F0ðtÞ regular if
F0ðtÞ-P	1ðSÞ ¼ |; here, S ¼ ftAT1; bðtÞ ¼ 0g is the critical set.
Our goal in this section is to present a detailed study of the geometry of the level
sets of B: In particular, we show how, starting from a bounded F0ðtoÞ; one can
expand by means of bounded level sets until one reaches an unbounded F0ðtÞ with
tAP	1ðSÞ and F0ðtoÞCG3ðtÞ (see Eq. (4.3), Remark 4.13, Corollary 4.18, Remark
4.32 and Theorem 4.39); this result is essential for the reduction to the model cases
done in Sections 5 and 6.
We recall some results which will be needed in our study. The ﬁrst result is a
consequence of the Bruhat–Whitney theorem (see [Hi, Proposition 2.5]).
Theorem 4.1. Given any analytic subset ACRn and any point xoAA there is e0 > 0
such that for any e; 0oeoe0; the set fxAA : jx 	 xojoeg is connected.
Deﬁnition 4.2. We say that a bounded, open, real analytic arc g has endpoints if,
given a real analytic parametrization g : ð	1; 1Þ-R2; the limits limt-71 gðtÞ exist.
We now state the relevant version of Lojasiewicz’s structure theorem for varieties
(see [KP, Theorem 5.2.3]) in two dimensions.
Table 2
t1 t2 s1 s2 t1 	 s1 t2 	 s2 wðt; sÞ
1 t1 t2 t1 t2 0 0 BðtÞ 	 M
2 t1 0 t1 2p 0 	2p Bð0; 2pÞ þ Bðt1; 0Þ 	 M
3 t1 2p t1 0 0 2p Bðt1; 0Þ 	 M
4 0 t2 2p t2 	2p 0 Bð2p; 0Þ þ Bð0; t2Þ 	 M
5 2p t2 0 t2 2p 0 Bð0; t2Þ 	 M
6 0 0 2p 2p 	2p 	2p Bð2p; 0Þ þ Bð0; 2pÞ 	 M
7 0 2p 2p 0 	2p 2p Bð2pÞ 	 M
8 2p 0 0 2p 2p 	2p Bð0; 2pÞ 	 M
9 2p 2p 0 0 2p 2p 	M
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Theorem 4.3. Any analytic subset of R2 is, locally, either an isolated point or a point P
together with a finite union of open analytic arcs having P as an endpoint.
Next we borrow a result from Schwartzman [Sc].
Theorem 4.4. If a real analytic function in a region of the plane has a zero that is not
isolated then there is an open neighborhood of this point in the subspace K of points
where the function vanishes that is homeomorphic to the set of rays in R2 emanating
from ð0; 1Þ and passing through each of a finite set of points on the X1-axis. Moreover,
the number n of points in the set on the X1-axis is even.
A function H :R2-R is pseudoperiodic in the sense of Arnold when there exists a
monomorphism o : 2pZ2-R such that Hðt þ tÞ ¼ HðtÞ þ oðtÞ; for all tAR2 and
tA2pZ2 (see [A]). In our case, it is clear that the primitive B is a pseudoperiodic
function precisely when the periods of b are incommensurable. We now state a result
of Arnold’s (see [A, Theorem 1]).
Theorem 4.5. Any sublevel Mc6ftAR2 : BðtÞocg of a pseudoperiodic analytic
function B has exactly one unbounded component. Moreover, it contains a half-plane.
Our ﬁrst result is an elementary one and the proof is omitted.
Lemma 4.6. If F0ðtÞ is a connected component of a level set of B then F0ðtÞ is closed
and path-connected.
In the case when F0ðtÞ is bounded, it can be described by the following:
Proposition 4.7. Let F0ðtÞ be a bounded connected component of a level set of B: Then
there exist m; nAZþ with m þ nX1; points P1;y;Pm and maximal regular open real
analytic arcs g1;y; gn such that
F0ðtÞ ¼
[m
j¼1
fPjg
 !
,
[n
k¼1
fgkg
 !
ð4:1Þ
(a disjoint union). Furthermore, each Pj is an endpoint of one or more gk’s.
The special cases m ¼ 0; n ¼ 1 and m ¼ 1; n ¼ 0 represent, respectively, the
situations where F0ðtÞ is diffeomorphic to the unit circle T1; and F0ðtÞ ¼ ftg:
Proof. We may assume thatF0ðtÞaftg: Using Theorem 4.1 and the compactness of
F0ðtÞ we obtain a covering ofF0ðtÞ by open disks D1;y;Ds with, for each k; Dk ¼
DðPk; ekÞ; PkAF0ðtÞ; ek > 0; and DðPk; eÞ-F0ðtÞ connected for all 0oepek: We
may assume that when PkeP	1ðSÞ then Dk-F0ðtÞ consists of a single Co open arc,
s; with PkAs; and with the endpoints of s belonging to the boundary of Dk:
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In particular, O6
Ss
k¼1 Dk is open and satisﬁes O-FðtÞ ¼F0ðtÞ:
If now PkAP	1ðSÞ then Theorem 4.3 implies that Dk-F0ðtÞ ¼
fPkg,gk1,?,gkNk ; where NkAN; and each gkl is a real analytic open arc having
an endpoint equal to Pk and the other endpoint lying in @Dk:
Furthermore each Nk is even and X2; in view of Theorem 4.4.
It is clear that we may writeF0ðtÞ as in (4.1): the gj in (4.1) are the maximal regular
real analytic open arcs containing one or more of the gkl ; and the Pk’s are the
endpoints of the gj’s. &
We refer to [O] for some concepts from graph theory.
Corollary 4.8. If F0ðtÞaftg is a bounded connected component of a level set of B; then
it is a finite graph.
The next deﬁnition and theorem are taken from [O].
Deﬁnition 4.9. A ﬁnite graph is an Euler graph if it is possible to ﬁnd a cyclic path of
edges such that each edge appears once and only once in the path.
Theorem 4.10. A finite graph is an Euler graph if and only if it is connected and all
local degrees are even numbers.
Corollary 4.11. If F0ðtÞaftg is a bounded connected component of a level set of B
then it is an Euler graph.
Proof. Use Theorem 4.4, Corollary 4.8 and Theorem 4.10. &
Corollary 4.12. Let F0ðtÞaftg be a bounded connected component of a level set of B:
Then we may write
F0ðtÞ ¼
[rþ1
k¼1
sk ð4:2Þ
where each sk is a closed, piecewise-real-analytic (not necessarily simple) curve
described as a finite union of points and arcs as in (4.1), in such a way that the set
R2\F0ðtÞ has, as connected components, the open sets G;V1;y;Vr; and the following
conditions are verified:
1. each Vj is bounded and simply connected, and @Vj ¼ sj;
2. G is unbounded, p1ðGÞCZ; and @G ¼ srþ1;
3. if we set
GðtÞ6R2\G ð4:3Þ
then GðtÞ is simply connected and compact;
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4. GðtÞ ¼ Srk¼1 %Vk; and @GðtÞ ¼ @G;
5. @GðtÞ is a closed, piecewise-real-analytic (not necessarily simple) curve obtained
from some of the arcs gk as in (4.1) together with their endpoints.
In particular, each of the sets @G; @V1;y; @Vr is path-connected and contained
in F0ðtÞ:
Proof. It is an immediate consequence of Corollary 4.11. &
Remark 4.13. If F0ðtÞ is bounded, then the set GðtÞ; deﬁned by (4.3), is the smallest
closed, simply connected subset of R2 containing F0ðtÞ:
Remark 4.14. If F0ðtÞ is bounded, then @GðtÞCF0ðtÞ: If F0ðtÞ is also regular then
GðtÞ is homeomorphic to a disk and @GðtÞ ¼F0ðtÞ:
Lemma 4.15. If F0ðsÞ is bounded and tAGðsÞ then F0ðtÞCGðsÞ:
Proof. If F0ðtÞ-F0ðsÞa|; then trivially F0ðtÞ ¼F0ðsÞCGðsÞ:
In the remaining case, F0ðtÞ-F0ðsÞ ¼ |; assume that the conclusion is not valid,
that is, F0ðtÞ-ðR2\GðsÞÞa|: By assumption, F0ðtÞ-GðsÞa|: Since F0ðtÞ is
connected, F0ðtÞ-@GðsÞa| hence, by Remark 4.14, F0ðtÞ-F0ðsÞa|: We have
reached a contradiction. &
Corollary 4.16. If F0ðsÞ is bounded and F0ðtÞCGðsÞ then GðtÞCGðsÞ:
Proof. GðsÞ is simply connected and by assumption containsF0ðtÞ; hence GðsÞ must
contain the smallest simply connected set containing F0ðtÞ; i.e., GðtÞ: &
Lemma 4.17. If F0ðtoÞ is bounded then there exists an open set OCR2 containing
F0ðtoÞ such that the level sets of B define a regular foliation over each of the following
open sets: G-O;V1-O;y;Vr-O:
Furthermore, one can also achieve that the map t/BðtÞ 	 BðtoÞ does not change
sign over each of the sets above (the signs may vary from one set to another).
Proof. We may assume that BðtoÞ ¼ 0: The open set O will be described as
O0,O1,?,Or,F0ðtoÞ;
where each Ok is open, O0CG; and OkCVk; for k ¼ 1;y; r:
We shall only describe O0:
By Theorem 4.1, for each tA@GðtoÞ there exists et > 0 such that Dðt; 2eÞ-FðtoÞ is
connected for all 0oepet: By Corollary 4.12, @GðtoÞ is connected and, hence,
Dðt; 2eÞ-@GðtoÞ is also connected. It follows that B does not vanish on
Dðt; 2etÞ\GðtoÞ:
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By decreasing et > 0; if necessary, we also obtain that dB ¼ Pnb does not vanish
on Dðt; 2etÞ\GðtoÞ (again by Theorem 4.1).
By compactness, we can extract a ﬁnite subcovering, fDðt1; e1Þ;y;Dðtk; ekÞg of
@GðtoÞ: Let W6
Sk
j¼1 Dðtj; ejÞ\GðtoÞ:
Since W is path-connected it follows that B does not change sign on this set and
we may assume that BjW > 0:
Let m ¼ min@W \@GðtoÞ B > 0: By continuity there exists %tAW such that Bð%tÞ ¼ m=2:
Since B is analytic and dBa0 on W it follows thatF0ð%tÞ is a regular closed analytic
curve contained in W ; and the same is true of eachF0ðtˆÞ with tˆAGð%tÞ\GðtoÞ: Clearly
we may take O0 ¼ G3ð%tÞ\GðtoÞ: &
Corollary 4.18. If F0ðtoÞ is bounded then there exists a bounded regular F0ðtÞ such
that F0ðtoÞCG3ðtÞ:
Deﬁnition 4.19. For a bounded F0ðtoÞ we set
A6ftAR2;F0ðtÞ is bounded; regular and GðtÞ*F0ðtoÞg ð4:4Þ
and
T6
[
tAA
GðtÞ: ð4:5Þ
We say that T is the trap associated to F0ðtoÞ; or simply a trap.
Remark 4.20. We call such a set T a trap, in the spirit of the terminology of Arnold
[A], although T is open here and closed in [A].
Note that for tAA we have @GðtÞ ¼F0ðtÞ: Furthermore, if t; sAA
either GðtÞCGðsÞ or GðsÞCGðtÞ: ð4:6Þ
Moreover, if t; sAA and GðtÞaGðsÞ; then
either GðtÞCG
3
ðsÞ or GðsÞCG
3
ðtÞ: ð4:7Þ
Indeed, in view of (4.6) we may assume GðsÞiGðtÞ: Thus, @GðsÞ ¼F0ðsÞaF0ðtÞ ¼
@GðtÞ: If F0ðsÞ-F0ðtÞa| then F0ðsÞ ¼F0ðtÞ since F0ðsÞ,F0ðtÞ is connected.
Hence, @GðsÞ-@GðtÞ ¼ | and GðsÞCG3ðtÞ:
Remark 4.21. We have F0ðtoÞCT and T ¼
S
tAA G
3ðtÞ: Also, T is open and simply
connected.
Lemma 4.22. If tAT then F0ðtÞCT ; furthermore, F0ðtÞ is bounded and GðtÞCT :
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Proof. Let tAT : Then tAGðsÞ for some sAA; thus GðsÞ is bounded and GðsÞCT :
Applying Lemma 4.15 we getF0ðtÞCGðsÞCT ; which proves the ﬁrst two assertions.
The third assertion now follows from Corollary 4.16. &
Lemma 4.23. B is constant over the boundary of any trap.
Proof. The proof consists in observing that @T is well approximable by regular
curves F0ðtÞ; tAA: Let then t and sA@T with tas: If e > 0 is sufﬁciently small
then the disks Dðt; eÞ and Dðs; eÞ are disjoint and intersect T ; say at te; se;
respectively.
Therefore, teAGðt1e Þ and seAGðs1e Þ; t1e ; s1eAA: We may assume that Gðt1e ÞCGðs1e Þ:
We observe that teADðt; eÞ-Gðs1e Þ which implies that there exists
t2eADðt; eÞ-@Gðs1e Þ:
Note that Bðt2e Þ ¼ Bðs1e Þ and the continuity of B implies that BðtÞ ¼ BðsÞ: Hence
@TCFð%tÞ for some %tAR2: &
Lemma 4.24. Suppose Bj@T ¼ 0: There exists an open set V*@T such that B does not
change sign on V-T :
Proof. From the previous lemma we have @TCFð%tÞ; for some %t: Since Fð%tÞ is an
analytic set, for each tA@T there exists et > 0 such that Dðt; eÞ-Fð%tÞ is connected
for 0oepet and it is described as a ﬁnite union of analytic arcs emanating from t:
Therefore, Dðt; etÞ\Fð%tÞ is a ﬁnite union of pairwise disjoint, connected open sets
and, consequently, B does not change sign on each of these sets.
Now let V ¼ StA@T Dðt; etÞ: If x1; x2AT-V then there exists t1; t2A@T such that
xjAD0jCDðtj ; etj Þ; where D0j is the connected component of Dðtj; etj Þ\Fð%tÞ; containing
xj; j ¼ 1; 2: We have xjAGj6Gð%tjÞ for some tjAA; j ¼ 1; 2 (here A is as in (4.4)).
We may assume that G2CG1: Hence,F0ðt1Þ-D02a| which implies that B has the
same sign on D01 and on D
0
2: Therefore B does not change sign on V-T : &
We now consider unbounded F0ðtÞ:
Deﬁnition 4.25. We say that an unbounded connected component of a level set of B
is a normal curve if it does not meet any point of P	1ðSÞ; that is, if it is regular.
Remark 4.26. It follows from Lemma 4.22 that unbounded connected components
of level sets do not intersect traps. In particular, normal curves do not intersect traps.
We begin with some results for the case when the periods of b are incom-
mensurable. We have
Proposition 4.27. Suppose b has incommensurable periods. If F0ðtÞ is a normal curve
then R2\F0ðtÞ has precisely two connected components, G1 and G2; each one containing
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a half-plane. Furthermore, if F0ðsÞ is a normal curve distinct from F0ðtÞ then
BðtÞaBðsÞ:
Proof. Note thatF0ðtÞ is contained in a strip S6fc1pb0  tpc2g: Let g :R-R2 be a
real analytic parametrization of F0ðtÞ and set gþ ¼ gjð0;NÞ and g	 ¼ gjð	N;0Þ :
Set KN6S-fjt1jpNg: For each large N we have gð0ÞAKN and both gþ and g	
leave KN after ﬁnite (positive, resp. negative) time; thus both fgþg and fg	g are
unbounded. In other words, g7 go toN within the strip.
In fact, g7 go toN in opposite directions within the strip for otherwise one of the
sets fBðtÞoBðgð0ÞÞg and fBðtÞ > Bðgð0ÞÞg would have more than one unbounded
connected component, which would violate Theorem 4.5.
Theorem 4.5 also implies that B takes on distinct values at two distinct normal
curves such as F0ðtÞ and F0ðsÞ:
Moreover, any normal curve disconnects the plane; more precisely, R2\F0 has
exactly two connected components and it is also clear that any such component
contains a half-plane. &
Proposition 4.28. Suppose F0ðtÞ is unbounded and b has incommensurable periods. If
F0ðtÞ-P	1ðSÞa|; then we may write F0ðtÞ as a disjoint union
F0ðtÞ ¼ C	,Cþ,fP1g,?,fPmg,g1,?,gn; ð4:8Þ
where
1. C	 and Cþ are unbounded, regular, real analytic arcs going off to N in opposite
directions;
2. each gk; k ¼ 1;y; n; is a bounded, regular, real analytic arc;
3. fP1;y;Pmg is the set of finite endpoints of the curves C	; Cþ; g1;y; gn;
4. fP1;y;PmgCP	1ðSÞ;
5. the connected components of R2\F0ðtÞ are open, simply connected sets
G1;G2;V1;y; Vr; with each Gj unbounded, containing a half-plane, and each Vj
bounded;
6. the set
R2\ðG1,G2Þ ð4:9Þ
is simply connected.
7.
F0ðtÞ ¼ C	,Cþ,s1,?,sr; ð4:10Þ
where each sl ¼ @Vl is a closed, piecewise, real analytic curve;
8. for n ¼ 1; 2; @Gn ¼ C	,Cþ,ð
S
jAJnfPjgÞ,ð
S
kAKn gkÞ; where JnCf1;y;mg and
KnCf1;y; ng; hence @GnCF0ðtÞ;
9. if P	 denotes the finite endpoint of C	; then P	A@G1-@G2-P	1ðSÞ;
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Proof. For simplicity we write F0 for F0ðtÞ: If a connected component of P	1ðSÞ
intersects F0 then it is contained in F0; because B is constant over each such
connected component.
Now, if F0 contains a connected component *S0 of P	1ðSÞ then F0 does not
intersect the translates of *S0; because of incommensurability.
This implies thatF0 contains only a ﬁnite number, n; of connected components of
P	1ðSÞ: In fact, 1pnp number of connected components of SCT2:
Hence F0\P	1ðSÞ consists of a ﬁnite number of real analytic arcs, at least one of
which is unbounded. Furthermore, since each connected component of P	1ðSÞ is
also an analytic set it follows that F0 is equal to a ﬁnite union of points and arcs.
Now,F0 cannot contain more than two unbounded arcs, for otherwise we would
get more than one unbounded component of a sublevel or superlevel set of
B :R2-R; which would contradict Theorem 4.5.
We claim that the number of unbounded arcs inF0 is even. Indeed, Theorem 1.3
says that the number of local arcs at each zero-dimensional stratum is even, hence so
is the total number of local arcs. On the other hand, each bounded arc contributes
with two local arcs while an unbounded arc gives rise to only one such arc. This
completes the proof of the claim.
We reach the conclusion that F0 has precisely two unbounded arcs.
Moreover, the previous argument for the case of normal curves (i.e., the use of
Theorem 4.5) applies to show that the unbounded arcs go to N in opposite
directions within the strip fc1pb0  tpc2g:
The complement, inF0; of the union of the two unbounded arcs is thus a compact
set made up of a ﬁnite number of zero- and one-dimensional strata.
Furthermore, F0,fNg is an Euler graph in R2,fNg: From this fact all
assertions follow easily. &
Lemma 4.29. If b has incommensurable periods then each one of the level sets of B
contains exactly one unbounded connected component.
Proof. It follows from Theorem 4.5 and from the proofs of Propositions 4.27 and
4.28 that any level set cannot contain more than one unbounded connected
component; it remains to show that it contains at least one such component.
Given cAR; let FðtÞ ¼ fsAR2; BðsÞ ¼ cg: We claim that FðtÞ is unbounded.
Indeed, if FðtÞ were bounded then one of the sets Mc ¼ fsAR2; BðsÞ > cg or mc ¼
fsAR2; BðsÞocg would be bounded, contradicting the fact that both of them contain
a half-plane. Thus, FðtÞ is unbounded and, if one of its connected components is
unbounded, we are done.
Since b has incommensurable periods, a connected component and its translates
belong to different level sets. Thus, if F0ðt1Þ and F0ðt2Þ are different connected
components ofFðtÞ then PðF0ðt1ÞÞ and PðF0ðt2ÞÞ are disjoint subsets on the torus.
Notice that each bounded connected component ofFðtÞ gives rise to at least one
critical point of B; say, st: It is clear that ifF
0ðt1Þ andF0ðt2Þ are different connected
A.P. Bergamasco et al. / Journal of Functional Analysis 200 (2003) 31–6450
components ofFðtÞ then Pðst1Þ and Pðst2Þ lie in different connected components of
S: But, since the number of connected components of S is only ﬁnite, we must have
that the number of bounded connected components of FðtÞ is no larger than that.
Therefore, FðtÞ must have one unbounded connected component for it is
unbounded. &
Lemma 4.30. Suppose that F0ðtÞ is unbounded, b has incommensurable periods, and
F0ðtÞ-P	1ðSÞa|; and let V1;y;Vr;G1;G2 be the open sets appearing in Proposition
4.28. Then there exists an open set OCR2 containing F0ðtÞ such that
1. the level sets of B define a regular foliation over each of the following sets:
V1-O;y;Vr-O;
2. Gk-O-P	1ðSÞ ¼ |; k ¼ 1; 2;
3. the map t/BðtÞ 	 BðtoÞ does not change sign over each of the sets Vj-O;
j ¼ 1;y; r; and over Gk-O; k ¼ 1; 2:
Proof. It is essentially the same proof of Lemma 4.17. &
We now turn our attention to the non-exact commensurable case.
Proposition 4.31. Suppose that b is non-exact with b10 ¼ 0: Let FðtÞ be a level set of B
and assume that the connected component F0ðtÞ is unbounded. Then we have:
1.
(a) FðtÞCfðs1; s2Þ; js2joCg; for some C > 0;
(b) the number of unbounded connected components of FðtÞ is finite.
2.
(a) R2\F0ðtÞ has exactly two unbounded connected components, say, G1;G2;
(b) each Gn is simply connected and contains a half-plane of the form
f7t2pCog;
(c) each @Gn is unbounded, path-connected and contained in F
0ðtÞ;
(d) the set
GðtÞ6R2\ðG1,G2Þ ð4:11Þ
is simply connected.
3. If R2\F0ðtÞaG1,G2 then:
(a) the connected components of R2\ðF0ðtÞ,G1,G2Þ are simply connected,
bounded open sets V1;V2;y;
(b) each @Vk is contained in F
0ðtÞ:
(c) @Gn-P	1ðSÞa|; for n ¼ 1; 2:
4. There exists an open set O containing F0ðtÞ such that, for n ¼ 1; 2; the set O-Gn
is foliated by normal curves.
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Proof. Our strategy for proving the results in the commensurable case is to factor
the universal covering P :R2-T2 as
R2-
P1
T1t1  Rt2-
P2
T2; ð4:12Þ
which is possible since b10 ¼ 0:
Deﬁne Bw :T1  R-R by Bwð½t1; t2Þ ¼ Bðt1; t2Þ ¼ Pðt1; t2Þ þ b20t2:
Each sublevel of Bw has a unique unbounded connected component, and the same
is true for superlevels.
The mapping F/P1ðFÞ gives a one-to-one correspondence between the level
sets of B and the ones of Bw:
Each level set,Fw; of Bw is compact and contained in a strip fjt2jpCg: By pulling
this information back to R2 via P1 we obtain 1(a).
Let KCT R be compact and path-connected. Let us call K trivial when
it is contractible to a point on the surface of the cylinder T1  R and nontrivial
otherwise.
The mapping F0/P1ðF0Þ gives a one-to-one correspondence between un-
bounded connected components of level sets of B and non-trivial connected
components of level sets of Bw: We use the notation F0w for P1ðF0Þ:
By analyticity, each level set Fw has a ﬁnite number of connected components
(hence 1(b) holds), and each component is compact.
It is easily seen that there are only three possibilities for a connected component of
level set of Bw; namely: a single point, a homeomorph of T; or a ﬁnite Euler graph on
the cylinder T1  R: From this fact follow most of the assertions in our proposition,
hence we will be brief.
When F0w is non-trivial, the set T1  R\F0w has precisely two unbounded
components which give rise, via P	11 to the open sets G1;G2 verifying the condi-
tions in 2. Moreover, T1  R\F0w has, at most, a ﬁnite number of bounded
components which, after pulling back, account for the open sets Vk verifying 3(a)
and 3(b).
We now give a proof of 3(c). An equivalent statement is: if ðT RÞ\F0waGw1,Gw2
then @Gwn-P	12 ðSÞa|; for n ¼ 1; 2; we proceed to prove this.
Assume that, for some n; @Gwn-P	12 ðSÞ ¼ |: We know that @Gwn is compact, path-
connected, non-trivial and contained in F0w; since now it is also regular, it follows
that it is homeomorphic to T1 and we reach the conclusion that @Gwn ¼F0w: But this
implies ðT RÞ\F0w ¼ Gw1,Gw2 ; a contradiction.
The proof of 4 is omitted since it is similar to that of Lemma 4.17. &
Remark 4.32. If F0ðtÞ is unbounded and G1;G2 are the unbounded open sets
appearing in Propositions 4.27, 4.28 and 4.31, then the set GðtÞ is the smallest closed,
simply connected subset of R2 containing F0ðtÞ:
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Lemma 4.33. Let F0ðtoÞ be a bounded connected component of a level set of B; and let
T be the trap containing F0ðtoÞ: Let FðtÞ be the level set containing @T : If F0ðt1Þ is a
bounded connected component of FðtÞ then @T-F0ðt1Þ ¼ |:
Proof. We begin by proving the result when F0ðt1Þ ¼ ft1g:
Assume that @T-F0ðt1Þa|: This means that t1A@T :
There is an open neighborhood, O; of t1 such that O\ft1g is foliated by Jordan
curves, each one of them being a connected component of a level set of B:
Since t1A@T ; there is a point qAO-T : Lemma 4.22 implies that GðqÞCT : Since
t1AGðqÞ we get t1AT ; a contradiction. This ﬁnishes the proof of this case.
We now address the remaining situation, namely, F0ðt1Þaft1g: Let G be the
unbounded component of R2\F0ðt1Þ as in Corollary 4.12 and let O be as in Lemma
4.17. We consider four cases as follows.
Case i: F0ðtoÞCGðt1Þ:
Let t2AO-G: ThenF0ðt2Þ is bounded, regular and Gðt2Þ*Gðt1Þ*F0ðtoÞ; in other
words, t2AA; and Gðt2ÞCT :Hence,F0ðt2ÞCT which implies @T-F0ðt1Þ ¼ |; in the
present case.
Case ii: @G-Ta|: Let t2A@G-T : Since t2AT we have t2AGðt3Þ; for some t3AA:
By Lemma 4.15, we have F0ðt2ÞCGðt3Þ: Since t2A@GCF0ðt1Þ; we obtain F0ðt2Þ ¼
F0ðt1Þ and soF0ðt1ÞCGðt3Þ: Since Gðt3ÞCT we getF0ðt1ÞCT ; hence, @T-F0ðt1Þ ¼
|; in this case.
Case iii: O-G-Ta|: Let t2AO-G-T : Since t2AO-G; F0ðt2Þ is bounded and
regular and Gðt2Þ*F0ðt1Þ: Since t2AT we have t2AGðt3Þ for some t3AA: Lemma
4.15 implies F0ðt2ÞCGðt3Þ: Thus, Gðt2ÞCGðt3ÞCT by Corollary 4.16. Hence,
F0ðt1ÞCT and again @T-F0ðt1Þ ¼ |:
Case iv: F0ðtoÞ-Ga|; and @G-T ¼ | and O-G-T ¼ |: Assume there exists
t2A@T-F0ðt1Þ: Take e > 0 such that Dðt2; eÞCO: Take t3ADðt2; eÞ-T : Thus,
t3AO-T and, hence, t3eG: In other words, T-ðR2\GÞa|: Since F0ðtoÞCT and
F0ðtoÞ-Ga|; we see that T-Ga|: Combining the results and using the fact that T
is connected, we get T-@Ga|; a contradiction. &
We now list, without proof, three elementary results.
Lemma 4.34. Let F ;G;XCR2 with G connected, @XCF ; G-F ¼ |; and G-Xa|:
Then it follows that GCX :
Corollary 4.35. Let H1;H2;FCR2 with H1-H2a|: Suppose that, for each j ¼ 1; 2;
we have Hj connected, @HjCF ; and Hj-F ¼ |: Then H1 ¼ H2:
Remark 4.36. For j ¼ 1; 2; let OjCR2 be a bounded open set such that @Oj is a
Jordan curve. If O1-O2a| then @O1-@O2a|:
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Lemma 4.37. No trap T can contain a point pAR2 and a translate p þ t; tA2pZ2\0: In
other words, T can never intersect its translates by tA2pZ2\0:
Proof. Let F0ðtoÞ be bounded and let T be the trap containing it.
We argue by contradiction. If tA2pZ2\0 and fp; p þ tgCT then there is %tAA such
that fp; p þ tgCG3ð%tÞ: Now F0ð%tÞ þ t is also bounded and regular; in fact, F0ð%tÞ þ
t ¼F0ð%t þ tÞ:
Note that p þ tAG3ð%tÞ-G3ð%t þ tÞ: By Remark 4.36 we must have F0ð%tÞ-F0ð%t þ
tÞa|; but this implies Bð%tÞ ¼ Bð%t þ tÞ; since Bð%t þ tÞ ¼ Bð%tÞ þ t  bo; we reach the
conclusion that t  boa0:
In the incommensurable case, we must then have t ¼ 0; a contradiction.
In the commensurable case, we conclude that t ¼ ðZ; 0Þ; for some ZA2pZ\0; and
that F0ð%tÞ ¼F0ð%t þ ðZ; 0ÞÞ: It follows that, for every jAZ; we have F0ð%tÞ ¼
F0ð%t þ jðZ; 0ÞÞ; but this implies F0ð%tÞ unbounded, a contradiction. &
Proposition 4.38. LetF0ðtoÞ be a bounded connected component of a level set of B; and
let T be the trap containing F0ðtoÞ: Let FðtÞ be the level set containing @T :
Then @T is contained in a single unbounded connected component, F0ðt1Þ; of FðtÞ
satisfying F0ðt1Þ-P	1ðSÞa|: Moreover, for j ¼ 1; 2; @Gj-P	1ðSÞa|; where
G1;G2 are the unbounded connected components of R
2\F0ðtÞ:
Furthermore, T coincides with one of the bounded connected components of
R2\F0ðt1Þ: In particular, T is bounded and @T is a closed curve, hence @T is connected.
Proof. We ﬁrst deal with the case of incommensurable periods.
In this case, Lemma 4.29 says that FðtÞ has precisely one unbounded connected
component F0ðt1Þ; and Lemma 4.33 says that @T cannot intersect bounded
components of FðtÞ; hence we have @TCF0ðt1Þ:
We use Propositions 4.27 and 4.28 to write R2 as a disjoint union R2 ¼
G1,G2,Gðt1Þ; with each Gj connected and unbounded (cf. also Remark 4.32).
We claim that T-G1 ¼ |: We argue by contradiction. Suppose that T-G1a|:
Then Lemma 4.34 applies with G ¼ G1; X ¼ T and F ¼F0ðt1Þ to yield G1CT :
Since G1 contains a half-plane it follows that T contains p and p þ t; with tA2pZ2\0;
this contradicts Lemma 4.37, and concludes the proof of our claim.
Similarly we have T-G2 ¼ |: Hence TCGðt1Þ:
It follows thatF0ðt1Þ-P	1ðSÞa|; indeed, ifF0ðt1Þ were a normal curve then we
would get TCGðt1Þ ¼F0ðt1Þ; which is impossible, since T is open. Now Proposition
4.28 implies that @G1-@G2-P	1ðSÞa|:
We use Proposition 4.28 to write the decomposition into connected components
R2\F0ðt1Þ ¼ G1,G2,V1,?,Vr; here, each Vk connected and bounded, and each
@Vk is a closed curve contained in F
0ðt1Þ:
Remark 4.26 says that T-F0ðt1Þ ¼ |: It follows that TCV1,?,Vr: In
particular, T is bounded. Since T is open and connected, we conclude that TCVj;
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for some j: Now Corollary 4.35, with H1 ¼ Vj ; H2 ¼ T ; and F ¼F0ðtÞ; yields
T ¼ Vj : The proof is complete in the incommensurable case.
We now consider the commensurable case. Since @Ta| and, by Lemma 4.33, @T
does not intersect any bounded connected component of FðtÞ; there must be an
unbounded one, say F0ðt1Þ; intersecting @T :
We use Proposition 4.31 to write R2 as a disjoint union R2 ¼ G1,G2,Gðt1Þ
(cf. also Remark 4.32).
Take O as in Proposition 4.31 so that G1-O and G2-O are foliated by normal
curves.
Let p1A@T-F0ðt1Þ: Take e > 0 so that Dðp1; eÞCO: Then |aDðp1; eÞ-TCO and
we claim that Dðp1; eÞ-T-G1 ¼ |: Indeed, if not, then T would have to contain a
normal curve, which is impossible in view of Lemma 4.15 and Corollary 4.16.
Similarly we have Dðp1; eÞ-T-G2 ¼ |: The conclusion is that Dðp1; eÞ-TCGðt1Þ:
We now prove that T-G1 ¼ |: Take p2AT-Gðt1Þ and assume that there is
p3AT-G1: Take a curve g contained in T and joining p2 and p3: Then g will hit one
of the sets G1-O and G2-O; which will again imply that the trap contains a normal
curve, a contradiction.
Similarly, we have T-G2 ¼ |: We conclude that TCGðt1Þ:
Thus R2\F0ðtÞaG1,G2 hence Proposition 4.31 implies @Gn-P	1ðSÞa|; for
n ¼ 1; 2; it follows that F0ðt1Þ-P	1ðSÞa|:
Also, @TCFðtÞ-Gðt1Þ; and now Lemma 4.33 implies that @TCF0ðt1Þ:
The rest of the proof is exactly as in the incommensurable case. &
By using the results we have proved, we obtain the following theorem.
Theorem 4.39. Let F0ðtoÞ be a bounded connected component of a level set of B: Then:
1. there exists a trap, T ; with F0ðtoÞCT ;
2. there exists a unique unbounded component, F0ðtÞ; such that @TCF0ðtÞ;
3. F0ðtÞ-P	1ðSÞa|;
4. TCGðtÞ; and in fact T is equal to one of the bounded connected components of
R2\F0ðtÞ;
5. R2\GðtÞ ¼ G1,G2 where, for j ¼ 1; 2; Gj is unbounded and contains a half-plane;
6. for j ¼ 1; 2; @GjCF0ðtÞ; and @Gj-P	1ðSÞa|:
5. Commensurable periods: reduction to the model case
The goal of this section is to show that, under the assumption that ð%Þ is violated,
we reach the situation of the model case after a number of real analytic
diffeomorphisms of T2:
Let there be given a real analytic, closed 1-form, b; on the torus with
commensurable periods b10 and b20:
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Our ﬁrst step is to show that it sufﬁces to consider the case where the periods of b
verify b20ob10 ¼ 0:
A primitive, B :R2-R; of the pull-back PnðbÞ is BðtÞ ¼ b10t1 þ b20t2 þ PðtÞ; or,
B ¼ b0  t þ PðtÞ; where P is 2p-periodic in each variable.
There exist relatively prime integers p; q such that pb10 þ qb20 ¼ 0: Take integers
r; s satisfying pr þ qs ¼ 1:
Then
t1
t2
 !
/
t01
t02
 !
6
r s
	q p
 !
t1
t2
 !
is a diffeomorphism of T2; with inverse given by
t01
t02
 !
/
t1
t2
 !
¼ p 	s
q r
 !
t01
t02
 !
:
In the new coordinates, the primitive is B˜ðt0Þ ¼ Bðtðt0ÞÞ ¼ b0  tðt0Þ þ Pðtðt0ÞÞ:
We have b0  tðt0Þ ¼ b10ðpt01 	 st02Þ þ b20ðqt01 þ rt02Þ ¼ ðpb10 þ qb20Þt01 þ ð	sb10 þ
rb20Þt02; hence b010 ¼ pb10 þ qb20 ¼ 0 and b020 ¼ 	sb10 þ rb20a0: If b020o0 we are
done, while if b020 > 0 it sufﬁces to use the diffeomorphism ðt01; t02Þ/ðt01;	t02Þ:
In the remaining part of this section, each diffeomorphism which we will use will
preserve the values of b10 and b20:
Our hypothesis that ð%Þ is violated means that there is a connected component,
Sx; of P	1ðSÞCR2 over which B has a maximum or minimum.
Note that B is constant over any given connected component of P	1ðSÞ: To say
that B has a maximum over Sx means that there is an open neighborhood, V ; of Sx
such that BðpÞ > BðtÞ if pASx and tAV \Sx:
5.1. The case of bounded Sx
Let us consider ﬁrst the case when every SxCR2 where B has a maximum or
minimum is bounded, i.e., the projection PðSxÞ is shrinkable to a point on T2:
Take one such Sx: Then Sx ¼F0ð%tÞ; for some %t: Now Theorem 4.39 implies the
existence of an unbounded F0ðtoÞ such that GðtoÞ*Sx and @G1-P	1ðSÞa|; where
G1 is the lower unbounded component of R
2\GðtoÞ: Recall also that @G1CF0ðtoÞ:
Changing notation and making a translation, we may assume that to ¼ 0;
0A@G1-P	1ðSÞ; and Bð0Þ ¼ 0:
Set M6maxfBðtÞ; tAGð0Þg and n6minfBðtÞ; tAGð0Þg: We claim that we may
assume that M > 0: Indeed, we always have MX0 and np0: If M ¼ 0 then no0;
since b is real analytic and c0; we now make a change of variables in T3; namely,
ðt; xÞ/ð	t;	xÞ and we obtain, in the new variables, M > 0: Note also that the
properties b10 ¼ 0; b20o0 are preserved under this change of variables.
Thus from now on we assume that M > 0:
A.P. Bergamasco et al. / Journal of Functional Analysis 200 (2003) 31–6456
Now we take a connected open set OCR2 withF0ð0ÞCO; BðtÞpM=2 for all tAO:
By using Proposition 4.31, we obtain a foliation of O-G1 by normal curves in
such a way that the projection of each such curve on T2 can be parametrized as a
loop homologous to s1: We use the notation s1; s2 for the canonical loops on T2:
Sometimes we also use the notation ft2 ¼ 0g for s1; and ft1 ¼ 0g for s2:
Take r > 0 such that the open disk Dð0; rÞ is contained in O and so that
F0ð0Þ-Dð0; rÞ is equal to a ﬁnite union of rays emanating from the origin. Now
Dð0; rÞ\F0ð0Þ is equal to a ﬁnite union of sectors S1;y;Sp:
Take tADð0; rÞ-G1 and consider a real analytic parametrization g :R-R2 of the
normal curve F0ðtÞ; with gðs þ 2Þ ¼ gðsÞ þ ð2p; 0Þ for all sAR: Then we have, for
some jAf1;ypg;
F0ðtÞ-@Dð0; rÞ-Sj ¼ fgðs1Þ;y; gðslÞg; ð5:1Þ
where lX2 and 	1ps1os2o?oslp1:
Take a smooth function g1 :R-R
2 such that:
1. g1ðsÞ ¼ gðsÞ if either 	1psps1 or slpsp1;
2. ð0; 0ÞAg1ð½s1; sl ÞCDð0; rÞ;
3. g1 is injective;
4. g1ðs þ 2Þ ¼ g1ðsÞ þ ð2p; 0Þ (see Fig. 1).
Notice that eg16P3g1 is smooth, non-self-intersecting, and homotopic to s1:
Take a tubular neighborhood V of g1ðRÞ; with VCG1,Dð0; rÞ:
By the theorem of Grauert and Remmert (see [H, Theorem 5.1, p. 65]) there is eg2
such that:
1. eg2 is Co;
2. eg2 is homotopic to eg1 (and to s1);
G1
 (s1)  (sl)
1
Fig. 1. Constructing g1:
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3. the image, g2ðRÞ; of the lift, g2; of eg2 to R2 is contained in V ;
4. eg2 is non-self-intersecting.
Furthermore, by making a translation (if necessary) we may assume that g2 passes
through the origin.
By the theorem of Baer (see [E]), homotopic arcs are isotopic; thus eg2 is isotopic
to s1:
By Theorem 1.3, in [H, p. 180], eg2 is then diffeotopic to s1; that is, there is a
smooth diffeomorphism, F; of T2 onto T2 sending eg2 onto s1:
We apply Grauert–Remmert once again to obtain a real analytic diffeomorphism
F1 :T2-T2 so close to F that the lift of F13eg2 to R2 ðg3 :R-R2Þ is the graph of a
2p-periodic Co function w :R-R; t2 ¼ wðt1Þ:
Moreover, by making (if necessary) a translation we may assume that wð0Þ ¼ 0:
The Co change of variables
ðt01; t02Þ ¼ Cðt1; t2Þ ¼ ðt1; t2 	 wðt1ÞÞ
sends the graph of w onto ft02 ¼ 0g:
To the diffeomorphism C there corresponds, in a natural way, a diffeomorphism
C1 :T2-T2:
The composition C13F1 is a Co diffeomorphism of T2 onto T2 sending eg2 onto s1:
In the new coordinates we are in the same situation as that of the model case,
namely, ð0; 0ÞAS; Bð0; 0Þ ¼ 0; and
M6max
½0;2p2
BðtÞ > max
t1A½0;2p
Bðt1; 0Þ6M 0:
5.2. The case of unbounded Sx
Let us consider now the case when there is an unbounded component, Sx; over
which B attains a maximum or a minimum; in this case, the projection PðSxÞ is non-
trivial on T2:
Observe that Sx þ ð2p; 0Þ ¼ Sx; since b10 ¼ 0: Note also that Sx ¼F0ð%tÞ; for
some %t:
As in the previous case, there exist an open tubular neighborhood O of Sx with BjO
small and O-P	1ðSÞ ¼ Sx; and an analytic curve g in O passing through a point
P0ASx; with P3g closed, non-homologous to zero and non-self-intersecting.
At this point we make a real analytic change of variables that sends g onto
ft2 ¼ 0g and P0 into the origin.
Now, in the new variables, the maximum of B on ½0; 2p  ½0; 2p is attained in
P1 ¼ ðtn1; tn2ÞAð½0; 2p  ð0; 2pÞÞ-P	1ðSÞ:
Let us select an analytic curve bðsÞ ¼ ðfðsÞ; sÞ joining ð0; 0Þ; P1 ¼ ðtn1 ; tn2Þ and
ð0; 2pÞ; where f is a 2p-periodic analytic function such that fð0Þ ¼ 0 and fðtn2Þ ¼ tn1 :
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We observe that the projection on T2 is closed, non-homologous to zero, and has
no self-intersection.
The real analytic change of variables ðt1; t2Þ/ðt1 	 fðt2Þ; t2Þ sends b onto
ft1 ¼ 0g and P1 into ð0; tn2Þ: We have reached the situation of the model case.
6. Incommensurable periods: construction of a transversal and reduction
to the model case
Our goal in this section is to ﬁnd a diffeomorphism of T2 taking us from the
assumption of existence of a connected component Sx of P	1S where B has either a
maximum or a minimum to the situation of the model case in Section 3.
We claim that we can always reduce the general case to that where b20ob10o0:
Note ﬁrst that both b10a0 and b20a0: If b10 > 0; we use the diffeomorphism
ðt1; t2Þ/ð	t1; t2Þ; and proceed similarly if b20 > 0: If now b20 > b10; we use
ðt1; t2Þ/ðt2; t1Þ:
In order not to overload our notation, after we make a change of variables we will
revert back to the notation ðt1; t2Þ for the coordinates on the torus; we will also use
the same notation for the coordinates in R2:
All diffeomorphisms which we will use preserve the values of b10 and b20:
In the ﬁrst subsection we construct a transversal to the unbounded level sets of B;
the transversal will be ft1 ¼ 0g: This will give us good control over the values of B
along vertical lines near ft1 ¼ 0g; in fact, B will be strictly decreasing over such lines.
Our arguments here are directly inspired by the ones in [A].
In the ﬁnal subsection we work towards obtaining control in the direction of the
other axis.
Note that since the periods are negative, the maximum of B over the fundamental
square never occurs on the top part of the boundary; indeed we always have
Bðt1; 2pÞoBðt1; 0Þ: Similarly, concerning the vertical part of the boundary, we only
have to worry about the part contained in ft1 ¼ 0g:
We remark that we will be able to keep transversality at ft1 ¼ 0g except at the very
last step when we move a singular point into the origin, as needed for the model case.
6.1. Construction of a transversal
Proposition 6.1. There exists a real analytic loop s : ½0; 1-T2; with s non-
homologous to zero, such that its lift *s :R-R2 is everywhere transverse to each level
set of B :R-R which it meets.
Proof. We will ﬁrst prove the existence of a smooth transversal and in the end we
will obtain an analytic one.
Each connected component, S0; of SCT2 is contractible to a point on T2; also, the
number of these connected components is ﬁnite.
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The projection PðTÞ of a trap TCR2 associated to some unbounded F0CR2; is
contractible, on T2; to a point; also the number of traps on the torus is ﬁnite.
Hence we can ﬁnd a non-self-intersecting smooth loop, s; on T2; which is non-
homologous to zero, avoids S and all traps.
We may choose s to be homologous to one the canonical generators of p1ðT2Þ; say
sCs2:
In fact, we may assume that s ¼ s2 by using, if necessary, a smooth
diffeomorphism of T2 preserving the numbers b10 and b20; obtained by applying
the theorems of Baer and Hirsch mentioned in the previous section.
Let *s denote the lift of s and set b ¼ B3 *s; at the present stage, bðtÞ ¼ Bð0; t2Þ:
We now deform s in a smooth fashion so that the new function b has a
ﬁnite number of critical points in ð0; 1Þ with pairwise distinct critical values which
are different from the critical values of B :R2-R: Furthermore, the number of
critical points of b is even and they are alternately maximum and minimum
points.
This can be done so that s is still a loop, sCs2; s is non-self-intersecting, and s
avoids S and all traps.
Again we may assume that s ¼ s2:
We claim that it is possible to deform, in a smooth fashion, the loop s so that the
number of critical values of b decreases by at least two, while preserving the
following properties:
* sCs2;
* s is non-self-intersecting;
* the remaining critical values of b are pairwise distinct and different from the
critical values of B :R2-R:
Take a critical point, t20 of b; for deﬁniteness assume that t20 is a point of
maximum of b: Take the normal curve, g through ð0; t20Þ: Consider the set
S6fgg-ft1 ¼ 0g: Since g goes off to 7N within a strip fc1pb0  tpc2g it follows
that S is compact. By real analyticity S is ﬁnite. Also, S contains at least one more
point besides ð0; t20Þ; indeed, limt2-	NBð0; t2Þ ¼N hence the value Bð0; t20Þmust be
assumed at least once more at a point ð0; tn2Þ; with tn2ot20: Let gS denote the compact
piece of the normal curve g joining the points ð0; tn2Þ and ð0; t20Þ in S: Then there
exists a unique ðk1; k2ÞAZ2 such that fgSgCf2k1pot1o2k2pg; here k1p	 1 and
k2X1:
We now proceed to show that s can be deformed in a smooth fashion so that
fgSgCf	2pot1o2pg and all relevant properties of s and b are preserved.
Consider the set
Fk1 ¼ fgSg-f2k1pot1p2ðk1 þ 1Þpg: ð6:1Þ
Then Fk1 consists of a ﬁnite number of isolated points together with a ﬁnite number
of compact arcs having initial and endpoint in ft1 ¼ 2ðk1 þ 1Þpg: Furthermore, for
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each such arc the initial point and the endpoint are at a distance less than 2p; for
otherwise g would intersect one of its translates. It is clear that each such arc can be
moved into the next strip, f2ðk1 þ 1Þpot1p2ðk1 þ 2Þpg by means of a smooth
deformation of s in such a way that the number of critical points of the new b is not
greater than the one of the previous b; furthermore, the new critical values are still
pairwise distinct and different from the critical values of B: The isolated points can
likewise be moved.
By induction we can get fgSgCft1 > 	2pg:Now we repeat the above procedure in
the region ft1 > 0g to get, ﬁnally, fgSgCf	2pot1o2pg:
It is important to keep in mind that, for each deformation of s as above, we can
ﬁnd a smooth diffeomorphism of T2 sending s onto s2; in other words we have the
right to assume, at each stage, that s ¼ s2:
In the new situation, namely with fgSgCf	2pot1o2pg; we look at the critical
point ð0; t20Þ which remains a point of maximum of b (recall bðt2Þ ¼ Bð0; t2Þ). The
normal curve g has precisely two branches, g0 and g00; emanating from ð0; t20Þ: At
least one of these branches hits ft1 ¼ 0g because limt2-	NBð0; t2Þ ¼N: When both
branches g0; g00 hit ft1 ¼ 0g; call the point of ﬁrst hit t02; t002 ; respectively. Pick the
branch that hits ft1 ¼ 0g and a point closer to ð0; t20Þ than the other; if jt02 	 t20j ¼
jt002 	 t20j pick either of them. Say we pick g0: We now replace the piece of s joining
ð0; t20Þ and ð0; t02Þ by the piece of g joining the same two points. We get, as the new s;
a piecewise smooth loop which is non-homotopic to zero. It is a standard fact that
one can make a small deformation of s; in order to get s smooth and to get
transversality in a neighborhood of the arc joining ð0; t20Þ and ð0; t02Þ:
We have thus eliminated the maximum point ð0; t20Þ and together with it another
critical point, i.e., a point of minimum. From our construction it is clear that no self-
intersection of s has been created, all other relevant properties have been preserved,
and the number of critical points has decrease by at least two. The proof of our claim
is complete.
Next, by repeating the above steps a ﬁnite number of times, we can eliminate all
points of maximum and of minimum. Likewise we can eliminate the inﬂection
points. We then obtain a smooth s transversal to the level lines.
Finally, we apply the same procedure as in the previous section, namely, use
Grauert–Remmert, Baer and Hirsch to obtain a real analytic diffeomorphism so that
in the new coordinates (still denoted ðt1; t2ÞÞ ft1 ¼ 0g is transversal. &
6.2. Reduction to the model case
As a consequence of Proposition 6.1, there exists d > 0 such that each vertical line
ft1 ¼ 2kpþ sg; kAZ; jsjpd; meets transversally each normal curve and, more
generally, each unbounded connected component of a level set of B: Furthermore
each such vertical line never meets any bounded component.
Let SxCR2 be a connected component of P	1ðSÞ such that B is not open at any
point of Sx: Then S06PðSxÞCT2 is a connected component of S such that the local
primitives of b are not open maps at any point of S0: Since b10 and b20 are rationally
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independent, each connected component of P	1ðS0Þ (that is, any translate of Sx by
2pðj; kÞ; ðj; kÞAZ2Þ is bounded; in other words, S0 is contractible to a point on the
torus. In view of analyticity, B has either a maximum or a minimum over Sx: For
deﬁniteness we will assume that it is a maximum.
By Theorem 4.39, Sx is contained in a trap associated to some unbounded
connected component, F0; of a level set of B and we also have @G1-P	1ðSÞa|;
where G1 is the unbounded component of R
2\F0 lying below GðF0Þ: Take a point, to;
in @G1-P	1ðSÞ; then we may write F0 ¼F0ðtoÞ:
As in the commensurable case, we may assume BjF0ðtoÞoBjS; by choosing (if
necessary) a new connected component of P	1ðSÞ and by making (if necessary) a
simple change of variables preserving transversality at t1 ¼ 0 and preserving the
values of b10 and b20:
Since the vertical lines ft1 ¼ 2pjg do not intersect bounded components we infer
that Sx is contained in some strip f2pjot1o2pkg: We may assume that Sx is
contained in f0ot1o2pg; we may also assume that 0AF0ðtoÞ; that is, F0ðtoÞ ¼
F0ð0Þ; and Bð0Þ ¼ 0oBjSx6M: Note that toa0; since we need regularity at 0 and
singularity at to:
Fð0Þ intersects ft2 ¼ 2pg at a single point, ð2p; tn2Þ: We have 	2potn2o0; since B
is monotonous and Bð2p; 0Þ ¼ 2pb10o0 ¼ Bð2p; tn2Þo2pðb10 	 b20Þ ¼ Bð2p;	2pÞ:
Let G1 and O be as in Lemma 4.30 and set X ¼ G1-O-f0pt1p2pg: We have
X-P	1ðSÞ ¼ | and, by decreasing O; we may achieve that OCfBðtÞoM=2g and
that X is foliated by regular pieces of unbounded components, with each piece
homeomorphic to the interval ½0; 1:
We give an outline of our next goals. First, we will construct a curve lying in
fBðtÞoM=2g-f0pt1p2pg; passing through the point to and coinciding with the t1-
axis near ð0; 0Þ and near ð2p; 0Þ: Note that the projection of this curve in the torus
will be a loop g homologous to s1: After that we will manufacture a diffeomorphism
of T2 sending g onto s1 and preserving transversality at ft1 ¼ 0g:
Take d > 0 and a normal curve Z such that the following conditions are veriﬁed:
(i) ð	d; dÞ2CO and for any 0pjsjpd; t2/Bðs; t2Þ is decreasing. Observe that this
implies that F0ð0Þ meets the line t1 ¼ s only once;
(ii) F0ð0Þ divides the disk Dðto; dÞ into generalized sectors;
(iii) the curve Z meets the lines t1 ¼ s and 2p	 s; for every 0pspd; only once;
(iv) ZðsÞAX ; 0psp1; Zð0Þ ¼ ð0; y02Þ; where 	 d2py02o0; and Zð1Þ ¼ ð2p; y002Þ; for
some y002 ; 	 2poy002o0;
(v) Z enters at least one of the sectors, say, Sj:
Take 0os1od such that Z hits ft1 ¼ s1g at a point P1 inside ð	d; dÞ2: Call P2 the
point in @Dðto; dÞ through which Z ﬁrst enters the sector Sj ; similarly, let P3 be the
point of last exit from Sj : Let P4 be the point where Z hits ft1 ¼ 2p	 s1g:
Our curve g begins at the origin, moves horizontally until it reaches t1 ¼ s1; and
then vertically stopping at P1: From there it follows Z until it reaches P2; next, as in
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the commensurable case it goes to to and then to P3; without leaving %Dðto; dÞ: Now it
follows Z again until P4 is reached, then moves on vertically stopping at t2 ¼ 0 and,
ﬁnally, horizontally ending at ð2p; 0Þ (see Fig. 2).
We modify g near its corners so that the new g is smooth.
By [H, Theorem 1.4, Chapter 8] there is a smooth diffeomorphism, F of the torus,
which is the identity on a neighborhood of s2 and sends g onto s1: In the new
coordinates we have, in R2; Bðt1; t2Þoe; for ðt1; t2ÞA½0; 2p  ð	d2; d2Þ; for some
d2 > 0; also, transversality at t1 ¼ 0 still holds.
We claim that we can achieve the same in the analytic category. First of all, take
an analytic curve, b; passing through to; and belonging to a small neighborhood
of g in the C1 topology in such a way that its image under F is contained in
f	d2=2ot2od2=2g:
Now, take a real analytic diffeomorphism, F1; which sends to into a point of the
form tn6ðt; 0Þ; with 0pto2p; and belongs to a small neighborhood of F in the C1
topology so that the image of b under F1 is the graph of an analytic function gðt1Þ: If
we now compose this diffeomorphism with ðt1; t2Þ/ðt1; t2 	 gðt1ÞÞ then we what we
claimed, namely, ft1 ¼ 0g is still transversal and Bðt1; t2Þoe; for ðt1; t2ÞA½0; 2p 
ð	d3; d3Þ; for some d3 > 0:
2π
γ
to
21 21
0
Σ#F ′ (to)
Fig. 2. Constructing g:
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Let j :R-R be a real analytic, 2p-periodic function such that jð0Þ ¼ t and the
graph of jj½0;2p is contained in the union of ½0; 2p  ½0; d1; ½	d=2; d=2  ½0; 2p;
and ½0; 2p  ½2p	 d1; 2p;
It is immediately seen that Bðjðt2Þ; t2ÞoM=2 when t2A½0; 2p:
The diffeomorphism ðt1; t2Þ/ðt1 	 jðt2Þ; t2Þ sends ðt; 0Þ to the origin and the
graph of j onto s2; the reduction to the model case has been achieved.
Acknowledgments
The authors thank Carlos Biasi for helpful discussions at the beginning of this
work and for pointing out Ref. [H].
References
[A] V.I. Arnold, Topological and ergodic properties of closed 1-forms with incommensurable
periods, Funktsional. Anal. i Prilozhen. 25(2) (1991) 1–12, 96 (in Russian) (transl. in Funct.
Anal. Appl. 25(2)) (1991) 81–90.
[BT] M.S. Baouendi, F. Treves, A microlocal version of Bochner’s tube theorem, Indiana Univ.
Math. J. 31 (6) (1982) 885–895.
[B] A. Bergamasco, Remarks about global analytic hypoellipticity, Trans. Amer. Math. Soc. 351
(1999) 4113–4126.
[BCM] A. Bergamasco, P. Cordaro, P. Malagutti, Globally hypoelliptic systems of vector ﬁelds,
J. Funct. Anal. 114 (1993) 267–285.
[BCP] A. Bergamasco, P. Cordaro, G. Petronilho, Global solvability for certain classes of
underdetermined systems of vector ﬁelds, Math. Z. 223 (2) (1996) 261–274.
[BNZ] A. Bergamasco, W. Nunes, S. Zani, Global analytic hypoellipticity and pseudoperiodic
functions, Mat. Contemp. 18 (2000) 43–57.
[CH] F. Cardoso, J. Hounie, Global solvability of an abstract complex, Proc. Amer. Math. Soc. 65
(1) (1977) 117–124.
[E] D.B.A. Epstein, Curves on 2-manifolds and isotopies, Acta Math. 115 (1966) 83–107.
[Hi] H. Hironaka, Subanalytic sets, in: Y. Kusunoki, S. Mizohata, M. Nagata, H. Toda,
M. Yamaguti, H. Yoshizawa (Eds.), Number Theory, algebraic geometry and commutative
algebra, in honor of Yasuo Akizuki, Kinokuniya Publications, Tokyo, 1973, pp. 453–493.
[H] M.W. Hirsch, Differential Topology, in: Graduate Texts in Mathematics, Vol. 33, Springer,
New York, 1976.
[KP] S.G. Krantz, H.R. Parks, A Primer of Real Analytic Functions, Birkha¨user, Berlin, 1992.
[O] O. Ore, Theory of Graphs, in: Coloquium Publications, Vol. 38, American Mathematical
Society, Providence, RI, 1962.
[Sc] S. Schwartzman, Topological transitivity on the torus, Canad. Math. Bull. 37 (4) (1994)
549–551 (Bulletin Canadien de Mathe´matiques).
[Sj] J. Sjo¨strand, Singularite´s analytiques microlocales, Aste´risque, Vol. 95, Soc. Math. France,
Paris, 1982, pp. 1–166.
[T1] F. Treves, Study of a model in the theory of complexes of pseudodifferential operators, Ann. of
Math 104 (2) (1976) 269–324.
[T2] F. Treves, Hypoanalytic Structures, Princeton University Press, Princeton, NJ, 1992.
A.P. Bergamasco et al. / Journal of Functional Analysis 200 (2003) 31–6464
