[1] In this paper, electron densities during 25-28 September 2000 observed by the Millstone Hill incoherent scatter radar (ISR) are assimilated into a one-dimensional midlatitude ionospheric theoretical model by using an ensemble Kalman filter (EnKF) technique. It is found that (1) the derived vertical correlation coefficients of electron density show obvious altitude dependence. These variations are consistent with those from ISR observations. (2) The EnKF technique has a better performance than the 3DVAR technique especially in the data-gap regions, which indicates that the EnKF technique can extend the influences of observations from data-rich regions to data-gap regions more effectively. (3) Both the altitude and local time variations of the root mean square error (RMSE) of electron densities for the ensemble spread and ensemble mean from observation behave similarly. It is shown that the spread of the ensemble members can represent the deviations of ensemble mean from observations. (4) To achieve a better prediction performance, the external driving forces should also be adjusted simultaneously to the real weather conditions. For example, the performance of prediction can be improved by adjusting neutral meridional wind using equivalent wind method. (5) In the EnKF, there are often erroneous correlations over large distance because of the sampling error. This problem may be avoided by using a relative larger ensemble size.
Introduction
[2] It is now well known that the ionosphere displays both a background state (climatology) and a disturbed state (weather) [Rishbeth and Mendillo, 2001] . The ionospheric climatology has been successfully represented by both empirical and theoretical models developed in the past [e.g., Anderson, 1973a Anderson, , 1973b Bilitza, 2001; Bailey et al., 1997; Fuller-Rowell et al., 2002; Huba et al., 2000; Richards and Torr, 1985; Roble et al., 1988; Schunk et al., 1998; Sojka and Schunk, 1985] . However, it has been much more difficult to model the ionospheric weather with both types of models because empirical models are statistically constructed based on observations, whereas the accuracy of theoretical models often depends on the accuracy of external drivers. The ionospheric weather can have detrimental effects on several human activities and operational systems, including high-frequency communications, over-the-horizon radars, and survey and navigation systems using Global Positioning System (GPS) satellites. To avoid the destructive effects of ionospheric weather on military and civilian systems, there is a growing need to more accurately represent and forecast the ionosphere. Recently, many groups attempt to incorporate observations into ionospheric models by using optimization schemes, which are known as data assimilation methods, to give specific representation of ionosphere [Hajj et al., 2000 Pi et al., 2003 Pi et al., , 2004a Pi et al., , 2004b Schunk et al., 2003 Schunk et al., , 2004 Schunk et al., , 2005 Scherliess et al., 2004 Scherliess et al., , 2006a Scherliess et al., , 2006b Mandrake et al., 2005; Thompson et al., 2006] . Data assimilation methods incorporate continuous observations into models, providing a global/regional description of a system that is optimally consistent with both model and data. These methods have been highly successful in weather and climate modeling in meteorology and oceanography, and form the basis of Numerical Weather Prediction (NWP) models routinely used for weather forecastings. The standard data assimilation cycle consists of quality control (to check the validity of the observations), objective analysis (to generate a complete analysis field with the model results and observations), and forecast (to propagate the state forward in time) [Bust et al., 2004; Daley, 1991] . Several necessary components to build a data assimilation model include a forward model (which can propagate the state forward in time), observations (which will be mapped to the model state by an observation operator), and an optimization method (which can give an optimal analysis by ingesting observations into the model) [see Daley, 1991; Pi et al., 2003] . Various optimization methods, such as optimal interpolation, variational methods (include threedimensional and four-dimensional variation), and Kalman filter (KF), have been widely used by meteorologists and oceanographers for several decades and encouraging achievements have been obtained [Bouttier and Courtier, 1999] . A more detailed description of the terminology and methods can be found in the works of Bouttier and Courtier [1999] , Daley [1991] , Kalnay [2003] , Maybeck [1979] , and Talagrand [1997] . With the significant increase in ionospheric observations and the speed of the computers, data assimilation also became a powerful technique, providing a better specification and forecasting of the global ionosphere Wang et al., 2004] .
[3] There is a growing interest in assimilating empirical models [Angling and Cannon, 2004; Bust et al., 2004; Howe et al., 1998; Schlüter et al., 2003; Spencer et al., 2004; Stolle et al., 2006] . The major limitation of data assimilation based on empirical model is lack of prediction capability because they do not deal with the physical processes and so can not propagate the state forward in time. There are many techniques that can be used to propagate the state forward including using Gauss-Markov Kalman filter and using a physics based model. The Gauss-Markov process assumes that the errors of the state grow at an exponential rate with time, allowing the state to relax back to climatology according to a specific timescale if observations have become unavailable Scherliess et al., 2006a Scherliess et al., , 2006b . A physical based model can advance the state from one time to the next on the basis of several dynamical equations and external drivers. Assimilative models that use first-principles physical models attempt to merge the benefits of observations and physical models and provide an improved forecasting. These ionospheric data assimilation models include the University of Southern California/the Jet Propulsion Laboratory Global Assimilative Ionospheric Model (USC/JPL GAIM) [Hajj et al., 2000 Mandrake et al., 2005; Pi et al., 2003 Pi et al., , 2004a Pi et al., , 2004b Wang et al., 2004] , the Utah State University Global Assimilation of Ionospheric Measurements (USU GAIM) [Scherliess et al., 2004 [Scherliess et al., , 2006a [Scherliess et al., , 2006b Schunk et al., 2003 Schunk et al., , 2004 Schunk et al., , 2005 Thompson et al., 2006] , and the IonoNumerics model [Khattatov et al., 2004 [Khattatov et al., , 2005 . At the same time, the observations including electron densities, plasma drifts, magnetometer measurements, and so on are also assimilated into models to accomplish some scientific researches [Eccles, 2004; Lei et al., 2004b Lei et al., , 2004c Retterer et al., 2005; Richmond and Kamide, 1988; Richmond et al., 1988; Sojka et al., 2001 Sojka et al., , 2003 Zhang et al., 1999 Zhang et al., , 2001 Zhang et al., , 2002 Zhang et al., , 2003 ]. In the ionospheric data assimilation applications, a majority of the employed data assimilation methods are 3DVAR [Bust et al., 2004] , 4DVAR [Pi et al., 2003 [Pi et al., , 2004a [Pi et al., , 2004b , and Kalman filter or its approximations Hajj et al., 2004; Scherliess et al., 2004] . In comparison with 3DVAR, Kalman filter can propagate the background error covariance forward dynamically and this is its primary reason why many researchers prefer it to other methods [Kalnay, 2003] . Kalman filter is proved to be equivalence to 4DVAR, except that Kalman filter externally forwards the error covariance while 4DVAR internally; Kalman filter does not need an adjoint, and 4DVAR relies on the hypothesis that the model is perfect [Bouttier and Courtier, 1999] . Therefore Kalman filter has been more widely used in ionospheric data assimilation investigations than other methods. However, the Kalman filter takes an assumption that the model should be linear which most ionospheric models do not satisfy [Scherliess et al., 2004] . Though the extended Kalman filter has been developed to overcome this issue, it can only make a suboptimal estimation and may result in filtering divergence problem when the system is highly nonlinear [Welch and Bishop, 2004] . If we want to use Kalman filter in a nonlinear system, the model should be linearized. This is not practical for a highly nonlinear system. Furthermore, full implementation of the Kalman filter is not practical for large dimensional problems, and therefore many approximations such as band-limited Kalman filter or reduced-state approximation are usually used Scherliess et al., 2004] .
[4] To overcome the difficulties that Kalman filter has been confronted with, many meteorologists and oceanographers attempted to introduce Monte Carlo based methods to approximate Kalman filter (EnKF) [Anderson and Anderson, 1998; Evensen, 1994 Evensen, , 2003 Evensen and van Leeuwen, 1996; Mitchell, 1998, 2001; Mitchell and Houtekamer, 2000; Mitchell et al., 2002] . In the EnKF, the error statistics are calculated from an ensemble of the forward model forecasts which run in parallel. The EnKF was first introduced by Evensen [1994] and has become popular recently because of its simple conceptual formulation and relative ease of implementation. It requires neither derivation of a tangent linear operator or adjoint equations nor integrations backward in time [Evensen, 2003] . The EnKF has been widely examined and applied in meteorology and oceanography in the past decade. In this paper, we will explore the feasibility of assimilating incoherent scatter radar (ISR) observations into a theoretical ionospheric model by this method. To validate this method, we will also compare the assimilated results between 3DVAR and EnKF.
[5] Although there are many outstanding ionospheric data assimilation models, it is of great importance for us to continue the investigation about ionospheric data assimilation for methodical, practical, and scientific reasons as follows. (1) Every data assimilation method, such as 3DVAR, 4DVAR, KF, or EnKF, has its own advantage and shortcoming. To give a better performance of ionospheric data assimilation model, we should investigate the adaptability of different methods. EnKF, as a recent data assimilation method, has only been investigated in ionospheric or thermospheric data assimilation by few researchers Scherliess et al., 2006a Scherliess et al., , 2006b ]. So it is significant for us to implement EnKF in ionospheric assimilation for a methodological reason. In this investigation, questions associated with the influence of ensemble size on the assimilation results, and the representation of model errors, will be studied and discussed in detail. (2) The ionospheric observations are usually distributed asymmetrically in space. To provide a specific nowcasting of the ionosphere, it is important for the assimilation model to extend the influences of observations from data-rich regions to data-sparse regions. This task is usually carried out by background error covariance. Usually, 3DVAR method background error covariance and initial forecast error covariance of Kalman filter are obtained by an empirical correlation model [Bust et al., 2004] . However, the correlation coefficients of ionosphere may have temporal and spatial variations. In this investigation, we will give the altitude and local time variations of the correlation coefficients of electron densities derived from the sample covariance. The ISR observations are used to confirm its reliability. (3) As we know, the initial conditions in the theoretical model are not as so important as the model drivers because of the short time constants for electron density changes in E and F regions [Scherliess et al., 2004] . To achieve a better prediction performance, the external driving forces should also be adjusted simultaneously under the real weather conditions [Pi et al., 2003 [Pi et al., , 2004b Schunk et al., 2004] . In this investigation, we will improve the prediction ability of the assimilation model by using the equivalent wind method [Liu et al., 2003 [Liu et al., , 2004 .
[6] The theoretical model and the observations used are presented in section 2. In section 3 we give a brief description about the assimilation methods including 3DVAR, KF, and EnKF and the representations of model and observation error. The comparisons between 3DVAR and EnKF are given in section 4. In section 5, we present the assimilated results by EnKF. Finally, discussions and conclusions are given in sections 6 and 7.
Model and Data Descriptions
[7] A one-dimensional theoretical model for the midlatitude ionosphere [Lei et al., 2004a [Lei et al., , 2004b Lei, 2005] is used in this study. This model solves the equations of continuity, motion, and energy of plasma in Cartesian coordinates. In midlatitude, we can ignore the horizontal gradients of the ionosphere and so all equations are solved along the vertical direction. The default altitude range of the model is 100-600 km with the space interval of 2 km. So there are 251 points of model state between 100 and 600 km. The model time step is 18 minutes in this study. The continuity equation of the ith ion is:
where P i and b i are production and loss rates of ion, respectively. Production rates include photoionization rates and chemical reaction production rates. V iz , the vertical velocity of ions, can be calculated by combining the motion equations of electron and ions:
where k is Boltzmann constant and V ij is the collision frequency between ith ion and j (ion or neutral Lei et al. [2004a Lei et al. [ , 2004b . The solar flux EUVAC model is used to provide EUV flux [Richards et al., 1994] . Neutral gas compositions and temperature are calculated from MSIS model while neutral winds from HWM model [Hedin, 1991; Hedin et al., 1996] . The absorption and ionization cross-sections are taken from Richards et al. [1994] except that the nighttime photoionization cross-sections are from Huba et al. [2000] . The secondary ionization is also considered according to the work of Titheridge [1996] . The nighttime EUV fluxes from Strobel et al. [1974] are used. The effects of vibrationally excited N 2 and O 2 on the loss rate of O + are also considered according to Pavlov et al. [1999, and references therein] .
[8] The energy equations for electron and O + have been solved to obtain plasma temperatures using a similar finite difference technique as that in solving the continuity equation [Lei, 2005] . The temperature of O2 + , N2 + , and NO + are assumed to be equal to that of O + . Neglecting the effects of field aligned currents, the energy equation of O + can be represented as:
where i represents electron or O + , k is Boltzmann constant, l is thermal conductivity, and V i is the corresponding ion velocity. Four items on the right side of equation (4) are the heating rates due to the adiabatic compression heating, thermal diffusion, thermal conductivity, and collision interactions with other ion or neutral species, respectively. Since thermal conduction occurs primarily along the flux-tube, according to Stubbe [1972] , the energy equation can be written as follows in midlatitude region.
where V z is the vertical velocity of O + . The heating source for electrons includes photoelectron heating, elastic collision with neutral particles (N 2 , O 2 and O), vibrational and rotational excitation of N 2 and O 2 , excitation of the fine structure levels of atomic oxygen, excitation from 3 P to 1 D state for atomic oxygen, and the energy transfer by electron-ion collisions; for O + , ionelectron collisions, ion-ion collisions and elastic and non-elastic collisions with the neutrals are considered [Millward et al., 1996; Schunk and Nagy, 1978] . For the lower boundary, ion temperature equals neutral temperature, while electron temperature is obtained under the heat equilibrium assumption. Ion and electron temperatures in the upper boundary are set to be the observed values. Initial conditions of plasma densities and temperatures are given by IRI model.
[9] The Millstone Hill ISR experiment was performed from 1258 UT on 25 September 2000 to 2355 UT on 28 September 2000. The solar and geomagnetic activities during this interval are plotted in Figure 1 . The maximum of Kp index is 5 and the minimum of Dst is À43. It can be concluded from the figure that there are two minor storms during this interval. The Ne, Te, and Ti altitude profiles observed by the ISR zenith antenna are used in this study. Ne profiles are fitted by the two-layer Chapman function [Lei et al., 2004d] . Then we calculated the electron densities in the grid point of the model. 
Data Assimilation Methods Descriptions and the Representations of Model and Measurement Errors

3DVAR Method
[10] In this investigation, EnKF is the primary data assimilation method. To validate this method, we also give some general comparisons with 3DVAR. The 3DVAR technique offers several features that make it useful for ionospheric specification. For example, it can easily be used in the condition that both the model and the observation operators are nonlinear; it can incorporate multiple types of data. We can obtain more specific presentations about these aspects in Bust et al. [2004] . The 3DVAR method is a statistical minimization method that seeks to minimize a cost function of data perturbations weighted by the observation error covariance and the derivations of the model from the background weighted by background error covariance [Daley, 1991] . The solution is obtained by performing several evaluations of the cost function and of its gradient in order to approach the minimum using a suitable descent algorithm [Bouttier and Courtier, 1999] . The cost function and its gradient are represented as follows:
where x, x b , P, y, H, and R are the true state, background state, background error covariance, observation, observation operator, and observation error covariance respectively. Usually, the background error and observation error are assumed unbiased. The background error covariance and observation error covariance are:
where e b and e o are background error and observation error, respectively. In this investigation, we solve the equations (6) and (7) in data space as used by Bust et al. [2004] . The solution of electron density x is given by
[11] In the 3DVAR data assimilation of this investigation, the one-dimensional midlatitude ionospheric model described above is used to advance the analysis from one time step to the next. The observation error and the background error are assumed to be proportional to the squares of the observation and background, respectively, as several researchers did [Angling and Cannon, 2004; Mandrake et al., 2005] . The observation error is set to be independent and background error is considered to be Gaussian correlated with a fixed correlation length in the range of 100-600 km (we also can use an empirical model of correlation length which varies with altitude and local time) [Bust et al., 2004] . The vertical error correlation lengths of ionospheric weather are not well known. According to Bust et al. [2004] , the correlation length varies from 20-25 km in E and F regions to 500 km to the plasmasphere. The correlation length of background error is assumed to be about 28 km in the 3DVAR of this paper. In this study, the background error correlation coefficients used in 3DVAR data assimilation between 250 and 350 km are shown in Figure 2 . The observation and background error covariance between grid i and j are represented as follows:
The derivation of ratio 0.043 will be given in section 3.4. We chose the ratio of model error is 0.43. A more accurate ratio of model errors may be obtained by statistical analysis on the model results by input different model drivers including neutral information, solar and geomagnetic activities [Scherliess et al., 2006a [Scherliess et al., , 2006b Thompson et al., 2006] .
EnKF Method
[12] The EnKF is based on the theory of stochastic dynamical prediction that describes the evolution of error statistics [Welch and Bishop, 2004] . It consists of a set (or ensemble) of parallel short-term forecasts and data assimilation cycles. This ensemble intends to provide a probabilistic forecast in the short term rather than at the medium range. Since, in the short term, forecast errors retain memory of the initial (analysis) errors, the EnKF must therefore incorporate probabilistic information on analysis errors in the generation of the ensemble. This is accomplished, at least approximately, by providing a set of 'perturbed' observations to each of the member assimilation cycles. These perturbed observations consist of actual observations plus distinct realizations of random noise, whose statistics are consistent with the assumed observational error covariance. The EnKF is related to the classic Kalman filter, which provides the optimal analysis in the case that the forecast dynamics are linear and both background and observation errors have normal distributions. The primary difference is that the KF explicitly forecasts the evolution of the complete error covariance matrix using linear dynamics, while the EnKF estimates this matrix from a sample ensemble of fully nonlinear forecasts. The EnKF also addresses the computational difficulty of propagating or even storing the forecast error covariance matrix, whose elements equal in number the square of the dimension of the forecast model (number of grid point multiplying number of variables). Under assumptions of linearity of error growth and normality of observation and forecast errors, this scheme produces the actual background error covariance as the ensemble size increases. For smaller ensembles, however, the EnKF is rank deficient and its background covariance estimates suffer from a variety of sampling errors, including spurious correlations between widely separated locations. EnKF assimilation algorithm may be able to provide a more accurate analysis under highly nonlinear and non-normal situations [Evensen, 2003] . If these assimilations algorithms can work accurately with fewer ensemble members than elements in the state vector, they will be computationally much less expensive as well. In comparison with Gauss-Markov Kalman filter based on an empirical electron density profile, the model transition error covariance of EnKF is obtained by statistical analysis on ensemble model results. The spatial and temporal evolutions of background error may be more accurate. However, its validity depends on the given uncertainties associated with model, model drivers, etc. Gauss-Markov Kalman filter may be also a good choice when the parameter such as time constant is accurately given Howe et al., 1998; Schunk et al., 2004] . Another potential advantage of EnKF is that we may obtain an updated state of one variable (e.g. electron temperature) by assimilating another different variable (e.g. electron density) theoretically because we can obtain the covariance between them from the ensemble state [Evensen, 2003] . A formulary description of EnKF is given in Figure 3 .
[13] The ensemble number is chosen to be 10 in this paper for calculation convenient in personal computer. The implementations of EnKF are as follows. (1). At first, an ensemble of initial conditions including initial plasma densities and temperatures, initial neutral densities, temperatures, and winds, and boundary conditions (electron density and electron and ion temperatures at 600 km) of the model are obtained by adding an ensemble of stochastic normal perturbations to the corresponding variable, with ensemble mean equal to zero and variance is proportional to the square of the variable [Angling and Cannon, 2004; Evensen, 2003] . Assume x is a variable such as initial electron density at an altitude which will be perturbed, the ensemble of x, X is obtained like this:
where s is the variance of e. In this paper, e is a vector of 10 elements. The values of r are chosen as follows: 10 percent for plasma and neutral densities, 5 percent for plasma and neutral temperature, and 1 percent for neutral wind and boundary conditions. These ratios are obtained by repeating running of the model with different combined values. Then we compare this different background error covariance before the analysis. When we chose the above combination, the background covariance before analysis has approximately the same ratio proportional to the square of the model results. For the observations, 10 different observation profiles are obtained by the same perturbation method as equation (13) and r is 0.043 as used in 3DVAR. The observation covariance is calculated by equation EK4 in Figure 3 .
(2). Then the 10 models with different initial and boundary conditions run forward in time. When there are observations which will be assimilated, background error covariance is calculated by equation EK3 in Figure 3 . By using background and observation covariance, we update the ensemble model states by equation EK2. The output model results are obtained by averaging the ensemble model results. (3). Before running the 10 models forward with updated states as initial conditions, the model uncertainties should be carefully considered. The representation method of model errors is given in section 3.3. Then, we perturb the observed electron density, temperature, and ion temperature at 600 kn altitude by equation (13) with r equal to 0.01. The 10 models then run forward in time and repeat. Figure 4 illustrates a sketch map of the EnKF implementation in our investigation. 
Representations of Model Errors
[14] The Kalman filter includes an explicit description of the evolution of the forecast-error covariances in a data assimilation cycle. Given exact knowledge of all sources of error, linear dynamics, and a number of other conditions [Maybeck, 1979] , the filter constitutes an optimal data assimilation scheme. Unfortunately, this will not be the case if there are inaccuracies in the statistical description of the error sources. Here, for instance, one may think of inaccurate model-error covariances or observational-error covariances. If the inaccuracies are too large, one may observe filter divergence [Mitchell and Houtekamer, 2000] . The EnKF data assimilation algorithm avoids the computationally expensive explicit integration of the error covariance matrix equation. Instead, the error statistics are calculated from an ensemble of short range forecasts. In EnKF assimilation method, the accuracy of error covariance is very important. Inaccurate specification of background error covariance would result in inaccurate analysis error covariance, which is then propagated forward in time. If the analysis errors are underestimated in one cycle, the forecast errors may be underestimated in the following cycle, underweighting the new observations. The process can feed back on itself, the ensemble assimilation method progressively ignoring observation more and more in successive cycles, results in filter divergence problem [Hamill, 2004] .
[15] Several methods have been proposed to improve the description of model errors. Hamill [2004] has given a general review on the methods that have been developed and applied. In ionospheric data assimilation, the USU GAIM performed 1107 individual 2-day runs of the IFM with varying external forcing parameters to model the model error [Scherliess et al., 2006a [Scherliess et al., , 2006b Thompson et al., 2006] . In the case of our model, the external ionospheric drivers including neutral compositions, neutral temperatures, neutral winds, solar EUV flux are all obtained by empirical models not by observations. The uncertainties associated with the use of these empirical models may result in the uncertainties of the model. In addition, the assumption of the model that there is no horizontal gradient in midlatitude, incomplete considerations of physical processes and the numerical calculations can also bring errors. In our investigation, we follow a simple method called covariance inflation [Anderson and Anderson, 1998 ] to modify the background error covariance. This method can simply be given:
where X represents the ensemble of the model results, X is the ensemble mean of X. For example, if we will represent the model uncertainty of electron density at 300 km altitude. X means the 10 values of the electron density by 10 models. X is the mean value of these 10 elements. ! means a replacement of the previous values of X, r is the inflation factor. In this investigation, r is chosen to be equal to 1.01. Note that inflation increases the spread of the ensemble, but it dose not change the subspace spanned by the ensemble. Usually the inflation factor is chosen to be slightly larger than 1. Obviously, if r is too large, the observations are given too much weight. Actually, the inflation factor should be chosen very carefully and for different model it may have different values. We have tried several values of r. By our test, when 1.01 is chosen, the time variations of ensemble spread and the deviation of ensemble mean from observations have approximately the same shape as shown in Figure 8 . Too small or big r will result in filter divergence. Further studies about inflation factor should be performed to obtain a best value in ionospheric data assimilation. On the other hand, other methods to represent the model errors, such as adding noise into the ensemble of forecasts and parameterized model error [Mitchell and Houtekamer, 2000] , would also be explored in the further investigations.
Representations of Measurement Errors
[16] In both 3DVAR and EnKF method, accurately representation of measurement error is very important. It determines the weight of the observation in the assimilation results. In our investigation, the derivation of observation error is obtained by statistical analysis on the ISR observed electron densities. The observations used here are the first long-duration incoherent scatter radar (ISR) observations over Millstone Hill from 4 October to 4 November 2002. The electron density profiles were checked carefully and fitted as described in section 2. We then calculated electron densities between 200 and 600 km with 2 km interval and interpolated in time direction with one hour interval.
The data of three most disturbed days are thrown off. 24 electron density profiles of integral 27 day were obtained at last. For every hour we can calculate the error covariance matrix R 201Â201 of electron profile based on statistical analysis of 27 samples. The element of error covariance is defined:
where r ij is the correlation coefficient between point i and j, s i is the standard deviation in point i. We can calculate the variance and correlation coefficient between arbitrary two points based on the obtained covariance matrix and equation (15). The correlation coefficients will be used in the discussion section.
[17] The local time and altitude variations of averaged electron densities and the variances of 27 day observations are plotted in Figure 5 . According to the figure, both the altitude and local time variations of the observation variances are approximately consistent with that of mean electron densities. The variances have obvious enhancement near the sunset time. This may be due the plasma instabilities associated with the pre-reversal enhancement of EXB drift near sunset. Many researchers assumed that the observation error is proportional to the observed electron density [Angling and Cannon, 2004] . We plotted the errors against the square of electron densities for all the grid points and local times in the lower panel of Figure 5 . It can be concluded that their assumption is also appropriate for the ISR observations. The best regression coefficient is 0.043 here. However, this coefficient should be studied in further investigation because of the finite samples here. There also may be other better method to represent observation error.
Comparison of Assimilation Results
Between 3DVAR and EnKF [18] In comparison with 3DVAR, the Kalman filter can model the error covariance forward dynamically. Though the EnKF does not transit the error covariance by the model, it can obtain the error covariance by statistics from an ensemble of model forecasts. It is very important that the statistical covariance is accurate. To test whether the advantages of the EnKF are significant in our investigation, it is necessary to compare the data assimilation results from EnKF and 3DVAR. According to equation (15), we can test these from two aspects including correlation coefficients and variances.
Correlation Coefficients Comparison
[19] Figure 6 shows the correlation coefficients of electron density between 200 and 450 km (the range that the observations are assimilated) derived from the error covariance of EnKF. It can be seen that the correlation coefficients have obvious altitude and local time varia- Figure 6 . Background error correlation coefficients of electron density between 200 and 450 km for the selected six local times. The coefficients are derived from the corresponding error covariance. The coefficients matrix is a symmetrical matrix, so the values of the isolines are symmetrical with regard to the diagonal.
tions. With increasing altitude, the correlation coefficient between two points with the same distance will become higher for the six selected local times. Take the result of 1230 LT as an example, the correlation coefficient between 200 and 300 km is less than 0.5, while it is higher than 0.7 between 300 and 400 km. We will further discuss about the vertical correlation coefficient of the electron density in the discussion section. In comparison with 3DAVR, which assumes a static correlation coefficient here (actually time and altitude dependent correlation coefficients can also be used), the EnKF can model the altitude and local time variations of the correlation coefficients, which is more close to the real situations.
Assimilation Performance Comparison
[20] To assess the performance of the data assimilation results by 3DVAR and EnKF, we calculate the Root Mean Square error (RMSE) of the relative deviation of electron density from observation, which is defined by the formula:
where Ne mod and Ne obs are electron density of model results and observations, respectively; and i denotes time step or the altitude.
[21] Figure 7 shows the altitude and universal time variations for the normalized RMSE of the model results with no assimilation, 3DVAR assimilation, and EnKF assimilation respectively. As expected, the RMSE of the modeled electron density by both data assimilation methods (3DVAR and EnKF) is less than that with no data assimilation in the whole space and time range (except at the upper boundary for EnKF). For 200 -450 km, where the observations are assimilated, EnKF performs better than 3DVAR. This is mostly because that EnKF can get variable background error correlation coefficients versus altitude and time, which is more consistent with the real situations. While at 150 -200 km and 450 -600 km, where the observations are available but not assimilated into the model, EnKF also obviously perform better than 3DVAR. As illustrated above, the EnKF can model the local time and altitude variations of the correlation coefficients dynamically. It suggests that the EnKF has a better transition from data-rich regions to data-gap regions than that of 3DVAR. From the temporal variations of the RMSE, both data assimilation methods can obtain smaller RMSE especially during daytime, but EnKF has a better performance than 3DVAR. It should be pointed out that if accurate correlation coefficients of background error are given or the derived correlation model from observations or EnKF is used in 3DVAR, these conclusions may be different. However, accurate representation of background error correlation is usually difficult to get, while EnKF provides a probable approach. In addition, the choices of the values of several ratios in representing the observations errors, the background error covariance in 3DVAR, the perturbations of initial and boundary conditions in EnKF can also affect the above conclusions.
Assimilation Results of EnKF
[22] The prominent feature of EnKF is that the background error covariance is obtained by statistics from an ensemble of model forecasts. It is very important to assess whether the spread of the ensemble members is consistent with the deviation of ensemble mean from observations [Evensen and van Leeuwen, 1996] . Figure 8 shows the normalized RMSE of the ensemble spread and the ensemble mean as functions of altitude and time. From this figure, we can see that, both the altitude and time variations of the RMSE for the ensemble spread and ensemble mean have approximately the same shape. That is to say, the spread of the ensemble members can follow the deviations of ensemble mean from observations. It is a key factor that determines the success of the EnKF assimilation. As described above, the best estimation of the state is a weighted average of the model estimate and the observation. The weights of model state and observation are related with their error covariance closely. According to Figure 8 , when the deviation of the ensemble mean from the truth state increases, the spread of the ensemble will also enlarge, and then the corresponding weight is naturally small because the corresponding background error covariance will became large.
[23] The comparison of modeled foF2 and hmF2 without or with assimilation (EnKF) and the observed values are shown in Figure 9 . When without data assimilation, the modeled foF2 and hmF2 have obvious deviations from observations especially during daytime. In comparison with model results without data assimilation, EnKF assimilation has a less deviation from observation for both foF2 and hmF2, especially for foF2.
Discussion
Vertical Correlation Coefficients of Electron Density
[24] In the 3DVAR data assimilation, an assumed background error covariance and observation error covariance are needed. The choice of error covariance will have a significant effect on the best estimation of the state since the weight of observation and background are related with corresponding error covariance. In most systems, the observation errors are assumed to be independent [Bust et al., 2004] . In both 3DVAR and EnKF data assimilation performed in this paper, we also adopt the same assumption. So it is very important for us to represent the background error covariance properly. The error covariance can be decomposed to be the product of variance and correlation coefficients as shown in equation (15). The electron density errors are assumed to be proportional to the corresponding electron density and its validation has been confirmed by statistical analysis on ISR observations in section 3.4 [Angling and Cannon, 2004; Hajj et al., 2004; Mandrake et al., 2005] . At last the specific representation of background error covariance is determined by a specific representation of background correlation coefficients. Essentially, the background error covariance determines the influences from data-rich regions to data-gap regions through correlation coefficients. Except for 3DVAR, there should also be an accurate representation of the initial forecast error covariance in Kalman filter [Mandrake et al., 2005; Scherliess et al., 2006a Scherliess et al., , 2006b ].
[25] The vertical error correlation of electron densities is not well investigated yet. In the 3DVAR assimilation of this paper, the background error is considered to be Gaussian correlated with a fixed correlation length as did in Bust et al. [2004] in the range of 100-600 km. We also calculate the correlation coefficients at different altitudes and local times by the background error covariance derived from the ensemble. The results indicate that the correlation coefficients have obvious altitude and local time variations (Figure 6 ). To confirm the vertical correlation coefficients derived from the ensemble modeling results, we also calculate the correlation coeffi- cients from ISR observations to make a comparison. The calculation processes has been described in section 3.3. The correlation coefficients for the six same selected local times as Figure 6 are illustrated in Figure 10 . It can be seen that the correlation coefficients calculated from the observed electron density profiles are consistent with the ensemble model results (Figure 6 ) except some minor quantitative differences at the low altitudes. This illuminates the reliability of the ensemble model results for correlation coefficients of electron density.
[26] The variations of the electron density are mainly controlled by the photo-chemical processes and dynamical processes. With the increase of altitude, the effect of the dynamical process becomes dominant. The effect of dynamics process is more important at night than by day because of the absence of solar radiation at night. These variations of control factors probably result in the altitude and local time variations of the correlation coefficients of electron density. However, further investigations are needed to address this issue.
Influence of the Ensemble Size on the Assimilation
[27] In the EnKF data assimilation, the use of a finite ensemble size will introduce some errors in the estimates of the statistical moments used in the assimilation algorithm. Statistical noise in the covariance will result in incorrect relative weights between background and observation, and noise in the covariance functions will exist all through the domain and contribute to unsystematic errors in the assimilation. These errors can be decreased by increasing the ensemble size theoretically, but a very large ensemble size is not affordable in practical applications for the complicated models [Evensen and van Leeuwen, 1996; Hamill, 2004] . [28] Figure 11 shows an example of the influence of ensemble size on assimilation. The correlation coefficients between 350 km altitude and other altitudes from 100 -600 km for six selected local times are illustrated in the figure. Three different ensemble sizes (10, 20, and 50) are chosen to make a comparison. According to Houtekamer and Mitchell [1998] , there are usually many illusive strong correlations between the points which should be weakly correlated when the ensemble size is inadequate. As illustrated in the figure, the correlation coefficients with 10 ensemble members have more obvious fluctuations than that of 20 and 50 ensemble members at the altitude that weakly correlated with 350 km altitude (<200 km). The factors which may have effects on the correlations of electrons such as dynamical effect have no abrupt enhanced correlation between 350 km and the altitude <200 km, so we think that the obvious fluctuations are illusive correlations because of the relatively small number of ensemble numbers.
[29] The background error covariances are typically estimated imperfectly with a small ensemble, resulting in a bad assimilation output or even filter divergence [Hamill, 2004] . Though more ensemble members would be desirable to reduce the sampling error in estimating background error covariances, it may cause more computational expense. One common algorithmic modification to improve error covariance estimates from ensembles is covariance localization [Hamill, 2004] . The covariance estimates from the ensemble is multiplied point by point with a correlation function that is 1 at the observation location and zero beyond some prespecified distance. Houtekamer and Mitchell [1998] simply used a cut-off radius so that observations are not assimilated beyond a certain distance from the grid point. This may be problematic in situations where observations are sparse. Houtekamer and Mitchell [2001] put forward a preferable approach which uses a correlation function that decreases monotonically with increasing distance. In our study, we do not apply methods described above to improve error covariance estimations, since 10 ensemble members are sufficient to give a good estimation of electron density and no filter divergence occurs by our test, though there are some illusive correlations between distances that are weakly correlated. However, this problem should be carefully dealt with in practical applications as it may cause very Figure 11 . The correlation coefficients of electron density between 350 km and other heights from 100 -600 km for the selected six local times. The dash-dotted lines, dashed lines, and solid lines represent the corresponding coefficients of 10, 20, and 50 ensemble members, respectively. serious results. The problem of ensemble size and which is the most proper size number in ionospheric EnKF data assimilation need further investigations.
Effect of the Model Drivers
[30] Because of the lack of reliable specifications of the ionospheric driving forces, including the convection electric fields and particle precipitation at high latitudes, the low latitude electric fields, and the global neutral winds and composition, it is usually not easy to forecast the ionosphere. To achieve a better prediction performance, the external driving forces should also be adjusted simultaneously to be more close to the real weather conditions. The JPL/USC GAIM estimates the E Â B drift and/or thermospheric wind in the magnetic meridional planes simultaneously by applying the 4DVAR method with the adjoint technique [Pi et al., 2003 [Pi et al., , 2004b . The USU GAIM obtains the main ionospheric drivers by adjusting the corresponding empirical models to bring agreement between models and measurements .
[31] In midlatitude area, neutral composition, temperature, and wind are main driving forces. Zhang et al. [1999 Zhang et al. [ , 2001 Zhang et al. [ , 2002 Zhang et al. [ , 2003 ]1 and Lei et al. [2004b Lei et al. [ , 2004c have developed a method to derive neutral information by minimizing the difference between model results and observations by ISR or ionosonde. To improve the performance of the EnKF assimilation model, a more accurate representation of neutral composition, temperature, and wind is also very important. In the following we will test the effect of drivers on the capability of forecast.
[32] We use a simple method called equivalent wind method to adjust the neutral wind to test the feasibility of enhancing forecast capability of the EnKF assimilation model by adjusting driving forces. As we know, ionosphere peak height (hmF2) has a close relationship with the neutral meridional wind [Liu et al., 2003] . The equivalent wind can be derived from the observed hmF2. In this investigation we use the method by Liu et al. [2003 Liu et al. [ , 2004 to derive the equivalent wind. The assimilation is performed every 5 time steps. Then the equivalent winds are calculated after every assimilation step. We then calculate an increment by subtracting the meridional wind of HWM93 model at hmF2 from the derived equivalent wind. The profile of meridional wind of HWM93 model is improved by adding this increment. In the subsequent prediction time steps, a weighted average of the improved meridional wind and of the corresponding HWM93 model results is used as input neutral meridional wind. We also run the model with 5 time step assimilation using only HWM93 model wind to make a comparison. Normalized RMSE of relative deviations of foF2 (top panel) and hmF2 (bottom panel) with 5 time step assimilation from observations are plotted versus forecast time steps in Figure 12 . Dashdotted lines and dashed lines are for assimilation results with HWM wind and equivalent wind, respectively. According to the figure, the RMSE for foF2 and hmF2 of assimilation model using equivalent wind is obviously smaller than that with no equivalent wind in both the time that assimilation is performed (time step 1) and the succedent prediction process (time step 2 -5). This illustrates that the using of equivalent wind method indeed has an active effect on the prediction. Furthermore, it can only decrease the RMSE, but can not eliminate the RMSE by using equivalent wind because there are also other driving forces such as neutral composition, neutral temperature that have not been accurately represented.
Conclusions
[33] In this paper, the incoherent scatter radar (ISR) observed electron densities are assimilated into a midlatitude ionospheric theoretical model by using an ensemble Kalman filter (EnKF) technique. To illustrate the own characteristic of EnKF method, comparisons with 3DVAR are also performed. The results can be concluded as follows:
[34] 1. In comparison with 3DVAR, the EnKF can model the correlation coefficients of electron density dynamically. Model results of the EnKF data assimilation indicate that the vertical correlation coefficients of electron density have obvious altitude and local time variations. The ISR observations also confirm these variations. The local time and altitude variations of the correlation coefficients can generally be interpreted by the corresponding variations of the control factors. However, further modeling and analysis of observations are needed to address this issue. Both the altitude and the time step variations of the ensemble spread and standard deviations of the observations have approximate the same shape, indicating that the spread of the ensemble members can follow the deviations of ensemble mean from observations and that the perturbations with normal distribution that added to the initial and boundary conditions can represent the corresponding uncertainty very well.
[35] 2. Both 3DVAR and EnKF data assimilation methods can obtain a smaller RMSE than that of model results with no assimilation. In comparison with 3DVAR, the EnKF assimilation has a better performance with the situation of our choice of several coefficients. The EnKF has a better transition from data-rich regions to data-gap regions than that of 3DVAR, because that EnKF can model the background error covariance forward in time and model the altitude and local time variations of the correlation coefficients.
[36] 3. The external driving forces of the model also are very important for better forecast in the data assimilation. For example, the performance of prediction can be improved by adjusting neutral meridional wind using equivalent wind method.
[37] 4. In the EnKF data assimilation, there are usually many illusive correlations between the points with large distance when the ensemble size is inadequate. This problem can be avoided by using a large ensemble size.
