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Multiscale model reduction method for Bayesian inverse problems
of subsurface flow
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ABSTRACT
This work presents a model reduction approach to the inverse problem in the application of
subsurface flows. One such an application is to estimate model’s inputs and identify model’s
parameters. This is often challenging because the complicated multiscale structures are in-
herently in the model and the estimated inputs are parameterized in a high-dimensional
space. We often need to estimate the probabilistic distribution of the unknown inputs based
on some observations. Bayesian inference is desirable for this situation and solving the in-
verse problem. For the Bayesian inverse problem, the forward model needs to be repeatedly
computed for a large number of samples to get a stationary chain. This requires large com-
putational efforts. To significantly improve the computation efficiency, we use generalized
multiscale finite element method and least-squares stochastic collocation method to construct
a reduced computational model. To avoid the difficulty of choosing regularization parameter,
hyperparameters are introduced to build a hierarchical model. We use truncated Karhunen-
Loeve expansion (KLE) to reduce the dimension of the parameter spaces and decrease the
mixed time of Markov chains. The techniques of hyperparameter and KLE are incorporated
into the model reduction method. The reduced model is constructed offline. Then it is com-
puted very efficiently in the online sampling stage. This strategy can significantly accelerate
the evaluation of the Markov chain and the resultant posterior distribution converges fast.
We analyze the convergence for the approximation between the posterior distribution by
the reduced model and the reference posterior distribution by the full-order model. A few
numerical examples in subsurface flows are carried out to demonstrate the performance of
the presented model reduction method with application of the Bayesian inverse problem.
Keywords: Bayesian inverse problem, GMsFEM, LS-SCM, Subsurface flows
1 Introduction
Subsurface flow model is a fundamental model in water resources and applied sciences
[14]. Uncertainties exist inherently in subsurface flow models in heterogeneous porous media.
There are uncertainties coming from the model’s inputs and parameters. Because of lack
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of enough knowledge for geophysical process and measurement noise, we may not know the
model inputs or parameters clearly. The uncertainties can propagate through the model
and greatly affect on the prediction of the model. To better predict the model’s outputs,
we need to estimate the model’s inputs and parameters based on some limited observations
or measurements. The estimation of the model’s inputs such as initial condition, boundary
condition and source location, leads to solving inverse problems.
Inverse problems usually need some indirect observations. Sparse observations and
the uncertainties from forward models’ prior information may result in ill-posed inverse
problem. The ill-posedness means that no solution exists, multiple solutions may exist, or
solutions may not depend on the data continuously. In practical applications, the inevitable
measurement error would increase the challenge of obtaining stable and accurate numerical
solutions of the inverse problems.
A classical approach to regularize inverse problems is through the least squares approach
and Tikhonov regularization [9, 26], which leads to the optimization problem: minimize
the misfit between observed and predicted outputs in an appropriate norm while penalize
unwanted features of the parameters by a regularization term. Point estimates of parameters
obtained by this approach would be the best-fit parameters in the sense that the values of
parameters fit the data and honor the regularization penalty term simultaneously. However,
what we are interested in may not only point estimates but also the statistical properties of
the parameters. These can be achieved by Bayesian inference. In this paper, we resort to
Bayesian inference about the unknown parameters for modeling subsurface flows.
The Bayesian approach [15, 26] incorporates uncertainties in observations and prior
information by Bayesian rule and gives the posterior probability density of the parameters,
which enables us to quantify the uncertainty in the parameters. We can use the posterior
conditional expectation or maximum a posterior (MAP) to characterize the parameters. It
has been shown in [25] that with some specific prior density, searching the MAP of the
posterior measure is equivalent to seeking for the solution of the Tikhonov regularization
problem. Except for the advantage of obtaining the complete statistical description of the
interested parameters, using hierarchical model [4] in the framework of Bayesian inference
enables us to avoid the selection of the regularization parameter, which is very challengeable
in Tikhonov regularization method.
Although the posterior density can be expressed by something proportional to the pro-
duction of the likelihood and the prior density, it is hard to utilize the expression straightfor-
wardly because of the nonlinearity of the parameter-to-observation map and lack of analytical
form of the forward model. Instead of analyzing the expression of the posterior, we implement
sample-based inference by using Markov chain Monte Carlo (MCMC) method [27, 22, 17].
The MCMC approach is often computationally prohibitive as it requires a large number
of forward model simulations during the sampling, especially when the model is computa-
tionally intensive, such as large-scale PDE-based models. In order to accelerate Bayesian
inference in the computationally intensive inverse problems, the main attempts include re-
ducing order or searching for surrogates of the forward models [10, 23, 12], or seeking more
efficient sampling from the posterior [3, 5, 1, 18, 28]. Reduced order models (ROM) refers to
projecting a real world system onto a suitable subspace with lower dimension, such that the
resulting system is much less computationally demanding than the original full-order system
[31, 24].
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Subsurface flow models in heterogeneous porous media usually have a wide range of
length scales varying from pore scales to field scales. Numerical multiscale methods can
efficiently and accurately solve such multiscale models in a coarse grid. Multiscale Finite
Element Method (MsFEM) [13] is one of the multiscale methods and many other multiscale
share its similarity [8]. The basic idea of MsFEM is to incorporate the small-scale information
to multiscale basis functions and capture the impact of small-scale features on the coarse-
scale through a variational formulation. One of the most important features for MsFEM
is that the multiscale basis functions can be computed overhead and used repeatedly for
the model with different source terms, boundary conditions and the coefficients with similar
multiscale structures [13, 8, 14]. Recently, a generalized Multiscale Finite Element Method
(GMsFEM) [7, 6] has been developed to solve multiscale models with complex multiscale
structures. GMsFEM has some advantages over the standard MsFEM. For example, the
coarse space in GMsFEM is more flexible and the convergence of GMsFEM is independent
of the high-contrastness of the multiscales [7, 6].
In Bayesian inverse problems, the prior uncertainty can be parameterized by random
variables and is incorporated into the model. The model’s output depends on the random
parameters. We can use generalized polynomial chaos (gPC)-based stochastic Galerkin meth-
ods [33] to propagate prior uncertainty through the forward model [21, 20]. As an alternative
to the stochastic Galerkin approach, stochastic collocation [19, 33] requires only a few num-
ber of uncoupled deterministic simulations, with no reformulation of the governing equations
of the forward model. A sparse grid collocation method using the Smolyak algorithm is pre-
sented in [11, 32], where a stochastic surrogate model is constructed. However, the growing
rate of number of collocation nodes required to achieve a good polynomial approximation
leads a great challenge in this scheme. To overcome the difficulty, we can assume that the
model’s output is a stochastic field and admits a gPC expansion. Then we choose a set of
collocation nodes and use least-squares methods to determine the coefficients of the gPC ba-
sis functions. We call the method as least-squares stochastic collocation method (LS-SCM).
This method shares the same idea as probabilistic collocation method [16]. LS-SCM has the
merits from stochastic Galerkin methods and collocation methods. The recent work [35] em-
ploys a stochastic collocation algorithm using l1-minimization to construct stochastic sparse
models with limited number of nodes, and their strategy has been applied to the Bayesian
approach to handle nonlinear problems [34]. Such sparse stochastic collocation methods may
give a feasible approach to solve problems in high dimension random spaces.
This work attempts to intensively study the inverse problem of subsurface flows in
porous media. We will focus on the case of saturated and confined subsurface flow, which
is characterized by a parabolic equation. Bayesian approach is used to infer source location,
boundary and initial conditions for the model. When the target functions are infinite di-
mensional (e.g., boundary and initial conditions), we discretize them on a set of grid points,
and then the solutions are sought in a high-dimensional prior space. In order to alleviate
the difficulty from high dimensionality of the unknown parameter space, we use a truncated
Karhunen-Loeve expansion (KLE) technique to effectively reduce the dimension, which can
decrease the mixed time of the Markov chains. To accurately capture the multiscale effects
of the subsurface model, we apply GMsFEM to construct a computational surrogate model,
which is used to construct the sensitivity matrix for the estimated inputs. To avoid the dif-
ficulty of the regularization of the prior term, a hierarchical model is used to infer unknown
3
parameters from the prior density. The posterior distribution of the hyperparameters in the
hierarchical model is affected by the number of selected multiscale basis functions used in
GMsFEM. To avoid the intensive computation for forward model during MCMC sampling,
we construct the reduced order model by combing GMsFEM with LS-SCM, which can give
a representation for the model response. We can use the representation for the repeated for-
ward model evaluations at online stage. This can significantly accelerate sampling posterior.
To assess the approximation by the reduced order model, we analyze the convergence in terms
of Kullback-Leibler divergence. Our numerical analysis shows that the convergence strongly
depends the order of gPC and the number of multiscale basis functions in GMsFEM. In the
paper, we investigate the inversion for multiple inputs (e.g., source location and boundary
flux) simultaneously. To efficiently treat multiple inversion, we decompose the model solu-
tion into different parts, each of which corresponds to a single input contribution. After the
reduced model is constructed, we can very efficiently simulate the reduced order model in
likelihood procedure. Then the unknown inputs of the model can be estimated by sampling
the posterior distribution based on the reduced order model.
The outline of the paper is organized as follows. We begin by formulate a subsurface
flow model and its inverse problem in section 2. Section 3 is devoted to the model reduction
using GMsFEM and LS-SCM. Some sampling methods are also presented in the section. In
section 4, we analyze the approximation between the posterior distribution of the reduced
order model and the posterior distribution of the full-order model. In Section 5, we present a
few numerical examples to illustrate the performance of proposed method with applications
in inverse subsurface flow problems. Some conclusions and comments are made finally.
2 Bayesian inference for inverse problems
We consider a saturated confined flow model in highly heterogeneous porous media,
which is described by the following parabolic equation,
∂u(x, t)
∂t
= div
(
k(x)∇u(x, t)
)
+ f(x), x ∈ Ω, t ∈ (0, T ], (2.1)
subject to an appropriate boundary condition and initial condition. Here the coefficient
k(x) is a conductivity/permeability field, which may be high contrast and have multiscale
structure. The term f(x) is a source (or sink) term. The solution u(x, t) refers to the water
head/pressure. To simplify the function notations, we will suppress the variables x and t
in functions when no ambiguity occurs. For practical models, the model inputs such as
boundary/initial condition and source locations may be not known, and they need to be
estimated by some observations or measurements.
In the paper, we use Bayesian inference to estimate the unknown initial/boundary con-
ditions and the source location for the subsurface flow model by some given noisy measure-
ments of the model response at various sensors. We consider the case of additive noise e
with probability density function π(e), the measurement data can then be expressed by
d = G(z) + e,
4
where z is a vector of model parameters or inputs and G(z) ∈ Rnd is the model response
at measurement sensors, where nd is the dimension of observations. We assume that e is
independent of Z, then the conditional probability density for the measurement data d given
the unknown z, i.e., the likelihood function is given by
π(d|z) = π
(
d−G(z)
)
. (2.2)
We use Bayesian inference to solve the inverse problem. This approach gives not only
a point estimation but also a probability distribution. This is an advantage of Bayesian
method over the standard regularization method. In the Bayesian setting, both z and d
are random variables. Then the posterior probability density for z can be derived by the
Bayesian rule,
π(z|d) ∝ π(d|z)π(z), (2.3)
where π(z) is the prior distribution with available prior information before the data is ob-
served. The data enters the Bayesian formulation through the likelihood function π(d|z).
For the convenience of notation, we will use πd(z) to denote the posterior density π(z|d) and
L(z) to denote the likelihood function π(d|z). Then (2.3) can be written as
πd(z) ∝ L(z)π(z). (2.4)
Furthermore, if the prior density is conditional to unknown parameter µ, i.e., π(z|µ), the
parameter µ is also a part of the inference problem in the Bayesian framework. In other
words, these hyperparameters may be endowed with priors and estimated from data
π(z, µ|d) ∝ L(z)π(z|µ)π(µ).
In the paper, we will consider a hierarchical statistical model for the inverse problem with
application in subsurface flow.
The vector e is assumed to be independent and identically distributed (i.i.d.) Gaussian
random vector with mean zero and standard deviation σ,
e ∼ N(0, σ2I),
where I is the identity matrix of size nd × nd. Then the likelihood L(z) defined as (2.2) is
given by
L(z) = (2πσ2)−
nd
2 exp
(
−
‖d−G(z)‖22
2σ2
)
, (2.5)
where ‖ · ‖2 refers to the Euclidean norm. We note that it is not necessary to compute the
normalized term in (2.4) under most circumstances.
As the posterior distribution of z can be inferred, we can extract the posterior mean
or the maximum a posteriori (MAP) of the unknowns. The MAP estimate is equivalent
to the solution of a regularization minimization problem for some specific priors. However,
the analytical expression of the posterior distribution is generally unavailable and the high
dimension integration involved in posterior expectation is a great challenge. Markov chain
Monte Carlo (MCMC) methods are a class of algorithms for sampling from a probability
distribution based on constructing a Markov chain that has the desired distribution as its
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equilibrium distribution, and we can use the method to explore the posterior state space of
the unknowns. When a set of independent samples {z(j)}Nj=1 successively drawn from the
posterior, the conditional posterior expectation can be approximated by
E[z|d] =
1
N
N∑
j=1
z(j).
The marginal posterior mode (MPM) of the unknowns can also be computed by the N
samples. To build a Markov chain with the posterior as its equilibrium distribution by the
MCMC method, we need to call a large numbers of deterministic forward solvers, which
may be computationally expensive and inefficient. For practical subsurface flow model, it
may be infeasible to resolve all scales in very fine grid. To overcome the difficulties from
MCMC sampling and the multiscale features, we apply GMsFEM and LS-SCM to construct
a surrogate model for computation. The surrogate model is defined in a coarse grid and its
uncertainty is parameterized in a low dimensional space. This can significantly reduce the
computation cost in the process of the likelihood computation defined in (2.5).
3 Model reduction based on GMsFEM and LS-SCM
In this section, we use GMsFEM and LS-SCM to build a reduced order model for the
inverse problem of subsurface flow.
3.1 GMsFEM
GMsFEM can achieve efficient forward model simulation and provide an accurate ap-
proximation for the solution of multiscale problems. In this section, we follow the idea of
GMsFEM [7, 6] and apply it to the subsurface flow equation (2.1). For GMsFEM, we need
to pre-compute a set of multiscale basis functions. To this end, We solve the following local
eigenvalue problem on each coarse block ωi,{
−div(k∇ψil) = λkψil, in ωi
k∇ψil · ~n = 0, on ∂ωi.
(3.6)
This can be discretized as
Aψil = λSψil,
where
A = [amn] =
∫
ωi
k∇ln∇lm, S = [smn] =
∫
ωi
klnlm,
where ln denotes the basis functions in fine grid. We take the first Mi eigenfunctions cor-
responding to the dominant eigenvalues for each coarse neighborhood ωi (see Figure 3.1),
i = 1, 2, · · · , NH , where NH is the number of coarse nodes. For each coarse element K ∈ ωi,
let χi be the solution to the equation{
−div(k∇χi) = 0, K ∈ ωi
χi = gi, on ∂K,
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Figure 3.1: Illustration of a coarse neighborhood and a coarse element
where gi is a linear hat function. The relationship between a coarse neighborhood and its
coarse elements is illustrated in Figure 3.1. Thus {χi}
NH
i=1 form a set of partition of unity
functions associated with the open cover {ωi}
NH
i=1 of Ω. Then we multiply the partition of
unity functions by the eigenfunctions to construct GMsFE space,
VH = span{Ψil : Ψil = χiψil : 1 ≤ i ≤ NH and 1 ≤ l ≤Mi}.
We use a single index for the multiscale basis function set {Ψil} and place them in the
following matrix
R = [Ψ1,Ψ2, · · · ,ΨMv ],
where Mv =
∑NH
i=1Mi denotes the total number of multiscale basis functions. We note that
once the matrix R constructed, it can be repeatedly used for simulation.
In the paper, the backward Euler scheme is used for temporal discretization. Let Un be
the solution at the n−th time level tn = n∆t, where ∆t is the time step. Then we have the
weak formulation for the parabolic equation (2.1),

(
Un − Un−1
∆t
, v
)
+ a(Un, v) = (f(tn), v), ∀v ∈ VH
(U0, v) = (u(x, 0), v), ∀v ∈ VH ,
where (, ) denotes the usual L2 inner product and
a(u, v) =
∫
k∇u∇vdx.
We assume the Un has the approximation
Un =
Mv∑
j=1
αnHjΨj(x),
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where the subscript H denotes the GMsFEM solution on coarse grid. Let
αnH = (α
n
H1, α
n
H2, · · · , α
n
HMv)
T .
Then for k = 1, · · · ,Mv,
Mv∑
j=1
αnHj(Ψj ,Ψk) + ∆t
Mv∑
j=1
αnHja(Ψj ,Ψk) =
Mv∑
j=1
αn−1Hj (Ψj,Ψk) + ∆t(f
n,Ψk). (3.7)
Let B, K and F be the mass, stiffness matrices and load vector using FEM basis function
in fine grid, respectively. Then equation (3.7) gives the following algebraic system,
RTBRαnH +∆tR
TKRαnH = R
TBRαn−1H +∆tR
TF,
If we denote
B˜ = RTBR, K˜ = RTKR,
then αnH can be calculated by the iteration
αnH = (B˜ +∆tK˜)
−1(B˜αn−1H +∆tR
TF ). (3.8)
By using the multiscale basis functions, the solution in fine grid can be obtained by the
transformation
αnh = Rα
n
H .
We note that when GMsFEM is not applied, the full model solution is obtained by the
iteration
αnh = (B +∆tK)
−1(Bαn−1h +∆tF ). (3.9)
Compared (3.8) with (3.9), it can be seen that the size of K˜ and B˜ areMv×Mv, but the size
ofK and B are Nh×Nh (Mv ≪ Nh). Thus a much smaller system is solved in GMsFEM. The
matrix R for multiscale basis functions is computed overhead and it can be repeatedly used
for all time levels. This significantly improves the efficiency for forward model simulations.
3.2 Stochastic collocation via least-squares method
Stochastic collocation method is an efficient approach to approximate the solution of
PDEs with random inputs. In the paper, the stochastic collocation method is based on
generalized polynomial chaos (gPC) and least-squares method. The approximation solution
can be represented by gPC expansion using the stochastic collocation method. We use the
stochastic collocation method to solve the forward model. With the established gPC expan-
sion of the approximation of the forward model, the evaluation of the likelihood function
L(z) in MCMC sampling can be significantly accelerated.
We denote the random parameters as Z = (Z1, · · · , Znz), and assume that each random
variable Zi has a prior probability density function πi(zi) : Γi → R, for i = 1, · · · , nz, where
Γi is the support of Zi. Then the joint prior density function of Z is
π(z) =
nz∏
i=1
πi(zi),
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and its support has the form
Γ :=
nz∏
i=1
Γi ∈ R
nz .
If the prior of part of our parameters is bounded, e.g., Γ :=
∏nz
i=1[−1, 1]
nz , we can use
Legendre orthogonal polynomials as the basis functions to construct approximations of the
forward model solution.
Without loss of generality, we describe the gPC approximation to the forward model for
nd = 1. Let i = (i1, · · · , inz) ∈ N
nz
0 be a multi-index with |i| = i1 + · · ·+ inz , and let N ≥ 0
be an integer. The Nth-degree gPC expansion of G(Z) is defined as
GN(Z) =
P∑
i=1
ciΦi(Z), P =
(N + nz)!
N !nz !
, (3.10)
where
ci = E[G(Z)Φi(Z)] =
∫
G(z)Φi(z)π(z)dz, (3.11)
are the expansion coefficients, E is the expectation operator, and Φi(Z) are the basis functions
defined as
Φi(Z) = φi1(Z1) · · ·φinz (Znz), 0 ≤ |i| ≤ N,
where φm(Zk) is the mth-degree one-dimensional orthogonal polynomial having been nor-
malised in the Zk direction, which satisfies
Ek[φm(Zk)φn(Zk)] =
∫
φm(zk)φn(zk)πk(zk)dzk = δm,n, 0 ≤ m,n ≤ N.
Thus, {Φi(Z)} are nz-variate orthonormal polynomials of degree up to N satisfying
E[Φi(Z)Φj(Z)] =
∫
Φi(z)Φj(z)π(z)dz = δi,j, 0 ≤ |i|, |j| ≤ N, (3.12)
where δi,j =
∏nz
k=1 δik,jk . Following [19], the gPC expansion (3.10) converges to G as
‖G(z)−GN(z)‖L2piz =
(∫ (
G(z)−GN(z)
)2
π(z)dz
)1/2
≤ CN−p, (3.13)
where C is a constant independent of N , and p > 0 depends on the smoothness of G.
In the stochastic collocation method, we first choose a set of collocation nodes {z(i)}Qi=1 ∈
Γ, where Q ≥ 1 is the number of nodes. Then for each i = 1, · · · , Q, we solve a deterministic
problem at the node z(i) to obtain
G(z(i)) = g ◦ u(x, t; z(i)),
where g : Rnu → R is a state function. After the pairings
(
z(i), G(z(i))
)
(i = 1, · · · , Q) being
obtained, we are able to construct a good approximation of GN(z), such that GN(z
(i)) =
G(z(i)) for all i = 1, · · · , Q. Thus, we need to solve Q deterministic problems. In the paper
we use least-squares method to obtain the coefficient c in (3.11).
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Let {z(i)}Qi=1 be the set of i.i.d. samples for Z and {G(z
(i))}Qi=1 the corresponding
realizations of the stochastic function G(Z). Let
c = (c1, · · · , cP )
T ∈ RP , b =
(
G(z(1)), · · · , G(z(Q))
)T
∈ RQ.
If we set the condition GN(z
(i)) = G(z(i)), i = 1, · · · , Q, then the following equation holds,
V c = b, (3.14)
where V ∈ RQ×P is the matrix with the entries
Vij = Φj(z
(i)), i = 1, · · · , Q, j = 1, · · · , P.
The number Q of samples is taken according to the following rule [2],
Q = anz(N + 1)
2, a ≥ 1, (3.15)
to get an accurate least-squares solution of (3.14). We set a = 3 in this paper. Hence, we
get the normal equation
V TV c = V T b,
and the approximation coefficient
c˜ = (V TV )−1V T b. (3.16)
Thus, we construct the Nth-order gPC approximation by
G˜N(Z) =
P∑
m=1
c˜iΦi(Z). (3.17)
When constructing the gPC approximation, the forward model will be solved Q times
to obtain the sampling vector b. It can be seen from (3.15) that the number of samples Q is
quadratic N + 1, as we increase the order of the gPC expansion to pursue accuracy of the
approximation, the times we need to solve the deterministic forward model will increase at
much a magnitude. We efficiently solve the problem using GMsFEM. Then we replace the
sample vector b by bMi = G
M(z(i)), where GM(z) represents the GMsFEM solution at the
sensor. By combing GMsFEM with LS-SCM, we can have the Nth-order gPC approximation
G˜MN (Z) =
P∑
m=1
c˜Mi Φi(Z). (3.18)
The number of multiscale basis functions on each coarse neighborhood would have effect on
the accuracy of the approximation. When combining the stochastic collocation method with
GMsFEM, the accuracy of the resultant surrogate model will be effected both by the order
of the gPC expansion and the number of multiscale basis functions.
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3.3 Metropolis-Hastings algorithm
As we noted before, Markov chains are constructed for the exploring of posterior state
space, and the Metropolis-Hastings (MH) algorithm is one of the extensively used algorithm
to build Markov chains that converge to the posterior distribution of estimated parameters.
Repeated call of the forward model is required for the MH algorithm.
The surrogate model constructed by combing GMsFEM with LS-SCM can accelerate
MCMC sampling. The GMsFE model order reduction method is used to build the sample
vector b and we have the surrogate model (3.18), which is used to approximate the posterior
distribution and then to explore the posterior state.
Generally, the MH algorithm starts from a random initial value, a Markov chain gener-
ates trial moves from the current state z(j) to a new state z∗ by acceptance probability:
α(z(j), z∗) = min{1,
π(z∗)q(z(j)|z∗)
π(z(j))q(z∗|z(j))
},
where π is the target distribution and q is the proposal distribution, of which the scale and
orientation will affect the efficiency of the MH algorithm. When the proposal distribution
is too wide, many candidate points may be rejected. This will lead to long mixing time for
the chain and slow convergence to the target distribution. On the other hand, when the
proposal distribution is too narrow, a high acceptance rate may make the moved distance so
small that a large number of updates will be required to converge to the target distribution.
The choice of the proposal distribution is crucial in determining the practical applicability
of MCMC simulation in many fields of study.
In the paper, we take q(z∗|z(j)) = U(z(j) − ε, z(j) + ε), where ε is the scale of the
random walk. The proposal distribution q does not have to be symmetric. The Gibbs
sampler is a special kind of Metropolis-Hastings algorithm, in which the proposal distribution
is full conditional distributions and the acceptance probability is identically one. For a
nz−dimensinal random vector z, if the full conditional probability density function of each
component is attainable, the Gibbs method can be used to speed up the chain convergence.
Let πd,M be the posterior distribution constructed by using GMsFEM, i.e.,
πd,M(z) ∝ exp
(
−
‖d−GM(z)‖22
2σ2
)
π(z),
and πd,MN the approximate posterior distribution constructed by combing GMsFEM with
LS-SCM, i.e.,
πd,MN (z) ∝ exp
(
−
‖d−GMN (z)‖
2
2
2σ2
)
π(z).
Table 1 shows the steps of MH algorithm and Gibbs sampling method when GMsFEM and
LS-SCM are used in the computation.
4 Convergence analysis
To study the convergence of posterior using the reduced order method, we use Kullback-
Leibler (KL) divergence [19] to quantify the difference between the exact posterior and the
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Table 1: MH algorithm and Gibbs sampling method
Algorithm 1: The MH algorithm
1. Given z(k), draw z∗ ∼ q(·|z(k));
2. Calculate the acceptance probability
α(z(j), z∗) = min{1, p˜i
d,M
N
(z∗)
p˜id,M
N
(z(j))
}
3. With probability α, accept and set z(k+1) = z∗, otherwise set z(k+1) = z(k).
Algorithm 2: The Gibbs sampling algorithm
1. Initialize z(0);
2. For j = 1 : N
z(j) can be sampled by
• sample z
(j)
1 ∼ π
d,M(z1|z
(j−1)
2 , z
(j−1)
3 , · · · , z
(j−1)
nz )
• sample z
(j)
2 ∼ π
d,M(z2|z
(j)
1 , z
(j−1)
3 , · · · , z
(j−1)
nz )
•
...
• sample z
(j)
nz ∼ π
d,M(z1|z
(j)
1 , z
(j)
2 , · · · , z
(j)
nz−1)
end for
approximated posterior. For probability density functions π1(z) and π2(z), KL divergence is
defined by
DKL(π1||π2) =
∫
π1(z) log
π1(z)
π2(z)
dz.
DKL measures the difference between two probability distributions and is nonnegative. It is
vanished if and only if π1 = π2.
Lemma 4.1. [34] Suppose the functions G and G˜MN are under some assumption, and the
observational error has an i.i.d. Gaussian distribution. If the prior of Z is uniform, then
the approximation posterior π˜d,MN and the true posterior density π
d are close with respect to
the Kullback-Leibler distance, i.e., there is a constant C, independent of N , such that
DKL(π˜
d,M
N ‖π
d) ≤ C
nd∑
i=1
‖Gi(z)− G˜
M
N,i(z)‖
2
L2piz
.
Theorem 4.2. The approximation G˜N(z) obtained by LS-SCM converges to GN(z), i.e.,
‖GN,i(z)− G˜N,i(z)‖L2piz → 0, for i = 1, · · · , nd,
as Q→∞.
Proof. Note that the coefficient in (3.10) is calculated by (3.11), which can be written in the
matrix form
Xc = r, (4.19)
12
where the entries are given by
Xi,j =
∫
ΦiΦjπ(z)dz,
rj =
∫
G(z)Φjπ(z)dz.
Due to the orthogonality of basis {Φi(Z)} defined in (3.12), X is an identity matrix. In
the paper, we actually use numerical integration to approximate the matrix X and vector r.
The coefficient c˜ computed by (3.16) satisfies
V TV c˜ = V T b,
By multiplying 1
Q
at both sides of the above equation, we have
1
Q
V TV c˜ =
1
Q
V T b. (4.20)
It can be seen that 1
Q
V TV and 1
Q
V T b are the approximate of X and r in the sense of Monte
Carlo integration, respectively. Thus, as Q→∞,
(
1
Q
V TV )i,j → Xi,j
(
1
Q
V T b)j → rj, for 1 ≤ i, j ≤ P.
Because the approximation error in Monte carlo integration is O( 1√
Q
). Then we can have
the estimation
‖r −
1
Q
V T b‖2 .
√
P
Q
.
On the other hand, equation (4.19) and (4.20) implies that
‖r −
1
Q
V T b‖2 = ‖Xc−
1
Q
V TV c˜‖2
≥ ‖X(c− c˜)‖2 − ‖(X −
1
Q
V TV )c˜‖2
= ‖c− c˜‖2 − ‖(X −
1
Q
V TV )c˜‖2.
Because
‖X −
1
Q
V TV ‖2 ≤ ‖X −
1
Q
V TV ‖F‖c˜‖2,
where ‖ · ‖F is the Fubini norm, we have
‖X −
1
Q
V TV ‖2 .
√
P 2
Q
.
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Consequently, it follows that
‖c− c˜‖2 .
√
P
Q
+
√
P 2
Q
.
By (3.10) and (3.17), we have
‖GN,i(z)− G˜N,i(z)‖L2piz =
(∫
[
P∑
j=1
(cj − c˜j)Φj ]
2π(z)dz
)1/2
= ‖c− c˜‖2
.
√
P
Q
+
√
P 2
Q
.
As Q→∞, it will tends to be zero, i.e.,
lim
Q→∞
‖GN,i(z)− G˜N,i(z)‖L2piz = 0.
Theorem 4.3. Let the model order reduction error from GMsFEM be given by
‖b− bM‖2 . Ems,
where b = (Gi(z
(1)), · · · , Gi(z
(Q)))T and bM = (GMi (z
(1)), · · · , GMi (z
(Q)))T . Then
DKL(π˜
d,M
N ‖π
d) . nd
[
O(N−2α) +O(Q−1) + E2ms
]
.
Proof. By (3.17) and (3.18), we have
‖G˜N,i(z)− G˜
M
N,i(z)‖L2piz =
(∫
[
P∑
j=1
(c˜j − c˜
M
j )Φj ]
2π(z)dz
)1/2
= ‖c˜− c˜M‖2
= ‖(V TV )−1V T (b− bM )‖2
≤ C2‖b− b
M‖2
. Ems.
The triangle inequality gives
‖Gi(z)− G˜
M
N,i(z)‖L2piz ≤ ‖Gi(z)−GN,i(z)‖L2piz + ‖GN,i(z)− G˜N,i(z)‖L2piz
+ ‖G˜N,i(z)− G˜
M
N,i(z)‖L2piz
. O(N−α) +O(Q−
1
2 ) + Ems,
By Lemma 4.1, we immediately have
DKL(π˜
d,M
N ‖π
d) . nd
[
O(N−2α) +O(Q−1) + E2ms
]
.
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Remark 4.1. If we take the first M dominant eigenfunctions in (3.6) at each coarse node
to construct GMsFE space and denote the M-th eigenvalue by λM , then under certain
assumptions (see [7]), the solution error Ems for the subsurface model by GMsFEM is
Ems = O
(√ H
λM
+H
)
,
where H is the size of coarse cells.
5 Numerical examples
In this section, we use GMsFEM and LS-SCM to build a reduced computational model
for the equation (2.1), and recover the model’s inputs using Bayesian framework. In Sub-
section 5.1, we recover initial condition. Subsection 5.2 is devoted to the inversion of source
location. In Subsection 5.3, we combine the techniques presented in Subsection 5.1 and
Subsection 5.2, and recover source location and flux simultaneously. In all our numerical
examples, we consider the model equation (2.1) in a high-contrast permeability field, whose
profile is depicted in Figure 5.2. For the numerical examples, we consider a dimensionless
square domain Ω := [0, 1] × [0, 1] for space, and (0, T ] = (0, 0.1] for time. We will com-
pare the results by using full-order model and the reduced order model, and analyze the
approximation for different estimated parameters.
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Figure 5.2: The spatial distribution of the high contrast coefficient k(x)
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5.1 Recover initial condition
In this subsection, we want to recover the initial condition based on some measurements.
We consider the model with the following boundary condition and source term

∂u
∂t
= div
(
k(x)∇u(x, t)
)
+ f, x ∈ Ω, t ∈ (0, T ]
k
∂u
∂n
= 0, on ∂Ω, t ∈ (0, T ]
u(x, 0) = u0(x), x ∈ Ω,
(5.21)
where the source term is given by
f(x) = 10 exp
(
−
(x1 − 0.2)
2 + (x2 − 0.4)
2
2× 0.22
)
.
The goal of the example is to reconstruct the initial condition u0(x). For simulation, we
need to represent the function u0(x) in a finite dimensional space. To this end, we project
the initial function onto a subspace spanned by m finite element basis functions {ξi}
m
i=1.
Thus the initial condition can be represented as
u0(x) =
m∑
i=1
ziξi(x). (5.22)
In the paper, we take ξi(x) to be the bilinear finite element basis functions. The parameter
z ∈ Rm, where the dimension depends on the discretization. The finer the discretization is,
the better the approximation is. But this in turn leads to a larger dimension of z. We note
that the high dimension of estimated parameters would increase the mixed time of Markov
chains. To overcome the difficulty, we will use Karhunen-Loeve expansion (KLE) technique
to reduce the dimension.
As the initial condition is spatially varying and unknown to us, we can treat it as a
random field u0(x, ω). We use KLE and the random field u0(x, ω) can be represented as
u0(x, ω) = E[u0(x, ω)] +
∞∑
i=1
√
ζiηi(ω)ϕi(x), (5.23)
where ϕi are the orthogonal eigenfunctions and ζi are the corresponding eigenvalues of the
eigenvalue problem, ∫
Ω
C(x, x′)ϕi(x
′)dx′ = ζiϕi(x), i = 1, 2, · · · .
Here C is the covariance function defined by
C(x, x′) = E[u0(x, ω)u0(x
′, ω)].
We note that E[ηi] = 0, E[ηiηj ] = δij , and bilinear finite element basis functions are used to
discretize the eigenvalue problem described above. We truncate the KLE (5.23) to a finite
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number of terms and keep only the leading-order terms to capture most of the energy of the
stochastic process. We truncate the first m0− terms for the approximation
u0(x, ω) ≈ E[u0(x, ω)] +
m0∑
i=1
√
ζiηi(ω)ϕi(x).
The energy ratio of the approximation is defined by
e(m0) =
∑m0
i=1 ζi∑∞
i=1 ζi
,
and we set e(m0) = 0.95 in the examples. Then the relationship between z and η can be
expressed by
θ = Bη, (5.24)
where η ∈ Rm0 and B ∈ Rm×m0 , which is defined by
B =
[√
ζ1ϕ1,
√
ζ2ϕ2, · · · ,
√
ζm0ϕm0
]
.
As the solution of (5.21) depends linearly on the initial function, we have the following
approximation
u(x) = Hz + I, (5.25)
where H is the sensitivity matrix [29] defined by
H =
[
u(ξ1(x)) u(ξ2(x)) · · · u(ξm(x))
]
.
Here u(ξi(x)) ∈ R
nd denotes the solution at measured sensor network with initial condition
ξi(x), zero source term and homogeneous Neumann boundary condition. The I in equation
(5.25) represents the solution when initial condition and boundary condition is 0 but the
source term is f . The sensitivity matrix is required to be full column rank here. Let z ∈ Rm
be the coefficient in (5.22). Then the relation between the unknown vector z and observation
d is:
d = Hz + I + e,
where e is the Gaussian noise with standard deviation σ. Thus the likelihood function is
given by
L(z) = (2πσ2)−
nd
2 exp
(
−
‖d−Hz − I‖22
2σ2
)
.
We use a Gibbs sampler for the case when Markov Random Field (MRF) [30] is selected as
the prior density in this example. The MRF takes the form,
π(z) ∝ γm/2 exp(−
1
2
γzTWz),
where the entries of the m × m matrix W is specified as following: Wij = ni if i = j,
Wij = −1 if i and j are adjacent, and as 0 otherwise. Here the ni is the number of neighbors
adjacent to site i. In general, the neighbors to a particular unknown at a given location
of a finite lattice refer to unknowns at adjacent points on the same lattice. W determines
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the dependence between components of z, and various dependence relations among variables
can be characterized by changing the form of W . The γ controls the strength of spatial
dependence and regularization to the inverse problem, which should be tuned relying on
one’s experience. We treat it as a hyperparameter and choose Gamma distribution as the
its hyperprior density. It can be used as conjugate prior distribution [4] here, i.e.,
π(γ) =
βα11
Γ(α1)
γα1−1 exp(−β1γ), γ > 0, α1 > 0, β1 > 0,
where α1 is the shape and β1 is the rate. Then the joint posterior density is
π(z, γ|d) ∝
βα11
Γ(α1)
γα1+
m
2
−1 exp{−(β1 +
1
2
zTWz)γ} exp
(
−
‖d− I −Hz‖2
2σ2
)
,
and the conditional posterior distributions can be derived as
π(z|d, γ) ∝ exp
(
−
‖d− I −Hz‖2
2σ2
)
exp(−
γ
2
zTWz), (5.26)
π(γ|d, z) ∼ Γ(α1 +
m
2
, β1 +
1
2
zTWz). (5.27)
For the convenience of notation, we denote H := HB, and W := BTWB, substitute (5.24)
into (5.26) and (5.27), we obtain the conditional posterior distributions of η and γ, respec-
tively,
π(η|d, γ) ∝ exp
(
−
‖d− I −Hη‖2
2σ2
)
exp(−
γ
2
ηTWη),
π(γ|d, η) ∼ Γ(α1 +
m0
2
, β1 +
1
2
ηTWη).
We note that the posterior distribution of γ is easy to update during the Gibbs sampling.
In addition, we set parameters α1 and β1 in the hyperprior density small so that hyperprior
density can nearly be a uniform distribution among the interval (0,+∞), e.g., α1 = β1 =
0.001. This is the so called noninformative prior. When the noise level σ is known, the
posterior distribution of η follows a multivariate Gaussian distribution. Moreover, the full
conditional distribution of each component ηi is in standard form and can be derived as
follows [29],
π(ηi|η−i) ∼ N(µi, σ
2
i ),
where η−i := (η1, · · · , ηi−1, ηi+1, · · · , ηm0) and
σi = (
n∑
k=1
H2ki
σ2
+ γWii)
− 1
2 ,
̺ =
∑
j 6=i
Wjiηj +
∑
k 6=i
Wikηk,
ρk = dk − (I)k −
∑
j 6=k
Hkjηj ,
µi =
2
∑n
k=1
ρkHki
σ2
− γ̺
2(
∑n
k=1
H
2
ki
σ2
+ γWii)
.
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Hence, we treat [γ; η] as big block and update the component of η as small block during the
sampling, and we get samplers from η−space and transform them back to z−space. As we
have discussed, the Gibbs sampler method can provide us much efficiency in simulation, once
the sensitivity matrix H and rest term I calculated, we do not need to solve the forward
model any more during the simulation, and the computation here is the calculation of the
sensitivity matrix H .
The forward model is solved on a uniform 80× 80 fine grid. If we resolve all scales and
solve the forward model in the fine grid, a linear system of equations with 6561 unknowns
would be required to be solved at each time layer during the iteration, and we have the
iterations m+1 time levels. In order to reduced the number of unknowns, we use GMsFEM
to compute the model, i.e., we use GMsFEM to obtain a sensitivity matrix HM . The matrix
H is computed based on HM and B during the sampling of η. We set 8 × 8 coarse grid for
GMsFEM, and select 8 multiscale basis functions M on each coarse neighborhood. Then
the dimension of unknowns solving the PDE at each time layer decreases to 648.
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Figure 5.3: The distribution of measurement locations (marked by ∗) in the domain Ω
The observation data are taken from time [0.01 : 0.01 : 0.1], and we measure the finite
element solution at points shown as Figure 5.3, with the noise σ = 0.01 in this example. We
assume the covariance function has the form
C(x1, x2; x
′
1, x
′
2) = ς
2 exp
(
−
|x1 − x
′
1|
2
2l21
−
|x2 − x
′
2|
2
2l22
)
with l1 = l2 = 0.2 and ς
2 = 2. We set the true initial function as follows,
u0(x) = cos(πx1) cos(πx2) + 1.5.
u0 is represented in a 11× 11 grid. In truncated KLE for u0, the dimension of η is only 75,
i.e, m0 = 75, which is much smaller than the original dimension m = 11
2. The relative L2
error between true initial condition u0 and estimated initial condition uˆ0 is defined by
r =
‖u0 − uˆ0‖L2
‖u0‖L2
,
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where uˆ0 refers to
uˆ0(x) =
m∑
i=1
zˆiξi(x)
and zˆi is the estimator of zi. The profiles of true initial condition and estimated initial
condition are shown in Figure 5.4, from which we can see an accurate estimate for the initial
condition.
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Figure 5.4: The true initial value (left) vs. the estimated initial value (right), the relative
L2 error is 1.33% with 1% noise in the data
Figure 5.5 shows the posterior marginal density of the hyperparameter γ, where the solid
line is obtained by using the full-order model, dashed line is obtained using the surrogate
model constructed by GMsFEM, the green one is obtained using 8 multiscale basis functions
per coarse node and the red one using 8 multiscale basis functions per coarse node. We see
in the figure that the distribution from surrogate model approximates the distribution of
full-order model better as the number of multiscale basis functions increases.
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Figure 5.5: The posterior marginal densities of γ with 1% noise in the data
We also solve the inverse problem using GMsFEM and reconstruct the initial condition
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with different noise level. Let noise to signal ratio be defined by σ/umax, where umax is the
maximum of solution u. We list the results in Table 2. From the table, we see that when the
noise level is σ = 0.01, the relative error is about 1.33%, which has small difference from the
case σ = 0.001 but much difference from the case σ = 0.1. The case noise level σ = 0.5 leads
to a big error. This shows that the error of inversion increases as the noise level increases.
The more the measurement error, the worse the estimation is. As the measurement error is
within some appropriate range, we can reconstruct the initial value well.
Table 2: Results comparison with different measurement noise
Noise level Noise to signal ratio Relative error
0.001 0.04% 1.26%
0.01 0.4% 1.33%
0.1 4% 12.44%
0.5 20% 22.95%
Figure 5.6 plots the marginal distributions at the 4 corners using full-order model and
reduced order model. In the figure, the left column refers to samples of the chain constructed
from the full-order model and the right column refers to samples of the chain constructed
from the reduced-order model. In both runs of the Gibbs sampler, 30000 samples of η are
recorded and the last 20000 are used to compute the distributions. We transform them back
to z in the plot. It can be seen that the posterior mean estimates have a good agreement
using the full-order model and reduced-order model. Moreover, we use Kullback-Leibler
divergence to quantify the difference between the approximated joint posterior density and
the reference joint posterior density. Though γ is part of the inference, z is the main interest
for us, we focus on the posterior density of z. Denote LM the approximate likelihood function
and
LM(z) = (2πσ2)−
nd
2 exp
(
−
‖d−HMz − I‖22
2σ2
)
.
We integrate the joint posterior density with respect to γ and the marginal posterior densities
of z for full-order model and reduced-order model are given, respectively, by
πd(z) =
∫
L(z)π(z|γ)π(γ)dγ∫
L(z)π(z|γ)π(γ)dγdz
=
L(z)S(z)∫
L(z)S(z)dz
,
πd,M(z) =
∫
LM(z)π(z|γ)π(γ)dγ∫
LM(z)π(z|γ)π(γ)dγdz
=
LM (z)S(z)∫
LM(z)S(z)dz
,
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Figure 5.6: The posterior marginal distribution of unknowns at points u0(0, 0) (first row),
u0(1, 0) (second row), u0(1, 1) (third row)and u0(0, 1) (fourth row), and the left column
characterises series from the full model while the right column characterises series from the
reduced model, σ = 0.01 and M = 8
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where S(z) is given by
S(z) =
(zTWz
2
+ β1
)−(m
2
+α1).
The normalized term in the exact posterior density can be rewritten as∫
L(z)S(z)dz =
∫
L(z)S(z)
πd,M(z)
πd,M(z)dz
=
∫
L(z)S(z)
∫
LM(z)S(z)dz
LM (z)S(z)
πd,M(z)dz,
rearrange the equation, we have∫
L(z)S(z)dz∫
LM (z)S(z)dz
=
∫
L(z)
LM(z)
πd,M(z)dz.
Hence the Kullback-Leibler divergence can be rewritten as
DKL(π
d,M ||πd) = Epid,M [log
LM
L
] + logEpid,M [
L
LM
],
where z(j) are independent samplers from πd,M . When the GMsFEM is used to solve the
forward model on a fixed coarse grid, the approximation accuracy for the forward model de-
pends on the number of multiscale basis functions we select on each coarse neighborhood [7].
Here we discuss the effect of number of multiscale basis functions on the KL divergence DKL.
In Figure 5.7, DKL is plotted against number of multiscale basis functions per coarse node.
Here the noise level is 0.01. By the figure, we find that the posterior density of Kullback-
Leibler divergence DKL decreases as we increase the number of multiscale basis functions
per node. This implies that the posterior distribution by surrogate model approximates the
reference posterior distribution better and better as we enrich multiscale basis functions.
5.2 Recover source location
In this subsection, we focus on the inversion of source location. We still consider the
equation (5.21) with the initial condition u0(x) = 0, and the source term is
f(x) =
5
2π × 0.12
exp
(
−
(x1 − z1)
2 + (x2 − z2)
2
2× 0.12
)
,
where (z1, z2) denotes the location of the one point source, with strength 5 and width 0.1.
We need to identify the source location (z1, z2).
The location of the source enters the problem non-linearly, which implies the explicit
expression of the posterior distribution is unavailable, large scale PDE problems are required
to be solved repeatedly for proposal samplers, which brings up the main computation burden.
We use the truncated gPC to approximate the forward model at some observation sensors,
and then replace the forward model with the established surrogate model to obtain samplers
via MH algorithm. As referred in section 3.2, when LS-SCM applied, large numbers of
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Figure 5.7: Kullback-Leibler divergence DKL(π
d,M ||πd) between the approximate posterior
and the reference posterior
deterministic forward models are required to be solved at the off-line stage, we use GMsFEM
to solve the corresponding problems to calculate the sample vector b in (3.14).
The parameter z = (z1, z2) is unknown, and we assume the uniform distribution as its
prior density, i.e., Zi ∼ U(0, 1), i = 1, 2. For any given values of z, we solve the PDE on a
uniform 40× 40 fine grid using GMsFEM with time step ∆t = 0.004. Observation data are
generated by adding independent random noise N(0, σ2) to the solution at a uniform 6 × 6
sensor network. At each sensor location, measurements are taken at time t = 0.04, 0.08,
which corresponds to a total of 72 measurements. To avoid “inverse crime”, we generate
the data by solving the forward model at a much higher resolution than that used in the
inversion, i.e., using finite element method at the fine grid and a correspondingly finer time
step ∆t = 0.002.
The ground truth parameter values is set as z = (0.25, 0.75) in the example. When
constructing the gPC approximation, we set the coarse grid size as Nv = 5 × 5 to solve
the forward model. Samples {z(i)}Qi=1 are selected randomly from the prior distribution to
construct the marginal matrix V and sample vector b, the number of samples is set according
to (3.15).
Figure 5.8 and 5.9 show the contours of the likelihoods with σ = 0.05, where the solid
and dashed lines denote the reference likelihood L(z) and the surrogate likelihood L˜MN (z),
respectively. The accuracy of the surrogate likelihood constructed by GMsFEM and LS-SMC
depends on the number of multiscale basis functions per node and order of the gPC expansion.
When the order of the gPC expansion is fixed at N = 10, Figure 5.8 shows the difference
between the approximate and reference posterior distribution with 6, 14 and 22 multiscale
basis functions per node, respectively. When the number of multiscale basis functions is
fixed at M = 14 per node, Figure 5.9 illustrates the difference between the approximate and
reference distribution with different gPC order 4, 6, and 8. The better agreement between
π˜d,MN (z) and π
d(z) is observed with increasing the multiscale basis functions number and
gPC order.
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Figure 5.8: Contours of posterior density of source location. Solid lines are obtained via full
forward model; dash lines are obtained via the reduced order model, N = 10 is fixed, M=6
(left) M=14 (middle), M=22 (right).
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Figure 5.9: Contours of posterior density of source location. Solid lines are obtained via full
forward model; dash lines are obtained via the reduced order model, M = 14 is fixed, N=4
(left) N=6 (middle), N=8 (right).
25
Z1
0.2 0.25 0.3 0.35
pi
(z 1
|d)
0
0.1
0.2
0.3
0.4
σ=0.01
σ=0.05
Z2
0.72 0.74 0.76 0.78 0.8
pi
(z 2
|d)
0
0.1
0.2
0.3
0.4
σ=0.01
σ=0.05
Figure 5.10: The posterior marginal densities of Z1 (left) and Z2 (right) with σ = 0.01 and
σ = 0.05 noise in the data
The scale of Random walk method we used in the simulation is 0.005 and the length of
each Markov chain is 30000, only the last 20000 realizations are used to compute the relevant
statistical quantities. We set M = 14, N = 8, the marginal posterior distribution of z1 and
z2 are shown in Figure 5.10, where the red solid lines are obtained with σ = 0.01 and blue
dashed lines are obtained with σ = 0.05. Thanks to the informed likelihood or measurement
data, the posterior support of each parameter is narrower than their priors. As what we
expect, the support of the posterior distribution derived by data with noise 0.01 is narrower
than the one derived by data with noise 0.05.
The accuracy of the surrogate model depends both on M and N . We discuss the KL
divergence DKL between the approximated posterior measure and the reference posterior
measure. First we consider the effect of the number of multiscale basis functions per node
M on the performance. In Figure 5.11, the approximation of the surrogate model constructed
by combining GMsFEM and LS-SCM is plotted against increasing numbers of selected mul-
tiscale basis functions when the order of the polynomial is fixed at N = 10. From this figure,
the model approximation
∑nd
i=1 ‖Gi − G˜
M
N,i‖
2
L2piz
becomes better as GMsFE basis functions
enrich. This is consistent with the result shown in Theorem 4.3. The top curve of the figure
shows that the posterior density of KL divergence DKL decreases as we increase the selected
multiscale basis functions. There exists a slight fluctuation from M = 6 to M = 8. This
may be caused by the different samples used in constructing the surrogate model at the
off-line stage. Convergence of the posterior with respect to gPC order is analyzed in Figure
5.12, where the number of multiscale basis functions per node is fixed at M = 14. The error∑nd
i=1 ‖Gi − G˜
M
N,i‖
2
L2piz
and KL divergence decreases as the gPC order N increases.
5.3 Recover source location and flux simultaneously
In this subsection, we reconstruct the boundary flux and identify the source location si-
multaneously with some measured data. We consider the model with the following boundary
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Figure 5.11: Approximation of the forward model and the posterior density with respect
to the number of multiscale basis functions per node. Dashed line show Kullback-Leibler
divergence DKL(π˜
d,M
N ||π
d) (denoted by DKL); solid line show L
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piz error
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(denoted by EL2).
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Figure 5.12: Approximation of the forward model and the posterior density with respect to
the gPC order N
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condition and source term

∂u
∂t
= div
(
k(x)∇u(x, t)
)
+ f(x), x ∈ Ω, t ∈ (0, T ]
k
∂u
∂n
= p(x2, t), on ΓN1, t ∈ (0, T ]
k
∂u
∂n
= 0, on ΓN2 , t ∈ (0, T ]
u(x, t) = 0, on ΓD, t ∈ (0, T ]
u(x, 0) = 0, x ∈ Ω,
(5.28)
where the boundaries are ΓN1 = {(0, x2) ∈ Ω}, ΓN2 = {(x1, 0) ∈ Ω}, and ΓD = {(1, x2) ∈
Ω, (x1, 1) ∈ Ω}.
We assume the true flux and source term are
p(x2, t) = sin(πx2) sin(10πt) + 5,
f(x) =
8
2π × 0.12
exp
(
−
(x1 − z1)
2 + (x2 − z2)
2
2× 0.12
)
,
where z = (z1, z2) ∈ R
2 is the unknown source location. We want to estimate the flux and
source location. Note that the flux depends on time t and enters the system linearly, the
location of source term enters the system nonlinearly.
The unknown flux function p(x2, t) can be discretized in space and time. Let (x2, t) := s.
The unknown flux can be treated as a random field p(s, ω). We denote η ∈ Rn0 as the KLE
coefficient vector of the discretized flux function. The uncertainty of the system comes from
η and z. In the Bayesian setting, both η and z are random variables. It is natural to
suppose that they are independent of each other. If a truncated gPC expansion is applied to
approximate the system (5.28) directly, the high dimension of the unknowns will lead great
challenge for solving the inverse problem. We consider another expansion of the forward
model that separates η and z. Due to the linearity of the parabolic PDE, the forward model
has the decomposition,
G(η, z) = f1(η) + f2(z),
where f1(η) denotes the solution of the system (5.28) with zero source term, and f2(z) the
solution of the system (5.28) with p(x2, t) = 0. Our goal is to find the appropriate estimation
of η and z given the measured data d. Due to the ill-posedness of the problem, some prior
information is needed. Following the examples in Subsection 5.1 and Subsection 5.2, we
use MRF as the prior for the flux parameter, and uniform distribution for the prior of the
location. Then the posterior density can be derived as
π(η, z|d) ∝ γ
n0
2 exp(−
γηTWη
2
) exp{−
1
2σ2
‖d− f2(z)− f1(η)‖
2},
where γ is a hyperparameter. We use the usual conjugate gamma prior Γ(α2, β2). By using
the symbol defined in Subsection 5.1W, the final conditional posterior density has the form
π(η|d, z, γ) ∝ exp{−
1
2σ2
‖d− f2(χ)− f1(η)‖
2} exp{−
γ
2
ηTWη}, (5.29)
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π(z|d, η, γ) ∝ exp{−
1
2σ2
‖d− f2(z)− f1(η)‖
2}, (5.30)
π(γ|d, η, z) ∼ Γ(α2 +
n0
2
, β2 +
1
2
ηTWη). (5.31)
As we have noticed that the flux enters the model linearly, a sensitivity matrix H2 can be
obtained similarly as in Subsection 5.1, i.e.,
f1(η) = H2η, H2 := H2B.
In order to estimate the source location efficiently, we use GMsFEM and LS-SCM to con-
struct a reduced order model for (5.28) with zero boundary condition and zero initial condi-
tion. Then the reduced order model for (5.28) can be expressed by
G˜MN (η, z) = H
M
2 η + G˜
M
N (z),
where HM2 := H
M
2 B and H
M
2 is the sensitivity matrix computed by GMsFEM, G˜
M
N (z) is the
surrogate model of system only dependent on z, which is constructed by combing GMsFEM
with LS-SCM. Inspired by the numerical experiments in Subsection 5.1 and Subsection 5.2,
we propose to use Gibbs method to sample the flux, and random walk method to the source
location z. The outline of the computation for the example is described in Table 3.
Table 3: The outline of the computation for the example in Subsection 5.3
Off-line phase/Construction of the reduced order model:
· Calculate the GMsFEM matrix R;
· Use GMsFEM to obtain the sensitivity matrix HM2 ;
· Use finite element basis functions to discretize the eigenvalue problem involved in KLE and
obtain matrix B;
· Combine GMsFEM with LS-SCM to obtain the approximation G˜MN (z);
MCMC sampling:
1. Initialise η(0), z(0) and γ(0);
2. For j=1:Num
Update η(j) according to (5.29) ∗ and update each component of it by Gibbs method as
discussed in Subsection 5.1;
Update z(j) basing on (5.30) ∗ by random walk MH algorithm;
Update γ(j) basing on (5.31) by sampling from Gamma distribution directly.
end for
∗ means we change the equation by replacing f1(η) with H
M
2 η and f2(z) with G˜
M
N (z)
Measurement data are taken at at a uniform 9 × 9 sensor network in space and time
levels [0.01 : 0.01 : 0.1]. The forward model is solved at a uniform 80 × 80 fine grid. With
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time step ∆t = 0.001, we generate measurement data. We use ∆t = 0.002 for solving the
forward problem to avoid inverse crime. Measurement noise σ is set to be 0.005. We use
a discretization of 20 grids in space and 11 basis functions in time to reconstruct the flux
function, i.e., there are n = 220 unknowns from the flux function. When the energy ratio
is set as e(n0) = 0.9, we n0 = 74 random variables in truncated KLE to characterize the
flux random field. This reduces the dimension of the parameters in flux and can speed up
the MCMC sampling. We take 8 × 8 coarse grid and select 10 multiscale basis functions
each coarse neighborhood. In the simulation, the total order of the gPC with respect to z is
N = 10.
The ground truth parameter values z = (0.5, 0.5) in this example. We run a chain
of length 40000 and take the last 50% samples to compute the statistical quantities. The
numerical results are shown in Figure 5.13 and 5.14. The relative L2 error is about 5.68%
for the flux reconstruction. By Figure 5.13, we find that estimates at the initial time and
the final time level are slightly poor. This is because the noise to signal ratio in the first
few time steps is large, and the simulated data contains less information of the flux in the
the last time levels. Figure 5.14 shows the histograms, univariate and bivariate marginal
posterior distributions of z1 and z2 , it can be seen from the estimated posterior distribution
that the support of the posterior density is also narrower than the prior’s.
By using the reduced order model, we have efficiently recovered the boundary flux and
source location simultaneously. In a similar way, we can also use the method to recover the
initial function, boundary condition and the source location at the same time.
y
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t
0
0.05
0.1
The true flux
y
0 0.2 0.4 0.6 0.8 1
t
0
0.05
0.1
The estimated flux
Figure 5.13: The true flux value vs the estimated flux, and the relative L2 error is 5.68%
6 Conclusion
The paper has presented a multiscale model reduction method with application in
Bayesian inverse problem for subsurface flow. The reduced order model has accelerated the
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Figure 5.14: Histograms, univariate marginal and bivariate posterior distributions of z1 and
z2, M = 10, N = 10.
MCMC sampling under the framework of Bayesian inference. GMsFEM is used to construct
sensitivity matrices for linear inverse problems. For nonlinear inverse problems, we have es-
tablished the reduced order model by combing GMsFEM with LS-SCM. The forward model
is solved by GMsFEM over the support of the prior at the off-line stage. The presented strat-
egy leads to an accurate approximation of the full-order forward model and gives a surrogate
posterior density, which is easier to be evaluated than the original posterior. Mathematical
analysis is carried out for the approximation of reduced order method in the Bayesian inverse
problem. We have numerically discussed the inverse problems in a confined subsurface flow
model. The numerical examples confirms that the approximated posterior approximates the
reference posterior very well by using the multiscale model reduction method.
We have used KLE to represent the unknown field in the inverse problems. The di-
mension reduction technique requires some degree of correlation or structure in the prior,
one would ultimately like to find a basis emphasizing features of the unknown field that
are most affected by the data [1]. When constructing surrogate model using LS-SMC over
support of the prior density, we find the support of the resultant posterior density is much
narrower than the prior’s. Advanced MCMC methods such as sequential Monte Carlo, two
stage MC or multilevel MCMC can be used to generate some intermediate density, in which
the data information can be incorporated [28]. Then we can construct the reduced order
model over the support of the intermediate density. We may create a model order reduction
method that incorporates the data information. For example, when constructing the coarse
subspace, we use the data information for the mode direction, and hence the dimension of
the subspace would decrease as the addition of the data information. Further investigation
31
of these issues is worth pursuing in the future.
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