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Рассмотрена методика оценки риска бортовой информационной системы воздушного судна (ВС), позволяющая 
обеспечивать надёжность и безопасность такой комплексной системы в эксплуатации. Эта методика призвана 
применять объединенные математические инструменты для оценки рисков, которым подвергаются комплексные 
изделия авиационной техники (АТ). Существующие методики оценки рисков недостаточно гибки для решения 
комплексной задачи обеспечения всесторонней безопасности бортовой информационной системы (БИС) 
воздушных судов из-за сложности в унификации критериев оценки степени опасности по всем концепциям 
безопасности, т.е. сейчас не учитываются тяжесть рисков, механизм развития одного нежелательного события 
(события риска) в более сложные формы в процессе технической эксплуатации изделия АТ. Однако предложенная 
в  статье методика призвана стать катализатором формирования новых критериев единой базы оценки 
безопасности такой технической сложной (комплексной) системы, как БИС, так как содержит в себе 
трёхкомпонентные параметры риска, т. е. риск по угрозам от актов незаконного вмешательства (АНВ), уязвимости 
(функциональные опасности, способствующие АНВ и их развития в системе) и ущербу (совокупность критериев, 
оценивающих последствия АНВ). В результате  эти критерии и параметры трёхкомпонентной безопасности 
позволят находить новый подход в определении комплексного риска, которому подвергаются важные системы ВС, 
такие, как бортовые информационные системы ВС. В статье предлагается методика определения риска, 
учитывающая трёхкомпонентную концепцию. Совместно эти компоненты позволят оценивать степень опасности 
технических систем с учётом их совершенства. Приведенные авторами сведения в данной работе являются 
научной гипотезой и призваны обратить внимание научного сообщества на проблему отсутствия методик оценки 
многокомпонентных рисков в такой системе, как БИС. В статье приведены базовые критерии оценки комплексного 
трёхкомпонентного риска, которые недостаточны для полноценного формирования новых критериев оценки 
безопасности комплексной системы/изделия АТ и требуется уточнение их параметров. Таким образом, настоящая 
работа не позволяет в полной мере решить комплексную задачу обеспечения всесторонней безопасности БИС ВС, 
а лишь предлагает методику унификации трех компонентов безопасности для определения комплексного риска. 
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ВВЕДЕНИЕ 
Параллельно с развитием и совершенствованием авиационных систем и автоматизацией 
бортовых комплексов и оборудования развиваются возможности появления неблагоприятных 
факторов в виде внешнего вмешательства в эксплуатационный процесс, а также человеческого 
фактора, проявляющегося из-за сложности взаимодействия человека с современными 
комплексами типа блоков информационной системы воздушного суда (БИС) [1, 2, 3]. Риски, 
которым подвергаются блоки информационной системы ВС, одной из важнейших бортовых 
систем, необходимо рассматривать с трех позиций обеспечения безопасности, а именно 
обеспечение безопасности полетов, авиационной безопасности и информационной 
безопасности, что в свою очередь вызывает осложнение и дополнение к критериям для оценки 
безопасности такой системы. Вероятность совершения актов незаконного вмешательства 
актуальна не только в отношении ВС, но и в отношении объектов обслуживания пассажиров и 
грузов, т.е. объектов транспортной инфраструктуры. По оценке официального представителя 
правительства США во время испытаний, проведённых 19 сентября 2016 года на Boeing 757, 
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Рис. 1. Эксплуатационный риск технической системы 
Fig. 1. Technical system operation risk 
команда IT-специалистов национальной безопасности США во главе с Робертом Хикки смогла 
«захватить» пассажирский самолет в аэропорту Атлантик-Сити в Нью-Джерси, взломав 
системы лайнера [4]. Во время этого испытания управление самолетом, находящимся на ВПП, 
захватил киберсыщик. Специалисту удалось полностью взять под свой контроль управление 
бортовой системой самолета. 
МЕТОДИКА ОЦЕНКИ РИСКА БОРТОВОЙ ИНФОРМАЦИОННОЙ СИСТЕМЫ ВС 
В связи с растущей угрозой, связанной с информационной безопасностью, и развитием 
технологий, применяемых с целью совершения актов незаконного преступного вмешательства в 
сфере информационных технологий [5, 6], возрастает также необходимость в нахождении 
новых решений для снижения уровня опасности таких АНВ для ликвидации последствий и 
ущерба для бортовых информационных систем ВС [3, 7, 8, 9]. Эта проблема является 
актуальной и сложной, так как содержит в себе три подкатегории: 
1) авиационная безопасность;
2) безопасность полетов;
3) информационная безопасность.
С точки зрения комбинации информационной и авиационной безопасности эта проблема
носит экспоненциальный характер, выраженный вероятностью возможности совершения акта 
незаконного вмешательства с последствиями, сравнимыми с терактом [10, 11, 12].  
Экспоненциальный характер развития сочетания этих двух концепций продиктован 
возрастанием величины (тяжести) одной концепции при скорости роста пропорционально 
значению тяжести второй концепции и наоборот.  
 С точки зрения безопасности 
полетов, эта проблема носит модельный 
характер, выраженный вероятностью 
возникновения нежелательных особых 
ситуаций, способных повысить уровень 
риска при оценке возможности 
обеспечения благоприятного 
завершения полета.  
Следовательно, можно 
объединить показатели оценки первой и 
третьей концепций безопасности, т.к. 
они обладают общим базовым 
свойством, которое выражается 
вероятностью совершения 
нежелательных событий в важных 
системах ВС. В случае первой 
концепции приобретенный риск при 
обеспечении безопасности полета ВС в 
эксплуатации можно описать по рис. 1,
поясняющему характер развития этого 
риска. 
Эта зависимость характерна тем, что при эксплуатации исправного ВС его 
производительность снижается, при том, что он годен для выполнения полета. Риск в данном 
случае оценивается по формуле (1):
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𝑅𝑖БП = 𝑦𝑖 ∗ 𝜆𝑡(1 − 𝑃𝑥(𝑡)), (1) 
где  y – функция, описывающая летную годность (ЛГ); 
λ- интенсивность отказов изделия ВС за период 𝑡; 
𝑃𝑥(𝑡)- вероятность безопасного выполнения задачи.
Точки соприкосновения двух кривых показывают время (наработка), до которого 𝑃𝑥(𝑡)
будет обеспечивать приемлемый уровень риска изделия АТ в эксплуатации с учетом мер по 
противодействию угрозам с применением контрольного механизма процесса поддержания 
летной годности (ППЛГ) в эксплуатации. Рисунок показывает, как определяется уровень 
приемлемого риска изделия АТ в зависимости от качества/обеспеченности мероприятиями 
ППЛГ и технического состояния [8]. 
В первой зоне приемлемый уровень риска обеспечивается мероприятиями по ППЛГ и 
контролю технического состояния. Во второй зоне приемлемый уровень риска не 
обеспечивается мероприятиями ППЛГ в полной мере, т.к. эффект от восстановительного 
процесса сопровождается небольшими коррективными изменениями из-за старения изделия 
АТ. N – предел периода, при котором риск приемлем и 𝑃𝑥(𝑡) оптимальна. L – интервал
приемлемого риска, 𝑅опт – оптимальный риск. 
Под степенью функциональной опасности изделия АТ следует понимать коэффициент, 
относящийся к уровню ресурсного цикла изделия определенного возраста 𝑥. Это понятие 
относится к уравнению функции опасности, которое определяет вероятность того, что изделие 
будет работоспособно до определенного момента времени, основываясь на его выживаемости 
до более раннего времени t. Другими словами, это вероятность того, что, если 
восстанавливаемое изделие доживет до некоторого момента времени в эксплуатации, то оно 
также доживет и до следующего при условии постоянного поддержания уровня надежности 
процессом технического обслуживания и ремонта (ТОиР). Упрощенный вид уравнения можно 
представить следующим образом:  
ℎ(𝑡) =
𝑓(𝑥)
?̅?(𝑥) 
   , для всех 𝑥 < 𝑢𝑋 , (2) 
где 𝑓(𝑥) – функция плотности распределения вероятности того, что значение (отказ или 
повреждение) выпадет в заданной выборке или интервале. Например, в определенный 
эксплуатационный цикл (времени), а μ̅(x)) - это функция выживаемости или вероятность того, 
что изделие продолжит функционировать после определенного времени t. 
То есть, если случайная величина X представляет собой жизненный цикл или ресурс 
изделия в целом или отдельного агрегата изделия, то данная функция определяет вероятность 
мгновенного отказа в момент времени 𝑥. Учитывая непрерывную случайную величину X с 
функцией распределения 𝐹 и функцией плотности распределения 𝑓, ее функция степени 
опасности определяется по формуле (2). 
Эта функция связана со случайной величиной 𝑋𝑥 = [𝑋 − 𝑥|𝑋 > 𝑥] и известна как
остаточный срок эксплуатации в момент времени 𝑥.  
Функция выживания 𝑋𝑥: 
?̅?(𝑡) = 𝑃[𝑋 − 𝑥 > 𝑡|𝑋 > 𝑥] =
?̅?(𝑥+𝑡)
?̅?(𝑥)
,     для всех 𝑥 ≥ 0 , (3) 
следовательно, 
ℎ(𝑡) = lim
∆→0+
𝐴 = 𝜋𝑟2
1
∆
?̅?(𝑥+∆)−?̅?(𝑥)
?̅?(𝑥)
= lim
∆→0+
1
∆
𝑃[𝑋𝑥 ≤ ∆] ,  для всех 𝑥 ≥ 0. 
Из этого равенства очевидно, что эта функция является интенсивностью отказа 
блока/узла рассматриваемого изделия. Свойство увеличивающейся (уменьшающейся) функции 
степени опасности называется растущей интенсивностью отказа (РИО) (снижающей 
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интенсивностью отказа (СИО)), и это хорошо известное и широко изученное свойство [13]. 
Аналогично, случайная величина 𝑋 является РИО (СИО) тогда и только тогда, когда (3) 
уменьшается (возрастает) в 𝑥 при всех 𝑡 ≥ 0. Множество случайных величин, обладающих 
данным свойством, понимается и классифицируется как характеристики стареющего изделия в 
теории надежности. В частности, данная теорема получена Барлоу и Прошаном [13, 14].  
Существует еще одна функция, которая тесно связана с функцией степени опасности: 
функция среднего остаточного ресурса. Учитывая случайную величину 𝑋 с конечным средним 
значением, ее средняя функция остаточного ресурса определяется как:  
𝑚(𝑥) = 𝐸[𝑋𝑥],     для всех 𝑥 < 𝑢𝑋 . (4) 
Функция среднего остаточного ресурса измеряет дополнительный ожидаемый срок 
службы изделия или отдельного элемента изделия, функционирующего до момента времени 𝑥. 
Функция среднего остаточного ресурса также имеет обоснование в теории риска. При 
организации ТОиР и заключении договоров поставки запчастей и услуг с фиксированным 
удержанием 𝑥, с целью ограничения/контроля убытков по приближению стареющего изделия к 
нижней доверительной границе остаточного ресурса (т.е. до перехода в предельное состояние)  
можно применить уравнение (4) 𝑚(𝑥) для измерения ожидаемых затрат для страховой 
компании.  
Из (2) и (3) следует, что
𝑚(𝑥) =
∫ ?̅?(𝑥) 𝑑𝑥
+∞
𝑥
?̅?(𝑥)
,     для всех 𝑥 < 𝑢𝑋. (5) 
Следовательно, для определения риска, обусловленного эксплуатацией стареющего 
изделия АТ с учетом вероятности безопасного завершения полета и возможной неоперативной 
затратой, подставляем (5) в (1) и получаем:  
𝑅𝑖БП =
∫ ?̅?(𝑥) 𝑑𝑥
+∞
𝑥
?̅?(𝑥)
∗ 𝜆𝑡(1 − 𝑃𝑥(𝑡)) ,    для всех 𝑥 < 𝑢𝑋 . (6) 
Так как существующие методики оценки риска во многом игнорируют составляющие 
вероятности нежелательного вмешательства в процесс технической эксплуатации бортовой 
информационной системы ВС [15, 16, 17], акцент необходимо делать на поиск 
фундаментального решения трехкомпонентной безопасности, что и превращает методику 
оценки риска в комплексную задачу [18, 19, 20, 21].   
Стоит отметить, что при формировании критериев конструктивных важных элементов 
изделия для оценки рисков при обеспечении безопасности полетов [18, 19, 20, 21] необходимо 
провести структуризацию по степени опасности выполняемых отдельными элементами 
системы функций. Одной из методик решения этой задачи может послужить метод анализа 
видов и последствий отказов (FMEA) в сочетании с методом анализа безопасности системы 
(SSA). 
Стратегическая роль бортовой информационной системы ВС в обеспечении БП 
очевидна, однако она является одной из самых уязвимых с точки зрения вероятности 
совершения акта незаконного вмешательства. Система входит в перечень важных систем 
безопасности в документах ARP4754А, ARP4761, RTCA, DO-178C/DO-178B и DO-254 [22, 23].  
Для оценки риска 𝑅 по совокупности авиационной и информационной безопасности этой 
системы предлагается уравнение (7): 
𝑅 = 𝑃уг ∗ 𝑃уя ∗ 𝑃уш, (7)
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где  𝑃уг – уровень угрозы АНВ с учетом уровня технического эксплуатационного совершенства 
изделия АТ; 
𝑃уя – степень уязвимости изделия АТ для АНВ; 
𝑃уш  – степень ущерба вероятной угрозы. 
𝑃уш – это соотношение эффективной функциональной производительности изделия после 
наступления нежелательного события (𝑓0
𝑒) к эффективной функциональной 
производительности изделия до наступления нежелательного события (𝑓𝑡
𝑒):
𝑃уш =
𝑙𝑖𝑚
𝑓0→0−
𝑓0
𝑒
𝑙𝑖𝑚
𝑡→∞
𝑓𝑡
𝑒 , 
𝑓0
𝑒 вычисляется в области функции, где невозможно осуществлять заданную функцию с учетом
восстановительных аварийных мероприятий, а 𝑓𝑡
𝑒 вычисляется в точке экстремума функции
относительно исследуемого периода времени.  
Уровень угрозы вычисляется по степени уязвимости 𝑢𝑧, исходя из критичности и 
вероятности реализации угрозы через уязвимость. Уровень угрозы показывает, насколько 
критично воздействие той или иной угрозы на функции изделия бортовой информационной 
системы с учетом вероятности реализации такой угрозы: 
𝑢𝑧 =
𝑘𝑟
100
∗
𝑃𝑣
100
, (8) 
где  𝑘𝑟 – критичность реализации угрозы, задается качественно, т.е. в баллах экспертами; 
 𝑃𝑣 – вероятность возникновения угрозы через эту уязвимость. Значение уровня угрозы по 
уязвимости колеблются от 0 до 1.    
Под уровнем угрозы по i-й уязвимости понимается величина, характеризующая тяжести 
последствий той или иной угрозы для показателя эффективной производительности 
рассматриваемой системы/изделия, т.е. насколько конкретная угроза по степени уязвимости 
повлияет на систему/изделие. Вероятность возникновения угрозы зависит от реализуемости, 
степени уязвимости рассматриваемой системы, от наличия бэкдоров (backdoors) в алгоритмах, 
криптосистемах шифрования и прочих [14, 17].  
Связь уровня угрозы АНВ с учетом уровня технического эксплуатационного 
совершенства изделия АТ со степенью ущерба вероятной угрозы 
𝑃уг = 𝑃уш. 𝑢𝑧   вычисляется через степень уязвимости 𝑢𝑧. 
В случаях возникновения нескольких угроз одновременно, суммарный уровень угрозы 
для всех уязвимостей ∅ℎ : 
 ∅ℎ = 1 − ∑ (1 − 𝛽𝑖)
𝑛
𝑖=1 , (9) 
где  𝛽 – уровень угрозы по уязвимости для случаев развивающейся угрозы,  т.е. одна угроза 
ведет к новой, более коварной угрозе.  
 Значение уровня угрозы по уязвимости в данном случае задается в диапазоне от 0 до 1. 
Общий уровень нескольких угроз уязвимости ∅ℎк БИС (с учетом всех угроз, 
воздействующих на БИС)  рассчитывается по следующей формуле: 
∅ℎк = 1 − ∑ (1 −
𝛽𝑖
𝑛
)𝑛𝑖=1 , (10) 
где  𝛽 – суммарный уровень угрозы для всех уязвимостей. Величина уровня угрозы варьируется 
от 0 до 1. 
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Следовательно, 𝑃уя технического изделия, находящегося в эксплуатации, можно 
рассчитывать следующим образом: 
𝑃уя  = ∅ℎк ∗ 𝑓(𝑡), 
(11) 
где 𝑓(𝑡) – критичность ресурса. Качественный показатель, задаваемый экспертом или 
количественно,  рассчитывается как разница в вероятности отказа при определенном 
расходовании ресурса в момент 𝑡; 
 ∅ℎк –  общий уровень угрозы ресурса за все время эксплуатации изделия. 
  𝑃уя  БИС ВС рассчитывается по следующим уравнениям: 
для количественной оценки уровня риска из уравнения (4, 5, 6) для (7) получаем (𝜀): 
𝜀 = 1 − ∑ 𝑅𝑖
𝑛
𝑖=1 , (12) 
где 𝑅 – ресурсный риск; 
для качественной оценки уровня рисков, протекающих параллельно (𝜀): 
𝜀 = (1 −∏ (1 −
𝑅𝑖
100
)𝑛𝑖=1 ) ∗ 100. (13) 
Следовательно, уравнение (13) преобразуется в (14) : 
𝜀 =
(
1 −∏
(
1−
∑ ((1 −
𝛽𝑖
𝑛) − ((1 −
𝛽𝑖
𝑛) ∗ 𝑓
(𝑡)) + ((1 −
𝛽𝑖
𝑛)
2
∗ 𝑓(𝑡)))𝑛𝑖=1 ∗ 𝑃уш
100
)
𝑛
𝑖=1
)
∗ 100 (14) 
Для оценки ожидаемых ущербов от одинарной или комбинированной концепции безопасности 
Уно  применяем уравнение (15): 
Уно = 𝑃уш ∗ 𝑘𝑠 ∗ 𝐸, (15) 
где 𝑘𝑠 – условное математическое ожидание ущерба с учетом того, что событие угрозы уже 
произошло; 𝐸 – параметр, измеряющий  степени воздействия угроз(ы) в момент реализации 
события угрозы. 
Следовательно, степень ущерба вероятной угрозы 𝑃уш покажет, до какой степени 
контрольные меры противодействий угроз системы с учетом технической оснащенности 
изделия допускает появление события угрозы в результате, которого последствия угрозы могут 
привести к частичной или полной потери функциональности изделия/системы АТ. Модели 
оценки степени вероятной угрозы используют комбинацию поведенческих данных (тенденции 
прошлых событий и истории), финансовой информации (опережающие индикаторы на основе 
финансовых коэффициентов) и субъективной информации (профиль персонала, 
информационное обеспечение службы авиационной, информационной безопасности и 
безопасности полетов). Условное математическое ожидание ущерба с учетом того, что событие 
угрозы уже произошло 𝑘𝑠. 
Оценка 𝑘𝑠 варьируется в зависимости от базового события угрозы, обусловленного 
требованиями к трем концепциям безопасности. 𝑘𝑠 также можно выразить как 1 − 𝑣𝑠, где 𝑣𝑠 
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означает скорость восстановления от совершенного события угрозы. Параметр, измеряющий 
степени воздействия угроз(ы) в момент реализации события угрозы оценивается как: 
𝐸 = 𝛼 ∗ (
𝐶−∅
∅
), 
где 𝛼 –коэффициент подобия 𝑘𝑠; 𝐶 – стоимость защищаемого объекта до совершения угрозы; ∅ 
– вероятная стоимость защищаемого объекта после совершения угрозы. Уровень ожидаемого
ущерба можно выразить по уравнению (16):
Уно = 𝑃уш ∗ (1 − 𝑣𝑠) ∗ (𝛼 ∗ (
𝐶−∅
∅
)). (16) 
Если предположить, что уровень ожидаемого ущерба определенной угрозы задается на 
этапе проектирования защищаемого объекта  как  Уно = 1 − 𝐸, получим: 
1 − 𝐸 = 𝑃уш ∗ (1 − 𝑣𝑠) ∗ 𝐸. (17) 
Таким образом получаем выражение степени ущерба вероятной угрозы для подстановки 
обратно в уравнение (14): 
𝑃уш =
1−𝐸
(1−𝑣𝑠)∗𝐸
. (18) 
Следовательно, уравнение (14) принимает вид: 
𝜀 =
(
1 −∏
(
1−
∑ ((1 −
𝛽𝑖
𝑛) − ((1 −
𝛽𝑖
𝑛) ∗ 𝑓
(𝑡)) + ((1 −
𝛽𝑖
𝑛)
2
∗ 𝑓(𝑡)))𝑛𝑖=1 ∗
1 − 𝐸
(1 − 𝑣𝑠) ∗ 𝐸
100
)
𝑛
𝑖=1
)
∗ 100      (19) 
Качественная оценка трехкомпонентных рисков позволит иметь общую картинку 
состояния обеспеченной безопасности относительно нескольким угрозам и их последствиям.     
ЗАКЛЮЧЕНИЕ 
Выявлена проблема обеспечения безопасности сложных комплексных бортовых систем 
ВС, которая должна решаться с учетом комплексной функции обеспечения авиационной 
безопасности, информационной безопасности и безопасности полетов. В связи с этим оценка 
риска безопасности только одним из математических инструментов нецелесообразна, т.к. будет 
ограничена отдельными показателями одной из рассматриваемых концепций безопасности. 
Отдельная оценка риска в данном случае не позволит учитывать тяжесть всех опасностей для 
определения доверительной границы приемлемого риска. Также нельзя будет оценивать 
эффективность контрольного уровня риска в процессе технической эксплуатации АТ с учетом 
стоимостных, функциональных параметров, что может в эксплуатации привести к 
неуправляемым расходам по ТО и Р [24]. Например, будет сложно определить насколько 
оправдано отправить ВС на техническое обслуживание и ремонт после внешнего воздействия 
нарушителя при совершении АНВ. 
Изложенные выше сведения являются лишь базовыми критериями, требующими 
уточнения, и не позволяют в полной мере решить комплексную задачу обеспечения 
всесторонней безопасности бортовых информационных систем (БИС) ВС из-за сложности в 
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унификации критериев оценки степени опасности по всем концепциям безопасности. Однако 
предложенная в  статье методика может стать катализатором формирования новых критериев 
единой базы оценки безопасности такой технической системы, как БИС, так как содержит в 
себе трехкомпонентные параметры риска, т. е. риск по угрозам, уязвимости и ущербу 
(последствиям).    В заключение можно сделать вывод о том, что для повышения 
эффективности оцениваемого риска бортовых информационных систем ВС  целесообразно 
объединение критериев и математических инструментов риска по трем компонентам 
безопасности.     
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АBSTRACT 
A method of risk assessment of an aircraft on-board information system is being considered, which allows ensuring 
reliability and safety of such a complex system in operation. This technique implies application of combined mathematical 
tools to estimate the risks that complex systems/items are being exposed to. The existing risk assessment methods are not 
flexible enough to solve the complex task of enhancing comprehensive safety of an aircraft information system (AIS) due 
to difficulty in unifying the criteria for estimating the degree of hazard in reference to all safety concepts. Currently, risks 
severity and mechanism for the development of one undesirable event (risk event) into more complex forms during 
technical operation of an aircraft items/system are not being considered. However, the method proposed in this article 
intends to become a catalyst for generation of new criteria on a unified basis for estimating safety of such a technical 
complex system such as AIS, since it contains three-component risk parameters. I.e. the risk for threats from violators 
(cases of unlawful interference (UI)), vulnerabilities (functional hazards that contribute to UI and its development in a 
system) and loss (set of criteria that evaluates consequences of UI). As a result, these criteria and parameters of three-
component safety will allow us to find a new approach to determining the complex risk to which important aircraft systems, 
such as on-board aircraft information systems, are exposed. This article presents a method for determining risk that takes 
into account the three-component safety concept. Together, these components will make it possible to evaluate technical 
systems hazard degree, taking into account their sophistication. The information provided in this paper by the authors is a 
scientific hypothesis designed to draw attention of the scientific community to the problem of lack of methods for 
evaluating multicomponent risks in such a system as AIS. The article presents the basic criteria for evaluating a complex 
three-component risk; they are not sufficient for the full formation of new criteria for evaluating the safety of a complex 
aircraft system/item and requires clarification of their parameters. Thus, this work is not absolute as a complete solution to 
the complex problem of enhancing comprehensive safety of AIS, but only offers a methodology for unifying the three 
safety components to evaluate complex risk. 
Key words: risk; safety; on-board information system; technical operation process. 
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