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Resumo
Estudamos um tipo especial de função denominada função ponto a conjunto, que associa a
cada elemento de um espaço métrico um único subconjunto não vazio de outro espaço métrico.
A noção de continuidade das funções usuais caracterizada por propriedades equivalentes, enun-
ciadas em termos de vizinhanças ou em termos de seqüências, deram origem a versões corres-
pondentes para as funções ponto a conjunto. As propriedades adaptadas, não mais equivalentes,
são conhecidas como semicontinuidade superior e semicontinuidade inferior, respectivamente.
Uma condição do tipo Lipschitz e um tipo de continuidade propriamente, obtido munindo-se
o contradomínio da métrica de Hausdorff, foram relacionados à semicontinuidade. Algumas
propriedades algébricas ou topológicas dos conjuntos imagem foram essenciais para os resulta-
dos obtidos. Abordamos adaptações de alguns resultados clássicos da análise funcional como
os teoremas da limitação uniforme, da aplicação aberta e do gráfico fechado para as funções
ponto a conjunto caracterizadas como processos convexos, que são os análogos dos operadores
lineares. Estabelecemos também uma versão do teorema de Schauder sobre pontos fixos para
funções ponto a conjunto e também para as do tipo contração.
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Abstract
We study a mapping called a set-valued map which associates with each point of a metric
space a non empty subset of another metric space. In the case of single-valued maps, contin-
uous functions are characterized by two equivalent properties: one in terms of neighborhood
and other in terms of sequences. These two properties can be adapted to the case of set-valued
maps, are no longer equivalent and are called upper semi continuity and lower semi continuity,
respectively. We adapt to the set-valued case the concept of Lipschitz applications and also a
type of continuity when the range is enjoyed with the Hausdorff metric. We related them with
the conditions of semi continuity. Some of the results depends on algebraic or topological prop-
erties of the images. We adapt to closed convex process the principle of uniform boundedness,
the Banach open mapping and closed graph theorems. The closed convex processes are the
set-valued analogues of continuous linear operators. We also establish two fixed point result
for set-valued maps: the first generalizes the Schauder fixed point theorem and the second
considers that of contraction type.
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Introdução
O objetivo desta dissertação consiste em estudar um tipo especial de função F que associa
a cada elemento x de um espaço métrico X um único subconjunto não vazio F (x) de outro
espaço métrico Y denominada função ponto a conjunto e denotada por F : X → 2Y \ {∅}.
Abordamos o assunto sob três aspectos:
• caracterização da continuidade desse tipo de função;
• adaptação de teoremas importantes da análise funcional a essas funções;
• obtenção de pontos fixos nesse contexto.
Exemplos simples de funções ponto a conjunto são dados pelas imagens inversas de apli-
cações não injetoras, pela função logarítmica ou pelas raízes n-ésimas, na teoria das funções
complexas. As aplicações desse tipo de função em economia e em teoria dos jogos apareceram
quando von Neumann questionou a possibilidade de estender o resultado de existência de ponto
fixo de Brouwer. A importância de tal estudo efetivou-se através dos problemas de otimização,
por meio da função marginal, com sistemas dinâmicos para análise de movimentos convergentes
e com a teoria de aproximação através da projeção métrica.
No primeiro capítulo abordamos definições, exemplos e algumas noções de continuidade no
contexto das funções ponto a conjunto. No caso das funções usuais entre espaços métricos, a
continuidade pode ser caracterizada por propriedades equivalentes enunciadas em termos de
vizinhanças ou em termos de seqüências. A análise das novas versões de cada uma dessas
propriedades adaptadas a funções ponto a conjunto destaca a não equivalência entre as mes-
mas. A condição de que para cada vizinhança W de F (x0), existe uma vizinhança V de x0
tal que F (x) ⊂ W para todo x em V , corresponde à noção de semicontinuidade superior para
F e é importante nas aplicações. Entretanto, não há equivalência dessa com a condição que
dados xn → x0 e y0 ∈ F (x0) existe yn ∈ F (xn) tal que yn → y0 denominada semicontinuidade
inferior. Apresentamos uma caracterização de cada uma destas condições em termos de con-
juntos abertos ou de fechados. Os conceitos como o da condição de Lipschitz, tendo como caso
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particular as contrações, e o de um tipo de continuidade, quando o contradomínio 2Y \ {∅}
torna-se um espaço métrico, munido da métrica de Hausdorff, foram analisados e relacionados
à semicontinuidade. Alguns dos resultados obtidos dependem de propriedades algébricas ou
topológicas dos conjuntos F (x), tais como compacidade ou limitação. É interessante ressaltar
que a condição de Lipschitz não implica automaticamente na continuidade da função ponto
a conjunto, mas apenas na semicontinuidade inferior. Isto também difere do caso da função
usual.
No segundo capítulo introduzimos os processos convexos, que correspondem às transfor-
mações lineares e que permitem obter versões de alguns resultados clássicos da análise fun-
cional como os teoremas da limitação uniforme, da aplicação aberta e do gráfico fechado para
as funções ponto a conjunto. Em particular, todo processo convexo fechado entre espaços de
Banach é uma função ponto a conjunto semicontínua inferior. Este resultado é a extensão do
teorema do gráfico fechado para operadores lineares contínuos.
A noção de ponto fixo para uma função ponto a conjunto F : X → 2X \ {∅} significa um
ponto x em X tal que x ∈ F (x). No terceiro capítulo abordamos versões de resultados análogos
aos existentes para funções usuais com respeito à existência de pontos fixos. Schauder demons-
trou a existência de ponto fixo para funções contínuas de um compacto convexo em si mesmo,
generalizando um resultado de Brouwer estabelecido para a bola unitária fechada de um espaço
euclidiano. Kakutani provou a existência de ponto fixo para funções ponto a conjunto definidas
num compacto convexo de um espaço euclidiano. Apresentamos uma generalização desse re-
sultado para espaços de Banach bem como uma versão correspondente para as contrações.
Propriedades como convexidade e compacidade dos conjuntos F (x) foram essenciais para esta-
belecer tais resultados bem como a semicontinuidade superior da função F . Muitos exemplos
ilustram os conceitos e resultados apresentados no decorrer do trabalho. No quarto capítulo
abordamos o exemplo, particularmente importante na teoria da aproximação, da função ponto
a conjunto conhecida como a projeção métrica ou operador de melhor aproximação, definida
por PM : X → 2M tal que PM(z) = {u ∈ M ; ‖z − u‖ = d(z,M)}, onde M é um subconjunto
fechado não vazio do espaço normado X. Analisamos algumas condições para que tal função
ponto a conjunto seja um processo convexo fechado, para que as imagens PM(z) sejam com-
pactas e principalmente, para que PM seja semicontínua superior. As propriedades da projeção
métrica PM dependem das características do conjunto M e da estrutura do espaço X.
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Capítulo 1
Funções Ponto a Conjunto
Neste capítulo apresentamos conceitos básicos, resultados sobre continuidade e exemplos de
funções que associam pontos a subconjuntos entre espaços métricos.
1.1 Definições e Exemplos
Considere (An)n∈N∗ uma seqüência de subconjuntos de um conjunto arbitrário e não vazio
X. É natural criar, a partir desta seqüência, uma função F que associa a cada número natural
n o subconjunto An de X. Com base nisto, temos a seguinte definição:
Definição 1.1. Uma função ponto a conjunto é uma função que tem como domínio um
conjunto não vazio X, como contradomínio o conjunto das partes de um conjunto não vazio Y ,
que representaremos por 2Y , e que associa a cada elemento x ∈ X o subconjunto F (x) em 2Y .
As funções ponto a conjunto também são chamadas de multifunções, funções de múltiplos
valores, funções valor-conjunto, funções multívocas e correspondências.
Definição 1.2. Sejam X e Y conjuntos não vazios. Uma função ponto a conjunto F : X → 2Y
é caracterizada por seu gráfico Graf(F ), o subconjunto de X × Y definido por
Graf(F ) = {(x, y) ∈ X × Y ; y ∈ F (x)},
onde F (x) é o subconjunto de Y associado a x.
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A função ponto a conjunto F é dita ser não trivial se o seu gráfico é não vazio. O
gráfico de F é vazio se todo x ∈ X está associado ao subconjunto ∅ ⊂ Y . Sendo assim, F é
não trivial se existe x ∈ X tal que F (x) 6= ∅.
A função ponto a conjunto F é chamada estrita se para todo x ∈ X, o conjunto
associado F (x) é não vazio.
Definição 1.3. Definimos o domínio e a imagem da função ponto a conjunto F por:
Dom(F ) = {x ∈ X; F (x) 6= ∅},
Im(F ) =
⋃
x∈X
F (x).
Quando Im(F ) = Y , dizemos que F é sobrejetora.
Definição 1.4. A inversa de uma função ponto a conjunto F : X → 2Y , que denotaremos por
F−1 é uma função com domínio Im(F ) e contradomínio 2X , definida por
x ∈ F−1(y)⇔ y ∈ F (x)⇔ (x, y) ∈ Graf(F ).
Assim, dada F : X → 2Y , o domínio de F é a imagem de F−1 e este coincide com a projeção
do gráfico de F−1 sobre o espaço X. Reciprocamente, a imagem de F é o domínio de F−1, que
coincide com a projeção do gráfico de F sobre Y .
Neste trabalho, quando escrevermos F : X → 2Y , X será o domínio de F e 2Y não conterá
o conjunto vazio, exceto em alguma ocasião onde for dito o contrário.
Vejamos alguns exemplos:
Exemplo 1.5. Definimos F : Z2 → 2R2 por F (x) = {y ∈ R2; d(x, y) < 1/2}, onde d é a
distância usual em R2.
Neste caso,
Dom(F ) = Z2 e Im(F ) =
⋃
x∈Z2
F (x) =
⋃
x∈Z2
{y ∈ R2; d(x, y) < 1/2}.
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Temos ainda que F−1 : R2 → 2Z2 , F−1(y) = {x} se d(x, y) < 1/2 e F−1(y) = ∅ se d(y, x) ≥ 1/2.
Segue que
Dom(F−1) =
⋃
x∈Z2
{y ∈ R2; d(x, y) < 1/2} e Im(F−1) = Z2.
Exemplo 1.6. Considerando F : R2 → 2R2 tal que F (x) = {y ∈ R2/d(x, y) < 1/2} tem-se
Dom(F ) = R2 = Im(F ) e ainda F−1 : R2 → 2R2 com F−1(y) = {x ∈ R2/d(x, y) < 1/2}.
Segue que
Dom(F−1) = R2 = Im(F ).
Note que, neste caso, F e F−1 coincidem.
Exemplo 1.7. F+ : R→ 2R e F− : R→ 2R definidas por
F+(x) =
 {0}, x 6= 0[−1, 1], x = 0
F−(x) =
 [−1, 1], x 6= 0{0}, x = 0
são funções ponto a conjunto representadas graficamente por:
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Exemplo 1.8. A função F : R→ 2R2 definida por F (a) = {(x, y) ∈ R2;x = a} associa a cada
número real a a reta vertical de equação x = a no plano.
Exemplo 1.9. Sejam X e Y espaços vetoriais e T : X → Y uma transformação linear so-
brejetora com N(T ) 6= {0}, onde N(T ) denota o núcleo de T . Então F : Y → 2X definida
por F (y) = T−1(y) é uma função ponto a conjunto estrita. É importante ressaltar que, pela
linearidade de T , F (y) = x+N(T ) onde T (x) = y. Em particular, se T : R2 → R é a projeção
T (x, y) = y então F (y) = (0, y) +N(T ), onde N(T ) = {(x, 0); x ∈ R}.
Com o objetivo de estudar propriedades topológicas de funções ponto a conjunto, assumimos
a partir de agora que os conjuntos X e Y considerados são espaços métricos.
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1.2 Semicontinuidade
Estudaremos agora a noção de continuidade de uma função ponto a conjunto F : X → 2Y .
É claro que tal definição deverá ser equivalente à tradicional quando F associa x ∈ X a um
conjunto unitário em 2Y , ou seja, um ponto em Y .
Consideremos as duas seguintes propriedades:
a) Dada uma vizinhança de F (x0) em Y , denotada por V (F (x0)), existe uma vizinhança V (x0)
de x0 em X tal que F (V (x0)) ⊂ V (F (x0)).
b) Dada uma seqüência xn em X com xn → x0 e dado y0 ∈ F (x0), existe (yn)n∈N∗ em Y , com
yn ∈ F (xn) para cada n, tal que yn → y0.
No caso de uma função usual que associa a cada ponto de X um ponto de Y , essas duas
propriedades são equivalentes e caracterizam a continuidade da função.
Para as funções ponto a conjunto não há equivalência entre (a) e (b), como ilustra o seguinte
exemplo:
Exemplo 1.10. Considere as funções ponto a conjunto F+ : R→ 2R e F− : R→ 2R definidas
no exemplo 1.7.
Primeiramente, consideremos x0 6= 0 e V (F+(x0)) = V ({0}) uma vizinhança qualquer de
F+(x0) . Seja α = d(x0, 0) > 0. Então V (x0) = (x0 − α, x0 + α) é tal que F+(V (x0)) = {0} ⊂
V (F+(x0)).
Para x0 = 0 e para qualquer vizinhança V (F+(0)) = V ([−1, 1]), R é uma vizinhança de x0 = 0
tal que F+(R) = [−1, 1] ⊂ V (F+(0)).
Concluímos assim que F+ satisfaz a condição (a).
Mostremos agora que F+ não satisfaz a condição (b) em x0 = 0. De fato, dados a seqüência
(xn)n∈N∗ tal que xn = 1/n e y0 = 1/2 ∈ F+(0), não existe (yn)n∈N∗ , com yn ∈ F+(xn) = {0} tal
que yn → y0. O mesmo vale para qualquer y0 ∈ F+(0), desde que y0 6= 0.
Entretanto, F+ satisfaz a condição (b) em x0 6= 0. Dados xn → x0 e y0 = 0 ∈ F+(x0) = {0},
existe a seqüência constante (yn)n∈N∗ , onde yn = 0 para todo n ∈ N∗ tal que yn ∈ F+(xn) e
yn → 0.
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Mostremos agora que F− satisfaz (b)
Consideremos x0 6= 0, xn → x0 e y0 ∈ F−(x0). Como x0 6= 0, existe  > 0 tal que 0 /∈
(x0− , x0+ ). Pela convergência, existe n0 ∈ N∗ tal que xn ∈ (x0− , x0+ ) = J para n ≥ n0.
Como F−(x) = [−1, 1] para todo x ∈ J , segue que a seqüência (yn)n∈N∗ definida por
yn =
 0, n < n0y0, n ≥ n0
é tal que yn ∈ F−(xn) e yn → y0.
Sejam agora x0 = 0, (xn) tal que xn → 0 e y0 = 0 ∈ F−(0). Podemos considerar a seqüência
constante (yn)n∈N∗ , com yn = 0 ∈ F−(xn), para todo n. Assim, yn → y0.
Para verificar a condição (a) para F− em x0 6= 0, dada uma vizinhança qualquer de V (F−(x0)) =
V ([−1, 1]) de F−(x0), podemos tomar R como vizinhança de x0 tal que F−(R) = [−1, 1] ⊂
V (F (x0)).
Entretanto, F− não satisfaz (a) em x0 = 0. Dada a vizinhança (
−1
2
,
1
2
) de F−(0) = {0},
como qualquer vizinhança V de x0 = 0 contém um elemento diferente de zero, segue que
F−(V ) = [−1, 1] * (−1
2
,
1
2
).
Essas propriedades caracterizam duas classes importantes de funções ponto a conjunto e, a
partir delas, definiremos a continuidade de uma tal função.
Definição 1.11. Chamaremos de funções semicontínuas superiores em x0 às funções ponto
a conjunto que satisfizerem (a) e de funções semicontínuas inferiores em x0 às que satis-
fizerem (b). Se satisfizerem (a) e (b) serão chamadas de funções contínuas em x0. Caso
a função satisfaça (a) (respectivamente (b) e (a) e (b)) para todo x ∈ X ela é chamada
função semicontínua superior (respectivamente, função semicontínua inferior e função
contínua).
Proposição 1.12. F : X → 2Y é semicontínua superior se, e só se, dado um aberto V em Y ,
o conjunto {x ∈ X;F (x) ⊂ V } é aberto em X.
Demonstração: Primeiramente, mostremos a implicação. Dado V aberto em Y consideremos
U = {x ∈ X;F (x) ⊂ V }. Queremos mostrar que U é aberto em X. Seja x0 ∈ U . Como
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F é semicontínua superior e V é um aberto contendo F (x0), existe um aberto V (x0) em X,
contendo x0, tal que F (V (x0)) ⊂ V . Assim, V (x0) ⊂ U .
Reciprocamente, dados x0 ∈ X e V (F (x0)) aberto em Y contendo F (x0), pela hipótese,
o conjunto W = {x ∈ X;F (x) ⊂ V (F (x0))} é aberto em X com x0 ∈ W . Assim, F (W ) ⊂
V (F (x0)) e F é semicontínua superior em x0. Como x0 é arbitrário em X concluímos que F é
semicontínua superior.
Como corolário, obtemos a seguinte equivalência para fechados:
Corolário 1.13. F : X → 2Y é semicontínua superior se, e somente se, para cada fechado
V ⊂ Y o conjunto {x ∈ X;F (x) ∩ V 6= ∅} é fechado em X.
Demonstração: Dado V ⊂ Y fechado, pela proposição 1.12 {x ∈ X;F (x) ⊂ Y \ V } é aberto
em X. Logo,
X \ {x ∈ X;F (x) ⊂ Y \ V } = {x ∈ X;F (x) * Y \ V } = {x ∈ X;F (x) ∩ V 6= ∅} é fechado.
De maneira semelhante mostramos a recíproca.
Proposição 1.14. F : X → 2Y é semicontínua inferior se, e somente se, dado V ⊂ Y aberto,
o conjunto {x ∈ X;F (x) ∩ V 6= ∅} é aberto em X.
Demonstração: Primeiramente, dado V ⊂ Y aberto, considere D = {x ∈ X;F (x) ⊂ Y \ V }.
Seja (xn)n∈N∗ uma seqüência em D tal que xn → x0 ∈ X. Devemos mostrar que x0 ∈ D, ou
seja, que F (x0) ⊂ Y \ V . Seja y0 ∈ F (x0). Pela definição de semicontinuidade inferior, existe
(yn)n∈N∗ , yn ∈ F (xn), tal que yn → y0. Como Y \ V é fechado e cada yn ∈ Y \ V , temos que
y0 ∈ Y \ V . Assim F (x0) ⊂ Y \ V e, portanto, D é fechado.
Mostremos agora a recíproca. Consideremos xn → x0 e y0 ∈ F (x0). Para cada j ∈ N∗,
considere o aberto Vj = B(y0, 1/j) contendo y0. Da hipótese, cada Cj = {x ∈ X;F (x)∩Vj 6= ∅}
é aberto, contem x0 e os conjuntos Cj satisfazem a seguinte relação de inclusão: C1 ⊃ C2 ⊃
C3 ⊃ . . . ⊃ Cn ⊃ . . .. Podemos ainda escrever cada Cj como uma união disjunta da seguinte
maneira
Cj =
⋃
k≥j
Ck \ Ck+1,
Como xn → x0, existe n0 ∈ N∗ tal que xn ∈ C1 para todo n ≥ n0. Além disso, para cada
m ≥ n0, xm ∈ Ck \ Ck+1 para algum k ∈ N∗. Definimos os seguintes conjuntos:
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J0 = {1, . . . , n0 − 1},
J1 = {j ∈ N∗/j ≥ n0 e xj ∈ C1 \ C2},
J2 = {j ∈ N∗/j ≥ n0 e xj ∈ C2 \ C3}
...
Jk = {j ∈ N∗/j ≥ n0 e xj ∈ Ck \ Ck+1}
...
Definiremos agora a seqüência (ym)m∈N∗ . Seja m ∈ N∗. Se m ∈ J0, escolhemos arbitraria-
mente ym ∈ F (xm). Se m ≥ n0, existe k tal que m ∈ Jk, já que xm ∈ Ck \ Ck+1 para algum
k. Nesse caso, como xm ∈ Ck, escolhemos ym arbitrário em F (xm) ∩ Vk. Construímos assim a
seqüência (ym)m∈N∗ tal que ym ∈ F (xm) e ym → y0.
Definição 1.15. Dizemos que a função ponto a conjunto F : X → 2Y tem o gráfico fechado
se dados a ∈ X, (an)n∈N∗ tais que an → a, an ∈ X, e (zn)n∈N∗, zn ∈ F (an) tal que zn → z ∈ Y ,
tivermos z ∈ F (a).
Lema 1.16. Se F : X → 2Y é semicontínua superior e F (x) é fechado, para cada x ∈ X,
então F tem o gráfico fechado.
Demonstração: Sejam (xn)n∈N∗ uma seqüência em X tal que xn → x0 ∈ X e (yn)n∈N∗ tal que
yn ∈ F (xn) e yn → y0 ∈ Y . Vamos mostrar que y0 ∈ F (x0). Suponhamos que y0 /∈ F (x0).
Como F (x0) é um fechado, existem abertos disjuntos V e W tais que F (x0) ⊂ V e y0 ∈ W .
Seja U = {x ∈ X;F (x) ⊂ V } aberto contendo x0 pois F é semicontínua superior (proposição
1.12). Como xn → x0, existe n1 ∈ N∗ tal que xn ∈ U para todo n ≥ n1. Então F (xn) ⊂ V para
n ≥ n1 e assim yn ∈ V para n ≥ n1. Por outro lado, como yn → y0 ∈ W , existe n2 ∈ N∗ tal que
para todo n ≥ n2 temos que yn ∈ W . Portanto se n0 = max{n1, n2} segue que para n ≥ n0,
yn ∈ V ∩W , o que é impossível. Logo, y0 ∈ F (x0), o que prova que F tem o gráfico fechado.
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Corolário 1.17. Se F : X → 2Y é contínua e F (x) é fechado, para cada x ∈ X, então F tem
o gráfico fechado.
A demonstração é imediata do lema 1.16.
Como recíproca parcial do lema 1.16 temos o seguinte resultado:
Lema 1.18. Se F : X → 2Y tem o gráfico fechado e Y é compacto, então F é semicontínua
superior.
Demonstração: Sejam V aberto em Y e U = {x ∈ X;F (x) ⊂ V }. Mostremos que U é aberto.
Seja (xn)n∈N∗ ⊂ X \U com xn → x ∈ X. Como cada xn ∈ X \U , F (xn) * V para todo n ∈ N∗
e existe (yn)n∈N∗ com yn ∈ F (xn) \ V ⊂ Y . Como Y é compacto, existe uma subseqüência
(ynk)k∈N∗ de (yn)n∈N∗ tal que ynk → y ∈ Y . Como ynk ∈ Y \ V e Y \ V é fechado, temos que
y ∈ Y \ V . Pela hipótese do gráfico fechado, segue que y ∈ F (x). Portanto, y ∈ F (x) e y /∈ V ,
o que indica que x ∈ X \ U . Isso prova que X \ U é fechado, e portanto, que U é aberto.
A hipótese de Y ser compacto é essencial no lema 1.18, como mostra o seguinte exemplo:
Exemplo 1.19. Seja F : R→ 2R2 definida por F (a) = {(x, ax) ∈ R2; x ∈ R}.
Mostremos que F não é semicontínua superior em x0 = 0. Note que F (0) representa o eixo
x. Sejam V = {(x, y) ∈ R2;− < y < } uma vizinhança de F (0) e W um aberto arbitrário
contendo x0 = 0. Então existe α > 0 tal que (−α, α) ⊂ W . Segue que F (α/2) * V pois(4
α
, 2
) ∈ F (α/2) e (4
α
, 2
)
/∈ V . Assim, F não é semicontínua superior em x0 = 0.
Por raciocínio semelhante, mostra-se que F não é semicontínua superior em todo x 6= 0.
Para a semicontinuidade inferior, sejam xn → x0, com x0 em R e y0 = (z, x0z) ∈ F (x0). Assim
existe yn = (z, xnz) ∈ F (xn) tal que yn → y0.
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Mostremos agora que F tem o gráfico fechado. Sejam (an)n∈N∗ ⊂ R com an → a ∈ R,
zn ∈ F (an) tal que zn → z ∈ R2. Mostremos que z ∈ F (a). Como zn ∈ F (an), zn = (xn, anxn)
e zn → z = (c, b), segue que xn → c e anxn → b. Como os limites de an e xn existem, anxn → ac.
Portanto b = ac e z = (c, b) ∈ F (a). Assim F tem o gráfico fechado.
É interessante observar que a condição de ter o gráfico fechado também não implica em
semicontinuidade inferior. Citamos como exemplo a função F+ que tem o gráfico fechado
por ser semicontínua superior e ter F (x) fechado para cada x ∈ R (lema 1.16), mas não é
semicontínua inferior como mostramos no exemplo 1.10.
O lema 1.18 pode ser obtido como corolário da seguinte
Proposição 1.20. Sejam F : X → 2Y e G : X → 2Y duas funções ponto a conjunto satis-
fazendo F (x) ∩G(x) 6= ∅ para todo x ∈ X. Suponha que:
i) G é semicontínua superior em x0 ∈ X;
ii) G(x0) é compacto;
iii) F tem o gráfico fechado.
Então F ∩G : X → 2Y definida por (F ∩G)(x) = F (x)∩G(x) é semicontínua superior em x0.
Demonstração: Seja V aberto em Y tal que G(x0) ∩ F (x0) ⊂ V .
i) Se G(x0) ⊂ V , pela hipótese (i), existe uma vizinhança V0 de x0 em X tal que para todo x
em V0 temos que G(x) ⊂ V . Em particular, para todo x ∈ V0, G(x) ∩ F (x) ⊂ G(x) ⊂ V . E
assim, segue o resultado.
ii) Suponha que G(x0) * V e considere o conjunto K = G(x0) \ V . Então K é compacto, pois
K ⊂ G(x0) e Y \K = (Y \ G(x0)) ∪ V é aberto. Seja y ∈ K. Então y /∈ F (x0) (se y ∈ F (x0)
e y ∈ G(x0) \ V , então y ∈ G(x0) ∩ F (x0) ⊂ V o que é impossível). Assim (x0, y) /∈ Graf(F ).
Pela hipótese (iii), existem vizinhanças abertas Vy(x0) de x0 em X e V (y) de y em Y tais que
(Vy(x0)×V (y))∩Graf(F ) = ∅. Consequentemente, para todo x ∈ Vy(x0) e para todo z ∈ V (y),
(x, z) /∈ Graf(F ) e assim, z /∈ F (x). Segue então que, para todo x ∈ Vy(x0), F (x) ∩ V (y) = ∅.
A família {V (y), y ∈ K} é uma cobertura aberta de K. Como K é compacto, existem
y1, . . . , ym ∈ K tais que
K ⊂ ∪mi=1V (yi) =W.
Temos que V ∪W é aberto em Y e G(x0) ⊂ V ∪ (G(x0) \ V ) = V ∪K ⊂ V ∪W .
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Como G é semicontínua superior em x0 existe uma vizinhança V1 de x0 tal que G(x) ⊂ V ∪W
para todo x ∈ V1.
Denotemos V2 = ∩mi=1Vyi(x0) e seja V0 = V1 ∩ V2. Então G(x) ⊂ V ∪W , para todo x ∈ V0.
Por outro lado, como x ∈ V2, temos que F (x) ∩ V (yi) = ∅, para todo i = 1, . . . ,m, o que
implica que F (x) ∩W = ∅. Logo, se x ∈ V0 temos G(x) ⊂ W e F (x) ∩W = ∅. Segue daí que
F (x) ∩G(x) ⊂ V . Assim, F ∩G é semicontínua superior em x0.
Para obter o lema 1.18 como conseqüência da proposição 1.20, consideramos G : X → 2Y
definida por G(x) = Y , para cada x ∈ X. Então F (x) ∩ G(x) 6= ∅ para todo x ∈ X. Como
F tem o gráfico fechado (hipótese do lema 1.18) segue da proposição 1.20 que F = G ∩ F é
semicontínua superior.
Em seguida, estudaremos a semicontinuidade de algumas funções ponto a conjunto.
Exemplo 1.21. A função F : R → 2R2 tal que F (a) = {(x, y) ∈ R2;x = a} = {(a, y); y ∈ R}
não é semicontínua superior em cada ponto a ∈ R, mas é semicontínua inferior.
Temos que F (0) = {(0, y); y ∈ R}. Seja U = {(x, y) ∈ R2; |xy| < 1} aberto em R2 com
F (0) ⊂ U . Dada uma vizinhança arbitrária V de zero em R, V contém um aberto básico do
tipo (−, ), com 0 <  < 1. Segue que F (V ) * U pois
p =
( 
2
+

4
,
2

) ∈ F (V ) e p /∈ U, pois
( 
2
+

4
)2

= 1 +
1
2
> 1.
Por raciocínio análogo, prova-se que F não é semicontínua superior em cada ponto a0 6= 0.
Mostremos que F é semicontínua inferior. Sejam x0 ∈ R e (xn)n∈N∗ com xn → x0 e (x0, y0) ∈
F (x0). Construimos a seqüência ((xn, y0))n∈N∗ , com (xn, y0) ∈ F (xn) tal que (xn, y0)→ (x0, y0).
Concluímos, portanto, que F é semicontínua inferior em R.
Exemplo 1.22. Sejam X e Y espaços métricos, g : X → Y uma função sobrejetora e a função
ponto a conjunto F : Y → 2X definida por F (y) = g−1(y).
Para cada subconjunto V ⊂ X temos que AV = {y ∈ Y ;F (y) ∩ V 6= ∅} = g(V ). De fato,
dado y ∈ AV , existe x ∈ F (y) ∩ V tal que g(x) = y e g(x) ∈ g(V ). Assim, y ∈ g(V ). Para a
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recíproca, se y ∈ g(V ) então y = g(x), para algum x ∈ V . Conseqüentemente, x ∈ V ∩ g−1(y),
ou seja, y ∈ AV .
Como conseqüência do corolário 1.13 e da proposição 1.14, podemos afirmar que:
F é semicontínua inferior se, e somente se, g é uma aplicação aberta;
F é semicontínua superior se, e somente se, g transforma fechados de X em fechados de Y .
Podemos citar alguns casos particulares. Primeiramente, g : R → R+ tal que g(t) = t2.
Então g é contínua, sobrejetora e transforma fechados de R em fechados de R+. Segue então
que a função ponto a conjunto F : R+ → 2R tal que F (y) = g−1(y) é semicontínua superior.
Considere agora T : R2 → R definida por T (x, y) = x. Então F : R → 2R2 tal que
F (x) = {(z, y) ∈ R2; z = x e y ∈ R} é semicontínua inferior, já que T é aberta por ser projeção.
Entretanto, T não transforma fechados em fechados. De fato, dado o conjunto fechado
K = {(x, y) ∈ R2;xy = 1}
tem-se que T (K) = R \ {0}, que não é fechado. Portanto, F não é semicontínua superior.
Considere agora X = {(x, y) ∈ R2;x = 0 ou y = 0} munido da métrica usual induzida do
R2 e T : X → R tal que T (x, y) = x. Neste caso, T não é aberta. De fato, existe um aberto
V = X ∩ B((0, 1), 1
2
) em X tal que T (V ) = {0} que não é aberto em R. Por outro lado, T
transforma fechados de X em fechados de R. Assim, F : R→ 2X tal que F (t) = (t, 0) se t 6= 0
e F (t) = {0} × R, se t = 0 é semicontínua superior, mas não é semicontínua inferior.
Exemplo 1.23. Sejam X um espaço métrico e φ, ψ : X → R funções reais contínuas tais que
φ ≤ ψ. Para cada x ∈ X, considere J(x) o intervalo real fechado [φ(x), ψ(x)]. Definimos a
função ponto a conjunto F : X → 2R2 por F (x) = {x} × J(x).
F tem o gráfico fechado. De fato, dados xn → x0 ∈ X e zn = (xn, yn) ∈ F (xn) com zn → z0 =
(x0, y0) ∈ R2 temos que φ(xn) ≤ yn ≤ ψ(xn) para todo n ≥ 1. Pelo Teorema do Confronto,
limφ(xn) ≤ lim yn ≤ limψ(xn), ou seja, φ(x0) ≤ y0 ≤ ψ(x0). Assim, (x0, y0) ∈ F (x0) e,
portanto, F tem o gráfico fechado.
A prova de que F é semicontínua inferior é baseada no seguinte resultado:
Lema 1.24. Sejam X espaço métrico e φ, ψ : X → R funções contínuas tais que φ ≤ ψ. Dados
x0 ∈ X e y0 ∈ R tais que φ(x0) < y0 < ψ(x0) existem uma função contínua f : X → R com
f(x0) = y0 e um intervalo aberto J contendo x0 tais que φ(x) ≤ f(x) ≤ ψ(x), para todo x ∈ J .
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Demonstração: Considere ρ = min{ψ(x0) − y0, y0 − φ(x0)}. Suponhamos que ρ = ψ(x0) − y0.
Definimos f : X → R por f = ψ − ρ. Então, f é contínua e f(x0) = y0. Como as funções φ, f
e ψ são contínuas, pela regra da conservação do sinal existe um intervalo aberto J contendo x0
tal que φ(x) < f(x) < ψ(x) para todo x ∈ J .
No caso em que ρ = y0 − φ(x0), definimos f = φ+ ρ e a prova é análoga à anterior.
Corolário 1.25. Sejam X,φ e ψ como no lema 1.24. Se xn → x0 ∈ X e φ(x0) ≤ y0 ≤ ψ(x0)
então, para cada n ≥ 1, existe yn tal que φ(xn) ≤ yn ≤ ψ(xn) e yn → y0.
Demonstração: Se y0 = φ(x0) (respectivamente y0 = ψ(x0)), consideramos yn = φ(xn) (respec-
tivamente yn = ψ(xn)) e a continuidade de φ (respectivamente de ψ) garante que yn → y0. Caso
contrário, φ(x0) < y0 < ψ(x0) e, pelo lema 1.24, existem J aberto contendo x0 e f : X → R
contínua tais que φ(x) ≤ f(x) ≤ ψ(x), para todo x ∈ J . Como xn → x0, existe n0 ∈ N∗ tal
que xn ∈ J para todo n ≥ n0. Definimos y1 = φ(x1), . . . , yn0−1 = φ(xn0−1) e yn = f(xn) para
n ≥ n0. Por construção, φ(xn) ≤ yn ≤ ψ(xn). A continuidade de f nos garante que se xn → x0
então yn → y0.
Para mostrarmos que a função ponto a conjunto F citada no exemplo 1.23 é semicontínua
inferior, sejam xn → x0 ∈ X e z0 = (x0, y0) ∈ F (x0). O corolário 1.25 garante que, para cada
n ≥ 1, existe zn = (xn, yn) ∈ F (xn) tal que zn → z0. Isso prova que F é semicontínua inferior.
Exemplo 1.26. Considere X = R, as funções φ, ψ : R → R definidas por φ(x) = −|x| e
ψ(x) = |x| e F : R→ 2R2 definida por F (x) = {x} × [−|x|, |x|].
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Pelo corolário 1.25, F é semicontínua inferior. Mostremos que, neste caso, F também é semicon-
tínua superior. Sejam x0 ∈ R e A um aberto em R2 contendo F (x0) = {x0}×[−|x0|, |x0|]. Então,
existe  > 0 tal que A ⊇ (x0−, x0+)×(−|x0|−, |x0|+). Considere V = (x0−, x0+) ⊂ R.
Note que, para qualquer x ∈ V , F (x) ⊂ (x0− , x0 + )× (−|x0| − , |x0|+ ) ⊂ A. Concluímos
portanto que F também é semicontínua superior. Logo, F é contínua.
1.3 A classe das funções de Lipschitz
Sejam X um espaço métrico, L ⊂ X um subconjunto não vazio e  > 0. Denotamos os
conjuntos {y ∈ X; d(y, L) < } (respectivamente {y ∈ X; d(y, L) ≤ }) por B(L, ) (respectiva-
mente B¯(L, )). Note que aqui d(y, L) = inf{d(y, l), l ∈ L}.
Definição 1.27. Seja F : X → 2Y uma função ponto a conjunto estrita. Dizemos que F é de
Lipschitz em x0 ∈ X se existem uma vizinhança V (x0) de x0 em X e uma constante c > 0
(constante de Lipschitz) tais que dados x, y ∈ V (x0) tem-se F (x) ⊂ B¯(F (y), c d(x, y)).
A função é de Lipschitz se existe c > 0 tal que para quaisquer x e y em X tem-se F (x) ⊂
B¯(F (y), c d(x, y)). Quando c ∈ (0, 1) F é chamada contração e quando c = 1, F é não
expansiva.
É importante observar que da condição F (x) ⊂ B¯(F (y), c d(x, y)) decorre que d(z, F (y)) ≤
c d(x, y) para todo z ∈ F (x) e que d(u, F (x)) ≤ c d(y, x) para todo u ∈ F (y).
Proposição 1.28. Sejam X e Y espaços métricos. Se F : X → 2Y é uma função ponto a
conjunto de Lipschitz então F é semicontínua inferior.
Demonstração: Sejam xn → x0 e y0 ∈ F (x0). Como F é de Lipschitz em x0, existem uma vizi-
nhança V (x0) de x0 e c > 0 tais que para todo x1, x2 em V (x0), F (x1) ⊂ B¯(F (x2), c d(x1, x2)).
Pela convergência, existe n0 ∈ N∗ tal que para todo n ≥ n0, xn ∈ V (x0). Sejam y1 ∈
F (x1), . . . , yn0−1 ∈ F (xn0−1) elementos arbitrários. Da condição de Lipschitz, temos que
F (x0) ⊂ B¯(F (xn), c d(xn, x0)) para todo n ≥ n0. Nessas condições, d(y0, F (xn)) ≤ c d(x0, xn)
para todo n ≥ n0. Então, existe yn ∈ F (xn) tal que d(y0, yn) ≤ c d(x0, xn) para cada n ≥ n0.
Assim, construímos a seqüência (yn)n∈N∗ tal que yn ∈ F (xn) e yn → y0. Então, F é semicontínua
inferior.
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Entretanto, um resultado análogo não vale necessariamente para funções semicontínuas
superiores, como mostra o seguinte exemplo:
Exemplo 1.29. Consideremos a função F : R→ 2R2 dada por F (a) = {(x, y) ∈ R2; x = a}.
Vimos que esta função não é semicontínua superior. Entretanto, ela é de Lipschitz pois existe
c=1 tal que F (a) ⊂ B¯(F (b), d(a, b)) se a 6= b. De fato, dado z = (x, y) ∈ R2 tem-se que
d(z, F (b)) = |x− b|. Em particular, para w = (a, k) ∈ F (a), d(w,F (b)) = |a− b|.
A condição de ter o gráfico fechado não implica que a função seja de Lipschitz, como mostra
o seguinte exemplo:
Exemplo 1.30. Considere F : R→ 2R2 dada por F (a) = {(x, ax) ∈ R2; x ∈ R}.
Esta função tem o gráfico fechado (pelo exemplo 1.19) porém não é de Lipschitz. De fato,
para qualquer vizinhança V (0) = (−, ) de zero e qualquer constante c > 0, existem x = 0 e
y =

2
em V (0) tais que F (y) * B¯(F (0), c |y|). Basta observar que p = (2 c, c) ∈ F (y) e
p /∈ B¯(F (0), c |y|).
Lema 1.31. Dados um espaço métrico X e um compacto K ⊂ X, os subconjuntos B¯(K, )
formam uma base fundamental de vizinhanças de K, isto é, se V é um aberto contendo K,
então existe  > 0 tal que B¯(K, ) ⊂ V .
Demonstração: Seja V um aberto tal que K ⊂ V . Defina d˜ : K → R por d˜(x) = d(x,X \ V ).
Como |d˜(x)− d˜(y)| = |d(x,X \ V )− d(y,X \ V )| ≤ d(x, y), segue que d˜ é contínua.
Temos ainda que d˜(x) > 0 pois X \ V é fechado. Pelo teorema de Weierstrass, existe c > 0
tal que para todo x ∈ K, d˜(x) ≥ c. Logo d(x, z) ≥ c para todo z ∈ X \V e todo x ∈ K. Assim,
d(K,X \ V ) ≥ c.
Para  =
c
2
, temos que B¯(K, ) ⊂ V . De fato, dado y ∈ B¯(K, ), temos que d(y,K) ≤  = c
2
.
Como d(K,X \ V ) ≥ c, temos que y /∈ X \ V . Logo y ∈ V e B¯(K, ) ⊂ V .
Proposição 1.32. Seja F : X → 2Y tal que F (x) é compacto para cada x ∈ X. Então F
é semicontínua superior em x0 se, e somente se, para cada  > 0, existe δ > 0 tal que se
x ∈ B(x0, δ) então F (x) ⊂ B(F (x0), ).
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Demonstração: Primeiramente, mostremos a implicação. Seja  > 0 e consideremos B(F (x0), ).
Como F é semicontínua superior em x0 e B(F (x0, )) é um aberto contendo F (x0), existe δ > 0
tal que F (B(x0, δ)) ⊂ B(F (x0), ).
Para a recíproca, seja V um aberto contendo F (x0). Como F (x0) é compacto, pelo lema
1.31, existe B¯(F (x0), ) ⊂ V . Usando a hipótese, existe δ > 0 tal que para todo x ∈ B(x0, δ),
F (x) ⊂ B(F (x0), ) ⊂ B¯(F (x0), ) ⊂ V . Logo, F é semicontínua superior em x0.
Usando a caracterização para funções semicontínuas superiores com valores compactos, obte-
mos o seguinte resultado:
Proposição 1.33. Se F : X → 2Y é de Lipschitz e F (x) é compacto para cada x ∈ X então
F é semicontínua superior.
Demonstração: Seja B(F (x), ) um aberto contendo F (x). Como F é de Lipschitz em x,
existem c > 0 e V (x), vizinhança de x, tais que para todo x1 e x2 em V (x), F (x1) ⊂
B¯(F (x2), c d(x1, x2)). Seja δ > 0 tal que B(x, δ) ⊂ V (x) e c δ < . Em particular, para
todo x˜ ∈ B(x, δ) temos F (x˜) ⊂ B¯(F (x), c d(x, x˜)) ⊂ B¯(F (x), c δ) ⊂ B(F (x), ). Assim, F é
semicontínua superior.
Corolário 1.34. Se F : X → 2Y é de Lipschitz e F (x) é compacto para cada x ∈ X então F
é contínua.
A demonstração é imediata das proposições 1.28 e 1.33.
Exemplo 1.35. Considere R2 com a métrica do máximo e a função F : R→ 2R2 definida por
F (x) = {x} × [−|x|, |x|] é não expansiva.
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De fato, dados a e b em R, temos que F (a) ⊂ B¯(F (b), |a−b|). Note ainda que F (x) é compacto
para cada x ∈ R, e portanto F é contínua.
1.4 Continuidade na métrica de Hausdorff
Considere X um espaço métrico e seja FX a família dos subconjuntos não vazios e fechados
de X. Dados G e L em FX , definimos
dH(G,L) = inf{r > 0; G ⊂ B¯(L, r) e L ⊂ B¯(G, r)}.
Se GX = {G ⊂ X; G é fechado e limitado} então dH é uma métrica em GX , ou seja, dados
G, L e K em GX , as seguintes propriedades são satisfeitas:
i) dH(G,L) = 0⇐⇒ G ∩ L 6= ∅;
ii) dH(G,L) = dH(L,G);
iii) dH(G,L) ≤ dH(G,K) + dH(K,L).
Além disso, a função F definida por F : X → GX tal que F (x) = {x} é uma isometria sobre
um subespaço de GX , desde que GX esteja munido com a métrica dH .
Segue diretamente das definições que se F : X → FX é de Lipschitz com constante c então
dH(F (x), F (y)) ≤ c d(x, y), para todo x, y ∈ X.
Temos como exemplo que a função F : R → 2R2 dada por F (a) = {(x, y) ∈ R2; x = a}
verifica a condição dH(F (a), F (b)) ≤ d(a, b), uma vez que F é não expansiva (c = 1). Note
ainda que, para todo a ∈ R, F (a) é fechado mas não é limitado.
Quando X é um espaço normado, podemos escrever B¯(G, r) = G + r B¯X , onde B¯X denota
a bola unitária fechada de X de centro na origem.
Proposição 1.36. Sejam X um espaço normado e G,L ∈ GX . Então
dH(G,L) = max{sup{d(a, L); a ∈ G}, sup{d(b,G); b ∈ L}}.
Demonstração: Suponhamos dH(G,L) = r . Pela definição, temos que G ⊂ L + rB¯X e
L ⊂ G + rB¯X . Assim, dado z ∈ L, existem y ∈ G e u ∈ B¯X tais que z = y + ru. Logo,
d(z, y) = r e assim 0 < d(z,G) ≤ r. Como z ∈ L e y ∈ G distam exatamente r, concluímos
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que sup{d(z,G), z ∈ L} = r. Analogamente, obtemos d(y, L) ≤ r, com y ∈ G. Assim,
max{sup{d(z,G), z ∈ L}, sup{d(y, L), y ∈ G}} = r.
Para a recíproca, suponhamos max{sup{d(z,G), z ∈ L}, sup{d(y, L), y ∈ G}} = r. Sem
perda de generalidade, assumimos que sup{d(z,G), z ∈ L} = r e sup{d(y, L), y ∈ G}} ≤ r.
Da primeira dessas condições temos que L ⊂ B¯(G, r) onde r é o menor valor para o qual isso
ocorre. Por raciocínio análogo, da segunda condição temos que G ⊂ B¯(L, λ) para λ ≤ r, sendo
λ o menor valor para o qual isso ocorre. Assim, o menor valor para o qual as duas inclusões
ocorrem simultaneamente é r. Da definição, tem-se que dH(G,L) = r .
Definição 1.37. Sejam X e Y espaços normados. Dizemos que uma função ponto a conjunto
F : X → GY é dH-contínua em x0 se dH(F (xn), F (x0))→ 0 sempre que xn → x0.
Lema 1.38. Se X e Y são espaços normados e F : X → GY é uma função ponto a conjunto
de Lipschitz então F é dH-contínua.
Demonstração: Consideremos xn → x0. Pela condição de Lipschitz, existe c > 0 tal que
F (x0) ⊂ B¯(F (xn), c d(x0, xn)) para cada n ≥ 1. Portanto dH(F (x0), F (xn)) ≤ c d(x0, xn), o
que prova a dH-continuidade de F .
Observação: Segue da proposição 1.36 a seguinte equivalência: dH(F (xn), F (x0))→ 0 se,
e somente se, sup{d(z, F (xn)), z ∈ F (x0)} → 0 e sup{d(y, F (x0)), y ∈ F (xn)} → 0.
Proposição 1.39. Sejam X e Y espaços normados e F : X → 2Y .
(a) A condição sup{d(z, F (xn)), z ∈ F (x0)} → 0 sempre que xn → x0 implica que F é
semicontínua inferior.
(b) Se F é semicontínua superior e xn → x0 então sup{d(y, F (x0)), y ∈ F (xn)} → 0.
Demonstração: (a) Para a demonstração vamos aplicar a proposição 1.14. Suponhamos que
exista V ⊂ Y aberto tal que AV = {x ∈ X; F (x) ∩ V 6= ∅} não seja aberto. Então existe
x0 ∈ AV tal que, para todo  > 0, B(x0, ) * AV . Assim, para cada n ≥ 1, existe xn ∈
B(x0, 1/n) tal que xn /∈ AV . Portanto, xn → x0 e F (xn) ∩ V = ∅, para cada n ≥ 1. Seja
y0 ∈ F (x0)∩V . Como V é aberto, existe r > 0 tal que B(y0, r) ⊂ V . Então F (xn)∩B(y0, r) = ∅,
para cada n ≥ 1. Assim, d(y0, F (xn)) ≥ r para cada n ≥ 1, o que contradiz a hipótese. Logo,
F é semicontínua inferior.
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(b) Aplicaremos a proposição 1.12 para esta demonstração. Dado  > 0, consideremos
o aberto V = F (x0) + B(0, /2) = B(F (x0), /2) em Y . Como F é semicontínua superior,
AV = {x ∈ X; F (x) ⊂ V } é um aberto em X contendo x0. Como xn → x0 existe n0 tal que
xn ∈ AV para n ≥ n0. Assim, F (xn) ⊂ V para n ≥ n0 e disso d(y, F (x0)) < /2, para todo
y ∈ F (xn). Segue daí que sup{d(y, F (x0)), y ∈ F (xn)} ≤ /2 < .
Corolário 1.40. Se F é dH-contínua então F é semicontínua inferior.
A demonstração é imediata da observação anterior e da parte (a) da última proposição.
Teorema 1.41. Sejam X e Y espaços de Banach e F : X → GY uma função ponto a conjunto
tal que F (x) é compacto para cada x ∈ X. Então F é dH-contínua se, e somente se, F é
semicontínua superior e inferior.
Demonstração: Assumimos que F seja dH-contínua. Sejam V ⊂ Y um fechado e (xn)n∈N∗
uma seqüência em A = {x ∈ X; F (x) ∩ V 6= ∅} tal que xn → x0 ∈ X. Devemos mostrar
que x0 ∈ A. Para cada n ≥ 1, escolhemos yn ∈ F (xn) ∩ V . Como F é dH-contínua, segue
que d(yn, F (x0)) → 0. Como F (x0) é compacto, existe uma subseqüência (ynk)k∈N∗ e existe
y0 ∈ F (x0) tais que ynk → y0. Sendo V fechado e yn ∈ V para todo n ∈ N∗, segue que y0 ∈ V .
Portanto F (x0)∩V 6= ∅, ou seja, x0 ∈ A, o que prova que A é fechado. Assim F é semicontínua
superior. Pelo corolário anterior, F também é semicontínua inferior.
Suponha agora que F seja semicontínua inferior e superior e seja xn → x0. Da parte
(b) da proposição anterior, temos que sup{d(y, F (x0)), y ∈ F (xn)} → 0. Suponhamos, por
absurdo, que existam n0 ∈ N∗ e α > 0 tais que sup{d(z, F (xn)), z ∈ F (x0)} > α para n ≥
n0. Então existe y0 ∈ F (x0) tal que d(y0, F (xn)) > α/2 para n ≥ n0. Consequentemente,
F (xn) ∩ B(y0, α/2) = ∅ para n ≥ n0. Isso é impossível pois sendo F semicontínua inferior e
B(y0, α/2) aberto em Y o conjunto A = {x ∈ X; F (x)∩B(y0, α/2) 6= ∅} é aberto em X. Como
A contém x0 e xn → x0 teríamos xn ∈ A para n ≥ n1, ou seja, F (xn) ∩ B(y0, α/2) 6= ∅ para
n ≥ n1. Logo, F é dH-contínua.
Exemplo 1.42. Considere a função F : R→ 2R2 definida por F (x) = {x} × [−1, 1].
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Neste caso, dH(F (x), F (y)) = |x− y|. Assim, se xn → x0 então dH(F (xn), F (x0))→ 0, ou seja,
F é dH-contínua.
Exemplo 1.43. Considere as funções F+ e F− definidas no exemplo 1.7.
Já mostramos que F+ é semicontínua superior, porém não é semicontínua inferior; F− é semi-
contínua inferior, porém não é semicontínua superior. Segue imediatamente do corolário 1.40
que F+ não é dH-contínua. Mostremos que F− também não é dH-contínua. Temos que
F−(x) ⊂ B¯(F−(0), 1), sendo 1 é o menor valor para o qual isso ocorre;
F−(0) ⊂ B¯(F−(x), ), para todo  > 0 e todo x ∈ R;
F−(x) ⊂ B¯(F−(y), ), para todo x 6= 0 6= y e todo  > 0.
Conseqüentemente, dH(F−(x), F−(0)) = 1, para todo x 6= 0. Logo, F− não é dH-contínua. O
mesmo procedimento poderia ser usado para mostrar que F+ também não é dH-contínua.
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Capítulo 2
Alguns teoremas clássicos para funções
ponto a conjunto
O objetivo deste capítulo é estudar alguns princípios fundamentais da análise funcional adap-
tados às funções ponto a conjunto entre espaços normados.
2.1 Os princípios básicos da Análise Funcional
Recordemos algumas notações, definições e alguns resultados básicos relacionados às transfor-
mações lineares entre espaços normados X e Y .
Uma transformação linear T : X → Y é chamada limitada se existe um número real
positivo c tal que, para todo x ∈ X,
‖T (x)‖ ≤ c ‖x‖.
Definimos a norma da transformação linear limitada T por
‖T‖ = sup
x∈X; x6=0
‖T (x)‖
‖x‖ .
Um resultado relevante é o seguinte:
Lema 2.1. Seja T : X → Y uma transformação linear entre espaços normados X e Y . Então:
a) T é contínua se, e somente se, T é limitada.
26
b) Se T é contínua em um ponto então T é contínua no domínio todo.
O primeiro destes princípios estabelece condições para que as normas de uma coleção de
transformações lineares limitadas admitam uma limitação uniforme. Decorre também deste re-
sultado que o limite de uma seqüência de transformações lineares contínuas é também contínua.
Teorema 2.2. (Princípio da Limitação Uniforme) Seja (Tn)n∈N∗ uma seqüência de transfor-
mações lineares limitadas, Tn : X → Y , onde X é um espaço de Banach e Y é normado. Se
(‖Tn(x)‖)n∈N∗ é limitada para cada x ∈ X, ou seja, ‖Tn(x)‖ ≤ cx, para n = 1, 2, . . . , então a
seqüência de normas (‖Tn‖)n∈N∗ é limitada, isto é, existe c > 0 tal que ‖Tn‖ ≤ c, para todo
n = 1, 2, . . . .
Este resultado também é conhecido como o teorema de Banach-Steinhaus.
Uma aplicação simples deste teorema mostra que certos espaços, como é o caso do espaço
de todos os polinômios reais, não é completo uma vez que é possível exibir uma seqüência
(Tn)n∈N∗ de transformações lineares que são pontualmente limitadas mas tal que (‖Tn‖)n∈N∗
não é limitada.
Para o segundo resultado, recordemos que uma função T : X → Y é aberta se transforma
conjuntos abertos deX em conjuntos abertos de Y . É importante ressaltar que se T for bijetora,
a condição de T ser aberta equivale a T−1 ser contínua. Por outro lado, a continuidade da
função T não é suficiente para que T seja aberta, como mostra a função T (x) = sen(x) pois
T ((0, 2pi)) = [−1, 1].
Para as transformações lineares entre espaços normados, a condição de ser aberta admite
uma formulação em termos de bolas abertas, como mostra o seguinte resultado.
Lema 2.3. Sejam X e Y espaços normados. Se T : X → Y é uma transformação linear então
T é aberta se, e somente se, existe c > 0 tal que B(0, c) ⊂ T (B(0, 1)).
Demonstração: Sejam U ⊂ X aberto e y = T (x) com x ∈ U . Vamos provar que T (U) é aberto.
Existe r > 0 tal que B(x, r) ⊂ U , ou ainda, x + B(0, r) ⊂ U . Como T é linear segue que
y + T (B(0, r)) ⊂ T (U). Pela hipótese, y + B(0, rc) ⊂ T (U), ou seja, B(y, rc) ⊂ T (U), o que
prova que T (U) é aberto. Para a recíproca, basta usar o fato que T (B(0, 1)) é aberto em Y e
que 0 ∈ T (B(0, 1)), pela linearidade de T .
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O segundo princípio garante que uma transformação linear contínua entre certos tipos de
espaços normados é aberta.
Teorema 2.4. (Teorema da Aplicação Aberta) Se X e Y são espaços de Banach e T : X → Y
é uma transformação linear e contínua então T é uma aplicação aberta. Além disso, se T é
bijetora então T−1 é contínua.
Existem transformações lineares que não são limitadas, mas que verificam certas condições
relacionadas ao seu gráfico.
Uma aplicação linear T : X → Y tem o gráfico fechado se o conjunto Graf(T ) = {(x, y) ∈
X×Y ; y = T (x)} é fechado em X×Y , ou seja, se (xn)n∈N∗ é uma seqüência em X que converge
para x ∈ X e se (T (xn))n∈N∗ converge para y ∈ Y então T (x) = y.
Observamos que X×Y está munido da norma ‖(x, y)‖ = ‖x‖+‖y‖ e que X×Y é completo
quando X e Y são completos.
Uma aplicação pode ter o gráfico fechado e ser descontínua, como mostra o seguinte exemplo:
Exemplo 2.5. Seja C([0, 1]) o espaço das funções reais contínuas com domínio [0, 1], munido
da norma do supremo. Seja D = {f ∈ C([0, 1]); f ′ ∈ C([0, 1])} e consideremos
T : D → C([0, 1]) definida por T (f) = f ′ .
É imediato que T é uma aplicação linear. Mostremos que T é descontínua. Para isso, conside-
remos (fn)n∈N∗ a seqüência de pontos de D dada por: fn : [0, 1] → [0, 1] tal que fn(x) = xn,
para n = 1, 2, . . .. Então ‖fn‖ = 1 e f ′n(x) = nxn−1 = nfn−1(x). Portanto ‖T (fn)‖ = ‖f ′n‖ = n,
para cada n = 1, 2, . . . e assim T é descontínua já que supn→+∞ ‖T (fn)‖ = +∞.
Apesar de não ser contínua, T tem o gráfico fechado. Para mostrarmos, consideremos (fn)n∈N∗
uma seqüência em D convergindo para f ∈ D tal que T (fn) converge para g ∈ C([0, 1]). Segue
então que f ′n → g. Como fn → f uniformemente segue que g = f ′ , ou seja, g = T (f).
Lema 2.6. Se X e Y são espaços de Banach e T : X → Y é uma função contínua então o
gráfico de T é fechado.
Demonstração: Sejam (xn)n∈N∗ ⊂ X com xn → x ∈ X e T (xn) → y ∈ Y . Da continuidade de
T segue que T (xn)→ T (x). Pela unicidade do limite, T (x) = y.
Note que no lema 2.6 a função não precisa ser linear.
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O próximo teorema estabelece condições sob as quais a propriedade de ter gráfico fechado
implica em continuidade.
Teorema 2.7. (Teorema do Gráfico Fechado) Sejam X e Y espaços de Banach e T : X → Y
uma aplicação linear. Se o gráfico de T é fechado então T é contínua.
Demonstração: Considere a aplicação P : Graf(T ) → X definida por P (x, T (x)) = x. Então
P é linear e como ‖P (x, T (x))‖ = ‖x‖ ≤ ‖x‖+ ‖T (x)‖ = ‖(x, T (x))‖, segue que P é limitada.
Além disso, P é bijetora com inversa P−1 : X → Graf(T ) dada por P−1(x) = (x, T (x)). Como
X × Y é completo e Graf(T ) é fechado, segue que Graf(T ) também é completo. Aplicando o
Teorema da Aplicação Aberta para P , concluímos que P−1 é limitada, ou seja, existe c > 0
tal que ‖P−1(x)‖ = ‖(x, T (x))‖ ≤ c ‖x‖, para todo x ∈ X. Então, ‖T (x)‖ ≤ ‖x‖ + ‖T (x)‖ =
‖(x, T (x))‖ ≤ c ‖x‖ e portanto, T é contínua.
2.2 Processos Convexos
Para estabelecer os análogos desses teoremas clássicos para funções ponto a conjunto, apresen-
taremos algumas notações e definições preliminares.
Definição 2.8. Dados os conjuntos A e B e os números reais α e β, definimos o conjunto
αA+ βB por:
αA+ βB = {αa+ βb; a ∈ A e b ∈ B}.
Definição 2.9. Uma função ponto a conjunto F : X → 2Y é convexa se dados x1 e x2 em X
e λ ∈ [0, 1],
λF (x1) + (1− λ)F (x2) ⊂ F (λx1 + (1− λ)x2).
Introduziremos agora o conceito análogo ao de uma transformação linear para funções ponto
a conjunto.
Definição 2.10. Uma função ponto a conjunto F : X → 2Y é um processo convexo se:
i) dados x ∈ X e λ > 0, λF (x) = F (λx) e 0 ∈ F (0);
ii) dados x1 e x2 em X temos F (x1) + F (x2) ⊂ F (x1 + x2).
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Quando F verifica apenas a condição (i), diz-se que F é um processo ou que F é positiva-
mente homogênea.
Note que é fácil verificar que todo processo convexo é uma função convexa.
Definição 2.11. : F : X → 2Y é um processo convexo fechado se F é um processo convexo
e F tem o gráfico fechado.
Observamos que é possível associar a um processo convexo fechado F uma norma definida
por:
‖F‖ = sup
x∈X, x 6=0
d(0, F (x))
‖x‖ = sup‖x‖=1 infv∈F (x) ‖v‖.
Lema 2.12. Se F : X → 2Y é um processo então a inversa F−1 : Y → 2X também é um
processo. Além disso, se F é um processo convexo, então F−1 é um processo convexo e, se F
é um processo fechado, então F−1 também é um processo fechado.
Demonstração: Suponha que 0 ∈ F (0) e F (λx) = λF (x), para todo λ > 0. Como
x ∈ F−1(y)⇔ y ∈ F (x)
segue que 0 ∈ F−1(0). Por outro lado,
x ∈ F−1(λy)⇔ λy ∈ F (x)⇔ y ∈ 1
λ
F (x)⇔
⇔ y ∈ F ( 1
λ
x)⇔ 1
λ
x ∈ F−1(y)⇔ x ∈ λF−1(y),
o que prova que F−1 é um processo.
Suponhamos que F seja um processo convexo, isto é, F (x1) + F (x2) ⊂ F (x1 + x2). Se
x = x1 + x2 ∈ F−1(y1) + F−1(y2) então y1 ∈ F (x1) e y2 ∈ F (x2). Pela hipótese, y1 + y2 ∈
F (x1 + x2) = F (x). Assim, x ∈ F−1(y1 + y2).
Finalmente, assumimos que F seja fechado.
Sejam y ∈ Y , yn → y e xn ∈ F−1(yn) com xn → x ∈ X. Como yn ∈ F (xn) e F é fechado
segue que y ∈ F (x). Portanto x ∈ F−1(y) e assim F−1 é fechado.
Vejamos agora alguns exemplos:
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Exemplo 2.13. : A função ponto a conjunto F−, definida por
F−(x) =
 [−1, 1], x 6= 0{0}, x = 0
é convexa, mas não é um processo.
Se x1 6= 0 6= x2, então λx1+(1−λ)x2 6= 0 para cada λ ∈ [0, 1]. Então, dado λa1+(1−λ)a2 ∈
λF−(x1) + (1− λ)F−(x2), segue que:
|λa1 + (1− λ)a2| ≤ λ|a1|+ (1− λ)|a2| ≤ 1, já que a1, a2 ∈ [−1, 1] = F−(x1) = F−(x2).
Portanto, λa1 + (1− λ)a2 ∈ [−1, 1] = F−(λx1 + (1− λ)x2).
ii) O caso onde x1 = 0 ou x2 = 0 é trivial.
Para verificar que F− não é um processo, consideramos λ > 1 e x 6= 0. Nesse caso, [−λ, λ] =
λF−(x) 6= [−1, 1] = F−(λx).
Exemplo 2.14. Considere F : R2 → 2R2 definida por F (v) = {αv; α ∈ R}.
F é claramente um processo, uma vez que λF (v) e F (λv) representam o mesmo conjunto F (v)
e F (0, 0) = {(0, 0)}.
Em particular, a função ponto a conjunto G : R2 → 2R2 dada por G(v) = {αv;α ∈ R+} também
é um processo.
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Embora seja um processo, F não é um processo convexo. De fato, existem x1 = (1, 0) e
x2 = (0, 1) em R2 tais que v1 = (2, 0) ∈ F (x1) e v2 = (0, 1) ∈ F (x2), mas v1 + v2 = (2, 1) /∈
F (x1 + x2) = {λ(1, 1); λ ∈ R}.
Exemplo 2.15. A função ponto a conjunto F : R→ 2R2 tal que F (a) = {(a, y); y ∈ R} é um
processo convexo fechado
Primeiramente, sejam a ∈ R e λ > 0. Então λF (a) = {λ(a, y); y ∈ R} = {(λa, z); z ∈ R} =
F (λa). Além disso, (0, 0) ∈ F (0). Logo, F é um processo.
Para mostrarmos que F é um processo convexo, sejam a1 e a2 em R com (a1, y) + (a2, z) ∈
F (a1) + F (a2). Então, (a1, y) + (a2, z) = (a1 + a2, y + z) ∈ F (a1 + a2). Logo, F (a1) + F (a2) ⊂
F (a1 + a2).
Mostremos que F é fechado. Sejam (xn, (xn, zn))n∈N∗ uma seqüência em Graf(F ) convergindo
para (a, (b, c)) ∈ R × R2. Então xn → a e (xn, zn) → (b, c). Pela unicidade do limite, a = b e
portanto (a, (a, c)) ∈ Graf(F ).
Concluímos que F é um processo convexo fechado.
Exemplo 2.16. Uma transformação linear T : X → Y pode ser considerada como um processo
convexo T : X → 2Y interpretando-se T (x) = {y} ⊂ Y .
Segue da linearidade de T que 0 ∈ T (0), λT (x) = T (λx) e T (x1) + T (x2) = T (x1 + x2), para
todo x, x1, x2 ∈ X e todo λ ∈ R.
Além disso, se X e Y são completos e T é limitada, então o processo é fechado (lema 2.6).
Suponha agora que T seja sobrejetora. Então T−1 : Y → 2X definida por T−1(y) = {x ∈ X;
T (x) = y} é um processo convexo, pelo lema 2.12.
Ressaltamos ainda que se a transformação linear sobrejetora T é aberta então T−1 é um
processo convexo semicontínuo inferior, como vimos no exemplo 1.22.
Exemplo 2.17. Sejam X um espaço vetorial normado e φ, ψ : X → R funções contínuas tais
que φ ≤ ψ. Se φ e ψ são lineares então F : X → 2R2 definida por F (x) = {x} × [φ(x), ψ(x)] é
um processo convexo.
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De fato, como φ(0) = 0 = ψ(0), segue que (0, 0) ∈ F (0) = {(0, 0)}. Além disso, dado λ > 0,
pela linearidade de φ e ψ temos
F (λx) = {λx} × [φ(λx), ψ(λx)] = {λx} × [λφ(x), λψ(x)] = λF (x).
Por outro lado, novamente usando a linearidade de φ e ψ, temos
F (x+ y) = {x+ y} × [φ(x+ y), ψ(x+ y)] = {x+ y} × [φ(x) + φ(y), ψ(x) + ψ(y)].
Nessas condições, dado v˜+w˜ ∈ F (x)+F (y) com v˜ = (x, v) e w˜ = (y, w), temos φ(x) ≤ v ≤ ψ(x)
e φ(y) ≤ w ≤ ψ(y). Portanto,
v + w ∈ [φ(x) + φ(y), ψ(x) + ψ(y)] = F (x+ y)
e conseqüentemente v˜ + w˜ = (x+ y, v + w) ∈ F (x+ y).
Usando o resultado do exemplo 1.23, concluímos que F é um processo convexo fechado.
Observamos ainda que, no caso particular onde F : R → 2R2 é definida por F (x) = {x} ×
[−|x|, |x|], F também é um processo mas não é convexo pois F (−1)+F (3) * F (−1+3) = F (2).
Através dos processos convexos fechados apresentamos uma versão do princípio da limitação
uniforme para funções ponto a conjunto, como segue:
Teorema 2.18. (Teorema da Limitação Uniforme) Sejam X e Y espaços de Banach e (Fn)n∈N∗
uma família de processos convexos fechados, Fn : X → 2Y pontualmente limitada, ou seja, para
cada x ∈ X, existe yn ∈ Fn(x) tal que supn∈N∗ ‖yn‖ < +∞. Então, a família (Fn)n∈N∗ é
uniformemente limitada, ou seja, supn∈N∗ ‖Fn‖ < +∞.
A versão do Teorema da Aplicação Aberta para funções ponto a conjunto é conseqüência
do seguinte resultado cuja demonstração pode ser encontrada em [2] e é baseada no Teorema
de Baire.
Teorema 2.19. (Robinson-Ursescu) Sejam X e Y espaços de Banach e F : X → 2Y uma
função ponto a conjunto convexa, sobrejetora e com o gráfico fechado. Dados y0 ∈ Y e x0 ∈
F−1(y0), existem l > 0 e γ > 0 tais que para cada y ∈ B(y0, γ), existe x ∈ F−1(y) tal que
‖x− x0‖ ≤ l ‖y − y0‖.
Note que o teorema acima é válido, em particular, quando F é um processo convexo fechado
e sobrejetor.
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Teorema 2.20. (Teorema da Aplicação Aberta) Sejam X e Y espaços de Banach e F : X → 2Y
um processo convexo fechado sobrejetor. Então existe l > 0 tal que dados y, z ∈ Y e x ∈ F−1(y),
existe x˜ ∈ F−1(z) com ‖x−x˜‖ ≤ l ‖y−z‖. Conseqüentemente, F−1(y) ⊂ B¯(F−1(z), l ‖y−z‖),
para todo y, z ∈ Y , ou seja, F−1 é de Lipschitz.
Demonstração: Como F é um processo, 0 ∈ F−1(0). Aplicando o teorema anterior para
x0 = 0 = y0, existe l > 0 tal que para cada y ∈ Y , existe x ∈ F−1(y) com
‖x‖ ≤ l ‖y‖.
Sejam y, z ∈ Y e x ∈ F−1(y). Então existe v ∈ F−1(z − y) tal que ‖v‖ ≤ l ‖z − y‖.
Considere x˜ = x+ v. Como F é processo convexo,
z = y + (z − y) ∈ F (x) + F (v) ⊂ F (x+ v) = F (x˜).
Portanto, x˜ ∈ F−1(z) e ‖x− x˜‖ = ‖v‖ ≤ l ‖y − z‖.
Corolário 2.21. Sejam X e Y espaços de Banach e F : X → 2Y um processo convexo fechado
sobrejetor. Então F−1 é semicontínua inferior.
Demonstração: Imediata do teorema 2.20 e da proposição 1.28.
Corolário 2.22. Se X e Y são espaços de Banach e F : X → 2Y é um processo convexo
fechado sobrejetor tal que F−1(x) é compacto para cada x ∈ X então F−1 é contínua.
Demonstração: Imediata do corolário anterior e do corolário 1.34.
Exemplo 2.23. Sejam X e Y espaços de Banach e T : X → Y uma transformação linear
limitada e sobrejetora com N(T ) 6= {0}. A função ponto a conjunto T−1 é um processo convexo
de Lipschitz. Em particular, T−1 é semicontínua inferior.
Como caso particular, citamos T : R2 → R definida por T (x, y) = x + y. Neste caso,
T−1 : R → 2R2 é tal que T−1(a) = {(x, y) ∈ R2;x + y = a} = {(x, y) ∈ R2; y = a − x}, para
cada a ∈ R.
Como no caso das transformações lineares contínuas, o Teorema da Aplicação Aberta é
equivalente ao Teorema do Gráfico Fechado, que apresentamos a seguir.
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Teorema 2.24. (Teorema do Gráfico Fechado) Sejam X e Y espaços de Banach e F : X → 2Y
um processo convexo fechado. Então F é de Lipschitz, isto é, existe k > 0 tal que F (x) ⊂
B¯(F (y), k ‖x− y‖), para todo x, y ∈ X.
Demonstração: Considere o processo convexo fechado F−1 : Y → 2X , que é sobrejetor. Pelo
teorema 2.20, sua inversa F é de Lipschitz.
Corolário 2.25. Sejam X e Y espaços de Banach e F : X → 2Y um processo convexo fechado.
Então F é semicontínua inferior.
Demonstração: Imediata do teorema 2.24 e da proposição 1.28.
Corolário 2.26. Sejam X e Y espaços de Banach e F : X → 2Y um processo convexo fechado
tal que F (x) é compacto para cada x ∈ X. Então F é semicontínua inferior e superior, ou
seja, F é contínua.
Demonstração: Imediata do corolário anterior e do corolário 1.34.
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Capítulo 3
Pontos fixos para funções ponto a
conjunto
Apresentamos neste capítulo alguns resultados da teoria de pontos fixos no contexto de funções
ponto a conjunto, incluindo uma versão para as do tipo contração.
3.1 Pontos fixos
Recordemos alguns resultados importantes da teoria de pontos fixos para funções usuais.
Teorema 3.1. Se f : [0, 1]→ [0, 1] é contínua então existe x0 ∈ [0, 1] tal que f(x0) = x0.
Este teorema pode ser demonstrado através da aplicação do teorema do valor intermediário
ou da conexidade do gráfico de f .
Em 1910, Brouwer provou a seguinte generalização do teorema acima.
Teorema 3.2. (Teorema do ponto fixo de Brouwer) Toda função contínua da bola unitária
fechada de Rn nela mesma tem um ponto fixo.
As diferentes demonstrações deste resultado clássico que aparecem na literatura dependem
dos métodos da topologia algébrica.
O teorema de Brouwer foi generalizado por Schauder em 1930, como segue.
36
Teorema 3.3. (Teorema do ponto fixo de Schauder) Toda função contínua de um subconjunto
convexo compacto de um espaço de Banach nele mesmo tem um ponto fixo.
Para a demonstração deste resultado, citamos Bers [3].
Em 1941, Kakutani provou a existência de ponto fixo para funções ponto a conjunto definidas
em k-simplexos, generalizando depois para aquelas definidas em subconjuntos convexos e com-
pactos de um espaço euclidiano, como veremos a seguir.
Definição 3.4. Dizemos que uma função ponto a conjunto F : X → 2X tem um ponto fixo se
existe x0 ∈ X tal que x0 ∈ F (x0). O ponto x0 é chamado ponto fixo de F .
Definição 3.5. Seja k ∈ N∗. O conjunto S definido por {(x1, . . . , xk) ∈ Rk; xi ≥ 0, i =
1, . . . , k, e x1 + x2 + · · ·+ xk ≤ 1} é chamado um k-simplexo.
Observamos que em R2, o triângulo de vértices (0, 0), (1, 0) e (0, 1) unido à sua região
interior é um 2-simplexo. Em R3, o tetraedro de vértices (0, 0, 0), (1, 0, 0), (0, 1, 0) e (0, 0, 1)
unido ao seu interior é um 3-simplexo, e assim por diante.
Teorema 3.6. (Teorema do ponto fixo de Kakutani) Sejam S um k-simplexo e F : S → 2S
uma função ponto a conjunto com o gráfico fechado e tal que F (x) é compacto e convexo, para
cada x ∈ S. Então F tem um ponto fixo.
É interessante ressaltar que, sob as hipóteses do teorema 3.6, a função F é semicontínua
superior, uma vez que F tem o gráfico fechado e S é um subconjunto compacto.
Como conseqüência do Teorema de Kakutani temos o resultado a seguir, que pode ser
interpretado como uma versão do Teorema de Schauder para funções ponto a conjunto.
Corolário 3.7. Sejam S um subconjunto convexo e compacto de um espaço euclidiano e F :
S → 2S uma função ponto a conjunto com o gráfico fechado e tal que F (x) é compacto e
convexo, para cada x ∈ S. Então F tem um ponto fixo.
Demonstração: Considere um simplexo fechado S˜ contendo S (sempre existe via homeomor-
fismo) e a retração contínua ψ : S˜ → S tal que ψ(x) = x, se x ∈ S. A função F˜ : S˜ → 2S ⊂ 2S˜
definida por F˜ (x) = F (ψ(x)) claramente tem o gráfico fechado. Como S˜ é um simplexo, pelo
teorema anterior existe x0 ∈ S˜ tal que x0 ∈ F (ψ(x0)). Como F (ψ(x0)) ⊂ S, segue que x0 ∈ S.
Assim, ψ(x0) = x0 de onde segue que x0 ∈ F (x0). Logo, F : S → 2S tem ponto fixo.
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Corolário 3.8. Sejam S um subconjunto convexo e compacto de um espaço euclidiano e F :
S → 2S uma função ponto a conjunto semicontínua superior tal que F (x) é compacto e convexo,
para cada x ∈ S. Então F tem um ponto fixo.
Demonstração: Segue do corolário anterior e do lema 1.16.
Sejam X um espaço normado e D ⊂ X um subconjunto não vazio. Dizemos que D é
convexo se λx+ (1− λ)y ∈ D, para todo x, y ∈ D e todo λ ∈ [0, 1].
Definimos a envoltória convexa deD como a interseção de todos os subconjuntos convexos
de X que contém D. Assim, a envoltória convexa é o menor conjunto convexo que contém D
e a envoltória convexa fechada é o menor convexo fechado contendo D.
Teorema 3.9. Sejam X um espaço de Banach e K um subconjunto compacto, convexo e não
vazio de X. Considere F : K → 2K uma função ponto a conjunto com o gráfico fechado e tal
que F (x) é convexo, fechado e não vazio, para cada x ∈ K. Então F tem um ponto fixo, isto
é, existe x ∈ K tal que x ∈ F (x).
Demonstração: Esta demonstração será dividida em duas partes.
Parte 1: Considere V = B¯(0, r) uma vizinhança fechada de zero emX. Como {x+V ;x ∈ K}
é uma cobertura de K, segue da compacidade de K que existem x1, . . . , xm ∈ K tais que
K ⊂
m⋃
i=1
(xi + V ).
Seja E a envoltória convexa fechada de {x1, . . . , xm}, isto é, E é o menor convexo fechado
contendo {x1, . . . , xm}. Note que E ⊂ K pois K é convexo e contém {x1, . . . , xm}. Assim, E é
um conjunto compacto.
Definimos G : K → 2K por G(x) = (F (x) + V ) ∩ E. Então
i) G(x) 6= ∅ para cada x ∈ K. De fato, sejam x ∈ K e y ∈ F (x) ⊂ K. Então existe xi ∈ K
tal que y ∈ xi+V , ou seja, y = xi+v, para algum v ∈ V . Segue daí que xi = y−v ∈ F (x)+V .
Portanto xi ∈ (F (x) + V ) ∩ E = G(x).
ii) G(x) = (F (x) + V ) ∩ E ⊂ E para cada x ∈ K. Em particular, G(E) ⊂ E.
iii) G(x) é convexo, para cada x ∈ K, pois F (x) é convexo, para cada x ∈ K, e ainda V e
E também o são.
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iv) G(x) é fechado para cada x ∈ K pois F (x) é compacto e V e E são fechados.
v) G tem o gráfico fechado. Sejam uj → u, yj ∈ G(uj) e yj → y ∈ K. Então, yj ∈
(F (uj) + V ) ∩ E. Primeiramente como (yj)j∈N∗ ⊂ E, que é fechado, segue que y ∈ E. Por
outro lado, como yj ∈ F (uj) + V , existem zj ∈ F (uj) e vj ∈ V tais que yj = zj + vj. Como
F (uj) ⊂ K, para todo j ∈ N∗ e K é compacto, existe uma subseqüência também denotada por
(zj)j∈N∗ e existe z ∈ K tais que zj → z. Assim uj → u, zj ∈ F (uj) e zj → z. Como F tem o
gráfico fechado, segue que z ∈ F (u). Além disso, vj = yj − zj → v = y − z com v ∈ V pois V
é fechado. Logo, y = z + v ∈ F (u) + V . Concluímos então que y ∈ (F (u) + V ) ∩ E = G(u), o
que mostra que G tem o gráfico fechado.
Consideremos o espaço vetorial Z gerado por {x1, . . . , xm}. Então E ⊂ Z. Como G(E) ⊂ E,
a função ponto a conjunto G˜ : E → 2E que associa a cada x ∈ E o conjunto G(x) ⊂ E, é tal
que G˜(x) é convexo e não vazio, para cada x ∈ E e G˜ tem o gráfico fechado. Pelo Teorema de
Kakutani, existe x ∈ E tal que x ∈ G˜(x).
Parte 2: Aplicando o procedimento descrito acima para cada vizinhança Vk = B¯(0, 1k ), com
k = 1, 2, . . . construímos conjuntos não vazios, convexos e fechados Ej ⊂ K, funções ponto
a conjunto G˜j e pontos xj ∈ Ej tais que xj ∈ G˜j(xj). Assim, obtemos (xj)j∈N∗ ⊂ K. Pela
compacidade de K, existe uma subseqüência também denotada por (xj)j∈N∗ e existe x ∈ K
tais que xj → x. Falta mostrar que x ∈ F (x).
Como xj ∈ G˜j(xj) = (F (xj) + Vj) ∩ Ej, existem yj ∈ F (xj) e vj ∈ Vj tais que xj = yj + vj.
Sendo Vj = B¯(0, 1j ) segue que vj → 0. Portanto, yj = xj − vj → x. Como yj ∈ F (xj) e F tem
gráfico fechado, segue que x ∈ F (x).
Corolário 3.10. Sejam X um espaço de Banach e K um subconjunto compacto, convexo e
não vazio de X. Considere F : K → 2K uma função ponto a conjunto semicontínua superior
com F (x) convexo, fechado e não vazio, para cada x ∈ K. Então F tem um ponto fixo.
A demonstração segue do teorema anterior e do lema 1.16.
É importante ressaltar que a condição F (x) ⊂ K é essencial no teorema anterior. O próximo
exemplo mostra que este resultado pode ser falso se isto não ocorre.
Exemplo 3.11. Considere T o triângulo de vértices (0, 0), (1, 1) e (1, 2) e seu interior e
S = {(1, 1 + λ); 0 ≤ λ ≤ 1} o segmento de reta que une (1, 1) a (1, 2)
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Dado K = [0, 1] × {0} ⊂ R2 definimos F : K → 2R2 por F (1, 0) = T e F (t, 0) = S, para
0 ≤ t < 1.
Temos que F ((c, 0)) é convexo e compacto para cada (c, 0) ∈ K e F não tem ponto fixo pois
nenhum elemento da forma (c, 0) pertence a F ((c, 0)).
Mostremos que F é semicontínua superior. Sejam x0 = (c0, 0) ∈ K com c0 /∈ {0, 1} e V um
aberto em R2 contendo F (x0). Considere 0 = min{1 − c0, c0} e a vizinhança de x0 dada por
U0 = B(x0, 0) ∩K. Então, para todo x ∈ U0 temos que F (x) = F (x0) ⊂ V .
Para x0 = (0, 0) ou x0 = (1, 0), dado um aberto V contendo F (x0) consideramos a vizinhança
de x0 dada por U0 = B(x0, 12) ∩K. Então para todo x ∈ U0, F (x) ⊂ F (x0) ⊂ V .
Porém, F não é semicontínua inferior. De fato, se B = B((0, 0), 1) então {x ∈ K;F (x) ∩ B 6=
∅} = {(1, 0)} é fechado.
3.2 Funções do tipo contração
No contexto de pontos fixos, as contrações constituem uma classe importante de funções.
Recordemos que se X é um espaço normado, uma função f : X → X é uma contração se
existe uma constante real λ, com 0 < λ < 1, tal que ‖f(x)− f(y)‖ ≤ λ ‖x− y‖ para todo x e
y em X.
Para este tipo de função, a existência e a unicidade de um ponto fixo podem ser demons-
tradas como segue:
Proposição 3.12. Se X é um espaço de Banach e f : X → X é uma contração então f tem
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um único ponto fixo.
Demonstração: Seja x0 um ponto arbitrário em X e considere x1 = f(x0), x2 = f(x1) = f 2(x0),
. . . , xn = fn(x0) = f(xn−1). Se m < n temos que
d(xm, xn) = d(f
m(x0), f
n(x0)) = d(f
m(x0), f
mfn−m(x0))
≤ λmd(x0, fn−m(x0)) = λmd(x0, xn−m)
≤ λm[d(x0, x1) + d(x1, x2) + · · ·+ d(xn−m−1, xn−m)]
≤ λmd(x0, x1)[1 + λ+ . . .+ λn−m−1]
≤ λ
m
1− λd(x0, x1)
Como 0 < λ < 1, a seqüência (xn)n∈N∗ é de Cauchy. Sendo X é completo, existe x ∈ X tal
que xn → x. Mostremos que x é o ponto fixo de f :
f(x) = f( lim
n→+∞
xn) = lim
n→+∞
f(xn) = lim
n→+∞
xn+1 = x.
Para a unicidade, suponhamos que existam x e y em X com f(x) = x e f(y) = y. Então:
d(x, y) = d(f(x), f(y)) ≤ λ d(x, y)
e como 0 < λ < 1, temos que d(x, y) = 0, ou seja, x = y.
É importante ressaltar que se f não for contração, f pode não ter ponto fixo.
Exemplo 3.13. Considere c0 o espaço das seqüências reais x = (xj)j∈N∗ que convergem para
zero, munido com a norma do supremo,
‖x‖ = sup
j∈N∗
|xj|.
Seja f : c0 → c0 definida por f((x1, x2, x3, . . . )) = (1 + ‖x‖
2
, x1, x2, x3, . . . ).
Se x, y ∈ c0 então
‖f(x)− f(y)‖ = sup
j∈N∗
{| ‖x‖ − ‖y‖ |
2
, |xj − yj|} ≤ max{| ‖x‖ − ‖y‖ |
2
, ‖x− y‖} = ‖x− y‖.
Além disso, f(B¯(0, 1)) ⊂ B¯(0, 1). De fato, se x ∈ c0 e ‖x‖ ≤ 1 então 1 + ‖x‖
2
≤ 1 e |xj| ≤ 1,
para todo j ∈ N∗. Logo ‖f(x)‖ ≤ 1.
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Finalmente, se existe x = (xj)j∈N∗ ∈ c0 com f(x) = x então
x1 =
1 + ‖x‖
2
, x2 = x1, x3 = x2, x4 = x3, . . .
Assim xj =
1 + ‖x‖
2
, para todo j ∈ N∗. Portanto x = (xj)j∈N∗ /∈ c0.
Sob condições especiais, podemos demonstrar a existência de pontos fixos para funções não
expansivas, como mostra o seguinte resultado.
Proposição 3.14. Sejam X um espaço de Banach, K ⊂ X um conjunto compacto, convexo e
não vazio e f : K → K uma função não expansiva. Então f tem um ponto fixo.
Demonstração: Assumimos que 0 ∈ K; se 0 /∈ K, consideramos um espaço homeomorfo a K
que contem o zero. Para cada n ≥ 1, escolhemos um número real kn com 0 < kn < 1 tal
que kn → 1. Consideremos, para cada n ∈ N∗, a função knf : K → K que leva x ∈ K em
knf(x) ∈ K. Esta função está bem definida pois, como K é convexo contendo zero, αK ⊂ K,
para 0 ≤ α < 1.
Para todo n ≥ 1, knf é uma contração. De fato:
‖knf(x)− knf(y)‖ = kn‖f(x)− f(y)‖ ≤ kn‖x− y‖.
Pela proposição 3.12, para cada n ≥ 1, existe xn ∈ K tal que knf(xn) = xn. Como kn → 1,
temos
‖xn − f(xn)‖ = ‖knf(xn)− f(xn)‖ = (1− kn)‖f(xn)‖ → 0.
Como (xn)n∈N∗ ⊂ K e K é compacto, existe uma subseqüência de (xn)n∈N∗ , que também
denotaremos por (xn)n∈N∗ , e existe x ∈ K tal que xn → x.
Pela continuidade de f , f(xn) → f(x) e portanto xn − f(xn) → x − f(x). Pela unicidade
do limite, x− f(x) = 0, ou seja, f(x) = x. Logo, x é ponto fixo de f .
O próximo resultado é uma versão para funções ponto a conjunto do teorema de existência
de pontos fixos para contrações.
Teorema 3.15. Sejam X um espaço de Banach e F : X → 2X uma contração tal que F (x) é
compacto para cada x ∈ X. Então F tem um ponto fixo.
Demonstração: Como F (x) é compacto para cada x ∈ X e F é uma contração, segue da
proposição 1.33 que F é semicontínua superior. Assim, pelo lema 1.16, F tem o gráfico fechado.
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Considere x0 ∈ X arbitrário. Se x0 ∈ F (x0), o teorema está provado. Se x0 /∈ F (x0), pela
compacidade de F (x0), existe x1 ∈ F (x0) tal que d(x1, x0) = d(x0, F (x0)). Se x1 ∈ F (x1), o
teorema está provado. Caso contrário, repetimos o procedimento. Construímos assim, para
cada n ≥ 0, xn+1 ∈ F (xn) tal que d(xn, xn+1) = d(xn, F (xn)). Sendo F uma contração, segue
que d(xn, xn+1) ≤ λnd(x0, x1). De fato, da definição de contração, existe λ ∈ (0, 1) tal que,
para todo x, y ∈ X, F (x) ⊂ B¯(F (y), λ d(x, y)). Assim, dados x, y ∈ X e z ∈ F (x), temos:
d(z, F (y)) ≤ λ d(x, y).
Considerando x = xn−1, y = xn e z = xn ∈ F (xn−1), segue que
d(xn, F (xn)) ≤ λ d(xn−1, xn).
Em seguida para x = xn−2, y = z = xn−1 ∈ F (xn−2), temos
d(xn−1, F (xn−1) ≤ λ d(xn−1, xn−2),
e assim sucessivamente. Portanto
d(xn+1, xn) = d(F (xn), xn) ≤ λ d(xn−1, xn)
= λ d(F (xn−1), xn−1) ≤ λ2 d(xn−2, xn−1)
= λ2 d(F (xn−2), xn−2) ≤ . . .
≤ λn d(x0, x1).
Como 0 < λ < 1, a seqüência (xn) é de Cauchy. De fato, dados m > n, temos
d(xm, xn) = d(xn+j, xn) ≤ d(xn+j, xn+j−1) + · · ·+ d(xn+1, xn)
≤ (λn+j−1 + · · ·+ λn) d(x1, x0)
= λn(λj−1 + · · ·+ λ+ 1) d(x1, x0)
= λn
1− λj
1− λ d(x0, x1)
≤ λn d(x1, x0)
1− λ .
Como λ ∈ (0, 1), fazendo n → ∞ segue que d(xm, xn) → 0. Como X completo, existe
x¯ ∈ X tal que xn → x¯. Por construção, xn+1 ∈ F (xn). Como F tem o gráfico fechado, segue
que x¯ ∈ F (x¯).
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Capítulo 4
Uma função ponto a conjunto importante
Uma classe importante de funções ponto a conjunto relacionada à teoria da aproximação, é a
classe das projeções métricas. Neste capítulo, analisamos alguns resultados para esse tipo
de função.
4.1 A projeção métrica
Definição 4.1. Considere X um espaço vetorial real normado e M ⊂ X um subconjunto
não vazio. A função ponto a conjunto PM : X → 2M que associa a cada elemento z ∈ X o
subconjunto PM(z) = {u ∈M ; ‖z − u‖ = d(z,M)} é chamada projeção métrica em M .
Quando PM(z) 6= ∅ para cada z ∈ X dizemos que M é proximinal e cada elemento
u ∈ PM(z) é chamado melhor aproximação de z em M . Em particular, quando PM(z) é
um conjunto unitário para cada z ∈ X, ou seja, quando PM é uma função usual, dizemos que
M é um conjunto de Chebyshev.
É importante ressaltar que PM(z) = M ∩ B¯(z, d), onde d denota a distância de z a M . De
fato, se u ∈ PM(z) então u ∈ M e d(z, u) = d(z,M) = d, e portanto u ∈ B¯(z, d). Para a
recíproca, d(z, u) ≤ d(z,M) = d e u ∈M implicam d(z, u) = d, ou seja, u ∈ PM(z).
Investigaremos algumas propriedades da projeção métrica tais como semicontinuidade e a
condição de Lipschitz em termos do conjunto M e do espaço X.
Lema 4.2. Se M é proximinal então M é fechado.
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Demonstração: Suponhamos, por absurdo, queM não seja fechado. Então existe uma seqüência
(zn)n∈N∗ ⊂ M tal que zn → z /∈ M . Então d(z,M) ≤ ‖z − zn‖ → 0. Logo d(z,M) = 0.
Entretanto, ‖z − u‖ > 0 para todo u ∈M . Isto contradiz o fato de PM(z) 6= ∅.
Exemplo 4.3. Considere X = {(x, y) ∈ R2; |x| ≥ 1} com a norma usual euclidiana e
M = {(x, y) ∈ R2; |x+ 2| ≤ 1 e |y| ≤ 1}.
Seja z = (2, 0) ∈ X. Temos que d(z,M) = 3, d(z, fr(M)) = √10 e PM(z) = {(−1, 0)}. Note
que o ponto u = (−1, 0) pertence ao interior de M , pois a bola B(u, 1
2
) em X está totalmente
contida em M . Este exemplo ilustra o fato que o elemento de melhor aproximação pode não
pertencer à fronteira do conjunto M .
Observamos que é possível ter PM(z) = ∅, mesmo quando M é um subespaço fechado.
Exemplo 4.4. Considere X = C([−1, 1],R) o espaço das funções contínuas f : [−1, 1] → R
munido da norma da integral: ‖f‖ = [∫ 1−1 |f(t)|2dt] 12 . Seja M = {f ∈ X; ∫ 10 f(t)dt = 0}.
Primeiramente mostremos que M é fechado. Seja (fn)n∈N∗ ⊂M tal que fn → f . Então
| ∫ 1
0
f(t) dt| = | ∫ 1
0
f(t)− fn(t) dt|
≤ ∫ 1−1 |f(t)− fn(t)| dt
≤ [∫ 1−1 |f(t)− fn(t)|2 dt] 12 [∫ 1−1 1 dt] 12
=
√
2 (
∫ 1
−1 |f(t)− fn(t)|2 dt)
1
2
=
√
2 ‖f − fn‖.
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Como ‖fn − f‖ → 0, segue que
∫ 1
0
f(t)dt = 0 e asssim f ∈M .
M é claramente um subespaço pela linearidade da integração.
Seja h ∈ X a função definida por h : [−1, 1] → R com h(t) = 1 para todo t ∈ [−1, 1]. Então,
para cada g ∈M ,
‖h− g‖2 = ∫ 1−1 |h(t)− g(t)|2 dt
=
∫ 0
−1 |1− g(t)|2 dt +
∫ 1
0
[1− 2g(t) + g2(t)] dt
=
∫ 0
−1 |1− g(t)|2 dt + 1 +
∫ 1
0
g2(t)dt
≥ 1.
A igualdade é verificada se, e somente se, g(t) = 1 para −1 ≤ t < 0 e g(t) = 0 para 0 < t ≤ 1.
Tal função g é descontínua, o que prova que d(h,M) ≥ 1 e que d(h, g) > 1, para toda g ∈M .
Considere agora 0 <  < 1 e defina a função h : [−1, 1]→ R por:
h(t) =

1 − 1 ≤ t ≤ −
−−1t −  ≤ t ≤ 0
0 0 ≤ t ≤ 1.
Note que h ∈M .
Como ‖h − h‖2 =
∫ 1
−1 |h(t) − h(t)|2dt =
∫ 0
− (1 +
t

)2dt +
∫ 1
0
1dt = 1 +

3
, segue que
d(h,M) ≤ 1. Logo, d(h,M) = 1 < d(h, g), para toda g ∈M .
Concluímos que não existe melhor aproximação de h em M . Portanto, M é um subespaço
fechado que não é proximinal.
Lema 4.5. Sejam X um espaço normado real e M ⊂ X um subconjunto fechado proximinal.
Então:
i) PM(z) é fechado, para cada z ∈ X.
ii) PM é idempotente, isto é, PM(PM(z)) = PM(z), para cada z ∈ X.
iii) Se M é convexo então PM(z) é convexo.
iv) Se M é um subespaço vetorial então PM(λz) = λPM(z), para cada z ∈ X e cada λ ∈ R.
v) Se M é um subespaço vetorial então PM(z+u) = PM(z)+u, para todo z ∈ X e todo u ∈M .
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Demonstração: (i) Dado z ∈ X, PM(z) = M ∩ B¯(z, d) é fechado pois é interseção finita de
fechados.
ii) Por definição, PM(u) = {u} para todo u ∈ M . Se w ∈ PM(z) ⊂ M então {w} = PM(w) ⊂
PM(PM(z)). Portanto, PM(z) ⊂ PM(PM(z)). Por outro lado, PM(w) = {w} ⊂ PM(z) de onde
segue que PM(PM(z)) ⊂ PM(z).
(iii) Sejam u1 e u2 em PM(z) e λ ∈ (0, 1). Devemos mostrar que λu1 + (1− λ)u2 ∈ PM(z). De
fato,
‖z − (λu1 + (1− λ)u2)‖ = ‖λ(z − u1) + (1− λ) (z − u2)‖
≤ λ ‖z − u1‖+ (1− λ) ‖z − u2‖
= d(z,M).
ComoM é convexo, λu1+(1−λ)u2 ∈M e concluímos que ‖z−(λu1+(1−λ)u2)‖ = d(z,M),
ou seja, λu1 + (1− λ)u2 ∈ PM(z).
(iv) Como M é subespaço, λM =M , para todo λ ∈ R, λ 6= 0. Portanto,
d(λz,M) = inf
w∈M
‖λz − w‖ = inf
v∈M
‖λz − λv‖ = |λ| inf
v∈M
‖z − v‖ = |λ| d(z,M).
Se u ∈ PM(λz) com λ 6= 0 então
‖u− λ z‖ = d(λz,M) = |λ| d(z,M).
Conseqüentemente,
‖z − 1
λ
u‖ = 1|λ| ‖λz − u‖ = d(z,M)
e portanto
1
λ
u ∈ PM(z), isto é, u ∈ λ PM(z).
A recíproca é análoga.
(v) Sejam z ∈ X e u ∈ M . Primeiramente, mostremos que PM(z + u) ⊂ PM(z) + u. Dado
w ∈ PM(z + u) segue que
‖(w − u)− z‖ = ‖w − (z + u)‖ = d(z + u,M) = d(z,M),
pois M é subespaço. Logo, w − u ∈ PM(z), de onde obtemos que w ∈ PM(z) + u.
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Mostremos agora que PM(x) + u ⊂ PM(x + u). Dado w = v + u ∈ PM(z) + u, como
w − u ∈ PM(z), segue que
‖(w − u)− z‖ = d(z,M) = d(z + u,M).
Portanto w ∈ PM(z + u).
Note que, quando M é um subespaço vetorial, segue do lema 4.5 que PM é um processo.
Lema 4.6. Se PM(z) 6= ∅ para todo z ∈ X então a função ponto a conjunto PM tem o gráfico
fechado.
Demonstração: Sejam (zn)n∈N∗ em X tal que zn → z ∈ X, (un)n∈N∗ em M tal que un ∈ PM(zn)
e un → u ∈M . Devemos mostrar que u ∈ PM(z).
Dado  > 0, existe n0 ∈ N∗ tal que
‖z − zn0‖ <

4
e ‖u− un0‖ <

2
.
Então
‖z − u‖ ≤ ‖z − zn0‖+ ‖zn0 − un0‖+ ‖un0 − u‖
= ‖z − zn0‖+ ‖u− un0‖+ d(zn0 ,M)
≤ 2‖z − zn0‖+ ‖u− un0‖+ d(z,M)
< + d(z,M),
Fazendo → 0 obtemos ‖z − u‖ ≤ d(z,M). Como u ∈M , segue que u ∈ PM(z).
Proposição 4.7. Sejam X um espaço de Banach e M um subconjunto compacto de X. Então
PM(z) é não vazio e compacto para cada z ∈ X. Além disso, PM tem o gráfico fechado.
Demonstração: Seja z ∈ X e considere a função contínua gz : M → R definida por gz(u) =
‖u−z‖. ComoM é compacto, existe u0 ∈M tal que ‖z−u0‖ = inf{‖z−u‖; u ∈M} = d(z,M).
Portanto, u0 ∈ PM(z).
A compacidade de PM(z) segue do fato que este é um subconjunto fechado do compactoM .
Pelo lema 4.6, PM tem o gráfico fechado.
Corolário 4.8. Se X é um espaço de Banach real e M um subconjunto compacto de X então
PM é semicontínua superior.
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Demonstração: O resultado segue do lema 1.18 e da proposição anterior.
Ressaltamos que a projeção métrica não é necessariamente semicontínua inferior, como
ilustra o seguinte exemplo:
Exemplo 4.9. Considere X = R2 com a norma do máximo: ‖(x, y)‖ = max{|x|, |y|} e o
conjunto M = {(x, |x|); x ∈ [−1, 1]}.
Como M é compacto, segue do corolário anterior que PM é semicontínua superior. Mostremos
que PM não é semicontínua inferior.
Considere u = (0, 2) ∈ R2. Então PM(u) = {(1, 1), (−1, 1)}. Seja v = (−1, 1) ∈ PM(u) e
considere a sequência (un)n∈N∗ ⊂ R2 definida por un = ( 1
n+ 1
, 2) com n ∈ N∗. Então un → u e
PM(un) = {(1, 1)}, para cada n ∈ N∗. Assim, qualquer seqüência (vn)n∈N∗ tal que vn ∈ PM(un)
é uma seqüência de termos constantes e iguais a (1, 1). Logo, não existe seqüência (wn)n∈N∗
com wn ∈ PM(un) tal que wn → (−1, 1) ∈ PM(u). Portanto, PM não é semicontínua inferior
em u.
De maneira análoga, pode-se mostrar que PM não é semicontínua inferior em qualquer ponto
u = (0, y) com y > 0.
Exemplo 4.10. Sejam X = {(x, y) ∈ R2; y = 0 e 0 < |x| < 1} ∪ {(1, 1), (−1, 1)} com a
norma usual de R2 e M = {(1, 1), (−1, 1)}.
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Como M é compacto, pelo lema 4.7, PM é semicontínua superior.
Para mostrar que PM é semicontínua inferior seja (zn)n∈N∗ ⊂ X tal que zn → z ∈ X e
consideremos u ∈ PM(z). Devemos mostrar que existe uma seqüência (un)n∈N∗ ⊂ M tal que
un ∈ PM(zn) e un → u. Se z = (x, y) com y > 0 então PM(z) = {(1, 1)}. Como zn → z,
denotando zn = (xn, yn), segue que existe n0 tal que yn > 0 para n ≥ n0. Então, para n ≥ n0,
escolhemos un = (1, 1) e, para n < n0, escolhemos un ∈ PM(zn) arbitrariamente. Portanto
un → u.
Observe que, neste exemplo, M é de Chebyshev.
Entretanto, PM não é de Lipschitz. De fato, para cada n ∈ N∗, considere
zn = (
1
n
, 0) e un = (
−1
n
, 0). Então d(zn, un) =
2
n
→ 0. Por outro lado, d(PM(zn), PM(un)) =
d((1, 1), (−1, 1)) = 2 para todo n ∈ N∗. Portanto, não existe c > 0 tal que
PM(zn) ⊂ B¯(PM(un), c d(zn, un))
e PM não é de Lipschitz.
A próxima proposição apresenta condições sobre M para que PM seja não expansiva, num
espaço de Hilbert.
Proposição 4.11. Sejam X um espaço de Hilbert real e M ⊂ X um subconjunto convexo,
fechado e de Chebyshev. Então PM : X → 2M é não expansiva, ou seja, para todo w, v ∈ X
‖PM(w)− PM(v)‖ ≤ ‖w − v‖.
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Demonstração: Provemos primeiramente que < PM(v)− PM(w), PM(w)− w > ≥ 0.
Sejam λ ∈ (0, 1) e zλ = λPM(v)+ (1−λ)PM(w). Como M é convexo, zλ ∈M , e conseqüen-
temente
‖PM(w)− w‖ = d(w,M) ≤ ‖zλ − w‖, para todo λ ∈ (0, 1).
Portanto,
‖zλ − w‖2 = ‖λ PM(v) + (1− λ)PM(w)− w‖2
= ‖λ [PM(v)− PM(w)] + [PM(w)− w]‖2
= λ2 ‖PM(v)−PM(w)‖2+2λ < PM(v)−PM(w), PM(w)−w > +‖PM(w)−w‖2
≤ λ2 ‖PM(v)− PM(w)‖+ 2λ < PM(v)− PM(w), PM(w)− w > +‖zλ − w‖2
Segue então que
λ2 ‖PM(v)− PM(w)‖2 + 2λ < PM(v)− PM(w), PM(w)− w > ≥ 0
e conseqüentemente
λ
2
‖PM(v)− PM(w)‖2+ < PM(v)− PM(w), PM(w)− w > ≥ 0, para todo λ ∈ (0, 1).
Fazendo λ→ 0+, concluímos que
< PM(v)− PM(w), PM(w)− w > ≥ 0.
Analogamente, obtemos:
< PM(v)− PM(w), v − PM(v) > ≥ 0.
Usando tais desigualdades, mostremos agora que
‖PM(v)− PM(w)‖2 ≤ < PM(v)− PM(w), v − w > .
De fato, < PM(v)− PM(w), v − w > = < PM(v)− PM(w), v − PM(v) >
+ < PM(v)− PM(w), PM(v)− PM(w) >
+ < PM(v)− PM(w), PM(w)− w >
= < PM(v)− PM(w), v − PM(v) >
+ < PM(v)−PM(w), PM(w)−w > + ‖PM(v)−PM(w)‖2
≥ ‖PM(v)− PM(w)‖2
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Finalmente provemos que
‖PM(v)− PM(w)‖ ≤ ‖v − w‖.
De fato, ‖v − w‖2 = ‖[v − PM(v)− w + PM(w)] + [PM(v)− PM(w)]‖2
= ‖v − PM(v)− w + PM(w)‖2 + ‖PM(v)− PM(w)‖2
+2 < v − PM(v)− w + PM(w), PM(v)− PM(w) >
= ‖v − PM(v)− w + PM(w)‖2 + ‖PM(v)− PM(w)‖2
+2 < v − w − [PM(v)− PM(w)], PM(v)− PM(w) >
= ‖v − PM(v)− w + PM(w)‖2 + ‖PM(v)− PM(w)‖2
+2 < v − w,PM(v)− PM(w) > −2‖PM(v)− PM(w)‖2
= ‖v − PM(v)− w + PM(w)‖2 − ‖PM(v)− PM(w)‖2
+2 < v − w,PM(v)− PM(w) >
≥ ‖v − PM(v)− w + PM(w)‖2 + ‖PM(v)− PM(w)‖2
≥ ‖PM(v)− PM(w)‖2
Portanto, ‖PM(v)− PM(w)‖ ≤ ‖v − w‖ e PM é não expansiva.
Proposição 4.12. Sejam X um espaço de Hilbert real e M ⊂ X um subespaço fechado. Então
w ∈ PM(z) se, e somente se, z − w ∈ M⊥, isto é, < z − w, u >= 0 para todo u ∈ M . Neste
caso, PM coincide com a projeção ortogonal sobre M .
Demonstração: Considere z ∈ X e w ∈ PM(z). Se z−w /∈M⊥ então existe v ∈M com ‖v‖ = 1
tal que < z − w, v >6= 0. Portanto o elemento z − w − < z − w, v > v é ortogonal a v. Do
teorema de Pitágoras segue que:
‖z − w‖2 = ‖z − w− < z − w, v > v + < z − w, v > v‖2
= ‖(z − w)− < z − w, v > v‖2 + ‖ < z − w, v > v‖2
= ‖(z − w)− < z − w, v > v‖2 + | < z − w, v > |
> ‖(z − w)− < z − w, v > v‖2.
Logo, ‖z−w‖ > ‖z− (w+ < z−w, v > v)‖, o que é impossível pois w+ < z−w, v > v ∈M
e w ∈ PM(z). Portanto, z − w ∈M⊥.
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Suponha agora que w ∈ M e z − w ∈ M⊥. Então z − w é ortogonal a qualquer u ∈ M .
Pelo teorema de Pitágoras,
‖z − w − u‖2 = ‖z − w‖2 + ‖u‖2 ≥ ‖z − w‖2, para todo u ∈M.
Logo, w ∈ PM(z).
Corolário 4.13. Se X é um espaço de Hilbert real e M ⊂ X é um subespaço fechado de
Chebyshev então PM é linear, isto é, PM(z + v) = PM(z) + PM(v), para todo z, v ∈ X.
Demonstração: Pela proposição 4.12, z − PM(z) ∈ M⊥ e v − PM(v) ∈ M⊥. Como M⊥ é um
subespaço, (z + v) − (PM(z) + PM(v)) = (z − PM(z)) + (v − PM(v)) ∈ M⊥. Sendo M de
Chebyshev e PM(z) + PM(v) ∈M , segue que PM(z + v) = PM(z) + PM(v).
4.2 Semicontinuidade da projeção métrica
Estudaremos a seguir condições para a existência de melhor aproximação e para a semicon-
tinuidade da projeção métrica.
Definição 4.14. Um subconjunto fechado e não vazio M de um espaço normado X é limi-
tadamente compacto se M ∩ B¯(z, r) é compacto, para cada z ∈ X e cada r > 0.
É imediato que todo conjunto compacto é limitadamente compacto. Num espaço normado
de dimensão finita, todo conjunto fechado é limitadamente compacto pois B¯(z, r) é compacta.
Exemplo 4.15. Seja R2 com a norma do máximo e considere M = {(x, y) ∈ R2; x ≤ 0} ∪
{(x, y) ∈ R2; x ≤ y}.
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Temos que PM(1, 0) = {(1
2
,
1
2
)} e PM(1,−1) = {(0, y) ∈ R2; −2 ≤ y ≤ 0}. Note que se
z = (x, y) /∈M com x > 0 e y ≥ 0 então PM(z) é unitário e se z = (x, y) /∈M com y < 0 então
PM(z) é um segmento de reta. Portanto, PM(z) é convexo, para cada z ∈ R2 embora M não o
seja.
Definição 4.16. Sejam M ⊂ X um subconjunto fechado não vazio e z ∈ X. Uma seqüência
(wn)n∈N∗ em M é minimizante para z se ‖z − wn‖ → d(z,M).
Ressaltamos que toda seqüência minimizante (wn)n∈N∗ para z é limitada pois
‖wn‖ ≤ ‖wn − z‖+ ‖z‖ → d(z,M) + ‖z‖.
A existência de seqüências minimizantes segue do fato que, para cada n ≥ 1, existe wn ∈M
tal que d(z,M) ≤ ‖z − wn‖ < d(z,M) + 1
n
, como conseqüência da definição de ínfimo.
Definição 4.17. Um subconjunto fechado e não vazio M ⊂ X é chamado aproximativa-
mente compacto se para cada z ∈ X e cada seqüência minimizante (wn)n∈N∗ para z, com
(wn)n∈N∗ em M , existem uma subseqüência (wnk)k∈N∗ e w ∈M tais que wnk → w.
Lema 4.18. Todo conjunto limitadamente compacto M é aproximativamente compacto.
Demonstração: Sejam z ∈ X e (wn)n∈N∗ ⊂ M uma seqüência minimizante para z. Denotando
d = d(z,M), como ‖z − wn‖ → d, existe n0 ∈ N∗ tal que wn ∈ M ∩ B¯(z, d + 1) para todo
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n ≥ n0. Como M é limitadamente compacto, existem (wnk)k∈N∗ e w ∈M ∩ B¯(z, d+1) tais que
wnk → w.
Lema 4.19. Se X é um espaço de Hilbert real e M ⊂ X é um conjunto convexo e fechado
então M é aproximativamente compacto.
Demonstração: Sejam z ∈ X, (wn)n∈N∗ ⊂M uma seqüência minimizante para z e d = d(z,M).
Provemos que (wn)n∈N∗ é de Cauchy. De fato,
‖wn − wm‖2 = ‖(z − wn)− (z − wm)‖2
= 2 [‖z − wn‖2 + ‖z − wm‖2]− ‖2z − (wn + wm)‖2
= 2 [‖z − wn‖2 + ‖z − wm‖2]− 4 ‖z − 1
2
(wn + wm)‖2
≤ 2 [‖z − wn‖2 + ‖z − wm‖2]− 4d2.
Sendo M convexo,
1
2
(wn + wm) ∈M e, assim, d ≤ ‖z − 1
2
(wn + wm)‖.
Como ‖z − wn‖ → d e ‖z − wm‖ → d, segue que ‖wn − wm‖ → 0. Portanto (wn)n∈N∗ é de
Cauchy.
Como X é completo, existe w ∈ X tal que wn → w. Sendo M fechado e (wn)n∈N∗ ⊂ M ,
segue que w ∈M , e portanto M é aproximativamente compacto.
Corolário 4.20. Todo subespaço fechado de um espaço de Hilbert é aproximativamente com-
pacto.
Demonstração: Imediata do lema anterior já que todo subespaço é convexo.
Nem todo conjunto aproximativamente compacto é limitadamente compacto, como mostra
o seguinte exemplo:
Exemplo 4.21. Seja X = l2 o espaço das seqüências reais com quadrados somáveis munido
da norma ‖z‖ = [∑ |zn|2] 12 se z = (zn)n∈N∗ ∈ l2. Considere o subespaço fechado M = {z =
(zn)n∈N∗ ∈ l2; z1 = 0}
M é aproximativamente compacto pelo corolário 4.20. Entretanto, M não é limitadamente
compacto. De fato, a bola unitária fechada B¯ de M é a interseção de M com a bola unitária
fechada de X. SeM fosse limitadamente compacto, então B¯ seria compacta e portantoM teria
dimensão finita.
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Proposição 4.22. Todo conjunto aproximativamente compacto e fechado M é proximinal.
Demonstração: Seja z ∈ X. Considere (wn)n∈N∗ em M uma seqüência minimizante para z.
Como M é aproximativamente compacto, existem (wnk)k∈N∗ e w ∈ M tais que wnk → w.
Portanto,
‖z − w‖ = lim ‖z − wnk‖ = d(z,M).
Então, w ∈ PM(z).
Corolário 4.23. Todo conjunto limitadamente compacto é proximinal. Em particular, todo
subconjunto fechado de um espaço normado de dimensão finita é proximinal.
Demonstração: A demonstração é imediata da proposição anterior e do lema 4.18.
Corolário 4.24. Todo subconjunto convexo e fechado de um espaço de Hilbert é proximinal.
Demonstração: A demonstração é imediata da proposição anterior e do lema 4.19.
Conjuntos aproximativamente compactos não representam todos os conjuntos proximinais
como mostra o seguinte exemplo.
Exemplo 4.25. Sejam X = l2, como no exemplo 4.21, e o subconjuntoM = {z ∈ l2; ‖z‖ = 1}.
M é proximinal pois PM(0) = M e PM(z) = { z‖z‖} se z 6= 0. Entretanto, M não é aproxima-
tivamente compacto. De fato, seja z = (0, 0, . . .) /∈ M e considere a seqüência (en)n∈N∗ em M
definida por en = (0, . . . , 0, 1, 0, . . .) cuja n-ésima coordenada é um e as demais nulas. Então
‖z − en‖ = ‖en‖ = 1 = d(z,M) e portanto (en)n∈N∗ é minimizante para z.
Como ‖em − en‖ =
√
2 para todo m 6= n, segue que (en)n∈N∗ não admite subseqüência conver-
gente.
Teorema 4.26. Se M 6= ∅ é um subconjunto aproximativamente compacto e fechado de um
espaço de Banach real X então PM é semicontínua superior.
Demonstração: Pela proposição 4.22, PM(z) 6= ∅ para cada z ∈ X. Sejam A ⊂ M um
subconjunto fechado arbitrário e B = {z ∈ X; PM(z) ∩ A 6= ∅}. Considere (zn)n∈N∗ em B tal
que zn → z ∈ X. Pela definição de B, para cada n ∈ N∗, existe wn ∈ PM(zn) ∩ A. Portanto,
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d(z,M) ≤ d(z, wn)
≤ d(z, zn) + d(zn, wn)
= d(z, zn) + d(zn,M)
≤ 2 d(z, zn) + d(z,M).
Fazendo n → ∞, obtem-se d(z, wn) → d(z,M). Logo, (wn)n∈N∗ é uma seqüência mini-
mizante para z. Sendo M aproximativamente compacto, existe uma subseqüência (wnk)k∈N∗
que converge para w ∈M . Então,
d(z,M) ≤ d(z, w)
≤ d(z, wnk) + d(wnk , w)
≤ 2 d(z, znk) + d(z,M) + d(wnk , w).
Fazendo k → ∞ resulta que d(z, w) = d(z,M), isto é, w ∈ PM(z). Por outro lado, como
wnk ∈ A para todo k ∈ N e A é fechado segue que w ∈ A. Conseqüentemente, w ∈ PM(z) ∩A,
ou seja, z ∈ B. Logo, B é fechado. Pelo corolário 1.13 PM é semicontínua superior.
Corolário 4.27. Se M 6= ∅ é um subconjunto limitadamente compacto e fechado de um espaço
de Banach real X então PM é semicontínua superior.
A demonstração é imediata do teorema 4.26 e do lema 4.18.
A condição de ser aproximativamente compacto é essencial no teorema anterior. Apresenta-
mos a seguir um exemplo no qual PM não é semicontínua superior. O conjunto M considerado
não é aproximativamente compacto.
Exemplo 4.28. Seja X = R2 com a norma euclidiana usual e considere o subconjunto M =
{(x, y) ∈ R2; |x| ≥ 1} ∪ {(x, y) ∈ R2; x2 + y2 ≥ 1 e y ≥ 0}} \ {(1, 0), (−1, 0)}.
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PM não é semicontínua superior em (0, 0). De fato, PM(0, 0) = {(x, y) ∈ R2; x2 + y2 = 1 e
y > 0}. Consideremos o aberto V = {(x, y) ∈ R2; y > 0} contendo PM(0, 0). Dada uma
vizinhança arbitrária U = B((0, 0), ) com  > 0, considere z = (0,− 
2
) ∈ U. Então PM(z) =
{(−1,− 
2
), (1,

2
)} " V e portanto, PM(U) " V . Logo, PM não é semicontínua superior.
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