• While biological datasets are growing dramatically, they tend to exhibit low entropy
Introduction
Throughout all areas of data science, an explosion of data confronts researchers. In many fields, this increase is exponential in nature, outpacing Moore's and Kryder's laws on the respective doublings of transistors on a chip and long-term data storage density (Kahn, 2011) . As such, the challenges posed by the massive influx of data cannot be solved by waiting for faster and larger capacity computers, but require instead the development of data structures and representations that exploit complex structure in the dataset.
Here, we focus on similarity search, where the task at hand is to find all entries in some database that are 'similar,' or approximate matches, to some query item. Much like sorting is a primitive operation in computer science, similarity search is a fundamental operation in data science and lies at the heart of many other problems. Traditionally, approximate matching has been studied primarily in the context of strings under edit distance metrics (e.g., for spell-checkers) (Ukkonen, 1985) . However, similarity search has also demonstrated increasing importance in biological system domains, including chemical graphs (Schaeffer, 2007) , local alignment of sequences (Altschul et al., 1990; Kent, 2002) , and protein structures . Importantly, while there exist compressed data structures such as the compressed suffix array and the FM-index (Grossi & Vitter, 2005; Ferragina & Manzini, 2000) , they only apply to strings, while our approach applies to any space with a well-behaved distance function.
As available data grows exponentially Yu et al., 2015) (e.g., genomic data in Figure S2 ), algorithms that scale linearly with the amount of data no longer suffice. The primary ways the literature addresses this problem-locality sensitive hashing (Indyk & Motwani, 1998) , vector approximation (Ferhatosmanoglu et al., 2000) , and space partitioning (Weber et al., 1998 )-involve the construction of data structures that admit a more efficient search operation. However, we note that as biological data increases, not only does the redundancy present in the data also increase (Loh et al., 2012) , but internal structure (such as low fractal dimension) also becomes apparent. Existing general purpose methods do not explicitly exploit the particular properties of biological data to accelerate search (Supplemental Methods: Theory).
In the specific context of local alignment in genomics search, however, the emerging field of 'compressive genomics' has shown that existing tools such as BLAST and BLAT can be compressively accelerated by taking advantage of high redundancy between related genomes using link pointers and edit scripts to a database of unique sequences (Loh et al., 2012) . Equally encouraging results have been demonstrated for local alignment in proteomics, using similar strategies . Empirically, this compressive acceleration appears to scale almost linearly in the entropy of the database, often resulting in orders of magnitude better performance.
In this paper, we generalize and formalize this approach by introducing a mathematically rigorous class of entropy-scaling data structures for omics similarity search: data structures that provably scale linearly in both time and space with the entropy of the database, and thus sublinearly with the entire database. Specifically, if similarity is defined by a metric-like distance function (e.g., edit or Hamming distance) and the database exhibits both low 'metric entropy' and 'fractal dimension', this data structure performs much better than naïve and even optimized methods. Note that metric entropy is not to be confused with the notion of a distance metric. This data structure allows for minimal (or even zero) loss in recall, coupled with zero loss in specificity. These entropy-scaling data structures can in principle be used to organize nearly any large dataset for faster and more space-efficient analysis, and we provide guidance as to how to determine their efficacy for any dataset. Moreover, we demonstrate their utility on similarity search problems drawn from the three major biological "big challenges of big data:" pharmaceuticals, genomics, and protein structure (Marx, 2013) . Not only do these order-of-magnitude improvements in running time promise to enable new workflows for practitioners (e.g. fast first-pass computational drug screens and local analyses of sequencing data in remote field sites for real-time epidemic monitoring), but the general theory of entropy-scaling data structures that we introduce can be straightforwardly applied to accelerate other search tools.
Results
Entropy-scaling data structure for similarity search In the following we consider entropy to be nearly synonymous with distance between points in a high-dimensional space. For genomic sequences, this can be edit distance; for chemical graphs, Tanimoto distance; and for general vectors, Euclidean or cosine distance. We are interested in the similarity search problem of finding all points in a set that are close to (i.e., similar to) the query point. The basics of the data structure itself are presented in Figure 1 , but here we provide conceptual motivation.
Let us first consider what it means for a large biological dataset, considered as points in a high-dimensional space, to be highly redundant. Perhaps many of the points are exact duplicates; this easy scenario is trivially exploited by de-duplication and is already standard practice, such as the NR NCBI protein database (Pruitt et al., 2005) . Or maybe the points mostly live on a low-dimensional subspace; statistical tools such as Principal Component Analysis exploit this property in data analysis. Furthermore, if the dimension of the subspace is sufficiently low, it can be divided into cells, allowing quick similarity searches by looking only at nearby cells (Weber et al., 1998) . However, when the dimensionality of the subspace increases, cell search time grows exponentially; additionally, in sparse datasets, most of the cells will be empty, which wastes search time.
More importantly, biological datasets generally do not live in low-dimensional subspaces. Consider the instructive case of genomes along an evolutionary 'tree of life' (Figure 2 ). Such a tree has many branches (though admixture merges branches back together), and looks nearly 1-dimensional locally, but it is globally of higher dimension. Additionally, because of diffusion due to mutation, each of the branches is also 'thick' (high-dimensional) when looked at closely. Viewing this example as a low-dimensional subspace, as in PCA, is incorrect.
However, the local low-dimensionality can be exploited by looking on the right scales: a coarse scale in which the tree looks 1-dimensional locally and a fine scale where the branch width matters. We cover the tree with spheres of radius r c , where r c is on the order of the branch width; these spheres determine our clusters, and the number of them is the metric entropy of Figure 1 : Entropy-scaling data structure for similarity search. (a) The naïve approach tests each query against each database entry to find entries within distance r of the query (inside the small green disc). (b) By selecting appropriate cluster centers with maximum radius r c to partition the database, we can (c) first do a coarse search to find all cluster centers within distance r + r c of a query (larger green disc), and then the (d) triangle inequality guarantees that a fine search over all corresponding cluster entries (blue polygonal regions) will suffice.
Figure 2:
Cartoon depiction of points in an arbitrary high-dimensional space that live close to a 1D tree-like structure, as might arise from genomes generated by mutation and selection along an evolutionary tree of life. Although high-dimensional at a fine scale, at the coarser scale of covering spheres, the data cloud looks nearly 1-dimensional, which enables entropyscaling of similarity search. The cluster center generation was performed using the same method we used for protein structure search. the tree . Because all the points within a sphere are close to each other, they are highly redundant and can be encoded in terms of one another, saving space.
By the triangle inequality, in order to search for all points within distance r of a query we need only look in nearby spheres with centers (i.e., representatives) within a distance r + r c of the query (Figure 1d ). However, because the spheres have radius comparable to branch width, the tree is locally 1-dimensional on the coarse scale; we will call this the fractal dimension d = 1 of the tree at the scale r c , where r c is essentially our ruler size. Thus, increasing the search radius for coarse search only linearly increases the number of points that need to be searched in a fine search.
A similar analysis holds in the more general case. Given a database with fractal dimension d and metric entropy k at the scale r c , we show in the Supplemental Methods that the time-complexity of similarity search on database D for query q with radius r is
Thus, for small fractal dimension and output size, similarity search is asymptotically linear in metric entropy. Additionally, because the search has to look at only a small subset of the clusters, the clusters can be stored in compressed form, and only decompressed as needed, giving space savings that also scale with entropy. As an aside, note that the space-complexity actually scales with the sum of metric and information-theoretic entropy, rather than just metric entropy (Supplemental Methods: Theory). Entropy-scaling data structures can be expected to provide a boost to approximate search when fractal dimension is low (i.e., close to 1) and metric entropy is low. Specifically, the ratio |D| k provides an estimate of the acceleration factor for just the coarse search component compared to a full linear search. Local fractal dimension around a data point can be computed by determining the number of other data points within two radii r 1 and r 2 of that point; given those point counts (n 1 and n 2 , respectively), fractal dimension d is simply d = log(n 2 /n 1 ) log(r 2 /r 1 ) . Sampling this property over a dataset can provide a global average fractal dimension; low fractal dimension will indicate that fine search time will not obviate the gains provided by an entropy-scaling data structure.
We have presented the simplest such data to analyze for clarity of exposition. However, real data is generally messier. Sometimes the distance function is not a metric, so we lose the triangle inequality guarantee of 100% sensitivity; sometimes different distance functions can be used for the clustering versus search; and sometimes even what counts as a distinct data point is not entirely clear without domain knowledge (for example, long genomic sequences might be better broken into shorter subsequences).
We show in the following that entropy-scaling data structures are robust to the variations presented by real data. Through the diversity of the applications we explore in this paper, we demonstrate that the general scheme works for massively accelerating similarity search in a set of different contexts. These applications are enabled by augmenting the data structure with domain-specific distance functions in different stages of the algorithm, as well as preprocessing to take advantage of domain-specific knowledge. We expect that so long as the dataset exhibits both low entropy and low fractal dimension-and this is empirically true in biological systems-our entropy-scaling data structure has the potential to achieve massive speedup over more naïve methods and significant speedup over even other highly optimized methods.
Application to high-throughput drug screening
Chemogenomics is the study of drug and target discovery by using chemical compounds to probe and characterize proteomic functions (Bredel & Jacoby, 2004) . Particularly in the fields of drug discovery and drug repurposing, prediction of biologically active compounds is a critical task. Computational high-throughput screening can eliminate many compounds from wet-lab consideration, but even this screening can be time-consuming. PubChem (Bolton et al., 2008) , a widely-used repository of molecular compound structures, has grown greatly since 2008. In July 2007, PubChem contained 10.3 million compounds. In October 2013, PubChem contained roughly 47 million compounds, while in December 2014 it contained 61.3 million compounds.
We designed this compression and search framework around one of the standard techniques for high-throughput screening of potential drug compounds, the use of maximum common subgraph (MCS) to identify similar motifs among molecules (Cao et al., 2008; Rahman et al., 2009) . We introduce Ammolite, a method for clustering molecular databases such as PubChem, and for quickly searching for similar molecular structures in compressed space. Ammolite demonstrates that entropy-scaling methods can be extended to data types that are not inherently sequence based. Ammolite is a practical tool that provides approximately a factor of 10 speed-up with greater than 95% accuracy compared to the popular SMSD (Rahman et al., 2009) .
MCS-based search of molecule databases typically matches pairs of molecules by Tanimoto distance (Rahman et al., 2009) . Tanimoto distance obeys the triangle inequality, and is more useful in the domain of molecular graphs than other distance metrics such as graph distance (Bunke & Shearer, 1998) .
To compress a molecule database, we project the space of small molecules onto a subspace by removing nodes and edges that do not participate in simple cycles ( Figure S1 ). Clusters are exactly pre-images of of this projection operator (i.e., all molecules that are isomorphic after simplification form a cluster). Coarse search is performed by finding the MCS on this much smaller projection subspace. This increases speed by reducing both the required number of MCS operations and the time required for each MCS operation, which scales with the size of the molecule. It is worth noting that this pre-processing of molecular graphs can cause the triangle inequality to be violated; while the distance function is a metric, the clustering does not respect that metric. Ammolite can be readily plugged into existing analysis pipelines for high-throughput drug screening.
Our entropy-scaling data structure can be applied to PubChem because it has both low fractal dimension and low metric entropy. In particular, we determined the mean local fractal dimension of PubChem to be approximately 0.2 in the neighborhood between 0.2 and 0.4 Tanimoto distance, and approximately 1.9 in the neighborhood between 0.4 and 0.5. The expected speedup is measured by the ratio of database size to metric entropy, which for PubChem is approximately 11:1.
Because SMSD is not computationally tractable on the entire PubChem database, we benchmarked Ammolite against SMSD on a subset of 1 million molecules from PubChem. Since SMSD's running time should scale linearly with the size of the database, we extrapolated the running time of SMSD on a subset of 10 million molecules, as well as on the entire Pub-Chem database. For these benchmarks, we used three query molecules with at least two cyclohexane rings, namely PubChem IDs 28250541, 1504670, and 23743178. We also used SMSD as a gold standard against which we measured Ammolite's recall. As shown in Table 1a , Ammolite achieves at least 96% recall with respect to SMSD. Furthermore, as shown in Tables 1b and 1c, Ammolite's speed gains with respect to SMSD grow as the database grows. Figure 3 illustrates this scaling for one query. 
Application to metagenomics
Metagenomics is the study of genomic data sequenced directly from environmental samples. It has led to improved understanding of how ecosystems recover from environmental damage (Tyson et al., 2004) and how the human gut responds to diet and infection (David et al., 2014) . Metagenomics has even provided some surprising insights into disorders such as Autism Spectrum Disorder (MacFabe, 2012).
BLASTX (Altschul et al., 1990) is widely used in metagenomics to map reads to protein databases such as KEGG (Kanehisa & Goto, 2000) and NCBI's NR (Sayers et al., 2011) . This mapping is additionally used as a primitive in pipelines such as MetaPhlAn (Segata et al., 2012) , PI-CRUSt (Langille et al., 2013) , and MEGAN (Huson et al., 2011) to determine the microbial composition of a sequenced sample. Unfortunately, BLASTX's run time requirements scale linearly with the product of the size of the full read dataset and the targeted protein database, and thus each year require exponentially more runtime to process the exponentially growing read data. These computational challenges are at present a barrier to widespread use of metagenomic data throughout biotechnology, which constrains genomic medicine and environmental genomics (Frank & Pace, 2008) . For example, Mackelprang et al. (2011) reported that using BLASTX to map 246 million reads against KEGG required 800,000 CPU hours at a supercomputing center.
Although this is a problem already for major research centers, it is especially limiting for on-site analyses in more remote locations. In surveying the 2014 Ebola outbreak, scientists physically shipped samples on dry ice to Harvard for sequencing and analysis (Gire et al., 2014) . Even as sequencers become more mobile, lack of fast Internet connections in remote areas can make it impossible to centralize and expediate processing (viz.: the cloud); local processing on resource-constrained machines remains essential. Thus, a better-scaling and accurate version of BLASTX raises the possibility of not only faster computing for large research centers, but also of performing entirely on-site sequencing and metagenomic analyses.
We have applied our entropy-scaling data structure to the problem of metagenomic search and demonstrate caBLASTX, a method whose software implementation provides an acceleration of BLASTX by a factor of up to 673. This application illustrates the potential of entropy-scaling data structures, while providing a useful tool for metagenomic research. It can be readily plugged into existing analysis pipelines (e.g., for microbial composition analysis using MEGAN).
CaBLASTX is useful for two of the most common metagenomic analysis tasks. The first of these is mapping short nucleotide reads generated by nextgeneration sequencing technology to a protein database, while the second is mapping assembled or partially-assembled nucleotide sequences. In the former instance, there is typically high coverage of the metagenomes being sequenced, ranging from 30x to 200x coverage. CaBLASTX takes advantage of this redundancy by clustering the read set as well, obtaining an additional speed gain that is proportional to the amount of redundancy in the read data. We note that this query-side clustering is in addition to the entropyscaling framework as described and the run-time cost of clustering queries cannot be amortized over future queries, so we expect this enhancement to provide a constant factor improvement.
Our entropy-scaling data structure can be applied to the NCBI's NR database because it, like PubChem, exhibits low fractal dimension and metric entropy. We determined the mean local fractal dimension of the NCBI's NR database, using sequence identity of alignment as a distance function, to be approximately 1.6 in the neighborhood between 70% and 80% protein sequence identity. The ratio of database size to metric entropy, which gives an indicator of expected speedup, is approximately 30:1. Indeed, the notion that protein sequence space exhibits structure, and lends itself to clustering, has precedent (Linial et al., 1997) . To evaluate the run-time performance of caBLASTX, we tested it against BLASTX and two other top-performing tools: RapSearch2 (Zhao et al., 2012) and the recently-released Diamond . On a largescale publicly-available database (Supplemental Methods), we found that caBLASTX provides substantial runtime improvements (although similar to Diamond) at greater accuracy (Table 2a ). Notably, the running time for BLASTX was 14,423 minutes, while caBLASTX took 21 minutes, a speedup of 673x.
CaBLASTX also sped up BLASTX in aligning assemblies thought to be exons to a protein database, in which case metagenomic reads have already been assembled (Table 2a ). We benchmarked caBLASTX versus BLASTX on a dataset consisting of 22,778 assemblies from human gut microbiota, 3.1 megabases in total, searching against the NCBI's 'NR' non-redundant protein database from September 2014. The running time of BLASTX was 3235 minutes, compared to 123 minutes for caBLASTX, a speedup of 26.3. In this instance, the query-side clustering of caBLASTX is not applicable, so the performance gains are more modest. For both next-generation sequencing (NGS) reads and assemblies, Diamond had slightly faster running time than caBLASTX, albeit at the expense of accuracy, while RapSearch2 was slower.
As shown in Table 2b , caBLASTX achieves substantially better accuracy than other methods: 99.2% accuracy on assemblies and 95.7% accuracy even on the raw reads. Experiments validating accuracy treated BLASTX as a gold standard. Since caBLASTX accelerates BLASTX using entropy-scaling techniques, false positives with respect to BLASTX are not possible, but false negatives are. We compared the hits from BLASTX and caBLASTX on the same human gut assemblies and raw reads used for benchmarking, in order to evaluate the accuracy when query-side compression is not used. As false positive hits with respect to BLASTX are not possible, we report as accuracy the fraction of BLASTX hits that are also returned by caBLASTX.
While Diamond is somewhat faster than caBLASTX, its running time still scales linearly with database size. In contrast, as an entropy-scaling search, caBLASTX will demonstrate greater acceleration as database sizes grow . Furthermore, Diamond achieves its constant acceleration at the expense of accuracy, particularly on raw reads. Moreover, caBLASTX accelerates standard BLASTX itself, and allows the user to pass arbitrary parameters to the underlying BLASTX during fine search. Thus, caBLASTX may be suitable for a wider variety of existing analysis pipelines.
Application to protein structure search
The relationship between protein structure and function has been a subject of intense study for decades, and this strong link has been used for the prediction of function from structure (Hegyi & Gerstein, 1999) . Specifically, given a protein of solved (or predicted) structure but unknown function, the efficient identification of structurally similar proteins in the Protein Data Bank (PDB) is critical to function prediction. Finding structural neighbors can also give insight into the evolutionary origins of proteins of interest (Yona et al., 1999; Nepomnyachiy et al., 2014) .
One approach to finding structural neighbors is to attempt to align the query protein to all the entries in the PDB using a structural aligner, such as STRUCTAL (Subbiah et al., 1993) , ICE (Shindyalov & Bourne, 1998) , or Matt (Menke et al., 2008) . However, performing a full alignment against every entry in the PDB is prohibitively expensive, especially as the database grows. To mitigate this, introduced the tool FragBag, which avoids performing full alignments but rather describes each protein as a 'bag of fragments,' where each fragment is a small structural motif. FragBag has been reported as comparable to structural aligners such as STRUCTAL or ICE, and its bag-of-fragments approach allows it to perform comparisons much faster than standard aligners. Importantly for us, the bag of fragments is just a frequency vector, making FragBag amenable to acceleration through entropy-scaling.
By first verifying that the local fractal dimension of PDB FragBag frequency vectors is low in most regimes (d ≈ 2 − 3), Figure S3 ), we are given reason to think that this problem is amenable to entropy-scaling search. As an estimate of potential speedup, the ratio of PDB database size to metric entropy at for the chosen cluster radii is on average approximately 10:1. We directly applied our entropy-scaling data structure without any additional augmentation: esFragBag (entropy-scaling FragBag) is able to achieve an average factor of 10 speedup of the highly-optimized FragBag with less than 0.2% loss in sensitivity and no loss in specificity.
For this last example, we intentionally approach the application of entropyscaling data structures to FragBag in a blind manner, without using any domain-specific knowledge. Instead, we use the very same representation (bag of fragments) and distance functions (Euclidean and cosine distances) as FragBag, coupled with a greedy k-centers algorithm to generate the clustered representation. Note that this is in stark contrast to caBLASTX and Ammolite, which both exploit domain knowledge to further improve performance. Thus, esFragBag only involves extending an existing codebase with new database generation and similarity search functions.
We investigate the increases in speed resulting from directly applying the entropy-scaling data structure for both Euclidean and cosine distances and found the acceleration is highly dependent on both the search radius and cluster radius ( Figure 4 ). For cosine distance, we generated databases with maximum cluster radii of 0.1, 0.2, 0.3, 0.4, and 0.5. Then, for each query protein from the set {4rhv, 1ake, 1bmf, 1rbp} (identified by PDB IDs), we ran both naïve and accelerated similarity searches with radii of 0.02i, ∀i ∈ {0, . . . , 49}. This test was repeated 5 times for each measurement, and the ratio of average accelerated vs naïve times is shown in Figure 4a . For Euclidean distance, we generated databases with maximum cluster radii of 10, 20, 25, 50, and 100. Again, for each query protein drawn from the same set, we compared the average over five runs of the ratio of average accelerated versus naïve times ( Figure 4b ).
Not only is the acceleration highly dependent on both the search radius r and the maximum cluster radius r c , but the choice of query protein also affects the results. We suspect that this effect is due to the geometry of protein fragment frequency space being very 'spiky' and 'star-like'. Proteins that are near the core (and thus similar to many other proteins) show very little acceleration when our data structure is used because the majority of the database is nearby, whereas proteins in the periphery have fewer neighbors and are thus found much more quickly. Changing the maximum cluster radius effectively makes more proteins peripheral proteins, but at the cost of overall acceleration.
Naturally, as the search radius expands, it quickly becomes necessary to compare against nearly the entire database, destroying any acceleration. For the cosine space in particular, note that the maximum distance between any Table 3 : Average sensitivity of esFragBag compared to FragBag when using cosine distance for the trials described in Figure 4a . This Similarly, once the coarse search encompasses all (or nearly all) the clusters in Euclidean space, the acceleration diminishes to 1x, and the overhead costs make the entropy-scaling data structure perform worse than a naïve search. However, as we are most interested in proteins that are very similar to the query, the low-radius behavior is of primary interest. In the low-radius regime, esFragBag demonstrates varying though substantial acceleration (2-30x, averaging >10x for both distance functions for the proteins chosen) over FragBag.
It is instructive to note that because of the very different geometries of Euclidean vs cosine space, acceleration varies tremendously for some proteins, such as 4rhv and 1bmf, which display nearly opposite behaviors. Whereas there is nearly 30x acceleration for 4rhv in cosine space for low radius, and the same for 1bmf in Euclidean space, neither achieves better than ∼ 2.5x acceleration in the other space.
Finally, while Euclidean distance is a metric-for which the triangle inequality guarantees 100% sensitivity-cosine distance is not. Empirically, however, for all of the queries we performed, we achieve > 99.8% sensitivity (Table 3 ).
Discussion
The primary advance of entropy-scaling data structures is that they bound both time and space as functions of the dataset en- Figure 4 : Scaling behavior of esFragBag. EsFragBag benchmarking data with parameters varied until the acceleration advantage of esFragBag disappears. As search radius increases, the fraction of the database returned by the coarse search increases, ultimately returning the whole database. Unsurprisingly, when returning the whole database in the coarse search results, there are no benefits to using entropy-scaling data structures. (a) Cosine distance gives on the whole better acceleration, but results in > 99.8% sensitivity, whereas (b) Euclidean distance as a metric is guaranteed by the Triangle Inequality to get 100% sensitivity. tropy (albeit using two different notions of entropy). In this paper, we have introduced an entropy-scaling data structure for accelerating approximate search, allowing search on large omics datasets to scale even as those datasets grow exponentially. Although related to compressed and opportunistic data structures such as the compressed suffix array and the FM-index (Grossi & Vitter, 2005; Ferragina & Manzini, 2000) that solve the problem of theoretically fast and scalable pattern matching, here we solve, theoretically and practically, the much more general similarity search problem. Additionally, our bounds are explicitly in terms of entropy: in the main paper we proved that runtime scales linearly with the entropy of the database, but we also show in Supplemental Theory that under certain additional constraints, this entropy-scaling data structure permits a compressed representation on disk. This compression is particularly applicable in the case of metagenomic analysis, where the collection of read data presents a major problem for storage and transfer. Implementing this compression is feasible using existing software tools and libraries such as Blocked GZip (BZGF).
Furthermore, we have justified and demonstrated the effectiveness of this data structure in three distinct areas of computational molecular biology, providing the following open-source software: Ammolite for small-molecule structure search, caBLASTX for metagenomic analysis, and esFragBag for protein structure search. All of our software is open-source, and not only can the tools we are releasing be readily plugged into existing pipelines, but the code and underlying methods can be easily incorporated into the original software that we are accelerating. In the case of metagenomic analysis, ca-BLASTX also compares favorably to recent search tools, such as Diamond, that outperform BLASTX. It may be possible to apply entropy-scaling data structures to Diamond itself, achieving even greater speed gains, but accuracy would then be limited to that of Diamond, as entropy-scaling data structures do not themselves improve accuracy.
The reason for the speedup is the combination of low fractal dimension and low metric entropy. Low fractal dimension ensures that runtime is dominated by metric entropy. Metric entropy is trivially approximated by looking at the size of the coarse database. Furthermore, we can directly measure the local fractal dimension of the database by sampling points from the database and looking at the scaling behavior of volume in spheres of increasing radii. We have shown that for three domains within biological data science, metric entropy and fractal dimension are both low.
As discussed in the theoretical results, although the data live locally on a low dimension subspace, the data is truly high-dimensional globally. At small scales, biological data often lives on a low-dimensional polytope (Hart et al., 2015) ; however, omics data is by nature comprehensive, and includes not just one but many such polytopes. Although each polytope can be individually projected onto a subspace using techniques such as PCA, the same projection cannot be used for all the polytopes at once because they live on different low-dimensional subspaces. Furthermore, as is the case with genomes, the low-dimensional polytopes are also often connected (e.g., through evolutionary history); thus, collections of local projections become unwieldy. By using our clustering approach, we are able to take advantage of the existence of these low-dimensional polytopes for accelerated search without having to explicitly characterize each one.
Entropy-scaling data structures for massive biological data have the great advantage of becoming proportionately faster and space-efficient with the size of the available data. Although the component pieces (e.g., the clustering method chosen) of the data structure can be either standard (as in esFragBag) or novel (as in Ammolite), the key point is that these pieces are used in a larger framework to exploit the underlying complex structure of biological systems, enabling massive acceleration by scaling with entropy. We have demonstrated this scaling behavior for common problems drawn from metagenomics, cheminformatics, and protein structure search, but the general strategy can be applied directly or with simple domain knowledge to a vast array of other problems faced in data science. We anticipate that entropy-scaling data structures should be applicable beyond the life sciences, wherever physical or empirical laws have constrained data to a subspace of low entropy and fractal dimension. As biological data continues to accumulate, entropy-scaling data structures will become critical to fully realizing the potential of compressive algorithms for biology.
Methods

Ammolite small molecule search
Ammolite's clustering approach relies on structural similarity. We augmented the entropy-scaling data structure by using a clustering scheme based on molecular structural motifs instead of a distance function. Each molecule is 'simplified' by removing nodes and edges that do not participate in simple cycles. Clusters are formed of molecules that are isomorphic after this simplification step. Each cluster can then be represented by a single molecular structure, along with pointers to 'difference sets' between that structure and each of the full molecules in the cluster it represents. For both coarse and fine search, we use the Tanimoto distance metric, defined as
where mcs refers to the maximum common subgraph of two chemical graphs. The coarse search is performed in compressed space, by searching the coarse database with the goal of identifying possible hits. The query molecule is simplified in exactly the same manner as the molecular database during clustering, and this transformed query graph is matched against the coarse database. To preserve sensitivity, this coarse search is performed with a permissive similarity score. Any possible hits-molecular graphs from the coarse database whose MCS to the transformed query molecule was within the similarity score threshold-are then reconstructed, by following pointers to the removed atom and bond information, and recreating the original molecules. Finally, the fine search is performed against these decompressed possible hits.
CaBLASTX metagenomic search
CaBLASTX's clustering approach relies on sequence similarity. We augmented the entropy-scaling data structure by using different distance functions for clustering and search. For clustering, we rely on sequence identity, while for search, we use the E-value measure that is standard for BLAST. All benchmarks were performed with an E-value of 10 −7 , while the caBLASTX coarse search uses an E-value of 1000. Furthermore, during clustering (compression), we apply a preprocessing step that identifies subsequences to be treated as distinct points in the database. We apply a reversible alphabet reduction to the protein sequences, which projects them into a subspace (Supplemental Methods).
When applied to high-coverage next-generation sequencing queries, ca-BLASTX can also perform clustering on the reads (Supplemental Methods). In this instance, coarse search is performed by matching each representative query with a set of representative database entries. Fine search then matches the original queries within each cluster with the candidate database entries resulting from the coarse search.
esFragBag protein structure search
In FragBag, the bag of fragments is essentially a term frequency vector representing the number of occurrences of each structural motif within the protein. FragBag turns out to be amenable to acceleration using an entropyscaling data structure because much of the computation is spent in doing a similarity search on that frequency vector.
For the cluster generation, we trivially used a naïve randomized greedy 2-pass approach. First, all proteins in the Protein Data Bank were randomly ordered. Then in the first pass, proteins were selected as cluster centers if and only if they were not within a user-specified Euclidean distance r c from an existing center (i.e., the first protein is always selected, and the second if further away than r c from the first, etc.). Recall that this generation of cluster centers is the same as the one used to generate covering spheres in Figure 2 ; the covering spheres were overlapping, but we assign every protein uniquely to a single cluster by assigning to the nearest cluster center in the second pass.
Similarity search here is performed exactly as described in the data structure section, with no modifications. For a given search query q and search radius r, a coarse search is used to find all cluster centers within distance r + r c of q. Then, all corresponding clusters were unioned into a set F . Finally, a fine search was performed over the set F to find all proteins within distance r of q. Ferhatosmanoglu, H., Tuncel, E., Agrawal, D., & El Abbadi, A. (2000) . Vector approximation based indexing for non-uniform high dimensional data sets. In Proceedings of the ninth international conference on Information and knowledge management (pp. 202-209) . ACM. Ferragina, P., & Manzini, G. (2000) . 
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Supplemental Methods Theory
Time-complexity
We introduced the definition of the entropy-scaling similarity search data structure in Figure 1 . For ease of analysis, we will work in a high-dimensional metric space and consider the database as a set D of n unique points in that metric space. Define B S (q, r) = {p ∈ S : ||q − p|| < r}. The similarity search problem is thus to compute B D (q, r) for a query q and radius r. Note however that the metricity requirement is needed only for a 100% sensitivity guarantee; other distance functions can be used, but result in some loss in sensitivity. However, regardless of the distance function chosen, there cannot be a loss of specificity; false positives will never be introduced because the fine search is just the original search function on a smaller subset of the database.
A set C of k cluster centers are chosen such that no cluster has radius greater than a user-specified parameter r c and no two cluster centers are within distance r c of one another. The data structure then clusters the points in the set by assigning them to their nearest cluster center. Overloading notation a bit, we will identify each cluster with its center, so C is also the set of clusters. For a given similarity search query for all items within distance r of a query q, this data structure breaks the query into coarse and fine search stages. The coarse search is over the list of cluster centers, returning B C (q, r + r c ). Let
the union of all the returned clusters. By the Triangle Inequality, B D (q, r) ⊆ F , which combined with F ⊆ D implies that B F (q, r) = B D (q, r). Thus, a fine search over the set F will return all items within radius r of q.
Note that we require the metricity requirement only for the Triangle Inequality. It turns out that many interesting distance functions are not metrics, but still almost satisfy the Triangle Inequality, which is nearly sufficient. More precisely, if a fraction α of the triples in S do not satisfy the Triangle Inequality, then in expectation, we will have sensitivity 1 − α. As shown in the results, empirically, this loss in sensitivity appears to be low and can likely be ameliorated by increasing the coarse search radius.
Provided the fractal dimension of the database is low, this data structure allows for similarity search queries in time roughly linear in the metric S1 entropy of the database. Additionally, without increasing the asymptotic time-complexity, this data structure can also be stored in an information theoretic entropy-compressed form.
Note that entropy-scaling data structures are distinct from both succinct data structures and compressed data structures. Succinct data structures are ones that use space close to the information-theoretic limit in the worst case while permitting efficient queries; i.e. succinct data structures do not depend on the actual entropy of the underlying data set, but have sizedependence on the potential worst-case entropy of the data set (Jacobson, 1988) . Compressed (and opportunistic) data structures, on the other hand, bound the amount of the space used by the entropy of the data set while permitting efficient queries (Grossi & Vitter, 2005; Ferragina & Manzini, 2000) . Entropy-scaling data structures are compressed data structures, but are distinct, as unlike entropy-scaling data structures, compressed data structures do not measure time-complexity in terms of metric entropy. Additionally, existing compressed data structures such as the compressed suffix array and the FM-index are designed for the problem of pattern matching (Grossi & Vitter, 2005; Ferragina & Manzini, 2000) . While related to similarity search, pattern matching does not admit as general of a notion of distance as the similarity search problem. While compressed sensing has also been applied to the problem of finding a representative set of genes for a collection of expression samples (Prat et al., 2011) , compressed sensing is distinct from entropy-scaling data structures.
The primary advance of entropy-scaling data structures is that they bound both space and time as functions of the data set entropy (albeit using two different notions of entropy).
Complexity bounds
We first define the concept of metric entropy and entropy dimension in the usual manner:
Definition 1 ((Tao, 2008) Definition 6.1). Let X be a metric space, let D be a subset of X, and let ρ > 0 be a radius.
• The metric entropy N ρ (D) is the fewest number of points x 1 , . . . , x n ∈ D such that the balls B(x 1 , ρ), . . . B(x n , ρ) cover D.
Definition 2 ( ). The Hausdorff dimension of a set D is given by dim Hausdorff (D) := lim ρ→0 log N ρ (D) log 1/ρ S2 Unfortunately, as D is a finite, discrete, set, the given definision always gives dim Hausdorff (D) = 0. However, we are only interested in scaling behaviors around large radii, so instead we use:
Definition 3. The fractal dimension d of a set D at a scale [ρ 1 , ρ 2 ] is given by
Recall that k entries are selected as cluster centers for partitioning the database to result in clusters with maximum radius r c . From the definition above, when setting ρ = r c , it is trivial to verify k ≤ N rc (D). This upper bound is guaranteed by our requirement that the cluster centers not be within distance r c .
Given any query q, the coarse search over the cluster centers always requires k comparisons. Additionally, the fine search is over the set F , defined to be the union of clusters with centers within distance r + r c from q. As the time-complexity of similarity search is just the total of the coarse and fine searches, this implies that the total search time is O(k + |F |).
By the triangle inequality, F ⊂ B D (q, r + 2r c ), so we can bound |F | ≤ |B D (q, r + 2r c )|. Let the fractal dimension D at the scale between r c and 2r c + r be d. Then in expectation over possible queries q,
Roughly speaking, this scaling argument just says that doubling a search radius only increases the number of hits by a factor of at most 2 d . Thus, total search time is
However, note that k is linear in metric entropy and |B D (q, r)| is the output size, so similarity search can be performed in time linear to metric entropy and a polynomial factor of output size. Provided that the fractal dimension d is small and k is large, the search time will be dominated by the metric entropy component, which turns out to be the regime of greatest interest for us. We have thus proven bounds for the time-complexity of similarity search.
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Space-complexity Here we relate the space-complexity of our entropy-scaling similarity search data structure to information-theoretic entropy. Traditionally, informationtheoretic entropy is a measure of the uncertainty of a distribution or random variable and is not well-defined for a finite database. However, the notion of information-theoretic entropy is often used in data compression as a shorthand for the number of bits needed to encode the database, or a measure of the randomness of that database. We use entropy in the latter sense; precisely, we define the entropy of a database as the number of bits needed to encode that database, a standard practice in the field. Thus, we consider entropy-compressed forms of the original database, such as that obtained by Prediction by Partial Matching (PPM), Lempel-Ziv compression (e.g. Gzip), or a Burrows-Wheeler Transform (as in Bzip2), and use their size as an estimate of the entropy S orig of the database.
For all commonly used compression techniques, decompression time is linear in the size of the uncompressed data. Obviously, even with linear decompression, decompressing the entire database for each similarity search would squander the entropy-scaling benefits of our approach. However, note that the fine search detailed above only needs access to a subset of clusters and furthermore needs full access to that set of clusters. It is therefore always asymptotically 'free' to decompress an entire cluster at once, if any member of that cluster needs to accessed. Thus, one ready solution is to simply store entropy-compressed forms of each cluster separately.
Compressing each cluster separately preserves runtime bounds, but makes it difficult to compare the compressed clustered database size to the original compressed database size. This results from the possibility that redundancy across clusters that would originally have been exploited by the compressor can no longer be exploited once the database is partitioned. Intuitively, for any fixed-window or block compressor, grouping together similar items into clusters should increase the performance of the compressor, but it is unclear a priori if that balances out the loss of redundancy across clusters.
A somewhat more sophisticated solution is to reorder the entries of the database by cluster, compress the entire database, and then store indexes into the starting offset of each cluster. For popular tools such as Gzip or Bzip2, this is possible with constant overhead κ per index. Because the entire database is still being compressed, redundancy across clusters can be exploited to reduce compressed size, while still taking advantage of similar items being grouped together. Thus, in expectation over uniformlyrandomly chosen orderings of the database entries (obviously, there is some S4 optimal ordering, but computing that is computationally infeasible), the compressed clustered database size S clust ≤ S orig . Then, total expected space-complexity of our data structure is O(κk + S orig ); recall here that k is the number of clusters and is bounded by the metric entropy of the database. Thus, space complexity is linear in metric entropy plus information-theoretic entropy.
Additionally, given that our distance function measures marginal informationtheoretic entropies, we can also give a bound on the total informationtheoretic entropy of the database by using metric entropy and the cluster radius. Let l be the maximum distance of two points in the space. The naïve upper bound on total entropy is then O(nl), where n is the total number of points in the database, because distance and entropy are related. Recall that we chose k points as cluster centers, where k is bounded by metric entropy, for a maximum cluster radius r c . Encoding each noncenter point p as a function of the nearest cluster center requires O(nr c ) bits. Specifying the privileged points again requires O(kl) bits, so together the total information-theoretic entropy is O(kl + nr c ). In other words, not only is space complexity linear in metric entropy plus information-theoretic entropy, but information-theoretic entropy itself is also bounded by to lowdimensional coarse structure of the database.
Ammolite
Simplification and compression
Given a molecular graph, any vertex or edge that is not part of a simple cycle or a tree is removed, and any edge that is part of a tree is removed. This preserves the node count, but not the topology, of tree-like structures, and preserves simple cycles, which represent rings in chemical compounds. For example, as shown in Figure S1 , both caffeine and adenine would be reduced to a purine-like graph.
After this transformation is applied to each molecule in a database to be compressed, we identify all clusters of fully-isomorphic transformed molecular graphs. Isomorphism detection is performed using the VF2 (Cordella et al., 2001) algorithm; a simple hash computed from the number of vertices and edges in each transformed molecular graph is first used to filter molecular graphs that cannot possibly be isomorphic. A representative from each such cluster is stored in SDF format; collectively, these representatives form a "coarse" database. Along with each representative, we preserve the information necessary to reconstruct each original molecule, as a pointer to a set of vertices and edges that have been removed or unlabeled.
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Ammolite is implemented in Java, and its source code is available on Github.
CaBLASTX
Alphabet Reduction
Alphabet reduction-reducing the 20-letter standard amino acid alphabet to a smaller set, in order to accelerate search or improve homology detection-has been proposed and implemented several times (Bacardit et al., 2007; Peterson et al., 2009) . In particular, Murphy et al. (2000) considered reducing the amino-acid alphabet to 17, 10, or even 4 letters. More recently, Zhao et al. (2012) and Huson & Xie (2013) applied a reduction to a 4-letter alphabet, termed a "pseudoDNA" alphabet, in sequence alignment.
In this work, we extend the compression approach of using a reversible alphabet reduction. We use the alphabet reduction of Murphy et al. (2000) to map the standard amino acid alphabet (along with the four common ambiguous letters ) onto a 4-letter alphabet. Specifically, we map F, W, and Y into one cluster; C, I, L, M, V, and J into a second cluster, A, G, P, S, and T into a third cluster, and D, E, N, Q, K, R, H, B, and Z into a fourth cluster. By storing the offset of the original letter within each cluster, the original sequence can be reconstructed, making this a reversible reduction.
Database Compression
Given a protein sequence database to be compressed, we proceed as follows:
1. First, initialize a table of all possible k-mer seeds of our 4-letter reduced alphabet, as well as a coarse database of reduced-alphabet sequences, initially containing the reduced-alphabet version of the first sequence in the input database. 2. For each k-mer of the first sequence, store its position in the corresponding entry in the seed table. 3. For each subsequent sequence s in the input, reduce its alphabet and slide a window of length k along the sequence, skipping single-letter repeats of length greater than 10. 4. (a) Look up these k residues in the seed table. For every entry matching to that k-mer in the seed table, follow it to a corresponding subsequence in the coarse database and attempt extension (defined below). If no subsequences from this window can be extended, move the window by m positions, where m defaults to 20.
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(b) If a match was found via extension, move the k-mer window to the first k-mer in s after the match, and repeat the extension process.
Given a k-mer in common between sequence s and a subsequence s pointed to by the seed table, first attempt ungapped extension:
1. Within each window of length m beginning with a k-mer match, if there are at least 60% matches between s and s , then there is an ungapped match. 2. Continue ungapped matching using m-mer windows until no more mmers of at least 60% sequence identity are found. 3. The result of ungapped extension is that there is an alignment between s and s where the only differences are substitutions, at least 60% of the positions contain exact matches.
When ungapped extension terminates, attempt gapped extension. From the end of the aligned regions thus far, align 25-mer windows of both s and s using the Needleman-Wunsch (Needleman & Wunsch, 1970) algorithm using an identity matrix. Note that the original caBLASTP used BLOSUM62 as it was operating in amino acid space; as we are now operating in a reduced-alphabet space, an identity matrix is appropriate, just as it is for nucleotide space. After gapped extension on a window length of 25, attempt ungapped extension again.
If neither gapped nor ungapped extension can continue, end the extension phase. If the resulting alignment has less than 70% sequence identity (in the reduced-alphabet space), or is shorter than 40 residues, discard it, and attempt extension on the next entry in the seed table for the original k-mer, continuing on to the next k-mer if there are no more entries.
If the resulting alignment does have at least 70% sequence identity in the reduced-alphabet space, and is at least 40 residues long, then create a link from the entry for s in the coarse database to the subsequence of s corresponding to the alignment. If there are unaligned ends of s shorter than 30 residues, append them to the match. Longer unaligned ends that did not match any subsequences reachable from the seed table are added into the coarse database themselves, following the same k-mer indexing procedure as the first sequence.
Finally, in order to be able to recover the original sequence with its original amino acid identities, a difference script is associated with each link. This difference script is a representation of the insertions, deletions, and substitutions resulting from the Needleman-Wunsch alignment, along with S7 the offset in each reduced-alphabet cluster needed to recover the original alphabet. Thus, for example, a valine (V) is in the cluster containing C, I, L, M, V, and J. Since it is the 4th entry in that 5-entry cluster, we can represent it with the offset 4. Since the largest cluster contains 9 elements, only four bits are needed to store one entry in the difference script. More balanced clusters would have allowed 3-bit storage, but at the expense of clusters that less faithfully represented the BLOSUM62 matrix and the physicochemical properties of the constituent amino acids.
Query Clustering
Metagenomic reads are themselves nucleotide sequences, so no alphabet reduction is performed on them directly. Instead, metagenomic reads are compressed using the same approach as the protein database, without the alphabet reduction step and with a number of different parameters. The difference scripts for metagenomic reads do not rely on the cluster offsets, but simply store the substituted nucleotides.
Furthermore, unlike protein databases, where most typical sequences range in length from 100 to over 1000 amino acids, next-generation sequencing reads are typically short and usually of fixed length, which is known in advance. Thus, the minimum alignment length required for a match, and the maximum length unaligned fragment to append to a match, require different values based on the read length.
An additional complication is that insertions and deletions from one read to another will change the reading frame, potentially resulting in different amino acid sequences. For this reason, query clustering requires long, ungapped windows of high sequence identity. Specifically, for 202-nucleotide reads, for two sequences to cluster together, we require a 150-nucleotide ungapped region of at least 80% sequence identity.
In the future, we may consider first translating the reads, and performing clustering in the amino acid space (after alphabet reduction). This would have the advantage of allowing reads with insertions or deletions to cluster together, without causing reading-frame mismatches. However, gapped alignment is much slower than ungapped alignment, so the resulting cost of query clustering might negate speed gains.
We note that unlike the compression of the database, which can be amortized over future queries, the time spent clustering and compressing the queries cannot be amortized. Thus, we would not refer to the query clustering as entropy-scaling, but it still provides a constant speed-up.
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Search
Given a compressed protein database and a compressed query read set, search comprises two phases. The first, coarse search, considers only the coarse sequences-the representatives-resulting from compression of the protein database and the query set. Just as with standard BLASTX, each coarse nucleotide read is transformed into each of the six possible amino acid sequences that could result from it (three reading frames for both the sequence and its reverse complement). Then, each of these amino acid sequences is then reduced back to a four-letter alphabet using the same mapping as for protein database compression. For convenience, the four-letter alphabet is represented using the standard nucleotide bases, though this has no particular biological significance. This is done so that the coarse search can rely on BLASTN (nucleotide BLAST) to search these sequences against the compressed protein database.
For each coarse query representative (identified using a a coarse Evalue of 1000, along with the BLASTN arguments -task blastn-short -penalty -1), the set of coarse hits is used to reconstruct all corresponding sequences from the original database by following links to original sequence matches and applying their difference scripts. The resulting candidates are thus original sequences from the protein database, in their original amino acid alphabet. The query representative is also used to reconstruct all corresponding sequences from the original read set. Thus, for each coarse query representative, there is now a subset of the metagenomic read set (the reads represented by that coarse query) and also a subset of the protein database (the candidates).
The second phase, fine search, uses standard BLASTX to translate each of these reads associated with a coarse query representative and search for hits only in the subset of the database comprising the candidates. This fine search phase relies on a user-specified E-value threshold (defaulting to BLASTX's default of 10) to filter hits. To ensure that E-value calculation is correct, BLASTX uses a corrected database size which is the size of the original, uncompressed protein database.
Benchmarking
Although our primary result is the direct acceleration of BLASTX using our entropy-scaling data structures, we also compared caBLASTX to RapSearch2 (Zhao et al., 2012) version 2.22 and the November 29, 2014 version of Diamond . All tests were performed on a 12-core Intel Xeon X5690 running at 3.47GHz with 88GB RAM and hyperthreading; 24 threads were allowed for all programs. Diamond was run S9 with the --sensitive option. In all cases, an E-value threshold of 1e-7 was used.
For the raw-read dataset, we filtered out reads starting or ending with 10 or more no-calls ('N').
CaBLASTX is implemented in Go, and its source code is available on Github.
esFragBag
We took the existing FragBag method as a black box and by design did not do anything clever in esFragBag except apply the entropy-scaling similarity search data structure. Additionally, we removed the sorting-bydistance feature of Andrew Gallant's FragBag search function, which does not improve the all-matching results we were interested in here-it lowers knearest neighbor search memory requirements while dominating the running time of ρ-nearest neighbor, the problem at hand. This was done for both the FragBag and the esFragBag benchmarks, to ensure comparability. All code was written in Go, and is available on Github.
The entire 2014 Oct 31 version of the Protein Data Bank was downloaded and the database was composed of fragment frequency vectors generated from all of the relevant PDB files using the 400-11.json fragment list . For this paper, we implemented the benchmarking in Go, and have provided the source code for the benchmarking routine on Github. This allowed us to benchmark just the search time, excluding the time to load the database from disk. Note that the prototype implementation of esFragBag available only supports the all ρ-nearest neighbor search query found in FragBag.
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Supplemental Figures
S1 Ammolite's preprocessing during the clustering phase. Ammolite removes nodes and edges that do not participate in simple cycles, and treats all edges as simple, unlabeled edges. In this example, both caffeine and adenine become a purinelike graph structure. Note that the resulting graph has no implicit hydrogens.
S2 Genomic data available has grown at a faster exponential rate than computer processing power and disk storage. These plots represent, on a log scale, the daily growth in sequence data from GenBank along with (a) the combined computing power (in TeraFLOPs) of the Top 500 Supercomputer list, and (b) the largest commercially-available hard disk drives.
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Local fractal dimension at different scales for the space of PDB FragBag frequency vectors. Each data point is defined by dimension d = log(n 2 /n 1 ) log(r 2 /r 1 ) , where n 1 , n 2 are the number of similarity search hits within radius respectively r 1 , r 2 , and r 2 −r 1 is the increment size of 0.01 for cosine distance and 1 for euclidean distance. In most regimes, local fractal dimension is consistently low, except for a large spike when radius expands to include the central cluster of proteins. esFragBag achieves the most acceleration when both output size is small and we remain in a low fractal dimension regime. Figure S1 : Ammolite's preprocessing during the clustering phase. Ammolite removes nodes and edges that do not participate in simple cycles, and treats all edges as simple, unlabeled edges. In this example, both caffeine and adenine become a purine-like graph structure. Note that the resulting graph has no implicit hydrogens. S12 (a) (b) Figure S2 : Genomic data available has grown at a faster exponential rate than computer processing power and disk storage. These plots represent, on a log scale, the daily growth in sequence data from GenBank along with (a) the combined computing power (in TeraFLOPs) of the Top 500 Supercomputer list, and (b) the largest commercially-available hard disk drives. S13 (a) Cosine distance (b) Euclidean distance Figure S3 : Local fractal dimension at different scales for the space of PDB FragBag frequency vectors. Each data point is defined by dimension d = log(n 2 /n 1 ) log(r 2 /r 1 ) , where n 1 , n 2 are the number of similarity search hits within radius respectively r 1 , r 2 , and r 2 −r 1 is the increment size of 0.01 for cosine distance and 1 for euclidean distance. In most regimes, local fractal dimension is consistently low, except for a large spike when radius expands to include the central cluster of proteins. esFragBag achieves the most acceleration when both output size is small and we remain in a low fractal dimension regime.
