In this paper we study an equation driven by a nonlocal anisotropic operator with homogeneous Dirichlet boundary condition. We find at least three non trivial solutions: one positive, one negative and one of unknown sign, using variational methods and, in particular Morse theory. We present some results about regularity of solutions as L ∞ -bound and Hopf's lemma, for the latter we first consider a non negative nonlinearity and then slightly negative. Moreover, we prove that, for the corresponding functional, local minimizers with respect to a C 0 -topology weighted with a suitable power of the distance from the boundary are actually local minimizers in the X(Ω)-topology.
Introduction
In the last few years, the nonlocal operators have taken relevance because they arise in a number of applications in many fields, for instance, game theory, finance, image processing, Lévy processes, and optimization, see [[4] , [5] , [14] ] and the references therein. Integro-differential problems arise naturally in the study of stochastic processes with jumps, and more precisely in Lévy processes. A Lévy process is a stochastic process with independent and stationary increments, it represents the random motion of a particle whose successive displacements are independent and statistically identical over different time intervals of the same lenght. These processes extend the concept of Brownian motion, where the infinitesimal generator is the Laplace operator. The linear operator L K is defined for any sufficiently smooth function u : R n → R and all x ∈ R n by L K u(x) = P.V. is a singular kernel for a suitable function a. The infinitesimal generator L K of any Lévy processes is defined in this way, under the hypothesis that the process is symmetric, and the measure a is absolutely continuous. In the particular case a ≡ 1 we obtain the fractional Laplacian operator (−∆) s . We observe that the non-local evolutive equation (u t (x, t) + L K u(x, t) = 0) naturally arises from a probabilistic process in which a particle moves randomly in the space subject to a probability that allows long jumps with a polynomial tail [4] . In this case, at each step the particle selects randomly a direction v ∈ S n−1 with the probability density a, differently from the case of the fractional heat equation [4] . Another probabilistic motivation for the operator L K arises from a pay-off approach [4] - [14] , in fact the expected payoff u is determined by the equation
In this paper we study the non-linear Dirichlet problem
where Ω ⊂ R n is a bounded domain C 1,1 , n > 2s, s ∈ (0, 1), and f : Ω×R → R is a Carathéodory function.
A typical feature of this operator is the nonlocality, in the sense that the value of L K u(x) at any point x ∈ Ω depends not only on the values of u on the whole Ω, but actually on the whole jumping arbitrarily far from the point x. This operator is said anisotropic, because the role of the function a in the kernel is to weight differently the different spacial directions. Servadei and Valdinoci have established variational methods for nonlocal operators and they have proved an existence result for equations driven by integrodifferential operator L K , with a general kernel K, satisfying "structural properties", as we will see later (2)- (3)- (4) . They have shown that problem (6) admits a Mountain Pass type solution, not identically zero, under the assumption that the nonlinearity f satisfies a subcritical growth, the Ambrosetti-Rabinowitz's condition and f is superlinear at 0, see [16] - [17] . Ros Oton and Valdinoci have studied the linear Dirichlet problem, proving existence of solutions, maximum principles and constructing some useful barriers, moreover they focus on the regularity properties of solutions, under weaker hypothesis on the function a in the kernel K, see [14] - [15] . In [9] Iannizzotto, Mosconi, Squassina have studied the problem (6) with the fractional Laplacian and they have proved that, for the corresponding functional J, being a local minimizer for J with respect to a suitable weighted C 0 -norm, is equivalent to being an H s 0 (Ω)-local minimizer. Such result represents an extension to the fractional setting of the classic result by Brezis and Nirenberg for Laplacian operator [3] . We have extended this minimizers principle to the case of anisotropic operator L K , considering a suitable functional analytical setting instead of H s 0 . This last fact has allowed us to prove a multiplicity result, under suitable assumptions we show that problem (6) admits at least three non trivial solution: one positive, one negative ad one of unknown sign, using variational methods and, in particular Morse theory. The paper has the following structure: in Section 2 we give different definitions of the operator L K , in Section 3 we recall the variational formulation of our problem, together with some results from critical point theory. In Section 4 we prove a L ∞ bound on the weak solutions and the equivalence of minimizers in the two topologies C 0 δ (Ω) and X(Ω), respectively. Moreover we deal with an eigenvalue problem driven by the nonlocal anisotropic operator L K and we discuss some properties of its eigenvalues and eigenfunctions. In Section 4 we prove a multiplicity result and in the Appendix we study a general Hopf's lemma where the nonlinearity is slightly negative.
2 The nonlocal anisotropic operator L K Definition 2.1. The linear operator L K is defined for any u in the Schwartz space S (R n ) as
where the singular kernel K : R n \ {0} → (0, +∞) is given by
Here P.V. is a commonly used abbreviation for "in the principal value sense" (as defined by the latter equation).
We notice that the kernel of the operator satisfies some important properties for the following results, namely
there exists β > 0 such that K(y) ≥ β|y| −(n+2s) for any y ∈ R n \ {0};
The typical example is K(y) = |y| −(n+2s) , which corresponds to L = (∆) s , the fractional Laplacian.
We remark that we do not assume any regularity on the kernel K(y). As we will see, there is an interesting relation between the regularity properties of solutions and the regularity of kernel K(y).
Remark 2.2. Due to the singularity at 0 of the kernel, the right-hand side of (1) is not well defined in general. In the case s ∈ (0, 1 2 ) the integral in (1) is not really singular near x. Indeed, for any u ∈ S (R n ), we have
where C is a positive constant depending only on the dimension and on the L ∞ norms of u and a.
An equivalent definition for L K is given by
Remark 2.4. We notice that the expression in (5) doesn't require the P.V. formulation since, for instance, taking u ∈ L ∞ (R n ) and locally C 2 , using a Taylor expansion of u in B 1 , we obtain
We show that the two definitions are equivalent, so we have
we make a change of variablesz = −z in the second integral and we setz = z = lim
we make another change of variables z = y − x and we obtain the first definition
It's important stressing that this holds only if the kernel is even, more precisaly if the function a is even. There exists a third definition of L K that it uses a Fourier transform, we can define it as
where F is a Fourier transform and S : R n → R is a multiplier,
We consider (5) and we apply the Fourier transform to obtain
We recall that in the case a ≡ 1, namely for the fractional Laplacian S(ξ) = |ξ| 2s .
Preliminaries
In this preliminary section, we collect some basic results that will be used in the forthcoming sections. In the following, for any Banach space (X, ||.||) and any functional J ∈ C 1 (X) we will denote by K J the set of all critical points of J, i.e., those points u ∈ X such that J ′ (u) = 0 in X * (dual space of X), while for all c ∈ R we set
Moreover, in the proofs of our results, C will denote a positive constant (whose value may change case by case). Most results require the following Cerami compactness condition (a weaker version of the PalaisSmale condition): Any sequence (u n ) in X, such that (J(u n )) is bounded in R and (1 + ||u n ||)J ′ (u n ) → 0 in X * admits a strongly convergent subsequence.
Variational formulation of the problem
Let Ω be a bounded domain in R n with C 1,1 boundary ∂Ω, n > 2s and s ∈ (0, 1). We consider the following Dirichlet problem
We remark that the Dirichlet datum is given in R n \ Ω and not simply on ∂Ω, consistently with the non-local character of the operator L K . The nonlinearity f : Ω × R → R is a Carathéodory function which satisfies the growth condition
(here 2 * s := 2n/(n − 2s) is the fractional critical exponent). Condition (7) is referred to as a subrictical or critical growth if q < 2 * s or q = 2 * s , respectively. The aim of this paper is to study nonlocal problems driven by L K and with Dirichlet boundary data via variational methods. For this purpose, we need to work in a suitable fractional Sobolev space: for this, we consider a functional analytical setting that is inspired by the fractional Sobolev spaces H s 0 (Ω) [6] in order to correctly encode the Dirichlet boundary datum in the variational formulation. We introduce the space [16] 
is a Hilbert space with inner product
which induces a norm
(We indicate for simplicity ||u|| X(Ω) only with ||u||, when we will consider a norm in different spaces, we will specify it. We denote by ·, · the duality pairing between X * (Ω) and X(Ω).)
where the function F is the primitive of f with respect to the second variable, that is
Then, J ∈ C 1 (X(Ω)) and all its critical points are weak solutions of (6), namely they satisfy
Critical groups
We recall the definition and some basic properties of critical groups, referring the reader to the monograph [12] for a detailed account on the subject. Let X be a Banach space, J ∈ C 1 (X) be a functional, and let u ∈ X be an isolated critical point of J, i.e., there exists a neighborhood U of u such that K J ∩ U = {u}, and J(u) = c. For all k ∈ N 0 , the k-th critical group of J at u is defined as
where H k (·, ·) is the k-th (singular) homology group of a topological pair with coefficients in R.
The definition above is well posed, since homology groups are invariant under excision, so C k (J, u) does not depend on U . Moreover, critical groups are invariant under homotopies preserving isolatedness of critical points. We recall some special cases in which the computation of critical groups is immediate (δ k,h is the Kronecker symbol).
, Example 6.45). Let X be a Banach space, J ∈ C 1 (X) a functional and u ∈ K J an isolated critical point of J. The following hold:
Next we pass to critical points of mountain pass type.
Definition 3.2 ([12]
, Definition 6.98). Let X be a Banach space, J ∈ C 1 (X) and x ∈ K J , u is of mountain pass type if, for any open neighborhood U of u, the set {y ∈ U : J(y) < J(u)} is nonempty and not path-connected.
The following result is a variant of the mountain pass theorem [13] and estabilishes the existence of critical points of mountain pass type.
J which is of mountain pass type.
We now describe the critical groups for critical points of mountain pass type.
Proposition 3.4 ([12]
, Proposition 6.100). Let X be a reflexive Banach space, J ∈ C 1 (X), and u ∈ K J isolated with c := J(u) isolated in J(K J ). If u is of mountain pass type, then
If the set of critical values of J is bounded below and J satisfies the (C)-condition, we define for all k ∈ N 0 the k-th critical group at infinity of J as
where a < inf u∈K J J(u). We recall the Morse identity:
, Theorem 6.62 (b)). Let X be a Banach space and let J ∈ C 1 (X) be a functional satisfying (C)-condition such that K J is a finite set. Then, there exists a formal power series
Results
This section is divided in the following way: in Subsect.1 we prove a priori bound for the weak solution of problem (6), in the subcritical and critical case, and we remember some preliminary results, including the weak and strong maximum principles, and a Hopf lemma. In Subsect.2 we prove the equivalence of minimizers in the X(Ω)-topology and in C 0 δ (Ω)-topology, respectively; in Subsect.3 we consider an eigenvalue problem for nonlocal, anisotropic operator L K .
L ∞ bound on the weak solutions
We prove an L ∞ bound on the weak solutions of (6) (in the subcritical case such bound is uniform)( [9] , Theorem 3.2).
Theorem 4.1. If f satisfies the growth condition (7), then for any weak solution u ∈ X(Ω) of (6) we have u ∈ L ∞ (Ω). Moreover, if q < 2 * s in (7), then there exists a function M ∈ C(R + ), only depending on the costants C, n, s and Ω, such that
Proof. Let u ∈ X(Ω) be a weak solution of (6) and set γ = (2 * s /2) 1/2 and t k = sgn(t) min{|t|, k} for all t ∈ R and k > 0. We define v = u|u| r−2 k , for all r ≥ 2, k > 0, v ∈ X(Ω). By (3) and applying the fractional Sobolev inequality we have that
By ( [9] , Lemma 3.1) and assuming v as test function in (8), we obtain
for some C > 0 independent of r ≥ 2 and k > 0. Applying (7) and the Fatou Lemma as k → ∞ yields
The rest of the proof follows arguing as in [9] , using a suitable bootstrap argument, providing in the end u ∈ L ∞ (Ω). The main difference is that such bound is uniform only in the subcritical case and not in the critical case.
Theorem 4.1 allows to set g(x) := f (x, u(x)) ∈ L ∞ (R n ) and now we rephrase the problem as
with g ∈ L ∞ (Ω). We observe that Weak maximum principle holds too when the Dirichlet datum is given by u = h in R n \ Ω. For problem (9) , the interior regularity of solutions depends on the regularity of g, but it also depends on the regularity of K(y) in the y-variable. Furthermore, if the kernel K is not regular, then the interior regularity of u will in addition depend on the boundary regularity of u. 
It is important to remark that the previous estimate is valid also in case α = 0 (in which the C α norm has to be replaced by the L ∞ ). With no further regularity assumption on the kernel K, this estimate is sharp, in the sense that the norm ||u|| C α (R n ) can not be replaced by a weaker one. Under the extra assumption that the kernel K(y) is C α outside the origin, the following estimate holds
We focus now on the boundary regularity of solutions to (9).
Proposition 4.4 ([14] Proposition 7.2, Optimal Hölder regularity).
Let g ∈ L ∞ (Ω), and u be the weak solution of (9). Then,
for some positive constant c.
Finally, we conclude that the solutions to (9) are C 3s inside Ω whenever g ∈ C s , and this is the best regularity that we can obtain. For instance, we consider the following torsion problem
The solution u 0 := (1 − |x| 2 ) s + belongs to C s (B 1 ), but u 0 / ∈ C s+ǫ (B 1 ) for any ǫ > 0, so we can not expect solutions to be better than C s (Ω). While solutions of fractional equations exhibit good interior regularity properties, they may have a singular behavior on the boundary. So, instead of the usual space C 1 (Ω), they are better embedded in the following weighted Hölder-type spaces: C 0 δ (Ω) and C α δ (Ω). We set δ(x) = dist(x, R n \ Ω) with x ∈ Ω and we define
endowed with the norms
respectively. For all 0 ≤ α < β < 1 the embedding C β δ (Ω) ֒→ C α δ (Ω) is continuous and compact. In this case, the positive cone C 0 δ (Ω) + has a nonempty interior given by
This function 
Remark 4.7. The results, reported by [14] , hold even if a ∈ L 1 (S n−1 ), a ≥ 0 in the kernel K.
We observe that Hopf's lemma involves Strong maximum principle and we will see another general version of Hopf's lemma, where the nonlinearity is slightly negative, but this requires an higher regularity for f (see Appendix).
Equivalence of minimizers in the two topologies
We have extended an useful topological result, relating the minimizers in the X(Ω)-topology and in C 0 δ (Ω)-topology, respectively (an anisotropic version of the result of [9] , which in turn is inspired from [3] ). In this proof the critical case, i.e. q = 2 * s in (7), prsents a twofold difficulty: a loss of compactness which prevents minimization of J, and the lack of uniform a priori estimate for the weak solutions of (6).
Theorem 4.8. Let (7) hold, J be defined as above, and u 0 ∈ X(Ω). Then, the following conditions are equivalent:
We remark that, contrary to the result of [3] in the local case s = 1, there is no relationship between the topologies of X(Ω) and C 0 δ (Ω).
Proof. We define J ∈ C 1 (X(Ω)) as in the Section 3.1.
We argue as in ( [9] , Theorem 1.1).
i) ⇒ ii)
We suppose u 0 = 0, so we can rewrite the hypothesis as
where B δ ρ denotes the closed ball in C 0 δ (Ω) centered at 0 with radius ρ. We argue by contradiction: we assume i) and that there exist sequence (ǫ n ) ∈ (0, ∞), (u n ) in X(Ω) such that ǫ n → 0, ||u n || ≤ ǫ n , and J(u n ) < J(0) for all n ∈ N. We consider two cases:
• If q < 2 * s in (7), by subcritical growth condition and by the compact embedding X(Ω) ֒→ L q (Ω), J is sequentially weakly lower semicontinuous in X(Ω), then we may assume
where B X ǫn denotes the closed ball in X(Ω) centered at 0 with radius ǫ n . So there exists a Lagrange multiplier µ n ≤ 0 such that for all v ∈ X(Ω)
which is equivalent to u n being a weak solution of
. By Theorem 4.1, ||u n || ∞ ≤ C, so by Proposition 4.4 and by Theorem 4.6 we have u n ∈ C α δ (Ω) and ||u n || α,δ ≤ C. By the compact embedding
, passing to a subsequence, u n → 0 in C 0 δ (Ω), so for n ∈ N big enough we have ||u n || δ ≤ ρ together with J(u n ) < 0, a contradiction.
• If q = 2 * s in (7), then we use a truncated functional
with f k (x, t) = f (x, sgn(t) min{|t|, k}), F k (x, t) = t 0 f k (x, τ ) dτ to overcome the lack of compactness and of uniform L ∞ -bound.
, Theorem 2.6) and J ′ (u 0 ) ∈ X(Ω) * ,
holds, not only for all v ∈ C ∞ c (Ω) (in particular v ∈ X(Ω) ∩ C 0 δ (Ω)), but for all v ∈ X(Ω), i.e., u 0 is a weak solution of (6) . By L ∞ -bounds, we have u 0 ∈ L ∞ (Ω), hence f (., u 0 (.)) ∈ L ∞ (Ω). Now Proposition 4.4 and Theorem 4.6 imply u 0 ∈ C 0 δ (Ω). We set for all v ∈ X(Ω)
J ∈ C 1 (X(Ω)) and the mappingf : Ω × R → R defined byf (x, t) = ∂ tF (x, t) satisfies a growth condition of the type (7). Besides, by (10), we have for all v ∈ X(Ω)
in particularJ(0) = 0. The hypothesis thus rephrases as
and by the previous cases, we obtain the thesis.
ii) ⇒ i) By contradiction: we assume ii) and we suppose there exists a sequence
in particular (u n ) is bounded in X(Ω), so (up to a subsequence) u n ⇀ u 0 in X(Ω), hence, by ( [2] , Proposition 3.32), u n → u 0 in X(Ω). For n ∈ N big enough we have ||u n − u 0 || ≤ ǫ, a contradiction.
An eigenvalue problem
We consider the following eigenvalue problem
We recall that λ ∈ R is an eigenvalue of L K provided there exists a non-trivial solution u ∈ X(Ω) of problem (11) , and, in this case, any solution will be called an eigenfunction corresponding to the eigenvalue λ.
Proposition 4.9. The set of the eigenvalues of problem (11) consists of a sequence {λ k } k∈N with
such that
• the eigenvalues can be characterized as follows:
dove P k+1 := {u ∈ X(Ω) s.t. u, e j X(Ω) = 0 ∀j = 1, · · · , k};
• there exists a positive function e 1 ∈ X(Ω), which is an eigenfunction corresponding to λ 1 , attaining the minimum in (12) , that is ||e 1 || L 2 (Ω) = 1; moreover, for any k ∈ N there exists a nodal function e k+1 ∈ P k+1 , which is an eigenfunction corresponding to λ k+1 , attaining the minimum in (13) , that is ||e k+1 || L 2 (Ω) = 1;
• λ 1 is simple, namely the eigenfunctions u ∈ X(Ω) corresponding to λ 1 are u = ζe 1 , with ζ ∈ R;
• the sequence {e k } k∈N of eigenfunctions corresponding to λ k is an orthonormal basis of L 2 (Ω) and an orthogonal basis of X(Ω);
• each eigenvalue λ k has finite multiplicity, more precisely, if λ k is such that
for some h ∈ N 0 , then the set of all the eigenfunctions corresponding to λ k agrees with span{e k , . . . , e k+h }.
Remark 4.10. The proof of this result is deferred to ([17] , Appendix A) with the following differences, due to the kind of kernel considered. We observe that for L K with a general kernel K, satisfying (2)- (3)- (4), the first eigenfunction e 1 is non-negative and every eigenfunction is bounded, there aren't any better regularity results [17] . While for this particular kernel K(y) = a( y |y| )
1 |y| n+2s we stress that the first eigenfunction is positive and all eigenfunctions belong to C s (Ω), like in the case of fractional Laplacian. More precisely, u 1 ∈ int(C 0 δ (Ω) + ), by applying Lemma 4.5 and Theorem 4.6.
Application: a multiplicity result
In this section we present an existence and multiplicity result for the solution of problem (6), under (7) plus some further conditions; in the proof Theorem 4.8 will play an essential part. This application is an extension to the anisotropic case of a result on the fractional Laplacian ( [9] , Theorem 5.2). By a truncation argument and minimization, we show the existence of two costant sign solutions, then we apply Morse theory to find a third non trivial solution.
Theorem 5.1. Let f : Ω × R → R be a Carathéodory function satisfying i) |f (x, t)| ≤ a(1 + |t| q−1 ) a.e. in Ω and for all t ∈ R (a > 0, 1 < q < 2 * s );
ii) f (x, t)t ≥ 0 a.e. in Ω and for all t ∈ R;
iii) lim t→0
f (x,t)−b|t| r−2 t t = 0 uniformly a.e. in Ω (b > 0, 1 < r < 2); iv) lim sup |t|→∞ 2F (x,t) t 2 < λ 1 uniformly a.e. in Ω.
Then problem (6) admits at least three non-zero solutions u ± ∈ ± int(C 0
Example 5.2. As a model for f we can take the function
. Without loss of generality, we assume q > 2 and ǫ, ǫ 1 , b 1 , a 1 , a 2 are positive constants. From ii) we have immediately that 0 ∈ K J , but from iii) 0 is not a local minimizer. Indeed, let be δ > t > 0, by iii) we have
by i) F (x, t) ≥ −a 1 t − a 2 t q , so, in the end, we obtain a.e. in Ω and for all t ∈ R
We consider a function u ∈ X(Ω), u(x) > 0 a.e. in Ω, for all τ > 0 we have
and the latter is negative for τ > 0 close enough to 0, so, 0 is not a local minimizer of J. We define two truncated energy functionals
In a similar way, by (14), we obtain that 0 is not a local minimizer for the truncated functionals J ± . We focus on the functional J + , clearly J + ∈ C 1 (X(Ω)) and f + satisfies (7). We now prove that J + is coercive in X(Ω), i.e., lim
Indeed, by iv), for all ǫ > 0 small enough, we have a.e. in Ω and for all t ∈ R
By the definition of λ 1 , we have for all u ∈ X(Ω)
and the latter goes to ∞ as ||u|| → ∞. So, J + is coercive in X(Ω). Moreover, J + is sequentially weakly lower semicontinuous in X(Ω). Indeed, let u n ⇀ u in X(Ω), passing to a subsequence, we may assume u n → u in L q (Ω) and u n (x) → u(x) for a.e. x ∈ Ω, moreover, there exists g ∈ L q (Ω) such that |u n (x)| ≤ g(x) for a.e. x ∈ Ω and all n ∈ N ([2],Theorem 4.9). Hence,
Besides, by convexity we have
Thus, there exists u + ∈ X(Ω) \ {0} such that
By Proposition 4.2 and by ii) we have that u + is a nonnegative weak solution to (6) . By Theorem 4.1, we obtain u + ∈ L ∞ (Ω), so by Proposition 4.4 and Theorem 4.6 we deduce u + ∈ C 0 δ (Ω)
and by Theorem 4.8, u + is a strictly positive local minimizer for J in X(Ω). Similarly, looking at J − , we can detect another strictly negative local minimizer u − ∈ −int(C 0 δ (Ω) + ) of J. Now, by Theorem 3.3 there exists, besides the two points of minimum, a third critical pointũ, such point is of mountain pass type. We only have to show thatũ / ∈ {0, u ± }, to do this we use a
Morse-theoretic argument. First of all, we prove that J satisfies Cerami condition (which in this case is equivalent to the Palais-Smale condition) to apply Morse theory.
Since J is coercive, the sequence (u n ) is bounded in X(Ω), hence, passing to a subsequence, we may assume
, and u n (x) → u for a.e. x ∈ Ω, with some u ∈ X(Ω). Moreover, by ([2], Theorem 4.9) there exists g ∈ L q (Ω) such that |u n (x)| ≤ g(x) for all n ∈ N and a.e. x ∈ Ω. Using such relations along with i), we obtain
for all n ∈ N and the latter tends to 0 as n → ∞. Thus, u n → u in X(Ω).
Without loss of generality, we assume that 0 is isolated critical point, so we can determine the corresponding critical group.
so, for all ǫ > 0 we can find C ǫ > 0 such that a.e. in Ω and for all t ∈ R
By the relations above we obtain
For all u ∈ X(Ω) \ {0} such that J(u) > 0 we have
as ||u|| → 0.
So we can find some ρ > 0 such that, for all u ∈ B ρ (0) \ {0} with J(u) > 0,
Using again (14) , there exists τ (u) ∈ (0, 1) such that J(τ u) < 0 for all 0 < τ < τ (u) and J(τ (u)u) = 0. This assures uniqueness of τ (u) defined as above, for all u ∈ B ρ (0) with J(u) > 0.
We set τ (u) = 1 for all u ∈ B ρ (0) with J(u) ≤ 0, so we have defined a map τ :
such that for τ (u) ∈ (0, 1) and for all u ∈ B ρ (0) we have
By (15) and the Implicit Function Theorem, τ turns out to be continuous. We set for all
} is a deformation retract of B ρ (0). Similarly we deduce that the set B ρ (0) ∩ J 0 \ {0} is a deformation retract of B ρ (0) \ {0}. So, we have
the last passage following from contractibility of B ρ (0) \ {0}, recalling that dim(X(Ω)) = ∞. Since by Proposition 3.4 C 1 (J,ũ) = 0 and C k (J, 0) = 0 ∀k ∈ N 0 , thenũ is a non-zero solution.
Remark 5.3. We remark that we can use Morse identity (Proposition 3.5) to conclude the proof. Indeed, we note that J(u ± ) < J(0) = 0, in particular 0 and u ± are isolated critical points, so we can compute the corresponding critical groups. By Proposition 3.1, since u ± are strict local minimizers of J, we have C k (J, u ± ) = δ k,0 R for all k ∈ N 0 . We have already determined C k (J, 0) = 0 for all k ∈ N 0 , and we already know the k-th critical group at infinity of J. Since J is coercive and sequentially weakly lower semicontinuous, J is bounded below in X(Ω), then, by ([12] , Proposition 6.64 (a)), C k (J, ∞) = δ k,0 R for all k ∈ N 0 . Applying Morse identity and choosing, for instance, t = −1, we obtain a contradiction, so there exists an other critical point u ∈ K J \ {0, u ± }.
But in this way we lose the information thatũ is of mountain pass type.
6 Appendix: General Hopf's lemma
As stated before, we show that weak and strong maximum principle, Hopf's lemma can be generalized to the case in which the sign of f is unknown. Now we focus on the following problem
where h ∈ C s (R n \ Ω), and we have the same assumption on the function f , in addition we assume
This case makes sense only for nonlinear problems.
Remark 6.1. Since Dirichlet data is not homogeneous in (16), the energy functional associated to the problem is
Because the term O |h(x) − h(y)| 2 K(x − y) dxdy could be infinite, when h is not zero [14] .
Proposition 6.2 (Weak maximum principle). Let (17) hold and let u a weak solution of (16)
Proof. Let u be a weak solution of (16), i.e.
for all v ∈ X(Ω). We write u = u + − u − in Ω, where u + and u − stand for the positive and the negative part of u, respectively. We take v = u − , we assume that u − is not identically zero, and we argue by contradiction. From hypotheses we have
where Ω − := {x ∈ Ω : u(x) < 0}.
On the other hand, we obtain that
Therefore, we have obtained that
and this contradicts (18)-(19).
We add extra hypotheses on the function f to obtain a better interior regularity of the solutions, as we have seen previously, so we can show a Strong maximum principle and Hopf's Lemma in a more general case. More precisely, we require that f (., t) ∈ C s (Ω) for all t ∈ R and f (x, .) ∈ C 0,1
and by Proposition 4.4 u ∈ C s (R n ), then u is a pointwise solution, namely the operator L K can be evaluated pointwise:
Therefore, if u is a weak solution of problem (16) , under these hypotheses, u becomes a pointwise solution of this problem. Proposition 6.3 (Strong maximum principle). Let (17) hold and f (., t) ∈ C s (Ω) for all t ∈ R, f (x, .) ∈ C 0,1 loc (R) for all x ∈ Ω, let u a weak solution of (16) with h ≥ 0 in R n \ Ω. Then either u(x) = 0 for all x ∈ Ω or u > 0 in Ω.
Proof. By Weak maximum principle, u ≥ 0 in R n . We assume that u does not vanish identically. Now, we argue by contradiction. We suppose that there exists a point x 0 ∈ Ω such that u(x 0 ) = 0, so x 0 is a minimum of u in R n , then
Lemma 6.4 (Hopf's Lemma). Let (7) and (17) hold, f (., t) ∈ C s (Ω) for all t ∈ R, f (x, .) ∈ C 0,1 loc (R) for all x ∈ Ω. If u is a solution of (16) and h ≥ 0 in R n \ Ω, then either u(x) = 0 for all x ∈ Ω or lim inf
Proof. The proof is divided in two parts, firstly we show this result in a ball B R , R > 0, and secondly in a general Ω satisfying an interior ball condition. (We assume that B R is centered at the origin without loss of generality). We argue as in ([8] , Lemma 1.2).
Case Ω = B R We suppose that u does not vanish identically in B R . By Proposition 6.3 u > 0 in B R , hence for every compact set K ⊂ B R we have
we define v m (x) = 1 m u R (x) for x ∈ R n and ∀m ∈ N, so L K v m = 1 m . Claim: There exists somem ∈ N such that u ≥ vm in R n . We argue by contradiction, we define w m = v m − u ∀m ∈ N, and we suppose that w m > 0 in R n . Since v m = 0 ≤ u in R n \ B R , there exists x m ∈ B R such that w m (x m ) = max B R w m > 0, so we may write 0 < u(x m ) < v m (x m ). As a consequence of this and of the fact
we obtain lim Therefore, inserting these in (23), we obtain 0 ≤ − b C , a contradiction. Then u ≥ vm for somem, so
Case Ω general We define Ω ρ = {x ∈ Ω : δ Ω (x) < ρ} with ρ > 0, for all x ∈ Ω ρ there exists x 0 ∈ ∂Ω such that |x − x 0 | = δ Ω (x). Since Ω satisfies an interior ball condition, there exists x 1 ∈ Ω such that B ρ (x 1 ) ⊆ Ω, tangent to ∂Ω at x 0 . Then we have that x ∈ [x 0 , x 1 ] and δ Ω (x) = δ Bρ(x 1 ) (x).
Since u is a solution of (16) Therefore, by the first case there exists C = C(ρ, m, s) > 0 such that u(y) ≥ Cδ s Bρ(x 1 ) (y) for all y ∈ R n , in particular we obtain u(x) ≥ Cδ s Bρ(x 1 ) (x). Then, by δ Ω (x) = δ Bρ(x 1 ) (x), we have lim inf Cδ Ω (x) s δ Ω (x) s = C > 0 ∀x 0 ∈ ∂Ω.
Remark 6.5. We stress that in Lemma 4.5 we consider only weak solutions, while in Lemma 6.4 pointwise solutions. Moreover, the regularity of u/δ s yields in particular the existence of the limit lim
for all x 0 ∈ ∂Ω. This function u/δ s on ∂Ω plays sometimes the role that normal derivative ∂u/∂ν plays in second order equations.
