Abstract. This work is concerned with a time harmonic scattering problem of electromagnetic waves from a two-dimensional open cavity embedded in the infinite ground plane. Because of the highly oscillatory nature of the solution for large or deep cavity, the model scattering problem is challenging both mathematically and computationally. A variational formulation reduces the scattering problem into a bounded domain (the cavity) problem. The stability of the solution is established for the bounded domain problem in the energy space. Moreover, our stability estimates provide the explicit dependence on the high wave number and the depth of the cavity.
between high wave number and large cavity problems, our result can be regarded as a stability result for the large cavity problem.
To our best knowledge, this paper presents the first stability result for the large cavity (high wave number) with explicit dependence on the high wave number. Such a rigorous stability result is essential for conducting convergence analysis of numerical methods. In fact, the high wave number problem is notoriously challenging and is well known for being one of the most difficult problems for numerical partial differential equations. Computation is extremely difficult when the cavity is large compared to the wavelength of the field due to high oscillation of the field [4] .
Little is known about stability of the solution in wave propagation with explicit dependence on the wave number. In one dimension, Douglas et al. [8] derived a stability estimate for the solution to Robin boundary problems. Melenk [13] obtained an optimal stability result in two dimensions, which was extended to the three-dimensional case by Cummings and Feng [7] . More recently, Hetmaniuk [10] has established stability estimates for a Robin boundary problem with other boundary conditions. Although the Helmholtz equation with a complex valued Robin boundary condition may be regarded as a simplified linearization of our model problem, our model (2.1) is more complicated: (1) Our boundary condition is nonlocal, hence it is not straightforward to derive a stability estimate from the boundary condition. ( 2) The previous method [10] is not applicable to our model problem due to the rectangular domain D and nonlocal boundary condition. Therefore, new techniques must be developed to establish the rigorous stability estimate for the model problem in the present work.
The rest of the paper is as follows. In section 2, the governing equation (2.1) is introduced, and Theorem 2.1 is presented as the main result. Lemma 2.6 is proposed as the key to obtain the main result. Thus, the following sections are devoted to Lemma 2.6. Section 3 introduces some notation and preliminary results. To derive Lemma 2.6, we separate the proofs into Cases I and II, whose assumption are also given in this section. Sections 4 and 5 present the proof for Cases I and II, respectively. with a rectangular cross-section is considered. It is assumed that the medium for the half plane {(x, y) | y ≥ y 0 } and the cavity is homogeneous. It is further assumed that the cavity is on a perfect conducting ground.
For the model problem, we adopt the governing equation and its boundary condition derived in [3] . Let a plane wave (E I , H I ) be incident on an electromagnetic cavity. Then the total electric and magnetic fields E, H satisfy the following time harmonic Maxwell equations (time-dependence e −iωt ):
where μ is the constant magnetic permeability and ε is the dielectric coefficient.
On the surface of the perfectly conducting medium, it follows from the physics that the following boundary condition is satisfied for the electric field:
where n is the unit outward normal to the boundary.
In the TM polarization, the electric field takes the following form:
Assume that E I = (0, 0, u i ) and u i = e iαx−iβ(y−y0) , where α = k sin θ, β = k cos θ, θ is the incident angle with respect to y axis, and k = w √ εμ is the wave number. The total field consists of three parts:
where u r = −e iαx+iβ(y−y0) and u s satisfies the radiation condition
The Maxwell system may be reduced to
Taking the Fourier transform with respect to x, we have
and on R × {y 0 }
For convenience, we define an operator T on Γ as
for any w with w Γ ∈ H 1 2 (R), where the notation w Γ is defined as
Since u i + u r = 0 on y = y 0 , we have T (u) = T (u s ) and
Therefore, the original problem in an unbounded domain D ∪ {y > y 0 } can be reduced to the following problem in the bounded domain D:
For this governing equation, the existence and the uniqueness of the solution u for a given g were also presented in [3] . Our goal in this paper is to study the stability for the problem in D, which provides explicit roles of k and y 0 in the estimate. Our main result is the following theorem under the assumption that k > 10 and y 0 > 1.
Theorem 2.1. There exisits a constant C independent of k > 10 and
and more precisely
under the assumption that |n − k| attains the minimal value at n = k * in N, and
TM polarization is considered in this paper. The perfectly conducting boundary condition on the interface Γ C is essential to reduce the scattering problem into the bounded domain problem (2.1). Similarly, Ammari, Bao, and Wood also studied transverse electric (TE) polarization in [3] , where (2.1) was first presented. In that case, the cavity becomes
where Λ(
Although Theorem 2.1 and its proof shed some light on the TE model, due to the different boundary condition on S new estimates must be established. The nontrivial extension will be reported in a subsequent paper.
In the governing equation (2.1), the particular condition ∂u ∂ν = T u + g on Γ is nonlocal, which makes the stability problem more challenging. As a comparison, we recall a simplified model in a smooth domain D. 
Then there is a constant C independent of k > 10 such that
The proof of the inequality (2.3) above consists of two steps:
• Step 2:
The derivation of (2.4) in Step 1 is the key estimate of Hetmaniuk's approach in [10] , while the bound (2.5) in Step 2 can be easily derived for the Robin boundary condition. In order to prove the estimate for Step 1, the geometric assumptions on the domain D are essential. Under these assumptions, the normal vectors on Γ are in the opposite direction to the normal ones on the other boundary. Based on Grisvard [9] , the geometric assumptions yield (2.4). In Step 2, the favorable Robin boundary condition on Γ provides the bound of Cauchy data u and ∂ ν u on Γ immediately as follows:
Hence, the inequality (2.5) in Step 2 follows.
Thus, the key of Hetmaniuk [10] is Step 1, i.e., to find the bound (2.4) of u and ∇ u in D by the Cauchy data on Γ.
Here, our proof of the main result is also of twofold:
• Step 1 :
• Step 2 :
where the norms A and B are defined in Definition 3.1. The norms A, B behave like
Step 1 , the optimal bound (2.6) of u H 1 (D) by the Cauchy data can be provided by a standard estimate based on the Fourier series in the following lemma.
Lemma 2.4. Let u be a solution to (2.1). Then there is a constant C independent of k and y 0 such that
where the norms A and B are defined in Definition 3.1.
The proof of this lemma will be presented in the appendix. Remark 2.5. The method of Hetmaniuk in [10] is not applicable to a rectangular shaped domain D used in our model. Because of the rectangular geometry, our technique based on the Fourier series is completely different from that of [11] . Nonetheless, our method implies the following optimal stability result on the rectangular domain different from (2.
For a given g, let u be the solution to the Hetmaniuk problem (2.2) with the rectangular domain D. Then, a standard estimate based on the Fourier series yields the following optimal estimate:
where the constant C is independent of k > 10 and y 0 > 1. A comparison of the estimates (2.3) and (2.8) shows clearly the effects of a rectangular shape of the domain and the contribution of the depth y 0 to the stability. Contrary to the arguments for the Robin boundary condition in Example 2.3, our major difficulty for Step 2 is to estimate both the Dirichlet data u and the Neumann data ∂ ν u on Γ by g, while Step 1 is easier to obtain. Step 2 , the most important part of this paper, is difficult to prove since the boundary data ∂u ∂ν = T u + g does not yield direct estimates on u B and ∂ ν u A . To understand the difficulty in utilizing the boundary data, we consider −Im Γ gudx, which is an essential ingredient in both our model problem and Hetmaniuk's model. Clearly
However, the integration in (2.9) does not contain information on u(ξ) for |ξ| ≥ k.
Since u has a compact support in Γ, u is analytic. Thus, u(ξ) for |ξ| ≥ k can be theoretically determined from the restricted data u(ξ) for |ξ| < k . This fact was used to prove the uniqueness and the existence of the solution u for given g. However, without the values in |ξ| ≥ k, the analyticity is insufficient for a sensitive stability and Im Γ gudx cannot directly generate a bound on u L 2 (Γ) as for the Robin boundary condition. Our goal of this paper is to establish a bound of the Cauchy data in terms of g of Step 2 in terms of k and y 0 despite the lack of local information. The following lemma provides the key step for the proof of our main stability theorem.
Lemma 2.6. Let u be the solution to (2.1) for g. Then there is a constant C independent of k > 10 and y 0 > 1 such that
We are now ready to prove Theorem 2.1 based on Lemma 2.6 or Step 2 and Lemma 2.4 or Step 1 . The rest of the paper, sections 3-5, is devoted to the proof of Lemma 2.6.
Proof of Theorem 2.1. Lemma 2.6 yields the desirable bound as follows: there is a constant C independent of k and y 0 , such that
Furthermore, Lemma 2.4 of Step 1 gives
From the definition of the norm A, the properties (3.1) and (3.2) mentioned in
Applying the above estimates to (2.10), we can derive the bounds in Theorem 2.1. The proof of Theorem 2.1 is complete.
From the proof of Theorem 2.1, an alternative stability estimate can be established.
Corollary 2.7. There is a constant C independent of k > 10 and
where the constant C is independent of k > 10 and y 0 > 1.
For the fixed depth case, the next corollary can also be derived from the proof of Theorem 2.1.
Corollary 2.8. Assume that the depth y 0 > 0 is fixed but not necessarily greater than 1. There is a constant C y0 independent of sufficiently large k such that
where C y0 is only depending on y 0 .
Notations and preliminary results.
For the convenience of notation, from now on C will be used to denote positive constants which are independent of k > 10 and y 0 > 1. The notation is also used when we compare two quantities, and α β if and only if there is a positive constant C independent of k > 10 and
Because of the rectangular shape of D, the solution u can be expressed as
For convenience, let u n , (∂ ν u) n and (T u) n be defined as the coefficients of the sine expansions of u, ∂ ν u, and T u as follows:
Using this notation, we have
Similarly
and
where (∂ ν u) n can be calculated explicitly from a n :
For the analysis of the stability, we introduce two norms A and B on functions defined on Γ.
Definition 3. for n = n * . Thus, the norms A and B can be simplified as
They are formerly dual to each other. The norms A, B behave like
If such n * does not exsit, then the norms A and B have no relation to y 0 since
Hence, whether n * exists or not, there is always a constant C independent of k and y 0 such that
under the assumption that |n − k| attains the minimal value at n = k * in N and
We divide N into two groups. One is for lower frequencies and the other is for high frequencies in the Fourier sine expansion. The lower and higher frequency parts are estimated separately. It turns out that the higher frequency part is easier to handle, as indicated in Lemma 3.4.
Definition 3.3. The sets L and H are defined as follows:
Then, the quantities defined on Γ can be separated into two parts as follows:
Note that the set L is a finite set whose number of elements is less than or equal to k. Here, a complicated separation L and H of y 0 |k 2 − n 2 | > 1 and ≤ 1 is employed since the higher frequency terms related to H have nice properties provided in Lemma 3.4.
Lemma 3.4. If u is the solution to (2.1), then
Proof. In the case of n = k and n ∈ H, we have
In the case of n = k, we have y 0 (∂ ν u) n = u n . Hence
From the definition, one can show (∂ ν u) n u n ≥ 0 for any n ∈ H.
The following lemma deals with the vanishing weight in the interval involving
Lemma 3.5. There is a positive constant C such that
Proof. Let
where [2k] is the greatest integer less than or equal to 2k. Two functions u(x) and 
for any ξ ∈ R.
The proof of Lemma 3.5 is now complete.
Recall that in order to prove Lemma 2.5, both ∂ ν u A and u B must be estimated in term of g A . For this purpose, we consider two cases as follows:
• Case I:
• Case II:
The constant will be chosen later (see (5.4)) as a small number. The quantity g is the difference between ∂ ν u and T (u). Case I means that the difference is not too small relatively, while Case II indicates that the difference is relatively small.
Case I.
A bound of ∂ ν u A is straightforward from the assumption of Case I:
Thus, it suffices to estimate u B . We begin by establishing the bound of
Using Lemma 3.5, this implies that
Taking the advantage of a finite partial sum n∈L , we have an estimate for the lower frequency part of u
To estimate the higher frequency part of u, using the assumption of Case I and Lemma 3.4, we get
A combination of the above estimate with (4.1) yields
Solving the second order polynomial above, we have
Therefore, from the assumption of Case I, we arrive at
Case II is more difficult to estimate and will be dealt with in the next section.
Case II. We begin by considering
where both Re and Im are real values. Remark 5.1.
• The Im term is nonpositive and satisfies
• From the defintion,
Note that | Γ gu dx| ≥ |Re| and ∂ ν u A ≥ g A due to the assumption of Case II. It follows immediately that
• By Lemma 3.4, both terms in the right-hand side of (5.2) are always nonnegative with an equivalence relation for higher frequency terms
We next estimate 
will be absorbed by other terms from a suitable choice of . The term | n∈L (∂ ν u) n u n | consists of u and ∂ ν u. Depending on which term is relatively bigger, we consider two cases as follows:
• Case II-1:
• Case II-2:
A proper small δ will be chosen later (see (5.10)).
Case II-1.
The assumption of Case II-1 and (5.2) yields
We intend to eliminate the second term with in (5.3) so that the right-hand-side terms are dominated only by the first term with δ. Since the high frequency parts related to H of Dirichlet data and Nuemann data are equivalent by Lemma 3.4, the assumption of Case II-1 yields
where δ and are small enough (see (5.10)). Now, we choose
where C is a sufficiently small constant independent of k and y 0 . By (5.3) and Lemma 3.4, we have
The term n∈L (∂ ν u) n sin nx 2 A of (5.5) will be replaced with n∈L (T u) n sin nx 2 A . To do so, we use the assumption of Case II,
Moving the term
to the left-hand side, (5.5) implies that
since is small enough (see (5.10)).
In order to get a bound for
, it is sufficient to estimate (T u) n for n ≤ k due to (5.6) (refer to the definition of L). By the Cauchy-BunyakovskySchwarz inequality, we have
≤ C + y 0 ≤ Cy 0 since y 0 > 1. Thus, we have from (5.6)
We now choose
Here, C δ is small enough independently of k and y 0 so that
Thus, by (5.7), (5.9), and (5.10), we have
Considering (5.7), all terms of (5.8) and (5.9) are bounded by ky 0 |ξ|≤k k 2 − ξ 2 | u| 2 dξ.
The identity (5.1) indicates that
Using Lemma 3.5, the estimate (5.11) implies
Thus, we have
Meanwhile, by using (5.11) one more time, Lemma 3.4 implies
The assumption of Case II gives
Applying (5.13) and (5.14) to (5.11), we get
Therefore, using (5.12), we obtain (5.15) Ck
Case II-2.
We begin by applying the assumption of Case II-2
With the help of Lemma 3.4, we have
Here, the term with above is estimated as follows:
Since = C √ δ and the constant C is a sufficiently small, (5.16) is reduced to
We next determine the constant C(k, y 0 ) in terms of k and y 0 such that
To get C(k, y 0 ), we assume that
Thus, we get a lower bound of
Then, we can obtain the desirable constant C(k, y 0 ) in terms of k and y 0 . Now, we need another assumption that the given date g is odd or even with respect to x = π/2, because of the property of the Fourier transformed sine function in the following lemma.
Lemma 5.2. Without any loss of generality, we assume that g is an odd function with respect
Thus, if n is even, then
. It follows immediately that u, ∂ ν u, and T (u) are also odd. Then, all of u n , (∂ ν u) n and (T u) n are 0 for any odd n. The case of even g can be discussed similarly.
For any even number n ∈ L, we shall consider u as follows:
where E is the set of all even natural numbers.
where C is independent of n, ξ, k, and
Thus, we estimate
Dealing with the sum, we separate it into two partial sums m<2k · · · and m≥2k · · · . First, we have m∈E\{n} and m≥2k
Second, let k * be a natural number minimizing |k − n| such that |k − k * | ≤ |k − n| for any n ∈ N. For any m ∈ E \ {n, k * }, |k − m| ≥ 1 2 and
Here, we choose the length of the subintervals
where C is small enough independently of k. Thus, we have The left-hand side of the equality above is obviously bounded by ∂ ν u 2 A + u 2 B . However, the right-hand side has a negative sign for the term |u| 2 . In order to prove our lemma, it suffices to show that 
