Introduction
Digital, computer-based three-dimensional (3D) study models are an alternative to plaster models. Users of digital models can retrieve and store their records electronically, reducing the chance of loss or damage and reducing storage space. A virtual 3D set of models can be manipulated in all planes of space, sectioned in any plane and measured along any plane. The virtual images can be sent worldwide for instant referral or consultation as needed, for Internet study groups or research purposes. Because computer-based 3D study models are a component of the digital orthodontic record, they contribute to a paperless offi ce. Digital models have been shown to be a valid tool for undertaking simple diagnostic measurements such as tooth size, arch width, overjet, overbite, arch length, and Bolton ratio ( Tomassetti et al. , 2001 ; Santoro et al. , 2003 ; Zilberman et al. , 2003 ; Quimby et al. , 2004 ; Stevens et al. , 2006 ) . For direct measurements, the above authors did not fi nd clinically signifi cant differences between measurements made on digital or plaster models. Statistical differences were found for tooth width by Santoro et al. (2003) and Zilberman et al. (2003) . Shrinkage of alginate and diffi culties in identifying landmarks of a 3D image on a twodimensional (2D) screen are mentioned explanations. One of the greatest sources of random error is the diffi culty in identifying landmarks ( Houston, 1983 ) . Zilberman et al. (2003) stated that this is a particular concern for digital models because a 3D structure is viewed as a 2D image and identifying landmarks becomes more diffi cult. Quimby et al. (2004) and Stevens et al. (2006) found no statistical differences between measure ments made on plaster or digital models.
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ICON scores performed on computer-based models appear to be as accurate and reliable as ICON scores on plaster models.
Besides direct measurements, other methods are used to quantify malocclusion and treatment results, such as occlusal indices.
Numerous indices have been developed since the 1960s either to rank or score the severity of malocclusion relative to a pre-conceived orthodontic ideal, or in terms of treatment need ( Draker, 1960 ; Salzmann, 1968 ; Summers, 1971 ; LinderAronson, 1974 ; Lundström, 1977 ; Brook and Shaw, 1989 ; Buchanan, 1991 ; Shaw et al. , 1991 ; Richmond et al. , 1992 ; Casko et al. , 1998 ; Daniels and Richmond, 2000 ) . Examples of these indices are the Dental Aesthetic Index (DAI), the Peer Assessment Rating (PAR) Index, the Index of Orthodontic Treatment Need (IOTN), American Board of Orthodontics Objective grading system (ABO-OGS), and the Index of Complexity Outcome, and Need (ICON). From the various indices only two, PAR and ABO-OGS, have been compared for digital and plaster study models. For the PAR Index, two studies did not fi nd signifi cant differences ( Mayers et al. , 2005 ; Stevens et al. , 2006 ) . For the ABO-OGS, statistically signifi cant differences were found ( Costalos et al. , 2005 ; Okunami et al. , 2007 ) for the components ' alignment ' and ' buccolingual inclination ' ( Costalos et al. , 2005 ) and ' occlusal contacts and relationships ' ( Okunami et al. , 2007 ) . According to those authors, possible explanations for these differences might be the diffi culty in identifying the same landmarks on plaster and digital models, a need for adequate calibration to achieve repeatability in both methods and a difference in angulation of the models while measurements were taken. Although some fi ndings showed statistical differences, clinically the differences were too small to be noticed during the grading process. Although these indices are widely used, they are not validated for determining treatment need and do not take aesthetics into consideration. The ICON is an index of treatment need, severity of malocclusion, and treatment outcome and as such offers signifi cant advantages over other indices of treatment need ( Daniels and Richmond, 2000 ; Louwerse et al. , 2006 ; Onyeaso and BeGole, 2007 ) . A single set of weightings is used to score four separate facets of orthodontic care. The ICON weightings are based on the opinion of an international panel of 97 orthodontists from nine countries ( Richmond and Daniels, 1998a , b ) . The aesthetic component (AC; Brook and Shaw, 1989 ) A review of the literature did not identify any studies that investigated the clinical applicability of the ICON on digital models. Therefore, the aim of this study was to determine the reliability and reproducibility of ICON scores derived from digital study models compared with scores from plaster models of the same patients. This was carried out by comparing the values scored on plaster models with those scored on digital models and comparing the reproducibility of scoring on digital models with that on plaster models.
Material and methods

Sample
Pre-(T 0 ) and post-(T 1 ) treatment dental casts of 30 patients were randomly selected from the patient archive of the Department of Orthodontics and Oral Biology, Radboud University Nijmegen Medical Centre. Random numbers were generated by the computer. The study sample met the following inclusion criteria: (1) permanent dentition, (2) apparently normal crown morphology (casts showing gross abnormalities were excluded), and (3) no features that would alter the natural mesiodistal or buccolingual crown diameter, such as restorations, caries, attrition, or fracture. The dental casts represented a spectrum of malocclusion types and severity before treatment. Patients with clefts and other craniofacial deformities were excluded. Five subjects had a Class I molar occlusion at T 0 , 19 were Class II division 1, fi ve Class II division 2, and one Class III. Five dental casts displayed a crossbite or scissor bite and fi ve showed an anterior open bite. Five patients were treated with extractions. The distribution of the Dental Health Component (DHC) grades of the IOTN is shown in Table 1 .
To process digital models, the models were sent to Orthoproof®, Nieuwegein, The Netherlands. The plaster casts were scanned with a Flash CT scanner (Hytec Inc, Los Alamos, Oklahoma, USA). The same plaster casts were returned and used for direct measurements. The corresponding digital models were returned via electronic mail within 48 hours. The fi le size of one set of digital models is approximately 10 Mb.
Measurements
The measurements used were those described in computing the ICON, as shown in Table 2 ( Daniels and Richmond , 2000 ) . The components and the scoring range of the ICON are shown in Table 3 . Two observers (SCB and MAB ), calibrated in the use for the ICON, scored the models. The casts were displayed in a fi xed order on tables. There was no time limit. After 1 week the digital models were scored. The digital models were viewed by using the proprietary software (Digimodel®, version 2.2.1, Nieuwegein, The Netherlands). The digital models were displayed on screen with four views of one set of the dental casts of one patient ( Figure 1 ) . A 15.4 inch LCD laptop screen with a resolution of 1280 × 800 pixels with 32 bit colour was used. The observer could manipulate the position of the models in view. For ease and accuracy of measurements, the images were enlarged on screen as required with the magnifying feature. Overbite was assessed by making the maxilla transparent. Posterior displacement from ideal interdigitation was determined with a view perpendicular to the posterior quadrant. The second scoring of the digital models was carried out 2 weeks after the fi rst scoring and 1 week thereafter the second scoring of the plaster models was undertaken.
Reliability was considered as the extent to which a measurement was repeatable under identical conditions for the new diagnostic test (digital models) and the gold standard (plaster).
Statistical analysis
The various components of the ICON have different scales. Some components result in ordinal data (e.g. crossbite), while other components are recorded on a metric scale. For the metric variables (AC, incisor overbite, and sagittal relationship of the buccal segment, total score, and weighted score), the observer performance is expressed in the reliability index (calculated by Pearson correlation coeffi cient) and the results of a paired t -test ( P value and mean difference). For the ordinal components (upper arch crowding/spacing and crossbite), kappa values were calculated to analyse observer agreement. Statistical analysis was performed with the Statistical Package for Social Sciences version 12 (SPSS Inc., Chicago, Illinois, USA). Statistical signifi cance was set at a P < 0.05.
Results
Descriptive analysis of the total and weighted total scores for the samples at T 0 and T 1 are shown in Table 4 and statistical comparison between digital and plaster models in Table 5 . Differences in total ICON score between the plaster and digital models resulted in mostly statistically insignifi cant values ( P values ranging from 0.07 to 0.19), except for observer 1 in the T 1 sample. Paired t -tests showed that the total ICON score between plaster and digital models for observer 1 differed, with a plaster score being on average 0.73 points lower than the score on digital models ( P < 0.01). This difference was found for the components, sagittal relationship of the buccal segment ( P < 0.01), and crossbite (kappa = 0). Signifi cant differences between the digital and plaster models in the weighted ICON scores were found. Observer 1 showed a difference ( P = 0.01) in the T 1 sample. This difference was also seen in the total ICON score for that sample. Observer 2 showed a difference in the weighted total score for both the T 0 and T 1 sample ( P = 0.03 and P < 0.01, respectively). A difference was found for the components sagittal relationship of the buccal segment ( P < 0.01) and AC ( P = 0.01). Intraobserver reproducibility for the plaster and digital models are shown in Tables 6 and 7 . The values for reliability of the total and weighted total ICON scores were generally high for the T 0 sample (range 0.83 -0.95) but lower for the T 1 sample (range 0.55 -0.85). No statistical differences were found for the total ICON score on either plaster or digital models. Intraobserver differences in repeated weighted total ICON scoring of digital models resulted in statistically signifi cant values for observer 2 ( P = 0.04) for the T 0 sample. This difference was mainly due to the AC.
Discussion
The present study assessed the reliability and reproducibility of ICON scores derived from 3D digital study models using plaster models as the gold standard. The number of models to be compared (both for T 0 and T 1 ) had to be large enough to achieve suffi cient power. For metric variables, the standard error (SE) in the difference of two variables with approximately the same standard deviation (SD) can be calculated as:
2 N × By setting N at 30, the standard error of the mean is close to a factor of 4 smaller than the SD. This implies that differences between observers, or between digital and plaster models, would reach statistical signifi cance at a level of 0.5 SD or more. For those cases where the kappa statistic was used, the power depends both on the expected and the observed level of agreement, so the power calculation is more arbitrary. Setting the expected level of agreement at 0.25 (as can be seen in an equally distributed four-point scale or approximately in a skewed distributed fi ve-point scale), then a level of agreement of 0.75 would result in a kappa of 0.67. Obviously, the same N as for metric variables has to be used. Setting N at 30 with these levels of agreement gives a SE for the kappa value of 0.11. This was considered to be suffi ciently precise.
Two samples were used: 30 pre-(T 0 ) and 30 post-(T 1 ) treatment models. Whereas the T 0 sample contained a variety of malocclusions, the T 1 sample was more homogeneous. Therefore, the pre-and post-treatment samples were analysed separately. Low intrasample variation in the T 1 sample, which is inherent post-treatment ( Table 4 ) , is an important factor for the statistical differences found in total and weighted total score for the comparison between plaster and digital models ( Table 5 ) . A much lower interobserver agreement in decisions of treatment acceptability and lower predictive accuracy for treatment outcome for the ICON compared with treatment need have been reported previously ( Richmond and Daniels, 1998b ) . The difference for weighted total score (3 points) in the T 0 sample for observer 2 does not appear to be clinically relevant, the SD in this sample being 15.39 points. The digital models analysed by observer 2 in the T 0 sample ( Table 6 ) had a weighted total score difference of 2.1, which is very small. The different components of the ICON show low kappa values for the ordinal components. This is because kappa can drop dramatically based on the prevalence of the variable involved ( Altman, 1991 ). The components, upper arch crowding/spacing and crossbite, show this phenomenon. Stevens et al. (2006) reported diffi culties in observing crossbites. The posterior teeth can falsely appear in crossbite on screen or they will seem to have a positive overjet in the posterior segment when they do not. With the crosssection function of the program, this can be checked. The AC gave a statistically different value for observer 2 ( Table 5 ) . This difference (0.47) is very small and it should be stressed that in the calibrating process, the AC of the ICON proved diffi cult to learn. Indeed, studies assessing the IOTN-AC demonstrated moderate validity ( Richmond et al. , 1995 ; Beglin et al. , 2001 ) . When the plaster and digital models were compared in the present study, differences were found for the sagittal relationship of the buccal segment (range 0.47 -0.63). A slight rotation of the digital model around the vertical axis affected assessment of molar and canine relationships and this could explain these differences. Other studies ( Mayers et al. , 2005 ; Rheude et al. , 2005 ; Stevens et al. , 2006 ) also found a slightly lower reliability for digital models for buccal occlusion. However, overall, the differences between plaster and digital models do not seem to be clinically important. In all studies so far undertaken, statistical differences might be found, but they do not seem to be clinically relevant. It is likely that these small differences do not have an infl uence on diagnosis and treatment planning, as confi rmed by the studies of Rheude et al. (2005) and Whetten et al. (2006) who showed that digital models are a valid alternative to conventional plaster models in treatment planning.
Conclusion
Despite some minor differences between ICON scores on plaster and digital models, it can be concluded that ICON scoring can be performed reliably on digital models.
