I. INTRODUCTION
According to the official statistics, in 2004 it was estimated that around 16.6 percent out of a total Indonesian population of around 210 million was considered to be living in absolute poverty. In addition, around one third to one half of the population was considered vulnerable to poverty, implying that they could easily fall into poverty when negative shocks occur.
1 Consequently, poverty reduction efforts will continue to be an important endeavor in Indonesia, even long into the future.
An important part of this endeavor is poverty monitoring, which is a regular and systematic effort to monitor welfare condition of the society. An effective poverty monitoring will be able to detect signs of deterioration in people's welfare, so that the relevant authorities can take appropriate and timely action to prevent the condition from worsening. Such monitoring requires regular and frequent estimations of various welfare measurements or indicators. Hence, a regular and frequent effort to collect household level data is a crucial part of an effective poverty monitoring system.
The most widely used data for measuring welfare or poverty is household consumption expenditure, especially in developing countries where household income data is considered more difficult to collect and less accurate. Another advantage of using expenditure data is that it is already expressed in monetary units, which is very intuitive and easily understood. So, one can proceed to calculate a poverty line using one's choice of method, and then simply calculate the poverty headcount rate, i.e. the proportion of people living below the poverty line.
In reality, however, it is not quite as simple. Collecting household consumption expenditure data requires a lot of time and effort. Firstly, it requires a sufficiently large dose of patience and willingness on the part of respondents, since they usually have to self-document their expenditure for a period of time, and sufficient trust on the part of the enumerator to entrust the respondents to correctly record their actual expenditure. Secondly, it takes a long time, about one week in Indonesia to record a pattern of food expenditure. Thirdly, if the questions involve the memory of respondents in recalling their non-food expenditure over the last 12 months, then reliability is an important issue.
In the face of these difficulties, a number of studies in developing countries have tried to address this empirical problem by creating a proxy for expenditure or poverty. The proxy is calculated using several widely recognized methodologies using easier to collect household characteristics data that have been proven to significantly influence poverty, such as assets ownership and education level. The main purpose is to get a figure that ranks households to the same place they would be had they been ranked by per capita consumption expenditure. One of the more widely cited studies on estimating household expenditure is Filmer & Pritchett (2001) , which use the Principal Components Analysis (PCA) method to calculate long-term household wealth in India and uses it as an explanatory variable of school enrolment. Meanwhile, Ward et al. (2002) and Abeyasekera et al. (2002) use the Ordinary Least Squares (OLS) regression method on a survey data from Tanzania to predict expenditure and income poverty. A similar study in Africa is Geda et al. (2001) , which uses data from Kenya. To test the performance of their models in predicting welfare, these studies basically compare the rank of households using the new index with the rank based on expenditure.
Since expenditure data is often used directly to measure poverty, several studies use the PCA (Principal Components Analysis) or MCA (Multiple Correspondence Analysis) method not to estimate a proxy for expenditure, but directly to measure poverty on a broader scope: multidimensional poverty. In a nutshell, this concept argues that poverty does not only involve expenditure or income dimension, but also other dimensions such as health, education, social status, and leisure.
2 Studies that adopt this approach include Asselin (2002) and Reyes et al. (2004) .
In Indonesia, the only government agency known to collect non-expenditure data nationally to determine household welfare is BKKBN (Badan Koordinasi Keluarga Berencana Nasional, the National Family Planning Coordination Board). BKKBN uses 23 indicators to classify a household into five categories: (i) pre-prosperous family; (ii) just prosperous family; (iii) prosperous level 2 family; (iv) prosperous level 3 family; and (v) prosperous level 3 plus family. BKKBN has been collecting the data nationally every year since 1994, although due to the decentralization in Indonesia that transferred family planning matters to district governments, currently only 99 out of 400 districts in Indonesia still conduct the census.
3
In this paper we try to predict expenditure and poverty in Indonesia using various household characteristics, such as asset ownership, housing condition, access to facilities, consumption pattern, as well as household head and spouse characteristics such as age, gender, and education level. To our knowledge, this is the second paper after Filmer & Pritchett (2001) that attempts to calculate a proxy for household expenditure or poverty in Indonesia.
The purpose of this study is to obtain relatively accurate indicators of poverty, both at household and aggregate levels, which are relatively easy and quick to collect and do not require household income or expenditure data. Therefore, it is important to bear in mind that we do not intend to estimate a full model of the determinants of poverty in Indonesia. Since there is no single agreed method to identify these variables, we explore three approaches -estimating a correlates model of consumption, estimating a limited dependent variable model of poverty, and calculating a wealth index -which have all been used in similar analyses in other countries, and compare the performance of each approach with the actual data in predicting poverty empirically. 4 The rest of the paper is organized as follows: section II discusses the methods and data, sections III-V discuss the results and performance of each method, and section VI concludes.
II. DATA AND METHOD

A. DATA
We use Susenas (the National Socioeconomic Survey) data in this study. Susenas is a nationally representative household survey, and has two main components. The first one is "Core" Susenas. It is conducted annually and collects data on household general characteristics and demographic information. The second component is "Module" Susenas, which contains more detailed characteristics of the households. There are three regular modules: (i) consumption; (ii) health, education, and housing; and (iii) social, crime, and tourism. They are conducted in alternating years, which means each module is conducted every three years.
The Core Susenas covers about 200,000 households -around 800,000 individuals -while the Module covers about 65,000 households that are randomly chosen from the Core sample. For this study we use Susenas 1999 because -in addition to the Core and Consumption Moduleit has a special Social Safety Net (SSN) Module which records broader asset ownership and household characteristics information. Thus, the dataset we use is a merged dataset of the Core, Consumption Module, and SSN Module, with a total observation of 58,496 households.
B. METHOD
Based on a literature review, we have identified three methods that are commonly used in creating non-income/consumption poverty predictors: (i) estimating a correlates model of consumption, (ii) estimating a limited dependent variable model of poverty, and (iii) calculating a wealth index. We will explore all three methods in this study and, based on their performance, choose the most appropriate method to determine the poverty predictors to be used in the context of Indonesia. Furthermore, since it is widely recognized that conditions in urban and rural areas differ significantly in Indonesia, for each method we apply the method for urban and rural areas separately.
Method 1: Consumption Correlates Model
When poverty is defined as the current consumption deficit, a household is categorized as poor if the per capita consumption of its members is lower than the poverty line. Therefore, it is logical to search for poverty predictors based on variables that correlate with per capita household consumption. These variables can be obtained by estimating a correlates model of consumption, where the left hand side is per capita consumption and the right hand side is a set of variables that is thought to correlate with household consumption. In contrast to the determinants model, the endogeneity of the right hand side variables in the correlates model is not a concern. 5 5 Take for example the car ownership variable. Generally one would think that whether a household owns a car or not is determined by, among others, its socioeconomic level and not the other way around. Therefore, car ownership is usually not included in the right hand side of a consumption determinants model. However, car ownership is a good correlate or predictor of poverty. If a household owns a car, it is most likely that the household is not poor. Hence, this variable should be included in a consumption correlates model.
Once the set of right-hand side variables has been determined, a stepwise regression procedure is employed to estimate the model. The stepwise estimation procedure is used because in the end we want to obtain a manageable number of variables that can be relatively easily collected and at the same time meaningfully used to predict household consumption level and poverty status.
After the final set of variables has been determined, and their correlations with household per capita consumption have been estimated, the performance of this set of variables in predicting poverty can be empirically tested. First, the variables are used to predict per capita consumption level of all households in the sample. Second, the predicted per capita consumption is compared with the poverty line to determine the predicted poverty status of each household. Third, the predicted poverty status is then cross-tabulated with the actual poverty status to assess the reliability of the model in predicting poverty. A similar test is also conducted to test the reliability of the model in predicting hardcore poverty, which is here defined as per capita household consumption below the food poverty line.
Method 2: Poverty Probability Model
The difference between this method and the first one is on the left hand side variable used in the estimation model. In the first method, the left hand side variable is per capita household consumption. In this method, on the other hand, household poverty status is directly used as the dependent variable. Since this is a binary variable, the model is a type of limited dependent variable model. This has an implication on the estimation procedure used, which here is based on the probit model.
Those who prefer to use the first method of using household consumption correlates model to search for poverty predictors argue that a probit model involves unnecessary loss of information in transforming household consumption data into a binary variable of household poverty status. On the other hand, the use of the consumption correlates model to predict poverty also has certain weaknesses. First, estimating a model of consumption correlates does not directly yield a probabilistic statement about household poverty status. Second, the major assumption behind the use of consumption correlates model is that consumption expenditure is negatively correlated with poverty. Therefore, factors that are found to be positively correlated with consumption are assumed to be automatically negatively correlated with poverty. However, some factors may be positively correlated with consumption but only for those who are already above the poverty line. Although positively correlated with welfare in general, such factors will not be correlated with poverty.
In this method, we use the probit estimation procedure where the right hand side variables are the same as in the consumption correlates model. Similarly, a stepwise estimation procedure is also used in order to come up with a manageable number of poverty predictors. As in the first method, a reliability test of these predictors to predict poverty is implemented by cross-tabulating the predicted with actual poverty status of households. Two levels of poverty -total and hardcore poverty -are also examined in this method.
Method 3: Wealth Index PCA
One relatively easily collected and reliable source of data on indicators of household socioeconomic level is assets ownership. Using data on assets ownership, the wealth ranking of households can be ascertained through the creation of a wealth index. Unfortunately, data on assets ownership is usually only available in the form of binary variables, indicating only whether a household owns certain kinds of assets or not. Meanwhile, to create an appropriate wealth index requires data on the quality or price of each asset owned by a household to appropriately weigh each asset owned by a household. Hence, binary data poses a problem in ranking households by their socio-economic levels.
To deal with this problem, we utilize the Principal Components Analysis (PCA) method. In this method, the weighting for each asset is determined by the data itself. Intuitively, principal components is a technique for extracting from a large number of variables those few orthogonal linear combinations of the variables that best capture the common information.
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The first principal-component is the linear index of variables with the largest amount of information common to all of the variables. Zeller (2004) stated that the major advantage of PCA is that it does not require a dependent variable (i.e. a household's consumption level or poverty status). PCA, however, measures only relative poverty.
Based on the results of this analysis, households can be ranked from lowest to the highest socio-economic level. To test the reliability of this wealth ranking on predicting poverty requires a cutoff point to separate between the predicted poor and non-poor. Since there is no a priori poverty line that can be determined objectively, the cutoff point used is determined by the location of the poverty line in the actual consumption expenditure. In other words, the cutoff point is the proportion of poor households based on the actual consumption expenditure. As was the case in the previous two methods, a cross-tabulation is performed between the results of this approach and the poverty status based on the actual consumption expenditure. Also, as before, two levels of poverty -total and hardcore poverty -are examined in this approach.
The Poverty Line
The Indonesian poverty line and food poverty line used in this study are the ones calculated by Pradhan et al. (2001) . This food poverty line is based on a single national bundle of food producing 2,100 calories per person per day priced by nominal regional prices. This means that the differences in the value of this food poverty line across regions arise solely due to price differences across regions. The non-food poverty line component, meanwhile, is estimated based on the Engel law method. The total and food poverty lines used in this study are shown in Table A1 in the Appendix.
C. VARIABLES USED
For all estimations, we use the same set of initial variables, which are narrowed down using stepwise regression in the first and second approaches. This means the final sets of variables for urban and rural areas for each method may differ.
In order to filter out multicollinearity, we first calculate the correlation coefficient of each variable within each group, drop some highly correlated variables, and then calculate the correlation coefficient with variables from other groups. The final set of variables is listed in Table A2 in the Appendix. These variables do not have a correlation coefficient higher than 0.7 with any other variables, implying that the multicollinearity issue has been minimized.
In method 1 we use real per capita household expenditure as the dependent variable. This is the nominal per capita expenditure deflated by the poverty line in the respondent household's province of residence in order to capture the price difference across regions in Indonesia. Thus, by using deflated per capita expenditure we have a measure of expenditure that is comparable across the country. On the other hand, in method 2 we use a binary variable that is 0 when the household is not poor and 1 when the household is poor. There are two measures of poverty that we examine: total poor and hardcore poor.
III. RESULTS OF CONSUMPTION CORRELATES MODEL ESTIMATIONS (METHOD 1)
As already mentioned above, in estimating the consumption correlates model, we estimate separate stepwise OLS regression for urban and rural areas. The final results of the estimations are shown in Table 1 . Variables that were dropped from the model in both urban and rural areas by the stepwise procedures are unlisted in the table.
The models can explain 44% of variations in per capita consumption of urban households and 36% for rural households. This is similar to the result from Tanzania where around 40% of variance in expenditure can be explained. Furthermore, most of the coefficients have signs as expected. However, some variables have correlations with consumption only in urban areas but not in rural areas and vice versa. In addition, the coefficients of some variables have opposite signs in urban and rural areas.
Among the asset ownership group of variables, in urban areas all the coefficients are positive, indicating that owning these various assets is correlated with higher levels of household welfare. In both urban and rural areas, the ownership of cars, refrigerators, motorcycles, and satellite dishes are the variables with the highest correlation with consumption. Interestingly, households which raise chickens in rural areas have higher per capita consumption than those that do not, but raising chickens in urban areas is correlated with lower per capita consumption.
Like assets ownership, the coefficients for house characteristics variables indicate that better housing materials are correlated with higher per capita consumption. In urban areas, tile roof and concrete wall are the two house characteristics that have the highest correlations with consumption. In rural areas, meanwhile, having electricity connection to the house and using flush toilets are the two house characteristics that have the highest correlations with consumption. Note: Robust standard errors in brackets. * significant at 5%; ** significant at 1%.
The correlations of age with consumption also differ in urban and rural areas. In rural areas, it is the age of household head which matters and the relationship is positive at a decreasing rate. On the other hand, in urban areas, it is the age of the household head's spouse which matters and the relationship is negative at a decreasing rate.
Education level of household head is a strong predictor of per capita consumption in both urban and rural areas. The higher the education level of the household head, the higher the per capita consumption. However, the marginal impact of each education level on consumption is much higher in urban areas than in rural areas.
On the other hand, the education level of spouse is negatively correlated with consumption. This is an unexpected and puzzling result, but the findings are consistent in both urban and rural areas. The marginal impact of each education level on consumption is also much higher in urban areas than in rural areas. In interpreting this negative correlation, it has to be remembered that the correlation is controlled by holding other variables constant. One possibility is that these negative coefficients may indicate that, ceteris paribus, households with higher education levels of spouses save more, hence they consume less.
In rural areas, the enrollment status of school-age children also significantly correlates with consumption. In these areas, households which have at least one child aged 6-15 years who has dropped out of school have significantly lower per capita consumption.
Both in urban and rural areas, larger household size is correlated with lower per capita consumption. The coefficients of household size square variable indicate that the lowering of per capita consumption as household size gets larger occurs at a decreasing rate. Furthermore, higher dependency ratio -defined as the proportion of household members aged less than 15 years -of a household is also correlated with lower per capita consumption.
Working status of spouse is positively correlated with per capita consumption. However, this correlation is only statistically significant for urban areas. Likewise, households which have children aged 6-15 years who are working also have higher per capita consumption and this is true in both urban and rural areas. In rural areas, having a household head working in the formal sector is also positively correlated with per capita consumption.
In both urban and rural areas, clothing turns out to have a strong correlation with consumption. Households in which each member has different clothing for different activities have higher per capita consumption. In rural areas, the use of modern medicine for curing sickness is also positively associated with per capita consumption.
Finally, the pattern of consumption itself is a strong predictor of the level of consumption. In urban areas, households in which each member eats at least twice a day have higher per capita consumption. Then in both urban and rural areas, households which consume beef, egg, milk, biscuit, bread, and banana at least once per week have higher per capita consumption. On the other hand, in rural areas, households which consume tiwul (cassava flour), which is often considered an inferior good, at least once a week have lower per capita consumption.
These estimation results are then used to predict per capita consumption of households given their characteristics. The accuracy of this predicted consumption is examined by crosstabulating it with the actual consumption, where both the predicted and actual consumption is ranked and divided into three groups: bottom 30%, middle 40%, and top 30%. Table 2 shows the results of the cross-tabulation for both urban and rural areas. If the household grouping based on predicted consumption perfectly matches the grouping by actual consumption, then all the diagonal cells will be 100% and off-diagonal cells will be 0. In urban areas, 67.3% of households in the bottom 30% are predicted correctly, while only 2.45 % of those households are wrongly predicted to be in the top 30%. Meanwhile, for those who are actually in the top 30%, 69.6% are predicted correctly, while about 2.7% are wrongly predicted to be in the bottom 30%. For the 40% in the middle, 56.6% are accurately predicted, while the rest 43% are predicted almost equally split to be in the top or bottom 30%.
In rural areas, about 63.4% of people in the bottom 30% are predicted correctly, while 4.4% are wrongly predicted to be in the top 30%. On the other hand, 65.7% of those in the top 30% are accurately predicted and also 4.4% are wrongly predicted to be in the bottom 30%. Meanwhile, 53.4% of the middle group households are predicted to be where they are.
On average, 64.5% of households' position in the per capita consumption groups is predicted correctly in urban areas and 60.8% in rural areas. As expected, the prediction in urban areas is more accurate because of the higher coefficient of determination in the regression results. The next step is to examine the accuracy of the model in predicting poverty. Since poverty lines have already been established, we classify as poor those whose predicted expenditure is below the poverty line. Table 3 shows the result for poverty and Table 4 for hardcore poverty. Since our interest is in predicting poverty, the accuracy of predicting the non-poor is less relevant. As Table 3 shows, in urban areas around 49.6% of the poor are correctly predicted as poor, while the result is slightly lower in rural areas, where 45.7% are correctly predicted. This indicates that predicted expenditure tends to underestimate poverty. So if used as a targeting tool for the poor in urban areas, there will be an undercoverage of 50.4%, the share of poor who are wrongly predicted to be non-poor, and on the other hand about 7.3% of the non-poor will benefit from the program. Meanwhile, Table 4 shows that the prediction results are even lower for hardcore poverty. Around 48.4% of the hardcore poor in urban areas and only some 33.5% of the hardcore poor in rural areas are correctly classified. In conclusion, Approach 1 produces quite robust results and is relatively accurate when used to predict expenditure. However, the method performs less well when used to predict poverty as only around one half of the poor are predicted correctly.
IV. RESULTS OF POVERTY PROBABILITY MODEL ESTIMATIONS (METHOD 2)
This approach predicts poverty directly because of the nature of the dependent variable. There are two things that need to be reiterated. First, the dependent variable takes the value of 1 when the respondent is poor and 0 otherwise. This means that in interpreting the estimation result it is important to remember that a positive coefficient means that the variable is correlated positively with being poor. This is in contrast with Approach 1, where a positive coefficient means that the variable increases expenditure, hence reduces the chances of being poor. Second, the predicted value of the dependent variable is the probability of the observation to be poor. The result of estimation of poverty is in Table 5 while the result of the hardcore poverty estimation is in Table 6 .
For the poverty estimations, the pseudo R-squared is 0.36 for urban areas and 0.29 for rural areas. Meanwhile, for hardcore poverty estimations, the pseudo R-squared is 0.35 for urban areas and 0.28 for rural areas. In general, the coefficients in Table 5 are consistent with those in Table 1 . For example, the asset ownership variables have positive coefficients in Table 1 , which means that households that own various assets are more likely to have higher consumption expenditures. In Table 5 , meanwhile, the coefficients of these asset ownership variables are negative, which means that households that own various assets are less likely to be poor. These results are hence consistent with each other.
However, there are some exceptions. For example, in Table 1 the variable of owning a sewing machine is dropped in the process of stepwise regression in both urban and rural areas, implying that owning a sewing machine is not correlated significantly with the level of household per capita consumption. However, in Table 5 the coefficient of this variable is negative and significant for rural areas, which means that rural households that own sewing machines have a lower probability of being poor.
Furthermore, it is interesting to see the difference between poverty predictors and hardcore poverty predictors. Table 6 has fewer significant variables -the insignificant ones are already dropped by the stepwise regression -which mean that there are fewer hardcore poverty predictors than poverty predictors. For example, in regard to the education level of household head, the results in Table 5 indicate that, relative to households with heads having education less than primary level, the higher the education level of household head, the lower the probability of that household to be poor. However, the results in Table 6 indicate that only households whose heads have at least a senior high school level education have a significantly lower probability of being hardcore poor. Note: Robust standard errors in brackets. * significant at 5%; ** significant at 1%.
We now turn to see the accuracy of predicting actual poverty using this second approach. The predicted value of the dependent variable in this approach is the probability of households to be poor given their characteristics. To classify households into predicted poor and predicted non-poor, we need a threshold to separate these two groups of households. Following Pritchett et al. (2000) and Suryahadi & Sumarto (2003) , we use a 50% probability of being poor as the threshold. Hence, households which have fifty-fifty or higher probability to be poor are classified as predicted poor, while households which have less than fair probability to be poor are classified as predicted non-poor. Using this 50% probability threshold, Tables 7 and 8 show the cross-tabulations between the actual and predicted incidence of respective poverty conditions. Table 7 shows that 35.6% of the poor are predicted correctly in urban areas and less than three percent of the non-poor are predicted to be poor. Meanwhile, in rural areas about 52.7% of the poor are predicted correctly, even though the percentage of the non-poor predicted to be poor is also higher, 9.5%. 7 Prediction for urban areas is much less accurate than using Approach 1, where almost 50% of the poor are correctly predicted. However, the prediction in rural areas is better than using Approach 1. Meanwhile, Table 8 shows that the predicted hardcore poverty is even less accurate than the predicted poverty. Comparing Table 8 with Table 4 , Approach 2 gives a worse prediction than Approach 1.
V. RESULTS OF WEALTH INDEX PCA (METHOD 3)
We follow Filmer and Pritchett (2001) in calculating the PCA index:
where 1 f is the 'scoring factor' for the first asset determined by the method, a j1 is the j th household's value for the first asset and a 1 and s 1 are the mean and standard deviation of the first asset variable over all households. Table 9 provides the scoring factor, mean, and standard deviation of each variable for urban areas, while Table 10 provides the information for rural areas. Mean of the indexes in both areas are zero by construction. The fifth column, scoring factor/standard deviation, is the increase in the wealth index if the household moves from 0 to 1 on a dummy variable. For example, a household in urban areas will increase its wealth index by 0.71 if it owns a car. Car ownership has the highest score, while living in a dirt floor residence has the most negative score. For rural areas, the highest score is spouse having a tertiary education, which increases the index by 1.1, and the lowest score is if the household is in the agricultural sector, which decreases the index by 0.45. In urban areas, the lowest index is -7.31 while the highest is 6.6, while for rural areas the lowest is -4.82 and the highest is 10.52. Table 11 shows a cross-tabulation between terciles of households based on the wealth index -as a measure of predicted consumption expenditure -and terciles of households based on actual per capita consumption expenditure for urban and rural areas. In urban areas, 51.1% of those in the bottom 30% and 54.6% of those in the top 30% are predicted correctly using Approach 3. Meanwhile, in rural areas 47.4% of those in the bottom 30% and 50.3% of those in the top 30% are accurately predicted. The accuracy of this approach is much lower compared to Approach 1, where more than 60% of each tercile is predicted correctly. To measure the performance of this approach in predicting poverty, we need to have a threshold to divide households into those that are predicted as poor and non-poor. Since there is no such threshold in the wealth index that can be calculated objectively, we assume that the threshold is the value of the wealth index at the percentile of the actual poverty rate. For example, if the poverty rate is X%, then the threshold is the value of the wealth index at the X th percentile. In other words, this is the threshold which will result in X% predicted poverty rate, which is the same as the actual poverty rates. Using this threshold, Tables 12 and 13 show the crosstabulation between the actual and predicted rates for poverty and hardcore poverty respectively. Table 12 shows that only 35.3% of the poor in urban areas are predicted correctly, making wealth index PCA the least accurate approach for predicting poverty compared to the other two approaches for urban areas. However, 46.3% of people in rural areas are predicted correctly, which is slightly higher than using Approach 1 -which is 45.7% -although lower than Approach 2 -which is 52.7%. Meanwhile, in predicting hardcore poverty, 18.3% of the hardcore poor in urban areas and 31.9% in rural areas are predicted correctly. Compared to the performance of the other approaches in predicting hardcore poverty, the accuracy of this approach is higher than Approach 2 but lower than Approach 1.
VI. CONCLUSION
In the face of the difficulties in acquiring household expenditure and income data, and to find variables that predict poverty the best, in this study we explore three approaches on predicting poverty. These three approaches are the consumption correlates model, poverty probability model, and wealth index Principal Component Analysis (PCA). In terms of predicting expenditure, the consumption correlates model is the best approach as it is able to predict correctly more than 60% of the poor respondents in both urban and rural areas, while the accuracy of the wealth index PCA on average is less than 50%.
Meanwhile, in terms of predicting poverty and hardcore poverty, the results are mixed. A common thread in the predictions is that the better the poverty prediction is, the more nonpoor is predicted to be poor. So it is a double-edged sword because on one hand we want the method that gives us the most accurate prediction, but this method will also predict the most non-poor to be poor. However, since we believe that the focus of this paper is to predict the poor, we should focus on the methodology that provides us with the most accurate prediction on the poor. In hardcore poverty prediction, by far the best approach is the consumption correlates model. In predicting poverty, the poverty probability model is the best predictor for rural areas -52.7% accurate -while for urban areas the consumption correlates model gives the best result -49.6% accurate. In conclusion, we believe that the consumption model is, on balance, the best approach to use to find expenditure and poverty predictors.
The variables with the strongest correlates, either negative or positive, are car and refrigerator ownership; education level; household size; and consumption of milk and beef. Furthermore, house characteristics, access to facilities and employment status of household members play relatively small but significant roles. Thus, if we want to assess whether a household is more likely to be poor or not in Indonesia, it would be better to gather information on asset ownership, education level, and consumption pattern.
Further avenues of research on this subject include finding methods to take into account the quality or prices of assets owned or food consumed, since it is postulated that quality also makes much of the difference between poor and non-poor households. 
