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Communicated by the Editors 
In Bhattacharya and Mack (Ann. Statist. 15 (1987), 976994), it was shown 
(among other things) that adapting for the optimal choice of k in univariate 
k-nearest neighbor density and regression estimation is feasible using weak 
convergence techniques. We now show that the same holds true for the multivariate 
case. Our results parallel Krieger and Pickands (Ann. Statist. 9 (1981), 10661078) 
and Mack and Miiller (J. Multivariate Anal. 23 (1987) 169-182) for adaptive 
multivariate kernel density, respectively, regression, estimation, Cc) 1990 Academic 
Press, Inc. 
1. INTRODUCTION 
Let (Xi, Z,), i = 1, 2, . . . . n be independent random vectors distributed as 
(X, Z), where X has marginal cdf F with pdffon lRp, and Z is one-dimen- 
sional. Denote the regression of Z on X by T(X) = E(ZI X= x). Suppose 
k = k(n) is a sequence of positive integers such that 
k-+co, k/n + 0 as n-+03. (1) 
Let H,(x) be defined as the Euclidean distance between x and its kth 
nearest neighbor among the Xjs. Then the k-nearest neighbor (k-NN) 
estimates off(x) and T(X) (using the uniform kernel in W’) are given by 
and 
fn(x; k) = k[c,nH,P(x)] -’ (2) 
r,,(x; k)=k-’ f: Yj-l{IIx-xjII Qffn(x)}> (3) 
j=l 
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where cP = rPi2/f( (p + 2)/2) is the volume of the unit sphere in [wp, r is the 
gamma function, 1 { .} is the indicator function in a set, and /I . I( is the 
Euclidean norm on Hp. Note that (2) is essentially the version studied by 
Loftsgaarden and Quesenberry [S]. The connection between the k-NN 
approach and the kernel method according to Rosenblatt [14], Nadaraya 
[13], and Watson [19] is obvious if we replace the deterministic band- 
width b by H, (x) in the kernel estimates (using the uniform kernel w on 
C-1, 11) for the case p= 1 
(2’) 
(3’) 
off(x) and T(X), respectively. Thus (2) and (3) can be thought of as kernel 
estimates incorporating a data-driven bandwidth. 
Statistical properties off,, and rn and their generalizations have been 
investigated extensively (see Mack and Rosenblatt [9] and Mack [lo] for 
comments and references). Compared with the kernel analogues with fixed 
bandwidth, it was suggested earlier that the k-NN estimates might fare 
better because of its ability to respond to local sparseness/denseness of data 
(Cover [6]) and that they are less susceptible to the so-called “curse of 
dimensionality.” Upon a more detailed study, however, it was discovered 
that the data-dependent bandwidth H,,(x), being approximately k/(2nf(x)), 
will lead to a large bias of the k-NN estimates in the tail off, although the 
variance might do better there (see [9, lo]). This drawback was a severe 
shortcoming to an otherwise innovative approach. It was not until 1987 
that Bhattacharya and Mack [3] established a weak convergence result for 
the univariate k-NN estimates. That result is a useful one, since it makes 
possible adapting for the optimal (in the sense of asymptotic mean squared 
error) k, and more importantly, it allows one to exploit the approximate 
linear model in the weak limit to modify the k-NN estimates so that the 
bias anomaly is removed, while keeping the superior variance performance. 
Here we will present the multivariate extension of [3]. 
As an additional reason for our research, recent studies of k-NN density 
(Mielniczuk [ 123) and hazard rate (Cheng [ 51) estimation based on 
censored data revealed that the censoring mechanism has no effect on the 
asymptotic variance of the k-NN estimates. This is not the case with the 
kernel method. Earlier, Tanner [ 161 also reported, in an extensive simula- 
tion study, that the performance of the k-NN hazard estimate is superior 
to the constant bandwidth kernel estimate. These give further motivation 
for studying the k-NN method. 
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Technically the results in this paper are an extension of Bhattacharya 
and Mack [3] and parallel Mack and Miiller [ 111 for adaptive multi- 
variate kernel estimation, As in [3], our attention will be focussed on 
adapting for the optimal k (the precise meaning is explained in Section 2) 
at a single point x for asymptotic efficiency. The main tool is weak 
convergence, following Woodroofe [20] and Krieger and Pickands [7]. 
Where the arguments are similar, we will be brief and refer the reader to 
Bhattacharya and Mack [l-3] for details. Where different arguments are 
needed, we will develop them as we go along. Only the weak convergence 
results will be presented here. The four applications mentioned in 
Sections 4 and 5 of Bhattacharya and Mack [S] will also carry over in the 
multivariate case and are thus omitted. 
In terms of local adaptation, Theorems 1 and 2 of Section 3 and 
Theorems D.l and R.l of [3] allow one to modify the k-NN distance 
H,(x) to achieve a certain local scaling effect. For example, in the 
univariate setting, consider the variable bandwidth 
X(x)= & 
( 1 
I-6 
. W,(x))“. 
Then H:(x) is approximately (k/2n). (f(~)))~. The choice of 6 =0 
corresponds to the fixed bandwidth case, while 6 = 1 corresponds to the 
R-NN approach. The user will have the liberty to select an appropriate 6 
according to how heavy the tail off is. 
The organization of our presentation is as follows: In Section 2, we 
provide the background and formulation of our problem. In Section 3, we 
present the weak convergence results via Donsker’s theorem and the 
construction of Skorokhod [17] and Breiman [4]. 
2. BACKGROUND AND FORMULATION OF PROBLEM 
First, we want to recast the k-NN estimates in terms of some order 
statistics. Let Yi = /IX, - ~11, i = 1, . . . . n, and denote the order statistics from 
(Yi} by Yn,<Yn,< ‘.. < Y,, together with the induced order statistics 
(concomitants) Z,, , . . . . Z,,; i.e., Zni=Zj if Yni= Yj. Let cr’(x)= 
Var(ZI X=x) and let r(x) = E[(Z - T(x))~ 1 X=x]. Denote the cdf and the 
pdf of Y by G,(y) and g,(y), respectively, and the regression based on the 
transformed sample by m(y) = E(Z ( Y = y). Also let s2( y) = Var(Z 1 Y = v) 
and t(y) = E[(Z- m(y)))“) Y=y]. Then we have 
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where 
Uu)=j r(x + u)f(x + 0) dC(u), 
IICII =? 
z being the uniform measure over the spherical surface. Thus the estima- 
tion of r(x) based on {Xi, Zi} can be translated into the estimation of m(O) 
based on {(Y,, Zj)}. (This idea was already used in Royal1 [15].) 
Hence we can write 
and 
S,(x;k)=Uc,nY:,+l-’ 
r,(x;k)=k-’ C Zj’l{ Yj< Yn,j 
j= 1 
=k-’ c Z,. 
j= 1 
We will impose further conditions and notations for particular results as 
we proceed. Initially, we make the following 
Assumption 1. f(x) > 0, all mixed partial derivatives of f exist up to 
second order and are continuous at x. 
It follows that G,‘(u) is defined on 0 6 u < E for E > 0 as the unique 
solution of G,( G; ‘(u)) = U; and that as u -+ 0 
[G,‘(u)]~=:- K!f)Cx) cpf(x) ,[C,f(X)]‘2+2p”/p u(p+2)‘p + o(u(p+2)‘p), (4) 
where 
and (DZ#(x))ij=~2&x)/~xi ax,, 1 6 i, j<p, is the Hessian of (b at x. 
Assumption 2. All mixed partial derivatives of r exist up to second 
order and are continuous at x. 
By Assumptions 1 and 2, 
m(v) = UR + fi’y2 + du*), (5) 
where 
L7,Q = m(0) = r(x), 
8, _ m”(O) _ Wf)b) - r(x)(hXx) 
2 2pc,f(x) 
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with 
(A#)(x) = I,,“,, =1 ~‘(WU au). 
Multivariate calculation yields 
(a)(x) = (P + 2)WNx). (6) 
Assumption 3. The conditional variance a*(x) is continuous at x. 
Assumption 4. The fourth conditional 
bounded or Lipschitz. 
It follows (see Mack and Rosenblatt [9] 
tions 1, 2, and 3 that 
central moment r(x) is either 
and Mack [lo]) from Assump- 
where 
k 2/P 
%(x;k)=~~+BD- ; 0 (1 + o(l)), 
Varf.(x;k)=+(l+o(l)), 
a, =f(x), 0, =f2(4; 
k */P 
Er,(x;k)=cr,+j,’ ; 
0 
(I+ o(l)), 
Varr,(x;k)=?(l+o(l)), 
where 
@,=4x), R 
p = K?rf)(x) - ~(xwf)(x) 
2[c,f(x)]‘2 +p)‘p ’ 
tlR = d(x). 
(74 
G’b) 
WI 
From (7ab(Sb), it is clear that the optimal choice of k to minimize the 
mean squared error (MSE) in the case of uniform kernel in IWP is given by 
k* = n4/(P+4) 
YT (9) 
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where 
P 0 L 1 Pl(Pi4) y= 2’8;’ . 
Here 8 and fi represent generically either BD and ps or eR and fiR, as the 
case may be. Of course, k* is not available in practice since y is a (known) 
function of (unkown) quantities involving f(x), r(x), the second mixed 
partial derivatives off(x) and T(X), and a’(x). 
Guided by the optimal rate in (9), we let 
k = L-0) tl> (j(n) = @(p+4), t>o, 
and define the corresponding k-NN density and regression estimates as, 
respectively, 
and 
f(t)= C~(n)tlCc,nyf:cr~,,,,l-’ (10) 
CeJrl 
i(t) = [#(n)t] -’ c 2,. (11) 
j=l 
In the next section, we will demonstrate the weak convergence of each of 
the stochastic processes 
D,(t) = n2’(P+4)[f(t) - a,], a<tdb, (12) 
R,(t) = n2’(p+4)[?(t) - a,], a<ttb, (13) 
for 0 -C a < b < co, where we assume that y is always contained in (a, 6). 
The notation => will indicate weak convergence of the distribution of the 
stochastic processes under consideration and {B(t), t 2 0} will denote a 
standard Brownian notion. 
It will follow from the weak convergence of D,(t) that 
n2’(P+4)[-n(x; k*) -f,Jx; I;*)] -+ 0 
in probability, where k -n A*  4(P + 4’f and 9 is a consistent estimate of y, so 
that f,,(x; &*) and fn(x; k*) have the same asymptotic MSE in the sense of 
the limiting distribution, i.e., adapting k for efficient estimation is possible 
for multivate k-NN density estimation at a point x. A similar statement 
applies to the regression case. 
3. WEAK CONVERGENCE OF D,(t) AND R,(t) 
From now on we will treat 4(n)t as an integer for convenience. We 
consider first the weak convergence of D,(t). 
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LEMMA 1. Under Assumption 1, with k = q5(n)t, 4(n) = n4’(p+4), t > 0, we 
have that 
f(t) 2 cr,+Bon-2/(P+4)t2/P-Clg.t~1~(n)~1 ‘!fr Wi* 
i=l 
+ op(n-2i(P+4)) 
uniformly for all a < t < b, where W, = WT + 1, i = 1, 2, ,.. are i.i.d. exponen- 
tial random variables with mean 1, and 9 means “in distribution.” 
Proof: We give a sketch here onl- Write H:(x) = G,‘( Unk), where Unk 
is the kth order statistic from the i.i.d. uniform sample Ui= G,( Y,), 
i= 1 , . . . . n. By (4) 
H,P(X)=(CpCLD)-lUnk-(Cp”~)-IPDUIPk+2)’p(l +0(l)) (14) 
so that 
m=G ~k(nU,J’~[l+~,a~‘U~~(l+o(l))]. (15) 
By Lemma 3 of Bhattacharya and Mack [3], with k=&n)t, d(n) = 
n4’(p+4), we have 
k(nU,,)-1 2 (1 + n-‘) 
[ 
1 + ne2/(pf4)te1 . d(n)-‘12 ‘f’ WF 
--I 
r=l 1 
[ 
n+l 
x l+(n+l)-’ 1 Wi* 
,=l 1 4(n)t 
= 1 -n~21’~+4)t--1 [ f$(n)-1/2 C W* + o,(n -2/(P+4) i=l )I 
x [l + Op(n~1’2)] 
b(n)r 
= 1 -n-2i(~+4)t-- .&n)-‘/2 1 ~~+~,(~-2/(~+4)). (16) 
i=l 
Similarly, 
u;$=~-~IcP+~) 21~ t +op(n-2’(p+4’), (17) 
where all the op terms in (16) and (17) are uniform for all a < t < b, since 
sup #(n)-‘12 
oCrdb 
Lemma 1 is seen as a consequence of (15 )-( 17). 1 
8 BHATTACHARYA AND MACK 
Therefore, by Donsker’s theorem, 
uniformly for ad t < h. We have thus obtained 
THEOREM 1. Under Assumption 1, with k = n41Cp+ 4’t, for any 0 < a < 
b<cq asn-+co, 
D&)=@p+4’ [~(t)-a,]*&p+aDt-‘B(t), 
uniformly for all a < t < b, where a, and pD are defined in (7a) and B(t) is 
standard Brownian motion. 
Next, we will prove the weak convergence of R,(t). 
LEMMA 2. For AP > 2b(c,f(x)) ~’ and sufficiently large n, 
0 Yn.4cn,b > n -“‘pf4),4)<exp( -2n “““+“‘[~c,f(.~)A” - b]‘}. 
Hence 
Y n,dcn,b = Op(n-“‘P+4’). (18) 
Proof: Bernstein’s inequality (see Uspensky [ 18, p. 2051). 1 
COROLLARY. m( Yi) = aR + /?‘Yij + c,(j), where 
sup l&,(j)1 = o,[n-2’(p+4’] 
I <i<)(n)6 
ProoJ Apply (5) and Lemma 2. 1 
In view of Lemma 2 and the corollary, we can write 
d(n)f &(n)l 
t(t)= C4b)tlT’ C MY,,)+ Cd(n)tlY’ C [z,-m(Y,j)l J=l j= I 
++(nlt 
=aR+j’[&n)t]-’ 1 Y$ 
j= I 
+n~21(p+4)c7(x)t-1$n(t)+E,,(t), 
where 
@(n)t 
$n(t)=4(n)p1’24X)p1 C Cznj-m(Ynj)l 
i= 1 
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and 
d(n)1 
sup Is,,(t)1 = sup hwT’ 1 &“(j) 
O<r<b O<t<b ,=I 
d sup Is,(j)1 
1 <~<dln)b 
= o,(n -.WP+~) 1. 
Thus, we have 
&n)t 
R,(t)=p’t~1C~(n)]~“2 1 Y~j+a(x)trl$,(t)+&,Z(t), (19) 
j= I 
where 
sup &(J =n2’cp+4). sup Is,,(t)1 =op(l). 
O<r<b O<r<b 
As in the proof of Lemma 4, Bhattacharya and Mack [3], and using (4) 
and (18), together with the approximation 
:~l~~(n)~‘r~(n)-‘i,“=l:u”Ddu+O(n-4’L””), 
we can prove the following. 
LEMMA 3. Under Assumptions 1 and 2, 
b(n)t 
t-‘[d(n)] PI’2 1 Yz= 
( ) 
& [c,f(x)] -2’p. t2’p + &,3(t), 
j=l 
where 
sup h3(t)l = op(l). 
O<t<b 
Combining (19) and Lemma 3, and using (6) and (8a) we have 
R,(t)=p,t2’p+a(x)t-‘ll/,(t)+&,,(t), 
where 
sup hI,(t)l = opt1 ). 
O<r<b 
(20) 
It remains to show that $,(t) *B(t). Again, tracing the proofs of 
Lemmas 5-7 of Bhattacharya and Mack [3] and modifying slightly to fit 
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the multivariate setting, we can arrive at the following by appealing to the 
theorem on page 163 of Skorokhod [ 171 and Theorem 13.12 of 
Breiman [4] : 
LEMMA 4. Under Assumptions 3 and 4, we have 
$n(f) =+ B(t) 
uniformly for al a d t d b. 
This together with (20) finally gives 
THEOREM 2. Under Assumptions 14, with k = n4icpf4’t, for any 
O<a<b<co,asn+co, 
uniformly for all a < t < 6, where aR and flR are defined in (8a) and B(t) is 
standard Brownian motion. 
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