Abstract. The object of the present work is to present the new classes of third-order and fourth-order iterative methods for solving nonlinear equations. Our third-order method includes methods of Weerakoon [10], Homeier [4], Chun [1] e.t.c. as particular cases. After that we make this third-order method to fourth-order (optimal) by using a single weight function rather than using two different weight functions in [2] . Finally some examples are given to illustrate the performance of the our method by comparing with new existing third and fourth-order methods.
Introduction
Solving nonlinear equations is one of the most important problems in numerical analysis. To solve nonlinear equations, iterative methods such as Newton's method are usually used. Throughout this paper we consider iterative methods to find a simple root α, of a nonlinear equation f (x) = 0, where f : I ⊂ R → R for an open interval I. It is known that the order of convergence of the Newton's method is two. To improve the order of convergence and efficiency index many modified third-order methods have been presented in the literature by using different techniques. Such as Weerakoon et. al. in [10] obtained a third-order method by approximating the integral in Newton's theorem by trapezoidal rule; Homeier in [4] by using inverse function theorem and Chun et. al. in [1] by using circle of curvature concept e.t.c.. Kung and Traub [5] presented a hypothesis on the optimality of the iterative method by giving 2 n−1 as the optimal order. This means that the Newton iteration by two evaluations per iterations is optimal with 1.414 as the efficiency index. By taking into account the optimality concept, many authors have tried to build iterative methods of optimal higher order of convergence.
The order of all these above discussed methods are three with three (one derivative and two function) function evaluations per full iteration. Clearly its efficiency index (3 1/3 ≈ 1.442) is not high (optimal). In recent days authors are modifying these type of non-optimal order methods to optimal order by using different techniques, such as in [8] by using linear combination of two third-order methods, in [3] by using p0lynomoial approximation e.t.c.. Recently Soleymani et. al. [2] have used two different weight functions in Weerakoon [10] and Homier [4] methods to make it optimal. This paper is organized as follows: in section 2, we describe a new class of third-order iterative method by using the concept of weight function which includes the methods of [10] , [4] and [1] e.t.c.. In the next section we optimize the methods of previous section by again using the same weight function. Finally in the last section we give some numerical examples and the new methods are compared in the performance with some new existing third and fourth-order methods.
Methods and convergence analysis
Before constructing the methods, here we state the following definitions: Definition 2.1. Let f(x) be a real valued function with a simple root α and let x n be a sequence of real numbers that converge towards α. The order of convergence m is given by
where ζ is the asymptotic error constant and m ∈ R + .
Definition 2.2. Let n be the number of function evaluations of the new method. The efficiency of the new method is measured by the concept of efficiency index [11, 6] and defined as
where m is the order of convergence of the new method.
2.1. Third-order Methods. In this section we construct a class twostep third-order iterative method. Let us consider the following iterative formula
3)
. The following theorem indicates under what conditions on the weight functions in (2.3), the order of convergence is three:
Theorem 2.1. Let the function f have sufficient number of continuous derivatives in a neighborhood of α which is a simple root of f, then the method (2.3) has third-order convergence, when the weight function A(t) satisfies the following conditions:
Proof. Let e n = x n − α be the error in the n th iterate and c h = and, we have
Further more it can be easily find
By considering this relation, we obtain
At this time, we should expand f ′ (y n ) around the root by taking into consideration (2.8). Accordingly, we have
Furthermore, we have
By virtue of (2.10) and (2.4), we attain
Finally using (2.11) in (2.3), we can have the following general equation, which has the third-order convergence
This proves the theorem.
Particular Cases:
in (2.3), then we get the formula in (2.3), then we get the formula
14)
which is same as established by Homeier in [4] .
in (2.3), then we get the formula 
, where γ is a real constant then we get the formula . We now make use of one more same weight function to build our optimal class based on (2.3) by a simple change in its first step. Thus we consider
where P (t) and Q(t) is a real-valued weight function with t =
and a is a real constant. The weight function should be chosen such that order of convergence arrives at optimal level four without using more function evaluations. The following theorem indicates under what conditions on the weight functions and constant a in (2.18), the order of convergence will arrive at the optimal level four:
Theorem 2.2. Let the function f have sufficient number of continuous derivatives in a neighborhood of α which is a simple root of f, then the method (2.18) has fourth-order convergence, when a = 2/3 and the weight function P (t) and and Q(t) satisfy the following conditions
Proof. Using (2.5) and (2.6) and a = 2/3 in the first step of (2.18), we have Now we should expand f ′ (y n ) around the root by taking into consideration (2.20).Thus, we have
By virtue of (2.22) and (2.19), we attain Finally using (2.23) in (2.18), we can have the following general equation, which reveals the fourth-order convergence It confirms the result.
Remark 2. Since γ ∈ R, by varying it one can get infinite number of fourth-order methods.
It is obvious that our novel class of iterations require three function evaluations per iteration, i.e. two first derivative and one function evaluations. Thus our new method is optimal. Clearly its efficiency index is 4 1/4 = 1.5874 (high). Now by choosing appropriate weight functions as presented in (2.18), we can give optimal two-step fourth-order iterative methods, such as [2] 0.14780e-5 0.47702e-23 0.51761e-93 Method of [9] 0.47426e-9 0.16796e-40 0.26418e-166 Method (2.25) 0.42743e-9 0.99425e-41 0.29108e-167 [2] 0.26594e-1 0.32982e-6 0.76311e-26 Method of [9] 0.14965e-1 0.45484e-7 0.40826e-29 Method (2.25) 0.76770e-2 0.12105e-8 0.76261e-36 [2] 0.86290e-7 0.78612e-28 0.54150e-112 Method of [9] 0.52074e-7 0.67319e-29 0.18803e-116 Method (2.25) 0.24363e-7 0.14724e-30 0.19642e-123 0.64393e-3 0.72236e-10 0.10226e-30 Chun Method (2.15) 0.34012e-1 0.11125e-3 0.34855e-11 Method (17) of [2] 0.14507e-1 0.20259e-6 0.81662e-26 Method of [9] 0.56586e-1 0.78841e-4 0.41658e-15 Method (2.25) 0.11886e-1 0.73037e-7 0.10950e-27
Conclusion
In this paper we gave a class of the third-order iterative method which includes the methods of Weerakoon [10] , Homeier [4] and Chun [1] as particular cases. We also constructed a class of the optimal fourth-order method. This method gives different fourth-order methods by slight changing in first-step and using a single weight function in second step of Weerakoon [10] , Homeier [4] and Chun [1] method rather than using two different weight functions in [2] . A number of examples are given to illustrate the performance of our method by comparing with new existing third and fourth-order methods.
