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Open access under CC BYPore-scale imaging and modelling – digital core analysis – is becoming a routine service in the oil and gas
industry, and has potential applications in contaminant transport and carbon dioxide storage. This paper
brieﬂy describes the underlying technology, namely imaging of the pore space of rocks from the nanome-
tre scale upwards, coupled with a suite of different numerical techniques for simulating single and mul-
tiphase ﬂow and transport through these images. Three example applications are then described,
illustrating the range of scientiﬁc problems that can be tackled: dispersion in different rock samples that
predicts the anomalous transport behaviour characteristic of highly heterogeneous carbonates; imaging
of super-critical carbon dioxide in sandstone to demonstrate the possibility of capillary trapping in geo-
logical carbon storage; and the computation of relative permeability for mixed-wet carbonates and impli-
cations for oilﬁeld waterﬂood recovery. The paper concludes by discussing limitations and challenges,
including ﬁnding representative samples, imaging and simulating ﬂow and transport in pore spaces over
many orders of magnitude in size, the determination of wettability, and upscaling to the ﬁeld scale. We
conclude that pore-scale modelling is likely to become more widely applied in the oil industry including
assessment of unconventional oil and gas resources. It has the potential to transform our understanding
of multiphase ﬂow processes, facilitating more efﬁcient oil and gas recovery, effective contaminant
removal and safe carbon dioxide storage.
 2012 Elsevier Ltd. Open access under CC BY-NC-ND license. 1. Introduction
In the last 10 years, pore-scale modelling has developed rapidly
from a technique principally devoted to understanding displace-
ment processes with no commercial exploitation, to a predictive
tool used in the oil industry with several new companies now pro-
viding digital core analysis services. The foundation of this devel-
opment is the construction of models of increasing sophistication
and predictive power that represent both the multiphase ﬂow
dynamics and the geometry of the rock [1–11]. This transformation
has also been facilitated by the now-routine use of direct three-
dimensional imaging of the pore space [12]. This enables predic-
tions to be made on many images of small rock samples, providing
data that would be much more difﬁcult – or impossible – to obtain
using traditional experimental methods [10,13].
We will ﬁrst, brieﬂy, mention the imaging methods that are
used to produce three-dimensional representations of the pore
space of rocks. This topic is the subject of a more detailed review
in this issue [14]. We will then discuss the different numericalt).
-NC-ND license. approaches that are used to compute pore-space properties. These
can be divided into two classes: direct simulation, where the
governing equations of ﬂow and transport are computed on the
image itself; and network modelling, where ﬁrst a topologically
representative network is extracted from the image through which
the relevant displacement and transport equations are computed.
The strengths and weaknesses of both approaches are presented.
The paper will focus on three applications of imaging and pre-
dictive modelling, of interest to the authors, that cover a range of
possible application: dispersion in carbonates to elucidate the sig-
nature of anomalous transport in highly heterogeneous media;
capillary trapping of super-critical carbon dioxide (CO2) to show
that capillary trapping could be an effective and efﬁcient long-term
storage mechanism in aquifers; and the relative permeability of
mixed-wet carbonates that has implications for waterﬂood oil
recovery in giant Middle Eastern reservoirs. The work builds on
the overview of pore-scale modelling published 10 years ago [1],
emphasising new developments, particularly the application of
pore-scale imaging and the use of predictive approaches to under-
stand carbonates.
We show exemplar applications that illustrate the potential for
pore-scale modelling to improve our understanding of different
underground ﬂow processes and to help design effective storage,
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exhaustive review of different pore-scale modelling applications.
Pore-scale modelling is likely to become a standard and invaluable
tool in reservoir management, as well as helping to ensure secure
carbon dioxide storage and effective contaminant clean-up. In
addition, high-resolution imaging could be used to assess uncon-
ventional oil and gas resources. However, not all the problems in
this ﬁeld are solved and the paper will end with an overview of dif-
ﬁculties and challenges: upscaling and representative sampling,
the determination of wettability, and use of the results in ﬁeld-
scale simulation.2. Imaging techniques
2.1. X-rays
The development of modern imaging methods relies on the
acquisition of three-dimensional reconstructions from a series of
two-dimensional projections taken at different angles: the sample
is rotated and the absorption of X-rays in different directions is re-
corded and used to produce a three-dimensional representation of
the rock and ﬂuids. In the 1980s these methods were ﬁrst applied
in laboratory-based systems to measure two and three-phase ﬂuid
saturations for soil science [15] and petroleum [16] applications
with a resolution of around 1–3 mm. The ﬁrst micro-CT (micron
or pore-scale) images of rocks were obtained by Flannery and
co-workers at Exxon Research [17] using both laboratory and syn-
chrotron sources. In a synchrotron a bright monochromatic beam
of X-rays is shone through a small rock sample. Several rocks were
studied with resolutions down to around 3 lm. Dunsmuir et al. ex-
tended this work to characterise pore space topology and transport
in sandstones [18–20]. Hazlett was the ﬁrst to use X-ray images for
the direct computation of multiphase ﬂow, including predictions of
relative permeability, using the lattice Boltzmannmethod, which is
described later [21]. An excellent overview of these imaging tech-
niques applied to the earth sciences is provided by Ketcham and
Carlson [22].
One of the pioneers of the continued development of this tech-
nology has been the team at the Australian National University in
collaboration with colleagues at the University of New South
Wales. They have built a bespoke laboratory facility to image a
wide variety of rock samples and then predict ﬂow properties
[10,13,23,24]. The base image is a three-dimensional map of X-
ray absorption; this is thresholded to elucidate different mineralo-
gies, clays and, principally, to distinguish grain from pore space.
We will discuss later the use of similar methods [20] to image mul-
tiphase distributions.
The now-standard approach to image the pore space of rocks is
to use a laboratory instrument, a micro-CT scanner, that houses its
own source of X-rays [10]. Here the X-rays are polychromatic and
the beam is not collimated – the image resolution is determined
primarily by the proximity of the rock sample to the source. These
machines offer the advantage that access to central synchrotron
facilities or a custom-designed laboratory is not required, and
there is no constraint on the time taken to acquire the image,
allowing signal to noise to be improved. The disadvantage is that
the intensity of the X-rays is poor compared to synchrotrons while
the spreading of the beam and the range of wavelengths introduces
imaging artefacts.
Fig. 1 shows two-dimensional cross-sections of three-dimen-
sional grey scale images for eight representative rock samples: sev-
eral carbonates, including a reservoir sample, a sandstone and a
sand pack. Table 1 provides a summary of the rocks analyzed in
this paper, their properties and details of the overall image and
voxel size. The images were acquired either with a synchrotronbeamline (SYRMEP beamline at the ELETTRA synchrotron in Trie-
ste, Italy) or from a micro-CT instrument (Xradia Versa).
The ﬁrst three images in Fig. 1(a)–(c), are carbonates that will
be used in our discussion of network extraction (Section 3) and
prediction of multiphase ﬂow properties (Section 6). The second
row, Fig. 1(d)–(f), shows samples that will be used in our analysis
of dispersion in Section 4. For the quarry carbonates (Estaillades,
Ketton, Portland, Guiting and Mount Gambier) a connected pore
space is resolved, although the details of the structure are complex
and at least two of the samples – Ketton and Guiting – are likely to
contain signiﬁcant micro-porosity that is not captured. Also in-
cluded is a carbonate from a Middle Eastern aquifer, Fig. 1(g). In
this case, while some pores are shown with a voxel size of almost
8 lm, it is likely that there is signiﬁcant connectivity provided by
pores that are below the resolution of the image.
Fig. 2 shows example three-dimensional images of three car-
bonates where only the pore space is shown; networks (see later)
will be extracted from these images for a study of multiphase ﬂow
and relative permeability in Section 6. Ketton is a classic oolitic
limestone composed of almost spherical grains with large, well-
connected pores between them. Estaillades has a much more com-
plex structure with some very ﬁne features that may not be fully
captured by the image. Mount Gambier has a very irregular pore
space, but it is well connected and the porosity and permeability
are very high (Table 1). Overall, while a resolution of a few microns
can resolve the pore space for some permeable sandstones and car-
bonates, many carbonates and unconventional sources, such as
shales, contain voids that have typical sizes of much less than a mi-
cron. If this fraction of the pore space is ignored, it is possible that
the resultant transport predictions are signiﬁcantly in error.
Typical X-ray energies are in the range 30–160 keV for micro-CT
machines – with corresponding wavelengths 0.04–0.01 nm – while
synchrotrons have beams of different energies for which those
with energies less than around 30 keV are ideal for imaging rock
samples. Resolution is determined by the sample size, beam qual-
ity and the detector speciﬁcations; for cone-beam set-ups (in lab-
oratory-based instruments) resolution is also controlled by the
proximity of the sample to the beam, while detecting absorption
at a sufﬁciently ﬁne resolution. Current micro-CT scanners will
produce images of around 10003–20003 voxels. To generate a rep-
resentative image, the cores are normally a few mm across, con-
straining resolution to a few microns; sub-micron resolution is
possible using specially designed instruments and smaller sam-
ples. Developments in synchrotron imaging may allowmuch larger
images to be acquired, but at present most images have an approx-
imately 1000-fold range from resolution to sample size.
In this paper, once the images have been obtained, they are pro-
cessed and segmented into grain and different ﬂuid phases. The
pre-segmentation processing of the images involves two main
steps: removing noise and destriping. Noise and ring artefacts
may originate during acquisition and must be removed prior to
the segmentation phase. Ring artefacts are best removed from
the original sinograms, in which they appear as vertical noise
stripes, using Fourier–Wavelet ﬁltering [25]. If sinogram images
are not available, it is necessary to transform the images to polar
coordinates, subsequently remove the vertical stripes, and trans-
form results back to Cartesian coordinates. Salt-and-pepper noise
is removed using a two-dimensional, or ideally three-dimensional,
anisotropic diffusion ﬁlter with a high diffusion limiter along max-
imal variations for edge preservation [26]. Finally, segmentation is
performed based on multi-thresholding based on Otsu’s algorithm
[27]. In the presence of high density minerals, results are best if the
number of segmented domains is increased to capture minerals
using a separate threshold [28], and to capture any shadows of
contrast-agent dosed media. The quality of the ensuing segmenta-
tion will depend on the resolution of the initial data, effective
Fig. 1. Two-dimensional cross-sections of three-dimensional micro-CT images of different samples. These are grey scale images where the pore space is shown dark. (a)
Estaillades carbonate. The pore space is highly irregular with likely micro-porosity that cannot be resolved. (b) Ketton limestone, an oolitic quarry limestone of Jurassic age.
The grains are smooth spheres with large pore spaces. The grains themselves contain micro-pores that are not resolved. (c) Mount Gambier limestone is of Oligocene age from
Australia. This is a high-porosity, high-permeability sample with a well-connected pore space. (d) A sand pack of angular grains. (e) Bentheimer sandstone, a quarry stone
used in buildings, including the pedestal of the Statue of Liberty in New York. (f) Portland limestone. This is another oolitic limestone of Jurassic age that is well-cemented
with some shell fragments. Portland is another building material used, for instance, in the Royal of School of Mines at Imperial College. (g) Guiting carbonate is another
Jurassic limestone, but the pore space contains many more shell fragments and evidence of dissolution and precipitation. (h) Carbonate from a deep highly-saline Middle
Eastern aquifer.
Table 1
Summary of the rocks and images studied in this paper.
Sample Figures Scanner Image size, voxels Voxel size, lm Porosity Permeability,
Da
Use
Estaillades carbonate 1(a) and 2(a) Micro-CT 20003; 10003 For analysis 2.68 0.138* 0.0864* Relative permeability,
Section 6
Ketton limestone 1(b) and 2(b) Micro-CT 20003; 10003 For analysis 2.65 0.148* 8.98* Relative permeability,
Section 6
Mount Gambier
carbonate
1(c) and 2(c) Synchrotron 5663; 3503 For analysis 9 0.556* 19.2* Relative permeability,
Section 6
Sand pack 1(d) and 4(a) Micro-CT 6003; 3003 For analysis 10 0.372* 39* Dispersion, Section 4
Bentheimer sandstone 1(e) and 4(b) Micro-CT 20003; 3003 For analysis 3.0 0.20* 1.4* Dispersion, Section 4
Portland limestone 1(f) and 4(c) Synchrotron 6013; 3003 For analysis 9 0.092* 0.30* Dispersion, Section 4
Guiting limestone 1(g) Micro-CT 20003 2.65 0.23* 0.15* Illustration only
Reservoir carbonate 1(h) Synchrotron 6503 7.7 0.15* 0.0327* Illustration only
Doddington sandstone 7 Micro-CT 6003 13.7 0.207** 1.6** Capillary trapping, Section 5
a D = 9.87  1013 m2.
* Computed from the image.
** Measured on larger core samples from the same block of stone.
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parameters. Optimal thresholding and noise reduction to delineatemultiple phases and to make the best use of raw images is still an
area of active research. The segmentation is dependent on the
Fig. 2. Pore-space images of three quarry carbonates: (a) Estaillades; (b) Ketton; (c) Mount Gambier. The images shown in cross-section in Figs. 1(a)–(c) have been binarized
into pore and grain. A central 10003 (Estaillades and Ketton) or 3503 (Mount Gambier) section has been extracted. The images show only the pore space. Networks will be
extracted from these images, Fig. 3, and used in Section 6 for an analysis of multiphase ﬂow and relative permeability.
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pretation of the results. This is discussed in more detail elsewhere
[14].2.2. Focused ion beams
There are other methods, well established in two dimensions, to
produce very ﬁne-scale images of rock samples. The most widely
applied is SEM – scanning electron microscopy – that routinely
produces images down to resolutions of 10s nm. This is sufﬁcient
to image the pore spaces in even low permeability sandstones
and carbonates and can also study the nm-scale pores in uncon-
ventional shale gas and shale oil reserves. The problem is that
the images are two-dimensional and hence the three-dimensional
connectivity of the pore space is unknown.
FIB/SEM – where FIB stands for focussed ion beams – is a new
technology that acquires very high resolution three-dimensional
images of tiny rock samples (typically just a few lm across)
[29,30]. The ion beam makes very ﬁne slices through the sample,
enabling sequential SEM images to be obtained. The method is
destructive but reveals unrivalled detail of small pore spaces
[29,30].In addition to SEM and X-rays, light microscopy can be used to
produce three-dimensional pore-space images. Confocal micros-
copy focuses on a series of planes through the sample from which
a three-dimensional image is obtained [31]. The vertical resolution
can be excellent, but only relatively thin samples can be studied.
Overall, a suite of imaging methods are now available that allow
images of rocks to be made at a variety of scales, from the whole
core (cm to m to determine heterogeneity and structure) to mi-
crons (for the larger pore spaces) and sub-micron for tighter
samples.2.3. Statistical reconstruction
Statistical methods, based on an analysis of a high-resolution
two-dimensional image, can be used to construct three-dimen-
sional representations of the pore space. These can be methods
that extract typical patterns – essentially multiple-point statistics
[32] – to preserve connectivity [33–35] or object-based methods
that simulate the packing of irregular grains and subsequent dia-
genesis [4]. These methods have been extended to allow the repre-
sentation of the pore space at multiple scales, combining
information from images of different resolution and offering a
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alone [35,36].
While brief, this overview serves to highlight that it has been
the ability to image pore spaces, or at least generate pore-space
representations, that has provided new impetus to pore-scale
modelling. The challenge is to take advantage of the information
contained in these images: to make reliable and accurate predic-
tions, and to glean new insight into transport behaviour.3. Modelling methods
There are two ways to compute properties in the pore space.
The ﬁrst is to discretize the voids – usually simply using the Carte-
sian grid derived from a binarized three-dimensional image – and
compute ﬂow and transport on this grid. This is a direct approach
and honours – to the limit of the imaging – the geometry of the
pore space. The problem is that for the key application of interest,
at least for oil recovery – slow ﬂow of multiple phases – most exist-
ing techniques are computationally demanding. An alternative
methodology is ﬁrst to extract a topologically representative net-
work with idealised properties derived from the underlying image.
Flow and transport are then computed – usually semi-analytically
– through this network. This approach is naturally suited for the
study of capillary-controlled displacement, while allowing effec-
tively inﬁnite resolution in the network elements. However, it
clearly makes a number of approximations concerning the pore
space geometry. We discuss both approaches below.3.1. Direct modelling
The most popular approach for computing single and multi-
phase ﬂow directly on pore-space images is the lattice Boltzmann
method [18,37–44]. This is a particle-based technique that simu-
lates the motion and collision of particles on a grid; the averaged
behaviour can be shown to approximate the governing Navier–
Stokes equation. The method is relatively easy to code and is ide-
ally suited for parallel computing platforms. It is readily extended
to multiphase ﬂow by allowing particles representing ﬂuid ele-
ments of two (or more) phases to be tracked. Its main disadvantage
is computational efﬁciency, even with a massively parallel imple-
mentation. The run time scales approximately as the inverse of real
ﬂow rate, which makes it difﬁcult to capture accurately capillary-
controlled displacement on sufﬁciently large samples to make reli-
able predictions of relative permeability. However, recent research
indicates that with the best computer resources, it is possible to
compute relative permeability based on pore-space images in
some cases [42–45]. The method is well suited for computing sin-
gle-phase ﬂow properties and transport, such as permeability, dis-
persion coefﬁcients and effective reaction rates. It has also been
successfully used, for instance, to provide a careful analysis of
pore-scale dynamics, to compute interfacial area and to aid the
development of improved theories of porous media ﬂow [37–41].
The lattice Boltzmann method is one of a number of particle-
based methods, where particles representing packets of ﬂuid are
tracked through the computational domain. It is possible to allow
these packets to carry averaged properties, such as pressure and
density. These effective particles can represent different phases
and interact with each other with an equivalent interfacial tension.
Smooth particle hydrodynamics and its variants is another method
that has been applied successfully to study dispersion and multi-
phase ﬂow [46,47].
In addition, there are other techniques designed speciﬁcally to
study capillary-controlled displacement. The level set method de-
ﬁnes an interface between ﬂuids and tracks its movement in a qua-
si-static displacement. This allows complex boundaries to behandled naturally and has no constraint on the topology of the
interface. For large problems – based on three-dimensional pore
space images – this method is also computationally demanding,
but it has been used to offer interesting insights into imbibition
processes and fracture/matrix interaction [48,49].
Last, there are conceptually more traditional approaches that
solve the Navier–Stokes equation using standard discretization
schemes. For slow ﬂow, this can be simpliﬁed to the Stokes equa-
tion. The computational difﬁculty rests on tracking and specifying
ﬂuid interfaces in multiphase ﬂow. Again there are a variety of
methods to achieve this, of which the volume of ﬂuid technique
is one of the most promising [50–52]. Here the partial saturation
of a phase in a grid block is used to assess the likely location of a
sharp interface. The method was originally developed for ﬂuid
dynamics applications where capillarity provides a perturbation
to a viscous-dominated displacement. The extension to porous
media problems, where in general viscous forces are a perturbation
to capillary-dominated displacement, is a challenge [52]. Again, as
the ﬂow rate decreases, the computational time increases, making
direct simulation of capillary-controlled displacement on large
pore-space images difﬁcult.
Density functional modelling can also be used to develop a gen-
eral formulation for ﬂuid ﬂow, incorporating different physical
phenomena, including multiphase ﬂow, non-Newtonian rheology
and thermal effects [53]. The technique has successfully analyzed
ﬂuid distributions in simple geometries representing a single cap-
illary tube but is – like many of these methods – some way from
the prediction of core-scale multiphase ﬂow properties based on
realistic pore-space images.
This paper will not discuss these methods and results in detail:
the reader is invited to read the recent review by Meakin and
Tartakovsky [54]. It is likely, with improvements in computer
power and numerical methods, that soon most computations of
single and multiphase ﬂow properties will be made using one or
more of the techniques above, or modiﬁcations of them. In partic-
ular, methods that embrace new computational platforms, such as
massively parallel processing or GPUs (graphical processing units)
are likely to ﬂourish. However, at present, while these approaches
work well for single-phase ﬂow – for instance we will use a Stokes
solver later in this paper to simulate dispersion – they become con-
siderably more cumbersome for multiphase ﬂow, where it is nec-
essary to locate and track interfaces between phases in a
complex geometry with contact angles that vary on a pore-by-pore
basis. The curvature of this interface controls the capillary pressure
that typically dominates over viscous forces. As a consequence, the
tracking of these interfaces is exceptionally important. Further-
more, the limited resolution of the computational grid means that
it is difﬁcult to resolve thin wetting layers that control many pro-
cesses in two and three-phase ﬂow [1,7,8]; this limitation is dis-
cussed further at the end of the paper. In the literature to date,
the most computationally efﬁcient and successful predictions of
multiphase ﬂow come from network modelling, described below.
3.2. Network modelling
The ﬁrst network models were constructed by Fatt, who
exploited the analogy between ﬂow in porous media and a random
resistor network [55]. Since then the models have grown hugely in
sophistication and now can accommodate irregular lattices, wet-
ting layer ﬂow, arbitrary wettability and any sequence of displace-
ment in two- and three-phase ﬂow, as well as a variety of different
physical processes, including phase exchange, non-Newtonian dis-
placement, non-Darcy ﬂow, reactive transport and thermodynam-
ically consistent oil layers (see, for instance [1,56–59]). Most of the
underlying mechanisms for capillary-dominated immiscible dis-
placement, deduced both theoretically and through analysis of
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into models around 5–10 years ago [1–10]: the previous review
of this topic for the 25th Anniversary of Advances in Water Re-
sources contained an overview of two- and three-phase displace-
ment mechanisms, showed predictions of relative permeability
for a simple sandstone, Berea, and provided an assessment of the
impact of pore-scale processes on ﬁeld scale displacement [1].
The major developments over the last ten years have concen-
trated on models of increasing realism in terms of the pore-scale
physics and the development of methodologies to predict multi-
phase ﬂow and transport properties based on pore-space images.
With the advent of more powerful computational resources, the
approximation of capillary-control can be relaxed and a number
of dynamic network models have been developed recently that
incorporate the effects of ﬂow rate, allowing a wider range of dis-
placements to be simulated accurately [60–63].
Later in the paper we discuss the computation of relative per-
meabilities for mixed-wet carbonates that gives an indication of
how network modelling may be applied. The advantages of the
technique are that it is possible to make predictions considerably
more quickly than direct measurements that typically take several
months, it can use small samples, such as drill cuttings and small
core fragments that are too small for standard coreﬂoods, and
can assess sensitivities, generating, for instance, relative perme-
abilities for different wettabilities or initial saturations for water-
ﬂooding, or for gas injection.
One key component of this workﬂow is extracting networks
from a representation of the pore space. In principle, pores are de-
ﬁned as the larger voids in the rock that are connected by narrower
pathways called throats. The pores and throats are assigned effec-
tive properties, such as volume, inscribed radius (for the computa-
tion of displacement capillary pressure) and shape (that allows
wetting phase to reside in the corners, while the non-wetting
phase is in the centre). It is also recorded which pores and con-
nected to each other via which throats. There are several tech-
niques employed to do this. Grain-based approaches ﬁrst identify
putative pores as located furthest from grain centres [4]. This
works well for clearly granular media and is well suited for pore-
space representations derived not from images, but from object-
based simulation of grain packing and diagenesis. It works less well
for more complex systems, such as many carbonates, where grain
identiﬁcation is difﬁcult.
Erosion-dilation is a rigorous mathematical technique to ﬁnd
the skeleton of the pore space – the skeleton runs through the cen-
tres of the pores and throats and deﬁnes the topology [64,65].
However, this method suffers from ambiguities given images of ﬁ-
nite resolution and has difﬁculty uniquely identifying pores and
their connections. Another method is the maximal ball approach
where spheres are grown in the pore space, centred on each void
voxel. The largest spheres represent pores, while chains of smaller
spheres connecting them deﬁne throats [66,67]. This method
clearly identiﬁes the larger pores, but tends to identify a cascade
of smaller and smaller elements down to the image resolution.
At present, network extraction methods can ﬁnd networks that
make reasonable estimates of multiphase properties, as discussed
later in this paper, but they still require further veriﬁcation and
do not necessarily provide a unique representation of the pore
space independent of image resolution, even in a statistical sense.
Fig. 3 shows networks extracted from the pore space images
shown in Fig. 2. Here we have employed the maximal ball algo-
rithm [67]. Despite the approximations inherent in the network
extraction, it is an elegant way to represent ﬂow and transport
on different scales, with the overall connectivity of the pore space
captured by the network, with the smaller-scale (often sub-mi-
cron) behaviour described semi-analytically within each network
element (pore or throat). This enables computations on muchlarger samples, spanning a greater spatial range, than direct simu-
lation approaches.
We will now illustrate the use of pore-scale modelling through
three examples. This is not intended to be a detailed review of re-
cent results and applications, more it is an indication of the power
of the methods demonstrated through illustrative cases. The ﬁrst
example solves for transport directly on the pore space images of
different rock samples to determine the nature of dispersion in
heterogeneous media. The second is concentrated solely on imag-
ing and does not offer any modelling, but shows how multiphase
imaging alone can help answer – directly – important scientiﬁc
questions: in this case, whether super-critical CO2 can be trapped
as disconnected clusters in the pore space of rock, with application
to carbon storage in aquifers. The last example uses network mod-
elling to study relative permeability in mixed-wet carbonates and
helps motivate the ﬁnal section on outstanding problems and is-
sues in this ﬁeld.
4. Dispersion in heterogeneous media
4.1. Model
Here we simulate ﬂow and transport directly on pore space
images using a Stokes solver, applicable for slow (low Reynolds
number) ﬂow. The governing equations are:
r  v ¼ 0 ð1Þ
lr2v ¼ rP ð2Þ
v ¼ 0 on grains ð3Þ
where v is the velocity vector, P is pressure, and l is the ﬂuid viscos-
ity. These equations couple pressure and velocity and are solved
using an iterative Semi-Implicit Method for Pressure-Linked Equa-
tions (SIMPLE) algorithm [68] employing an algebraic multigrid sol-
ver to invert the resultant series of algebraic equations [69]. A
velocity of strictly zero is imposed exactly at the pore walls: this en-
ables us to compute the velocity between parallel plates or in sim-
ple uniform cross-sections to within machine accuracy using two or
more cells across the pore. More details are on the method are given
elsewhere [70]. For this application, it would also have been possi-
ble to use a lattice Boltzmann technique to solve for the ﬂow ﬁeld,
or to have applied one of a number of open source partial differen-
tial solvers, such as the OpenFoam library that has a similar solver
to the one used here [71].
Many other authors have simulated ﬂow and dispersion in dif-
ferent porous media using a variety of different methods from net-
work modelling to particle-based simulation directly on pore-
space images (see [72–87] for a selection of work in this area).
We will not review this research in detail here, except to note that
previous studies have demonstrated that given a good representa-
tion of the pore space, it is possible to predict measured dispersion
coefﬁcients accurately, while explaining how the subtle interplay
of molecular diffusion and advection leads to a rich transport
behaviour. The emphasis of the work presented in this section will
be on what the simulations reveal for highly heterogeneous media
– in particular for carbonates, where the pore-level ﬂow ﬁeld
shows signiﬁcant channelling.
Three different porous materials are studied for comparison
purposes: a sand pack, a sandstone (Bentheimer) and a carbonate
(Portland limestone), illustrated in Fig. 1 [87]. The computations
were performed on a cubic domain containing 3003 voxels. Details
of the images and rock properties are provided in Table 1.
Fig. 4 shows the simulated ﬂow ﬁelds. It is evident that for
the sand pack there is a relatively uniform ﬂow throughout the
domain, but that ﬂow becomes increasingly concentrated in
high-velocity pathways for the sandstone and carbonate: in the
Fig. 3. Pore networks extracted from the images shown in Fig. 2: (a) Estaillades; (b) Ketton; (c) Mount Gambier. For illustrative purposes, only a section of the Mount Gambier
network is shown. The pore space is represented as a lattice of wide pores (shown as spheres) connected by narrower throats (shown as cylinders). The size of the pore or
throat indicates the inscribed radius. The pores and throats have angular cross-sections – normally a scalene triangle – with a ratio of area to perimeter squared derived from
the pore-space image.
(a) Sand pack (b) Bentheimer (c) Portland
3 mm 3 mm1 mm
Fig. 4. The ﬂow ﬁelds computed on: (a) a sand pack; (b) Bentheimer sandstone; and (c) Portland limestone. Pore-space images of the Bentheimer and Portland, used in this
study, are shown in Fig. 1(d)–(f). For the ﬂow computations, a uniform pressure drop is applied across the ﬂow direction with periodic boundary conditions in the other two
directions. The colour scale indicates the normalised ﬂow ﬁeld: blue is slow, while green and red are fast. The ﬂow is computed numerically on a 3003 image with a resolution
of approximately 10 lm for the sand pack, 3 lm for Bentheimer and 9 lm for the limestone.
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taken place in just a few channels. It is possible to analyze the dis-
tribution of ﬂow velocities: it is found empirically that for low
velocities there is an approximate power-law distribution
[84,87]. While the average velocity provides a scale for the ﬂow
ﬁeld, there is no characteristic speed, with many slow paths. In
terms of transport this represents a power-law distribution of tra-
vel times through the domain: conceptually this can be consideredthe travel times between neighbouring pores [84]. While a full dis-
cussion is outside the scope of this paper, the behaviour can then
be interpreted and analyzed in the context of continuous time ran-
dom walks (CTRW) that provide a powerful framework for predict-
ing transport with a wide range of ﬂow velocities [88,89].
We employ a streamline-tracing technique to track the move-
ment of particles through the ﬂow domain. In grid cells that con-
tain no solid boundaries, the method is the Pollock algorithm
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where the velocity normal to each face varies linearly with dis-
tance from that face. For cells with one or more solid boundary,
the tracing of streamlines is more complex. We describe, semi-ana-
lytically, the ﬂow ﬁeld and streamline paths within each grid block,
obeying Eqs. (1) and (3) above. The velocity normal to a solid
boundary varies quadratically with distance normal to the solid,
while the tangential velocity has a bi-linear spatial variation. The
details are provided elsewhere [70], but the method allows us to
track particles from block to block with no additional errors once
the ﬂow ﬁeld at cell faces is determined.
To simulate dispersion, we also need to include the effects of
molecular diffusion. This is accounted for by a random jump of
the particles after advection along a streamline. The displacement
is given by Mostaghimi et al. [70]:
k ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
6DmDt
p
ð4Þ
where Dm is the molecular diffusion coefﬁcient (taken, in this work,
to be the self-diffusion coefﬁcient of water, 2.2  109 m2 s1) and
Dt is the time step size. The coordinates of the particle after diffu-
sion are:
x ¼ xp þ k sinu cos h ð5Þ
y ¼ yp þ k sinu sin h ð6Þ
z ¼ zp þ k cosu ð7Þ
where h is a random number in the range (0, 2p) and u is another
random number in the range (0, p) and p labels the position of the
particle before diffusion was accounted for.
We track the movement of 50,000 particles initially uniformly
distributed throughout the pore space. We take a time step of
104 s and for each time step move every particle along a stream-
line and then make a random displacement as described above. We
use periodic boundary conditions for the side faces and randomly
re-inject, at the inlet, particles that leave the exit face. We deﬁne
the Peclet number, Pe = vL/Dmwhere L is a typical pore size, deﬁned
as the ratio of the rock volume to the pore-grain surface area [70].
This size is 160, 130 and 290 lm for the sand pack, sandstone and
carbonate respectively; our computational domain is between 10
and 20 times larger.
The longitudinal dispersion coefﬁcient is computed by calculat-
ing the variance of the distance travelled by particles in the main
direction of ﬂow:
DL ¼ 12
dr2
dt
ð8Þ
where r2 is the variance of the particle displacement, xi:
r2 ¼ xiðtÞ  hxiðtÞi½ 2
D E
ð9ÞFig. 5. Predicted propagators for transport in the three rock samples whose ﬂow
ﬁelds are shown in Fig. 4. The propagator is the probability P(f) of displacement f in
the main direction of ﬂow. The predictions are compared to NMR measurements
Scheven et al. [91] and Mitchell et al. [92]. The Peclet number is around 200 in both
the simulations and the experiments with a mean ﬂow velocity of approximately
1 mm/s and a displacement time of 1 s. The distance axis is scaled so that
movement at the average velocity has a displacement of 1. (a) Sand pack. With a
rather uniform ﬂow ﬁeld, we see a Gaussian-like spread of the plume around a
mean position governed by the average ﬂow. (b) Bentheimer sandstone. Some of
the plume is retarded with an elongated tail. (c) Portland limestone. Most of the
plume is effectively stagnant and a very dispersed proﬁle. This cannot be captured –
even qualitatively – by traditional advection–dispersion models.4.2. Results
Fig. 5 shows the computed concentration proﬁle as a function of
distance for dispersion through the three porous media studied.
Technically what are shown are propagators – that is the probabil-
ity of displacement at a given time: particles that have different
starting locations are assigned a zero displacement initially. The re-
sults are compared to NMR measurements on similar rock samples
[91,92] and show good agreement. This demonstrates that with a
good image of a representative rock sample, even for a carbonate,
pore-scale simulation can make quantitative predictions: in this
analysis there are no ﬁtting parameters. For unconsolidated media,
several other authors have provided better predictions of propaga-
tors and dispersion coefﬁcient from direct simulation – usually
using the lattice Boltzmann approach – on pore-space images. Byreproducing the pore structure exactly – instead here we compare
a sand pack with experiments on a bead pack, with more rounded
Fig. 6. Predicted asymptotic dimensionless dispersion coefﬁcient (DL/Dm where DL
is the dispersion coefﬁcient in the overall ﬂow direction and Dm is the molecular
diffusion coefﬁcient) as a function of Peclet number for the different rock types
indicated (lines). The points are experiments on bead packs and other unconsol-
idated media taken from the literature (small + [96], ﬁlled circles [97], ﬁlled
triangles [98], open circles [99], diamonds [100],  [101], stars [102], large + [103],
– [104]). In the intermediate Peclet number regime there is an approximate power-
law relationship between dispersion coefﬁcient and Peclet number with an
exponent that is related to the power-law variation of travel times between pores.
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obtain good predictions where our images represent the rock being
studied experimentally: Bentheimer and Portland. For Portland, we
do not resolve some of the smallest pores, below the resolution of
the scan. The successful prediction of the propagators suggests that
these small pores do not signiﬁcantly affect the behaviour.
More interesting though is what is revealed by the simulations
about the generic nature of dispersion. For the unconsolidated sys-
tem, where the ﬂow ﬁeld (see Fig. 4) is relatively uniform, the
behaviour is as expected: the peak of the plume is centred at a nor-
malised displacement of 1 with a Gaussian-like spread about the
mean. This transport is broadly consistent with a one-dimensional
solution of the advection–dispersion equation in a homogeneous
medium [95]:
@C
@t
þ v @C
@x
¼ DL @
2C
@x2
ð10Þ
where C is the concentration and DL is deﬁned by Eq. (9). Even for
unconsolidated media, there are signiﬁcant deviations from purely
Fickian behaviour (that is a concentration proﬁle given by a solution
to Eq. (10)) at early time [75,76,81,93]. However, for the sandstone
we see a qualitatively different proﬁle: there is a peak in the con-
centration near zero, representing particles in stagnant regions of
the pore space that have barely moved. At larger displacement there
is a dispersed proﬁle with a wide range of movement consistent
with a wide range of local ﬂow velocities.
The concentration proﬁle for the carbonate is very different
from any prediction from the advection–dispersion equation (see
Fig. 5): the peak concentration is near zero, indicating that most
of the particles are stuck in stagnant regions of the pore space with
a few that see the fast-ﬂowing regions, giving a very elongated
leading edge of the plume. The physical explanation for this behav-
iour is the power-law distribution of travel times between pores –
there is no typical transit time and hence a formulation based on
Eq. (10) that pre-supposes a typical mean displacement and a var-
iation around this displacement is ﬂawed [84].
Eventually, molecular diffusion will allow particles to diffuse
out of slow-ﬂowing regions; in time every single particle will
sample the entire ﬂow ﬁeld – both slow and fast – and a
so-called asymptotic limit is reached where Eq. (10) is valid. In
this regime, DL, deﬁned by Eq. (8), no longer changes with time
and indeed a concentration proﬁle is seen with a peak at a
dimensionless displacement of 1 and a Gaussian proﬁle around
this mean with a variance related to DL [95]. This asymptotic
dispersion coefﬁcient is plotted in Fig. 6 as a function of Peclet
number. We are able to predict measurements on unconsolidated
media [96–104] within the scatter of experimental measure-
ments in the literature.
In the intermediate Peclet number regime, 300 > Pe > 5, we ob-
serve an approximate power-law relationship between dispersion
coefﬁcient and Pe [95]. The exponent is a function of the heteroge-
neity of the porous medium – it is 1.2 for sandstones and sand or
bead packs and 1.4 for the carbonate sample studied. In addition
the magnitude of DL is larger for more heterogeneous media with
a wider range of ﬂow velocities. The physical origin of this
power-law is the power-law distribution of travel times and the
exponent can be predicted from the ﬂow ﬁeld using CTRW theory
[84,87,89]. The dispersion coefﬁcient increases with time as the
particles sample the ﬂow ﬁeld with both slow and very fast re-
gions; eventually molecular diffusion allows all particles to sample
the ﬂow ﬁeld uniformly and an asymptotic limit is reached, but the
spread of the plume at this point is related to the scaling of the dis-
tribution of local travel times. A detailed analysis of the ﬂow ﬁeld
in Portland stone studied conﬁrmed a power-law distribution of
transit times across grid blocks that is related to both the increasein measured dispersion coefﬁcient with time and the non-linear
scaling of dispersion coefﬁcient with Peclet number [87].
4.3. Discussion
This ﬁrst example implies that a contaminant plume may be
held back in slow-ﬂow regions of the pore space in highly hetero-
geneous media, with most of the solute stranded in stagnant re-
gions with a long, fast-ﬂowing leading edge. Eventually, particles
diffuse out of stagnant regions and sample the whole ﬁeld and
an asymptotic behaviour is attained, consistent with the advec-
tion–dispersion Eq. (10), universally used in ﬁeld-scale contami-
nant transport simulations.
It is possible to estimate how long it takes for this asymptotic
limit to be reached if we assume that there are signiﬁcant regions
of the pore space with essentially a negligible ﬂow velocity: it is
simply the time taken for a particle to sample the heterogeneity
of the medium by molecular diffusion. If this heterogeneity is pres-
ent on a length scale l – this is effectively the size of a representa-
tive element of volume – the diffusion time is l2/2Dm [84]. For a
sand or bead pack this is a typical pore length, since there are no
signiﬁcantly larger-scale correlations in either the pore-space
geometry or the resultant ﬂow ﬁeld. In our case, using the self-dif-
fusion coefﬁcient quoted previously and a typical pore length of
100 lm we ﬁnd a typical time of around 2 s; as we see in Fig. 5,
after 1 s we already observe the development of a plausibly Gauss-
ian plume. For the sandstone and carbonate the ﬂow ﬁeld indicates
that there is channelling on the scale of the simulation domain of a
few millimetres – if we take l = 2 mm we ﬁnd a diffusion time of
around 1000 s. For the representative ﬂow velocity of around
1 mm/s used in our simulations, this represents an average dis-
placement of 1 m. What this means physically is that while the
average solute particle has moved 1 m, those that are slowest mov-
ing have only managed to diffuse around 2 mm to escape – ﬁnally
– into a fast ﬂowing region. If we consider transport in a ﬂow do-
main that is homogeneous on all scales beyond 2 mm then, even-
tually, an asymptotic regime is achieved once the plume has
travelled many metres. While in carefully-controlled experiments
on selected, macroscopically homogenous cores, the emergence
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thanks to the use of periodic boundary conditions – is feasible to
simulate, it is unlikely that the real systems of interest – oil ﬁelds,
saline aquifers used for carbon dioxide storage and contaminated
sites – are homogeneous on these scales. As the plume moves, it
is likely to encounter heterogeneity with structure of different size
containing associated slow ﬂow regions with even larger charac-
teristic times for escape, delaying portions of the plume and ren-
dering consideration of an asymptotic dispersion coefﬁcient to be
used in an advection–dispersion equation largely useless. This con-
cern applies even for slow ﬂows at low Peclet numbers: while dif-
fusion may lead to complete mixing at the pore scale, at late times,
the plume will experience larger-scale heterogeneity through
which diffusion will still be slow compared to advection. This is
manifest, at the aquifer scale, by an apparent dispersion coefﬁcient
that increases approximately linearly with the distance the plume
has travelled [105]. The inability to determine a unique time-and-
space independent dispersion coefﬁcient poses a challenge for lar-
ger-scale modelling; near the end of the paper we discuss possible
upscaling techniques to incorporate the effects of pore-scale heter-
ogeneity in ﬁeld-scale simulation.
Consider one application where this work may be applied: CO2
storage, where the injected CO2 may dissolve into the resident
brine. This CO2-laden brine is denser than the native brine and
sinks. This sets up a buoyancy-driven ﬂow with downwards
moving ﬁngers of dense brine, while fresh brine contacts the
CO2-phase, leading to convective mixing [106–110]. Previous treat-
ments of this problem have assumed that the advection–dispersion
equation is valid for this process at the ﬁeld scale (see, for instance
[106,107]); the authors employed the standard macroscopic
description of transport. If, however, the peak of the plume moves
slower than would be predicted using a conventional model, the
establishment of a buoyancy-driven ﬂow may be delayed, making
this mechanism for long-term safe storage less effective than con-
sidered previously. Similar considerations pertain to the use of
pumping strategies to remove contaminant from groundwater, or
mixing of miscible gas and oil in enhanced hydrocarbon recovery
– again this analysis suggests a very long, slow tail of solute mak-
ing complete removal or recovery very difﬁcult.
This work could readily be extended to study coupled processes,
such as reaction, including precipitation and/or dissolution of the
pore space. This could be used to provide a rigorous pore-scale ba-
sis for ﬁeld-scale simulations of reactive transport. The important
and exciting feature of this work is that conceptually simple
numerical modelling through three-dimensional images of the
pore space yields fresh insight into these fundamental processes.5. Imaging of residual super-critical carbon dioxide
One possible method to reduce atmospheric emissions of CO2,
and hence to mitigate climate change, is carbon capture and stor-
age, where CO2 from fossil-fuel burning power stations and other
industrial sites is collected, transported and injected deep under-
ground [111]. Storage sites include coal seams, depleted hydrocar-
bon reservoirs and saline aquifers. Saline aquifers provide the
largest likely storage potential and are geographically widespread.
The principal design criterion for an aquifer injection scheme is to
ensure that the CO2 remains underground for hundreds or thou-
sands of years so that it will not contribute to climate change.
When the CO2 is injected there are four mechanisms by which
the CO2 remains trapped underground [111]. The ﬁrst is when
the buoyant CO2 is trapped underneath low-permeability caprock
through which it cannot ﬂow, or ﬂows so slowly that it takes many
millennia to escape. This is a reliable mechanism for well-charac-
terised aquifers where there is known to be a good trap for theCO2, and may be suitable for hydrocarbon ﬁelds where oil and
gas have already been contained for geological time. However, in
many other settings it is not clear that there is intact low-perme-
ability rock over the large distances that CO2 might migrate – likely
to be many 10 s km for large storage projects. In this case other
processes need to be used to ensure safe long-term storage. The
second mechanism is dissolution: here some CO2 dissolves in the
resident brine – as discussed in the previous section – and the den-
ser CO2-laden brine sinks [108]. However, in many ﬁeld settings
this is very slow, taking hundreds or thousands of years to remove
a mobile, buoyant plume that may, in the meantime, have escaped
to the surface [106–109]. Furthermore, our dispersion analysis im-
plies that the mixing required to establish signiﬁcant dissolution
may be even slower than predicted from traditional mathematical
models. The third and safest storage mechanism is mineral precip-
itation where the acidic CO2-rich brine reacts with the host rock to
produce solid carbonate [112]. This process, however, relies on a
favourable mineralogy of the rock and can also be extremely slow,
taking thousands to millions of years to sequester a signiﬁcant
fraction of the injected CO2 [112].
The ﬁnal sequestration mechanism is capillary trapping [113–
116]. As the CO2 moves through the aquifer it is displaced by brine.
This displacement is likely to leave behind a trail of trapped, resid-
ual CO2. This process is analogous to the trapping of oil or gas in
waterﬂooded hydrocarbon ﬁelds. If CO2 is the non-wetting phase,
brine will preferentially ﬁll the narrower regions of the pore space,
ﬂowing through wetting layers, stranding CO2 in wider pores in a
process called snap-off [117–119]. This results in a large fraction
of the pore volume being occupied by residual CO2 surrounded
by brine. If brine is not the wetting phase, there is less trapping,
since CO2 will be displaced by piston-like advance, the brine will
not preferentially ﬁll the smaller regions of the pore space; there
is no layer ﬂow and snap-off [119]. It has been hypothesized that
this process could rapidly and effectively trap a signiﬁcant fraction
of the CO2 within a few years, while limiting its spread, preventing
escape, assuming that the rock is non-wetting to CO2 [114]. Fur-
thermore, the process could be engineered through the artiﬁcial
injection of brine extracted from elsewhere in the aquifer [116].
Promising though capillary trapping is as a potential storage
mechanism, there has been, to date, no direct evidence of this pro-
cess at the pore scale. Coreﬂood experiments have suggested that
signiﬁcant amounts of CO2 could be trapped, although with a resid-
ual saturation lower than in analogue oil/water systems that are
strongly water-wet [120]. However, some experiments have mea-
sured the CO2-brine-solid contact angle and capillary pressures
that indicate neutrally or even CO2-wet conditions, implying little
trapping [121–123].
Residual non-wetting phase has been imaged using micro-CT
scanning previously, but only on analogue systems at ambient con-
ditions where the porous medium was strongly water-wet [124–
128] or oil-wet [129,130]. In this section we use micro-CT imaging
to image trapped supercritical CO2 in the pore space of a sandstone,
demonstrating that capillary trapping could be an effective storage
process. Silin et al. also imaged ﬂuid distributions after CO2 injec-
tion – they did not consider trapping – using a synchrotron source,
but the images were of rather poor quality [131]. Our study is a di-
rect use of imaging technology without associated pore-scale mod-
elling, although in future, modelling this process at the pore scale
could serve to validate pore-scale simulators and understand the
pore-scale dynamics of trapping.
5.1. Experiment
The experimental apparatus is essentially a miniature version of
a standard Hassler sleeve used in routine core analysis in the oil
industry [132]; further details are provided elsewhere [28]. The
Fig. 7. Images of CO2 after waterﬂooding with CO2 saturated brine, showing the
trapped supercritical CO2 clusters. The picture is a two-dimensional cross-section
through a three-dimensional image; the area shown is 3.434 mm  3.144 mm 
10.80 mm2 (261  239 voxels). (a) A raw grey-scale image: supercritical CO2 is
black, brine is light grey and sandstone is dark grey. The few white areas are
minerals with high X-ray absorption. (b) The same slice with phases segmented.
Supercritical CO2 is white, brine light blue and rock is brown.
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elevated temperatures, rather than use an X-ray opaque steel
sleeve, the core holder is constructed from carbon ﬁbre. The carbon
ﬁbre is thin, allowing the core to be placed close to the X-ray
source in a micro-CT scanner, and is transparent to X-rays. The core
itself has a diameter of 5 mm and length 9 mm and is imaged at a
resolution of approximately 13.7 lm in these experiments. The
core is wrapped in aluminium foil to prevent escape of the CO2,
that is then contained in an elastomer (Viton) sleeve, while the car-
bon ﬁbre assembly contains a conﬁning ﬂuid to compress the
sleeve to maintain pressure and temperature.
The rock is a Doddington sandstone that is 98 wt.% a-quartz,
2 wt.% K-feldspar with traces of kaolinite (measured by X-ray dif-
fraction on a Philips PW1830 diffractometer) and a well-connected
pore space. The ﬂuids are maintained at a pressure of 9 MPa and a
temperature of 50 C; these conditions are representative of a stor-
age aquifer at a depth of around 900 m and represent supercritical
conditions for CO2 [28].
The core is initially saturated with brine. Then CO2 is injected.
This is a primary drainage experiment representing the initial
injection of CO2 into the aquifer. An initial saturation of approxi-
mately 44% is established. Then brine is injected. This brine is al-
ready saturated with CO2 at the experimental conditions using a
stirred reactor [28]. That exact equilibrium is reached is vitally
important; if the brine is undersaturated with CO2, some CO2 will
dissolve, leading to an under-estimate of residual saturation. The
displacement of CO2 by CO2-saturated brine represents the likely
displacement process in the middle of a large CO2 plume where
there has been sufﬁcient time for chemical equilibrium between
the phases to be established. Approximately 50 pore volumes of
brine are injected at a low ﬂow rate representing a capillary num-
ber Ca = lq/r of around 2  105 where l is the ﬂuid viscosity, q is
the Darcy velocity and r is the CO2-brine interfacial tension. The
core is scanned dry to image the pore space, when saturated with
brine, after CO2 injection and after brine re-injection. As mentioned
previously, the raw micro-CT images were cleaned of ring artefacts
[25]. Salt-and-pepper noise was removed with an anisotropic dif-
fusion ﬁlter [133] and the phases were then segmented according
to their CT contrast using multi-thresholding based on Otsu’s algo-
rithm [27].
5.2. Results
Fig. 7 shows the distribution of trapped CO2 in the pore space.
The pictures are two-dimensional cross-sections of a three-dimen-
sional image. Here we capture both the pore structure of the rock
and the ﬂuids simultaneously. The images directly conﬁrm that
CO2 can be trapped in the pore space, surrounded by brine. Fig. 8
illustrates some of the trapped clusters captured in three dimen-
sions; it is evident that clusters of all size are present, from small
blobs in the centre of a single pore to ramiﬁed, extensive ganglia
spanning several pores.
Table 2 compares the average saturation measured by summing
the volume in all the trapped clusters with an analogue experiment
on the same core but with n-octane as the non-wetting phase. In
addition the results are compared to coreﬂoods on larger rock sam-
ples (diameter 3.8 cm and length 7.5 cm). The results are consis-
tent between the micro-CT scans and coreﬂoods and indicate
that while there is signiﬁcant trapping of the CO2, the residual sat-
uration is lower than that measured on analogue oil-brine systems
that are assumed to be strongly water-wet. The suggestion is that
CO2-brine systems are less strongly water-wet, suppressing trap-
ping through wetting layer ﬂow and snap-off and leading to low-
ered residual saturations [118–120]. In a more detailed analysis
we have compared the distribution of trapped cluster size with
an analogue strongly water-wet system [28]. The results show thatwith CO2 there are fewer small clusters, conﬁrming that the
amount of snap-off is reduced, but many larger ganglia are present,
providing a large surface area for dissolution and reaction.5.3. Implications and future work
This work provides compelling evidence that capillary trapping
could be an effective storage strategy; it certainly will allow CO2 to
be trapped locally and occupy a signiﬁcant fraction of the pore
space. This work needs to be coupled with ﬁeld-scale simulation
to determine the effectiveness of the storage design, since the
amount of CO2 trapped will depend on both the local trapping efﬁ-
ciency and the fraction of the volume of the aquifer – at the large
Fig. 8. Images of CO2 after waterﬂooding with CO2 saturated brine showing
selected trapped clusters of different size.
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and temperature: the variation in the amount of trapping as the
reservoir conditions vary, particularly as the CO2 density increases,
is not known. Furthermore, this work is conﬁned to a single homo-
geneous quarry sandstone of high porosity and almost pure silica
content. The effects of clays and other mineralogies present in res-
ervoir samples needs to be investigated. It is possible that carbon-
ates may result in signiﬁcantly less water-wet conditions, because
of a signiﬁcantly different surface chemistry. Indeed it is possible
that they could be neutrally to CO2-wet, resulting in very low
residual saturations and precluding capillary trapping as an effec-
tive trapping mechanism. Last, injection is also likely to be com-
bined with geochemical reaction, both to dissolve or precipitate
carbonate: the study of these coupled processes is an interesting
topic for future study.
The degree of trapping, as already mentioned, is governed by
the interplay of snap-off and piston-like advance. Current network
models use parameterized models to describe piston-like pore ﬁll-
ing [2,7]: these experiments could provide a challenge to these
models enabling the development of improved correlations to cap-
ture correctly the amount of trapping in media that are not
strongly water-wet.
This is an example of where pore-space imaging alone provides
insight into important multiphase processes in porous media. It is
however, just one application of this novel technology, simply
studying ﬂuid distributions at the end of a displacement on a per-
meable sandstone at a relatively poor resolution compared to the
best modern scanners. With improvements in image resolution
and the speed with which images can be captured, it is likely that
the dynamics of multiphase ﬂow for less permeable samples willTable 2
Porosities and saturations measured using micro-CT scanning and by coreﬂooding.
Porosity Porosity CO2 saturation
CT (%) He* (%) Micro-CT (%)
Primary drainage 20.5 20.7 48.0 (Initial)
Waterﬂooding 20.8 20.7 24.9 (Residual)
* Measured via Helium pycnometry on a larger core sample of the same rock [128].
** Measured with the porous plate method on a Berea sandstone core (porosity = 0.22
*** Measured in a similar micro-CT experiment with the same rock with n-octane at ambe captured, providing unparalleled insight into porous media pro-
cesses [10,13].
6. Relative permeability of mixed-wet carbonates
6.1. Signiﬁcance
In this ﬁnal section we present a study of relative permeability
and wettability in carbonates. It is estimated that more than half
the world’s remaining recoverable reserves of conventional oil
are contained in carbonate reservoirs, many of them in the Middle
East [134]. These reservoirs pose a challenge both for reservoir
management and characterisation. The pore space is heteroge-
neous on many scales, with pore sizes ranging from around
0.1 lm to mm or cm-sized vugs, combined with dramatic spatial
variations in local porosity, permeability and pore connectivity
[36]. In general, carbonate rocks exposed to crude oil are oil-wet,
or mixed-wet, where there are regions of the pore space that are
oil-wet with other connected patches that remain water-wet.
These reservoirs are also generally extensively fractured.
Waterﬂooding the reservoir to displace oil works by two very
distinct mechanisms [135]. The ﬁrst is viscous displacement
through the matrix (the unfractured rock): here the recovery is
controlled by the relative permeability and speciﬁcally the relative
permeabilities near the residual oil saturation. However, if the frac-
tures have a much higher permeability than the matrix, the in-
jected water ﬂows through the fractures, and displacement of oil
in the matrix is controlled by capillary imbibition and gravity
drainage. If capillary forces are signiﬁcant, then the overall recov-
ery is determined not by the residual oil saturation, but the satura-
tion when the capillary pressure reaches zero. If the rock is mixed-
wet this will lead to a much higher remaining oil saturation; if oil-
wet there may be no spontaneous imbibition at all. Furthermore, in
mixed-wet media, the rate of imbibition is much slower than for
water-wet systems with the same pore structure, since the water
relative permeability is low, representing poor connectivity of
the wetting phase [7,136]. The recovery in a ﬁeld setting is a com-
plex interaction of ﬁeld-scale heterogeneity – in particular the con-
nectivity of the fracture network – combined to small-scale
displacement efﬁciency with capillary, viscous and gravitational
forces all playing a role. The starting point for a thorough assess-
ment of recovery and injection design is good relative permeability
and capillary pressure data, but reliable measurements on repre-
sentative core samples are often scarce. Pore-scale modelling offers
the possibility of generating data on many samples combined with
an assessment of uncertainty or sensitivity to variations in rock
type and wettability, benchmarked against good quality experi-
mental data.
6.2. Methodology
In this section we will show some example network modelling
results for carbonates and compare to measurements on a reser-
voir sample from the Middle East. We will use the results to illus-CO2 saturation Oil saturation Oil saturation
Coreﬂood ** (%) Micro-CT*** (%) Coreﬂood** (%)
50 (Initial) Not measured (initial) 44 (Initial)
25 (Residual) 35.0 (Residual) 35 (Residual)
and brine permeability = 4.6  1013 m2) [120].
bient conditions [125].
Table 3
Network properties for the three carbonate samples studied.
Ketton Estaillades Mount Gambier
Number of pores 4673 59305 22665
Number of throats 7341 90682 84593
Number of isolated elements 607 20301 257
Volume (mm3) 18.7 19.3 31.3
Coordination number 3.08 3.03 7.41
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erties in such samples and discuss, brieﬂy, generic features of the
results and their implications for recovery. This section will ex-
plore the possibilities and difﬁculties associated with multiphase
ﬂow predictions in carbonates.
The methodology for predicting relative permeability has al-
ready been outlined [36,136], while the sensitivity of relative per-
meability to rock type and wettability have been explored in a few
samples [137]. However, this work has been limited in practice to
the difﬁculty of coupling detailed images – often acquired at differ-
ent scales – and the modelling of multiphase ﬂow. The steps are as
follows:
(1) Image acquisition: As discussed previously, standard micro-
CT scanning has a 1000-fold range in image size, typically
resolving the pore space at the scale of a few lm on a sample
a few mm across. In many carbonates, there is signiﬁcant
connected pore space of a size less than a lm, combined
with core-scale heterogeneity that makes a description of
the pore space at the mm scale unrepresentative. This is evi-
dent in the images shown in Fig. 1, where micro-porosity in
some of the samples could not be resolved while simulta-
neously capturing the larger pores. What is required is a
multiscale approach that combines whole core analysis,
micro-CT imaging and higher resolution techniques, such
as FIB/SEM [36]. Another approach is to generate a statistical
or object-based model, discussed below, based on high-res-
olution two-dimensional images, from, for instance, SEM.
(2) Model building: A representative model of the core, or sec-
tions of it, is needed for simulations of multiphase displace-
ment. This can simply be a single micro-CT image (this is
what we will do in this section to illustrate the methodol-
ogy), but for many carbonates, as discussed already, this will
provide a rather inadequate representation of the pore
space. Another approach is to use a high-resolution two-
dimensional image as a template for the construction of a
three-dimensional image through statistical techniques.
Most of these methods now employ multiple point statistics,
or some form of pattern recognition, to preserve the connec-
tivity of the pore space [35]. Alternatively, images taken at
different scales can be merged, or combined with discrete
modelling of grains and diagenetic features, providing a
multiscale representation of the pore space [36]. If multi-
phase ﬂow is computed directly on these images, then all
that is required is a ﬁnal image of appropriate size and res-
olution. If network modelling is employed, then a topologi-
cally representative network is extracted from the image;
again this network may explicitly account for porosity
apparent at different length scales [35,138].
(3) Simulating multiphase ﬂow: There are several different
approaches to be used here, including direct (typically lattice
Boltzmann) simulation of displacement on different subsec-
tions of the rock. The other approach is network modelling,
described before, where displacement in each element (pore
or throat) is described semi-analytically. This latter
approach will be used in this section.
(4) Upscaling to the core scale and beyond: Current simulation
technology is limited to direct simulation of multiphase ﬂow
properties on images of a few hundred voxels on each side,
representing samples at most few mm across. Pore-scale
modelling allows largermodels to be represented, containing
the equivalent of a fewmillion pores and a sample approach-
ing the core scale. In any event, however, the simulations are
on small rock samples, well below the size of a whole reser-
voir core and certainly smaller than a reservoir simulation
grid block – typically 10–100 s m across – for which the rel-ative permeability and capillary pressure are input for ﬁeld-
scale modelling. The simple-minded approach is to assume
that the small-scale properties are representative at the lar-
ger scale and use these directly in ﬁeld-scale simulation.
However, the availability of images on different samples
and the ease of making multiphase ﬂow predictions encour-
ages a more rigorous approach where the properties com-
puted at different locations are averaged. This is still the
topic of active research and will be discussed in Section 7.
In this work we will illustrate a simpliﬁed version of this meth-
odology, where we assume that the micro-CT images capture the
larger voids and their connectivity adequately. In this work we
take three quarry carbonates: Estaillades, Mount Gambier and Ket-
ton, shown in Figs. 1 and 2.
We extract networks from these images using the maximal ball
method outlined previously [67]. Table 3 provides the statistics of
the extracted networks, while Fig. 3 depicts the networks them-
selves. Mount Gambier has a much more connected pore space
with a higher coordination number (average number of throats
connected to each pore) of around 7 compared to Ketton and
Estaillades that have coordination numbers of approximately 3;
Estaillades also has a signiﬁcant number of isolated elements – it
is possible that these pores and throats are connected through mi-
cro-porosity that we failed to image.
We then simulate capillary-controlled displacement: the med-
ium is assumed to be ﬁlled initially with wetting phase (water)
and oil is injected. This primary drainage process, where we as-
sume that the rock is strongly water-wet, represents primary oil
migration into the reservoir. We then model waterﬂooding. Where
oil has been in direct contact with the rock surface, we allow the
contact angle for waterﬂooding (the advancing contact angle) to
be assigned an arbitrary value. In the examples we present we have
no a priori way to know contact angle on a pore-by-pore basis: the
parameters we use are shown in Table 4. In previous work, the
average contact angle and oil-wet fraction (that is the fraction of
the pores and throats that are assigned contact angles greater than
90) has been adjusted to match the measured residual oil satura-
tion or Amott wettability indices [7]. We discuss later how contact
angles could be estimated directly from an analysis of images ta-
ken during waterﬂooding for samples of interest. While the assign-
ment of contact angle appears to be a major limitation of a
predictive approach, it is possible to assign plausible values to
match available data and then explore the sensitivity of the pre-
dicted relative permeability to changes in pore structure, initial
water saturation and wettability [137]. Indeed it is in investigating
these sensitivities that pore-scale modelling has its greatest value,
predicting properties for cases that are difﬁcult to explore in a fea-
sible time-frame from coreﬂood experiments.
6.3. Results
Fig. 9 shows the computed primary drainage and waterﬂood
capillary pressures for the three samples studied. In this example
25% of pores and throats, chosen at random, containing water re-
main water-wet, while 75% (the oil-wet fraction) have a contact
Table 4
Fluid properties and contact angles used in the simulations.
Initial contact angle (degrees) 0
Interfacial tension (mN/m) 48.3
Water-wet contact angles (degrees) 0–60
Oil wet contact angles (degrees) 100–160
Oil-wet fraction 0.5 and 0.75
Oil viscosity (mPa s) 0.547
Water viscosity (mPa s) 0.4554
Fig. 10. Waterﬂood relative permeabilities computed for different networks. (a)
Ketton (dashed lines) and Estaillades (solid lines) with an oil-wet fraction of 0.75.
(b) Mount Gambier (red line is an oil-wet fraction of 0.5; dashed line is an oil-wet
fraction of 0.75) compared to steady-state measurements on an aged reservoir core
from a giant carbonate ﬁeld in the Middle East [139] (dashed lines with circles) (For
interpretation of the references to colour in this ﬁgure legend, the reader is referred
to the web version of this article.).
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the contact angles and interfacial tensions used in this study.
Fig. 10 shows the computed waterﬂood relative permeabilities
for the cases shown in Fig. 9. The measured relative permeability
on a reservoir carbonate from the Middle East at prevailing wetta-
bility conditions is also shown [139]. It can be seen that the same
generic behaviour for the oil relative permeability is observed: the
comparison is not predictive, since no direct images of the reser-
voir sample were available and we have guessed the wettability.
We see similar trends to the experimental data using the Mount
Gambier network and a fractional wettability of around 0.5. The
reservoir sample has a much lower permeability, 11 mD, than
our networks (Table 1). Previous work – using much smaller net-
works – has indicated a predictive capability where carbonate
images are available and there is some independent assessment
of core-scale wettability [136].
In all the cases we see a low residual oil saturation. The mixed-
wet nature of the system (assigned in the model and inferred from
the experiment) allows oil to be connected in thin layers, sand-
wiched between water in the corners of the pore space and water
in the oil-wet centres of the pores. The slow drainage of these lay-
ers allows low residual saturations to be reached, but the oil rela-
tive permeability is also very low [7]. The water relative
permeability at low water saturation is also small: waterﬂooding
ﬁrst invades the smaller water-wet pores and throats that have a
poor conductance and which are not necessarily well connected
in the pore space. Then, when the waterﬂood capillary pressure be-
comes negative, the nature of the displacement changes and now
the larger oil-wet pores are ﬁlled. This leads to large changes in
water saturation, but the water only becomes well connected once
these water-ﬁlled pores and throats span the system. We observe
that for the well connected system – Mount Gambier – the waterFig. 9. Primary drainage (solid line) and waterﬂood (dashed line) capillary pressure predi
the samples are mixed-wet with an oil-wet fraction of 75%; approximately 25% of the
pressure is positive during waterﬂooding.relative permeability rises faster than for networks with lower
coordination number, since it is easier for the water to span the
system in this case. The experiments show similar behaviour tocted on (a) Estaillades, (b) Ketton, and (c) Mount Gambier networks. We assume that
moveable pore volume is displaced by spontaneous imbibition where the capillary
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large coordination number. We predict a lower residual saturation,
but this is achieved through slow oil layer drainage at a large neg-
ative capillary pressure, which is difﬁcult to impose in the steady-
state experiments.
In all three cases the predicted oil relative permeability is a
close match to the experimental measurement. We have assumed
that the samples are mixed-wet. As a result, oil remains connected
through most of the displacement in the smaller pores and in lay-
ers in the larger pores whose centres are water-ﬁlled. This behav-
iour is captured adequately and is most sensitive to the overall
wettability of the sample [137]. In contrast, our predictions of
water relative permeability for the two low-coordination number
samples are very different from the experimental measurements,
with an extremely low relative permeability at low and intermedi-
ate water saturation, followed by a rapid increase when water be-
comes connected through the centres of the pore space. We have
ignored micro-porosity, which was not captured in our micro-CT
scans. This micro-porosity is likely to remain full of water, but does
provide connectivity and may result in rather larger water relative
permeabilities than predicted here. Furthermore, this means that
our assumed initial (and irreducible) water saturation is close to
zero. Another potential source of inaccuracy is the network size:
for the two less well connected networks, the predicted relative
permeabilities feature sudden jumps related to the poor connectiv-
ity of the phases. It is likely that networks with more pores and
throats, representing a larger sample, would give smoother and
more reliable predictions.
Note that to make these predictions we need to capture the ef-
fects of layer ﬂow of both water and oil. This requires effectively a
high-resolution simulation at the sub-pore level. This can be
achieved through network modelling, where the ﬂuid conﬁgura-
tions are idealised with inﬁnite resolution in each pore and throat,
but poses a challenge to direct simulation approaches that would
require grid reﬁnement in the smallest pore spaces to allow such
complex ﬂuid distributions to be captured.
6.4. Field-scale implications
The ﬁeld-scale consequences of these properties can only be
properly judged through reservoir simulation, where relative per-
meabilities and capillary pressures for the rock types and initial
saturations observed or inferred in the ﬁeld are input into larger-
scale simulation, coupled with a detailed description of the geol-
ogy, including the presence of faults and factures. A discussion of
this is outside the scope of the paper, but the multiphase proper-
ties themselves indicate likely recovery trends and can act inde-
pendently as a guide to reservoir management. Again this is one
of the valuable contributions from pore-scale modelling, allowing
direct insight into recovery processes as a rapid screening and
assessment tool.
As mentioned at the beginning of this section there are two dis-
tinct recovery processes in carbonates, depending on whether or
not fractures dominate the ﬂow. If they do not, then viscous forces
are signiﬁcant for displacement through the porous matrix and lo-
cal recovery is determined by the relative permeabilities. It is pos-
sible to perform a Buckley-Leverett analysis to compute,
analytically, recovery for a homogeneous one-dimensional dis-
placement from the relative permeabilities [7]. However, the likely
local waterﬂood displacement efﬁciency can be estimated rapidly
from direct inspection of the relative permeability curves. Imagine
that the reservoir-condition oil and water viscosities are the same.
Then, if the saturation near the production well is where the rela-
tive permeabilities cross, the subsurface ratio of oil to water pro-
duction will be 1:1. Wells are abandoned when the cost of
recycling and processing the produced water exceeds the economicbeneﬁt of the oil produced: this is normally when the oil:water ra-
tio is between 1:2 and 1:10. On the other hand, the oil viscosity is
typically greater than that of water, and the ﬂow rate is deter-
mined by the ratio of relative permeability to viscosity. Hence, in
most cases, production ceases close to where the relative perme-
abilities cross – between the producer, where water has displaced
oil, the saturations will be higher, but this very simple trick allows
a quick comparative study of recovery trends. Fig. 10 indicates that
waterﬂooding is quite favourable in the less well connected car-
bonate samples – Estaillades and Ketton. Most of the moveable
pore volume is displaced, and the residual saturation is low. The
reason for this is that the poorly connected water phase holds back
water advance, allowing the efﬁcient displacement of oil. For the
better connected sample, Mount Gambier, and for the experimen-
tal sample, the water relative permeability is higher, since the
water is better connected and rapidly ﬁnds a pathway of large
pores through the system. This allows water to bypass oil at the
pore scale, leading to less favourable waterﬂood recovery.
Now consider a reservoir where ﬂow is dominated by fractures.
In this case the fractures effectively short-circuit the ﬂow ﬁeld and
it is not possible to impose a substantial viscous pressure drop
across the matrix. Recovery is mediated by capillary and gravita-
tional forces. Imagine that water quickly invades the fractures sur-
rounding a region of matrix (a so-called matrix block, although it
does not have to be exactly, or even remotely, cuboidal in shape).
Then recovery will occur by spontaneous imbibition – that is
recovery will occur until the capillary pressure is zero. In our
examples – see Fig. 9 – this means that only around 25% of the
moveable pore volume is recovered. Furthermore, the rate of
recovery is limited by the rate at which water can advance into
the pore space – that is the relative permeability in the low water
saturation range where the capillary pressure is positive. In this
case now the more favourable system is the Mount Gambier –
the water relative permeability is higher, indicating a more rapid
displacement, while the degree of spontaneous imbibitions is lar-
ger, since the well-connected pore space allows all the water-wet
regions of the rock to be accessed easily; in contrast the poorly
connected Ketton and Estaillades has a lower water relative per-
meability and not all the water-wet regions of the pore space are
interconnected, leading to less displacement at a positive capillary
pressure.
Gravitational forces can also play an important role in the dis-
placement. If water ﬂoods a vertical fracture and if oil – as is likely
– is preferentially produced from the top of the matrix, then the
weight of water in the fracture acts as a driving force. If we assume
that the capillary pressure in the fractures is very small and is
equal to zero at the top of a matrix block, then the capillary pres-
sure at the base is Dqgh, where Dq is the density difference be-
tween water and oil and h is the effective height of the matrix
block. The capillary pressure is negative: the water has a higher
pressure than oil. This allows forced displacement to a lower oil
saturation. Taking typical values: g = 9.81 ms2; Dq = 300 kg m3
and, say, h = 2 m, then the negative capillary pressure that can be
reached is around 6 kPa. Reading off the graph, Fig. 9(a), we can
see that this driving force displaces a further 15% of the oil for
the lowest permeability sample, Estaillades. Even if we consider
lower permeability rocks (the capillary pressure approximately in-
creases as 1/K1/2, where K is the permeability; see, for instance
[140] where this scaling is applied to ﬁeld-scale modelling), there
is likely to be signiﬁcant displacement with this driving force and
demonstrates how both capillary and gravitational forces mediate
recovery in ﬁeld settings.
Gravity also determines the initial water saturation before
waterﬂooding. As is apparent from Fig. 9, for the lowest permeabil-
ity sample, Estaillades (which is still high permeability compared
to most reservoir rocks) an effective matrix block height of around
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saturation. There is a corollary to this: it also indicates that the ini-
tial saturation determined by capillary-gravity equilibrium (based,
typically on the primary drainage capillary pressure) has a transi-
tion zone – with varying saturation above the irreducible value – of
height around 10–100 m for rocks with permeabilities between
1mD and 100mD (using the 1/K1/2 scaling mentioned above). The
initial water saturation affects both the wettability (at high satura-
tion less of the rock is contacted directly by oil and, as the imposed
capillary pressure is lower, the wettability alteration is likely to be
less strong) and the starting point for waterﬂooding. There is often
a wettability trend from water-wet near the oil–water contact,
throughmixed-wet in most of the reservoir with more oil-wet con-
ditions at the crest. Usually, coreﬂood measurements are made
from samples near the top of the reservoir: this could suggest
oil-wet conditions and unfavourable waterﬂood recovery, when
the reality is a much more efﬁcient displacement in most of the
reservoir column. Pore-scale modelling, allowing the prediction
of relative permeabilities as a consistent function of initial water
saturation, has enormous potential to improve the characterisation
of such reservoirs [140].
This rather simple analysis already leads to some interesting
and surprising conclusions. For the same wettability, in a reservoir
where ﬂow is not fracture dominated, local waterﬂood recovery is
higher in the lower-permeability less well-connected sample, since
the low water relative permeability holds back the water advance.
On the other hand, if the reservoir is extensively fractured, the bet-
ter-connected sample gives faster and better recovery, since a
greater degree of spontaneous imbibition is allowed. This is a clear
indication that both the nature of the reservoir – fractured or
unfractured – and the multiphase ﬂow properties are both crucial
for any reasonable assessment of recovery. With pore-scale model-
ling potentially offering rapid predictions on hundreds of datasets
with sensitivities on many different samples, the richness of the
potential analysis goes far beyond current reservoir engineering
approaches. However, there are also obvious difﬁculties: we did
not provide predictions based on an image of the reservoir sample,
since the typical pore sizes were below the resolution of the scan-
ner we used, while in two of the samples ignoring micro-porosity
is likely to have affected our predicted properties.7. Discussion, conclusions and future challenges
This paper has presented three pore-scale imaging and model-
ling studies pertinent to different ﬁelds of application: contami-
nant transport, carbon dioxide storage in aquifers, and improved
oil recovery. We have not attempted to review the whole range
of properties that can currently be predicted using pore-scale mod-
elling tools, but have simply highlighted some exemplar uses.
Direct simulation on pore-space images is now the modelling
approach of choice for single-phase ﬂow and transport, since the
complexity of the pore-space geometry is preserved. We presented
simulations of solute transport in three rock types: a sand pack,
sandstone and carbonate. We demonstrated that in the heteroge-
neous carbonate studied, initially the peak of the plume was virtu-
ally immobile with a highly elongated leading edge; particles have
to diffuse out of stagnant regions before they were able to move
appreciably in the ﬂow direction. The behaviour can be interpreted
in the context of CTRW with a power-law distribution of travel
times. This explains the highly anomalous behaviour that cannot
be described by traditional models based on the advection–disper-
sion equation. At late time – assuming that the sample is macro-
scopically homogeneous over lengths of around 1 m – particles
have sampled the entire ﬂow ﬁeld and a so-called asymptotic limit
is reached where there is a well-deﬁned dispersion coefﬁcient. Thedispersion coefﬁcient increases with porous medium heterogene-
ity and there is a power-law relationship between the dispersion
coefﬁcient and Peclet number with an exponent related to the
power-law distribution of travel times. The behaviour of the car-
bonate is qualitatively dissimilar to that of the other porous media
studied, that show a less dispersed solute proﬁle.
We imaged multiphase ﬂuid distributions in a high-permeabil-
ity sandstone to demonstrate that capillary trapping can locally
sequester CO2 occupying 25% of the pore space. The experiment
used a novel high-pressure high-temperature ﬂow cell with a car-
bon ﬁbre sleeve to contain the rock and ﬂuids. The work has impor-
tant implications for carbon capture and storage, suggesting that
CO2 can be effectively trapped if displaced by water. The work is
an important ﬁrst step towards effective storage design: at the ﬁeld
scale the overall efﬁciency of storage will depend on the fraction of
the reservoir volume contacted by CO2 and then swept by water,
while further tests are required to determine the amount of trap-
ping for a representative range of temperatures and pressures,
and for realistic reservoir samples, with more complex mineralogy,
including carbonates.
For multiphase ﬂow, network modelling still offers the quickest
and most proven approach to predicting relative permeability and
capillary pressure. We demonstrated a workﬂow involving imag-
ing, network extraction, assignment of contact angle and simula-
tion of displacement on three carbonates. We compared the
computed properties with those measured on a reservoir sample.
We discussed the implications of the results for ﬁeld-scale recov-
ery, distinguishing between recovery by waterﬂooding and by cap-
illary imbibition.
While these – and many other – applications of pore-scale mod-
elling are exceptionally promising, there are still many unresolved
issues for future research. These are discussed below.
7.1. The challenge of scale
A problem that has been alluded to throughout this paper is
how to model the enormous range of scales encountered in porous
media, from the smallest pore spaces to the ﬁeld scale. Based on
our desire to reproduce laboratory experiments, modelling is pres-
ently somewhat artiﬁcially divided between pore-to-core predic-
tion, and then upscaling for use in ﬁeld-scale simulation.
However, since natural systems are heterogeneous on all length
scales, there is no obvious reason why this approach is anything
other than a convenience constrained by our use of traditional res-
ervoir simulators.
There is a need to develop an integrated suite of tools that ﬁnd
averaged properties at different scales and which can be properly
incorporated into simulations of relevant ﬂow and transport pro-
cesses at larger scales. A possible approach is illustrated schemat-
ically in Fig. 11 that has been implemented for single-phase
transport of a non-sorbing and non-reacting tracer [141]. The suite
of modelling techniques described in this paper could be used for
the pore-to-core characterisation of transport. In the context of
single-phase ﬂow, a CTRW approach, where the probability of
transport across a domain in a given time is computed, shows
some promise [141]. Conceptually, transport is considered as a ser-
ies of hops between sites, using a generalised network model rep-
resentation of the porous medium, where the hops can be at any
spatial scale and are governed by a transit-time probability distri-
bution derived from simulation at a smaller scale, faithfully repre-
senting the effects of heterogeneity. This probability can then be
input into a simulation at the next larger scale – from cm to m –
capturing heterogeneity that is not apparent in core samples. A
new transit-time probability is computed and this can be used in
a ﬁeld-scale simulation. Generalising this approach to multiphase
ﬂow and more complex transport processes is a rich topic for
Fig. 11. A schematic of a potential upscaling method for ﬂow and transport in porous media, integrating simulation approaches and data at different scales. At the pore-to-
core scales a combination of direct simulation and network modelling – the focus of this paper – is making progress towards predictive capabilities. The upscaled
characterisation of the ﬂow can then be benchmarked and veriﬁed against core-scale measurements. These properties are than input into a simulation of transport at the
metre scale – the scale of a typical ﬁeld-scale simulation grid block. Again upscaled properties are used for the ﬁnal step – reservoir simulation of the macroscopic process of
interest. Figure adopted from [141].
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match data measured in different ways probing different scales
and account for uncertainty in the ﬁne details of the description
of the porous medium.
Even if we consider the work presented in this paper, where our
models have represented tiny pieces of rock a few mm across, and
we have ignored upscaling, the challenge is enormous. In our dis-
persion work the images were 3003, with the largest possible sim-
ulations using a workstation with 96 GB memory being 6003, or,
accounting for porosity, around 40 million void cells. With mas-
sively parallel computers, or the use of GPUs, larger simulations
are possible, but the computation of even just the ﬂow ﬁeld on
10003 images is still not routine.
For multiphase ﬂow, the problems of scale place a severe
restriction on system size and simulation methodology. Consider,
for instance, carbonate samples whose principal pore space could
be imaged at a resolution of a few microns; in many cases there
is signiﬁcant connected porosity with pore sizes down to around
0.1 lm. In any event, to compute ﬂow accurately, accounting for
multiple phases in a single pore, and especially layers, a resolution
of at least 0.1 lm is necessary. To be representative, a minimum
overall size of the sample should be in the range of around 5 mm
to capture pore-scale heterogeneity and may be considerably lar-
ger for samples with vugs and other core-scale heterogeneity. So
the simulation size, based on a direct simulation is 50,0003 or
more; this corresponds to a minimum of 1013 void voxels: ten tril-
lion grid cells. While computing power is increasing rapidly, this is
a frankly unrealistic system size now or in the future, and it is ab-
surdly over-done – is it really necessary to have this much infor-
mation to predict a relative permeability curve? Network
modelling extracts a disordered lattice that preserves the main
connectivity of the pore space without having to specify every
small crack and cranny in the rock. By solving for ﬂow in idealised
elements, inﬁnite resolution is achieved and it is feasible to make
predictions of multiphase ﬂow properties capturing the pore space
geometry and the details of the ﬂow physics. Rather than a compe-
tition between simulation methods, a more complimentary ap-
proach is needed, where direct simulation is used to elucidate
displacement mechanisms and compute threshold capillary pres-
sures on representative pores, or small groups of pores, for use in
improved network models that then handle core-scale simulations
of displacement.
In view of the lack of resolution in most simulations, and the
considerable simpliﬁcation of geometry made in network models,
it is perhaps surprising that we obtain reasonable predictions of
single and multiphase properties. To simplify the task we need to
identify the key features that need to be captured and to neglect
unnecessary details. To compute the ﬂow ﬁeld, it is necessary that
the principal connected pore space is modelled; in many systems,
the very small pores, below the image resolution, may make little
contribution to the overall behaviour. In multiphase ﬂow, thechallenge is to account for the connectivity of two (or three) phases
simultaneously. This again is possible if the main ﬂow pathways
are captured, together with a representation of the correct physics
– such as layer drainage – within each pore and throat.
7.2. Characterisation and synthesis
Coupled to the problem of multiscale modelling, is the ability to
characterise rock properties at the pore scale. Our focus here has
been simply on distinguishing grain from pore over an appropriate
range of length scales. However, to understand multiphase ﬂow
processes, this is not sufﬁcient. The mineralogy will affect local
contact angle and reaction: this can sometimes be inferred from
images, but the consequences for transport are difﬁcult to predict.
One major uncertainty in multiphase ﬂow prediction is the assign-
ment of contact angle on a pore-by-pore basis which is, at present,
performed on a somewhat ad hoc basis. Pore-scale wettability has
been inferred from thin section images, obtained after waterﬂoo-
ding [142] while three-dimensional imaging can detect patterned
wettability in simple porous media [143].
One idea is to integrate imaging and modelling together. For in-
stance, very good images could be used to determine likely contact
angles for samples of interest by estimating the angle of contact of
the ﬂuid interface with the solid. In addition, multiphase images
could be used as the starting point for relative permeability predic-
tion: rather than compute displacement numerically, the ﬂuid con-
ﬁguration is provided by the images and ﬂow is computed through
each of the phases to ﬁnd relative permeability [24]. Furthermore
imaging, combined with direct pore-space modelling, could be
used to identify and characterise pore-scale displacement mecha-
nisms that can then be incorporated into network models. For in-
stance, the present model for pore ﬁlling as a function of the
number of connected throats ﬁlled with displacing ﬂuid is some-
what crude [2,7] and detailed analysis of the problem on represen-
tative pore shapes could help frame a more realistic model.
7.3. Data integration
To make good predictions of ﬂow and transport at all scales –
from the pore to the reservoir – requires the integration of model-
ling tools and data. We have models appropriate at different scales
– direct pore-space modelling, network modelling and reservoir
simulation – combined with data acquired at different scales –
seismic, production data, well test, logs, coreﬂoods and images.
At present we can use data at one scale for a model at that scale
but ﬁnd it difﬁcult to incorporate all our information, from both
models and experiments, into one consistent representation of
the reservoir. The sophistication of our current modelling and
imaging tools offers considerable promise in our efforts to under-
stand multiphase ﬂow; indeed it is possible that the challenge
of understanding this wealth of data will lead to fundamental
214 M.J. Blunt et al. / Advances in Water Resources 51 (2013) 197–216breakthroughs, leading to a new basic foundation for the subject
that moves away from the current empiricism based largely on
experiments performed 30–40 years ago.
7.4. Unconventional resources
All the applications mentioned here have been conventional, in
the sense that single and multiphase ﬂow and transport was mod-
elled in sandstones and carbonates where the fundamental govern-
ing equations – the Naver Stokes equation, Fick’s law and the
Young–Laplace equation – are valid. Unconventional hydrocarbon
resources pose a new challenge for porous media research. Here
oil and gas is contained in exceptionally low permeability shales
with pore spaces in the source material – kerogen – just a few
nm across in many cases. The physics of transport is a combination
of molecular phenomena – sorption and diffusion – coupled to
averaged, possibly Darcy-like ﬂow in permeable fractures. A thor-
ough, quantitative and predictive understanding of these systems
is even more challenging than the examples mentioned previously
and will require the coupling of simulations involving distinctly
different physics at different scales.
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