Identifying the Impact of Noise on Anomaly Detection Through Functional Near-Infrared Spectroscopy (fNIRS) and Eye-Tracking by Gabbard, Ryan Dwight
Wright State University 
CORE Scholar 
Browse all Theses and Dissertations Theses and Dissertations 
2017 
Identifying the Impact of Noise on Anomaly Detection Through 
Functional Near-Infrared Spectroscopy (fNIRS) and Eye-Tracking 
Ryan Dwight Gabbard 
Wright State University 
Follow this and additional works at: https://corescholar.libraries.wright.edu/etd_all 
 Part of the Biomedical Engineering and Bioengineering Commons 
Repository Citation 
Gabbard, Ryan Dwight, "Identifying the Impact of Noise on Anomaly Detection Through Functional Near-
Infrared Spectroscopy (fNIRS) and Eye-Tracking" (2017). Browse all Theses and Dissertations. 1805. 
https://corescholar.libraries.wright.edu/etd_all/1805 
This Thesis is brought to you for free and open access by the Theses and Dissertations at CORE Scholar. It has 
been accepted for inclusion in Browse all Theses and Dissertations by an authorized administrator of CORE 
Scholar. For more information, please contact library-corescholar@wright.edu. 
IDENTIFYING THE IMPACT OF NOISE ON ANOMALY DETECTION THROUGH 
FUNCTIONAL NEAR-INFRARED SPECTROSCOPY (FNIRS) AND EYE-TRACKING 
 
 
 
 
A thesis submitted in partial fulfillment 
of the requirements for the degree of 
Master of Science in Biomedical Engineering 
 
 
 
By 
 
 
RYAN DWIGHT GABBARD 
B.S.B.E., Wright State University 2016 
 
 
 
2017 
Wright State University 
 
 
 
 
 
WRIGHT STATE UNIVERSITY 
 
GRADUATE SCHOOL 
June 20, 2017 
 
I HEREBY RECOMMEND THAT THE THESIS PREPARED UNDER MY SUPERVISION 
BY Ryan Dwight Gabbard ENTITLED Identifying the Impact of Noise on Anomaly Detection 
through Functional Near-Infrared Spectroscopy (fNIRS) and Eye-tracking BE ACCEPTED IN 
PARTIAL FULFILLMENT OF THE REQUIREMENTS FOR THE DEGREE OF Master of 
Science in Biomedical Engineering  
 
 
___________________________________ 
Mary Fendley, Ph.D., Thesis Director 
 
 
___________________________________ 
Jaime Ramirez-Vick, Ph.D., Chair 
  Department of Biomedical, Industrial 
 and Human Factors Engineering 
 
Committee on 
Final Examination 
 
 
___________________________________ 
Mary Fendley, Ph.D. 
 
 
___________________________________ 
Nasser H. Kashou, Ph.D. 
 
 
___________________________________ 
Rik Warren, Ph.D. 
 
 
__________________________________ 
Robert E.W. Fyffe, Ph.D., 
Vice President for Research and 
Dean of the Graduate School  
 
 
iii 
 
ABSTRACT 
 
Gabbard, Ryan Dwight. M.S.B.M.E., Department of Biomedical, Industrial and Human Factors 
Engineering, Wright State University, 2017. Identifying the Impact of Noise on Anomaly 
Detection through Functional Near-Infrared Spectroscopy (fNIRS) and Eye-tracking.   
  
Occupational noise frequently occurs in the work environment in military intelligence, 
surveillance, and reconnaissance (ISR) operations. This impacts cognitive performance by acting 
as a stressor, potentially interfering with the analysts’ decision making process. In this study the 
effects of different noise stimuli on analysts’ performance and workload in anomaly 
detection were investigated by simulating a noisy work environment. Functional near infrared 
spectroscopy (fNIRS) was utilized to quantify oxy-hemoglobin (HbO) and deoxy-hemoglobin 
(HbD) concentration changes in the prefrontal cortex (PFC), as well as behavioral measures 
which include eye-tracking, reaction time, and accuracy rate.  It was found that HbO for some of 
the channels analyzed were significantly different across noise types (p<0.05).  The results 
indicated that HbO activation for short intermittent noise stimuli was greater in the PFC 
compared to long intermittent noises. Target transition rates were also significantly higher 
(p<0.05) for no noise conditions compared to noise filled environments. These approaches using 
fNIRS in conjunction with an understanding of the impact on human analysts in anomaly 
detection, could potentially lead to better performance by optimizing work environments. 
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1.0 Introduction  
1.1 Background  
 
The ever-increasing rate of object identification through automation outpaces the ability 
of human analysts to process the captured images, and has become an increasingly time-critical 
task (Fendley & Narayanan, 2012; Muller & Narayanan, 2009). Analysts must be able to discern 
signals (targets) from noise which can lead to four possible decisions: hit, miss, false alarm, and 
correct rejection (Abdi, 2007). Anomalies refers to finding outliers or patterns in a dataset that do 
not conform to expected or normal behavior (Chandola, Banerjee, & Kumar, 2009). Certain 
factors increase the difficulty of timely anomaly detection due to their random and unexpected 
nature (Piasecki, Fendley, & Warren, 2017; Warren, Smith, & Cybenko, 2011).  Occupational 
noise is a frequent exposure in the analysts’ work environment in military intelligence, 
surveillance, and reconnaissance (ISR) operations. Noise impacts cognitive performance by 
acting as a stressor, which could interfere with the analysts’ decision making process (Kersten & 
Backe, 2015). It has been well documented that occupational noise has a negative impact on job 
satisfaction (Boyce, 1974; Langdon, 1966; Leather, Beale, & Sullivan, 2003; Nemecek & 
Grandjean, 1973). Previous studies have shown that noise stress has a negative effect on 
attention, working memory, and episodic recall. It has been shown that the effect of noise varies 
based on task complexity. For instance, studies have shown that noise has no effect on simple 
tasks, but does play a factor in more complex tasks (Wright, Peters, Ettinger, Kuipers, & Kumari, 
2014). Theories have been proposed to explain why there is a tendency for people to perform 
better in silence compared to an environment that contains background noise (Hughes, 2014; 
Sorqvist, 2015). One such theory is that background noise captures the individual’s attention and 
reallocates their attention away from the target information causing an interruption in the task 
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(Bell, Roer, Dentale, & Buchner, 2012; Sorqvist, 2015).  However, prior research between the 
relationship of cognitive workload and noise stress has been ambiguous (Irgens-Hansen et al., 
2015). The goal of this research is to understand the negative implications that noise stressors 
can cause on the cognitive workload of the individual.    The tasking may be affected to a 
varying degree by different types of noise stressors (Wright et al., 2014). This study will use the 
eye tracking software Tobii, functional near-infrared spectroscopy (fNIRS), and NASA-TLX to 
measure the impact of noise stress on a human analyst.  
1.2 Research Objective 
 
The objective of this study is to analyze the impact of noise stress on an individual’s 
performance and workload using eye-tracking metrics, functional near-infrared spectroscopy 
(fNIRS), and NASA-TLX. A simulated image analyst environment with varying task levels and 
various noises will be used as the test bed. Two different experiments were conducted to address 
limitations of the equipment and capture each of the measures.  
2.0 Literature Review 
2.1 Intelligence, Surveillance, and Reconnaissance 
 
Intelligence, surveillance, and reconnaissance (ISR) operations play a crucial part in 
military operations in the Department of Defense (DOD) such as in the forms of satellites and 
unmanned aircraft systems (Intelligence, Surveillance, and Reconnaissance, 2008) According to 
the DOD, ISR is defined as “information and knowledge obtained through observation, 
investigation, analysis, or understanding.”  (Chizek, 2003). This is done by continuous 
systematic observation from a combination of either technical sensors and human beings in areas 
3 
 
of interest (Barber, 2001). Persistent surveillance has experienced a dramatic upturn due to 
meeting the military’s increasing needs (Chizek, 2003). Intelligence can be obtained in multiple 
forms such as Human Intelligence (HUMINT) or Imagery Intelligence (IMINT). HUMINT deals 
with a person directly observing the target while IMINT is derived from photographs and other 
imagery (Chizek, 2003). These different forms of intelligence aid in real time analysis of time-
critical scenarios where errors can have devastating effects on the outcome. Advances in 
automation in an effort to reduce errors have taken place, but have led to an increased prevalence 
of human multitasking in ISR operations.  Despite advancements in computer-vision research, 
almost all video data collected must be processed by human analysts (Nickels, 2014). The 
analysis process is a complex task that requires various cognitive functions in order to correctly 
identify or reject a target. Thus, it is critical to understand how information is processed.  
2.2 Information Processing 
 
Information processing plays a vital role in the identification of anomalies in military 
image analysis tasks by a human analyst due to being cognitively demanding and requiring high 
workload. In a plethora of situations in which humans interact with systems, the operator must 
perceive information, transform that information into different forms, take actions based on the 
perceived and transformed information, and process the feedback from that action, specifically 
assessing its effect on the environment (Wickens & Carswell, 2006). A model illustrating 
information processing is shown below in Figure 1: 
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Figure 1: Information processing model adapted from (Mead, 2007) 
 
Noise Stress affects the attention resources of an individual.  Therefore, as illustrated in 
this model it will cause a cascade effect due to the direct relationship attention resources have on 
perception, decision and response selection, and response execution.  Specifically, noise stress 
will interfere with the individual’s information processing by introducing an interruption. 
It is well known and understood that work in today’s world is plagued with unavoidable 
interruptions, which cause stress and disrupt performance (Nickels, 2014).  Interruptions have 
also been found to have detrimental effects on situational awareness in dynamic task 
environments.  Interruptions affect the user by increasing the time it takes for the individual to 
focus his/her attention back onto the primary task.  This process is illustrated in Figure 2: 
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Figure 2: Interruption process adapted from (Grundgeiger, Sanderson, MacDougall, & 
Venkatesh, 2010) 
 
As shown above, noise can impact an individual by introducing an interruption.  For 
instance, a human analyst may be analyzing an image or video feed to look for anomalies.  Noise 
from the surrounding environment can induce stress on the analyst.  This can cause the analyst to 
stop the task at hand and look for an alternate solution to combat the noise induced stress.  
Studies have shown that stress, specifically noise stress, impairs certain aspects of cognitive 
performance that relies on peripheral information.  This is due to noise stress competing for the 
analyst’s attentional resources.  An attentional resource can be defined as the “inferred 
underlying commodity, of limited availability that enables performance of a task” (Parasuraman 
& Davies, 1984). These findings correspond to the attention depletion hypothesis which predicts 
that individuals should have more attentional resources when stress is low compared to when 
stress is high, thus, implying a negative relationship between noise stress and cognitive 
performance for attention demanding tasks but no relationship for simple non-stressing tasks 
(Wright et al., 2014).  This negative impact of attentional resources limits the capability of the 
individual’s cognitive processing on the task at hand, therefore increasing the probability of an 
error.  Noise can also affect the human analyst by introducing a multi-task scenario, which will 
be discussed in the next section using the multiple resource theory.  
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2.3 Multiple Resource Theory 
 
Multiple resource theory (MRT) is one approach to understanding dual-task performance by 
asserting that people only have a limited amount of resources to perform mental operations. 
According to MRT, “there is more than one commodity in the human processing system that 
may be assigned resource like properties (allocation, flexibility, sharing)” (Parasuraman & 
Davies, 1984). According to Smith & Buchholz, important relationships in MRT include (Smith 
& Buchholz, 1991): 
1. “To the extent that two tasks require separate attentional resources they will be time 
shared efficiently  
2. To the extent that two tasks require common attentional resources the performance on the 
tasks will depend on how resources are allocated to the tasks.  
3. The difficulty of a task is increased when additional resources are needed for its 
performance. If two tasks fully use available common resources, increasing the difficulty 
of one task will hamper performance on a concurrent task. If two tasks use separate 
resources, increasing the difficulty of one task will not affect performance on a 
concurrent task.  
4. Task priority determines how attentional resources are allocated, and plays the biggest 
role when tasks are difficult and share resources.” 
Therefore, noise can result in the human analyst being involved in a dual-task scenario. This is 
accomplished by the time it takes for the human analyst to determine if the noise is relevant or 
not, and if it is relevant what to do with the auditory information. For example, in an office 
environment there are a multitude of noises an analyst may encounter and these can be in the 
form of a telephone ringing, conversation noise, and much more. Telephone ringing can cause 
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the decision maker to engage attentional resource in order to determine if the call is for him/her, 
which takes their focus away from the set of stimuli for a given amount of time. Conversation 
noise can deploy similar effects as a telephone ringing, but can also contribute to other 
distractions such as the “cocktail party effect”. The cocktail party effect “refers to a situation in 
which one can attend to only part of a noisy environment, yet highly pertinent information such 
as one owns name can suddenly capture attention” (Shapiro, Caldwell, & Sorensen, 1997). 
Multiple resource theory plays a vital role in this study by aiding in the determination of how 
noise stress impacts a human analyst while performing a visual search task. 
2.4 Signal Detection Theory 
 
Signal detection theory (SDT) helps the user to understand the accuracy of an experiment 
by creating a framework that makes the role of the decision explicit (Macmillan, 2002).  Signal 
detection theory is incorporated to interpret how a signal, or in this case a target of interest, is 
identified through noise or a distraction. Example of signal detection theory includes a “yes-no 
experiment”, which analyzes if a human analyst: detects a target correctly, misses the target, 
correctly rejects, or if a false alarm takes place. A yes-no task can involve signal or noise trials, 
where one or more of the respected signals are presented. According to SDT, the subjects in the 
yes-no task rely heavily on the decision variable to base their response. If the decision variable is 
sufficiently high, the probability that the decision maker responds “yes” to the given stimulus 
increases; otherwise, the probability that the decision maker responds no increases.  The range 
that is set by the experimenter based on outcome preferences and can accurately tell the 
difference between noise and signal is defined as the criterion (Stanislaw & Todorov, 1999).  
Examples of a yes-no scenario include finding abnormalities in a visual search task by 
human analyst. The human analyst has to be able to differentiate between a target and non-target 
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in order to make a correct decision. The performance of the analyst is then determined by using 
sensitivity measures. Sensitivity is the ability to correctly discriminate between the target and 
non-target (Macmillan & Creelman, 2004). The hit rate (the probability of correctly identifying 
the target) and the false alarm rate (the probability of responding yes to non-targets) can then be 
used to determine the sensitivity as well as the overall task performance (Macmillan, 2002).  
 
Table 1: Response Matrix for “Yes-No” Experiment Adapted From (Macmillan & Creelman, 
2004) 
Target Response 
“Yes” “No” 
Present Hit Miss 
 Not Present False Alarm Correct Rejection 
 
In the experimental setup used in this study, the hit rate can then be calculated by taking 
the total number of hits divided by the total number of targets. Similarly, the false alarm rate can 
be calculated by taking the total number of false alarms divided by the total number of “catch 
trials”, or stimuli that do not contain any targets (Macmillan & Creelman, 2004). SDT allows 
measuring metrics of workload to be incorporated such as eye-tracking. Anomaly detection is 
analyzed through signal detection theory, which will be described in the next section.  
2.5 Anomaly Detection 
 
With technological advancements, anomaly detection has been a topic of discussion due 
to the increasing volume of data human analysts must analyze.  Anomalies occur when an 
unexpected event or pattern is recognized in a data stream. The accuracy of anomaly detection is 
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critical due to the fact that anomalies in data translate to significant actionable information in a 
wide variety of application domains (Chandola et al., 2009).  Therefore, it can range from 
identifying broken bones in x-rays to credit fraud and identify theft.  In the ISR domain, data 
systems have been created to assist the user in identifying anomalies, as well as a variety of 
techniques to meet the time-critical demands of detection.  However, errors still occur due to the 
high mental demand and the resulting cognitive heuristics that human analysts employ.  Stressors 
such as time and noise also play a factor in anomaly detection due to their influence on attention, 
executive function, and memory.  Prior research has been conducted to assess the relationship 
between noise exposure and cognitive performance; however, the results have been ambiguous, 
as the effects of noise on performance have been found to be facilitative, detrimental, or even 
absent. Research has also shown that situations of high cognitive load correlate to an increase in 
error rates in anomaly detection by the human analyst (Irgens-Hansen et al., 2015). Workload 
will be calculated in this experiment with the use of eye-tracking, functional near-infrared 
spectroscopy, and NASA-TLX which will be discussed in the next sections.  
2.6 Eye-Tracking 
 
A wide variety of modalities have been utilized in the field of ISR anomaly detection 
such as electroencephalography (EEG), electrocardiography (ECG), and eye-tracking (Ni, Fodor, 
Crain, & Shankweiler, 1998; Piasecki et al., 2017). For this study, eye-tracking measures were 
used to aid in determining the role of noise on human analysts during anomaly detection tasks.  
 The eye is controlled by three pairs of muscles that control various movements. These 
muscles are responsible for the horizontal (yaw), vertical (pitch), and torsional (roll) movements 
and control the orientation of eye which uniquely decides the direction of the gaze (Holmqvist et 
al., 2011; Tweed & Vilis, 1990). Certain regions of the brain are in control of these muscles and 
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direct the gaze to areas of interest (AOI) that may contain relevant information. However, the 
most commonly used eye-tracking measures do not deal with movement of the eye but instead 
deal with periods that the eye remains still for an extended period of time which is known as a 
fixation (Holmqvist et al., 2011). Previous studies have found that increases in the occurrence of 
long fixations can be attributed to greater cognitive processing during periods of high task 
difficulty (Callan, 1998; Van Orden, Limbert, Makeig, & Jung, 2001).  A previous study also 
found that participants exhibited shorter fixations for missed targets compared to correctly 
identified targets (Brouwer, Hogervorst, Oudejans, Ries, & Touryan, 2017). It has also been 
shown that a decrease in fixations on target stimuli can lead to a decrease in performance and 
ultimately increased workload (Tsai, Viirre, Strychacz, Chase, & Jung, 2007).  
  The pupil has been shown to be a very important workload indicator during video-based 
measurements (Holmqvist et al., 2011). A previous study demonstrated that pupil diameter 
increased in response to increased task difficulty and workload during n-back tasks (Mandrick, 
Peysakhovich, Rémy, Lepron, & Causse, 2016). Transition rate has also been employed in 
various studies, which is defined as number of times per second that a fixation location moves 
from an area of interest (AOI) to a different section of the video stimuli, to measure performance 
and search patterns (Moacdieh & Sarter, 2015).  
 Target fixations, pupil diameter, transition rate as well as other eye-tracking metrics will 
be investigated in this study due to their vital role in evaluating performance and workload. Brain 
activity will also be measured with the use of functional near-infrared spectroscopy which will 
be discussed in the next section.   
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2.7 Functional Near-Infrared Spectroscopy (fNIRS) 
2.7.1 Fundamentals of fNIRS 
 
Functional near-infrared spectroscopy (fNIRS) is a relatively new brain imaging 
technique and was discovered by Frans Jöbsis in 1977, who demonstrated that it is possible to 
detect changes in adult cortical oxygenation (Ferrari & Quaresima, 2012). fNIRS is an optical 
method that measures the changes in concentration of oxy-hemoglobin (HbO) and deoxy-
hemoglobin (HbD). A hemoglobin molecule is composed of four polypeptide globular subunits 
with each subunit containing a heme molecule (Thomas & Lumb, 2012). Hemoglobin composes 
the majority of red blood cells (RBCs) and there are approximately 280 million hemoglobin 
molecules per RBC (Saladin, 2007; Thomas & Lumb, 2012). RBCs are biconcave molecules that 
are well known for their ability for transporting oxygen from the lungs to peripheral tissues 
(Imai, 1999). Hemoglobin is essential in its role of oxygen transportation in RBCs as it contains 
iron which allows both oxygen and carbon dioxide to bind. The majority of blood in the human 
system is transported via this mechanism (Thomas & Lumb, 2012). Therefore, oxyhemoglobin 
refers to a heme molecule that contains oxygen while deoxy-hemoglobin is a heme molecule that 
is not bound to oxygen.  
fNIRS provides independent measures of concentrations of HbO and HbD by utilizing 
the differential light absorption property of chromophores present in both of the molecules 
(Wijeakumar, Huppert, Magnotta, Buss, & Spencer, 2017).  A chromophore refers to the region 
of a molecule responsible for color that arises in response to being exposed to and absorbing 
light of particular wavelengths. fNIRS utilizes wavelengths within the 600-950 nm near-infrared 
region in tissues where scattering is the main photon transport mechanism. The concentrations of 
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HbO and HbD vary between states of rest and task which make it possible to reveal functional 
information of the brain (Kamran, Jeong, & Mannan, 2015).  
Active neurons attract more blood flood flow to their region as they require additional 
energy (Liao et al., 2013). Therefore, an increase in neuronal activity, which is generally 
prompted by a stimulus of some kind, results in an increase in both metabolized oxygen and 
cerebral blood flow (CBF) (Giacherio, 2014). It has been widely accepted that increases in CBF 
exceed the increase of HbO, which directly causes a decrease of HbD to occur in the venous 
blood. This means that an increase in the total hemoglobin with a decrease in HbD is expected in 
regions where neurons show increased activity or exhibit response to stimuli (Hoshi, 2007). It 
has also been shown that HbO is the most sensitive fNIRS indicator to changes in CBF (Hoshi, 
2007). The concentration changes in HbO and HbD, as a result of a stimulus, are the components 
of a hemodynamic response. Seven to ten seconds from the onset of the stimulus, the 
hemodynamic response is triggered which is indicated by a significant increase in HbO 
activation before steadying off and reaching a peak. The HbD occurs within a similar amount of 
time but undergoes a decrease in concentration (Colier et al., 2001; McIntosh, Shahani, Boulton, 
& McCulloch, 2010). Once the stimulus ends it takes approximately ten to twelve seconds for 
HbO and HbD to return to their normal concentrations levels (Colier et al., 2001; Wijeakumar, 
Shahani, Simpson, & McCulloch, 2012). 
2.7.2 Modified Beer Lambert Law (MBLL) 
 
The modified Beer-Lambert Law (MBLL) is the basis for fNIRS due to it being capable 
of quantify changes in chromophore concentrations (Mark Cope, 1991; Cope & Delpy, 1988; 
Kocsis, Herman, & Eke, 2006; Mansouri & Kashou, 2012). The MBLL is based on the Beer-
Lambert Law (BLL) which states that the attenuation of light is directly proportional to the 
13 
 
concentration of a chromophore (C) and optical path length (L) as it passes through a medium 
where (ε) is the molar extinction coefficient (Mansouri & Kashou, 2012). The following 
derivation is adapted from Mansouri (2012).  
 𝐼 = 𝐼𝑜𝑒
−𝜀[𝐶]𝐿 (1) 
By rearranging the BLL equation to have the initial intensity (Io) over the final intensity (I) and 
taking the natural log yields the attenuation (A). 
 𝐴 = ln (
𝐼𝑜
𝐼
) = 𝜀[𝐶]𝐿 (2) 
 
As discussed, the wavelength directly impacts the absorption spectrum which allows us to 
modify the equation to include wavelength (λ) for the extinction coefficient.  
 𝐴𝜆 = 𝜀𝜆[𝐶]𝐿 (3) 
This equation allows one to measure HbO and HbD in a similar fashion as pulse oximetry where 
light is transmitted at one side the finger and captured at the opposite end. If light is to be 
captured on the same side, the MBBL must be utilized which incorporates the changes in optical 
density (OD) as well as differential pathlength factor (DPF) which is represented in the 
equation as B. The DPF is the distance that light travels from the source to detector (Zhao et al., 
2002). 
 OD = ln (
𝐼𝑜
𝐼
) = 𝜀C𝐿𝐵 (4) 
 
This equation can be expanded to include multiple wavelengths such as in the case of fNIRS, as 
shown below. 
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 OD𝜆1 =  (𝜀𝐻𝑏𝑂
𝜆1 [HbO]+𝜀𝐻𝑏𝐷
𝜆1 [HbD])𝐿𝐵𝜆1 (5) 
   
 OD𝜆2 =  (𝜀𝐻𝑏𝑂
𝜆2 [HbO]+𝜀𝐻𝑏𝐷
𝜆2 [HbD])𝐿𝐵𝜆2 (6) 
 
Then equations 5 and 6 can be solved for the concentration changes in HbO and HbD.  
 
[HbO] =
(
𝜀𝐻𝑏𝑂
𝜆1 OD𝜆2
𝐵𝜆2
−
𝜀𝐻𝑏𝐷
𝜆2 OD𝜆1
𝐵𝜆1
)
(𝜀𝐻𝑏𝐷
𝜆1 𝜀𝐻𝑏𝑂
𝜆2 −𝜀𝐻𝑏𝐷
𝜆2 𝜀𝐻𝑏𝑂
𝜆1 )𝐿
 
(7) 
 
 
[HbD] =
(
𝜀𝐻𝑏𝑂
𝜆2 OD𝜆1
𝐵𝜆1
−
𝜀𝐻𝑏𝑂
𝜆1 OD𝜆2
𝐵𝜆2
)
(𝜀𝐻𝑏𝐷
𝜆1 𝜀𝐻𝑏𝑂
𝜆2 −𝜀𝐻𝑏𝐷
𝜆2 𝜀𝐻𝑏𝑂
𝜆1 )𝐿
 
(8) 
 
The MBLL allows the process of shining two rays of infrared light at different wavelengths with 
one being more sensitive to HbO and the other being more sensitive to HbD and taking the 
difference of the results concentrations captured by the photodetector.  
2.7.3 Propagation through Biological Tissue  
 
fNIRS measures neural activation by non-invasively monitoring brain tissue oxygenation 
which requires recording through various sections of a head such as the overlying scalp, skull, 
and cerebrospinal fluid layers (Strangman, Zhang, & Li, 2014). The scalp is made up of hair and 
skin, with hair being the main suspected contributor to poor optical contact, which is especially 
prevalent in cases with subjects that have dark hair color and coarse hair (Khan et al., 2012). 
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Previous studies have shown that there is a direct relationship between loss of fNIRS signal and 
high melanin concentration (Wassenaar & Van den Brand, 2005). Therefore, hair should be 
pushed out of the way of the optode to allow for direct contact between the optode and the 
subject’s skin. Very thin hair does not allow for a direct optode to skin contact surface due to not 
being able to move the hair. The ideal candidates for this study involve ones that have fine, light 
colored hair of medium length or are balding. 
2.7.4 Prefrontal Cortex (PFC)  
 
Cortical neuronal activation increases cerebral oxygenation (neurovascular coupling) 
when specific stimuli are present which make it possible to associate specific regions of the brain 
to cognitive functions (Quaresima, Bisconti, & Ferrari, 2012). For the purposes of this study, we 
will observe the prefrontal cortex (PFC) which is located on the anterior aspect of the brain. It is 
well established that the PFC plays a key role in higher order cognitive function (Ramnani & 
Owen, 2004), thus the use of fNIRS to measure workload is a natural step (Quaresima et al., 
2012). Previous studies have shown that by isolating the PFC, one can specifically look at mental 
workload (Foy, Runham, & Chapman, 2016).  Another study revealed that when a person is 
stressed, the cortical activation in the PFC is reduced (Al-Shargie, Tong Boon, & Kiguchi, 
2016). Hemodynamic responses from the PFC have been shown to be a reliable measurement in 
complex naturalistic tasks in terms of quantifying cognitive workload levels (Unni et al., 2015). 
Using fNIRS to detect workload effects in the PFC as a result of visual stimulation has also been 
investigated (Peck, Yuksel, Ottley, Jacob, & Chang, 2013).  Ayaz et al. used fNIRS to detect the 
level of workload for participants piloting unmanned air vehicles (UAVs) (Ayaz et al., 2012).  
Solovey et al. (2009) performed a multi-tasking assignment to emulate real world environments 
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as opposed to the standard n-back task studies used to investigate mental workload (Solovey et 
al., 2009). 
2.7.5 Pros and Cons  
 
fNIRS has the potential for widespread implementation as both a research and clinical 
tool due to its safety, low-cost, portability, and high temporal resolution (Boas, Elwell, Ferrari, & 
Taga, 2014). fNIRS is particularly suited for certain populations, such as infants, children, and 
agitated patients, compared to other imaging modalities  (electroencephalography (EEG) and 
functional magnetic resonance imaging (fMRI)) by the reducing the physical restrictions set on 
the patient (Boas et al., 2014; Gervain et al., 2011). Previous studies have shown that fNIRS has 
been comparable to simultaneously acquired fMRI measurements further validating the relatively 
new technology (Eggebrecht et al., 2012; Piper et al., 2014; Steinbrink et al., 2006). According to 
Leff et al. (2011) the primary advantage of fNIRS vs fMRI is the ability of fNIRS to provide 
complete information about the hemodynamic response as it is able to measure HbO, HbD, and 
total hemoglobin whereas fMRI can only monitor HbO (Leff et al., 2011). The mobility of 
fNIRS has allowed neuronal studies to be undertaken in non-laboratory settings allowing for 
more real world applications.  It is widely accepted that laboratory experiments cannot truly 
represent conditions in the natural world, with laboratory settings altering subject’s behavior and 
performance (Berkowitz & Donnerstein, 1982). A previous study demonstrated the feasibility of 
fNIRS in freely moving subjects by monitoring neuronal activity during a bicycle ride (Piper et 
al., 2014). Previous studies have also demonstrated the ease of integration with other imaging 
modalities such as EEG and fMRI (Cooper, Gagnon, Goldenholz, Boas, & Greve, 2012; Fazli et 
al., 2012; Piper et al., 2014; Wallois, Mahmoudzadeh, Patil, & Grebe, 2012). Due to high 
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temporal resolution of fNIRS, it can potentially create a better temporal picture compared to 
fMRI (Huppert, Hoge, Diamond, Franceschini, & Boas, 2006). 
Despite fNIRS’s high temporal resolution, it has a low spatial resolution due to being 
limited by light penetration in adult humans to roughly 0.5 to 2 cm (Fukui, Ajichi, & Okada, 
2003). Other limitations of fNIRS deal with the simultaneous changes in blood flow and volume, 
predicting the percentage of NIRS signal change as a result of brain vs. scalp blood flow, as well 
as interference from adipose and skull thicknesses (Ferrari, Mottola, & Quaresima, 2004). 
2.8 NASA-TLX 
 
The National Aeronautics and Space Administration-Task Load Index (NASA-TLX) 
questionnaire is a multidimensional scale that was designed to obtain a workload estimate from 
an operator immediately after a task (Hart, 2006). It is composed of six subscales: mental, 
physical, temporal task demands, effort, frustration, and perceived performance. The scale is 
from zero to hundred with increments of five. The NASA-TLX psychometric characteristics 
have been well documented in previous studies and have been proven to be an effective and valid 
workload measurement tool since it was first used by the Human Performance Group at the 
NASA Ames Research Laboratory (Yurko, Scerbo, Prabhu, Acker, & Stefanidis, 2010). It has 
since been used in a variety of domains and tasks outside of the aeronautical field such as the 
medical domain (Zheng et al., 2012). Therefore, the NASA-TLX was chosen for this study due 
to its efficacy in estimating mental workload. A more thorough discussion of the uses and 
application of the NASA-TLX can be found in “NASA-task load index (NASA-TLX); 20 years 
later” (Hart, 2006). 
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3.0 Phase 1 
3.1 Research Questions 
 
Surveillance is a major role of human analysts in the ISR domain.   Identifying specific 
targets in cluttered data has posed a challenging task for counter-insurgency operations. 
Automated techniques have been made in order to combat this challenge, but ultimately a human 
decision maker is needed due to these intelligence activities being inherently human-centric 
(Won, Condon, Landon, Wang, & Hannon, 2011). An understanding of how certain 
environments impact human analysts is vital. It has been shown that optimal situation awareness 
is a major factor of decision making (Won et al., 2011). The goal of this study was to identify the 
impact of different noise types on human analysts via eye-tracking, performance measures, and 
NASA-TLX by simulating an anomaly detection task as well as observing the effect of noise 
delays and the overlap of targets. The hypothesis was that noisy environments would decrease 
performance as well as increase the workload of the analyst compared to tasks in the no noise 
condition. Also, that noise will impact performance to a greater degree in overlapping targets in 
comparison to non-overlapping targets. This is due to the classification of overlapping targets as 
a more complex task and to the evidence from a previous study stating that noise impacts 
complex tasks to a greater degree compared to simpler tasks (Wright et al., 2014) 
3.2 Methods 
 
The experiment was conducted at Wright State University fNIRS Lab and the subject age 
ranged from 18-59 years (mean=26.9 years) and consisted of 13 males and 20 females. In this 
experiment, controlled cognitive tasks were implemented in the form of visual search tasks that 
were deployed in a variety of environments, which included both noise filled and no noise. To 
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simulate the environment of a human analyst in the ISR domain, a work environment was 
simulated with the use of audio files such as a crowd talking, telephone ringing, door slamming, 
air conditioner units, copy machine, and a jet flying overhead. All of the different types of noises 
were approximately 70 dB. The noises were intermittent and vary in duration; the longer 
intermittent audio stimulus was 10 seconds in duration, and the shorter audio was 2 seconds in 
duration. In total there were 14 different video sets that consisted of a variety of combinations. 
The participants were given two tasks at the start of each video: the primary task was to find 
predefined visual targets such as a person pushing a stroller or a person wearing an orange coat 
coming off a train. They were instructed to press key“4” when one of the predefined visual 
targets enters the video frame and key “6” when the target exits. The secondary task was to count 
the number of groups of individuals (two or more) in the video. The participants wrote tick 
marks on a blank sheet of paper to track the number of groups. A target list textbox was placed 
on the upper right hand corner of each video that contained all of the predefined visual targets for 
each respective video. The visual display included dynamic videos of a real world setting with an 
above angle view that originated from Computer Vision Lab Walking Pedestrians dataset 
(Pellegrini, Ess, Schindler, & van Gool, 2009). The videos included recordings of people on a 
sidewalk and of a train in front of Hotel Schweizerhof in Bahanhofstr, Zurich. 
The experimental design is a nested 2 x 2 x 4 that consists of three independent variables 
to constitute a total of 14 videos. Every video consists of four visual targets and a secondary task. 
The independent variables are target overlap (two levels, overlapping and non-overlapping), 
noise onset (two levels, cotemporal and 5 seconds prior to start of target), and noise level (4 
levels, short intermittent noise-6 and -30, long intermittent noise stimulus, and no noise). The 
short noise stimulus consists of six 2 second noises. The short-30 stimulus consists of thirty 2 
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second noises and the long duration consists of six 10 second noises. An illustration of each 
video is shown in Figure 3.  
Video 1: 
 
 
Time (seconds) 
 
Video 2: 
 
 
Time (seconds) 
Video 3: 
 
 
 
Time (seconds) 
 
 
 
 
 
 
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
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Video 4: 
 
 
 
 
Time (seconds) 
Video 5: 
 
 
 
 
Time (seconds) 
Video 6: 
 
 
 
 
Time (seconds) 
 
 
 
 
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
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Video 7: 
 
 
Time (seconds) 
Video 8: 
 
 
 
 
 
Time (seconds) 
Video 9: 
 
 
 
Time (seconds) 
Video 10: 
 
 
 
Time (seconds) 
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
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Video 11: 
 
 
 
Time (seconds) 
Video 12: 
 
 
Time (seconds) 
Video 13: 
 
 
 
Time (seconds) 
Video 14: 
 
 
 
 
Time (seconds)  
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100 105 110 115 120
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-The secondary task was ongoing throughout the entire video. 
Figure 3: Illustration of each video depicting noise type and onset as well as primary targets 
 
The experimental design is a nested ANOVA as the interactions of no noise and five 
second delay of noise cannot be performed. An illustration of the experimental design layout for 
each video is shown below in Table 2. 
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Table 2: Video layout containing all three of the factors and their respective levels 
Video Type of 
Noise 
Noise Onset Target 
Overlap 
1 No Noise No Delay Non-
overlapping 
2 No Noise No Delay Overlapping 
3 Short-30 5 Seconds 
Prior 
Non-
overlapping 
4 Short-30 5 Seconds 
Prior  
Overlapping 
5 Short-30 No Delay Non-
overlapping 
6 Short-30 No Delay Overlapping 
7 Long 5 Seconds 
Prior 
Non-
overlapping 
8 Short-6 No Delay Overlapping 
9 Long No Delay Overlapping 
10 Long 5 Seconds 
Prior 
Overlapping 
11 Short-6 No Delay Non-
overlapping 
12 Long No Delay Non-
overlapping 
13 Short-6 5 Seconds 
Prior 
Non-
overlapping 
14 Short-6 5 Seconds 
Prior 
Overlapping 
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The overlapping level consists of 3 overlapping targets and 1 non-overlapping target 
while the non-overlapping level comprises 4 non-overlapping targets. The dependent variables 
include secondary task accuracy, target fixation count rate, target fixation duration rate, target list 
fixation count, target list fixation duration, target transition rate, target list transition rate, left 
target pupil diameter, right target pupil diameter, target-in and –out latency, missed targets, false 
alarms, and weighted NASA-TLX; these are described in Table 3 
 
Table 3: Experiment metrics and dependent variables 
Dependent Variable Measure 
Secondary Task Accuracy Percentage of groups identified 
Target Fixation Count Rate (per unit time) (Number of target fixations)/ (Duration of 
target on screen) 
Target Fixation Duration Rate (per unit time) (Target fixation duration)/(Duration of target 
on screen)  
Target List Fixation Count Number of fixations on target list 
Target List Fixation Duration Total Fixation duration on target list 
Target Transition Rate (Number of times the fixation location moved 
from target to non-target stimuli)/(Duration of 
target on screen) 
Target List Transition Rate (Number of times the fixation location moved 
from target list to live video feed)/(Duration of 
video) 
Left Target Pupil Diameter  Average left pupil diameter for duration of 
target when it comes on screen 
Right Target Pupil Diameter  Average right pupil diameter for duration of 
target when it comes on screen 
Target-in Latency (key “4” pressed time)-(Duration of target 
when it  comes on screen) 
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Target-out Latency (key “6” pressed time)-(Duration of target 
when it comes on screen) 
Missed Targets Number of missed targets throughout the video 
False Alarms Number of false alarms when pressing the “4” 
or “6” keys 
Secondary Workload Levels Weighted NASA-TLX 
 
3.3 Results 
 
JMP® by SAS® (SAS Institute, 2014) was used to perform statistical analysis. Two-way 
ANOVA and student’s t-tests analyses were conducted to determine which dependent variables 
along with their interactions were significant. All statistical tests were performed at α = 0.05. The 
normal quantile plots of residuals for all of the dependent variables show that all of the points are 
close to the line and within the error bounds. Therefore, there is no significant evidence of 
deviation from normality for the residuals. All of the residuals have a similar variance across 
treatments indicated by the residuals vs input factor levels (treatments) and residuals vs predicted 
values. Therefore, there is no strong evidence of unequal variance. During the analysis phase, 
four participants were excluded due to low quality of eye-tracking data. All values are written as 
mean ± standard error (SE). 
For secondary task performance, the short-6 stimulus exhibited the highest performance 
percentage (82.37 ± 2.94) compared to the short-30 (80.59 ± 2.94), no noise (77.33 ± 4.49), and 
long (76.74 ± 2.94) conditions. The five second delay condition (79.65 ± 2.69) experienced a 
higher average compared to the no delay level (79.51 ± 2.08). The non-overlapping condition 
(85.32 ± 2.31) had a higher percentage of correctly identified groups in comparison with the 
overlapping level (73.82 ± 2.31). ANOVA results indicate no statistically significant differences 
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for both the type of noise and noise onset factors. The ANOVA table is illustrated in Table 4. 
However, the non-overlapping level was significantly higher (p-value=0.0002) compared to the 
overlapping condition. As far as interactions between the factors and their respective levels, there 
were statistically significant differences (p-value=0.0076) for the interaction of type of noise and 
target overlap. The combination of short-6 and non-overlapping levels resulted in the highest 
performance (91.39 ± 4.10) while the interaction between no-noise and overlapping had the 
lowest (64.66 ± 6.27). The interaction of short-6 and non-overlapping was significantly higher 
than the combinations of long and overlapping (79.39 ± 4.10), long and non-overlapping (74.09 
± 4.10), short-30 and overlapping (73.98 ± 4.10), short-6 and non-overlapping (73.35 ± 4.10), 
and the no noise and overlapping level as illustrated in the connecting letters report in the 
appendix. 
Table 4: ANOVA table for secondary task performance 
Source df SS MS F p 
Model 9 30255.78 3361.75 3.44 0.0004 
Error 396 386912.02 977.05   
Total 405 417167.79    
 
Source df SS F p 
Noise Type 3 2211.14 0.75 0.52 
Noise Onset 1 21.75 0.022 0.88 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
14310.16 
11829.46 
 
900.32 
14.65 
4.04 
 
0.92 
0.0002 
0.0076 
 
0.34 
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The target fixation count rate experienced the highest average for the short-30 condition 
(1.00 ± 0.02) compared to the short-6 (0.91 ± 0.02), long (0.90 ± 0.02), and no noise levels (0.88 
± 0.03). The five second delay level (0.96 ± 0.02) had a higher mean than the no delay condition 
(0.91 ± 0.01).  For target overlap, the non-overlapping targets (0.97 ± 0.02) had the higher mean 
in comparison with the overlapping level (0.89 ± 0.02). The student’s t-test found significant 
differences in the type of noise (p-value=0.0008) and target overlap (p-value=0.0007) factors. 
Box and whisker plots of these two factors can be found in Figure 4. The ANOVA table is 
illustrated in Table 5. For type of noise, the short-30 condition was significantly higher compared 
to short-6, long, and no noise. For target overlap, the non-overlapping condition was 
significantly higher in comparison with the overlapping level. The interactions for both type of 
noise and target overlap (p-value=0.0001) and noise onset and target overlap (p-value=0.0076) 
also exhibited significant results. For the combination of type of noise target overlap, the short-
30 and non-overlapping condition (1.03 ± 0.03) was significantly higher compared to no noise 
and overlapping (0.81 ± 0.04). For noise onset and target overlap, the interactions of no delay 
and non-overlapping (0.98 ± 0.02), five second delay and non-overlapping (0.96 ± 0.03), and 
five second delay and overlapping (0.94 ± 0.03) were significantly higher compared to the no 
delay and overlapping level (0.84 ± 0.02). For further information regarding significant 
differences between levels for type of noise, target overlap, interaction of type of noise and target 
overlap, and interaction of noise onset and target overlap, there connecting letters reports can be 
found in the appendix. 
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Figure 4: Target fixation count rate across (a) noise type and (b) target overlap 
 
Table 5: ANOVA table for target fixation count rate 
Source df SS MS F p 
Model 9 13.10 1.46 7.48 <.0001 
Error 1614 314.15 0.19   
Total 1623 327.25    
 
Source df SS F p 
Noise Type 3 3.27 5.61 0.0008 
Noise Onset 1 0.59 3.01 0.082 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
2.23 
3.98 
 
1.39 
11.47 
6.81 
 
7.14 
0.0007 
0.0001 
 
0.0076 
 
For target fixation duration rate, the short-30 (0.42 ± 0.01) level had the highest mean 
compared to no noise (0.40 ± 0.01), short-6 (0.38 ± 0.01), and long (0.37 ± 0.01). The no delay 
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level (0.39 ± 0.01) had a higher mean than the five second delay condition (0.38 ± 0.01). For 
target overlap, the non-overlapping (0.42 ± 0.01) condition exhibited a higher mean compared to 
overlapping (0.37 ± 0.01). ANOVA results did not indicate any significant differences for no 
introduction (p-value=0.6689), but did yield significant results for both type of noise (0.009) and 
target overlap (p-value<0.0001). The ANOVA table can be found in Table 6. For type of noise, 
the short-30 was significantly higher compared to the short-6 and long levels, but there were no 
significant differences between short-30 and no noise conditions. For target overlap, non-
overlapping level was significantly higher than overlapping. As for interactions, the 
combinations of type of noise and target overlap (p-value<0.0001) and noise onset and target 
overlap (p-value=0.0003) produced significant results. For the interaction type of noise and 
target overlap, the short-30 and non-overlapping condition (0.46 ± 0.01) experienced the highest 
mean compared to the long and overlapping level (0.32 ± 0.01) which resulted in the lowest 
mean. For the combination of noise onset and target overlap, the no delay and non-overlapping 
interaction (0.44 ± 0.01) was significantly higher compared to five second delay and non-
overlapping (0.39 ± 0.01), five second delay and overlapping (0.38 ± 0.01), and no delay and 
overlapping (0.35 ± 0.01). The connecting letters reports for type of noise, target overlap, 
interaction of type of noise target overlap, and interaction of noise onset and target overlap can 
be found in the appendix.  
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Table 6: ANOVA table for target fixation duration rate 
Source df SS MS F p 
Model 9 3.50 0.39 11.11 <.0001 
Error 1614 56.52 0.04   
Total 1623 60.02    
 
Source df SS F p 
Noise Type 3 0.58 5.54 0.0009 
Noise Onset 1 0.0064 0.18 0.67 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
0.73 
1.31 
 
0.47 
20.86 
12.52 
 
13.30 
<0.0001 
<0.0001 
 
0.0003 
 
The target list fixation count was the greatest in the no noise condition (49.72 ± 2.58) for 
the type of noise factor, compared to the short-6 (38.18 ± 1.69), short-30 (30.60 ± 1.69), and long 
(29.42 ± 1.69) levels. The no delay condition underwent a higher average (37.03 ± 1.19) 
compared to the five second delay level (32.68 ± 1.54). The non-overlapping condition (35.96 ± 
1.38) experienced a greater number of fixations compared to the overlapping level (34.37 ± 
1.38). The no noise level was significantly higher (p-value<0.0001) compared to the rest of the 
type of noise levels. The ANOVA table can be found in Table 7. The interactions of type of 
noise and target overlap (p-value=0.0340) as well as noise onset and target overlap (p-
value=0.0003) also yielded significant results. For the combination of type of noise and target 
overlap, the no noise and overlapping level had the largest number of fixations (52.52 ± 3.65) 
while the long and overlapping condition (24.26 ± 2.39) had the lowest mean. As for the 
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interaction of noise onset and target overlap, the combination of five second delay and non-
overlapping targets resulted in the highest average (41.25 ± 2.18) compared to the five second 
delay and overlapping condition (32.57 ± 2.18) which produced the lowest mean. The connecting 
letters reports for type of noise, interaction of type of noise and target overlap, and interaction of 
noise onset and target overlap are shown in the appendix.  
Table 7: ANOVA table for target list fixation count 
Source df SS MS F p 
Model 9 29640.67 3293.41 9.94 <.0001 
Error 396 131200.60 331.31   
Total 405 160841.27    
 
Source df SS F p 
Noise Type 3 17710.13 17.82 <0.0001 
Noise Onset 1 1.15 0.0035 0.95 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
212.60 
2900.48 
 
4404.15 
0.64 
2.92 
 
13.29 
0.42 
0.034 
 
0.0003 
 
The target list fixation duration yielded similar results as the target list fixation count. For 
type of noise, the no noise level exhibited the greatest mean (17.86 ± 0.91) compared to short-6 
(11.80 ± 0.60), long (9.42 ± 0.60), and short-30 (9.30 ± 0.60). The no delay condition (12.18 ± 
0.42) had a higher average in comparison with the five second delay level (10.06 ± 0.54). The 
non-overlapping level (11.58 ± 0.49) for noise onset had a higher fixation duration compared to 
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overlapping targets (10.96 ± 0.49). According to the student’s t-test, the no noise level was 
significantly higher (p-value <0.0001) compared to the noise conditions. The box and whisker 
plot for noise type is illustrated in Figure 5. The ANOVA table can be found in Table 8. For the 
interaction of type of noise and target overlap, the combination of no noise and overlapping 
targets resulted in the highest mean (18.51 ± 1.29) while long noise and overlapping (7.87 ± 
0.84) had the lowest mean. For the interaction of noise onset and target overlap, the combination 
of five second delay and non-overlapping (13.48 ± 0.77) produced the highest target list fixation 
duration, whereas the five second delay and overlapping (10.42 ± 0.77) condition had the lowest 
mean. The interactions of both the type of noise and target overlap (p-value=0.048) and noise 
onset and target overlap (p-value=0.0005) had significant differences within their respective 
levels, which are illustrated in the appendix via the connecting letters report.  
 
Figure 5: Target list fixation duration across noise types  
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Table 8: ANOVA table for target list fixation duration 
Source df SS MS F p 
Model 9 4535.97 504.00 12.23 <.0001 
Error 396 16312.53 41.19   
Total 405 20848.50    
 
Source df SS F p 
Noise Type 3 2954.80 23.91 <0.0001 
Noise Onset 1 4.62 0.1122 0.74 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
37.45 
327.87 
 
505.52 
0.91 
2.65 
 
12.27 
0.34 
0.048 
 
0.0005 
 
For target transition rate, the short-30 (1.16 ± 0.02) level had highest mean compared to 
the short-6 (1.14 ± 0.02), long (1.11 ± 0.02), and no noise (0.99 ± 0.03) conditions. The five 
second delay (1.16 ± 0.02) produced a higher mean compared to no delay (1.08 ± 0.01). For 
target overlap, the overlapping targets (1.12 ± 0.02) had a higher mean compared to non-
overlapping targets (1.10 ± 0.02). The short-6, short-30, and long noises were significantly 
higher (p-value=0.0003) than the no noise level. The box and whisker plot for noise type can be 
found in Figure 6.  The ANOVA table is shown in Table 9. For the interaction of noise onset and 
target overlap, the combination of five second delay and overlapping targets (1.20 ± 0.03) was 
significantly higher (p-value<0.0001) compared to no delay and non-overlapping (1.12 ±0.02), 
five second delay and non-overlapping (1.05 ± 0.03), and no delay and overlapping (1.05 ± 
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0.02). The connecting letters report for both type of noise and the interaction between noise onset 
and target overlap are shown in the appendix.  
 
Figure 6: Target transition rate across noise types 
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Table 9: ANOVA table for target transition rate 
Source df SS MS F p 
Model 9 11.75 1.31 7.38 <.0001 
Error 1614 285.48 0.18   
Total 1623 297.23    
 
Source df SS F p 
Noise Type 3 3.33 6.27 0.0003 
Noise Onset 1 0.59 3.35 0.067 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
0.51 
1.34 
 
3.93 
2.88 
2.52 
 
22.23 
0.09 
0.056 
 
<0.0001 
 
 The target list transition rate for type of noise exhibited the greatest mean in the no noise 
condition (0.34 ± 0.02) in comparison with the short-6 (0.29 ± .01), short-30 (0.24 ±0.01), and 
long (0.24 ± 0.01) conditions. The no delay level (0.28 ±0.01) had a higher mean compared to no 
delay (0.28 ± 0.01). As for target overlap, the non-overlapping condition (0.28 ± 0.01) resulted in 
a greater average compared to overlapping (0.26 ± 0.01). The no noise condition was 
significantly higher (p-value<0.0001) compared to the short-6, short-30, and long levels. The 
ANOVA table is shown in Table 10.  The interaction of noise onset and target overlap also 
produced significant results due to the combination of five second delay and non-overlapping 
(0.30 ± 0.01) being statistically higher (p-value= 0.0105) than the five second delay and 
overlapping condition (0.25 ± 0.01). The connecting letters reports for type of noise as well as 
the interaction of noise onset and target overlap can be found in the appendix.  
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Table 10: ANOVA table for target list transition rate 
Source df SS MS F p 
Model 9 0.88 0.098 6.48 <.0001 
Error 396 5.97 0.015   
Total 405 6.85    
 
Source df SS F p 
Noise Type 3 0.46 10.07 <0.0001 
Noise Onset 1 0.0096 0.63 0.43 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
0.016 
0.11 
 
0.010 
1.08 
2.35 
 
6.61 
0.30 
0.072 
 
0.011 
 
The left target pupil diameter for type of noise had the highest mean for the no noise level 
(3.75 ± 0.03 mm) compared to the short-30 (3.75 ± 0.02 mm), short-6 (3.73 ± 0.03 mm), and 
long (3.72 ± 0.03 mm) audio stimuli. For noise onset, the no delay level (3.75 ± 0.02 mm) had a 
higher mean compared to the five second delay (3.72 ± 0.02 mm). The non-overlapping targets 
(3.74 ± 0.02 mm) resulted in a higher average in comparison to the overlapping targets (3.73 
±0.02 mm). There were no statistical differences among the three factors along with their 
interactions. The ANOVA table can found in Table 11.  
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Table 11: ANOVA table for left target pupil diameter 
Source df SS MS F p 
Model 9 1.72 0.19 0.72 0.69 
Error 1601 424.16 0.26   
Total 1610 425.89    
 
Source df SS F p 
Noise Type 3 0.26 0.33 0.80 
Noise Onset 1 0.13 0.51 0.48 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
0.43 
1.0062 
 
0.56 
1.62 
1.27 
 
2.11 
0.20 
0.28 
 
0.15 
 
The right target pupil diameter for type of noise exhibited the highest average for the long 
noise condition (3.79 ± 0.03 mm); while the no noise level (3.77 ±0.04 mm) had the lowest 
mean. The no delay level (3.79 ± 0.02 mm) produced a higher average in comparison to five 
second delay (3.77 ± 0.02 mm).  The target overlap factor yielded the same average for both 
overlapping (3.78 ± 0.02 mm) and non-overlapping targets (3.78 ± 0.02 mm). There were no 
significant differences for any of the factors or their interactions. The ANOVA table is illustrated 
in Table 12.  
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Table 12: ANOVA table for right target pupil diameter 
Source df SS MS F p 
Model 9 1.56 0.17 0.55 0.84 
Error 1601 502.05 0.31   
Total 1610 503.62    
 
Source df SS F p 
Noise Type 3 0.16 0.17 0.91 
Noise Onset 1 0.25 0.79 0.37 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
0.12 
1.019 
 
0.72 
0.37 
1.08 
 
2.30 
0.54 
0.36 
 
0.13 
 
The target-in latency had the highest mean at no noise (8.79 ± 0.62 sec.) compared to the 
long (6.82 ± 0.41 sec.), short-30 (6.23 ± 0.41 sec.), and short-6 (6.09 ± 0.41 sec.) levels for the 
type of noise factor.  The five second delay (6.90 ± 0.37) had a higher mean compared to the no 
delay level (6.60 ± 0.29). The overlapping condition had the highest mean (7.41 ± 0.33) 
compared to non-overlapping targets (6.04 ± 0.33). ANOVA results indicate significant 
differences for type of noise (p-value=0.0001), noise onset (p-value=0.0280), and target overlap 
(p-value<0.0001). The box and whisker plots for these three factors are illustrated in Figure 7. 
The ANOVA table is illustrated in Table 13. For type of noise, the no noise level was 
significantly higher compared to long, short-30, and short-6. The five second delay condition 
was significantly higher compared to no delay. The overlapping targets were significantly higher 
in comparison to the non-overlapping level. The interaction of type of noise and target overlap 
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also exhibited significant differences (p-value<0.0001) due to the combination of no noise and 
overlapping (12.33 ± 0.88) being significantly higher compared to all the other interactions. The 
connecting letters reports for type of noise, noise onset, target overlap, and interaction of type of 
noise and target overlap can be found in the appendix.   
 
Figure 7: Target-in latency across (a) noise type, (b) noise onset, and (c) target overlap 
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Table 13: ANOVA table for target-in latency 
Source df SS MS F p 
Model 9 7109.85 789.98 10.27 <.0001 
Error 1614 124141.70 76.92   
Total 1623 131251.50    
 
Source df SS F p 
Noise Type 3 1632.85 7.08 0.0001 
Noise Onset 1 371.8 4.83 0.0280 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
1307.3 
4398.76 
 
7.83 
17.00 
19.06 
 
0.10 
<0.0001 
<0.0001 
 
0.75 
 
For target-out latency, the no noise level (6.30 ± 0.71) had a higher average in 
comparison with the long (4.43 ± 0.47), short-6 (3.76 ± 0.47), and short-30 (3.31 ± 0.47) 
conditions. The five second delay level (4.57 ± 0.43) had a higher mean compared to the no 
delay condition (3.89 ± 0.33). The overlapping targets (4.62 ± 0.38) experienced a higher mean 
than the non-overlapping level (3.75 ± 0.38). The student’s t-test showed significant results for 
type of noise (p-value=0.0001), noise onset (p-value=0.0058), and target overlap (p-
value=0.0085). The box and whisker plots for these three factors can be found in Figure 8. The 
ANOVA table is illustrated in Table 14. For type of noise, the no noise condition was 
significantly higher compared to the other three levels. For noise onset, the five second delay 
was significantly higher in comparison to the no delay level. The overlapping targets were 
significantly higher than non-overlapping. The interaction of type of noise and target overlap (p-
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value<0.0001) experienced significant differences as a result of the combination of no noise and 
overlapping (9.82 ± 1.01) being significantly higher compared to the rest of the interactions. For 
more information regarding type of noise, noise onset, target overlap, and interaction of type of 
noise and target overlap, their connecting letters reports can be found in the appendix.  
 
Figure 8: Target-out latency across (a) noise type, (b) noise onset, and (c) target overlap 
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Table 14: ANOVA table for target-out latency 
Source df SS MS F p 
Model 9 6990.38 776.71 7.72 <.0001 
Error 1614 162346.33 100.59   
Total 1623 169336.72    
 
Source df SS F p 
Noise Type 3 2093.00 6.94 0.0001 
Noise Onset 1 767.99 7.64 0.0058 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
698.01 
4036.48 
 
26.88 
6.94 
13.38 
 
0.27 
0.0085 
<0.0001 
 
0.61 
 
 The total number of missed targets for the no noise level (1.64 ± 0.20) had the highest 
average compared to the long (1.13 ± 0.13), short-6 (0.92 ± 0.13), and short-30 (0.83 ± 0.13) 
levels. For noise onset, the five second delay level (1.14 ± 0.12) experienced more missed targets 
compared to no delay (0.99 ± 0.09). The overlapping targets (1.88 ± 0.11) had a higher mean in 
comparison with the non-overlapping level (0.93 ± 0.11). ANOVA and student’s t-test analyses 
found significant results for type of noise (p-value=0.0003), noise onset (0.0148), and target 
overlap (0.0055). The box and whisker plots for noise type and noise onset are shown below in 
Figure 9. The ANOVA table is illustrated in Table 15. For type of noise, the no noise level was 
significantly higher compared to all of the other noise conditions. The five second delay 
condition was significantly higher than no delay. Overlapping targets were also significantly 
higher in comparison to non-overlapping. The interaction of type of noise and target overlap also 
45 
 
produced significant results (p-value<0.0001).  In this combination, the no noise and overlapping 
condition (2.61 ± 0.28) experienced the highest missed targets compared to long and non-
overlapping (0.55 ± 0.18) which resulted in the lowest. The connecting letters report for the 
significant factors along with their interactions for missed targets can be found in the appendix.  
 
Figure 9: Total missed targets across (a) noise type and (b) noise onset 
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Table 15: ANOVA table for missed targets 
Source df SS MS F p 
Model 9 133.89 14.88 7.57 <.0001 
Error 396 777.80 1.96   
Total 405 911.70    
 
Source df SS F p 
Noise Type 3 37.85 6.42 0.0003 
Noise Onset 1 11.77 5.99 0.0148 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
15.31 
81.16 
 
0.18 
7.80 
13.77 
 
0.094 
0.0055 
<0.0001 
 
0.76 
 
 The total number of false alarms experienced the highest mean for the no noise level 
(1.64 ± 0.25) compared to the short-6 (1.60 ± 0.17), short-30 (1.27 ± 0.17), and long (1.02 ±  
0.17)  levels. The no delay level (1.38 ± 0.12) had a higher mean compared to the five second 
delay (1.30 ± 0.15). The non-overlapping condition (1.63 ± 0.14) experienced a higher mean 
compared to overlapping (1.07 ± 0.14). ANOVA results indicate significant results (p-
value=0.0167) for type of noise. The box plot for noise type can is illustrated in Figure 10. The 
ANOVA table is illustrated in Table 16. The long noise was significantly lower compared in 
comparison with both no noise and short-6 levels. There were significant differences in the 
interaction of type of noise and target overlap (p-value<0.0001). In this interaction, the 
combination of no noise and overlapping (2.64 ± 0.36), short-6 and non-overlapping (2.50 ± 
0.24), and short-30 and non-overlapping (1.98 ± 0.24) were significantly higher in comparison to 
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all the other interactions for type of noise and target overlap. The connecting letter reports can be 
found in the appendix for significant factors.  
 
Figure 10: Total false alarms across noise type 
 
 
 
 
 
 
 
 
 
 
 
48 
 
Table 16: ANOVA table for false alarms 
Source df SS MS F p 
Model 9 245.40 27.27 8.50 <.0001 
Error 396 1270.32 3.21   
Total 405 1515.72    
 
Source df SS F p 
Noise Type 3 25.25 2.62 0.0001 
Noise Onset 1 0.0029 0.0009 0.0058 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
5.31 
165.44 
 
1.04 
1.65 
17.19 
 
0.32 
0.0085 
<0.0001 
 
0.61 
 
For the NASA-TLX, the no noise level (59.79 ± 2.64) had the highest workload score 
compared to the long (57.31 ± 1.73), short-30 (57.19 ± 1.73), and short-6 (55.90 ± 1.73) levels. 
The no delay condition (57.15 ± 1.22) had a higher average compared to the five second delay 
(57.21 ± 1.58). For target overlap, the overlapping condition (57.56 ±1.41) produced a higher 
mean in comparison with non-overlapping targets (56.76 ± 1.41). There were no significant 
results for the NASA-TLX measure according to the ANOVA and student’s t-test analyses. The 
ANOVA table is illustrated in Table 17. 
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Table 17: ANOVA table for NASA-TLX 
Source df SS MS F p 
Model 9 924.21 102.69 0.30 0.98 
Error 396 136789.95 345.43   
Total 405 137714.15    
 
Source df SS F p 
Noise Type 3 531.41 0.51 0.67 
Noise Onset 1 56.86 0.16 0.69 
Target Overlap 
Noise Type*Target 
Overlap 
Noise Onset*Target 
Overlap 
1  
3 
 
1 
165.98 
291.86 
 
0.51 
0.48 
0.28 
 
0.0015 
0.49 
0.84 
 
0.97 
 
3.4 Discussion 
 
The present study was aimed to assess the impact of noise on analysts’ performance 
through the use of eye-tracking metrics, performance measures, and NASA-TLX.  The salient 
findings of our study both support and go against the initial hypotheses.  The findings go against 
the hypothesis due to the results of target-in latency, target-out latency, and missed targets 
showing no noise being significantly higher compared to noise within these categories. This 
could be due to participants in the no noise condition being more focused on the target list as 
opposed to the actual targets themselves. This is supported by the no noise level having the 
significantly highest target list fixation count, target list fixation duration, and target list 
transition rate, as well as a significantly lower target transition rate compared to noise 
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environments. The noise stimuli could induce the participant to continuously look for the targets 
by acting as an alarm; therefore, this could cause an increase in the reaction time performance. 
These counterintuitive findings are supported in a previous study in which they found people 
performed tasks at a faster rate while still maintaining the same level of performance during 
tasks where interruptions occurred (Zijlstra, Roe, Leonora, & Krediet, 1999). Zijlstra et al. 
theorized that people develop strategies when certain interruptions occurred allowing them to 
over-compensate for the interruptions and perform more efficiently. 
 Upon further analysis, the no noise condition only produced lower results when 
combined with overlapping targets compared to the noise filled environments. When only 
analyzing the non-overlapping conditions, the no noise condition performed more efficiently 
than both the short-6 and short-30 levels in terms of total number of false alarms. This could be 
explained through the use of the maximal adaptability theory which states that humans have a 
wide region of tolerance to stress, but as stress progresses to one of the extremes (underload or 
overload) dynamic instability results leading to a decline in performance (Hancock, 1989). 
Underload in the form of boredom has been shown to have adverse effects on performance and 
quality of work (Thackray, 1981).  The participants could have experienced a state of boredom 
during the combination of no noise and overlapping targets (video 2) due to the absence of both a 
primary visual target and noise stimulus for a prolonged period of time. 
 Noise onset was also shown to play a significant factor in this experiment as a result of 
the noise five seconds prior to target onset producing a significantly worst results in both 
reaction time (target-in and –out latency) and performance measures (missed targets). The five 
seconds prior to target noise could induce an interruption lag on the participant which reallocates 
their attention away from the visual search task prior to the primary targets arriving on screen. 
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The increased performance in the cotemporal level could be due to a decrease in both the 
interruption and resumption lags. Therefore, allowing the participant to have more time to focus 
on the target compared to the five second delay condition.  
 In conclusion, the factors noise type, target onset, and target overlaps, as well as their 
interactions, were shown to have a significant impact on performance, eye-tracking, and reaction 
time measures. Next, phase 2 will be discussed which deals with the combination of eye-tracking 
and fNIRS to identify the impact of noise stress.  
4.0 Phase 2 
4.1 Research Questions 
 
Missed anomalies can have a devastating effect on ISR operations as their detection 
provides significant information for decision making (Li, Zheng, Zhao, & Pedrycz, 2016). An 
understanding of how environmental stress such as noise impacts human analysts in anomaly 
detection, could potentially lead to better performance by improving work environments. Most 
research in the past, when dealing with measuring workload in the brain, has been done with the 
use of electroencephalography (EEG) through monitoring brain activity. fNIRS has gained 
momentum as a brain imaging modality due to its ability to measure unique sets of physiological 
data (HbO and HbD) as well as lessen physical restrictions set on the user when compared to 
EEG systems (Peck, Afergan, Yuksel, Lalooses, & Jacob, 2014). Previous studies have shown 
that situations of high cognitive workload correlated to decreased task performance in the field of 
anomaly detection (Irgens-Hansen et al., 2015). fNIRS has the capability of monitoring neural 
activation in the prefrontal cortex which has shown to be correlate with workload. Therefore, by 
deploying fNIRS, quantifiable data can be obtained that can assess the effect of noise-filled work 
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environments on human analysts.  Our main objective was to perform fNIRS in adults 
participating in visual search tasks in various noise-filled environments to simulate the effect of a 
noisy work environment of an ISR analyst. We hypothesize that noisy environments would have 
a negative effect on the participant in terms of performance due to the increase in workload 
which would be reflected by an increase in prefrontal cortex activity. Therefore, we anticipate 
that significant HbO and HbD concentrations will arise in the prefrontal cortex, following 
evidence from previous studies (Foy et al., 2016). Behavioral data which includes eye-tracking, 
reaction time, and accuracy rate of target identification was also utilized in conjunction with 
fNIRS to aid in verifying the hemodynamic results. 
4.2 Methods 
4.2.1 Experimental NIRS Hardware 
 
A continuous wave, single phase, compact NIRScout imaging system (NIRx Medical 
Technologies LLC)–with eight 760 and 850 nm wavelength LED sources (power: 
>5mW/wavelength) and eight Si Photodiode detectors (sensitivity & dynamic range: < 1 
pW, 90 dB)–was used to measure changes in oxy-hemoglobin (HbO) and deoxy-hemoglobin 
(HbD) at a sampling rate of 7.81 Hz. Changes in concentration of both HbO and HbD were 
defined as the differences between an average baseline and a stimulus-induced peak. Data were 
recorded using NIRStar 14.2 (NIRx Medical Technologies LLC). With the aid of a retaining cap, 
all sources and detectors (optodes) were arranged to overlie the prefrontal cortex (Figure 11). 
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Figure 11: (a) Sources (black outline gray fill) and detectors (black outline white fill) layout 
based on 10-20 system to give a total of eight sources, eight detectors, and twenty-three 
channels.  (b) Illustration (i) task paradigm timing. A total of seven videos were used. (ii) Videos 
consisted of real world scene with instruction to identify particular targets. (c) A zoomed-in view 
of the schematic shown in (a). Significant channels are indicated with asterisks and channel 
numbers. Channels 8, 12, and 18 were found to be significant for HbO. Channel 19 was 
significant for HbD. 
4.2.2 Experimental Protocol  
 
The experiment was conducted at Wright State University Functional Near-Infrared 
Spectroscopy (fNIRS) Lab. The experiment consisted of seven different visual search tasks in the 
form of live video feed that was obtained from Computer Vision Lab Walking Pedestrians 
dataset (Pellegrini et al., 2009) and were implemented in various environments through the use 
of different noise stimuli via headphones. Every video was approximately four minutes in 
duration and contained six visual targets that consisted of four non-overlapping and two 
54 
 
overlapping targets. Examples of targets include a person pushing a stroller and a person wearing 
a red coat. The targets varied for each video and occurred at different times. The videos were 
randomized from subject to subject to eliminate any biasing and a baseline of approximately one 
minute occurred prior to the start of each video (Figure 11).  
 
A textbox was present in the upper right hand corner for the entire duration of each video that 
contained all of the targets in the order they would appear on the screen. The subjects were 
instructed to press key “4” on the keyboard when the specified target entered and key “6” when 
the target exited. Prior to the start of the experiment, the participants were given instructions and 
a demonstration via a practice video. The noise stimuli were presented through audio files that 
consisted of realistic environmental noises such as a telephone ringing and a jet flying overhead. 
All of the noise stimuli were approximately 70 dB. Videos varied based on duration of noise 
stimuli and/or time of introduction of noise stimuli. The experiment consisted of one factor 
(occupational noise) and four levels (type of noise).  The types of noise included: no noise, short 
intermittent noise-12 and -60, and long intermittent noise. The experimental design for each 
video is shown in Table 18.  
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Table 18: Video presentations were same for all conditions but the type of distraction noise was 
varied. Design was divided into, no noise, short-60, long, and short-12 
Video Type of Noise Onset of Noise 
1 No Noise No Delay 
2 Short Intermittent-60 Five Seconds Prior to Target 
3 Short Intermittent-60 No Delay 
4 Long Intermittent Five Seconds Prior to Target 
5 Long Intermittent No Delay 
6 Short Intermittent-12 No Delay 
7 Short Intermittent-12 Five Seconds Prior to Target 
 
The short intermittent noise-12 stimuli consisted of twelve noise occurrences that were each two 
seconds in duration while the short intermittent noise-60 was composed of sixty 2 second noises. 
The long intermittent noise stimulus contained twelve noise occurrences that were each ten 
seconds in duration. An illustration of each video is shown in Figure 12.  
Video 1: 
 
Time (seconds) 
Video 2: 
 
Time (seconds) 
 
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
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Video 3: 
 
 
Time (seconds) 
Video 4: 
 
 
Time (seconds) 
Video 5: 
 
 
Time (seconds) 
Video 6: 
 
 
Time (seconds) 
Video 7: 
 
 
Time (seconds) 
 
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
0 10 20 30 40 50 60 70 80 90 100 110 120 130 140 150 160 170 180 190 200 210 220 230 240
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Figure 12:  A visual illustration of each video including target duration and noise stimuli 
 
In collaboration with fNIRS, eye-tracking, reaction time, and accuracy rate were utilized 
in the experiment. The eye-tracking metrics include target fixation count rate and target fixation 
duration rate. The target fixation and duration rates are the number and duration of fixations 
respectively, divided by the duration of the specific target when it appears on screen.  By 
dividing fixation count and duration by the duration of the target, the data can be normalized 
between targets due to the targets differing from video to video in terms of the time they are 
present on the screen. The reaction time is composed of the target-in and target-out latency. The 
target-in latency refers to the time that the participant presses key “4” when they identify that the 
target is entering the screen minus the time the target actually comes into the video. The target-
out latency is the time when the participant presses key “6” when the target exits the screen 
minus the actual time the target exits the screen. The accuracy rate is composed of the number of 
missed targets and false alarms. Missed targets refer to a target entering or exiting the video and 
the participants fail to press the corresponding computer key. False alarms refer to when the 
participant pressed key “4” or “6” when there is no target on the screen. The eye-tracking, 
reaction time, and accuracy measures are displayed in Table 19.  
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Table 19: Dependent variables with details for eye-tracking, reaction time, and accuracy metrics 
Dependent Variable Measure 
Target Fixation Count Rate (per unit time) (Number of target fixations)/ (Duration of 
target on screen) 
Target Fixation Duration Rate (per unit time) (Target fixation duration)/(Duration of target 
on screen)  
Target-in Latency (key “4” pressed time)-(Duration of target 
when it  comes on screen) 
Target-out Latency (key “6” pressed time)-(Duration of target 
when it comes on screen) 
Missed Targets Number of missed targets throughout the video 
False Alarms Number of false alarms when pressing the “4” 
or “6” keys 
 
 
4.2.3 Participant and Preparation  
 
A total of 10 participants (38.30 ± 14.59 years, mean ± std) were recruited at Wright 
State University. Three were female (38.00 ± 15.52 years) and seven were male (38.43 ± 15.46 
years), and all were right hand dominant. The experimental protocol was approved by the 
institutional review board at Wright State University and informed consent was obtained from 
each participant prior to involvement in the study. 
 
Subjects were seated in front of a Tobii T120 Eye Tracker monitor with a screen size of 
17” and resolution of 1280 x 1024 pixels. After an optode retaining cap was placed on the 
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subject’s head and centered, clear saline electrode gel was applied in order to enhance the signal 
quality by keeping the hair aside and improving optode contact with the skin. The gel application 
process allowed hair to be pushed and kept aside before inserting optodes into the cap. 
Measurements were taken in a quiet and darkened room. A large, fleece cap was placed over the 
subject’s head to further reduce any outside light that could possibly strike the detectors. Each 
participant was asked to focus on the eye-tracking monitor during data collection while 
remaining silent and as still as possible, aside from the hand movement tasks associated with 
identifying the visual targets. Participants that had increased movement during the experiment 
were well documented in order to correct for the motion during the pre-processing steps of data 
analysis. 
4.2.4 Data Analysis  
 
Raw data was processed using the functions of Homer2 (Huppert, Diamond, 
Franceschini, & Boas, 2009)–MATLAB-based (The Mathworks,Inc.) analysis tool and used to 
extract relevant values such as peak and baseline concentrations.  A 0.01 to 0.1 Hz bandpass 
filter was used which allowed the elimination of low frequency system drift and physiological 
noise such as heart rate without removing artifacts that may be stimulus-induced. Filtered signals 
were translated to changes of hemoglobin concentration using the modified Beer-Lambert law 
(MBLL). Differential pathlength factor (DPF) values for this region and a mean age of 38.3  
years were estimated to be 6.14 and 5.09 for wavelengths of 760 and 850nm respectively, based 
upon calculations from previous studies (Duncan et al., 1995; Zhao et al., 2002). The filtered 
signals were visually inspected and noisy data was removed in order to mitigate the effect of any 
motion artifacts not removed by the bandpass filter. 
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4.2.5 Statistical Analysis 
 
Quantitative statistical analysis of hemoglobin concentration changes between baseline 
and peak was performed on all the optode channels. Subject heterogeneity and head sizes vary 
and therefore recordings may not always come from the same specific region of interest. Here, 
baseline is defined as the average concentration during the 60-second period before each video; 
peak is defined as the extremum reached 60-seconds after the cue. Mixed effects linear 
regression was used. The type of noise levels were compared for each individual channel as well 
as a comparison between the left and right hemispheres. All of the channels that appeared on the 
left hemisphere and directly in the middle (total of 11 channels) were grouped into one category 
(left hemisphere) while the rest of the channels were grouped into the right hemisphere category 
(12 channels).  This was performed on the group levels and all tests were two-sided and 
performed at the significance level (α) = 0.05 . JMP 11® by SAS® (SAS Institute Inc. 2013) was 
used to perform statistical tests.  All values are written as mean ± standard error (SE). 
4.3 Results 
 
From the 10 subjects that were tested, a total of 8 subjects were used in the analysis as 
participants 8 and 9 were excluded due to fNIRS system failure and noise filled signals 
respectively. After removing outliers and noisy data, the hemodynamic responses for both HbO 
and HbD were calculated for all of the channels (1-23). Each type of noise was compared for 
each channel individually as well as the comparison between hemispheres. The block-averaged 
hemodynamic responses for all the participants and type of noise levels from channel 22 are 
shown in Figure 13.  
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Figure 13: An illustration of the block-averaged hemodynamic responses for all the participants 
and video conditions from channel 22. HbO curves are asterisk lines and HbD curves are circular 
lines. The solid vertical line indicates the start of the video. The dashed vertical line indicates the 
onset of the first target with the exception of the no noise condition in (a). Upon analysis of the 
performance measures, there was a false alarm that took place prior to the first target that the 
majority of the participants incorrectly identified as the first target. Therefore, the dashed line 
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indicates this false alarm in (a). (b) Represents the short-12, (c) is the short-60, and (d) is the 
long noise stimulus.  
 
 From the twenty-three channels that were analyzed, there were three statistically 
significant channels for HbO (channels 8, 12, 18) and one significant channel (channel 19) for 
HbD. There was no statistical difference for the comparison between hemispheres for both HbO 
and HbD. The significant channels are illustrated in Figure 1. For HbO in channel 8, the long 
intermittent noise (mean = 30, SE = ±.05 µmol/L, p-value=0.0091) is significantly lower than 
both short-60 (.51±.05 µmol/L) and short-12 (.50±.05 µmol/L), but is not statistically different 
than the no noise level (.41±.05 µmol/L). For HbO in channel 12, the long intermittent noise is 
significantly lower from short-60 (.43±.05 µmol/L,p-value=0.030), but there are no significant 
differences between the long noise (.26±.05 µmol/L), no noise (.29±.05 µmol/L), and short-12 
(.33±.05 µmol/L) levels. The long intermittent noise (.28±.07 µmol/L, p-value=0.055) for HbO 
in channel 18 was also significantly lower from the short-60 (.52±.07 µmol/L). There was no 
statistical difference between the long, no noise (.39±.07 µmol/L), and short-12 (.44±.07 
µmol/L) levels. In Channel 19 for HbD, the long intermittent noise stimulus (-.05±.02 µmol/L,p-
value=0.014) was significantly higher than the short-60 noise (-.12±.02 µmol/L). There was no 
significant difference between the long, short-12 (-.08±.02 µmol/L), and no noise (-.08±.02 
µmol/L) levels.  The box and whisker plots for the significant channels for both HbO and HbD 
are shown in Figure 14. 
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Figure 14: Mean HbO and HbD concentration changes (µmol/L) for significant channels across 
the different noise types. (a) The short-12 and short-60 levels are significantly higher than the 
long noise for HbO in Channel 8. (b) In Channel 12 for HbO, the short-60 level is significantly 
higher than the long stimulus. (c) The short-60 is significantly higher compared to the long level 
64 
 
for HbO in Channel 18. (d) In HbD for Channel 19, the long level was significantly higher 
compared to the short-60 stimulus.  
 
Target-in and target-out latency was analyzed via paired student’s t-test and there was no 
statistical significance between the noise levels. However, short-12 had the highest mean for 
both target-in and –out latency (6.57±.90 and 4.16±.97 respectively) while short-60 (5.49±.90 
and 2.52±.97 respectively) had the lowest. There was also no statistical difference for both the 
false alarm rate and missed targets. However, short-12 (2.63±.47) and short-60 (1.69±.47) had 
higher mean false alarms compared to the long (1.38±.47) and no noise (1.13±.67) levels. For the 
missed targets, the short-12 (1.63±.41) and no noise (1.50±.58) levels had the highest average 
while the long (1.44±.41) and short-60 (mean=1.06±.41) had the lowest.  
 
Target fixation count rate and target fixation duration rate had statistical significance. In 
both cases, the mean of the long noise (1.12±.05 and 0.11±.005 respectively) was the greatest 
compared to the other levels and short-12 (0.92±.05 and 0.070±.005 respectively) was the 
lowest. For the fixation count rate, the long intermittent noise (p-value=0.0047) was significantly 
different than both the short-12 (p-value=0.045) and no noise levels. For the target fixation 
duration rate, the long noise (p-value<0.0001) was statistically different than the short-60, no 
noise, and short-12 (p-value<0.0001) levels.  
 
4.4 Discussion 
  
The present study aimed to assess the fNIRS signal activation at the PFC in adults during 
visual search tasks in various noise-filled environments to simulate the workload of an ISR 
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analyst.  The salient findings of our study go against our hypothesis that PFC activity would 
increase as a result of a noise stimulus during a visual target search task due to there being no 
significant difference between the noise and no noise levels. This could be due to increased 
workload of the noise stimulus causing blood flow to be redirected to other portions of the brain, 
thus reducing the amount of blood flow to the PFC leading to no statistical difference for noise 
vs. no noise.  During periods of multitasking, load sensitive brain regions can elicit either 
transient or sustained activation which suggests that these regions could be involved in time 
constrained activities such as memory updating. According to Wickens et al. (1983) “the 
resources on which this updating activity depends seem to be limited in their availability, and, 
when deployed in the service of one task, their availability to be of service to other tasks is 
reduced” (Wickens, Kramer, Vanasse, & Donchin, 1983).  Due to the temporal aspect of these 
activations during multitasking, some of these neural stimulations could explain the decline in 
stimulation in one region (specifically PFC) even though this region could be heavily 
involved.  On the same note, increasing load on working memory and workload does not always 
result in a decrease in performance (Hockey, 1997) which could also explain why there were no 
significant findings with the reaction time and performance measures.  
 
However, there was significant difference in channel 8 for HbO due to the short-12 and -
60 levels being significantly higher compared to the long intermittent noise. Also, short-60 is 
significantly higher in HbO activation than the long noise for channels 12 and 18. The short-12 
and short-60 are shorter in duration and the short-60 occurs more frequently in comparison to the 
long noise. Therefore, the short intermittent noises could mimic “alarms” which distracts the 
participants attention away from their primary task (target identification) while the long noise is 
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more continuous and could serve as “typical background noise” that the participants experience 
in their daily life.  Furthermore, previous studies have indicated that HbO activation due to 
continuous noise is significantly lower than short-intermittent noise in regions of the prefrontal 
cortex (Giraud et al., 2000; Haller et al., 2005; Harms & Melcher, 2002; Seifritz, Esposito, 
Hennel, & Mustovic, 2002).  This implies that workload and working memory could be 
adversely affected by pulsated noises as these distractions can result in increased neuronal 
activation as it takes a larger cognitive effort in order to perform the task at hand. Pulsated noise 
also activates auditory regions of the brain to a larger degree compared to more continuous 
noises (Haller et al., 2005; Mazard et al., 2002). Therefore, pulsated noise habituates to a lesser 
degree compared to continuous noise due to it containing more information (Haller et al., 2005). 
 
As mentioned previously, stressors such as time and noise also play a factor in anomaly 
detection due to their influence on attention, executive function, and memory, with prior research 
in the area showing the effects of noise on performance to be facilitative, detrimental, or even 
absent (Irgens-Hansen et al., 2015). Research has also shown that situations of high cognitive 
load correlate to increased error rates in anomaly detection by the human analyst (Irgens-Hansen 
et al., 2015).  The target fixation duration rate, another indicator of cognitive workload, resulted 
in a significantly higher mean for the long intermittent noise compared to the other levels. This 
suggests that the participants were more focused on the targets during the long noise as they 
entered and exited the screen. A previous study found that a decrease in target fixation rates 
could be indicative of “visual tunneling” on non-target stimuli due to the participants having a 
reduced range of scanning.  This reduced range of scanning could be the outcome of increased 
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workload (Tsai et al., 2007). This increased workload can account for the significant difference 
in HbO and HbD activation in the short-noise setting compared to the long-noise.  
 
With regards to fNIRS, the prefrontal cortex (PFC) serves a vital role as it is related to 
memory tasks (Herff et al., 2013). It is believed that the PFC promotes mental manipulations 
with regards to the central executive (CE) of working memory. Studying the PFC during periods 
of high working memory intensive tasks is important because during this time, there is a change 
in the regional cerebral blood flow. This would indicate an increase in neuronal activation which 
fNIRS measures in the form of oxy-Hb concentration (Hoshi et al., 2003).  Herff et al. showed 
that fNIRS signals obtained from the PFC are indicators that can be utilized to quantify user 
workload (Herff et al., 2013). Bendall et al. also demonstrated that NIRS is a well suited 
technique to measure PFC activity during cognitive tasks (Bendall, Eachus, & Thompson, 2016).  
 
Overall, fNIRS is a promising domain which can have major impacts in terms of military 
applications. Specifically, being able to ‘quantify’ mental workload does not only impact 
anomaly detection, but can play a huge role in influencing the probability of human error during 
remotely operated vehicle (ROV) operations, for example, where safety hinges on the operator’s 
ability to make instantaneous decisions (Durantin, Gagnon, Tremblay, & Dehais, 2014). A high 
workload can result in the operator making rash and ill-advised decisions, which can have 
catastrophic outcomes. According to the Office of Aerospace Medicine in the United States, 
human factors-related deficiencies are responsible for 21% to 67% of ROV accidents in the US 
Army, Navy, and Air Force (Williams, 2004). These are preventable and fNIRS can play a major 
role in helping to bring these numbers down. By analyzing the effect of workload and 
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environmental noise stressors via the utilization of fNIRS technology, the optimal environment 
for the ROV operators can be determined. This can possibly lead to an increase in work 
efficiency and a decrease in the number of human-factor related accidents. 
 
Like any experiment, our study has several limitations. The present study only 
investigated HbO and HbD activation in the PFC region; therefore, we were unable to measure 
other regions of the brain such as the visual or auditory cortex which could experience 
significant changes in cerebral blood flow.  Live video feed was used as the visual stimuli to 
simulate an ISR analyst task which could make one of the seven videos that the participant faced 
more challenging or easier than the others which could alter our results. fNIRS is unable to 
measure deep-brain regions due to experiencing limited sensitivity to hemodynamic changes in 
these areas (Liu, Cui, Bryant, Glover, & Reiss, 2015). Therefore, fNIRS can only measure 
cortical regions of the brain (Masataka, Perlovsky, & Hiraki, 2015). Additional fNIRS 
limitations include interferences from non-targeted chromophores (HbO and HbD), indefinite 
differential pathlength, and unknown scattering loss factor (Bakker, Smith, Ainslie, & Smith, 
2012).  Future work will consist of investigating the trend of HbO and HbD during the overall 
time period. 
 
In conclusion, fNIRS has been shown to measure significant differences in both HbO and 
HbD activation in the PFC cortex between short- and long-intermittent noises during a visual 
search task. This suggests a difference in workload or working memory under different noise 
stimuli as certain regions of the brain could be heavily involved for the processing of one type of 
noise due to it acting like a distraction, but not so much for another noise type. A more 
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comprehensive study including different noise amplitude and noise frequency could lead to 
significant results in performance measures which could further explain the impact of noise on 
anomaly detection.  
5.0 Conclusion 
 
 Results from both phase 1 and phase 2 found that different noise types can play a 
significant impact on the performance of human analysts. The factors noise type, noise onset, 
and target overlap were found to have a significant impact on reaction time, performance, and 
eye-tracking metrics in phase 1. Phase 2 demonstrated that fNIRS can be used to quantify 
workload in environments with various noise types. From a broad perspective phase 1 and phase 
2 disagreed. This is due to the no noise condition resulting in decreased performance for phase 1 
while no such findings were reported in phase 2. However, when only analyzing the interactions 
of noise type and target overlap with phase 1 and comparing it to the results from phase 2, the 
studies are quite similar. This is due to the combination of the long noise stimulus and non-
overlapping targets producing the best performance measures as a result of having the lowest 
LSM in terms of target-in latency, target-out latency, and missed targets which correspond to the 
long noise having the lowest neuronal activation and highest target fixation rates in phase 2. 
Overall, this research can serve as a platform which can be extended upon in order to improve 
human analyst’s performance under stressful environments.  
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6.0 Appendix 
6.1 Phase 1 and Phase 2 
6.1.1 Pre-questionnaire  
 
1) What is your age? 
________ 
 
2) Gender 
 Male 
 Female 
 
3) Do you wear corrective lenses? 
 Yes 
 No 
4) If yes to question 3, do you wear: 
 Glasses  
 Contacts 
 
5) Will you be wearing corrective lenses during the study? 
 Yes 
 No 
 
6) Are you color blind? 
 Yes 
 No 
 
7) Have you performed a visual search task before? 
 Yes  
 No 
 
8) Please select your dominant hand: 
 Right-handed 
 Left-handed 
 
9) Please select your scalp color: 
 Pale 
 Medium 
 Dark 
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10) Please select your hair type: 
 Straight  
 Wavy 
 Curly 
 
11) Please select your hair length: 
 Bald 
 Extra Short (Buzzed) 
 Short 
 Medium or Long 
 
12) Please select your hair thickness: 
 Medium  
 Coarse 
 Dense 
 Sparse In-between 
 
13) Do you suffer from: 
 Depression 
 Migraines 
If you have another concern please list it here: 
 
 
 
14) Have you ever been diagnosed with a visual or motor dysfunction? 
 Yes 
 No 
 I do not wish to disclose 
 
15) If you have any concerns that have not been addressed, please list them here: 
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6.1.2 Post-questionnaire 
 
Please answer the following questions regarding the visual search task that you performed.  
Please provide comments whenever possible.  When making comparisons, please compare to 
current practices or methods. 
 
1. The Search task is easy to learn. 
 
1----------2----------3----------4----------5----------6----------7 
Strongly Disagree             Neutral           Strongly Agree 
  
Comments:   
 
 
2. The Search task is intuitive. 
 
1----------2----------3----------4----------5----------6----------7 
Strongly Disagree             Neutral           Strongly Agree 
  
Comments:   
 
 
3. It was easy to recover when making an error in the search task. 
 
1----------2----------3----------4----------5----------6----------7 
Strongly Disagree             Neutral          Strongly Agree 
  
Comments: 
 
 
4. I was motivated to learn the task on display. 
 
1----------2----------3----------4----------5----------6----------7 
Strongly Disagree                   Neutral       Strongly Agree 
  
Comments: 
5. I completed searches quickly. 
 
1----------2----------3----------4----------5----------6----------7 
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Strongly Disagree                   Neutral       Strongly Agree 
  
Comments: 
 
 
6. The tasks became easier over the course of the session. 
 
1----------2----------3----------4----------5----------6----------7 
Strongly Disagree                   Neutral       Strongly Agree 
  
Comments: 
 
 
  
7. I was satisfied with the overall task experience. 
 
1----------2----------3----------4----------5----------6----------7 
Strongly Disagree                   Neutral       Strongly Agree 
  
Comments: 
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Verbal Interview Questions: 
1. What parts of the task were difficult to complete? 
 
 
 
2. What parts of the task were easy to complete? 
 
 
 
 
3. Do you believe the noise stimuli impacted your performance? Rate the impact on a scale 
of 1-10 with 1 being no impact at all? If so how? Which stimuli impacted you the most 
(short or long)? 
 
 
 
 
 
 
4. Were there any distractions during the task? If so, what were they? 
 
 
 
 
 
5. Did you find yourself completing tasks faster at end of the experiment? If so, why? 
 
 
 
 
 
 
6. Do you have any recommendations on improving this study? 
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6.2 Phase 1 
6.2.1 Video Instructions  
Video 1: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person with a red backpack coming 
off a train, the second target is a person wearing a red/grey/white coat carrying a bag, the third target is a 
person wearing a blue coat with a white/blue hat, and the fourth target is a person wearing a white coat 
and red hat. The secondary task will be to keep count of the number of groups of individuals (two or 
more) in the video. You can write tick marks on the paper in front of you. There will be a textbox in the 
upper right-hand corner of the video that will include the targets in the order that they appear. Targets 
could be non-overlapping or overlapping. Audio sounds may or may not be played during the video. You 
may begin when ready.  
Video 2: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a red coat carrying 
a white bag, the second target is a person wearing a dark blue coat carrying a black bag, the third target is 
a person wearing a white coat carrying a red, mostly black backpack, and the fourth target is a person 
wearing a blue coat and hat carrying a brown briefcase. The secondary task will be to keep count of the 
number of groups of individuals (two or more) in the video. You can write tick marks on the paper in 
front of you. There will be a textbox in the upper right-hand corner of the video that will include the 
targets in the order that they appear. Targets could be non-overlapping or overlapping. Audio sounds may 
or may not be played during the video. You may begin when ready.  
 
 
76 
 
Video 3: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person pushing a stroller, the 
second target is a person pushing another stroller, the third target is a person wearing a white coat 
carrying a green bag, and the fourth target is a person wearing a fur hood carrying a large white 
rectangular bag. The secondary task will be to keep count of the number of groups of individuals (two or 
more) in the video. You can write tick marks on the paper in front of you. There will be a textbox in the 
upper right-hand corner of the video that will include the targets in the order that they appear. Targets 
could be non-overlapping or overlapping. Audio sounds may or may not be played during the video. You 
may begin when ready.  
Video 4: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard 
when the target enters and the “6” key when the target exits. The first target is a person wearing 
an orange coat coming off a train, the second target is a person wearing a green coat coming off a 
train, the third target is a person wearing a red hat and yellow bag, and the fourth target is a 
person walking a dog. The secondary task will be to keep count of the number of groups of 
individuals (two or more) in the video. You can write tick marks on the paper in front of you. 
There will be a textbox in the upper right-hand corner of the video that will include the targets in 
the order that they appear. Targets could be non-overlapping or overlapping. Audio sounds may or may 
not be played during the video. You may begin when ready. 
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Video 5: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a light blue 
backpack, the second target is a person carrying a yellow bag, the third target is a person wearing bright 
blue pants, and the fourth target is a person wearing a white coat carrying a black backpack. The 
secondary task will be to keep count of the number of groups of individuals (two or more) in the video. 
You can write tick marks on the paper in front of you. There will be a textbox in the upper right-hand 
corner of the video that will include the targets in the order that they appear. Targets could be non-
overlapping or overlapping. Audio sounds may or may not be played during the video. You may begin 
when ready. 
Video 6: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is two people wearing orange coats, the 
second target is a person wearing a purple coat and red hat, the third target is a person pushing a stroller, 
and the fourth target is two people carrying yellow bags. The secondary task will be to keep count of the 
number of groups of individuals (two or more) in the video. You can write tick marks on the paper in 
front of you. There will be a textbox in the upper right-hand corner of the video that will include the 
targets in the order that they appear. Targets could be non-overlapping or overlapping. Audio sounds may 
or may not be played during the video. You may begin when ready. 
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Video 7: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a black and red 
coat with white pants, the second target is a person wearing a brown coat and white pants, the third target 
is a person wearing a white coat and red hat, and the fourth target is a person pushing a stroller. The 
secondary task will be to keep count of the number of groups of individuals (two or more) in the video. 
You can write tick marks on the paper in front of you. There will be a textbox in the upper right-hand 
corner of the video that will include the targets in the order that they appear. Targets could be non-
overlapping or overlapping. Audio sounds may or may not be played during the video. You may begin 
when ready. 
Video 8: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing white shoes 
carrying a backpack, the second target is a person wearing white pants, the third target is a person wearing 
a white coat carrying a black purse, and the fourth target is a person pushing a blue stroller. The 
secondary task will be to keep count of the number of groups of individuals (two or more) in the video. 
You can write tick marks on the paper in front of you. There will be a textbox in the upper right-hand 
corner of the video that will include the targets in the order that they appear. Targets could be non-
overlapping or overlapping.  Audio sounds may or may not be played during the video.  
You may begin when ready. 
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Video 9: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a red coat carrying 
a white bag, the second target is another person wearing a red coat carrying a white bag, the third target is 
a person pushing a stroller, and the fourth target is a person wearing an orange hat carrying a white bag. 
The secondary task will be to keep count of the number of groups of individuals (two or more) in the 
video. You can write tick marks on the paper in front of you. There will be a textbox in the upper right-
hand corner of the video that will include the targets in the order that they appear. Targets could be non-
overlapping or overlapping. Audio sounds may or may not be played during the video. You may begin 
when ready. 
Video 10: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a red coat, the 
second target is a person wearing a pink coat, the third target is a person pushing rolling luggage, and the 
fourth target is another person wearing a red coat. The secondary task will be to keep count of the number 
of groups of individuals (two or more) in the video. You can write tick marks on the paper in front of you. 
There will be a textbox in the upper right-hand corner of the video that will include the targets in the order 
that they appear. Targets could be non-overlapping or overlapping. Audio sounds may or may not be 
played during the video. You may begin when ready. 
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Video 11: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a white coat, the 
second target is a person wearing a white coat carrying black bags, the third target is a person wearing a 
white coat carrying a backpack, and the fourth target is a person wearing a red coat. The secondary task 
will be to keep count of the number of groups of individuals (two or more) in the video. You can write 
tick marks on the paper in front of you. There will be a textbox in the upper right-hand corner of the video 
that will include the targets in the order that they appear. Targets could be non-overlapping or 
overlapping.  Audio sounds may or may not be played during the video. You may begin when ready. 
Video 12: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a red coat, the 
second target is a person wearing a green coat, the third target is a person walking a dog, and the fourth 
target is a person carrying a red backpack. The secondary task will be to keep count of the number of 
groups of individuals (two or more) in the video. You can write tick marks on the paper in front of you. 
There will be a textbox in the upper right-hand corner of the video that will include the targets in the order 
that they appear. Targets could be non-overlapping or overlapping. Audio sounds may or may not be 
played during the video. You may begin when ready. 
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Video 13: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a green coat, the 
second target is a person wearing a brown coat and black hat, the third target is a person wearing a red 
coat, and the fourth target is a person wearing a black coat and white scarf. The secondary task will be to 
keep count of the number of groups of individuals (two or more) in the video. You can write tick marks 
on the paper in front of you. There will be a textbox in the upper right-hand corner of the video that will 
include the targets in the order that they appear. Targets could be non-overlapping or overlapping. Audio 
sounds may or may not be played during the video. You may begin when ready. 
 
Video 14: 
The main objective is to identify the visual targets, and to press the “4” key on the keyboard when the 
target enters and the “6” key when the target exits. The first target is a person wearing a red coat carrying 
a bag, the second target is two people wearing white coats, the third target is a person wearing a purple 
coat, and the fourth target is another person wearing a purple coat. The secondary task will be to keep 
count of the number of groups of individuals (two or more) in the video. You can write tick marks on the 
paper in front of you. There will be a textbox in the upper right-hand corner of the video that will include 
the targets in the order that they appear. Targets could be non-overlapping or overlapping. Audio sounds 
may or may not be played during the video. You may begin when ready. 
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Video Group of 
Individuals 
(count) 
Primary Visual Target Target in 
time (sec) 
Target out 
time (sec) 
1 11 Person carrying red backpack 6.934 17.696 
  Person with red, grey, and white 
coat 
21.473 37.593 
  Person with blue coat 53.723 62.603 
  Person with white coat and red 
hat 
82.451 91.291 
2 14 Person with red coat 60.587 70.707 
  Person with dark blue coat and 
black bag 
82.613 99.093 
  Person with white coat and red 
backpack 
90.484 101.404 
  Person with blue coat and 
brown briefcase 
98.063 116.943 
3 13 Person pushing a stroller 10.209 28.129 
  A different person pushing a 
stroller 
60.691 73.691 
  Person with white coat and 
green bag 
76.797 87.717 
  Person with large white 
rectangular bag 
91.474 102.874 
4 17 Person with orange coat 4.133 12.478 
  Person with green coat 12.112 21.872 
  Person with red hat and yellow 
bag 
13.328 25.091 
  Person walking a dog 112.806 121.246 
5 11 Person carrying a blue backpack 1.764 10.644 
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  Person carrying a yellow bag 15.652 24.812 
  Person with bright blue pants 43.316 52.596 
  Person with white coat and 
backpack 
76.641 89.201 
6 20 Two People wearing orange 
coats 
40.337 51.257 
  Person with purple coat and red 
hat 
55.928 66.348 
  Person pushing a stroller 63.792 74.339 
  Two people with yellow bags 66.812 81.532 
7 12 Person with black/red coat and 
white pants 
18.239 29.199 
  Person with brown coat and 
white pants 
31.713 42.833 
  Person with white coat and red 
hat 
53.264 61.962 
  Person pushing a stroller 98.756 109.516 
8 13 Person with white shoes and 
backpack 
3.729 15.249 
  Person with white pants 11.808 22.688 
  Person with white coat and 
black purse 
19.388 48.988 
  Person pushing a blue stroller 99.287 117.487 
9 19 Person with red coat 22.047 34.287 
  A different person with red coat 23.807 33.527 
  Person pushing a stroller 28.498 41.698 
  Person with orange hat carrying 
a bag 
101.897 110.577 
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10 12 Person with red coat 18.419 25.699 
  Person with pink coat 88.288 101.808 
  Person pulling rolling luggage 95.358 105.798 
  A different person with red coat 98.605 110.245 
11 9 Person with white coat 2.689 12.809 
  Person with white coat carrying 
black bags 
28.266 44.666 
  Person with white coat and 
backpack 
54.765 67.565 
  Person with red coat 91.934 106.905 
12 18 Person with red coat 19.557 37.917 
  Person with green coat 60.126 68.646 
  Person walking a dog 79.908 90.348 
  Person carrying red backpack 96.623 110.783 
13 13 Person with green coat 0.084 7.804 
  Person with brown coat and 
black hat 
19.648 37.968 
  Person with red coat 79.102 94.022 
  Person with black coat and 
white scarf 
97.880 112.880 
14 18 Person with red coat carrying 
bags 
11.340 29.740 
  Two people with white coats 17.932 27.492 
  Person with purple coat 25.196 35.476 
  A different person with a purple 
coat 
48.059 58.579 
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6.2.2 Connecting Letters Reports 
Secondary Task Performance: 
 
 
Target Fixation Count Rate: 
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Target Fixation Duration Rate: 
 
 
Target List Fixation Count: 
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Target List Fixation Duration: 
 
 
Target Transition Rate: 
 
 
Target List Transition Rate: 
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Target-in Latency: 
 
 
Target-out Latency: 
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Total Missed Targets: 
 
 
Total False Alarms: 
 
6.3 Phase 2 
6.3.1 Video Instructions  
The instructions were read to the participants prior to the start of the practice video and were as 
followed. The main objective is to identify the visual targets, and to press the “4” key on the keyboard 
when the target enters and the “6” key when the target exits. There will be a textbox in the upper right-
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hand corner of the video that will include the targets in the order that they will appear. Targets could be 
non-overlapping or overlapping. Audio sounds may or may not be played during the video. 
Video Primary Visual Target Target in time 
(sec) 
Target out time 
(sec) 
1 Person with red, grey, and white coat 21.452 37.612 
 Person with blue coat and white/blue hat 53.686 62.726 
 Person with white coat and red hat 82.512 91.312 
 Person with red coat and white bag 180.906 191.186 
 Person with dark blue coat 203.169 219.569 
 Person with white and red coat carrying a 
backpack 
211.027 221.907 
2 Person with green coat  11.811 21.931 
 Person with a red hat and yellow bag 13.287 25.127 
 Person walking a dog 112.827 121.347 
 Person pushing a stroller 136.023 153.863 
 A different person pushing a stroller 186.528 199.528 
 Person wearing a fur hood with large white 
rectangular bag 
217.229 228.642 
3 Two people wearing orange coats 40.350 51.430 
 Person pushing a stroller 63.772 74.412 
 Two people with yellow bags 66.498 81.538 
 Person carrying a light blue backpack 122.496 131.456 
 Person with bright blue pants 164.099 173.419 
 Person with white coat and black backpack 197.266 210.066 
4 Person with red coat  18.230 25.710 
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 Person with pink coat 88.319 101.839 
 Person pulling rolling luggage 95.348 105.788 
 Person with a black/red coat and white pants 138.862 149.822 
 Person with white coat and red hat 173.785 182.585 
 Person pushing a stroller 219.350 230.110 
5 Person with red coat  19.714 38.034 
 Person with green coat 60.116 68.676 
 Person walking a dog 79.906 90.386 
 Person with red coat carrying a white bag 142.722 153.682 
 A different person with red coat carrying a 
white bag 
144.573 154.293 
 Person with orange hat carrying a white bag 222.682 231.322 
6 Person with white coat and white hat 28.349 44.709 
 Person with white coat and backpack 54.786 67.626 
 Person with red coat 91.947 106.867 
 Person with white pants 131.873 142.713 
 Person with white coat and black purse 139.417 169.017 
 Person pushing a blue stroller 219.646 237.206 
7 Two people with white coats 17.857 27.537 
 Person with purple coat 25.137 35.417 
 A different person with a purple coat 48.072 58.592 
 Person with green coat and backpack 120.123 127.883 
 Person with brown coat and black hat 139.722 158.002 
 Person with black coat and white scarf 217.919 232.919 
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