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ABSTRACT

MODELING AND DATA ANALYSIS OF CONDUCTIVE
POLYMER COMPOSITE SENSORS

Hua Lei
Department of Chemical Engineering
Doctor of Philosophy

Conductive polymer composite sensors have shown great potential in identifying
gaseous analytes. To more thoroughly understand the physical and chemical mechanism
of this type of sensors, a model was developed by combining two sub-models: a
conductivity model and a thermodynamic model, which gives a relationship between the
vapor concentration of analyte(s) and the change of the sensor signals. In this work, 64
chemiresistors representing eight different carbon concentrations (8–60 vol.% carbon)
were constructed by depositing thin films of a carbon black–polyisobutylene composite
onto concentric spiral platinum electrodes on a silicon chip. The responses of the sensors
were measured in dry air and at various vapor pressures of toluene and trichloroethylene.
Three parameters in the conductivity model were determined by fitting the experimental
data. It was shown that by applying this model, the sensor responses can be predicted if

the vapor pressure is known; furthermore the vapor concentration can be estimated based
on the sensor responses. This model will guide the improvement of the design and
fabrication of conductive polymer composite sensors for detecting and identifying
organic vapors.
A novel method was developed to optimize the selection of polymeric materials to
be used within a chemiresistor array for anticipated samples without performing
preliminary experiments. It is based on the theoretical predicted responses of
chemiresistors and the criterion of minimizing the mean square error (MSE) of the
chemiresistor array. After the number of chemiresistors to be used in an array and the
anticipated sample chemistry are determined, the MSE values of all combinations of the
candidate chemiresistors are calculated. The combination which has the minimum MSE
value is the best choice. This can become computationally intensive for selection of
polymers for large arrays from candidates in a large database. The number of
combinations can be reduced by using the branch and bound method to save computation
time. This method is suitable for samples at low concentrations where thermodynamic
multi-component interactions are linear.
To help users apply this polymer selection method for the sensors, a website
including 10 solvents and 10 polymers was developed. Users can specify a target sample
and obtain the best set of polymers for a sensor array to detect the sample.
The activities of trichloroethylene and toluene in polyisobutylene were measured
at very low concentrations. The activities for toluene are consistent with published values
at higher concentrations. The values for trichloroethylene are a new contribution to the
literature.
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Chapter 1. Introduction

Chemical sensors are devices which are sensitive to changes in their environment,
convert the changes into electrical signals, and give quantitative or qualitative feedback
of these changes. Such sensors have been widely used in such applications as emission
monitoring, process control, home safety alarms, environmental monitoring and control,
and more. With increasing concerns about pollution, health, and safety, there is an
escalating need and desire to monitor many aspects of our world in real time with
sensors. Improvements in chemical sensors have produced both economic and social
benefits.
Most chemical sensors are small, probe-like devices. They can be used to monitor
dynamic fluctuations of sample species in real time or provide feedback for control
purposes. The responsive chemicals employed in chemical sensors can respond to various
analytes in their surroundings, producing changes in reactivity, optical or electrical
properties, or changes in temperature or mass. Thus, there are many kinds of chemical
sensors for various applications and uses with diverse forms of analytes.
This work focuses on conductive polymer composite sensors (chemiresistors)
which respond to analytes by producing a change in the composite resistivity when these
sensors swell in the vapor environment of the analyte. One composite can respond to
many different analytes, and different analytes can be distinguished by the responses of
1

an array of chemiresistors; the same mechanism is used in the mammalian olfactory
system to distinguish thousands of odors.
There are two main objectives of this research:
1.

To model conductive polymer composite sensors
Although, many conductive polymer composite chemiresistor sensors
have been developed, little work has been done to mathematically model
them. The first objective of this work was to develop a model which can
predict the responses of the sensors based on the conductive and
thermodynamic properties of the polymers and analytes. This model will
enable scientists to better understand chemiresistor sensors and will guide
them in improving such sensors.

2.

To optimize the selection of polymers for chemiresistor sensors
The selection of polymers to use in a sensor array for the given
samples is very critical in the design of an effective chemiresistor array. The
second objective of this work includes: (1) developing a database containing
the thermodynamic properties of polymers and analytes by which polymer
swelling in the analytes can be estimated; (2) developing a sensor selection
algorithm that can choose the best sensor array for the given samples based on
polymer swelling information. Combining the database and the selection
algorithms, an optimal sensor array can be selected for the given or
anticipated samples.

2

Chapter 2. Literature Review

2.1 Chemical Sensors
The definitions of chemical sensors are not always consistent in the literature
because there is ambiguity in the definition and distinction between a chemical sensor
and a physical transducer. For example, a chemical sensor can be defined as a device that
responds to a particular analyte in a selective way through a chemical or physical reaction
and that can be used for the qualitative or quantitative determination of the analyte [1]; a
physical transducer is defined as a device that changes one type of signal into another
type. A chemical sensor consists of a sensing element that responds to the environment,
and a transducer converts that response into an electrical or physical signal which can be
easily monitored. Usually, a physical transducer is integrally incorporated as a part of a
chemical sensor, while the overall characters of a chemical sensor are determined by
some type of chemically selective membrane, film or layer at the sensing tip. Thus,
Janata and Bezegh defined chemical sensors by emphasizing both the role and the
fundamental elements of the devices: “a chemical sensor is a device which furnishes the
user with information about its environment; it consists of a physical transducer and a
chemically selective layer” [2].
Based on the transducer type, chemical sensors can be categorized into the
following groups [1]:
3

1. Electrochemical
An electrochemical sensor obtains a signal based on the electrochemical
reactions in the system. The ion-selective electrode is a typical electrochemical
transducer which measures the cell potential at zero current. On the surface of an
ion-selective electrode, a selective chemical reaction takes place and produces an
interfacial potential. A cell can be constructed by using two ion-selective
electrodes as shown in Figure 2.1. This cell involves zinc and copper electrodes in
solutions of ZnSO4 and CuSO4, respectively. The salt bridge provides the
electrical connection between the two half-cells. The reactions of both half-cell
are as follows:
Cu2+ + 2e- = Cu

(2-1)

Zn = Zn2+ + 2e-

(2-2)

Figure 2.1 Electrochemical cell

4

The potential of the electrochemical cell is given by the differences between the
potentials on the interfaces of both electrodes. If the cell is considered to be
electrochemical sensor, the potential signal indicates the electrochemical reaction
in the cell.
More details about electrochemical sensors and their application can be
found in references [2-4].
2. Optical
Optical sensors rely on the spectroscopic measurements associated with
chemical reactions. Many optical phenomena, such as absorbance, reflectance,
and luminescence, are applied in different types of optical sensors. Optical
sensing techniques are often employed in conjunction with optical fibers, which
reduces the size of optical sensors and endows remote sensing capacities. Figure
2.2 shows the basic principle of absorbance measurements. The incident light
goes along the first optical fiber and passes through the sample cell. The
transmitted light is collected by the second optical fiber which leads to the
detector.

Figure 2.2 Configuration of absorbance measurement [1]
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More details about optical sensors and their application can be found in
references [2, 4, 5].
3. Mass Sensitive
The piezoelectric effect is widely used in mass sensitive sensors in which
anisotropic crystals (such as quartz) produce electrical signals under mechanical
stress. For example, quartz crystal microbalances (QCM) are designed based on
this phenomenon. The resonance frequency of the quartz crystal is very sensitive
to the mass of the crystal (including mass on the surface of the crystal).
Another type of mass sensitive device is the surface acoustic wave (SAW)
sensor which detects a change in mass on the surface of an oscillating crystal.
SAW sensors are constructed by forming metal electrodes on the surface of a
piezoelectric substrate. A selective absorbing material is coated on the surface
between the two interdigitated electrodes (Figure 2.3). The radio frequency
voltage is employed to produce a Rayleigh surface acoustic wave.

Figure 2.3 Surface acoustic wave (SAW) sensor [1]
6

When the coated material absorbs sample molecules and increases its surface
mass, the frequency of the wave changes. Changes in the modulus of the coating
also affect the frequency. Thus the response of a SAW sensor is a complicated
and non-linear function of the amount of absorption.
More information about QCM, SAW and other mass sensors can be found
in references [2, 4, 6, 7].
4. Heat sensitive
Thermal sensors monitor the heat of chemical reactions with a transducer
such as a platinum resistance thermometer. The Pellister-catalytic gas sensor is a
classic thermal sensor which is shown in Figure 2.4. In application, the electric
current passes through the platinum wire and heats the catalyst to the combustion
temperature of the flammable gases. The reaction taking place on the catalyst
layer further increases the temperature of the platinum wire, and in turn increases
the electric resistance, which is then measured. The total concentration of the
flammable gases is estimated in terms of the change of resistance of the platinum
wire.
More information about thermal sensors can be found in references [2, 4,
6, 7].

7

Figure 2.4 Pellistor gas sensor [1]

2.2 Chemical Sensor Array
The conventional design of chemical sensors uses a “lock-and-key” approach,
wherein a specific receptor is synthesized to bind the analyte strongly and selectively.
The disadvantage of this approach is that it is only appropriate to identify a specific
analyte with controlled backgrounds and interferences but is not useful for analyzing
complex mixtures. In addition, it is necessary to synthesize a unique and highly selective
receptor for each individual target compound. Thus these sensors cannot respond
appropriately to a wide variety of environmental conditions.
Another approach is to use an array of different sensors, with each sensor chosen
to respond to classes of chemicals, which simulates the mammalian olfactory system. In
this design, no sensor in the sensor array is highly selective to any given analyte, but each
sensor responds differently from the others to a given analyte. This allows a sensor array
to respond and distinguish a large number of analytes. In other words, identification of an
analyte cannot be accomplished from the response of a single sensor; however, a distinct
pattern of responses in the array of sensors can provide a fingerprint from which the
8

analyte can be classified, identified, and perhaps quantified (Figure 2.5) [8]. After the
sensor array is calibrated, it can provide both quantitative and qualitative information of
the composition of a mixture, often in the presence of large and varying background
interference.

Figure 2.5 Response of a collection of different but nonspecific sensors used to generate a
complex pattern for a given analyte. Pattern recognition processing can then be used to
identify analytes on the basis of these patterns [8].

Many types of sensors have been used to form sensor arrays [8]. These include
metal oxide sensors, optical vapor sensing sensors, electrochemical sensors, acoustic
wave sensors, intrinsically conducting polymer chemiresistors, and conductive polymer
composite chemiresistors. These sensor arrays have been applied in various areas, such as
food, fragrances, environmental monitoring, medical diagnostics, chemical processing,
and many others. This research focuses on conductive polymer composite sensors.

9

2.3 Conductive Polymer Composite Sensor Array
Conductive polymer composite sensor arrays made from composites of
conductive carbon black dispersed in thermoplastic polymers have been developed and
studied extensively by Lewis [8-11], Ho [12-14] and others [15-21]. Since the response
of the sensor to an analyte is the change in the resistance of the polymer composite, this
type of device is called a “chemiresistor”. Upon exposure to an analyte, the analyte
diffuses into the polymer composite and the polymer swells, which causes the dispersed
conductive carbon particles to move further apart from each other. As the result, the
resistance of the sensor increases (Figure 2.6). An array of polymer composite sensors
can be constructed from a wide variety of polymers which have different responses to
various analytes. For example, poly(N-vinyl-pyrrolidone) swells substantially in water
vapor, but very little in benzene; whereas poly(ethylene-co-vinyl acetate) swells very
little in water vapor, but extensively in benzene. These types of composite sensors
significantly outperformed the semiconductor and conductive polymer sensors in
comparison tests using 19 analytes [22].

10

Figure 2.6 Volatile organic compound (VOC) detection by a thin-film chemiresistor: (a)
electrical current (I) flows across a conductive thin-film carbon-loaded polymer deposited
on a micro-fabricated electrode; (b) VOCs absorb into the polymer, causing it to swell
(reversibly) and break some of the conductive pathways, which increases the electrical
resistance.

The principle, fabrication and application of the conductive polymer composite
chemiresistor arrays have been summarized by Albert et al. in their review [8].
Conductive polymer composite sensors are often fabricated by dip coating or spin casting
onto an interdigitated electrode circuit. Conductive polymer composite chemiresistor
arrays can detect regular solvents (such as acetone, benzene, and more [10]), distinguish
between similar chemicals (such as ethanol and methanol [9]) and even recognize
chemicals used in the chemical weapons [23]. It had been shown that the qualitative
performance of the array increases as the number of chemiresistor sensors increases [8].
The advantages of this type of sensor arrays include: (1) the diversity of the arrays can be
controlled by selecting various polymers, polymer blends [9], and conductive particles;
(2) their sensing capacity can be controlled by changing the loading of conductive
particles; (3) their sensitivity could be as high as 0.25 part per billion [10]. The
disadvantage is that the responding time of chemiresistor sensors relies on the diffusion
11

of the analytes in the polymers. Therefore, their response time is in the range from 10 to
hundreds of seconds.

2.4 Modeling Chemiresistor Sensor
No previous work has been published to model a chemiresistor. To describe the
physics of such a sensor, two models are necessary: a thermodynamic model and an
electrical conductivity model. The thermodynamic model gives the relationship between
the concentration of each component in the vapor phase and those in the polymer phase.
This governs how much the polymer swells and how far the conductive particles move
from each other in response to the gas-phase composition. The conductivity model
describes the relationship between the concentration (and thus interparticle distance) of
each component in the polymer phase, and the resistance of the composite film.

2.4.1 Electrical Conductivity Model
Percolation theory has been used to describe the mechanism of conduction within
chemiresistors [8]. When the concentration of conductive particles is very low, there are
no connected pathways for electrical conduction that penetrate or percolate entirely
through the composite, and the resistivity of the composites remains infinitely high. As
the conductor concentration increases, a point is attained (called the percolation
threshold) at which the first connected conductive pathway extending through the
composite is constructed. Further increasing the conductor concentration forms more
connected pathways, and the resistivity decreases as the conductor concentration
increases.

12

In the percolation model, the resistivity, ρ, of a conducting composite is predicted
by

ρm =

( z − 2) ρ c ρ p
A + B + [( A + B) 2 + 2( z − 2) ρ c ρ p ]1 / 2

(2-3)

where
f ⎤
⎡
A = ρ c ⎢− 1 + ( z / 2 )( 1 − c )⎥
f ⎦
⎣
⎡ zf
⎤
B = ρ m ⎢ c − 1⎥
⎣2 f
⎦
and ρm is the resistivity of composite mixture, ρc is the resistivity of the low resistance
(carbon black) phase, ρp is the resistivity of the high resistance (polymer) phase, z is the
coordination number of the conductive filler particles, fc is the critical volume fraction of
the low resistance (carbon) component (or percolation threshold), and f is the volume
fraction of the low resistance (carbon) phase.
The difficulty in using the classical percolation model is that the model is
applicable only near the critical transition point where the system moves from insulator to
conductor, and only when the matrix phase is a perfect insulator [24]. Neither of these
requirements is valid in the carbon-polymer composites employed in chemiresistors,
because chemiresistors are applied in a wide range of carbon fractions (f), and many
polymers used in chemiresistors are not perfect insulators.
Effective media theory is another theory used to predict the electrical conductivity
of the polymer-conductive particle composite [25]. There are two limiting theories
described by different equations in this theory. The symmetric theory models the random
mixture of two components that form an interpenetrating network. The asymmetric
13

theory models the mixture where the surfaces of the particles of one component are
completely covered by the other component. Therefore, each limiting theory is only
applicable in the limiting range of the conductive particle concentration in the composite.
McLachlan developed the general effective media (GEM) equation which was
postulated from the effective media theory, and which does not have its severe limitations
nor those of the percolation theory. For example, the GEM equation can be applied to the
whole range of the composite composition both above and below the percolation
threshold [24, 26-31]. The GEM equation relates the composite resistivity to the
concentration of the various components:

(

f ρc

ρc

−1 / k

−1 / k

− ρm

−1 / k

+ Cρ m

−1 / k

) + (1 − f )(ρ
ρp

−1 / k
p

−1 / k

− ρm

+ Cρ m

−1 / k

−1 / k

)=0

(2-4)

where

C=

1 − fc
fc

and k is a constant.
This equation has been used to successfully predict electrical conductivity,
thermal conductivity and dielectric constants of composites [26, 27].
Since only the resistance (but not the resistivity ρ) of the composite can be
measured, in order to use the GEM equation, the geometry should be known in order to
relate resistance to resistivity. Resistivity ρ can be obtained from Equation 2-5:

ρ=

RA
L

(2-5)
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where R is the resistance, A is the cross section of the material normal to the current flow,
L is the length between source electrodes. An additional complication is that only the sum
of the volume fraction of the polymer and of the absorbed vapors (1-f) can be obtained
from the GEM equation. The volume fractions of each component (the polymer and
vapors) have to be calculated independently. Only then can the concentration of each
component in the polymer phase be calculated from the resistance of the conductive
polymer composite.

2.4.2 Thermodynamic Model
To use the classical polymer solution theory, the absorption of analyte into the
carbon black is assumed to have no impact on the conductivity of the conductive polymer
composites used in this research.

2.4.2.1 Thermodynamics Model for Solvent/Polymer Binary System
This analysis considers a system consisting of a polymer composite, air (or nonreactive carrier gas), and analyte (volatile organic compound (VOC)) mixed in the air.
Since the carbon black is assumed to not absorb analyte, it will be excluded from our
equations. Similarly air has negligible solubility in polymers (compared to analyte), so it
is also excluded. Thus, the system can be regarded as a solvent/polymer binary system
(for a single analyte).
The theory used in a binary system is based on the Flory-Huggins theory for
polymer solutions and was further developed by Tompa who derived the following
equations [32]:
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Δμ 1
1⎞
⎛
2
= ln φ1 + ⎜1 − ⎟φ 2 + χ12 φ 2
RT
⎝ m⎠

(2-6)

Δμ 2
2
= ln φ 2 − (m − 1)φ1 + mχ12 φ1
RT

(2-7)

where

m=

v2
v1

The subscripts refer to solvent (1), and polymer (2). The R is the gas constant and T is the
absolute temperature; μi and φi represent the chemical potential and the volume fraction
of component i, respectively; χ12 is the solvent/polymer interaction parameter; vi is the
molar volume of species i. The reference state is the pure component phase at 25 ºC. At
equilibrium, the concentration of the polymer and analyte in the polymer phase and the
vapor phase can be computed by applying Equation 2-8:
Δμ1, g = Δμ1, p

(2-8)

with the constraints:

∑φ

i,g

= 1 and

i

∑φ

i, p

=1

i

where g and p represent the vapor phase and the condensed phase (swollen polymer),
respectively. This equation can be further simplified by setting φ2g=0, because the
concentration of the polymer in the vapor phase is negligible. Combination of Equations
2-6 to 2-8 then gives:
⎛ P ⎞
1⎞
⎛
2
ln⎜⎜ 1 ⎟⎟ = ln φ1 + ⎜1 − ⎟φ 2 + χ12 φ 2
⎝ m⎠
⎝ P1 * ⎠

(2-9)

where P1 is the vapor pressure of the analyte and P* is the saturated vapor pressure of the
analyte.
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2.4.2.2 Thermodynamics Model for a Nonsolvent/Solvent/Polymer Ternary System
In polymer physics, a solvent is defined as a liquid which has appreciable
solubility in a given polymer and can cause the polymer to swell or even dissolve; a
nonsolvent is a liquid in which the polymer has little or no solubility and which can not
cause the polymer to swell significantly. The nonsolvent/solvent/polymer ternary system
is important because water vapor (commonly a nonsolvent) can not be neglected in the
practical experimental measurements in an outdoor environment. The following
equations are for a ternary system based on Flory’s theory and Tompa’s work [33]:

ν
ν
ν
Δμ1
= ln φ1 + 1 − φ1 − 1 φ 2 − 1 φ3 + ( g12φ 2 + g13φ 3 )(φ 2 + φ 3 ) − g 23 1 φ 2φ3
RT
ν2
ν3
ν2
⎞
⎛ dg ⎞
ν
2 ⎛ dg ⎞
2 ⎛ dg
− u1u 2φ 2 ⎜⎜ 12 ⎟⎟ − φ1φ 3 ⎜⎜ 13 ⎟⎟ − 1 φ 2φ 3 ⎜⎜ 23 ⎟⎟
⎝ du 2 ⎠
⎝ dφ 3 ⎠ ν 2
⎝ dφ 3 ⎠

(2-10)

⎛
⎞
Δμ 2
ν
ν
ν
ν
= ln φ 2 + 1 − φ 2 − 2 φ1 − 2 φ 3 + ⎜⎜ g12φ1 2 + g 23φ 3 ⎟⎟(φ1 + φ 3 ) − g13 2 φ1φ 3
ν1
ν3
ν1
ν1
RT
⎝
⎠
+ u1u 2

⎛ dg ⎞
⎛ dg ⎞
ν 2 ⎛ dg12 ⎞ ν 2
⎟⎟ − φ1φ 3 2 ⎜⎜ 13 ⎟⎟ − φ 2φ 3 2 ⎜⎜ 23 ⎟⎟
φ1 ⎜⎜
ν 1 ⎝ du 2 ⎠ ν 1
⎝ dφ 3 ⎠
⎝ dφ 3 ⎠

(2-11)

⎛ ν
⎞
Δμ 3
ν
ν
ν
ν
= ln φ 3 + 1 − φ 3 − 3 φ1 − 3 φ 2 + ⎜⎜ g13 3 φ1 + g 23 3 φ 2 ⎟⎟(φ 2 + φ1 ) − g12 3 φ1φ 2
ν1
ν2
ν2 ⎠
ν1
RT
⎝ ν1
⎛ν
⎛ dg ⎞ ⎞
⎛ dg ⎞ ν
+ ⎜⎜ 3 φ1 ⎜⎜ 13 ⎟⎟ + 3 φ 2 ⎜⎜ 23 ⎟⎟ ⎟⎟(φ1 + φ 2 )φ 3
⎝ ν 2 ⎝ dφ 3 ⎠ ν 2 ⎝ d φ 3 ⎠ ⎠

(2-12)

The subscripts refer to nonsolvent (1), solvent (2), and polymer (3). The R is the gas
constant and T is the absolute temperature; ni and φi represent the number of moles and
volume fraction of component i, respectively; g13 is the nonsolvent/polymer interaction
parameter, which is generally concentration independent; χ12 is the solvent/nonsolvent
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interaction parameter, which is a function of u2, where u2 = φ2/(φ2 + φ1). The χ23 is the
solvent/polymer interaction parameter, which is usually a function of φ3. The vi is pure
molar volume of species i. Generally, the following equation is used to solve the bimodal
curve at equilibrium:
Δμ i , g = Δμ i , p i = 1, 2, 3

(2-13)

with the constraints:

∑φ

i,g

= 1 and

i

∑φ

i, p

=1

i

where g and p represent the dilute phase (gas or liquid) and the condensed phase (swollen
polymer), respectively.
The previous analysis generally refers to a closed system. When an open system
with flowing gas is employed, there is no polymer in the gas phase and φ3g = 0.
Therefore the equation of the third component of Equation 2-12 is undefined, and only
two equations can be used:
Δμ i , g = Δμ i , p i = 1, 2

(2-14)

Equations 2-10, 2-11 and 2-14 have been applied successfully for
nonsolvent/solvent/polymer ternary systems [34-36].

2.5 Sensor Selection
Many types of polymers can be used to construct chemiresistor sensors.
Therefore, scientists and engineers must answer the questions: “How does one choose the
combination of polymers to use in the sensor array for the given samples? Some polymer
sets must be better than others, so which set is the best?”
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2.5.1 Current Sensor Selection Methods
If we assume that the sensor response to a mixture of several analytes is a linear
combination of the sensor responses to individual analytes, we can use multicomponent
analysis, matrix algebra and statistical methods to study the responses of a sensor array to
a mixture of analytes. Many statistical methods have been employed to analyze the raw
sensor responses, including linear discriminate analysis (LDA), principle component
analysis (PCA), principle component regression (PCR), partial least squares (PLS),
neural networks (NN), and more [37].
The LDA technique is used to classify (but not quantify) analytes. The
discriminants are linear combinations of sensor response; analytes are classified by
calculating the discrimniant functions of responses of the sensor array for each analyte.
In the PCA, the coordinate axes of “sample response space” are re-defined by
principle components which are the optimum linear combinations of original axes.
Usually, the sensor responses can be represented by two or three principle components.
Thus, the dimensionality of the data can be reduced or the response can be represented by
fewer dimensions. PCA is usually used to classify new or unknown analytes.
The PCR technique is a regressive method to obtain the regression coefficients
based on the principle components of the responses. Thus quantitative concentrations can
be predicted for unknown samples.
The PLS method is similar to PCR, but its regression procedure involves the
calibration concentrations. With PCA and LDA, sensor arrays can be qualitatively
optimized to distinguish and classify samples [17, 38]. By using quantitative analysis,
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sensor arrays can be optimized with PCR and PLS, but it is iterative and computationally
and experimentally expensive [39].
The NN technique is a statistical technique which maps inputs to outputs in term
of inferring functions [40]. It is used to extract patterns and detect trends from the data
which are too complex to be analyzed by other techniques. The feed-forward (FF) NN is
the most widely used NN technique for the analysis of sensor arrays [41]. Typically, it
has three layers: an input layer, a hidden layer, and an output layer. Data start from the
input layer, pass through the network layer by layer, and finally reach the output layer.
Since there is no feedback between layers, it is called a feed-forward neural network. The
feed-forward (FF) NN technique has been used extensively to classify analytes.

2.5.2 Evaluation of Sensor Arrays
In order to describe the principles of sensor selection algorithms, some
nomenclature must to be defined. In the following description, boldface capital letters are
used for matrices (e.g., S), superscript T for transposed matrices (e.g., ST), superscript +
for the pseudoinverse (e.g., S+), superscript -1 for the inverse matrix operation (e.g., S1

), boldface small letters for vectors (e.g., s), and small letters for scalars (e.g., c). The ||r||

designates the Euclidian norm of the vector. The identity matrix is designated by I.
For a sensor array having p different sensors, the response output to a mixture of
m analytes is given by
r = Sc + e

(2-15)

where r is a p × 1 vector of responses, c is a m × 1 vector of concentrations of the m
analytes (in a mixture), e is the p × 1 vector of errors, and S is the p × m sensitivity matrix
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of the sensor array to the analytes. Each element sij in the sensitivity matrix is the
response of the i-th sensor in the array to the j-th analyte in the sample. The values in the
columns of S are responses of the sensor elements to the pure components at unit
concentration. Here we set p ≥ m, so that the problem is not underspecified. Given a
response r to a sample of unknown concentration but known components, a prediction for
c can be obtained by
c = S+ (r - e)

(2-16)

where S+ ( = (STS)-1ST ) is the pseudoinverse of matrix S. The nature of the errors e in
Equations 2-15 and 2-16 is critical to selecting sensor arrays. If no errors were present in
both the calibration and the measurement, and if all sensors responded differently to
different samples, any sensor array would be perfect in measuring the concentration of
analytes. However, in the presence of error or noise, some sensor arrays will be better
than others in accurately predicting concentrations.

2.5.3 Error Criteria
In order to develop sensor selection algorithms, criteria have to be defined to
evaluate sensor arrays. Two criteria are widely used. One is root-mean-square error in
calibration (RMSEC) [42] which is defined as
m

RMSEC =

∑ (c'
k =1

k

m

−c k ) 2

m

=

∑e
k =1

2
k

(2-17)

m

where ck denotes the true k-th concentration, ck’ is predicted k-th concentration calculated
by
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c' = S + r

(2-18)

and ek is the difference between the true and predicted values.
Another measure is the predicted residual error sum of squares (PRESS) [43],
which is defined as
m

m

PRESS = ∑ (c' k −c k ) = ∑ ek
k =1

2

2

(2-19)

k =1

Both of these error measurements calculate the sum of the squares of the differences
between the predicted concentrations and the actual concentrations. A sensor array that
has the lowest value of RMSEC and PRESS will be the best in terms of accurate
prediction of concentration.

2.5.4 Error Analysis
Since the criteria for evaluating sensor arrays are defined based on the deviation
from the true chemical quantity (which is the error e shown in Equation 2-15), details
about the error e need to be introduced. Error e in Equation 2-15 comes from several
factors [36]: (a) the precision in the response to the unknown sample, (b) the precision in
measuring the calibration data (the precision of the values in the sensitivity matrix S), (c)
deviation of the true model from the hypothesized linear model, and (d) normal
distributed random noise generated from the devices during the measurement. Any
background signal is considered to be incorporated in the sensitivity matrix S during the
calibration process, so it is not involved in the error e. The criteria RMSEC and PRESS
calculate the comprehensive errors that include all factors through (a) to (d).
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2.5.5 Selectivity and Sensitivity
The error is primarily related to two features of merit: one is sensitivity which
refers to how strongly the sensors respond to analytes in the samples; the other one is
selectivity which refers to how well a sensor can distinguish one analyte from another. It
has been shown that when the sensitivity and selectivity are good, the deviation of the
predicted concentration from the true concentration is small, which means that the total
the error is small [44]. In the following subsections, various definitions of sensitivity and
selectivity are reviewed, and the numerical relationship between error and sensitivity or
selectivity is also developed.

2.5.5.1 Selectivity Defined with Net Analyte Signal (NAS)
Up to now, the best theoretical method for evaluating selectivity was developed
by Lorber [36]. In his method, “net analyte signal (NAS)” was defined as the part of the
response (invoked by a specific analyte) that is orthogonal to the responses of the other
analytes. This definition arises from the properties of solving a set of linear equations in a
matrix. The part of the response that is NOT orthogonal to the responses of the other
analytes is a linear combination of the responses of the other analytes. Only the
orthogonal part is unique to the specific analyte. Therefore this part of the data is useful
for selectivity and quantitation. In general, to find v, the part of a vector u that is
orthogonal to the matrix X, one calculates
v = (I – XX+)u

(2-20)
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where I is the identity matrix and (I – XX+) is a projection matrix. Likewise the
orthogonal part, sk*, of the response vector sk (which corresponds to the k-th analyte in
the sensitivity matrix) is
sk* = (I – SkSk+)sk

(2-21)

where Sk is the p × (m – 1) matrix of analytes except the k-th component. This sk* is
called the net analyte signal. One wants to select the sensor materials (i.e. polymers) such
that the resulting S-matrix produces large values in sk*. Lorber quantifies the selectivity
for analyte k as the ratio of the norm of the net analyte signal to the norm of the total data
for component k as

ξ k = s k*

(2-22)

sk

If the S-matrix were a diagonal matrix, each of the ξκ values would be unity; but
if the sensor arrays were not selective for analyte k, then ξκ would be near zero.

2.5.5.2 Selectivity Defined with Variance [45]
Selectivity can be explained in another way. We assume that there are p sensors in
a sensor array. Then, the p sensors construct a p-dimensional space. The responses of the
sensor array for one sample which is a mixture of m analytes are points in the pdimensional space. If this sensor array has good selectivity between sample A and sample
B, the distance between the point A and B in the p-dimensional space is large. Using this
feature of selectivity, the square root of the variance of the responses can be used to
define selectivity. The selectivity of the j-th sensor for the n samples is
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SEL j = (variance j )1 / 2

⎛ n
2
⎜ ∑ (rkj − r j − avg )
= ⎜ k =1
⎜
n
⎜
⎝

⎞
⎟
⎟
⎟
⎟
⎠

1/ 2

(2-23)

where rkj is the response of the j-th sensor for the k-th analyte, rj-avg is the average
responses of the j-th sensor for m analytes.

2.5.5.3 Selectivity Defined with Entropy

Using variance as the definition of selectivity is a good choice for small sets of
samples, i.e. the number of samples is less than 30. However, the variance is similar to
the square of the standard deviation which represents the deviation of the data from the
mean value. It can not accurately describe the distribution of responses of one sensor for
n samples. In some cases, the variance can not show if some responses cluster together
or not. Thus, another definition of selectivity – entropy – is employed for large number of
samples [46]. For example, a sensor array with 10 sensors is used to detect 40 samples,
and then the selectivity of each sensor defined with entropy can be obtained with the
following steps:
1. Find the maximum range of the responses of the individual sensors for the 40
samples, this range will be used for evaluating selectivity of all sensors;
2. Divide this range into a number of bins (i.e., 30 bins);
3. Calculate the probability (P) of responses in each bin, i.e. if there are 3
responses in a bin, the probability of this bin is 3/10 = 0.3;
4. The entropy of the j-th sensor is defined as
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b

Entropy j = ∑ Pi log Pi

(2-24)

i =1

where b is the number of bins. If there is no response in i-th bin, Pi log Pi = 0 .
The advantage of using variance and entropy to define selectivity is that the
selectivity of each sensor can be quickly and easily evaluated. With these two new
selectivity definitions, each individual sensor set can be evaluated and compared to
others. This may be better than Lorber’s definition of the net analyte signal that only
gives the selectivity of a sensor array for a specific single analyte, but not a mixture of
analytes.

2.5.5.4 Basic Definitions of Sensitivity

Two basic definitions of sensitivity are given in Table 2.1. Calibration
sensitivity is defined as the slope of the analytical curve in the concentration range of

interest. When the calibration curve is linear, this sensitivity is independent of analyte
concentration. Although calibration sensitivity does not account for measurement
precision, it is accepted by IUPAC and widely used.
Analytical sensitivity is defined by the ratio of the calibration sensitivity to the

standard deviation of measurement at a given analyte concentration. Analytical
sensitivity is insensitive to amplification factors, because increasing gain increases both
calibration sensitivity (f) and standard deviation (σ) of analytical signal measurement;
hence analytical sensitivity (γ) stays constant. Analytical sensitivity can also be used to
evaluate when concentration differences can be detected. For example, if the standard
deviation σ of the signal at the calibration sensitivity of 10 V/(μg/ml) has a value of 0.1
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V, then the analytical sensitivity γ =10/0.1 = 100 ml/μg; then concentration differences
no less than 0.01 μg/ml (γ -1) can be detected. Thus, analytical sensitivity should be
employed when the concentration differences need to be detected.

Table 2.1 Basic definitions of sensitivity [47]

a

Name

Symbol

Descriptive definition

Mathematical
definition

Calibration
sensitivity a

f

Slope of analytical curve

⎛ ∂r ⎞
⎜ ⎟
⎝ ∂c ⎠

Analytical
sensitivity

γ

Slope of analytical curve divided by
standard deviation (σ) of analytical
signal measurement

⎛f⎞
⎜ ⎟
⎝σ ⎠

r is the analytical signal.

The sensitivity of the sensor array responding to analytes in a sample can be
defined in a similar fashion as to the calibration sensitivity. ||Sk-col|| can be used as the
definition of the sensitivity of a sensor array for the k-th analyte, while the sensitivity of
the j-th sensor for all m analytes can be defined as ||Sj-row||.

2.5.5.5 Relationship between Error, Selectivity and Sensitivity

The selectivity and sensitivity of sensor arrays have a very close relationship with
the errors in predicting the true concentrations. Bauer et al. [43] derived an expression for
standard error of prediction. This expression is based on an assumption that the
uncertainty in the calibration matrix can be neglected. In other words, the calibration was
done perfectly and the calibration matrix is the same as the sensitivity matrix (S). Under
this simplified condition, Bauer gave
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1/ 2

( )

⎧ p
⎫
2
σ (ck ) = ⎨∑ S kj + ⋅ σ 2 (rkj )⎬
⎩ j =1
⎭

(2-25)

where σ(ck) denotes the standard deviation of the k-th analyte, σ(rkj) represents the
standard deviation of the response of the j-th sensor for the k-th analyte. Skj+ is the j-th
element of S+k-row which is the k-th row of the pseudoinverse of calibration matrix S. By
assuming equal measurement error for all sensors in the array, i.e. σ(rkj) = σ(rk), Equation
2-25 can be further simplified to

σ (c k ) = S + k − row ⋅ σ (rk )

(2-26)

Bergmann et al. [48] rearranged and further clarified Equation 2-26 as

σ (c k ) =

σ ( rk )
ξ k ⋅ S k − col

=

1

ξk

⋅

σ (rk )

(2-27)

S k − col

where ξk is the selectivity defined by Lorber shown in Equation 2-22. Sk-col denotes the kth column of the sensitivity matrix S.
To further analyze the right hand side of Equation 2-27, the selectivity ξk is
separated from the right-most term in Equation 2-27. Since S is the sensitivity matrix
whose elements are the responses for pure analytes (which means that the concentration
of each analyte is unity) and again assuming equal values of σ(rk), the right-most term in
Equation 2-27 can be rewritten as
σ( rk )
1
1
1
=
=
=
1
/
2
1/ 2
S k −col
S k −col
⎛ p ⎛ s j ⎞2 ⎞
⎛ p 2⎞
⎜ ⎜
⎟
⎜∑ γ j ⎟
⎜
⎟
σ( r )
⎜ σ( r ) ⎟⎟ ⎟
⎜∑
⎝ j =1
⎠
⎠ ⎠
⎝ j =1 ⎝
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(2-28)

where γj is the analytical sensitivity of the j-th sensor for the k-th analyte defined in Table
1. According to this analysis, Equation 2-28 represents the analytical sensitivity for the kth analyte. With this definition, Equation 2-27 represents the following relationship

σ (c k ) =

1
Selectivity (k ) ⋅ Sensitivity (k )

(2-29)

where Selectivity(k) and Sensitivity(k) denote the selectivity defined by Lorber in
Equation 2-22 and analytical sensitivity of the sensor array for the k-th analyte,
respectively.

2.6 Sensor Selection Criterion
The fundamental criterion by which a model for quantitative analysis should be
evaluated is the magnitude of the different between the predicted values and true values.
The mean square error (MSE) is a popular criterion of wavelength selection for spectrum
analysis. The MSE is defined as [39]
⎧m
⎫
MSE = E ⎨∑ (c' k −ck ) 2 ⎬
⎩ k =1
⎭

(2-30)

where E{⋅} denotes expectation; c’k and ck represent the estimated and true concentrations
of the k-th component, respectively. When a sample consisting of m analytes is given,
one wants to select a set of wavelengths whose response give minimum MSE value.
Kalivas and Lang related the MSE value to the product of the sensitivity and the
selectivity for a given sample [44]:
⎛
1
MSE = v ⋅ ∑ ⎜⎜
k =1 ⎝ ξ k ⋅ || S k − col
m

⎞
⎟
|| ⎟⎠

2

(2-31)
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where v is the constant variance of errors, which means that the error variances (or
standard deviation) of the concentration prediction are assumed to be the same for each
sensor (wavelength). Equation 2-31 shows that the minimum MSE value implies the
maximum of the combination of selectivity and sensitivity, which is consistent with the
result derived in Equation 2-29.
As will be described in Chapter 6, the best sensor array is constructed by selecting
the set of sensors which has the minimum MSE value. The MSE value can be calculated
based on the information of the sensitivity matrix S. The details about the construction of
the sensitivity matrix and the calculation of the MSE value will be discussed in Chapter 6.

2.7 Measuring Activities of Solvent in Polymer
In order to calculate the volume fraction of a solvent in a swelled polymer, the
activities of the solvent in polymer are necessary (see Equation 2-9). However, many
polymer-solvent activity data are not available in the literature. Therefore, the
measurement of some activities is included in this dissertation research.
Many methods have been used to measure activities in various ranges of
concentrations. These methods are summarized in Table 2.2.
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Table 2.2 Methods for the determination of activities of solvent in polymer[49]
Typical range of
concentration

Methods

φ2 → 0

Light scattering
Small angle X-ray scattering
Small angle neutron scattering

0 < φ2 < 0.3

Osmosis
Light scattering
Critical miscibility (only applicable with poor solvents)
Differential vapor-pressure methods

0.3 < φ2 < 0.8

Vapor-pressure methods

φ2 → 1

Inverse gas chromatography
(gas liquid chromatography)

Of these methods, the vapor-pressure methods are widely used because they can
be applied over a large range of solvent concentrations. In the vapor-pressure methods,
the compositions are determined by measuring the changes of weights of swelled
polymers [50]. This measurement can be done using two methods. (1) suspending a
polymer film under a quartz-spring balance which is in the same chemical environment
as the polymer film [51]; or (2) using the piezoelectric-quartz-crystal sorption method
[52]. Usually, the piezoelectric-quartz-crystal sorption methods are recommended
because of their high efficiency, accuracy, and suitability in wide ranges of pressure and
temperature.
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Chapter 3. Research Objectives

To date, the understanding of polymer composite chemiresistor sensors is
limited. Engineers and scientists have used some theories to explain their experimental
data, but no models have been made to describe the physical and chemical mechanisms
of these types of sensors. Therefore, few suggestions have been made to improve the
fabrication of these sensors.
To obtain a deeper understanding of polymer composite chemiresistor sensors,
two primary objectives are involved in this work: (1) modeling conductive polymer
composite sensors; (2) optimizing the selection of polymers for chemiresistor sensors.
These two objectives include the following tasks:

1.

Modeling the Chemiresistor Sensor
The task in this portion of the research is to make a mathematical model for the

chemiresistor sensor, which will improve the understanding of behavior of the
chemiresistor sensors. With this model, the concentration of the analyte in the vapor can
be estimated from the signal of the chemiresistor sensor. This model is validated by
experimental data.

33

2.

Developing a Selection Algorithm for Sensor Arrays
This task is to develop a sensor selection algorithm to use in designing a sensor

array for a specified sample (a mixture of analytes) given a fixed number of sensors in the
sensor array. The optimal sensor array for an analyte can be determined by minimizing
errors and maximizing selectivity and sensitivity.

3.

Validating the New Algorithm of Task 2
C++ programs were written for all newly developed algorithms. Validation is

preformed by comparison with the published literature on the performance of polymer
sensor arrays.

4.

Creating a Database of Polymer Swelling Data
To develop and test the model of the chemiresistor sensor, a database of activities

for a set of analytes in polymers is developed. The analytes include organic solvents and
water. The polymer set consists of existing polymers that can be processed to allow
deposition onto micro-sized devices.

5.

Providing These Data and Algorithm to the Scientific Public
This task is accomplished by publications and presentation in scientific forums

(journals, conferences, etc), and by setting up a web site from which users can specify an
analyte set and conditions, and obtain the best estimated sensor set, taken from polymers
contained within the database.
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6. Measuring Activities of Trichloroethylene in Polyisobutylene
No one has ever measured these thermodynamic activities which are important to
evaluate the sensor model in this work. Therefore they are measured in this dissertation
research.
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Chapter 4. Conductivity Model of Carbon
Black-Polymer Composite Sensors

4.1 Introduction
In this work, the model of the conductive polymer composite sensors includes two
sub-models: the conductivity model and the thermodynamic model. The conductivity
model describes the relationship between the resistance of the composite and the volume
fraction of the different components in the composite. The thermodynamic model gives
the relationship between the volume fraction of each component in the composite and
their vapor concentration. Combining these two models produces a relationship between
the concentration of analyte(s) in the vapor, and the change of resistance of the composite
in the sensor (Figure 4.1).

Conductivity
Model
Resistance

Volume fraction
of different
components in the
composite

Thermodynamic
Model

Vapor
concentration &
interaction
parameters

Figure 4.1 Modeling the chemiresistor by combining the conductivity model and the
thermodynamic model.
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The conductivity model relates the resistance of the composite film, which is the
signal of the sensor, to the concentration of each component in the polymer phase. This
model involves two steps: first, the resistance is converted to resistivity by knowledge of
the geometry of the circuit and the composite film; second, the concentrations of the
components in the polymer phase are estimated from the resistivity data based on the
General Effective Media (GEM) equation. This chapter discusses the details of the
conductivity model, including the impact of the concentrations of the carbon black, the
geometry of the circuit, and the rough surface of the composite film.
This modeling work was done in cooperation with Dr. Clifford Ho (Sandia
National Laboratories) who was working on a project in which the conductive polymer
composite sensors monitored the volatile species and their concentrations in a vapor
phase adjacent (and in equilibrium with) contaminated ground water. Therefore many
details of the conductivity model are based on the design, fabrication and measurement of
his sensors. The primary anticipated use of these sensors is to measure the concentration
of organic contaminants in ground water.

4.2 Theory
4.2.1 Measurement of Resistivity

The standard method to measure resistivity is ASTM D-257, a method in which
samples have macroscopic dimensions. This method can be used to measure the
resistivity of polymer slabs, or of thick composites; but it cannot be used to measure the
resistivity of the powdery carbon black, or of the thin film composites used in
chemiresistors. Thus one aspect of this work was to introduce a new method to calculate
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from experimental measurements the resistivity of carbon black-polymer composites
required for the GEM equation.
Resistivity is an intrinsic property of a material, independent of material
geometry, whereas resistance is highly dependent upon geometry. In rectangular sample
geometries with flat electrodes attached to opposite sides of the sample (instead of on the
bottom), the resistivity is related to the resistance by

ρ=

RA VA V
=
=
IL iL
L

(4-1)

where R is the resistance, A is the cross section of the material perpendicular to the
current flow, L is the length between source electrodes, V is the voltage between source
electrodes, I is the current flow, and i is the current density. In the present research, spiral
electrodes are used to increase the area available for conductance between electrodes
while minimizing the footprint size. The increased area has been shown to reduce the
variance in the baseline resistances of the chemiresistors [53]. However, it is not trivial to
relate the resistivity to resistance in the polymer deposited on the spiral electrodes
because the geometry is no longer rectangular and A, L and i are no longer simple
parameters. Figure 4.2 illustrates our model of current flow in the conductive composite
above the spiral electrodes. Figure 4.2A shows the 2-turn spiral electrodes which
alternate positive and negative polarity inside the spiral. The current flows from the
electrode upward and sideways through the composite, and then down to the adjacent
electrode. By straightening the curved electrodes, one has the simplified model shown in
Figure 4.2B with parallel adjacent electrodes. In this symmetrical model, current flows to
both the left and right from the positive electrodes to the adjacent negative electrodes.
Thus one can further subdivide the electrical model into “half-electrodes” 15 μm wide on
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the bottom sides of a strip of conductive polymer, with a spacing of 50 μm between the
electrode edges, as shown in Figure 4.2C. The thickness, t, of this strip of conductive
polymer determines the shape of the lines of current flow between the two electrodes.
Figure 4.2D shows a cross section of the polymer strip with lines illustrating the flow of
current. Thus the current flow in 3-D has been reduced to a simplified model of current
flow in 2-D that is much easier to calculate. The current distribution and potential
distribution in the 2-D model must satisfy the LaPlace potential equation [54]:
∇ 2Φ = 0

(4-2)

in which Φ is the electrostatic potential and ∇ is the del operator. The solution of the
LaPlace equation for this geometry gives a potential distribution and current distribution
(lines of current are perpendicular to equipotential surfaces) that is non-uniform, as
illustrated in Figure 4.2D. The resistance that an analytical instrument measures is
simply the applied voltage, V, divided by the measured current, I: R = V/I. The
relationship between resistance and the intrinsic resistivity of the material is still given by

ρ = V/(iL) (see Equation 4-1) in which L is the length of a “line” of current and i is the
current density along that line. In differential form, one can write iρ =∇V.
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Figure 4.2 Illustration of the relationship between the chemiresistor electrode and the 2dimensional model of current flow in the polymer composite deposited on the electrode.
A: Top view of the Pt spiral electrodes used to measure resistance in the conductive
polymer. B: Expanded top view of a section of spiral electrodes having 30-μm line
widths with 50 μm spacing. C: Cutaway view of a section of adjacent electrodes covered
with a layer of conductive polymer of thickness t. These electrodes of 15-μm widths are
the half width of the full Pt line width. D: 2-dimensional representation of lines of current
flow in a section of polymer of thickness t above the electrodes.

Referring back to the conductive model in Figure 4.2, if the thickness of the
conductive polymer composite was very thin compared to the length between the
electrode edges, then the current distribution would be fairly uniform in the volume
between the electrodes and the measured resistance would change linearly with the
inverse of the thickness, similar to how it would change if the electrodes were on
opposite ends of the composite, instead of on the bottom as in the chemiresistor.
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However, when the conductive layer has about the same or greater thickness than the
spacing between electrodes, the measured resistance changes non-linearly with the
inverse of the thickness because the current distribution in the conductive polymer
becomes very non-uniform. In such a case one must solve the LaPlace equation for the
geometry of Figure 4.2D to be able to extract the intrinsic resistivity of the conductive
polymer from the experimentally measured resistance of the spiral electrode. In this
work, the resistivity was obtained by simply applying Equation 4-1, ρ =RA/L, and the 2D model as shown in Figure 4.2D because the thickness (< 2 μm) of the conductive
polymer composite was much smaller than the length between the electrode edges (50
μm).

4.2.2 General Effective Media Equation

Because of this shortcoming of the classical percolation theory and the effective
media theory, the general effective media (GEM) equation was employed in this work as
discussed in Section 2.4.1. The GEM model relates the composite resistivity to the
concentration of the various components as follows:

(

f ρc

ρc

−1 / k

−1 / k

− ρm

−1 / k

+ Cρ m

−1 / k

) + (1 − f )(ρ
ρp

−1 / k

−1 / k
p

− ρm

+ Cρ m

−1 / k

−1 / k

)=0

where

C=

1 − fc
fc

fc = critical volume fraction of the low resistance (carbon) component, or
percolation threshold;
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(4-3)

ρc = resistivity of the low resistance (carbon black) phase;
ρm = resistivity of the composite mixture;
ρp = resistivity of the high resistance (polymer) phase;
f = volume fraction of the low resistance (carbon) phase;
1-f = volume fraction of the high resistance (polymer or polymer solution) phase;
k = exponent.

4.3 Methods and Materials
4.3.1 Chemiresistor Preparation

Substrates for the chemiresistors were prepared by depositing 100-nm-thick
platinum traces on a silicon wafer using a custom-designed mask. Each chip has 4
concentric spirals that act as the conductive electrodes of the chemiresistor (see Figure
4.3). The line widths of the platinum electrodes are 30 μm, and the spacing between
electrodes is 50 μm. Each chip also has a platinum RTD temperature sensor on the
perimeter and a Pt heating element in the middle. More details are available elsewhere
[53].
Resistive inks were created by weighing a known mass of polymer and dissolving
it in a solvent, and then adding conductive carbon particles. The carbon was partially
graphitized carbon black (# 08441, Polysciences, Warrington, PA), which the
manufacturer reported has a particle diameter from 27 to 30 nm [55]. The surface area
was measured using N2 BET surface area measurement (Tristar Micromeritics Analyzer);
2

the area is 74 m /gram.
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Figure 4.3 Optical micrograph of 4 platinum spiral electrodes on a silicon chip covered
with a composite ink of 8.0 % carbon black in PIB. The central platinum trace is a
resistance heater, and the outer platinum trace is a resistance thermometer.

The polymer used in this study was polyisobutylene (PIB, 400,000 MW,
Scientific Polymer Products, Ontario, NY) and the solvent was trichloroethylene (TCE,
Fisher, Pittsburg, PA). A measured mass of PIB was placed in a vial to which 5 mL of
TCE were subsequently added. The polymer/solvent mixture was placed on a hotplate set
to 40 °C, which dissolved the PIB within an hour. A measured mass of the carbon black
was added to the mixture. The vial containing the mixture was sonicated in a water bath
for an hour. For this study, a total of eight inks were created each with a different carbon
mass fraction. Volume fractions were subsequently calculated from the mass fractions
using densities of 1.8 and 0.92 g/cm3 for the carbon black and PIB, respectively.
The inks were manually deposited onto the spiral traces of each chemiresistor
with a micropipette. A 10 μL micropipette was placed in the ink causing a small amount
of ink to wick into the pipette. Then the micropipette was placed directly above a spiral
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electrode. A slight pressure was placed on the top of the micropipette to push a drop of
the ink out of the pipette and onto the concentric spiral trace. This procedure was
followed for each of the four depositions on each chip (see Figure 4.3). Only several
seconds of drying was required to evaporate sufficient solvent that the inks no longer
flowed. The inks were dried for several hours (usually days) before the sensors were
used. Each chip received four depositions (one per spiral trace) of the same carbon
volume fraction. A total of 16 chips were created for this study with two chips for each of
the eight carbon volume fractions. The duplicate sets were created for statistical purposes.
Each chip was then packaged into a 16-pin dual-inline package (DIP), which allowed the
chips to be handled and interfaced with data loggers.

4.3.2 Measurement of Resistance

Resistances of each of the chemiresistor sensors were measured using an Agilent
34970A datalogger. The sensors were placed inside a customized Nalgene bottle to
expose the sensors to a variety of controlled environments. The Nalgene bottle was
customized to accommodate eight chemiresistor arrays and to include an inlet and outlet
port for the flow of gas. For the resistance measurements, the chemiresistors were placed
inside the bottle, and dry air was passed through the bottle. This effectively removed all
of the water vapor present inside the bottle and also removed water absorbed in the
polymer, which decreased the measured resistances over time. In preliminary
experiments, some sensors were subjected to a stream of dry Helium, and the same
resistance was obtained in Helium as in a stream of dry air. Therefore dry air appears to
have as little interaction as He has with the polymers, and one can therefore assume that
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O2 and N2 molecules cause negligible, if any swelling interactions. For the experimental
measurements, dry air was passed across the sensor until the resistances no longer
changed in the dry-air environment.

4.3.3 Measurement of Thickness

The thickness of the conductive polymer covering each spiral electrode was
measured using an Alphastep 200 profilometer (Tencor Inc., San Jose, CA). This
instrument has a vertical resolution of 5 nm, and it calculates an average thickness over a
user-specified range of each linear profile measurement. Six profiles were measured for
each spot with 3 scans in the horizontal direction and 3 others perpendicular to the first,
as shown in Figure 4.4. A “mean average” thickness for each polymer spot was
calculated as the mean of the six average thickness measurements.

Figure 4.4 Scanning pattern of 6 profiles used to measure topography and determine
average thickness
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4.3.4 Current Distribution and Resistance

The software FEMLAB (COMSOL, Stockholm, Sweden), running as a
subprogram in MATLAB (MathWorks Inc., Natick, MA), was used to solve the LaPlace
equation for the simplified 2-D model shown in Figure 4.2D. A rectangle was constructed
with non-conductive boundaries on the lateral sides and upper surface. Constant potential
boundaries were placed in the lower right and lower left, both of line length 15 μm and
separated by a non-conductive boundary of 50 μm between them. A finite element grid
was created inside the rectangle, with denser grid spacing near the inside edges of the
conducting boundaries. The software solved the LaPlace equation within the rectangle,
subject to an uniform unit conductivity through the area and a potential of 0 and 1 volt on
the left and right bottom electrodes respectively. The software calculated contours of
equipotential lines and the corresponding lines of current flow within the rectangle. The
height of the rectangle (corresponding to the thickness of the conductive polymer) was
varied and the current distribution calculated for each case.
The profilometer measurements showed that the conductive polymer deposited on
the spiral electrodes had a very rough surface. Therefore, FEMLAB models of rectangles
with various types of rough surfaces were constructed and the LaPlace equation was
solved to examine the sensitivity of the resistance to surface roughness.

4.4 Results
4.4.1 Resistance of Sensors

Sixty-four sensors were exposed to flowing dry air until the resistance
measurements no longer changed. In general the resistance decreased very slightly with
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time as the sensors dried from ambient humidity to dry air. Only two of the sensors had
resistances too high to measure (> 1×108 ohms), and both these sensors were coated with
a composite of 8% carbon. Thus the percolation threshold appears to be in this range of
composition. Table 4.1 presents the mean average values of resistance for the sensors.

Table 4.1 Chemiresistor data in dry air
Carbon %

# of samples
tested

Global average
dry thickness
(nm)

Mean resistance
(Ω)

Log10 of mean
resistivity
(Ω-cm)

8

6

576.85

4.04E+07

4.979

10

8

563.44

1.13E+06

3.510

12

8

411.20

4.91E+05

3.076

15

8

476.15

6.94E+04

2.431

20

7

513.82

2.44E+04

2.005

30

8

949.38

1.35E+03

0.907

45

8

1421.35

4.29E+02

0.622

60

8

1372.50

3.05E+02

0.507

4.4.2 Topography of Sensors

Optical micrographs showed that the drops of dried composite adequately covered
the spiral electrodes (see Figure 4.3) with only one exception; one of the sensors with
20% carbon had only about 40% of its spiral electrode area covered with the composite,
so it was disqualified from further analysis. On many spots, there appeared to be more
carbon deposited at the periphery of the dried drops as evidenced by a darker color. This
issue will be discussed later.
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The profilometer data showed that the surface of all dried composite spots was
very rough, and that in general there was a topographically elevated region at the edges of
the spot, giving the spot a crater-like profile (see Figure 4.5). The edges were often many
times higher than the average thickness in the interior of the dried spot. For each spot, the
6 profile scans were in general self-consistent in terms of average thickness and general
roughness. Because the high edges of the crater were generally on the outside of the
underlying spiral electrode, they did not contribute to the resistance between the
electrodes. Therefore an average thickness was calculated for the interior of the spot,
excluding the high edges of the crater. The “interior” average thicknesses for each of the
6 profiles were combined into a mean average thickness for each spot. The mean for each
spot was further combined into a “global” average thickness for the 8 spots of each
composition, as shown in Table 4-1. In general, all the spots with low carbon
concentration had about the same mean thickness, but that thickness increased with
carbon concentration at 30, 45 and 60% carbon.

Figure 4.5 Example of a profilometer scan showing the high edges of the crater and the
roughness of the composite covering the Pt electrodes.
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4.4.3 Resistivity of Chemiresistor Composite

Figure 4.6 shows the dimensionless resistance (Rt/ρ) as a function of the
composite thickness calculated by FEMLAB using the 2-D model of the spiral sensor
with electrodes of 15 μm separate by 50 μm (see Fig. 4.2D). This dimensionless
resistance would be constant (independent of thickness) if the electrodes were placed on
opposite sides of the composite, but placing both electrodes on the bottom of the
composite causes the dimensionless resistance to increase with thickness. Note however
that when the thickness is much less than the electrode separation (50 μm), the
dimensionless resistance is not significantly different than if the electrodes were on
opposite sides; for example for a 2 μm thickness, the difference in dimensionless
resistance is only about 1.5% greater than if the electrodes were on opposite ends and the
current distribution were uniform. Thus for thicknesses less than 2 μm, the resistivity can
be calculated very accurately using Equation 4-1 and assuming a uniform current
distribution between electrodes on opposite ends of a 50-μm rectangular composite. All
of the average thicknesses measured in this work were less than 1.5 μm, so this
correction, although important for thick sensors, has negligible impact on the present
data.
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Figure 4.6 Dimensionless resistance, Rt/ρ, as a function of the thickness of the composite
on the chemiresistor electrode. The solid line is predicted by the 2-D finite element
model shown in Figure 2, with electrodes of 15-μm line width separated by 50 μm. The
dotted line is calculated for a model with electrodes on opposite sides of the composite.

Figure 4.7 shows a plot of these resistivity values as a function of the carbon
black loading, which values decrease as the amount of carbon increases. There is some
scatter in the resistivity data, but generally the scatter is within an order of magnitude,
while the changes in resistivity with carbon concentration span several orders of
magnitude.
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Figure 4.7 Resistivity values for PIB-carbon composites. The data points represent the
individual values of resistivity calculated for each sensor using the resistance and
thickness values. The continuous line represents the resistivity modeled by the GEM
model using parameters estimated by a least squared fitting technique.

The GEM equation (see Equation 4-3) was used to model the relationship
between the volumetric fraction of conductive carbon and dielectric components of the
composite material and its resulting resistivity. The parameters of the GEM equation
were simultaneously optimized to provide a least-square fit to the 61 individual data
points using an Excel spreadsheet. The value of PIB resistivity was held constant at 10
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Ω-cm during the optimization. The resultant fit is shown in Figure 4.7. The least-square
fit predicts that the resistivity value of the pure carbon black is 0.87 Ω-cm. The best fit
values for parameters fc and k are fc = 0.072 and k = 2.5.
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4.5 Discussion
The resistivity of carbon black ρc, the percolation threshold fc, and the exponent k
were obtained by using the GEM equation to fit the experimental data. With these three
parameters, we can estimate the resistivity of other polymer-carbon composites and their
film thicknesses which will help to estimate the concentration of the analyte in the
swollen polymer.
The resistivity of thin composite films composed of polyisobutylene and
conductive carbon black has been estimated using the same thin-film geometry as used in
the application of the composites in a chemiresistor. The procedure involved measuring
the resistance of the dry composite spot on spiral electrode and the mean average
thickness of the spot. This technique has advantages over common methods to measure
resistivity of block composites because the geometry of the composite is the same as in
the sensor application. Thus there will be similarity in the physical properties of the
material from which the resistivity is measured and the properties of the material in its
designed state of application. Artifacts can be avoided that might arise from differences
in the dispersion of the carbon within the polymer matrix, differences in roughness or
voids, or differences in the contribution of surface conductivity that might exist when
comparing macroscopic composite solids and microscopic thin films.
The volume fractions of carbon black of the data points in Figure 4.7 are less than
60%. There are no data points at high carbon concentrations. Therefore, during
optimization, we don’t have enough data which can more accurately predict the value of
the resistivity of carbon black. To solve this problem, three synthetic data points were
added to the volume fraction of carbon black of 70%, 80% and 90% in term of the trend
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of data between 30% and 60%. These synthetic data have eight times the weight of other
data to make them as equally treated as the data at other concentration of carbon black.
The parameters that emerge from fitting the resistivity data to the GEM model are
consistent with other reports in the literature, lending credibility to this technique. The
estimated resistivity of the partially graphitized carbon black used in these sensors is
about 0.9 Ω-cm. The manufacturer of this carbon black could not provide a resistivity
value, and we could find no reports in the literature. However, this value compared well
with published values of resistivity for other types of carbon black, which range from 0.1
to 100 Ω-cm [56]. For example, the resistivity of lampblack is about 0.1 Ω-cm and that of
oxidized furnace black is about 1.2 Ω-cm [56].
The critical volume fraction of a conducting phase in a dielectric matrix is very
dependent upon the shape of the conducting particles, the state of dispersion of the
conducting particles, and of many other factors [56-59]. The estimated value of 7% is
fairly low, but lies within the experimental range reported for various carbon blacks [56].
For example, the critical concentrations for a highly conductive carbon black (XE-2)
range from 1% to 5% in various polymers [60], and higher ranges are reported for other
types of carbon black [56].
The critical volume fraction and the resistance or resistivity are influenced by the
shape of the conducting aggregates and the uniformity of their dispersion within the nonconductive matrix [56]. Figure 4.3 shows that at low volume fractions in our system, the
carbon is not dispersed uniformly, nor is the non-uniform dispersion consistent from
sensor to sensor. These experimental non-uniformities probably produce the scatter in the
observed resistivities shown in Figure 4.7. The observation that 2 out of 8 chemiresistors
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made from 8% carbon black have off-scale resistance presents two important
observations. Firstly, the true critical volume fraction for this particular carbon black in
PIB is very near the value of 0.07 estimated from fitting the GEM equation to the data.
Secondly, experimental inhomogeneities can create large scatter in the resistances when
working near the critical volume fraction.
On the other hand, comparisons of the micrographs of the chemiresistors (such as
in Figure 4.3) with the resistivity data show the robustness of this experimental system
and lack of sensitivity to imperfections in the inks and their placement. For example, the
5

four chemiresistors shown in Figure 4.3 had resistivities of 1.28×10 , open circuit,
5

4

1.56×10 and 1.45×10 Ω-cm, going clockwise from the upper left corner. The upper left
chemiresistor has a ring of carbon around the outside, an aggregate near the center, and
imperfect placement of the ink on the sensor (some spiral electrode is not covered). Yet
its resistivity is fairly comparable to those of the bottom two chemiresistors. The top right
chemiresistor has two aggregates of carbon that appear to span the electrodes. Instead of
shorting out the sensor (giving a very low resistance) the sensor measured very high
resistance (off scale), suggesting that these large aggregates are not in direct contact with
the platinum traces, but perhaps polymer depleted of carbon (at least depleted to below
the critical concentration) was in contact with the electrodes.
Likewise, differences in the thickness of the composites on the sensors appear to
have little consequence when appropriately accounted for in computing the resistivity.
For example, the 8 chemiresistors with 45 % carbon had mean average thicknesses
ranging from 508 to 3,318 nm, and resistances ranging from 220 to 449 ohms, and yet
their resistivities cluster with about the same amount of scatter as those with more
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uniform thicknesses of the chemiresistors, such as the 20% carbon inks that ranged from
401 to 708 nm (see Figure 4.7).
The roughness of the surface of the composite inks was a large concern and
therefore additional modeling with FEMLAB was done to examine the sensitivity of the
calculated resistivity to roughness. Figure 4.8 shows some examples of the 2-D roughness
models that we examined to assess sensitivity of the calculated thickness to roughness.
Figures 4.8A-C show 2-dimensional cross sections in which positive or negative
roughness between electrodes has been added to the simple rectangular cross section of
Figure 4.2D. The numerals on the figures indicate the relative sizes used in the model.
For example in Figure 4.8A, the peaks added were 5 times the thickness of the base layer,
and in Figure 4.8B, the depressions were half the thickness. In our computer model, we
placed a composite with the irregular profile over 20% of the length of the spiral
electrodes, and a flat profile (1 unit thick) over the other 80%. In our observations of the
profilometer scans, major deviations in surface roughness covered at most 10 to 20% of
the surface. Next we calculated the resistance from the resulting current distribution in
the irregular model. Then using the dimensionless resistance correlation shown in Figure
4.6, we calculated an average thickness that would correspond to a flat rectangular profile
and compared it to the average geometrical thickness of the irregular model. Adding
peaks or valleys changed the average geometrical thickness of these irregular models;
therefore the average geometrical thicknesses of these irregular models were calculated
the same way that the profilometer calculates average thickness, by numerical integration
of the area under the profile. The sensitivity to roughness was calculated by the %

56

difference in the calculated thickness compared to the average geometrical thickness of
the irregular model.
The results of simulations using irregular models showed that adding peaks to the
surface decreased the thickness calculated by resistance compared to the geometrical
thickness because not much current flows up into the peaks. Because there is less current
density in the peaks, the calculated thickness is less than the geometrical thickness. For
example, the thickness calculated from the resistance of model A in Figure 4.8 is only
12% less than the geometrical average thickness of the model. On the other hand,
depressions in the surface constrict the current flowing between the electrodes, thus
increasing the current density at the restriction and decreasing it slightly in the thick
regions. The overall effect produces a slight decrease in calculated thickness; for
example, the calculated thickness of model B in Figure 4.8 is only 0.2% less than the
average geometrical thickness. The actual profilometry data from these sensors showed a
mixture of peaks and depressions, whose individual effects both cause an underestimation
of thickness. For example the irregular model of Figure 4.8C has a calculated thickness
of 10% less than the average geometrical thickness.
The irregular model of Figure 4.8D represents some observations of large
“chunks” of deposited ink that has length scales larger than the spacing between the
electrodes, and thus they span the electrodes with constant thickness. As with the others,
this model places 6-fold thick material over 20% of the electrodes, and 1-fold thick
material over the other 80%. In this model, the difference in calculated thickness is only
0.6% less than the geometrical thickness. Thus large length-scale roughness appears to
cause less error in calculating thickness than small-scale roughness.
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A

B

C

D

Figure 4.8 Four models of a rough surface between electrodes. The numerals in the
figures represent the relative sizes of peaks and valleys in the model with respect to the
nominal thickness. The illustration is not of similar scale in the horizontal and vertical
directions, but is greatly stretched in the vertical direction. The boundaries are all
insulating except for the two electrodes on the bottom right and bottom left that are at
constant potential. In all simulations, the profile depicted by the solid line covers 20% of
the area between the two electrodes, and a uniform layer of 1 unit thickness spans the
other 80%. For example, panel D represents electrodes in which 20% is covered in
composite 6 units thick, and 80% covered with composite 1 unit thick.

The irregular models used in this sensitivity analysis represent the extremes in
height, depth and width (20% surface coverage) observed from the profilometry data, and
thus they predict maximum errors expected in calculating the composite thickness from
the resistance of the sensors. The actual errors are probably much less than these “worstcase” extremes. Therefore surface roughness produces an underestimation of composite
thickness by only a few percent, and the large length-scale roughness of “chunks” of
58

material spanning electrodes produces negligible error in calculation of average
composite thickness. This analysis also shows that the resistance in the chemiresistor is
much more sensitive to the carbon concentration and to the average thickness than to the
surface roughness of the conductive composite.
A criticism of the 2-D model is that it oversimplifies the complex geometry of the
double spiral electrode. The lines of current diverge as they radiate outward, thus
decreasing current density, and yet the 2-D rectangular model does not capture that aspect
of current distribution. However, if one carefully examines the design of the spiral, the
alternating traces of positive and negative electrodes compensate for this divergence
phenomenon. When current flows from a positive electrode to a negative electrode, it
diverges as it flows outward to a negative electrode, and converges as it flows inward to a
negative electrode. The line length of the edge of the positive electrode in which the
currently flows outward (diverges) is about 4,570 μm, whereas the line length of the edge
of the positive electrode in which the currently flows inward (converges) is 4,300 μm.
Because these lengths are nearly equal (they differ by 6%), the divergence/convergence
complication nearly cancels itself out, and thus we have ignored this aspect in forming
our model of the relationship between resistance, thickness and resistivity. In addition
we have neglected the thickness of the Pt trace, which is only 100 nm thick, about an
order of magnitude thinner than the thickness of the conductive polymer. Preliminary
modeling showed that the trace thickness has negligible effect on the current across the
electrodes.
The research presented in this chapter is more than just a method to obtain the
resistivity of thin-film carbon-polymer composite. It is an integral part of the further

59

development of chemiresistors. Most chemiresistors execute their functions based on
empirical correlations drawn from extensive calibration and learning sets. While this
traditional approach is valid, it requires large calibration sets of preliminary data. An
alternative approach is to model the physics and chemistry of the interactions between the
vapors and the carbon composite, using the appropriate resistivity equations and
thermodynamic equations to relate changes in resistivity to the vapor pressure or
chemical activity of analytes. One such equation is the GEM equation used in this work.
Furthermore, to correctly employ the thermodynamic equations, we must know the
thickness of the polymer on each chemiresistor. Unfortunately, physical measurement of
thickness is tedious and not conducive to mass manufacturing and calibration of sensors.
However, it is simple to measure the resistance of the dry polymer in air at the time of
sensor production and perhaps again before each use. Since by prior calibration we know
the intrinsic resistivity of the composite material used in the sensor, we can calculate the
mean average thickness of the spot of composite on each sensor. This thickness will be
essential for further calculations of swelling based on the measured change in resistance
of the chemiresistor.
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Chapter 5. Complete Model of Carbon
Black-Polymer Composite Sensors

5.1 Introduction
In Chapter 4, it was shown that the individual carbon black–polymer composite
sensor can be modeled by combining two sub-models: a conductivity model and a
thermodynamic model. The conductivity model was well described; the geometry of the
sensor was modeled and analyzed. In this chapter, we combine that conductivity model
with a thermodynamic model and demonstrate that the vapor pressure of analytes can be
estimated from the change of resistance of sensors in the array; meanwhile, the responses
of sensor arrays can be predicted from the vapor pressure. In the conductivity model,
three key parameters in the GEM equation of the polyisobutylene (PIB)–carbon black
composite system were further optimized by fitting more experimental data. In addition,
we also discuss how to improve the fabrication of these types of sensors.

5.2 Theory
The carbon black–polymer composite sensor can be modeled theoretically by two
sub-models: a conductivity model and a thermodynamic model. Using these two submodels, one can relate the vapor pressure of solvent to the sensor response (resistance).
For example, given a certain solvent vapor pressure, the volume fraction of the solvent in
61

the composite of a sensor can be calculated based on the thermodynamic model; next the
GEM equation is used to compute the resistivity of the composite; finally, the sensor
response can be calculated by using the definition of resistivity. This process can also be
done in reverse.

5.2.1 Electrical Conductivity Model

In the conductivity model, the resistance of the composite is related to the sum of
volume fraction of polymer and analytes by two steps as shown in Figure 5.1.

Resistivity
Model

Resistance
of
composite

GEM
Equation

Resistivity
of
composite

Sum of volume
fraction of
polymer and
analytes
in the composite

Figure 5.1 Conductivity model

The resistivity was calculated from experimental measurements of resistance by
modeling the circuit and applying the definition of resistivity. The GEM equation further
related resistivity to the volume fraction of high resistivity phase.
The GEM equation, presented previously, is presented again for this discussion:

(

f ρc

ρc

−1 / k

−1 / k

− ρm

−1 / k

+ Cρ m

−1 / k

) + (1 − f )(ρ
ρp

−1 / k
p

−1 / k

− ρm

+ Cρ m

−1 / k

−1 / k

)=0

(5-1)

when the sensor is in the dry air, 1-f is the volume fraction of the polymer; when the
sensor is in the analyte vapor, 1-f is the sum of volume fraction of polymer and absorbed
analyte (the non-conductive fraction). Section 5.3 will show how the volume fraction of
polymer and analyte can be obtained for a polymer/analyte binary system.

62

Our physical model of the chemiresistor sensor satisfies the assumptions upon
which the GEM equation is based, with perhaps two minor exceptions. One assumption is
that carbon black particles are distributed uniformly in the composite; another one is that
the resistivities of analytes and polymers applied in chemiresistors are sufficiently high.
With proper experimental preparation, even these assumptions can be adequately met.

5.2.2 Thermodynamic Model

In this initial study, only the simplest case, that of an analyte/polymer binary
system, is considered. There are two steps in the thermodynamic model (see Figure 5.2).
First, the volume fraction of solvent in the polymer phase is calculated based on the sum
of the volume fractions of polymer and of solvent, and the volume fraction of polymer in
the dry composite. (The detail of this calculation is introduced in the next section and in
Appendix A.) Then the solvent vapor concentration can be estimated with the following
equation [61, 62]:

1⎞
⎛
2
ln (a1 ) = ln φ1 + ⎜1 − ⎟ ⋅ (1 − φ1 ) + χ ⋅ (1 − φ1 )
⎝ m⎠

(5-2)

Equation 5-2 was introduced in Chapter 2 as Equation 2-9.

Sum of volume
fraction of
polymer and
solvent in the
wet composite

Volume
fraction of
solvent in the
polymer

Figure 5.2 Thermodynamic model
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Since the experiments in our research were done at very low pressure (< 1 atm),
the vapor phase can be considered an ideal vapor phase. Thus, the vapor-liquid
equilibrium equation can be simplified as
y1 P = a1 P1 *

(5-3)

where P1* is the saturated vapor pressure of the analyte at temperature T, y1 is molar
faction of the analyte in vapor phase, a1 is activity. Since dry air or any non-interactive
carrier gas is included the polymer-analyte binary system, only one analyte vapor exists
in the vapor phase, y1 equals to 1, and P is vapor pressure of the analyte in the system.
Equation 5-3 can be rewritten as
a1 =

P
sat
P1

(5-4)

Substituting the Equation 5-4 into Equation 5-2, the vapor pressure of the analyte can be
related to the volume fraction of the analyte in the composite and the interaction
parameter by
⎛ P
ln⎜⎜ sat
⎝ P1

⎞
⎟ = ln φ1 + ⎛⎜1 − 1 ⎞⎟φ 2 + χφ 2 2
⎟
⎝ m⎠
⎠

(5-5)

Similar thermodynamic equations for systems with more than two components
can be derived based on Flory theory. For example, the equation of the
analyte1/analyte2/polymer ternary system has been derived and widely used [34-36].
This thermodynamic model includes three assumptions: first, air absorbed by the
carbon black does not change the resistivity of the carbon black; second, air (or nonreactive carrier gas) has negligible solubility in polymer (compared to analytes) and has
no effect on polymer swelling in the composite; third, polymer swelling reaches
equilibrium, which is easily observed and verify during the experiments.
64

5.2.3 Calculation Procedure for Optimizing Parameters

In order to apply the GEM equation, three key GEM parameters – the percolation
threshold fc, the resistivity of the carbon black ρc and the exponent k – need to be
determined. Using this determination procedure, the resistivities of the dry and swollen
polymer composites in the sensors were calculated. Then, the three parameters were
optimized by fitting the resistivity data to the GEM equation. In this work, the three GEM
parameters of the polyisobutylene (PIB)–toluene system were optimized by the following
steps:
Step 1. Convert resistance signal to resistivity. The resistance measured in the dry air
environment was converted by Equation 4-1. The resistance measured in toluene
vapor was converted following the procedure shown in Appendix B.
Step 2. Estimate the volume fraction of toluene (φ1) in the swollen phase in Equation 5-5
based on the activity data published in literature [50].
Step 3. Calculate the volume fraction of carbon black (f) in term of the results in step 2.
The 1-f is the sum of toluene and PIB in the composites and was computed as
shown in Appendix A; then the theoretical resistivity was derived by solving the
GEM equation.
Step 4. Optimize the percolation threshold fc, the resistivity of the carbon black ρc and the
exponent k by minimizing the squared difference between the experimental and
corresponding theoretical resistivity data.
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5.2.4 Calculation Procedure of Model Validation Using TCE Data

To validate the model, the resistance response was calculated for each individual
PIB sensor that was used in the experimental measurements of the swelling response in
TCE. The calculation procedure included the following steps:
Step 1. The interaction parameters of TCE in PIB derived from the activity data in
Chapter 7 were applied in Equation 5-5, which produced the volume fractions of
TCE in various TCE vapor pressures.
Step 2. The resistivities of the sensors were calculated by applying Equation 5-1 for the
values of various volume fractions of TCE.
Step 3. The thicknesses of the swollen composites in the sensors were calculated based
on the relationship between activities and weight fractions of TCE-PIB system
measured in Chapter 7.
Step 4. The responses of sensors (which were resistances of the various composites in the
sensors) were calculated by using Equation 4-1 and the circuit model introduced
in Chapter 4.
Step 5. The theoretically calculated responses were compared to the experimental
responses.

5.3 Methods and materials
The toluene (Fisher Scientific, FairLawn, NJ) was used as received. The sensors
and other materials (polyisobutylene, carbon black and trichloroethylene) were the same
as that described in Chapter 4. Measurements were done in collaboration with Dr.
Clifford K. Ho and Lucas K. McGrath at Sandia National Laboratories.
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When measuring resistance, the sensors were placed inside a customized Nalgene
bottle to expose the sensors to a variety of controlled environments. For the resistance
measurements, the chemiresistors were placed inside the bottle, and dry air was passed
through the bottle. When the resistances became stable, the resistances of the
chemiresistors in dry air were recorded. The same drying procedure was repeated before
the chemiresistors were exposed to other environments. To expose the device to toluene
vapor, toluene was poured into a glass gas bubbler (Corning, PN 170-220 EC) and clean
dry air was passed through the toluene to produce 100% saturated toluene vapor. Various
concentrations of the toluene vapor were generated by mixing the 100% saturated toluene
vapor with dry air. Since only eight chips could be held in the Nalgene bottle, 16 chips
were equally divided into two groups: A and B. The exposure environment for each
group is summarized in Table 5.1. Concentrations were verified using a M200 Micro Gas
Chromatograph (MTI Analytical Instruments, Fremont CA).

Table 5.1 Vapor pressures applied in this work
Solvent Vapor Pressure (Pa)
Group

A

B

A

B

Toluene

506

561

1738

1768

TCE

416

416

833

833

The exposure procedure was different for the TCE. Bubblers were not used during
the TCE exposure runs. Certified gas cylinders from Matheson/Tri-Gas with 10,000 ppm
of TCE were used for this exposure. A mixture of dry air and TCE were exposed to the
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sensors to yield exposures at approximately 5,000 ppm TCE. Concentrations of TCE
were also verified by the M200 Micro Gas Chromatograph. The M200 Micro Gas
Chromatograph was calibrated prior to the experiment by exposing known concentrations
of toluene and TCE separately and generating linear regressions of the resulting peaks.
The experiments were conducted at temperatures between 22.6 ºC and 23.6 ºC.
The PIB-toluene activity data (previously published in the literature) was measured at
25ºC [50]. The group contribution activity coefficient method developed by Chen et al.
[63] showed that the difference between the PIB-toluene activity coefficient at 25ºC and
at 23ºC is less than 0.2%. Thus, the interaction parameter for PIB-toluene, measured at
25ºC, was applied in this work.

5.4 Results
5.4.1 Resistance and Resistivity of Sensors

Eight carbon black concentrations in the dry sensors were formulated (8.0%,
10.0%, 12.0%, 15.0%, 20.0%, 30.0%, 45.0% and 60.0%). Eight sensors were made for
each carbon black concentration for a total of sixty-four. However, not all sensors
produced reliable data. Some sensors had resistances too high to measure; in some others,
the spiral electrodes of some sensors were not adequately covered with the composite
layer; some responses show that the polymer swelling did not reach equilibrium
sufficiently when the sensors were exposed to the analyte vapor. The data from these
unreliable sensors were not used. Table 5.2 and 5.3 presents the mean average values of
resistance and resistivity for the sensors after exposure to toluene vapor.
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Table 5.2 Chemiresistor data in toluene vapor around 500 Pa
Carbon %

# of samples
tested

Toluene vapor
pressure (Pa)

Mean resistance
(Ω)

Log10 of mean
resistivity
(Ω-cm)

8

2

506

6.62E+06

4.677

10

4

506

1.73E+06

3.471

4

561

7.09E+05

3.627

3

506

3.88E+05

2.924

4

561

8.69E+05

3.383

4

506

8.95E+04

2.481

4

561

7.22E+04

2.526

3

506

2.81E+04

2.089

4

561

2.81E+04

2.058

4

506

9.74E+02

1.036

4

561

1.89E+03

0.847

4

506

3.60E+02

0.692

4

561

5.05E+02

0.565

4

506

3.20E+02

0.637

4

561

2.93E+02

0.385

12
15
20
30
45
60

Table 5.3 Chemiresistor data in toluene vapor around 1700 Pa
Carbon %

# of samples
tested

Toluene vapor
pressure (Pa)

Mean resistance
(Ω)

Log10 of mean
resistivity
(Ω-cm)

8

1

1738

7.25E+06

4.834

10

4

1738

3.01E+06

3.884

4

1768

1.09E+06

3.690

3

1738

5.51E+05

3.116

4

1768

8.81E+05

3.433

12
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Table 5.3 ― Continued
15

4

1738

1.39E+05

2.701

20

3

1738

3.86E+04

2.263

30

4

1738

2.23E+03

1.183

4

1768

1.27E+03

0.960

4

1738

5.15E+02

0.720

4

1768

3.64E+02

0.598

4

1738

3.21E+02

0.656

4

1768

2.94E+02

0.405

45
60

5.4.2 Parameter optimization

The GEM equation was used to model the relationship between the volume
fraction of carbon black in the polymer composite and its resistivity. The GEM
parameters for the PIB-carbon black composites (both dry and swollen) were
simultaneously optimized by minimizing the following function

∑ ( y − y' )

2

(5-6)

n

where y and y’ are the Log10 resistivities based on the experimental data and the
resistivities estimated in term of the GEM equation with the three GEM parameters,
respectively. The n is the number of data points.
During the optimization, the resistivity of PIB was set to 1.0×1016 Ω-cm, and the
resistivity of carbon black was set to 0.87 Ω-cm which is same as the value optimized
using dry air data as described in Chapter 4. All good data points in a variety of toluene
vapor concentrations and dry air were applied for the optimization. The results of the
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optimizations are shown in Figure. 5.3. The best fit values for the parameters fc, and k are

fc = 0.069 and k = 2.38.
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Figure 5.3 Optimization results in various environments at 23°C. A: in dry air; B: in
toluene vapor around 500 Pa; C: in toluene vapor around 1700 Pa.

5.4.3

Model Validation

In previous sections, a theoretical model of chemiresistors was constructed. This
model should be able to estimate the responses of chemiresistors or predict the vapor
concentrations of analytes. Therefore, the model was validated by applying the sensors to
detect the known concentrations of TCE vapor, and comparing the real responses and the
model estimated responses. The comparison results are shown in Table 5.4.
In Table 5.4, Figure 5.4 and 5.5, the model predicted responses and their
corresponding experimental data are in the same order of magnitude. The data points at
each volume fraction of carbon are scatter because each sensor has different thickness.
The model predicted responses increase with the increase of the vapor pressure of TCE
and the decrease in the carbon concentration in the composites. This observation
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indicates that our hypothesized model agrees qualitatively with the experimental data.
Although the model can not predict exactly the experimental responses of chemiresistors
accurately, it provides a theoretical method to estimate the responses of chemiresistors
and will help researchers to select polymers to construct a chemiresistor array for the
given samples.

Table 5.4. Comparison model predicted data with experimental data in various TCE
vapor pressures
Volume fraction
of carbon in dry
sensors %
10

12

15

20

Resistance
(Ω) at 416
Pa (model)

Resistance
(Ω) at 416
Pa (Exptl.)

Resistance
(Ω) at 833
Pa (model)

Resistance
(Ω) at 833
Pa (Exptl.)

Resistance
(Ω) in dry
air (Exptl.)

2.36E+05

9.89E+05

2.44E+05

1.13E+06

9.40E+05

8.39E+05

4.30E+06

8.67E+05

5.11E+06

4.03E+06

8.32E+05

6.63E+05

8.60E+05

7.43E+05

6.29E+05

9.19E+05

1.49E+05

9.50E+05

1.64E+05

1.43E+05

3.47E+05

5.85E+05

3.55E+05

6.44E+05

5.63E+05

3.77E+05

1.30E+05

3.86E+05

1.46E+05

1.24E+05

4.63E+05

4.01E+05

4.74E+05

4.43E+05

3.84E+05

2.91E+05

3.37E+05

2.98E+05

3.77E+05

3.22E+05

6.00E+04

1.32E+05

6.11E+04

1.58E+05

1.17E+05

9.56E+04

7.31E+04

9.73E+04

8.71E+04

6.53E+04

9.00E+04

9.24E+04

9.16E+04

1.10E+05

8.33E+04

7.34E+04

3.37E+04

7.47E+04

3.96E+04

2.98E+04

2.01E+04

1.38E+04

2.04E+04

1.63E+04

1.21E+04

2.62E+04

2.50E+04

2.65E+04

2.94E+04

2.22E+04

1.48E+04

3.91E+04

1.50E+04

4.39E+04

3.64E+04
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Figure 5.4 Resistance values for PIB-carbon composites at 416 Pa of TCE vapor
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Figure 5.5 Resistance values for PIB-carbon composites at 833 Pa of TCE vapor
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5.4.4

Sensitivity Analysis

Once the three parameters in the GEM equation are obtained, one can calculate
the vapor pressure of analytes based on their corresponding responses and the
chemiresistor model. However, errors always exist. These errors may come from the
measurements of responses of sensors, the thicknesses of the composites, and any
simplification of the model. To estimate how much these errors impact the accuracy of
the model, a sensitivity analysis was performed. In this sensitivity analysis, the
resistivities of a PIB-carbon composite with 10% and 20% volume fraction of carbon in
toluene vapor at 30% of its saturation were derived. Since resistivity is a linear function
of resistance, resistivities were used as the sensor responses in this analysis. Then errors
in the range from 10% to -10% of the responses were added to the responses. Finally
vapor pressures corresponding to these modified responses were calculated. The
differences between the predicted vapor pressure and the actual vapor pressure are shown
in Figure 5.6.
The results in Figure 5.6 show that 10% error in the response of the chemiresistor
with 10% volume fraction of carbon generates about 17% deviation from the true vapor
pressure, which indicates that errors in the responses of chemiresistors have only small
effect upon the estimation of the vapor pressure. Figure 5.6 also shows that the estimation
of vapor pressure using the chemiresistors with higher volume fraction of carbon, for
example 20% volume fraction of carbon, is more sensitive to the error in sensor
responses. This suggests that one should develop the chemiresistors using the composites
with low volume fraction of conductive particles.
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Figure 5.6 Errors in the responses of chemiresistors vs. errors of the predicted vapor
pressures. The data of 10% and 20% volume fraction of carbon are represented by (♦)
and (◊), respectively.

5.5 Discussion
The composite formulations used in the experiments were not uniformly
distributed over the whole range of the concentration of the carbon black (8.0%, 10.0%,
12.0%, 15.0%, 20.0%, 30.0%, 45.0% and 60.0%). Instead, most of the experimental data
were from formulations near the percolation threshold. The resistivity of the composite
changes significantly around its percolation threshold, and the volume fraction of the
carbon black in most sensors is designed to be close to the percolation threshold to obtain
high sensitivity; therefore, we designed the experiment to force the optimization to
emphasize the sensitivity near the percolation threshold. However, these non-uniformly
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distributed data make the small changes in data around percolation threshold generate an
apparent change of the resistivity of carbon black when all three parameters were
optimized simultaneously. For example, if the data at 500 Pa were used to optimize the
three parameters, the fitted resistivity of carbon black would be 0.44 Ω-cm, which
obviously deviates below the experimental data points at high carbon concentrations (see
Figure 5.7). Therefore, the resistivity of carbon black was fixed at 0.87 Ω-cm during
optimization, since this value was obtained for dry carbon black and this value is not
inconsistent with other published values of carbon black (see section 4.5).
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Figure 5.7 Optimization the three parameters using the data in the toluene vapor around
500 Pa.

The Log10 values of resistivity instead of absolute resistivity values were used in
the optimization procedure because the Log10 values appear to be randomly distributed
around a mean value (see Figure 5.3); whereas the absolute values are not randomly
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distributed. This allows for more equitable weighting of the data during the optimization
procedure.
In designing a conductive polymer composite sensor for a given sample, one
wants to choose a polymer material and carbon black concentration to give the sensor a
large range of capacity and very high resolution. Usually, an ohmmeter can accurately
detect resistance up to 1×109 Ω, which corresponds to a resistivity of 1×107 Ω-cm in this
design. For example, in the experimental data of this work, the resistivities of the
chemiresistor with 10% volume fraction of carbon change much more than the
chemiresistors with higher volume fraction of carbon (Figure 5.8), because its 10%
volume percent of carbon is very close to the percolation threshold and gives very high
sensitivity to the change of vapor pressure.

3000
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15%

2500
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Resistivity
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0
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1500

2000

Vapor pressure of toluene (Pa)

Figure 5.8 Resistivity vs. vapor pressure of toluene for various volume percent of carbon
in chemiresistors. The resistivity data in the chemiresistors with 10%, 15% and 20%
volume percent of carbon are represented at (♦), (◊) and (∗), respectively.
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Therefore, the shaded range in Figure 5.9 is the desired range of the sensor
response and polymer swelling. By analyzing the relationship between the resistivity of
the composite and the carbon black concentration described by the GEM equation, a very
sensitive polymer-carbon black pair can be selected.
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Figure 5.9 The shaded range is the desired range of the sensor response and polymer
swelling.

In the GEM equation, the relationship between the resistivity of the composite
and the carbon black concentration is determined by its four parameters: the resistivity of
the polymer ρp, the resistivity of the carbon black ρc, the percolation threshold fc and the
exponent k. They affect the shape of the curve generated by the GEM equation
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independently as follows. Figure 5.10 shows that the resistivity of the polymer and
carbon black determine the upper bound and the low bound of the curve. Because of the
capacity limitation of ohmmeters, the resistivity of polymers does not need to be
extremely high. A resistivity 1×107 Ω-cm is sufficient for sensors. However, it is
desirable to keep the resistivity of carbon black as low as possible, because the same
swelling can generate more change of the resistance for the composite when the carbon
black has lower resistivity. In other words, using a carbon black of lower resistivity
increases the sensor sensitivity.

Figure 5.10 GEM equation with various values of resistivity of polymer and carbon black
ρc/ρp at constants k = 1.5 and fc = 0.2.
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Figure 5.11 shows that the percolation threshold fc determined the transition point
of the composite. Theoretically, the position of the transition point does not affect the
performance of sensors. But a very low percolation threshold could make a sensor very
sensitive to the distribution of the carbon black in the composite. When the percolation
threshold is very low, such as 6.9 vol.% in this study, only a few conductive pathways
can be constructed around the percolation threshold if the carbon black does not
distribute uniformly. Minimal swelling may break some of these pathways and cause a
dramatic change of resistance. This is why the experimental data points of sensors having
carbon black concentration about 8.0 vol.% and 10.0 vol.% are very scattered.

Figure 5.11 GEM equation with percolation threshold fc at constants k = 1.5, log(ρc)= 1
and log(ρp)= 14.
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The slope of the transition is controlled by the exponent k as shown in Figure
5.12. The lower k value makes the transition sharper. Since the transition goes across
several orders of magnitude, sensors usually have sufficient sensitivity even when the
exponent value is high. Meanwhile, a large value of exponent k increases the range of the
sensor performance significantly. Therefore, composites with higher exponent values
make better sensors.
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Figure 5.12 GEM equation with various exponents k at constants fc = 0.2, log(ρc)= 1 and
log(ρp)= 14.
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Traditionally, one would always choose the polymer which swells the most for
the given analyte concentration. However, if the polymer swelled too much, its carbon
concentration may decrease out of the best performance range shown in Figure 5.9, and
the sensitivity of the sensor would be very low. To design a good sensor, its required
measurement capacity (the range of the vapor concentration) should be determined first,
and then the polymer type and carbon black concentration should be estimated according
to its required capacity. The range of the change of the carbon concentration (carbon
black dilution upon swelling) should be located in the best performance range.
In the conductivity model, it is assumed that the resistivities of the analytes and
polymers applied in chemiresistors are sufficiently high such that the shape of the curve
above the percolation threshold is negligibly affected. This is a good assumption if
analytes are organic solvents, because the resistivities of organic solvents are usually very
high; for example, the resistivity of toluene is above 1.0×1012 Ω-cm and the resistivity of
PIB is 1.0×1016 Ω-cm. If we used the GEM equation as the conductivity model, when the
given samples are aqueous solutions which have high ion concentration, the resistivity of
the polymer ρp would decrease, the percolation threshold fc would deviate, and the
exponent k would increase. All three parameters would be functions of the polymer
swelling. Thus direct contact of this type of sensor with ground water would be
problematic. In the situation of sensing organic vapor in equilibrium with from ground
water, the ion concentration is extremely low (if not zero) in the vapor phase; thus, the
conductivity model can be used for conductive polymer composite sensors to measure
analyte concentrations in vapors of ground water.
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Figure 5.13 Preliminary experiment of sensors responding to dry helium and dry air. The
jump around 1800 sec came from some air trapped in the tubing connecting to the
Helium tank.

The conductivity model also assumes that polymers have no swelling in dry air.
Figure 5.13 shows that the resistance of a sensor with PIB composite decreased very
slightly with time as the sensors were put into dry air; then the resistance became stable
when helium and dry air passed in turn through the chamber. Other experiments
employing sensors with polyethylene-vinyl acetate copolymer (PEVA), poly(Nvinylpyrrolidone) (PNVP) and poly(epichlorohydrin) (PECH) composites show similar
results (data not shown). Therefore dry air has as little interaction as helium has with
polymers. During the experimental measurements, dry air flowed across the sensors until
the resistances became stable in the dry-air environment, which means that the responses
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of the sensors to the dry air can be used as the baseline for each sensor. The analyte
vapors with various concentrations are the mixtures of dry air and vapor of pure analytes.
Usually, the concentration of air is very high, even when the analytes are at their
saturated concentration. For example, at 25ºC and 1atm, the volume fraction of dry air in
the saturated toluene vapor is about 97%. Thus, we assume that the swelling interaction
between dry air and polymers is negligible.
In these experiments, the resistance data of the sensors with the same carbon
black concentration varied within a range of one order of magnitude. The sensors are
made by carefully placing a drop of the TCE solution of the polymer-carbon black
mixture onto to the surface of the spiral electrodes. When the solvent vaporizes, some
carbon black particles move along the solvent and cluster unevenly. This phenomenon
was also observed by Lewis [10]. In these experiments, the resistance data of the dry
sensors with the same carbon black concentration varied within a range of one order of
magnitude. Some of the error of the predicted concentration is believe to come from the
non-uniform distribution of the carbon black which makes the surface of the composite
very rough and generates some variation in the resistance. Our previous work has
demonstrated that the rough surface can cause errors of up to 12%. Thus, a main source
of error comes from the non-uniform thickness and the non-uniform distribution of the
carbon black inside the composite. If the carbon black clusters are right above the
electrodes, a negative deviation in resistance is generated; if not, they cause a positive
deviation. Therefore, producing a uniform distribution of the carbon black is a key point
to improve the consistency and quality of conductive polymer composite sensors.
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Chapter 6. Selection of Polymeric Sensor Arrays
for Quantitative Analysis

6.1 Introduction
In a sensor array, the accuracy, selectivity and sensitivity of computed results for
given samples are determined by the individual sensor responses within a sensor set.
Therefore selection of the individual sensing elements is critical for designing a sensor
array that is both selective and sensitive. Since each individual sensor can respond in
various degrees to widely different analytes, the responses of the sensor array elements to
a sample are analogous to spectrophotometer responses in which a sample generates
various responses at each wavelength measured in the spectrophotometer. The
quantitative and qualitative methods that are applied in spectrum analysis can also be
employed in the analysis of sensor arrays.
To date, most published research efforts on the selection of polymers for carbon
black-polymer chemiresistor arrays focus on qualitative classification and identification
of the analytes in samples using linear discriminant analysis (LDA) and principle
component analysis (PCA) [8, 10, 22, 23, 37, 64-67]. Some quantitative analysis methods
were applied for these types of devices, such as principle component regression (PCR)
and partial least square (PLS) [13, 68-71]. However, they are passive methods that are
used after a sensor has been constructed. Exhaustive calibration experiments are still
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necessary before such a sensor can be used. To our knowledge, no work has been done to
select a priori the best chemiresistor set for quantitative analysis of anticipated samples.
In this chapter, an “a priori” chemiresistor selection method is introduced. This
method uses the criterion of minimum mean square error combined with an algorithm
that had been applied previously to optimize wavelength selection [72]. By applying the
model predicted responses in this method, the individual polymer elements within a
chemiresistor array can be optimized for quantitative analysis of given samples without
any preliminary experiments. This will save a tremendous amount of “trial and error”
experimental work.

6.2 Theory
6.2.1 Sensor Selection Method

The primary assumption of this work is that the relationships governing the
responses of the sensors are linear functions of the analyte concentrations in the sample.
For example, this assumption is valid for samples such as ground water contaminated
with low concentrations of organic pollutants. As explained in Chapter 2, for a sensor
array having p different sensors, the response output from a sample which is a mixture of

m analytes is given by
r = S ⋅c + e

(6-1)

where r is a p × 1 vector of responses, c is a m × 1 vector of concentrations of the m
analytes (in a mixture), e is the p × 1 vector of errors, and S is the p × m sensitivity matrix
of the sensor array to the analytes. The element sij in the sensitivity matrix is the response
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of the i-th sensor in the array to the j-th analyte in the sample. Here one sets p ≥ m, so that
the problem is not underspecified.
The fundamental criterion by which a model for quantitative analysis should be
evaluated is that the differences between the predicted values and true values, or the
errors, are as small as possible. In this chapter, the mean square error (MSE) is used as the
criterion for sensor selection. The MSE is defined as [72]

⎧m
⎫
MSE = E ⎨∑ (c' k −ck ) 2 ⎬
⎩ k =1
⎭

(6-2)

where E{⋅} denotes expectation; c’k and ck represent the estimated and true concentrations
of the k-th component, respectively. When a sample consisting of m analytes is proposed,
one wants to select a set of polymers for the sensor array whose response has minimum

MSE value.
Since the responses of sensors are estimated theoretically in this study, noise must
be added to simulate real sensors. It is assumed that only normal distributed random noise
exists and has a constant variance σ2. In this noisy case, the MSE is given by [72]

{(

MSE = σ 2Tr S t S

)

−1

}

(6-3)

where Tr{⋅} and t represent trace and matrix transpose, respectively. It is also assumed
that all sensors have the same variance. In this example, and for simplicity, we will set

σ2=1. Then

{(

MSE = Tr S t S

)

−1

}

(6-4)

Equation 6-4 shows the main advantage of using MSE as the criterion: the value of MSE
can be numerically estimated from the information in the sensitivity matrix. Even when
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σ2≠1, Equation 6-3 shows that the MSE is the least for a sensitivity matrix which
minimizes the right side of Equation 6-4.
In practice, given an anticipated sample composition, one can select the best
sensors to use in an array as follows. First the user specifies the number of chemiresistors
in the array. Then, a computing algorithm computes the MSE values for all possible
combinations of p candidate sensors for the expected sample composition. The
combination with the minimum MSE value is the best sensor set in terms of the least error
for quantitative analysis of the given samples. Thereafter the user can build and calibrate
the sensor array, confident that the best choice of polymers has been used in the sensor.

6.2.2 Construction of the Sensitivity Matrix

Since the MSE value is calculated from the sensitivity matrix, the estimation of
the elements in the sensitivity matrix determines the accuracy of sensor. In the previous
chapters, the function of carbon black-polymer chemiresistors was modeled. The
responses of chemiresistor sensors (resistances) to changes in the vapor pressures of
analytes are related by combining two sub-models: an electrical conductivity model and a
thermodynamic model. In this present study, it is assumed that all polymer-carbon
composites in these chemiresistor arrays have the same conductive properties and
geometry, which means that similar polymer swelling produces similar resistance change
for the various polymer-carbon composites; i.e., when any or all composites swell by x%,
their resistivity decreases by y%. (It is recognized that this may not be true for all
polymers-carbon composites, but for the purposes of following discussion, I will adopt
this assumption.) Thus the volume fractions of analytes in the swollen composites are
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regarded as the responses of sensors. It was also assumed that each individual analyte in
samples (which are mixtures of analytes) makes an independent contribution to the
polymer swelling. In other words, the analyte-analyte interaction in polymer-carbon
composites are omitted, and the contribution to swelling of each analyte to the swollen
composite in the analyte mixture environment is the same as when only the polymeranalyte binary system exists. The concentrations are defined as the activities of the
analytes. Then the value of element sij in the sensitivity matrix represents the volume
fraction of j-th analyte in i-th polymer composite in a pure j-th analyte environment at
unit activity. All elements in the sensitivity matrix can be estimated by using
experimental data or some group contribution methods, such as UNIFAC-FV [73, 74],
Chen’s method and High-Danner method [75-77].

6.3. Discussion
6.3.1 Assumptions

There are three basic assumptions involved in estimating the response of these
sensors. First, it is assumed that similar polymer swelling produces similar change of
resistance for the various polymer-carbon composites. This assumption is based on
thorough analysis of the conductivity model for carbon black-polymer composite in the
previous chapters. In the conductivity model, the responses of the chemiresistors (the
resistances) are converted into resistivity through knowledge of the geometry of the
composite between the electrodes of the circuit. Then the resistivity of the composite is
related to the volume fraction of the high-resistivity component (the polymer) by the
general effective media (GEM) equation.
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The discussion in Chapter 5 shows that the parameters in the GEM equation (fc,

ρc, ρp, k) control the shape of the curve. The ρc and ρp determine the upper bound and the
low bound of the curve, respectively. The fc gives the transition point of the composite.
The exponent k controls the slope of the transition. In other words, it determines how
much change of resistance occurs as the polymer composite swells. Usually, all
chemiresistors in an array are made of high-resistivity polymers, the same type of carbon
black, and consistent geometry. The value of the percolation threshold fc is of little
consequence on the sensitivity of the composite, so its value has no import in the
selection of the polymers. Thus the exponent k might be the only parameter affecting the
design of chemiresistors. However, it has been claimed that the exponent k is a function
of the shape and distribution of the conductive particles in the composites [27].
Therefore, the exponent k might vary only within a small range if the composites are
made from only one type of carbon black, and the carbon black particles are distributed
uniformly in each composite. In this case, one can assume the values of k are sufficiently
alike such that similar polymer swelling produces similar change of resistance for various
polymer-carbon composites.
Second, it is assumed that the responses (which are the volume fractions of
analytes in the composites) have a linear relationship to the activities of the analytes.
Unfortunately, this is not true over a large range of concentrations. For example, Figure
6.1a shows the experimental data and model prediction of the volume fraction of benzene
as a function of benzene activity in the polyisobutylene-benzene binary system [63, 78].
The slope of the curve is fairly constant at low benzene concentration (< 20% saturation)
but the slope increases significantly when the benzene concentration is
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Figure 6.1 (a) Volume fraction of benzene vs. its activity at 298.15K in polyisobutylenebenzene system. The activity is in the range from 0 to 1.0. The model predicted data (▲)
are obtained by using the UNIFAC-FV software developed by Danner [76]. The
experimental data (■) was measured by Eichinger and co-workers [78]. (b) Volume
fraction of benzene vs. its activity at 298.15K in polyisobutylene-benzene system. The
activity is in the range from 0 to 0.2. The line is a least square fit of the data through zero
(VF=0.165a, r2=0.9976).
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higher than 40% saturation. The same phenomenon can be found in most polymeranalyte binary systems [79]. Therefore, the assumption of linear additivity for the volume
fraction of analytes as a function of activity is less valid at high analyte vapor saturation;
but linearity is usually a good assumption when the analyte vapor pressure is lower than
about 20% saturation.
Figure 6.1b shows that a linear model can be used fit the activity-volume fraction
curve for the polyisobutlyene-benzene binary system when the benzene vapor
concentration is < 20% saturation. The same fact was observed by Lewis et al. [80] who
also used carbon black-polymer chemiresistors (which were 80% poly(butadiene) and
20% carbon black) to detect diverse analyte vapors, including propanol, benzene,
chloroform, cyclohexanone, heptane and nitrobenzene. Their results showed that the
chemiresistors linearly respond to all of these analytes at low analyte vapor pressure.
Third, it is assumed that the swelling of the analyte mixture can be estimated by
summing the swellings of individual polymer-analyte binary systems. Usually, this is not
a good assumption over a large range of vapor concentrations. Liu and coworkers
compared the partial pressure of toluene as a function of its weight fraction in butanonePMMA binary system with butanone-toluene-PMMA and with benzene-acetone-PMMA
ternary systems (Figure 6.2) [81]. In comparison with butanone-PMMA binary system,
the butanone concentration in polymer phase becomes higher in butanone-toluenePMMA ternary system, but is barely affected by the existence of acetone in butanoneacetone-PMMA ternary system. This is because the interaction between butanone and
toluene is much stronger than the interaction between benzene and acetone. Figure 6.2
shows that the difference between the ternary system and the binary system is very small
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at low partial pressure of butanone (< 15% saturation) which means that the second
assumption is also valid at low analyte vapor concentration (< 15% saturation).
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Figure 6.2 Volume fraction of butanone vs. its activity in butanone-PMMA binary system
(Δ), in butanone-acetone-PMMA (□) and in butanone-toluene-PMMA (♦) ternary
system. Data adapted from [81].

6.3.2 Usefulness of MSE criteria

The mean square error is used as the criterion not only because it measures the
difference between the predicted values and the true values, but also it provides two other
advantages. First, it is a useful method to estimate errors based on the theoretically
predicted responses. When the elements of the error vector e in Equation 6.1 are
uncorrelated and normally distributed with mean zero and constant variance, MSE values
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of different chemiresistor sets can be estimated and compared in terms of their sensitivity
matrix as shown in Equation 6-4. Second, MSE can be related to sensitivity and
selectivity of chemiresistor sets to samples. Sensitivity usually indicates response of the
instrument to changes of analyte concentrations [47]. The most commonly used
quantitative measurement of sensitivity is [44]
SEN k = S k −col

(6-5)

where SENk is the sensitivity of the k-th component, and ||Sk-col|| is the Euclidian norm of
the k-th column of the sensitivity matrix S.
IUPAC defined selectivity as the following: “Selectivity of a method refers to the
extent to which it can determine particular analyte(s) in a complex mixture without
interference from other components in the mixture” [82]. The selectivity defined
quantitatively by Lorber is widely accepted [36], and is:

(I − S S )S
+

SELk =

k

k

k − col

(6-6)

S k −col

where the identity matrix is designated by I, and superscript + designates the
pseudoinverse. SELk is the selectivity of the k-th component, and Sk is the sensitivity
matrix of all but the k-th column. Kalivas and Lang [44] showed that MSE is related to
selectivity and sensitivity by

⎛
1
MSE = σ ⋅ ∑ ⎜⎜
k =1 ⎝ SELk ⋅ SEN k
m

⎞
⎟⎟
⎠

2

(6-7)

Therefore, the chemiresistor set with the minimum MSE is also the set with the highest
combination of sensitivity and selectivity for the anticipated samples. It is logical to
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expect that a sensor array with very high sensitivity and selectivity would also have very
low mean squared error.

6.3.3 Comparison with Other Methods

Principle component analysis (PCA) is the most widely used statistical method
applied for the analysis of sensor signals. Samples can be classified (but not quantified)
by the first two or three principle components. Kowalski et al. used PCA to select 7 out
of 27 piezoelectric sensors to detect 14 analytes [17]. The 27 polymer coatings of the
piezoelectric sensors and the 14 analytes are shown in Table 6.1 In their work, PCA was
performed and the first 7 principle components, which described 95% of the variance of
the original data set of 27 polymer coatings, were chosen; then 7 polymer coating which
have the maximum contributions of each chosen principle component were selected.
They believed that the piezoelectric sensor array fabricated from the 7 polymer coatings
gave the maximum level of analyte discriminating ability.
To compare the results of the present method with the work of Kowalski, a C
program was written. The source data provided by Kowalski were used in the C program
(see Appendix C). This program calculated the MSE values of all combinations of the
candidate sensors and gave the best and worst combinations which have the minimum
and maximum MSE values, respectively. In his example, about 2×107 combinations of
groups of 14 out of 27 sensors were calculated. The best and the worst combinations of
14 polymers were calculated (Table 6.2). In this dissertation work, the Kowalski method
was repeated using PLS_toolbox (Eigenvector Research, Inc., Wenatchee, WA). The
results matched those published and showed furthermore that the first 8 principle
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components describe 97% of the variance. The polymers that contributed most in the
each of the 8 principle components are shown in Table 6.3. In comparison, the present
method based on minimum MSE selected 6 polymers (No. 2, 3, 5, 11, 12, 22) out of the 8
determined to be the most significant in the Kowalski method. Using the polymer
combination that gave the largest error (largest MSE), the present method only selected 3
polymers (No. 2, 11, 22) of the 8 polymers on Kowalski’s preferred list. Apparently the
other 5 polymers, in combination with these three, make a very poor sensor.
In comparing these two techniques, one must remember that PCA and the present

MSE method based on the minimum MSE are two different methods for different
purposes. PCA is a statistical method used to classify samples, many of which may not
have ever been analyzed previously. PCA emphasizes selectivity of the sensor array. The
present method is used for the quantitative analysis of analyte mixtures, which analytes
one already knows something about. It balances both the selectivity and sensitivity of the
sensor array. Thus the present method may not choose the same sensor set as PCA does.
However, the best combination based on the minimum MSE should have a good ability to
classify samples; therefore, it is not unexpected that it would select many of the same
polymeric sensors as selected by the PCA method. Moreover, selecting a sensor set with
the PCA method is not an a priori method. Much work is involved before hand. For
example, Kowalski had to calibrate all of 27 sensors in 14 analyte vapors before finally
applying PCA to find the best sensor set for classification. The present method is an a

priori method. The best polymer set can be selected before any sensors are built. So only
8 sensors have to be built and then calibrated, instead of building 27 sensors, calibrating
them all, and then throwing away 19 sensors and keeping 8 sensors. It is very efficient to
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Table 6.1 Polymer coatings and analytes used in work of Kowalski et al. [17]
No. Polymer coatings

Analytes

1

poly(butadieneacrylonitrile)

benzene

2

poly(p-vinyl-phenol)

dodecane

3

poly(butadiene methacrylate)

DMMP

4

polybutadiene hydroxyl terminated

DM phosphite

5

poly(vinyl stearate)

i-butyl formate

6

poly-1-butadiene

α-pinene oxide

7

polybutadiene hydroxy terminated liquid

triphenyl phosphite

8

methyl vinyl ether

DIMP

9

octadecyl vinyl ether/maleic anhydride

dichloro- pentane

10

polystyrene

isopropyl acetate

11

polyvinyl isobutyl ether

triamyl phosphite

12

poly(vinyl chloride)

octane

13

poly-1-butene

triphenyl phosphate

14

poly(vinyl-carbazole)

water

15

collodion

16

poly(vinyl-butyral)

17

poly(methyl methacrylate)

18

polyethylene

19

ethyl cellulose

20

poly(ethylene glycol methyl ether)

21

poly(caprolactone)

22

poly(caprolactone)triol

23

poly(caprolactone)triol 2X

24

carnuba wax

25

adietic acid

26

undecanedioic Acid

27

phenoxy resin
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Table 6.2 The best and the worst combinations of polymer coatings calculated based on
minimum MSE method. Kowalski’s 8 best polymers are also shown for comparison [17].
Identity of polymer coatings in the combinations
(see Table 6.1)
The best combination

1, 2, 3, 5, 8, 9, 11, 12, 13, 14, 15, 19, 22, 23

The worst combination

2, 7, 8, 9, 11, 14, 18, 19, 21, 22, 24, 25, 26, 27

Kowalski’s best 8

2, 3, 4, 5, 11, 12, 17, 22

Table 6.3 The set of polymer coatings chosen by PCA

No. of PC

% Variance
preserved
(each)

Variance
preserved
(Cumulative)

Identity of most
contributing polymer
(see Table 6.1)

PC1

43.5

43.5

22

PC2

15.3

58.8

3

PC3

14.6

73.4

4

PC4

8.2

81.6

11

PC5

5.5

87.1

2

PC6

4.4

91.5

17

PC7

3.2

94.7

12

PC8

2.3
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5

design and then construct a sensitivity matrix based on the thermodynamic data of
polymers and analytes.

6.3.4 Reducing Computational Intensity

Comparing the present MSE method with the most popular quantitative methods,
PLS and PCA, which rely on exhaustive calibration experimental data, the method

100

introduced in this dissertation is much more efficient because it is based on theoretical
predicted responses and can be executed before sensors are built and calibrated.
However, if one wants to select a chemiresistor set from a large number of candidate
chemiresistors, this method will be very computationally intensive. For example, if one
wants to select 6 out of 70 candidate individual chemiresistors, the MSE values of
131,115,985 combinations would have to be calculated. This calculation takes about 163
minutes on a desktop computer which uses the Windows XP operating system, Pentium 4
CPU (3.2GHz) and 512 MB memory. It would be nice to decrease this time so that
calculations could be done on a web page with more limited computational resources.
Fortunately, the branch and bound method, which applies a decision tree
algorithm, can be used to reduce the calculations and increase efficiency [72]. In this
method, the combination set is split into subsets at every polymer by either selecting or
nonselecting the polymer, and then a lower bound is calculated which is smaller than the

MSE values of all combinations in the subsets; if the lower bound is smaller than the
current minimum MSE, the minimum MSE is replaced by the lower bound and further
split should be carried out; if not, all the combinations in the subset are abandoned.
Sasaki and coworkers applied this method for selecting wavelengths for spectroscopic
analyses [72]. It only took them 0.092 s to find three wavelengths out of 60 with the
branch and bound method, while 7.358 s was required used to calculate the MSE values
of all 34,220 combinations. This is nearly two orders of magnitude in reduction of time.
Thus, the computation time could be reduced significantly when applying the branch and
bound method to selecting a polymer set. A C++ program of the branch and bound
method was also written (see Appendix D).
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Chapter 7. Measurement of Activities of Toluene and
Trichloroethylene in Polyisobutylene

7.1 Introduction
The activity data of trichloroethylene in polyisobutylene was applied to evaluate
our model developed in chapter 5. These data are not available in the published literature.
This chapter describes an isothermal experiment that was conducted to measure the
activity data of trichloroethylene (TCE) in a PIB-TCE solution. The activity of toluene in
PIB was also measured to validate the experimental apparatus and procedure.

7.2 Experiment
7.2.1 Chemicals

The polymer studied in the work was polyisobutylene (PIB: #040A, viscosity
average MW 400,000, Scientific Polymer Products, Ontario, NY). The solvents were
toluene (purity 99.8%, Fisher Scientific, Fair Lawn, NJ) and trichloroethylene (TCE:
purity 99.9%, Mallinckrodt Chemical, Paris, KY). Before introduction into the system,
the two solvents were degassed to remove air and any other dissolved light contaminants.
Degassing was preformed by boiling off and discarding more than 10% of the chemical.
The PIB films were made by dissolving PIB in TCE and casting this solution into glass
Petri dishes. The polymer films, which were about 0.1 mm thick, were split from the Petri
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dishes carefully and put onto cups made from copper mesh. The vacuum-dried polymer
films were weighed before the measurements.

7.2.2 Experimental Apparatus

An isothermal swelling experiment was performed in the laboratory of Dr.
Vincent Wilding of BYU. The total pressure of the polymer-solvent system was
measured as a function of the polymer composition. Measurements were made at low
vapor pressures of the solvents. To ensure that no solvent vapor condensed in the tubing,
the maximum vapor pressure was less than 70% of the saturation pressure at the local
room temperature (22.5 ― 24 °C). The system was constructed as shown in Figure 7.1.
The glass cell was made of thick-walled Pyrex with a Teflon cap. The cap screws into the
cell and forms a seal with a Viton O-ring and some vacuum grease. The 1/16 inch steel
tubing connected through the cap provide for the addition of components and degassing.
To monitor the vapor temperature in the cell, a platinum resistance thermometer was
inserted into a thermowell which extends into the cell. The same type of platinum
thermometer was also used to monitor the temperature of the water bath. The change of
resistance of the platinum thermometer can be read from a scanner (Model 199 System
DMM Scanner, Keithley Instrument, Cleveland, OH).
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Figure 7.1 Vapor pressure apparatus

The measured mass of toluene or TCE was charged to the cell using a syringe.
The amount of TCE and toluene injected into the cell was estimated by reading the
change of the pressure. The cell pressure was measured with a digital vacuum gauge
(Digital Test Gauge 2089, Ashcroft, Stratford, CT). It can monitor the relative (gauge)
pressure in the range between 0 and 15 psi and has a resolution of 0.001 psi. Atmospheric
pressure was measured with a mercury barometer located adjacent to the experimental
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apparatus. The pressure data read from the mercury barometer were corrected for
temperature and elevation. The actual vapor pressure in the cell is obtained by adding the
pressure obtained from the digital vacuum gauge to the barometric pressure. The
accuracy of the vapor pressure value was estimated to be within ±0.002 psi.
The platinum thermometers were calibrated using ice and steam point. Their
accuracy in this apparatus was estimated to be ±0.1 K. During the course of a run, the
temperature of the vapor in the cell shown on the scanner was at 23.6±0.1 °C. The
temperature of the water bath, which is controlled by a Precision Temperature Controller
(Bayley Instrument, Kenwood, CA), was at 23.6±0.1 °C. Therefore, the cell temperature
was well controlled.
The total volume which the solvent vapors occupied includes two parts: the
volume of the glass cell which is under the water and the internal volume of the tubing
which is above the water. The volume of the glass cell, whose temperature was controlled
precisely around 23.6 °C by the water bath, has a volume of 270.9 cm3. This volume was
calibrated by filling the cell with water and weighing the cell. The total volume including
the glass cell, tubing, and valves was measured by injecting 5 ml air and using the ideal
gas EOS for the calculation. For example, before injection, we have

P1 ⋅V = n1 RT

(7-1)

where P1 and n1 is the room pressure and amount of mass inside the system before
injection, V is the total volume, R is the gas constant, T is the absolute temperature of the
room and is assumed to be a constant. After injecting 5ml (ΔV) air into system, we have

P ΔV ⎞
⎛
P2 ⋅ V = n2 RT = ⎜ n1 + 1
⎟ ⋅ RT = n1 RT + P1 ⋅ ΔV
RT ⎠
⎝
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(7-2)

where P2 and n2 are the pressure and amount of mass inside the system after injection.
Substituting Equation 7-1 into Equation 7-2 and rearranging gives

V=

P1 ⋅ ΔV
P2 − P1

(7-3)

The injection was performed 10 times. By applying Equation 7-3, the average total
volume was calculated as 291.9 ± 2.1 cm3.
Thus, the internal volume of the tubing and valves, whose temperature was
consistent with the air chamber and between 22.5°C and 24.0 °C, is 21.0 cm3. This
volume is 7.2% of the total volume. When the copper mesh and the PIB film were put
into the glass cell, their volume reduced the total volume by about 0.9 cm3.

7.2.3 Experimental Procedure

In order to evaluate the experimental method, apparatus and procedure, the PIB
absorption of toluene vapor was measured first. The results were compared with
published data. After a satisfactory comparison with the published data, measurements of
PIB absorption in TCE vapor were performed. Since the rubber O-ring has similar
properties as PIB and can absorb the solvents, and the internal surface of glass and tubing
may also adsorb some solvent, their absorption or adsorption was calibrated before the
absorption of PIB films were measured. The calibration used the same procedure as the
measurement of PIB absorption.
The measurements of all data points were made independently. Before each
measurement, the whole system was evacuated to about <0.002 psi for 48 hours. Then the
cell was charged with an amount of one solvent by a luer lock glass syringe. Equilibrium
was determined when no change of pressure was observed within 6 hours. At
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equilibrium, the time, temperature, and the pressure shown on the digital gauge and the
barometer were recorded. The pressure data of the barometer were corrected for the
temperature dependence of the density of mercury and for the vapor pressure of mercury.
As mentioned, to ensure that no solvent vapor condensed in the tubing, the maximum
vapor pressure was less than 70% of the saturated pressure.

7.2.4 Data Reduction Procedure

In the experiments, the amount of solvent absorbed by the PIB film was obtained
by measuring the change of system pressure. This pressure change was converted to the
weight of solvents by applying the ideal gas equation. The weight fractions of solvents in
the swollen polymer composites were then calculated. The activities were calculated
based on Equation 5-4. All properties applied in the calculation are listed in Table 7.1.

Table 7.1 Properties of compounds
Polyisobutylene

Toluene

Trichloroethylene

N/A

0.513

1.335

Density (g/cm3)

0.92

0.865

1.460

Molecular Weight (g/mol)

400,000

92.138

131.388

Saturated Pressure at
23.6 °C (psi)

Note: The data for TCE and toluene are from the DIPPR database [83]. The data for
polyisobutylene are from the manufacture.
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7.3 Results
The PIB-toluene binary system was used to evaluate the experimental method and
apparatus. Since the sensor designed and used by Sandia is only used for very low
concentration of solvents, only activities at low vapor concentrations are necessary, and
this work focused on the activities at very low vapor concentrations. The results were
compared with the published data [79] as shown in Table 7.2 and Figure 7.2. An
UNIQUAC model of the PIB-toluene binary system was derived based on the published
data [79]. Figure 7.2 shows that our experimental data points are very close to the
UNIQUAC model and appear to be consistent with published data at higher vapor
pressure than used herein. This indicates that our experimental data are consistent with
the published data and our experimental method and apparatus appear to be good.
The experimental data of the PIB-TCE binary system in this work are shown in
Table 7.3 and Figure 7.3. We can see that the activity data in the range of low vapor
pressure can be fitted by a linear model. There are no previously published experimental
data to compare with, but one can use UNIFAC-FV to estimate some activities.

Table 7.2 Activities of toluene in PIB at 23.6 °C
w1*

a1

0.0095

0.0791

0.0105

0.1252

0.0183

0.1373

0.0243

0.1801

0.0256

0.2460

w1* is weight fraction of solvent in PIB
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This work
0.10
0.05
0.00
0

0.01

0.02

0.03

0.04

0.05
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Figure 7.2 Weight fraction of toluene vs. its activity at 23.6 °C in PIB-toluene system.
Published data (Δ) [79]; UNIQUAC data derived from the published data (♦) [79];
Experimental data in this work (□).

Table 7.3 Activities and interaction parameters of TCE in PIB at 23.6 °C

a
b

a

x1

b

w1

a1

0.0047

0.0267

0.0030

1.209

0.0102

0.0499

0.0065

1.061

0.0177

0.0760

0.0113

0.943

0.0244

0.1006

0.0155

0.915

0.0274

0.1253

0.0175

1.024

x1 is the volume fraction of analyte in polymer solution;
χ is the interaction parameter.
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χ

0.20
0.18
0.16
TCE activity

0.14
0.12
0.10
0.08
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This w ork

0.04

UNIFA C-FV

0.02

Linear (This w ork)

0.00
0.000

0.005

0.010

0.015

0.020

0.025

0.030

0.035

TCE weight fraction

Figure 7.3 Weight fraction of TCE vs. its activity at 23.6 °C in PIB-TCE system. Data
derived from UNIFAC-FV group contribution model (♦); Experimental data in this work
(□).

7.4 Discussion
The total volume of this experimental system involves two parts as explained
previously. The temperature of the glass cell was controlled at 23.6 °C, while the tubing
temperature was in the range of 22.5-24.0 °C. During the experiments, we tried to
maintain the tubing temperature not higher than 23.5 °C by controlling the room
temperature of the lab. Otherwise, the water bath could not be controlled at 23.6 °C. Any
excursions of the tubing temperature higher than 23.5 °C were very short. Therefore, in
the worse case, the tubing temperature was 1.1 °C lower than the temperature of the glass
cell. Since the volume of the tubing is only 7.2% of the total volume, the 1.1 °C lower
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tubing temperature may generate -0.027% error to the system pressure. Obviously, it is
negligible.
The glass cell was sealed with an O-ring and high vacuum grease. Air can diffuse
into the system very slowly even when the vacuum grease is applied. This diffusion rate
was constant. The system pressure increase slightly and linearly with time but still
remained very low. The final absorption data were obtained by subtracting the calibration
data (which account for the absorption in the O-ring and tubing and air diffusion) from
the total absorption measurement.
The error in the barometer readings are estimated at ±0.002 psi. When the vapor
pressure is low, such as 0.1 psi, this would produce about 2% error. The error will
decrease when the vapor pressure is higher. There is also error in the measurement of the
amount of injected solvent. This error is less than 1% for the PIB-TCE system and about
1.5% for the PIB-toluene system. Therefore, in the worst case, the total error is about
±3% for the PIB-TCE system and ±3.5% for the PIB-toluene system.
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Chapter 8. Chemiresistor Optimization Website

8.1 Introduction
In chapter 6, a polymer selection method was developed to optimize the
chemiresistor array for quantitative analysis of given samples. A computer code was
written to carry out this calculation.
To provide this optimization program to the public, a chemiresistor optimization
website, a thermodynamic database of polymer solutions, and a C program were
developed. On this website, users may select solvents and polymers; then the website
calls the C program to pick up data from the database and perform the calculations. The
results are presented on the website as a set of polymers which can be used to construct
the best chemiresistor array for the selected solvents.

8.2 Polymers and Solvents
In the website, 10 polymers and 10 solvents are available for users to choose
from. These polymers and solvents were selected based on two criteria: (1) the activity of
an individual polymer in each solvent has been published or can be predicted using group
contribution methods; (2) The polymers have various differing chemical structures so that
they can respond differently to each solvent. The polymers and solvents are listed in
Table 8.1.
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Table 8.1 The 10 polymers and 10 solvents available at the website
Polymer

Solvent

1

poly(isobutylene)

water

2

poly(styrene)

benzene

3

isotactic poly(propylene)

toluene

4

poly(vinyl acetate)

p-Xylene

5

poly(methyl methacrylate)

ethanol

6

poly(ethylene glycol)

chloroform

7

poly(tetrahydrofuran)

carbon tetrachloride

8

linear low density polyethylene acetone

9

poly(4-methyl-1-pentene)

n-hexane

10

butadiene rubber

tetrahydrofuran (THF)

In Chapter 6, a sensitivity matrix S was defined such that the value of element sij
in the sensitivity matrix represents the volume fraction of j-th analyte in i-th polymer
composite in a pure j-th analyte environment at unit activity. Therefore, the data in the
database of this website are the volume fractions of pure analytes at unit activity in each
pure polymer. The data in the database are shown in Table 8.2.
All of the data in Table 8.2 are obtained using the Polyprog software which is a
FORTRAN program applying the three group contribution methods: UNIFAC-FV, HighDanner and Chen [63]. These group contribution methods and their application are
introduced by Danner et al [63]. In this website, the selection of the group contribution
methods for each polymer-solvent pair follows Danner’s recommendations. The three
group contribution methods used to calculate polymer-solvent pairs are listed in Table
8.3.
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Table 8.2 The database of 10 polymers and 10 solvents. The data in this table are
the volume fractions of pure analytes at unit activity in each pure polymer.
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Table 8.3 Three group contribution methods used to calculate polymer-solvent pairs

8.3 Optimization Method
The optimization method of chemiresistor arrays which is introduced in Chapter 5
is called by this website. After users select m solvents and p polymers from the webpage
(p ≥ m), the C program will find the optimal p polymers among all candidates. The
calculation of MSE values goes through all possible combinations. The combination with
the minimum MSE is the best polymer set to construct a chemiresistor array for the
selected solvents. Since there are only 10 polymers and 10 solvents available, the
sensitivity matrixes are small and the Branch and Bound method is not necessary. In this
website, the C program calculates all of the combinations. Another C program which
applies the Branch and Bound method was also developed but has not been added to the
website. These two C programs are shown in Appendix C and D.

8.4 Components
In the homepage of this website (www.et.byu.edu/~pitt/sensor/SensorPage.html),
the background of chemiresistor arrays and the polymer selection method are briefly
introduced. The introduction includes the following components:
•

Chemical sensors

•

Conductive Polymer Composite Sensors

•

Conductive Polymer Composite Sensor Array

•

Polymers Selection Method

•

Construction of Sensitivity Matrix

•

Polymers and Solvents

•

Limitation
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•

References

At the end of the homepage, users may click the link to open the polymer-solvent
selection page (see Figure 8.1). There are 10 checkboxes of polymers and solvents listed
in this page, respectively. After selecting polymers and solvents, users click the
“calculate” button to start the optimization. When the calculation finishes, the results are
shown in a new page (see Figure 8.2).
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Figure 8.1 Polymer-solvent selection webpage
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Figure 8.2 Calculation results of the polymer-solvent selection webpage
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Chapter 9. Summary and Conclusion

9.1 Modeling Conductive Polymer Composite Sensors
The conductive polymer composite sensor (chemiresistor) was well modeled by
combining a conductivity model and a thermodynamic model. In the conductivity model,
the resistance of the composite in the sensor, which is the response of the sensor, was
converted to resistivity by knowing the geometry of the electrodes and the thickness of
the composite film in the sensor; then the GEM equation was applied to relate the
resistivity of the composite to the volume fraction of the polymer and solvent in the
composite. The thermodynamic model, which is a thermodynamic equation of a polymersolvent binary system in this work, further related the volume fraction of the polymer and
analyte in the composite to the vapor concentration of the solvent, which is the desired
value of measurement. Using this model, we could estimate the responses of
chemiresistors based on the vapor concentration of the solvent, or predict the vapor
concentration from the sensor responses.
Conductive polymer composite sensors can be tailored by proper selection of the
polymer matrix such that the sensor array responds differentially to various analytes. In
this work, to test the model, we constructed sensors of carbon black dispersed in
polyisobutylene, which was deposited on platinum spiral electrodes. These sensors were
exposed to dry air and various vapor concentration of toluene and trichloroethylene. A
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large number of responses of sensors were obtained. As expected, the measured
resistance changed widely with carbon composition, decreasing by 5 orders of magnitude
as composition increased from 8 to 60 vol% carbon black. The GEM equation was able
to adequately fit the resistivity data of the sensors in dry air and toluene vapor adequately,
and the regressed values of carbon resistivity and percolation threshold are consistent
with other literature values, giving credibility to this model. The whole model was
verified by successfully estimating (without parameter adjustment) the responses of the
sensors to the various vapor concentrations of trichloroethylene.
Finite element modeling was successfully employed to obtain a correlation
between the measured resistance across the spiral electrode, the composite thickness, and
the resistivity of the composite. This correlation demonstrated that the error generated
from the geometrical simplification of spiral electrodes is negligible. A model involving
surface roughness showed that the resistance is much more sensitive to the carbon
content and the thickness of the composite than to the surface roughness.
Although the sensors were not sensitive to the surface roughness and the thickness
of the composite film, the non-uniformly distribution of carbon black particles may cause
deviations of the sensor responses from the estimate of the model. Thus, each sensor must
be calibrated before application. The advantage of this model are that it can help us
understand the mechanism of chemiresistors and optimize the polymers for given
samples.
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9.2 Sensor Selection Method
A new quantitative analysis method has been developed to construct the best
polymeric chemiresistor array for the anticipated samples based on the theoretically
predicted responses. In this method, the mean square error was used as the acceptance
criterion. The number of sensors in the array is specified. Then, the MSE (mean square
errors) values of all the combinations of the candidate chemiresistor sensors in an array of
the specified size are calculated. The combination of polymer chemiresistors with the
minimum MSE value is the best choice, not only in terms of value of the least error, but
also the best choice with respect to maximum selectivity and sensitivity. Although the
number of combinations and thus the computation may be very large, the computation is
simple and the number of calculations can be reduced by using the branch and bound
method. Further analysis showed that this method is limited to low analyte vapor
concentration (<15% saturation) in order to satisfy the assumption of linear responses as
a function of analyte vapor concentration and the assumption the only polymer-analyte
binary interactions occur.
A sensor selection webpage was developed. It involves an activity database of 10
solvents in 10 polymers and a C program of the newly developed sensor selection
method. Users can choose solvents as a sample and obtain the optimal set of polymers to
construct a sensor array for quantitative analysis of the sample.

9.3 Measuring Activities of PIB-TCE System
The activities and interaction parameters of trichloroethylene in polyisobutylene
(PIB) were successfully obtained for the first time by measuring the absorption of TCE
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vapor in PIB. To evaluate and validate the measurement method, the same equipment and
calculation method were used to measure activities of toluene in PIB. The results showed
that the activities of the PIB-toluene system we measured were consistent with the
previously published data.
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Chapter 10. Research Limitations and Recommendations

In this research, there are some limitations and recommendations which are
summarized below.
1.

The three parameters in the GEM equation (exponent k, resistivity of carbon black

ρc and percolation threshold fc) were optimized by fitting the GEM equation with the
experimental data. Actually, there are some inaccuracies in this model; examples of
inaccuracies include the simplification of the spiral electrodes, the errors during thickness
measurement, the non-uniform distributed carbon black, and other assumptions. All these
inaccuracies were presented while regressing the three parameters during optimization.
Therefore, these parameters are not precise for the PIB-carbon composites, but their
values are sufficient to be applied to the model to estimate responses of sensors and to
provide sufficient input to select polymers for optimal elements of an array sensor.
2.

During optimization, we did not make enough sensors with high concentrations of

carbon black which could lead to the calculation of the true resistivity of carbon black.
Thus, the resistivity of pure carbon black regressed in this research was not extremely
accurate. In the future work, more sensors with high concentrations of carbon black need
to be made to obtain a more accurate resistivity of carbon black. This also suggests that
one needs to develop a method to measure resistivitis of conductive particles. Such
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measurements are very difficult to measure by traditional methods of measuring voltage
and current across a pure and homogeneous material.
3.

In this work, the responses of the sensors with the same carbon concentration

were very scattered, which mainly came from the inaccurate measurement of the
thicknesses, the non-uniform distributed carbon black in the composites and perhaps poor
contact with the electrodes. This in turn made the three parameters in the GEM equation
less precise and produced large differences between the model estimated responses and
true responses of the sensors. To reduce these inaccuracies, some special coating methods
could be developed to obtain a smoother and uniform composite film. For example, the
polymer-carbon black composite solution could be sprayed onto the circuit many times to
form a thin film. After each spray, the solution should be dried very quickly, so the
carbon black particles may not migrate significantly during the drying process.
4.

The model developed in this work correlated the resistance (which is the response

of a sensor), the thickness of the composite film on the circuit, the resistivity of the
composite, the volume fraction of the solvent in the swollen composite, and the vapor
pressure. Therefore, besides estimating the responses of chemiresistors, this model also
provides an easy way to estimate the thickness of the composite film and activities or
interaction parameters of a solvent in a polymer.
5.

The database in the webpage only includes the data of 10 polymers and 10

solvents. These low numbers are probably not sufficient for most applications in which a
user may have access to tens or hundreds of polymers, and may be interested in many
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other analytes. In future work, this database should be expanded. The values should be
based on experimental data and group contribution methods.
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Appendix A: Calculating the Sum of the Volume Fraction of
the Toluene and PIB in the Wet Composite

Since the volume of the polymer and the carbon black are constant during swelling,
the volume fractions of the polymer and the analyte can be derived as
k dry ⋅ (1 − f 0c )

fp =

fs =

k wet

k wet − k dry
k wet

=

= 1−

k dry ⋅ (1 − f 0c ) (1 − f 0c ) ⋅ f
=
k dry ⋅ f 0c
f 0c
f
k dry
k wet

= 1−

k dry
f
= 1−
k dry ⋅ f 0 c
f 0c
f

(A-1)

(A-2)

where fp and fs are the volume fractions of the polymer and the analyte in the swollen
composite, respectively; kwet is the thickness of the swollen composite and is defined in
Appendix B. Then, it is simple to obtain the volume fraction of the sum of the toluene
and PIB by solving following equation

φ1 =

fs
f 0c − f
=
f s + f p (1 − f ) ⋅ f 0 c

(A-3)

where φ1 is the volume fraction of toluene. Combining the Equation A-1 through A-3, the
sum of volume fraction of the toluene and PIB can be solved.
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Appendix B. Converting Resistance of Swollen
Composite to Resistivity

According to the definition of resistivity, the resistivity of the swollen rectangular
composite is given by

ρ wet = Rwet ⋅

w ⋅ k wet
L

(B-1)

and
⎛f ⎞
k wet = k dry ⋅ ⎜⎜ 0 c ⎟⎟
⎝ f ⎠

(B-2)

where ρwet and kwet are the resistivity and the thickness of the swollen composite,
respectively; L, w and kdry are the length, width and thickness of the dry composite,
respectively. L and w are constants. Rwet is the resistivity of the swollen composite; f0c is
the volume fraction of the carbon black in the dry composite; 1-f is the sum of the volume
fraction of the polymer and the analyte in the swollen composite. Combining equations
B-1 and B-2, the resistivity of the swollen composite can be calculated by

ρ wet = Rwet ⋅

w ⋅ k dry ⎛ f 0 c ⎞
⎜
⎟
L ⎜⎝ f ⎟⎠

(B-3)
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Appendix C: The C Program Connected to the Webpage

/*************************************************************************************/
/* This C code is called by a webpage to select the best set of polymers to construct
a conductive polymer sensor array to detect the given mixture of solvents. Users can
specify M solvents and P polymers in the webpage (P>=M). Then this code read the
information of the solvent and polymers, and calculation goes through all combinations
of M polymers. The combination which has minimum MSE value is regarded as the best
polymer set for the given sample. */
/*************************************************************************************/

#include <time.h>
#include <stdio.h>
#include <stdlib.h>
#include <math.h>
#include "qDecoder.h"
//The "qDecoder" is a library of CGI function and can connect html code to C code.
//More details of this library can be found at www.qDecoder.org
#define D 10 //total number of dimentions
FILE *fp;
double epslon(double K[][D+1], int);
void MSE(int*, int, int);
int twiddle(int*, int*, int*, int*);//generate all combinations of a number of elements
void inittwiddle(int, int, int*);
void compare(char *);
double minSel=-1;
int goodCombi[D];
double init[D][D];
int polymers[D+1];
int solvents[D+1];
int PP, S, M;
double selected[D+1][D+1];
int main (void)
{
/* declare and initilize variables */
PP = 0;
S = 0;
M = 0;
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int i,j, a[D], row, col, getRow=0;
int x, y, z, p[D+2], b[D], countj;
double K[D+1][D+1];
char* polymerName[D+1];
char* solventName[D+1];
polymerName[1] = "Butadiene rubber";
polymerName[2] = "Isotactic poly(propylene)";
polymerName[3] = "Linear low density polyethylene";
polymerName[4] = "Poly(4-methyl-1-pentene)";
polymerName[5] = "Poly(ethylene glycol)";
polymerName[6] = "Poly(isobutylene)";
polymerName[7] = "Poly(methy methacrylate)";
polymerName[8] = "Poly(styrene)";
polymerName[9] = "Poly(tetrahydrofuran)";
polymerName[10] = "Poly(vinyl acetate)";
solventName[1] = "Acetone";
solventName[2] = "Benzene";
solventName[3] = "Carbon tetrachloride")
solventName[4] = "Chloroform";
solventName[5] = "Ethanol";
solventName[6] = "n-Hexane";
solventName[7] = "p-Xylene";
solventName[8] = "THF";
solventName[9] = "Toluene";
solventName[10] = "Water";
for(i=0; i<=D; i++)
{
polymers[i] = 0;
solvents[i] = 0;
}

for (i=1; i<=D; i++)
{
for (j=1; j<=D; j++)
selected[i][j] = i*10+j;
}

/*read selection from the webpage by applying the qDecoder library*/
char *list;
qDecoder();
qContentType("text/html");
if((list = qValueFirst("checklist")) == NULL) qError("Check what you want to order
please.");
compare(list);
for(; list; list = qValueNext())
{
compare(list);
}
for(i=1; i<=D; i++)
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{
if(polymers[i] == 1)
PP++;
if(solvents[i] == 1)
M++;
}
S = M;
printf("You select %d polymer(s) and %d solvent(s) <br><br>", PP, M);
if(PP<M) qError("The number of polymers must be not less than the number of solvents.");
printf("Polymers are: _u98 ?r>");
for(i=1; i<=D; i++)
{
if(polymers[i] == 1)
{
printf(" %s <br>", polymerName[i]);
}
}
printf("<br>");
printf("Solvents are: _u98 ?r>");
for(i=1; i<=D; i++)
{
if(solvents[i] == 1)
{
printf(" %s <br>", solventName[i]);
}
}
printf("<br>");

//read whole database and put data of selected polymers and solvents in K[][].
fp = fopen("webdata.txt","r");
for (i=0;i<D;i++)
{
for (j=0;j<D;j++)
{
fscanf(fp,"%lf", &init[i][j]);
K[i+1][j+1] = init[i][j];
}
}
fclose(fp);
row = col = 1;
for (i=1;i<=D;i++)
{
for (j=1;j<=D;j++)
{
if(polymers[i] == 1 && solvents[j] == 1)
{
selected[row][col] = K[i][j];
getRow = 1;
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col++;
}
}
col=1;
if(getRow == 1)
row++;
getRow = 0;
}

//generate combinations and calculate MSE for each of them
inittwiddle(S, PP, p);//initilizing twiddle()
countj =1;
for(i = 0; i != PP-S; i++)
{
b[i] = 0;
a[i] = 0;
}
while(i != PP)
{
b[i++] = 1;
a[i-1] = 1; //the first combination
}
MSE(a, PP, M);
printf ("<br>");
while(!twiddle(&x, &y, &z, p)) //other combinations
{
countj++;
b[x] = 1;
b[y] = 0;
for(i = 0; i != PP; i++)
{
a[i] = (b[i]? 1 : 0);
}
MSE(a, PP, M);
}

//output results to a webpage
printf ("the number of combinations: %d", countj);
printf ("<br><br>");
printf ("Final result is: ");
printf ("<br>");
j=0;
for (i=1; i<=D; i++)
{
if(goodCombi[j] == 1 && polymers[i] == 1)
{
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printf(" %s", polymerName[i]);
printf("<br>");
j++;
}
else if(goodCombi[j] != 1 && polymers[i] == 1)
j++;
else
;
}
printf ("<br>");

qFree();
return 0;
}//end of main

/**********************************************************/
/*
compare subroutine
*/
/**********************************************************/
void compare(char *list)
{
char *polymer1 = "Butadiene rubber";
char *polymer2 = "Isotactic poly(propylene)";
char *polymer3 = "Linear low density polyethylene";
char *polymer4 = "Poly(4-methyl-1-pentene)";
char *polymer5 = "Poly(ethylene glycol)";
char *polymer6 = "Poly(isobutylene)";
char *polymer7 = "Poly(methy methacrylate)";
char *polymer8 = "Poly(styrene)";
char *polymer9 = "Poly(tetrahydrofuran)";
char *polymer10 = "Poly(vinyl acetate)";
char
char
char
char
char
char
char
char
char
char

*solvent1 = "Acetone";
*solvent2 = "Benzene";
*solvent3 = "Carbon tetrachloride";
*solvent4 = "Chloroform";
*solvent5 = "Ethanol";
*solvent6 = "n-Hexane";
*solvent7 = "p-Xylene";
*solvent8 = "THF";
*solvent9 = "Toluene";
*solvent10 = "Water";

if (strcmp(list,polymer1) == 0)//if selected, set to be 1, otherwise 0
polymers[1] = 1;
else if (strcmp(list,polymer2) == 0)
polymers[2] = 1;
else if (strcmp(list,polymer3) == 0)
polymers[3] = 1;
else if (strcmp(list,polymer4) == 0)
polymers[4] = 1;
else if (strcmp(list,polymer5) == 0)
polymers[5] = 1;
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else if (strcmp(list,polymer6) == 0)
polymers[6] = 1;
else if (strcmp(list,polymer7) == 0)
polymers[7] = 1;
else if (strcmp(list,polymer8) == 0)
polymers[8] = 1;
else if (strcmp(list,polymer9) == 0)
polymers[9] = 1;
else if (strcmp(list,polymer10) == 0)
polymers[10] = 1;
else if (strcmp(list,solvent1) == 0)
solvents[1] = 1;
else if (strcmp(list,solvent2) == 0)
solvents[2] = 1;
else if (strcmp(list,solvent3) == 0)
solvents[3] = 1;
else if (strcmp(list,solvent4) == 0)
solvents[4] = 1;
else if (strcmp(list,solvent5) == 0)
solvents[5] = 1;
else if (strcmp(list,solvent6) == 0)
solvents[6] = 1;
else if (strcmp(list,solvent7) == 0)
solvents[7] = 1;
else if (strcmp(list,solvent8) == 0)
solvents[8] = 1;
else if (strcmp(list,solvent9) == 0)
solvents[9] = 1;
else if (strcmp(list,solvent10) == 0)
solvents[10] = 1;
}//end of compare

/**********************************************************/
/*
MSE subroutine
*/
/**********************************************************/
void MSE(int *a, int PP, int M)
{
int temp1=0, ki, kj, i, j;
double A[D+1][D+1];
double result_sel;
for (ki=0; ki<PP; ki++)
{
if(a[ki] == 1)
{
for(kj=0; kj<M; kj++)
{
A[temp1+1][kj+1] = selected[ki+1][kj+1];
}
temp1++;
}
}
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result_sel = epslon(A, M); //Calculation of MSE
//save the current best combination
if (minSel > result_sel || minSel < 0)
{
minSel = result_sel;
for (i=0; i<PP; i++)
goodCombi[i] = a[i];
}
}//end of MSE

/**********************************************************/
/*
epslon subroutine
*/
/**********************************************************/
double epslon(K, M)
double K[][D+1];
int M;
{
double B[D+1][D+1], C[D+1][D+1], a[D+1][2*D+1];
double temp1=0, ep=0, tr=0;
int i, j, m, x=1;
void gauss(); //local function

for (i=1; i<=M; i++)
for (j=1; j<=M; j++)
B[j][i] = K[i][j];//B is the transpose of K

for (i=1; i<=M; i++)
{
for (j=1; j<=M; j++)
{
for (m=1; m<=M; m++)
{
temp1 = temp1 + B[i][m]*K[m][j];
}
C[i][j] = temp1;//C is B(T)*B
temp1 = 0;
}
}

for (i=1; i<=M; i++)
for (j=1; j<=M; j++)
a[i][j] = C[i][j];
for (i=1; i<=M; i++)
for (j=M+1; j<=2*M; j++)
{
if (j == i+M)
a[i][j] = 1;
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else
a[i][j] = 0;
}

gauss(a, M);

// inverse matrix of the result of B transpose times B

for (i=1; i<=M; i++) //matrix trace
for (j=1; j<=M*2; j++)
{
if((i+M) == j)
tr = tr + a[i][j];
}

return tr;
}//end of epslon

/**********************************************************/
/*
gauss subroutine
*/
/**********************************************************/
//This subroutine was developed by Shoichiro Nakamura. the original code can
//be found in the book: Applied Numierical Methods in C, p238.
void gauss(a, M)
double a[][D*2+1];
int M;
{
int i, j, jc, jr, k, kc, m, nv, pv, n=M;
double det, eps, eps1, eps2, r, temp, tm, va;
eps = 1.0;
eps1 = 1.0;
while(eps1 > 0)
{
eps = eps/2.0;
eps1 = eps*0.98 + 1.0;
eps1 = eps1-1;
}
eps = eps/2.0;
eps2 = eps*2;
det = 1.0; // Initialization of determinant
for(i=1; i<=(n-1); i++)
{
pv = i;
for (j=i+1; j<=n; j++)
{
if(fabs( a[pv][i] ) < fabs( a[j][i] ))
pv = j;
}//end of for
if( pv != i)
{
for (jc=1; jc<=(n*2); jc++)
{
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tm = a[i][jc];
a[i][jc] = a[pv][jc];
a[pv][jc] = tm;
}
det = -det;
}//end of if
if (det ==0)
{
printf("Matrix is singular. \n");
exit(0);
}//end of if
for (jr = i+1; jr<=n; jr++)
{
if(a[jr][i] != 0)
{
r = a[jr][i] / a[i][i];
for (kc=i+1; kc<= (n*2); kc++)
{
temp = a[jr][kc];
a[jr][kc] = a[jr][kc] - r*a[i][kc];
if(fabs(a[jr][kc]) < eps2*temp)
a[jr][kc] = 0.0;
}
}
}//end of for
}//end of for
for (i=1; i<=n; i++)
{
det = det*a[i][i];
}

if(a[n][n] != 0)
{
for (m=n+1; m<=n*2; m++)
{
a[n][m] = a[n][m]/a[n][n];
for (nv = n-1; nv >= 1; nv--)
{
va = a[nv][m];
for (k=nv+1; k<=n; k++) va=va - a[nv][k]*a[k][m];
a[nv][m] = va/a[nv][nv];
}
}
}//end of if
return;
}//end of gauss
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/**********************************************************/
/*
twiddle subroutine
*/
/**********************************************************/
//Coded by Matthew Belmonte <mkb4@Cornell.edu‚ 23 March 1996· This
//implementation Copyright (c) 1996 by Matthew Belmonte
//Reference:
//Phillip J Chase‚ `Algorithm 382: Combinations of M out of N Objects [G6]'‚
//Communications of the Association for Computing Machinery 13:6:368 (1970)·
int twiddle(int *x, int *y, int *z, int *p)
{
register int i, j, k;
j = 1;
while(p[j] <= 0)
j++;
if(p[j-1] == 0)
{
for(i = j-1; i != 1; i--)
p[i] = -1;
p[j] = 0;
*x = *z = 0;
p[1] = 1;
*y = j-1;
}
else
{
if(j > 1)
p[j-1] = 0;
do
j++;
while(p[j] > 0);
k = j-1;
i = j;
while(p[i] == 0)
p[i++] = -1;
if(p[i] == -1)
{
p[i] = p[k];
*z = p[k]-1;
*x = i-1;
*y = k-1;
p[k] = -1;
}
else
{
if(i == p[0])
return(1);
else
{
p[j] = p[i];
*z = p[i]-1;
p[i] = 0;
*x = j-1;
*y = i-1;
}
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}
}
return(0);
}//end of twiddle

/**********************************************************/
/*
inittwiddle subroutine
*/
/**********************************************************/
void inittwiddle(int m, int n, int *p)
{
int i;
p[0] = n+1;
for(i = 1; i != n-m+1; i++)
p[i] = 0;
while(i != n+1)
{
p[i] = i+m-n;
i++;
}
p[n+1] = -2;
if(m == 0)
p[1] = 1;
}//end of inittwiddle
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Appendix D: The C++ Program Applying the Branch and
Bound Method

/*************************************************************************************/
/* This C++ code applies the Branch and Bound method to go through all combinations
and get the optimal combiation with the minimum MSE. This code does not read information
from the webpage, but from the current folder.More details of the branch and bound
method can be found in reference [72]. */
/*************************************************************************************/
#include
#include
#include
#include
#include
#include
#include

"util.h"
<time.h>
<stdio.h>
<math.h>
<vector>
<iostream>
<stack>

using std::cout;
using std::cin;
using std::endl;
//define demensions
#define PP 10 //total number of polymers
#define S 7 //selected number of polymers
#define M 7 //number of analytes
FILE *fp;
class array
{
public:
int a[PP], b[PP+1];
};
matrix K=mat(PP,M,"");
double V[PP+1];
int current[PP+1];
std::stack< array, std::vector< array > > arrayVectorStack;
double UM(int [], int);
double lowBound(int [], int);
void split();
void kill();
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int twiddle(int*, int*, int*, int*);//generate all combinations of a number of elements
void inittwiddle(int, int, int*);

int main (void)
{
/* declare variables and statement */
int i,j, s, breakpoint;
double Umin = -1, tempv=0, thisUM;
int p[PP+2], best[PP+1], count=0;
//current represent the status of the current node
//current[0] shows the number of polymers which have been selected
//current[i]: -1 (cut out), 0 (not determined), 1 (selected)
current[0] = 0;
for (i=1; i<=PP; i++)
current[i] = 0;
inittwiddle(S, PP, p);
array temps;
for (i=0; i<=PP; i++)
temps.b[i] = -1; //initial
arrayVectorStack.push(temps);
std::vector<array> hold_combi;
double init[PP][M], maxSel=0;
matrix A=mat (S,M,"");
//read the data matrix from the current folder
fp = fopen("comparePCA6.txt","r");
for (i=0;i<PP;i++)
{
for (j=0;j<M;j++)
{
fscanf(fp,"%lf", &init[i][j]);
K[i+1][j+1] = init[i][j];
}
}
fclose(fp);

//calculate V for lower bound
for (i=1; i<=PP; i++)
{
for (j=1; j<=M; j++)
tempv = tempv + K[i][j]*K[i][j];
V[i] = 1/tempv;
cout << i << " " << V[i] << endl;
tempv = 0;
}
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//branch and bound method
cout << count <<endl;
do
{
//check if the number of elements in this combination > or = S
if (current[0] < S)
{
//get Low bound
s = 0;
for (j=1; j<=PP+1; j++)
{
if (current[j] == 1)
s = s + 1;
}
if (Umin == -1)
split();
else if (lowBound(current, s) >= Umin)
{
cout << "lowbound: " << lowBound(current, s) << endl;
for (i=0; i<=PP; i++)
current[i] = arrayVectorStack.top().b[i];
arrayVectorStack.pop();
}
else
{
cout << "lowbound: " << lowBound(current, s) << endl;
split();
}
}
else
{
//leaf
thisUM = UM(current, S);
cout << "test1" <<endl;
cout << "thisUM: " << thisUM <<endl;
if (thisUM < Umin || Umin == -1)
{
Umin = thisUM;
for (i = 0; i <=PP+1; i++)
{
best[i] = current[i];
}
}
cout << "Umin: " << Umin <<endl;
for (i=0; i<=PP; i++)
current[i] = arrayVectorStack.top().b[i];
arrayVectorStack.pop();
}
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}while ( (current[0] != -1));

//output results
cout << endl<< "The best combination is: " ;
for (i=1; i<=PP; i++)
{
if (best[i] == 1)
cout << " " << i;
}
cout << endl;

cout<<"Clock ticks: "<<clock() << "

CLOCKS_PER_SEC is " << CLOCKS_PER_SEC <<endl;

return 0;
}

/**********************************************************/
/*
UM subroutine
*/
/*
calculate UM
*/
/**********************************************************/
double UM(int a[], int s)
{
matrix k=mat(s,M,""), B=mat(M,s,""), C=mat(s,s,""), C_inva=mat(s,s,"");
double ep=0, tr=0;
int i, j, x=1, temp=1;
cout << "test2" <<endl;
//get matrix based on current
for (i=1; i<=PP; i++)
{
if (a[i] == 1)
{
for (j=1; j<=M; j++)
k[temp][j] = K[i][j];
temp++;
}
//temp++;
}
transpose(k, s, M, B);

//B is the transpose matrix of K

matmat(k, B, s, M, s, C);
inv(C, s, C_inva);

// inverse matrix of the result of B transpose times B

for (i=1; i<=s; i++) //matrix trace
for (j=1; j<=s; j++)
{
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if(i == j)
tr = tr + C_inva[i][j];
}
return tr;
}

/**********************************************************/
/*
Lowbound subroutine
*/
/**********************************************************/
double lowBound(int a[], int s)
{
int i, j;
double um, l, min=0;
if (s != 0)
um = UM(a, s);
else
um =0;

for (i=1; i<=PP; i++)
{
if (a[i] == 0 )
{
//get minimum between n+1 and N
min = V[i];
if (i < PP)
{
for (j=i+1; j<=PP; j++)
{
if (min > V[j])
min = V[j];
}
}
i = PP;
}
}
cout << "Um: " << um << endl << "min: " << min <<endl;
l = um + (S-s)*min;
return l;
}

/**********************************************************/
/*
spilt subroutine
*/
/**********************************************************/
//Make new branch
void split()
{
int i, j, change, zeroOne=0;
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array temp;
for (i=1; i<=PP; i++)
{
if (current[i] == 0)
{
current[i] = 1;
change = i;
i = PP;// stop here
}
}
for (j=0; j<=PP; j++)
{
temp.b[j] = current[j];
}
temp.b[change] = -1;
for (i=1; i<=PP; i++)
{
if (temp.b[i] == 0 || temp.b[i] == 1)
zeroOne = zeroOne + 1;
}
if (zeroOne >= S )
arrayVectorStack.push(temp);
current[0] = current[0] +1;
}

/**********************************************************/
/*
kill subroutine
*/
/**********************************************************/
//kill a node
void kill()
{
current[0] = -1;
}

/**********************************************************/
/*
twiddle subroutine
*/
/**********************************************************/
int twiddle(int *x, int *y, int *z, int*p)
{
register int i, j, k;
j = 1;
while(p[j] <= 0)
j++;
if(p[j-1] == 0)
{
for(i = j-1; i != 1; i--)

158

p[i] = -1;
p[j] = 0;
*x = *z = 0;
p[1] = 1;
*y = j-1;
}
else
{
if(j > 1)
p[j-1] = 0;
do
j++;
while(p[j] > 0);
k = j-1;
i = j;
while(p[i] == 0)
p[i++] = -1;
if(p[i] == -1)
{
p[i] = p[k];
*z = p[k]-1;
*x = i-1;
*y = k-1;
p[k] = -1;
}
else
{
if(i == p[0])
return(1);
else
{
p[j] = p[i];
*z = p[i]-1;
p[i] = 0;
*x = j-1;
*y = i-1;
}
}
}
return(0);
}

/**********************************************************/
/*
inittwiddle subroutine
*/
/**********************************************************/
void inittwiddle(int m, int n, int *p)
{
int i;
p[0] = n+1;
for(i = 1; i != n-m+1; i++)
p[i] = 0;
while(i != n+1)
{
p[i] = i+m-n;
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i++;
}
p[n+1] = -2;
if(m == 0)
p[1] = 1;
}
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