We proved some almost sure limit theorems for standard strongly dependent Gaussian sequences in nonstationary cases under some mild conditions.
Introduction and main results
Since the almost sure versions were presented by the papers of Brosamler [1] and Schatte [2] , a plenty of literature have been devoting to consider all kinds of almost sure limit theorems (ASLT for short) and establishing almost sure versions of many known limit theorems. Some profound results were gained for independent and dependent random variables. For i.i.d. variables, we refer to Stadtmüller [3] for an introduction in detail. For more related results on ASLT, see [4, 5] . Csáki and Gonchigdanzan [6] proved ASLT for the maximum of stationary weakly dependent Gaussian sequences. Chen and Lin [7] extended the results in [6] to the nonstationary case. Lin [8] partially extended the result of Csáki and Gonchigdanzan [6] to the case of strongly dependent Gaussian sequence and obtained the following theorem.
Theorem A. Let {ξ n } be a sequence of stationary standard Gaussian random variables with covariances r ij = r |j−i| satisfying |r n − r/ log n| log n(log log n) 1+ε = O(1), r ≥ 0.
( 1.1) {ξ n } is weakly dependent for r = 0 and strongly dependent for r > 0.
If a n = (2 log n) 1/2 (1.2) and b n = (2 log n)
Weng et al. [9] considered the ASLT of strongly dependent Gaussian vector sequences.
One might wonder if a similar result holds when {ξ n } is nonstationary. After all, many sequences have some nonstationary character in many science fields. In this paper, we investigate the ASLT for strongly dependent standard Gaussian sequences in some nonstationary cases under some mild conditions. Throughout the present paper, c denotes a positive constant which may change from line to line and a = O(b) is denoted by a ≪ b. Φ(x) and φ(x) stand for the standard normal distribution function and its density function, respectively. We consider a more general sequence i.e., the nonstationary Gaussian sequence with a trend term whose definition is as follows. Let η i = ξ i + m i where {ξ i } is a standardized Gaussian sequence with covariance r ij . The constants m i satisfy
where a * n = a n − log log n/(2a n ), a n = (log n) 1/2 .
(1.7)
Define b n = a n − (log log n + log 4π )/2a n .
(1.8)
We first show the following ASLT. 
where and in what follows r ≥ 0 and i < j. Suppose that {m i } and m * n satisfy (1.5) and (1.6), respectively. Then
(1.10) Theorem 1.2. Let {ξ n , n ≥ 1} be a standard Gaussian sequence with covariance r ij satisfying (1.9), we have
where {t n } is an increasing sequence of positive integers such that
This paper is organized as follows. The next section contains some technical lemmas and its related proofs. The proofs of the main results appear in Section 3.
Some technical lemmas
To prove the main results, we need some lemmas.
Lemma 2.1. Let {ξ n } be a sequence of nonstationary Gaussian random variables with zero mean, unit variance and covariances r ij such that sup(|r
where d > 0 and w ij = max(|r ij |, ρ n ). 
] and we can obtain
Because of the bound of n(1 − Φ(u ni )), with the argument similar to Lin [8] , we have
Note that log n
Some simple calculations immediately induce 
with some positive constant K 1 depending only on δ. 
Proof. The proof can be found in [6] .
The proofs of main results
The Proof of Theorem 1.1. Let a n = (2 log n) 1/2 and b n = (2 log n)
(2 log n) −1/2 (log log n + log(4π )). Since [10] or other classic extreme literature. Using (11) and (12) in [8] , it is readily seen that
So using Lemma 2.3, it is sufficient to prove
Let ζ , ζ 1 , ζ 2 , . . . be independent standard normal variables. It can be shown that
. . have a constant covariance ρ k = r/ log k. By c r -inequality for r = 2, the left-hand side of (3.3) can be written as
Write H 1 as
Write the expectation in (3.4) as 
So the proof of (3.3) is completed. We will show
as n → ∞. According to Lemmas 2.1 and 2.2, it is sufficient to prove
n ζ ≤ 
