






























Quantitative phase imaging (QPI) yields the spatial phase map of the object’s scattering potential. QPI has 
enabled unprecedented label-free studies in biomedicine, ranging from cell dynamics and growth to 
cancer diagnosis and prognosis. The field is currently transitioning from technology-driven to application-
driven research and from engineering-background users to biomedical-background users. Aligned with 
these efforts, we present our recent advances in high-throughput, user-friendly QPI technology for 
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CHAPTER 1: INTRODUCTION 
Biological microstructures do not absorb visible light in appreciable quantities. Thus, label-free contrast 
enhancement techniques must use interferometric methods to couple phase information into observable 
intensity modulation. Although techniques such as phase contrast or differential interference contrast are 
mainstays of traditional microscopy [1, 2], the image recorded on the camera is “qualitative” in the sense 
that it is not linearly related to the object’s internal structure, often containing significant artifacts. To 
improve upon these methods, quantitative phase imaging techniques aim to recover structural information 
by measuring the precise optical pathlength shift introduced by the object’s scattering potential (Chapter 
1). Over the last decade these methods have found applications in hematology [3-8], cellular physiology 
[9-21], studies of population growth [22-29], along with clinical applications [30-35].  
Nevertheless, typical quantitative phase imaging systems (such as those described in Chapter 2) were 
cumbersome to use, imposing practical limits on the complexity of an experiment with little hope of use 
by a person without an engineering background. In this research, we focus on advancing QPI methods by 
making them easy to use and high-throughput via new instrumentation and software tools. 
To this end, we concentrated on removing the barriers for phase imaging by developing high-throughput 
systems capable of conducting experiments at all biologically relevant scales. Specifically, we developed 
a multiscale imaging platform that seamlessly transitions between transmitted light imaging and 
fluorescent microscopy (Chapter 3) [33]. With these new capabilities, we were able to study, with the 
same tool, the dynamics of cellular populations as well as nanometer size structures that are part of the 
cellular skeleton (Chapter 4)  [36-38]. With higher throughput systems, we proposed an approach for 
tomographic reconstruction that can be used to visualize intracellular transport, along with a new QPI 
modality designed for imaging thick structures (Chapter 5). Lastly, we describe a design for an image 
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processing pipeline to digitize and process clinically prepared pathology slides, which, to the best of our 
knowledge is the first dedicated quantitative phase tissue scanning instrument (Chapter 6)  [39-43]. 
The resulting systems are scheduled to be deployed at the Beckman Institute for Advanced Science and 





CHAPTER 2: IMAGE FORMATION 
2.1 Interferometric Microscopy 
The phase shift introduced by a sample under broadband illumination can be understood as the argument 
of the temporal cross-correlation function between a reference and a sample-perturbed field (Figure 1).  
Owing to the high frequencies typical of the optical regime, conventional detectors average many optical 
cycles during a single exposure [44]. Thus, we understand the signal recorded on the detector as an 
average intensity: 
 *( ) ( ) tI U t U t   (1) 
where angular brackets denote a temporal average.  
In the case of a thin transparent sample, with transmission function (T ), under plane wave illumination  
( oi ze  , 0 c  ), the intensity at the detector is insensitive to sample information (Figure 1):  
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Figure 1: Brightfield microscope. The condenser focuses down the illumination onto the sample (T). 
The light is then collected by the objective and transported through infinity corrected optics to the 
camera (TL, tube lens). Although this system has poor sensitivity to phase information, it remains 
popular for clinical applications, such as H&E staining, where contrast is generated from amplitude 
information [45].  
 
 






With the introduction of a second wavefront, the phase information couples into detectable intensity 
information (Figure 2): 
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Thus, under broadband illumination, the contrast forming quantity in QPI, a radian value at each pixel, is 
understood as the argument of the spatial-temporal autocorrelation at zero lag. Typically, this is the 
argument of the phase at the central wavelength [46]. 
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Figure 2: A Mach–Zehnder type microscope. Interferometric contrast is generated by the coherent 
addition of a sample perturbed field with an unperturbed reference. In a typical implementation, the 
setup contains two identical optical paths, each with a separate condenser and objective. During 
imaging, a matching sample is placed at the reference arm to compensate for dispersion. Such systems 
were once popular for studies of biological specimen [46-48], and today, with modifications, this 
design is typically used for surface inspection in manufacturing processes [49]. The ray tracing 













Due to mechanical instability, it is challenging to construct a Mach-Zehnder interferometer for high-
resolution widefield imaging of biological samples. Further, such a system would be difficult to combine 
with existing microscopes. To achieve stability, a reference field can be generated by spatially filtering 
the sample field (Figure 3). This a “common-path interferometer” [50], achieves a narrow spatial filter 
function (     , ,x yH k k H x y ) so that the reference field maintains a constant value over the entirety 
of the field of view [51, 52]: 
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where 0 a H U , which approaches a constant complex field, as   ,x yH k k  approaches a delta 
function. 0I is the incident intensity.  
In a typical QPI system, the interference term is isolated from the intensity background contributions ( 1I +
2I ) using either phase shifting (temporal modulation) or off-axis approaches (spatial modulation). In 
SLIM, phase shifting is achieved using a liquid crystal based spatial light modulator [53].  DPM, an off-
axis, common-path technique, employs a diffraction grating as a beam splitter [54]. 
The irradiance registered on the detector is digitally post-processed to yield a per-pixel value of the phase. 
 
 
Figure 3: A common-path interferometric microscope. A spatial filter generates a reference beam 
from the sample perturbed field. Thus, the system is “self-referenced” and can be attached to the output 
port of a conventional microscope. The design, operation, and applications for the “QPI Module ” is the 
subject of this thesis. 
 






2.2 Quantitative Phase Imaging Systems 
2.2.1 Diffraction Phase Microscopy: Off-Axis, Common-Path 
In Diffraction Phase Microscopy (DPM, Figure 4) [54-56], a phase grating is used to split the sample 
perturbed-field into diffraction orders (0 and ±1), followed by the generation of the reference field 
through the use of a pinhole ( P ), which describes the function ( H ), in the previous section.  
Thus, the field at the camera can be expressed as: 
    1 2, ,   i xU x y U U x y e   (6) 
where 2   and  1 0 U U t H is a constant, and  is the period of the grating. 
The detected intensity has the form: 
         1 2 1 2, , 2 , cos ,       I x y I I x y I I x y x y x , (7) 
where  is the measured phase. With a sufficiently high grating frequency ( ), the amplitude image is 
separated from the modulation in the frequency domain (Figure 4). See ref. [57] for details on sampling 
conditions in DPM. The phase is obtained from the argument of the analytic signal taken at the frequency 
of the grating. This signal is obtained via a Hilbert transform, which is equivalent to selecting one order in 
the frequency domain and performing an inverse Fourier transform. The resulting phase map is unique 
when taken relative to a background measurement of a sample free region. The resulting Fourier 
transform of the measured intensity is: 
        FT 0 0, ,           x y x x x yI k k I I d k d k k k   (8) 
The cropped region contains only the first order: 
  0 crop    C xI I d k   (9) 
Taking the inverse Fourier transform, the measured phase reads: 
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       C_sample C_background, arg , , x y I x y I x y   (10) 
where C_backgroundI comes from a sample-free image, acquired once per experiment. 
2.2.2 Spatial Light Interference Microscopy 
While DPM-type interferometers are comparably inexpensive and acquire phase maps from a single 
snapshot, the resulting image suffers from a much lower space-bandwidth product [56-58]. Further, as the 
image is encoded in high spatial frequencies, even small vibrations in the spatial components (“twists”) 
can lead to significant defects. The loss of light through the diffraction grating makes simultaneous 
fluorescence imaging impractical.  
To build a compromise-free system, we turn to phase shifting interferometry and Spatial Light 
Interference Microscopy (SLIM) [57]. In SLIM, the phase shift between scattered and transmitted light is 
modulated by way of a spatial light modulator (SLM) placed at an external pupil plane, matched to the 
phase ring inside the objective (Figure 4). The phase map is recovered from four interference images, 
 
Figure 4: DPM geometry. A diffraction grating is used to separate the phase from amplitude 
contributions. The resulting signal can be digitally demodulated in the spatial frequency domain. The 
system is typically attached to the output port of a microscope operating under brightfield illumination. 
 
  















whose phase offset is cycled between 0 and 3π∕2 in π∕2 increments (Figure 5, field contributions). The 
total phase of the field ( ) is obtained from the phase shift between scattered and transmitted fields ( ac ): 
  exp       dc ac acU U U i  (11) 
where  is the phase shift introduced by the SLM. The measured intensity as a function of  is 
  2 2 2 cos     dc ac dc ac acI U U U U   (12) 
As a result, ac  can be obtained as: 
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Finally, the ratio of the two amplitudes can be extracted from the four measured frames by solving the 
equation: 
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Figure 5: SLIM geometry. The total phase of the field ( ) is obtained from the phase shift between 
scattered and transmitted fields ( ac ).  When the system is placed at the output port of a phase contrast 
microscope, a flat pattern on the SLM corresponds to a π∕2 offset between scattered and transmitted 
light. The phase can then be recovered by cycling the SLM, essentially modulating the phase ring 
matched to the low-frequency terms ( dcU ). As indicated by the arrows, acU  falls outside the phase ring. 
 
2.2.3 Gradient Light Interference Microscopy 
While the SLIM configuration provides exceptional sensitivity [61], the reference field is often 
significantly attenuated when going through a thick-specimen, such as a bovine embryo [62] or an acute 
brain slice [63]. To overcome these challenges, the contrast forming interference can be generated from 
laterally sheared beams — as is done in DIC (Figure 6).  
The Jones matrix formulation that describes the system is as follows [64]: 
 







System P SLM NP (Sample) NP P
1 0 01 -1 1 1System 0 exp 0-1 1 1 1

                      
t r U
i t r r U
  (16) 
 
  





    
Phase Shifting 
SLM Surface Camera 











Here, a Nomarski prism (a modified Wollaston prism, NP ) splits the fields (on the sample plane) into 
two polarizations, that traverse the sample ( t ) at slightly offset positions (r ). An output polarizer, 
external to the microscope and at -45° ( 2P ), analyzes the light, allowing the two orthogonal polarizations 
to interfere. The phase shift between these beams is controlled by an SLM, acting as a variable retarder 
between the two polarizations (  is cycled), which enables the interferometric recovery of the phase 
difference (  ) along the sample (Figure 6, field spatial shift). Thus, at the camera, the two polarizations 
become: 
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where 1  and 2 represent the change in phase accumulated from the sample at 1t and 2t , respectively.  
Here the phase shift due to the object can be received from four frames as: 
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  (18) 
Although the raw visibility on the detector is smaller compared to phase contrast, there are notable 
advantages owing to the close coupling of the contributing fields. As the intensity in the two fields is 
necessarily balanced, the scheme achieves optimal visibility in turbid media. Further, when compared 
with SLIM or DPM, the interference is formed between two points within the diffraction spot rather than 
between a self-generated background reference, avoiding halo artifacts [65]. Further, the phase-shifting 
element can be placed anywhere in the optical path and the whole configuration can be realized in 
backscattering (reflection geometry) enabling surface material science applications (i.e. imaging silicon 
wafers [66, 67], surface roughness inspection [68]).   
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Note that in GLIM, we measure    rr , i.e., the gradient of the phase and not the phase itself. Thus, 
for quantitative phase information, we need to integrate the GLIM data. 
In our implementation, it is possible to switch between SLIM and GLIM by moving a polarizer and 
switching the microscope to DIC illumination. 
 
Figure 6: GLIM geometry. The Nomarski prism in a DIC microscope (orange component) splits the 
incoming light into two polarizations (green, red), that traverse the specimen at laterally offset 
positions (r ). The output Nomarski prism recombines these two fields spatially, and the output 
polarizer adjacent to the camera allows them to add coherently at the detector. The relative offset 
between these two fields is modulated by the SLM ( slm ), with four such images used to recover the 
phase difference across the specimen. 
 
2.2.4 Summary 
Table 1: Comparison of Our QPI Add-on Systems 
 Speed Sensitivity Strong Scattering 
DPM +   
SLIM  +  
GLIM   + 
  
Lamp  DIC Condenser Objective TL CCD
DIC/Nomarski Microscope  GLIM
Polarizer SLM
     
Phase Shifting 
SLM Surface Camera 










In summary (Table 1), DPM provides high-speed imaging at the expense of the sensor spatial bandwidth 
and sensitivity. By phase shifting the phase contrast field, SLIM has exceptionally high sensitivity 
although strongly scattering samples introduce imaging artifacts when the reference field is significantly 
distorted by the sample. To remedy this problem, GLIM maintains the geometric stability of 
common-path systems without the artifacts typical of “self-referenced” interferometers, making it well 




CHAPTER 3: FRAMEWORK FOR MULTISCALE 
IMAGING 
This chapter outlines the design of an automated platform for phase imaging. Such a system is well 
motivated as previous approaches were slow and experimental operation required an engineering 
background. We developed a dedicated software to meet both of these challenges. 
The software overlaps computation with hardware events, such as SLM modulation or camera transfer 
time. The interface wraps an OpenGL 4 context inside Digia’s Qt5 framework. To achieve real-time 
performance, three decoupled threads operate in pipeline fashion. The first thread is responsible for 
triggering the acquisition of new images and controlling the spatial light modulator (SLM). A second 
thread receives and transfers new images to the GPU, with a third thread rendering the phase images 
(Figure 7). The rendering procedure is quick compared to the acquisition time, with the full 4-megapixel 
frame computed in less than 8 ms for SLIM/GLIM and 12 ms for DPM on a GeForce 780 card. 
This “producer-consumer” model is necessary as scientific cameras, have precise shutter-open 
triggers but the availability of acquired data (at the millisecond scale) depends on computational load 
along with the specific hardware being used. As an example, assume a camera can be triggered every 
10 ms, but data arrives at 12 ms ± 2 ms. Without this scheme, realized throughput would be 14 ms rather 
than 10 ms, and the camera aperture jitter would perturb time critical experiments such as the dynamic 
light scattering studies. With the Windows multimedia timer service, along with disabling high-latency 
hardware devices, aperture jitter can be reduced to under a millisecond.  
To avoid redundant memory copies, a large buffer is acquired at program initialization, and 
pointers to this buffers, rather than memory copies, are passed between threads. Further, these pointers are 
used to detect acquisition failure by verifying the order and arrival of triggered frames from the camera’s 
API. When an error occurs, the acquisition event is repeated, although some categories of errors require 
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the camera to be reset in software. In these cases, the necessary synchronization is handled by a 
recordkeeping structure, where frames are pooled into three categories: “free”, “inside camera”, and 
“inside IO”. In the event of an error, a lock is held until the necessary corrections are made, resetting the 
camera or waiting for more files to be written to the disk, implicitly pausing the acquisition threads.  
To facilitate scanning microscope slides (see Chapter 5) and other forms of programmed 
automation, the interface generates acquisition lists outlining the state of the microscope for each event 
(Figure 8). This list is then processed, with one thread dedicated to triggering the camera, shifting the 
Figure 7: Live rendering. The live interface performs the phase retrieval process in real-time with the 
imaging presented as a microscope channel similar in operation to existing fluoresce or transmitted 
modalities. To account for any mismatch between consumer and producer threads, the “triggering” 
process (Thread #2) releases a single frame while the readout process is capable of receiving multiple 
frames (Thread #1). In GLIM and DPM, further filtering steps are performed, such as Fourier filtering 
to remove background artifacts.  
 





SLM, and moving the microscope. A second thread is responsible for receiving the images, computing 
autofocus parameters, and recordkeeping to redo frames in the case of acquisition failure. Finally, a third 
thread is responsible for writing files to the disk.  
The system is able to sustain approximately 15 four-frame reconstructions (SLIM or GLIM) per 
second below which image quality and phase accuracy degrade, along with a significant increase in 
aperture jitter and data transfer error. Single-shot DPM images are rendered at 60 hz as limited by 
conventional computer monitors. For phase-shifting modalities, the principle limitation is SLM stability, 
as exposure times can be reduced by simply increasing the intensity of the illumination, while the best 
reported SLM stability times (for green light) are around 4 ms [69]. 
 
Figure 8: Software architecture. The capture interface (A) generates a list of events (B) that is 
acquired according to a pipelined schedule (C). The capturing framework tracks and repeats failed 















CHAPTER 4: HIGH SENSITIVITY APPLICATIONS 
4.1 Microtubule Dynamics 
In addition to usability issues, another factor limiting the widespread adoption of quantitative imaging is 
the perceived lack of visual quality in the phase map when compared to the raw data used to recover the 
phase information [70]. Here we provide a counterexample, by demonstrating that the phase map in SLIM 
provides a holistic improvement over phase contrast for imaging small, sub-diffraction structures [38].  
To this end we choose to study microtubules, which are cytoskeletal elements with incompletely 
understood dynamic properties [61, 71-78]. Beside their structural role in eukaryotic cells, microtubules 
provide pathways for motor-driven cellular cargo [79, 80]. Due to their ubiquitous role in intracellular 
transport, motility, and proliferation, microtubule malfunction has been associated with various diseases, 
from cancer [81] to Alzheimer’s disease [82]. 
Despite decades of research, studying single microtubules dynamics is challenging due to their tiny 
dimensions; consisting of a hallow tube with a 24 nm outer diameter and 12 nm inner diameter. Our 
technique addresses the key difficulties with competing methods such as darkfield microscopy and video-
enhanced differential interference contrast (VE-DIC)  [83-85]. Unlike darkfield, our system benefits from 
enhanced phase sensitivity enabling us to acquire high-contrast images of unlabeled microtubules. Unlike 
DIC, our system avoids the directional shading that makes parallel microtubules difficult to resolve. As 
shown in Figure 9, when compared to phase contrast, our interferometric reconstruction removes the non-
trivial background due to out-of-focus illumination. In simple terms, incoherent contributions do not 
respond to phase shifting and are subtracted out during phase retrieval. To further enhance the image, we 
apply a five-tap median filter and a spatial bandpass filter [86]. Owing to the simplicity of the scheme, 
with the median operation implemented as a per-pixel sorting network [87], the computation is fully 
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masked by the acquisition process. This is to say, the SLM modulation and camera integration times are 
longer than the phase retrieval and digital image enhancement.  
Compared to fluorescence imaging, the object’s scattering potential does not photobleach (Figure 10), 
which enables virtually indefinite observation over larger fields of view then competing methods [88]. To 
demonstrate utility of our technique, we performed a conventional gliding assay of motor protein motility 
(Figure 11) [89], and extended it to emphasize our new found ability to perform long-term imaging. In 
our new assay, we observe microtubules for a period of time over which the “fuel”, i.e., ATP (Adenosine 
triphosphate) is exhausted and recover the “dispersion relation” governing the advection velocities. Thus, 
using dynamic light scattering avoids tedious manual tracking (Figure 12) [90]. Here the manual method 
agreed well with the automatic analysis. As the ATP is exhausted, the spread in observed gliding velocity 







Figure 9: SLIM improves phase contrast. Left panel shows a select portion of the phase contrast 
frame use in the SLIM interferometric reconstruction process. By removing light outside of the 
coherence gate, the SLIM system performs implicit background subtraction, taking the phase contrast 
frames into the “canonical contrast basis” (a phase map). The phase map is free of amplitude defects 
(red arrow, scratch on the objective), and provides a significantly flatter field of view (green arrow). 
Features larger than 3 pixels were removed from the bottom row, using a Fourier bandpass technique, 
highlighting that the contrast improvement comes from our hardware system rather than the outcome of 








Figure 10: SLIM enables continuous observation without photobleaching. Note that a descending 
microtubule is not visible due to photobleaching. The sequence was acquired under 63x/1.4, and to 
better simulate typical fluorescence imaging conditions the shutter was closed between frames. For 
easier visualization, the SLIM sequence was filtered with a highpass filter along with a rolling five-tap 
median. This processing runs in real-time on our acquisition system. 





Figure 11: A gliding assay with SLIM. In a typical gliding assay (top) microtubules are pushed by 
surface attached motor proteins. The gliding velocity of the microtubules provides a measure of the 













Figure 12: Comparably longer imaging enables the investigation of motility decay constants. 
Microtubule gliding velocities were calculated in bulk using dispersion-relation spectroscopy on a 
rolling basis over ~15,000 frames taken 0.475 seconds apart (step 1). For each frame, 512 (~245 
seconds) time slices were used to obtain the spatial-temporal autocorrelation function (g), after further 
refinement a radial average is used to obtain the spectral decay Γ (right subplot).  Subsequently (step 
3), a line is used to obtain a velocity coefficient for each time point. When plotted over time, after 
twenty minute since the start of imaging, the velocities of the microtubules begin to decay, with 
virtually no motion present past the sixty-minute mark. 
 
4.2 Cell Population Dynamics 
While typical assays of cell growth seek to investigate unifying trends, such as average growth rates in 
response to stimuli [38, 91], it is becoming increasingly evident that what appear to be homogenous 
populations in reality can have individuals that express very different phenotypes [91]. To facilitate 
quantifying the degree of cell-to-cell variation, we proposed a technique that exploits SLIM’s accuracy to 
highlight disparities in the growth behavior of cells, assigning a “degree of influence” score to each 
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cellular cluster [92]. In contrast to other methods that assay cell growth and proliferation [93], the score 
can be mapped back to the original image hinting at the underlying cause of the disparity.  
The technique proceeds by segmenting the cells into clusters, using an ad-hoc approach where edge 
detection is followed by morphological dilation. Crucially, these filters are applied along the temporal and 
spatial dimensions (2D+T) which facilitates easy removal of false positives, in particular moving debris 
(Figure 13). Next, the algorithm assigns a growth rate coefficient to each lineage by fitting an exponential 
to the measured phase [94, 95] (Figure 14). Lastly an influence score is calculated by considering the 
relationship between the distance and growth rates for neighboring clusters (Figure 15). For example, if 
there is a uniform growth rate drop near a cell that is understood to have a high influence on its 
surroundings. 
 
Figure 13: Step 1, segmentation. After application of a 3D edge detector followed by a blurring 
kernel, it is possible to extract cell growth lineages, two examples of which are shown. The images 











Figure 14: Step 2, growth rate calculation. The measured mass (teal) is smoothed after application of 
a “no-negative” growth prior (green), which is fit to an exponential (orange). The normalized growth 


























Figure 15: Step 3, connectivity analysis. The intuition underlying the method (left panel) along with 
typical distributions for Pearson’s R (right panel) [96] (underlay from [90]). In the bottom figure the 
method was applied to approximately 150 clusters with approximately 14 neighbors in each cluster. 
The window size is adjusted until no qualitative change is observed in the image. At a glance, cells on 













CHAPTER 5: TOMOGRAPHY 
5.1 Tomography Using SLIM 
Owing to their small size, cellular structures are typically studied under high resolution [97, 98]. The 
spread of information along the depth gives rise to a smear that makes visualization and analysis non-
trivial. Although there are numerous proposed methods to measure and remove this blur, principally by 
deconvolution, due to limited momentum space coverage (“missing cone”  [99, 100])  typical success 
stories in full-field optical microscopy have been limited to intrinsic contrast agents [101-103]. While 
there exist hardware solutions such as rotating the illumination or sample (among others [104, 105]), 
these methods are invariably cumbersome for studying populations of living cells.  Instead, a typical 
experimentalist will simply switch to a point scanning or electron microscopy [106, 107], which, owing to 
the fixation procedure or slow scanning rates (or both), cannot be used with living cells. 
Instead, we aim for a physically motivated technique to highlight cellular compartments and traffic. After 
assuming the gradients of the electric and magnetic permittivity are comparably small, Maxwell’s 
equations, for an open region, can be reduced to the well-known inhomogenous Helmholtz equation  
[108]. With the phase map ( rie  ) recorded by our QPI system, the equation is easily solved. In this 
implementation, the Laplacian is performed in the spectral domain [109]. 
  2 2 22 2 2 0r ri i
U k n r U
k n e e 
  
    (19) 
The resulting image can be rendered to extract the isosurfaces (hyperplanes) required to calculate 
parameters such as density (Figure 16). Due to the intrinsic self-normalization of the phase information    
( rie  ) these thresholds are invariant for the duration of the image sequence, and do not show appreciable 
variation between individual cells.  
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Figure 16 shows a typical use, where time lapse tomograms are acquired every minute, for an extended 
duration of time. The cellular cargo is visible appears as balls inside the extension. The flux of mass 
through cellular extensions is the mechanism of neuron growth and recovery [110-112]. 
  
 
Figure 16: 3D rendering of a neuron cluster. Top-left panel shows a zoomed portion of a SLIM 
image acquired with a 63x/1.4. In the top-right panel, the image has been filtered with the proposed 
scheme. While the SLIM image (left) is purely two-dimensional, the filtered result (right) uses data 
acquired at different planes. The bottom panel shows the resulting rendering. Both figures are 
displayed in arbitrary units as the rendering procedure is invariant to constant scaling. 
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5.2 Tomography Using GLIM  
The chief advantage of differential interference contrast compared to phase contrast comes from the close 
coupling between the contrast forming wavefronts. As the orthogonal polarizations in DIC traverse nearly 
the same path, the power is matched and the halo artifact typical of phase contrast is non-existent. 
Furthermore, compared to a typical phase contrast microscope, the sectioning capabilities in DIC are 
tunable by opening and closing the condenser. Note that attempting to expand the ring illumination in PC 
would not only require specialized hardware, but also result in a drastic reduction in contrast (Figure 17). 
Lastly, the illumination in GLIM, necessarily, has a broader coverage of spatial frequencies due to the 
larger surface area of the illuminating pupil, leading to improved sectioning compared to phase contrast 
(SLIM) [113] (Figure 17). 
Although the illumination contains a broader coverage of frequencies, the contrast in DIC is not directly 
related to the refractive index of the object, introducing immediate artifacts that must be compensated. 
Specifically, as the interferometric image is related to the derivative of the object’s phase information, it 
is desirable to integrate the image along the direction of the shear (Figure 18). As the shear between the 
image forming polarizations is unidirectional, the sample contrast orthogonal to this shear direction is 
lost. This results in a “wedge” shaped contrast transfer function (Figure 18, red areas have object 
information).  





 Figure 17: DIC illumination is well suited for tomography. Top panel highlights the surface area 
difference between DIC and PC illuminating apertures (shared). The bottom panel shows that the 
sectioning can be adjusted by changing the numerical aperture of the condenser. Mouse embryo imaged 













Figure 18: Removing DIC artifacts. Top-left panel shows the GLIM image and the right panel is the 
result of a Hilbert transform demodulation technique which aims to removing the right-to-left shading 
typical of DIC images [114].  Bottom-left panel shows the spectrum of the input image with missing 
frequencies orthogonal to shear direction. Dashed ring approximates the diffraction limit. Bottom-right 
panel shows a HeLa cell (40x/0.95) rendered to highlight nucleoli (gray volumes) which can be used to 












Figure 19: Imaging large structures with GLIM. Rendering of a whole nematode showing how 
GLIM can be applied to larger structures, the waving/standing behavior appears to be a form of 







CHAPTER 6: QPI TISSUE SCANNER 
6.1 Interface 
This chapter contains a description of a design for a slide-scanning module and the associated 
computational post-processing tools required to assemble the acquired data [43]. 
The scan is performed offset from a user-defined plane (Figure 20), which is generated by 
querying a Delaunay triangulation [115]. At each tile, the estimated focus plane can be further refined by 
automatically scanning through the depth to maximize the “focus function” (Figure 21). Although, 
iterative techniques such as Golden-Section-Search [115]  showed promise, they were found to be 
significantly slower as the mechanized focus needed to traversal a larger distance and, critically, it was 
impossible to overlap acquisition with computation — requiring the whole frame to be acquired, and 
 
Figure 20: Scanner Interface. The “plane of best focus” is drawn as a rectangle with shading 
indicating height variation due to manually selected focus points (red squares). The autofocusing 




processed before subsequent acquisition. In addition to effectively doubling the time needed per z-slice, 
using a convex optimization technique is, fundamentally, unreliable because noise renders the focus curve 
non-monotonic. Unlike a linear search, a misstep at the first bifurcation is irreversible and leads to a 
drastic deviation from the optimal result. Thus, our implementation uses a linear sampling and performs 
approximately five depth scans per seconds.  
6.2 Autofocus 
After sampling the focus function, the algorithm performs a parabolic interpolation to choose the 
final image (Figure 21, black circle). Here we used a universally applicable interpolation scheme and did 
not pursue the direction further.  The focus metric is based on the intuition that adjusting the focus knob 
brings the image in and out of view. When the lines that constitute the image “come together” the sample 
is understood to be “in-focus”. Therefore, we choose to maximize the variance of the 2D wavelet 
decomposition, specifically Haar wavelets which are a basis of edges — well suited to describe transient 
discontinuities [116, 117].  
The robustness of this metric can be assessed by its performance on cases where the plane of best 
focus is ambiguous. Such a case frequently occurs in live cell imaging, where there is a tendency for 
individual cells to round up away (bulge) from the glass during division events. The membrane 
circumscribing the cells appears as a sharp discontinuity and contributes disproportionately to the overall 
image variance. This leads to a counterintuitive best focus. In the extreme example shown in Figure 21, 
the membrane is in focus while the surround cells are not. Similar defects can be found in clinical tissues, 
due to residual paraffin. By using a heuristic that chooses the “most in-focus volume” with the “highest 
contrast”, the “fusion” scheme selects the expected result where most of the cells are in focus. Owing to 
the precision of the stage along, with the numerical repeatability of interferometric measurements, 





Figure 21: Depth scanning autofocus. Several images acquired at different planes are used to 
estimate the optimum of the focus function with the final acquisition (top, black) performed at the 
optimal location determined by a Gaussian interpolation function. The focus metric was calculated by 





6.3 Image Assembly 
Mosaic tiles are acquired by translating a motorized XY stage, with the understanding that there will be a 
rigid misalignment (x,y drift) in the assembled image. To address this problem, we developed a program 
that registers the tiles by optimizing the spacing between overlapping regions [118].  
To avoid memory limitations, the software performs two passes on the data, with the first pass finding the 
optimal overlap and the second pass generating tiles for archival storage. The alignment procedure is 
pipelined in order to mask computation with disk access, with one thread responsible for loading data into 
a large buffer and a second thread performs the computational portion of the phase correlation procedure. 
Further, when possible, image reads are stored in a cache so that subsequent reads do not require disk 
access. When system RAM is exceeded, the oldest image is removed from the cache. The required real-
to-complex discrete Fourier transforms are performed on the GPU, with the computational portion 
occupying less time than disk access. An additional performance increase comes from ordering the phase 
correlation pairs so as to avoid redundant computation, and caching the results of old computation. In 
most cases this scheme is able to avoid one of two of the Fourier transforms in the phase correlation 
algorithm. 
Disagreement between the true position of a tile is resolved by a least-squares fit, producing a globally 
optimal tile configuration with minimal alignment error. On the second pass, mosaic tiles are arranged 
according to this optimal configuration, and the resulting images are generated for web viewing (JPEGs) 
or archival storage (TIFFs). While overlap between mosaic tiles could be combined to achieve a more 
aesthetically pleasing seam, to avoid affecting the quantitative image statistics (in particular, the variance 
[119, 120]), overlapping regions contain data from only a single mosaic tile. Finally, background 
correction is applied by selecting a small percentage of the data whose phase values are near zero and 
presumed to be empty space, and subtracting the background from each constituent frame. Following the 
initial tile generation, successive levels are merged to create the mipmaps (“image pyramids”) which 
facilitates rapid zooming and panning. 
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For rapid development, the code was written in Python with the GPU portions using PyCUDA. The rate 
limiting steps is disk access and writing, which in principle can be ameliorated with more expensive 
hardware. Here, we used CATMAID and Zoomify, with the principle advantage of CATMAID being 
easy annotation [32] and Zoomify operates without a dedicated server. Figure 22 shows a typical slide. 
 
Figure 22: Typical tissue core microarray slide [43]. The automated image processing system 
reduces 200 GB of interferometric data into a pyramidal image format that can be accessed remotely. 
Owing to the submicron resolution in SLIM, details such as individual nucleoli are clearly visible (red 
arrow). This sample was digitized in approximately 45 minutes, with another 15 minutes to assemble 





CHAPTER 7: OUTLOOK 
The previous chapters presented the motivation, operation, and new applications enabled by our new 
high-throughput imaging systems.  This chapter contains a discussion of some of the outstanding 
challenges for future instruments along with proposed solutions. The challenges can be roughly grouped 
in terms of cost of ownership, imaging speed, and object reconstruction from phase information. 
In terms of cost, phase shifting QPI systems can be expensive owing to the use of SLMs. Although SLMs 
simplify alignment, the pattern written on the detector is usually a simple ring, dot, or uniform value 
which can be replaced by a modulating piston. Furthermore, if more control is required, a transmission 
SLM, such as the one found in a consumer grade (“conference room”) projector, can be used [43]. In the 
case of GLIM, where the modulation takes the form of a uniform gray value (piston), an electronically 
controlled variable retarder can act as a single pixel SLM, avoiding moving parts while simultaneously 
operating a faster rate than a pixel addressable modulator.  
While the present work has yielded an order of magnitude improvement in imaging throughput; living 
structures exhibit dynamic behavior at all time-scales, providing ample motivation for faster systems. For 
studies of intracellular mass transport, an order of magnitude improvement in frame rate can be achieved 
with existing hardware. In recent years SLMs driven with “overdrive” control [53] have demonstrated 
stabilization times on the order of a few milliseconds (three times faster than in our system) and LED 
arrays can be used to further reduce exposure time. While in this work, the phase shifts are stepped, so 
that the modulator is allowed to completely settle before acquiring the frame, in principle, with the correct 
synchronization, it is possible to simultaneously modulate the phase and camera shutter. The primary 
obstacle to this kind of “bucket” integration scheme is the lack of input trigger ports on the reflection 
SLMs used in this work. Additionally, by switching to a three- or two-pattern phase retrieval method, a 
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system could combine these advances to acquire phase maps at over a hundred frames second. Such a 
system could then be integrated directly inside the objective 
Nevertheless, the scanning of pathology slides is not limited by the speed of the modulation, but rather by 
the speed of the stage. This provides motivation for more creative solutions.  Slide scanning would most 
benefit from a “time delay and integration” (TDI) approach [121], where columns of line-scan CCD 
elements are synchronized with the motion of the flatbed scanner’s arm. Perhaps, a single-shot system 
like DPM could be used for this purpose. Alternatively, the TDI scanner heads can be equipped with 
phase shearing interferometers at fixed phase offsets, similar to a 1D version of GLIM. An unimaginative 
implementation of SLIM might use four phase contrast objectives. 
Object recovery from phase maps, solving the inverse problem, is an outstanding challenge [70, 99]. 
Existing systems must compromise between sensitivity to fine detail such as nucleoli and low spatial 
frequency structures such as the cytosol filling a cell. Our systems have been optimized for the former. 
Unfortunately, many in-vivo structures, such as acute brain slices, show biologically relevant structures at 
all observable spatial scales. Thus, they contain broad frequency coverage, and cannot be segregated into 
relevant and irrelevant frequency components. Although typical approaches are to incrementally improve 
upon systems with low-frequency coverage (laser systems), we believe a more interesting approach is to 
improve low-frequency coverage in systems with superior high-frequency fidelity. For example, systems 
like white light DPM suffer from coherence artifacts [69] which may be fixed by using a defocused 
reference field. A method that resemble structured illumination may prove fruitful where co-localized 
images are acquired at different degrees of coherence. One could imagine a mechanized condenser 
acquiring images for different pinhole configurations [103], or a moving spiral similar to spinning disk 
confocal. For a ring illumination geometry, the phase ring can be made extremely narrow, increasing the 
spatial coherence. Images acquired  at different condenser NAs can then be merged by inverting the 
complete, non-linear, model for partially coherent illumination image formation [69, 122, 123], rather 
than using a linear systems approach. By digitally apodizing the condenser function (e.g. a 128x128 pixel 
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window), this kind of nonlinear image deconvolution model can be applied in such a way that the kernel 
is allowed to vary spatially where each pixel experiences a slightly different reference field perturbation.  
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