It is of importance to model and estimate the user influence in social networks, especially for advertisers who conduct viral marketing. In this paper, we are interested in the number of received messages incurred by a node generating a message, and introduce the concepts of individual influence and type influence, while type influence is got by averaging out individual influence over nodes of the same type. We propose a user behavior model and use generating function to analyze type influence (including the mean and variance) and diffusion threshold, and find these results are not accurate in finite-size networks. We then classify nodes into subtypes and redefine the network model, which achieves much more accurate results. We also propose a scalable approach to estimate individual influence, and find it can get good approximates for individual influence, subtype influence and type influence by only considering local neighbors and out-of-date information, which is useful in large-scale networks. All analysis results are verified by simulations in real-world networks. Models in this paper can be extended to consider more realistic situations, and we believe these results are of use in understanding the diffusion dynamics in social networks.
I. INTRODUCTION
Social networks have drawn increasing attention from both research and industry communities [1] - [4] , due to their important effects in facilitating information sharing among users. Hundreds of millions of people use social networks to broadcast things which happen in their daily lives and stay connected with their friends. Due to the word-of-mouth effect [5] , [6] , popular social networks such as Facebook, Twitter and Weibo have become powerful media to stimulate the awareness and adoption of products or services, which is the so-called viral marketing [7] - [9] . A central problem in viral marketing is to model and estimate the user influence. Such information can help an advertiser to figure out how widely an advertisement may spread if it is placed on an influential user's personal page. Therefore, it is of great importance to characterize the process of information diffusion, and then model and estimate the user influence in social networks.
The associate editor coordinating the review of this manuscript and approving it for publication was Xiao-Sheng Si .
In the past decades, much effort has been made to consider the diffusion dynamics in epidemiology, where the Susceptible-Infectious-Susceptible (SIS) and Susceptible-Infectious-Removed (SIR) models [10] , [11] are usually adopted [12] - [16] . However, the diffusion process in social networks are very different from those in epidemiology. The diffusion models widely used in the research of social networks are the Independent Cascade (IC) [17] , [18] and Linear Threshold (LT) [19] models. The former is sender-centered, and each active node influences its inactive neighbors independently with given probabilities. The latter is receivercentered, and an inactive node is influenced by its active neighbors if the total weight exceeds a given threshold. Based on these models, many studies focus on the problem of influence maximization [20] - [24] in social networks. However, the user behaviors in social networks cannot be characterized accurately by these diffusion models, since there are interactions between users, and users may get involved multiple times during a diffusion process.
In this paper, we use the number of messages which are received by users during a diffusion process to characterize VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ the user influence, and further introduce the concepts of individual influence, type influence, and subtype influence. Specifically, individual influence is the user influence for an individual user, type influence is the individual influence averaged out over users of the same type, and subtype influence is the individual influence averaged out over users of the same subtype. Generating function [25] is a powerful tool to solve recurrence problems, and has been widely used in the analysis of network structure [26] - [28] and information diffusion [29] - [31] . However, all these studies are carried out under certain network models which usually assume infinite nodes, and the analysis results may be inaccurate for networks with finite nodes. In this paper, we first introduce a user behavior model to capture the characteristics of information diffusion in social networks. We use generating function to analyze the mean and variance of type influence as well as diffusion threshold, and find the results are not accurate in finite-size networks. We then classify nodes into different subtypes, and analyze the mean and variance of subtype influence and diffusion threshold. Simulation results show this diffusion threshold is more accurate. Finally, we propose a scalable approach to estimate the mean and variance of individual influence, and find that this approach can get good approximates for individual influence, subtype influence and type influence by setting parameters appropriately, and is robust to network dynamics.
We conduct simulations in real-world networks to verify the analysis results, and believe these results are of importance in understanding the process of information diffusion in social networks, and also critical for an advertiser who wants to estimate a user's influence before posting an advertisement.
II. MODEL DESCRIPTIONS
In this section, we introduce the network model and the user behavior model which are adopted in this paper. Based on these models, we can estimate user influence in social networks.
A. NETWORK MODEL
We consider a social network as an undirected graph, where nodes represent users and edges represent relationships between user pairs. Since isolated nodes never get involved in the information diffusion process, we exclude them and classify the rest into different types according to their degrees, that is, a node with degree i is of type i, where i ≥ 1.
An adjacency probability matrix A is used to represent the topology of a social network. For type i nodes, let a i,j ∈ A be the probability that a randomly chosen neighbor is of type j. Then we have j a i,j = 1.
(1) 
B. USER BEHAVIOR MODEL
To capture the characteristics of information diffusion in social networks, we introduce a user behavior model, which is described in the following. 1) A node (say node 0 in Fig. 1 ) generates a message (say message m), which will be sent to its neighbors (i.e., nodes 1, 2, 3 and 4) through the social network. 2) Due to the effect of information overload [32] , each node 0's neighbor will receive message m with probability p independently. 3) If a neighbor of node 0 (say node 1) receives message m successfully, it will respond to (forward or reply to) message m with probability q according to its personal interest. Then a message (say message m ) will be sent to its neighbors (i.e., nodes 0, 2, 5 and 6). 4) Node 1's neighbors may continue to receive and respond to message m independently. This diffusion process will be terminated if all nodes have tried to respond to the messages they received. Note that the user behavior model we adopt here is very similar to the IC model, where an active node tries to influence its inactive neighbors. However, in the IC model, if an active node fails, it will never get another chance to activate the same inactive neighbor. That's to say, each relationship will get involved in a diffusion process at most once. So the user behaviors in social networks cannot be characterized by the IC model.
In this model, nodes may send messages to a given neighbor multiple times, which is similar to the SIS model. However, nodes in the SIS model can only be infected at the susceptible state, and will stay in infectious state for a period of time after getting infected, which are inconsistent with the situations in social networks. Moreover, messages in our model are sent in an ''all-or-nothing'' fashion, that is, if a node chooses to send a message, the message will be pushed to all its neighbors simultaneously. This phenomenon cannot be characterized by the SIS model.
Actually, nodes may have heterogeneous informationprocessing capabilities, and then receive messages with different probabilities. Besides, nodes may respond to a given message with different probabilities according to their personal interests. However, we assume homogeneous user behaviors here to simplify the model, and plan to extend this model by considering more realistic situations in our future work.
III. TYPE INFLUENCE
In this section, we introduce the definitions which will be involved in the following, including individual influence, type influence and diffusion threshold. Then we analyze the mean and variance of type influence, and the diffusion threshold theoretically.
A. DEFINITIONS
We know that after a node (say node v) generates a message in a social network, its neighbors may receive and then respond to it, which activates a chain reaction of information diffusion. We introduce the concept of individual influence here, and define the individual influence u v as the number of messages which are received during the diffusion process, which is incurred by node v generating a message.
We then introduce the concept of type influence, and define the type influence u i as the number of messages which are received during the diffusion process, which is incurred by a type i node generating a message. Note that we can average out individual influence over nodes of type i, and then get the type influence u i .
Intuitively, we know the value of u i is finite when the probabilities p and q are small, and it will grow and approach infinity finally when p and q keep increasing. To quantify the influence of p and q on u i , we introduce the definition diffusion threshold. The diffusion threshold is a critical value for the diffusion capability of messages, above which the diffusion process may never stop and messages may be received infinite times after a node generates a message. We know that the diffusion threshold is usually determined by the structure of a network.
B. MEAN OF TYPE INFLUENCE
Denoting by g i,k the probability that k messages are received after a type i node generates a message, we have the generating function
From the properties of generating function, we know the mean of type influence u i is
Now we begin to study the formulation of G i (x). Consider a type i node whose neighbors are divided into some partition
where b j is the number of type j neighbors and j b j = i. We know the probability that this partition takes a particular value is given by the multinomial distribution [33] 
From the properties of G i (x), we know
is the generating function to characterize the diffusion process after this type i node sends a message to a type j neighbor. Submitting Eq. (4) into Eq. (5) and performing the sum over {b j }, we have
and further know
Then we can write Eq. (7) in matrix form, and get
where
So we have
From Eqs. (3) and (9), we can getū i , i.e., the mean of type influence for a type i node. From Eq. (9), we know the elements of G (1) will diverge when the determinant of the matrix I − pqXA reaches its first 0. Letting λ XA be the largest eigenvalue of matrix XA, we know the diffusion threshold is
and the elements of G (1) will approach infinity if pq ≥ ρ.
That's to say, we should keep pq < ρ in order to get a finiteū i .
C. VARIANCE OF TYPE INFLUENCE
From the properties of generating function, we know the variance of type influence u i is
VOLUME 8, 2020
Since G i (1) (i.e.,ū i ) has been obtained in Eq. (9), we only need to calculate G i (1) to get σ i . From Eqs. (6) and (7), we have
Letting
we can write Eq. (12) in matrix form, and get
from which we can get G i (1) . Therefore, submitting the results of G i (1) and G i (1) into Eq. (11), we can obtain σ i , i.e., the variance of type influence for a type i node.
IV. SUBTYPE INFLUENCE
Actually, the analysis results for type influence and diffusion threshold are not accurate for networks with finite nodes. The reason is that we adopt a network model by classifying nodes into different types according to their degrees. We know a node with influential neighbors may be more influential than other nodes of the same degree. So nodes of the same type may have different individual influences, and the network topology cannot be characterized accurately by this network model. In this section, we classify nodes into different subtypes according to their degrees as well as their average neighbor degrees, and get a new network model. Then we analyze the mean and variance of subtype influence, and the diffusion threshold.
A. DEFINITIONS
In this paper, nodes are classified into different subtypes according to their degrees as well as their neighbors. Astraightforward approach is to consider the average neighbor degree, that is, a node (say node v) with degree d v and average neighbor degree n v is of subtype d v -n v . Letting N v be the neighbor set of node v, we can set
Note that we can adopt measurements other than average neighbor degree to get different node subtypes. An adjacency probability matrix A is used to represent the network topology by considering node subtypes. For subtype i-k nodes,ã i-k,j-l ∈ A is the probability that a randomly chosen neighbor is of type j-l. Then we have
B. MEAN OF SUBTYPE INFLUENCE
Similarly, we have the generating function
We rearrange G i-k (1), and set
Letting G i-k (1) and G j-l (1) be the mth and nth elements of G (1) respectively, we introduce matrices Y and B, where the elements
Then we can write Eq. (18) in matrix form, and get
from which we can getū i-k , i.e., the mean of subtype influence for a subtype i-k node. Letting λ YB be the largest eigenvalue of matrix YB, we know the diffusion threshold is
and the elements of G (1) will approach infinity if pq ≥ρ.
C. VARIANCE OF SUBTYPE INFLUENCE
Similarly, we know the variance of subtype influence is
and
Denoting by
and rearranging G i-k (1) and c i-k as
we have
from which we can get G i-k (1) . Then from Eq. (24) we can obtain σ i-k , i.e., the variance of subtype influence for a subtype i-k node.
V. INDIVIDUAL INFLUENCE
In this section, we propose a scalable approach to estimate the mean and variance of individual influence. We believe this approach can get good approximates for individual influence, subtype influence and type influence by setting parameters appropriately, and is robust to network dynamics.
A. MEAN OF INDIVIDUAL INFLUENCE
Denoting by g v,k the probability that k messages are received after node v generates a message, we have the generating function
From the properties of generating function, we know the mean of individual influence u v is
Then we have
from which we can get
Suppose there are N nodes in the network. We will obtain a linear equation system with N variables and N equations from Eq. (32). Then we can solve this linear equation system to get the mean of individual influence for all nodes.
However, for a large-scale social network, there are usually hundreds of millions of nodes, and the network topology is highly dynamic. If we are interested in a small fraction of nodes, it seems extremely computationally expensive to solve this linear equation system. In the following, we propose a scalable approach, i.e., Scalable Individual Influence Estimation with parameter h (SIIE-h), to estimate the individual influence.
Note that a node's individual influence is determined by its neighbors' individual influences. Therefore, to estimate node v's individual influence, we can only take into account nodes within its h-hop. We denote this node set by N h v , and know However, if we adopt larger h, we will take into account more nearby nodes to estimate G v (1) and get more accurate results. So SIIE-h is scalable, and we can choose the value of h to get accurate results with acceptable computational costs.
Actually, we will take into account all nodes and get accurate results if we let h → ∞ (i.e., adopt SIIE-∞). Since the full information of network topology is needed to analyze subtype influence in Section IV, it is extremely computationally expensive to keep the values up-to-date for large-scale dynamic networks. Therefore, in SIIE-h we can use out-of-date values of subtype influence to estimate the individual influence in Eq. (32), and get approximate results.
B. VARIANCE OF INDIVIDUAL INFLUENCE
We know the variance of individual influence u v is and
Similarly, in SIIE-h we consider nodes in N h v , and get a linear equation system with |N h v | variables and |N h v | equations from Eq. (37), where we can get G v (1) . Submitting the results of G v (1) and G v (1) into Eq. (36), we can get an approximate value for σ v , i.e., the variance of individual influence for node v.
VI. SIMULATIONS
To verify the analysis results, we choose 6 real-world networks from http://snap.stanford.edu/data/ to conduct simulations. We remove directions for directed networks and edges that connect a node to itself, and then get 6 undirected networks without self-loops. The descriptions for these networks are summarized in Table 1 .
These networks are of different sizes, while the first 3 ones (i.e., ego-Facebook, gemsec-Facebook, loc-Brightkite) are of moderate size, and the last 3 ones (i.e., com-Youtube, as-Skitter, wiki-Talk) are much larger. Since we can estimate individual influence for all nodes through SIIE-∞ in the first 3 networks from Section V, we adopt these networks to verify the analysis results on individual influence, subtype influence and type influence. For the last 3 networks, we remove some edges to model network dynamics, and then verify the robustness of SIIE-h to network dynamics.
To verify the accuracy of analysis results on individual influence, subtype influence and type influence, we define the term gap to measure the deviation of the analysis value from the real one (i.e., the accurate one). Specifically, we calculate the absolute value of difference between the analysis value and the real one, and divide this value by the real value to eliminate the influence of dimension. Note that the gaps will approach 0 if the analysis results are accurate.
A. VERIFICATION OF DIFFUSION THRESHOLD
In this section, we verify the analysis results for diffusion threshold, and further determine the appropriate values for p and q in the following simulations.
We calculate the diffusion thresholds for networks in Table1 by considering type influence from Eq. (10), and then the ones by considering subtype influence from Eq. (23). The corresponding diffusion thresholds are listed in Table 2 , from which we observe that the diffusion thresholds got by considering type influence are usually larger than those got by considering subtype influence.
We conduct simulations to study the accuracy of the analysis results in Table 2 . In each simulation, a node is selected to generate a message, and its neighbors may receive and then respond to it, which activates a chain reaction of information diffusion. Since a diffusion process may never stop if the diffusion threshold is exceeded, we terminate a simulation if the individual influence exceeds 10 5 . Each simulation is repeated 10 3 times independently, and we compute the fraction of simulations where the individual influence exceeds 10 5 , which is denoted as η.
In the simulations, we set p = 0.1 and vary the value of q. Intuitively, η will be larger than 0 if q is larger than some critical value (say q * ), and the value of diffusion threshold should be pq * = 0.1q * . The simulation results for η are depicted in Fig. 2 , from which we can determine the intervals where q * lies. These intervals are listed in Table 3 , where we know the diffusion thresholds got by considering subtype influence in Table 2 are better estimations than those got by considering type influence.
In the following, to ensure the diffusion threshold is not exceeded and get finite individual influence, we set p = 0.1 and q = q * 2 =ρ 2p for each network, whose values are also listed in Table 3 . 
TABLE 3.
Intervals where q * lies and p, q adopted in the following simulations.
B. VERIFICATION OF USER INFLUENCE
In this section, we verify the analysis results for individual influence, subtype influence and type influence.
(a) Individual Influence Intuitively, if we take into account all nodes in a network, the analysis results for individual influence from SIIE-∞ should be accurate. To verify this, we conduct simulations, and compare the simulation results with the analysis ones.
In each simulation, a node is selected to generate a message, and each simulation is repeated T times independently to estimate individual influence. For the mean of individual influence of node v, we denote by u v the simulation result and u v the analysis one. We define the gap mean v to measure the gap between these two results, and let
We then average out mean v over nodes of the same type, and get
where N i is the set of type i nodes. Similarly, we define and get dev i for the variance of individual influence. Note that mean i and dev i will approach 0 if the analysis results are accurate.
In the simulations, we adopt the first 3 networks in Table 1 , and vary the value of T from 10 3 to 10 7 . The results for mean i and dev i are depicted in Fig. 3 , from which we observe the gaps decrease with T , and will approach 0 if T → ∞. So we can conclude that the analysis results for individual influence from SIIE-∞ are accurate.
To study the impact of h on individual influence and verify the accuracy of SIIE-h, we vary the value of h from 0 to 3 and calculate the gaps between the results from SIIE-h and those from SIIE-∞. We plot the gaps in Fig. 4 , from which we observe the gaps decrease with h. Furthermore, we can set h = 3 to get good approximations for individual influence, which is practical in large-scale networks.
(b) Subtype Influence
Since the analysis results for individual influence from SIIE-∞ are accurate, we can get the accurate value for the mean of subtype influence for subtype i-k nodes, which is denoted as u * i-k . Then we compute the analysis result for the mean of subtype influence from Section IV, and getū i-k . We define the gap between these two results as
(40)
We also average out mean i-k over nodes of the same type, and get mean i
where N i-k is the set of subtype i-k nodes. Similarly, we define and get dev i for the variance of subtype influence. mean i and dev i will approach 0 if the analysis results VOLUME 8, 2020 are accurate. We plot these gaps (labeled with ''subtype'') in Fig. 5 .
Note that we can estimate individual influence from SIIE-h, and then get approximate values for subtype influence. So we define and get the gaps between results from SIIE-h and those from SIIE-∞ for subtype influence. We vary the value of h from 1 to 3 and plot the gaps in Fig. 5 .
From Fig. 5 we know the analysis results for subtype influence from Section IV are not accurate, but we can set h = 3 to get good approximations for subtype influence, especially in large-scale networks.
(c) Type Influence Similarly, we can get the accurate value for the mean of type influence for type i nodes from SIIE-∞, which is denoted as u * i . Then we compute the analysis result for the mean of type influence from Section III, and getū i . We define the gap between these two results as
We also define and get dev i for the variance of type influence. Note that mean i and dev i will approach 0 if the analysis results are accurate. We plot these gaps (labeled with ''type'') in Fig. 6 .
Then we estimate the mean and variance of type influence by calculating those of subtype influence from Section IV, and plot the gaps between these results and those from SIIE-∞ (labeled with ''subtype'') in Fig. 6 .
Finally, we compute the mean and variance of type influence from SIIE-h, and vary the value of h from 2 to 3. The gaps between results from SIIE-h and those from SIIE-∞ are depicted in Fig. 6 .
From Fig. 6 we know the analysis results for type influence from Section III are not accurate, but we can use those for subtype influence from Section IV to estimate type influence. Furthermore, we can set h = 3 to get good approximations for type influence, which is practical in large-scale networks.
C. VERIFICATION OF ROBUSTNESS TO NETWORK DYNAMICS
In this section, we adopt the last 3 networks in Table 1 , and verify the robustness of SIIE-h to network dynamics.
To model network dynamics, we remove some edges from a network randomly. For example, we remove s% edges from com-Youtube, and denote the resulting network as com-Youtube-s%. We then vary the value of s from 1 to 4, and get 4 different networks for each network.
For a network (say com-Youtube-s%), we can calculate the mean of subtype influence, and use SIIE-3 to estimate the individual influence. The value got by SIIE-3 should be very close to the accurate value of individual influence, which has be verified in Section VI-B. Then we adopt the value of subtype influence in com-Youtube, which is out-of-date in com-Youtube-s%, and use SIIE-h to estimate the individual influence.
Noting that there are millions of nodes in these networks, we choose 10 4 nodes randomly from each network to estimate the individual influence. Then we vary the value of h from 0 to 3, and compute the gaps for the mean and variance of individual influence for each network, which are averaged out over nodes of the same type. We plot the gaps in Figs. 7 and 8, and find that SIIE-3 can achieve good approximations for the mean and variance of individual influence with out-of-date information, especially for nodes with large degree.
Note that we use
where σ old v is the variance of individual influence got by SIIEh with out-of-date subtype influence and σ new v is the one got by SIIE-h with up-to-date subtype influence, and in com-Youtube-s% and as-Skitter-s%, the results for dev i in com-Youtube-s% and as-Skitter-s% seem different from those in wiki-Talk-s% in Fig. 8 . Note that we can increase h to get more accurate results for individual influence. So we can conclude that SIIE-h with large h can achieve good performance in large-scale dynamic networks, and is robust to network dynamics.
VII. CONCLUSION
In this paper, we consider diffusion dynamics in social networks, and analyze user influence (including type influence, subtype influence and individual influence) and diffusion threshold theoretically. Specifically, we are interested in the number of messages which are received during the diffusion process which is incurred by a node generating a message. We find the results got by classifying nodes into different types according to their degrees are not accurate, and nodes need to be divided into subtypes. We also propose a scalable approach SIIE-h to estimate individual influence, and show it is accurate and robust to network dynamics.
However, to simplify the model, we assume nodes have homogeneous information-processing capabilities and respond to messages with equal probabilities, which are unrealistic in real-world social networks. Besides, a node will respond to a message with different probabilities if it receives this message multiple times. The extension of considering heterogeneous nodes is straightforward and important, which is included in our future work. We also plan to validate the results by empirical evidence.
