Abstract: Consider the nonparametric regression model Y = m(X) + ε, where the function m is smooth, but unknown. We construct tests for the independence of ε and X, based on n independent copies of (X, Y ). The testing procedures are based on differences of neighboring Y 's. We establish asymptotic results for the proposed tests statistics, investigate their finite sample properties through a simulation study and present an econometric application to household data. The proofs are based on delicate empirical process theory.
Introduction
Let (X, Y ) be a bivariate random vector where Y is the variable of interest and X is a covariate. We assume that X and Y are related via the nonparametric regression model
where m is the unknown regression curve and ε is the error. In order to avoid identification problems, we define m as follows. Let T be a given location functional, i.e., for any random variable Z and any a > 0 and b, we have T (F aZ+b ) = aT (F Z ) + b, where F aZ+b is the distribution function of aZ + b. Now we define m(x) = T (F (·| x)), with F (·| x) the conditional distribution function of Y , given X = x. As a consequence, T (F ε (·| x)) = 0, with F ε (·| x) the conditional distribution function of ε, given X = x. In particular we can choose T to be the median (or a quantile), the mode, or the (trimmed) mean. Let (X 1 , Y 1 ), . . . , (X n , Y n ), n independent replications of (X, Y ), be our data.
In this paper we consider the problem of constructing omnibus tests for the submodel where ε is stochastically independent of X (1.2) or, in other words, where the conditional distribution of Y − m(X), given X = x, does not depend on x. We propose procedures for testing the independence between ε and X that will detect any deviation from the null hypothesis. Although the nonparametric regression model (1.1) is a standard one, testing of (1.2) against the general alternative of dependence seems not to have been addressed in the literature. Model (1.1)−(1.2) is studied extensively in the literature, see, e.g., Akritas and Van Keilegom (2001) , Neumeyer, Dette and Nagel (2006) , and Van Keilegom, González Manteiga and Sánchez Sellero (2007) and the references therein. In a number of papers (see, e.g., Lee (1992) , , Liero (2003) and Cao and Gijbels (2005) ) tests for homoscedasticity are developed. Instead of looking at the conditional variance only, in this paper we consider the full conditional distribution of ε given X. The motivation for considering this entire conditional distribution is as follows. Often, much better statistical inference can be made under (1.2) than when only homoscedasticity is assumed. To begin with, when estimating the conditional distribution of the error ε, given X = x, all the data can be used when (1.2) holds, see Akritas and Van Keilegom (2001) , whereas only data with values of X around x can be used under homoscedasticity only. As a consequence, the same reasoning applies when estimating transformations of the conditional distribution of the error, such as the quantile function or the Lorenz curve, or functionals of this distribution, such as centered moments (skewness and kurtosis) or the extreme value index. When considering functionals (or transformations) of the conditional distribution of the response Y (instead of ε), given X = x, that can be written as functionals of the conditional error distribution (like the skewness), the above obviously remains applicable. When this is not the case, take e.g., a large quantile of Y , given X = x, we estimate it by the sum of this estimated quantile of the conditional error distribution and an estimator of m(x). Now using (1.2) is in general again advantageous in comparison with using only homoscedasticity, since the quantile of the conditional error distribution can be better estimated. When the response Y is subject to random right censoring − which is beyond the scope of this paper − the use of (1.2) has even more advantages than in the uncensored case, considered here; see Van Keilegom and Akritas (1999) . On the other hand, we like to emphasize that our tests detect heteroscedasticity very well.
Apart from being a goodness-of-fit test for the nonparametric model, the tests proposed in this paper can also serve for other purposes. Suppose e.g., that one wishes to know whether a certain random vector (X, Y ) satisfies a parametric model Y = m β (X) + ε (where ε is independent of X and m β is a parametric regression curve, of which the form is still to be determined). In such a situation it might be useful to use the nonparametric tests proposed above. If the tests indicate that the independence between ε and X holds, one can then start searching for the particular form of the parametric regression curve.
Since the errors ε 1 , . . . , ε n are not observed, we cannot use them directly. We consider appropriate differences of Y 's corresponding to neighboring X-values. Since m is smooth, m almost cancels out in these differences. The main difficulty is however that these differences are dependent, and hence the classical tests for independence available in the literature cannot be applied, since most tests assume that the pairs of observations are i.i.d. In this paper we focus on three tests, namely the Kolmogorov-Smirnov, the Cramér-von Mises and the Anderson-Darling test (see, e.g., Shorack and Wellner (1986) ). We adapt these tests to the present setup and derive their asymptotic distributions. Differencebased procedures are widely used in nonparametric regression, especially for the estimation of the error variance (see e.g., Dette, Munk and Wagner (1998) , Liero (2003) , and Müller, Schick and Wefelmeyer (2003) ).
Although the results in this paper will be presented for random design, they can easily be adapted to fixed design. Note that in that case, interest lies in whether or not the error terms ε 1 , . . . , ε n are identically distributed. This paper is organized as follows. In Section 2 we propose the test statistics, state and prove the main results. In Section 3 we investigate the finite sample performance of the tests in a simulation study, and in Section 4 we present an econometric application.
Main Results
Consider the model described in (1.1). We write F X for the distribution function (df) of X and F ε for the (unconditional) df of ε. Let (X 1 , ε 1 ), . . . , (X n , ε n ) be i.i.d. copies of (X, ε). We want to test H 0 : ε is independent of X against the alternative of dependence, based on (X i , Y i ), i = 1, . . . , n, with Y i = m(X i ) + ε i . In this section we present certain test statistics and derive their asymptotic distribution under H 0 . It should be noted that for the approach detailed below the actual choice of the location functional T (see Section 1) has, under H 0 , no influence on the distribution of the test statistics below. If H 0 does not hold, the influence of the choice of T on the distribution of the test statistics is typically very minor. The method is rather robust in this sense.
Let X 1:n ≤ · · · ≤ X n:n be the order statistics of the X i , i = 1, . . . , n, and denote with Y [1:n] , . . . , Y [n:n] , the concomitants (or induced order statistics), the Y -values corresponding to the ordered X-values. Write
(For notational convenience we relabel the original n by n+2 and take j = i+1 in order to have all the quantities properly defined; the final sample size is now n.) So F n is the bivariate empirical df of the pairs (X j ,
. . , n, i.e., we take an appropriate difference of three Y -values, corresponding to neighboring X-values. SetF X (x) = F n (x, ∞) and similarlyĜ(y) = F n (∞, y).
For our testing problem we consider the following test statistics:
(For a distribution function F , we denote by F − its left-continuous version.) For bivariate i.i.d. random vectors, the first two statistics and the underlying process were introduced in Blum, Kiefer and Rosenblatt (1961); a statistic asymptotically equivalent to T n,CM dates back to Hoeffding (1948) .
Remark 2.1. The choice of F n in (2.1) needs explanation. Assume the third moment of the conditional error distribution is finite and, for convenience, let m be the conditional mean. Since we want m to vanish by using differences of Y 's, taking the naive difference
n] seems appropriate. Note however that we want our tests to improve on nonparametric tests for homoscedasticity. We want to detect conditional error distributions with equal variances, but with varying higher moments, in particular the third moment. The naive difference
n] leads typically to the difference of two almost i.i.d. ε's, obviously has a third moment close to zero, and hence is useless for detecting a varying third moment. So next we take a linear combination of three Y -values:
, where we choose the coefficients a, b, c such that the absolute value of the third moment of the corresponding linear combination of i.i.d. ε's is maximal, for fixed variance. This leads essentially to a = c = 1, b = −2, the coefficients used in (2.1). In this way we can detect a varying third moment easily. But this choice of coefficients has additional desirable properties, which the above naive difference lacks. If the class of distributions is such that all the moments exist and determine the distribution it can be readily shown, by an induction argument based on moments, that the distribution of ε l − 2ε c + ε r (ε l , ε c , ε r i.i.d) determines the distribution of ε c . Therefore, when the conditional error distributions are in such a class of distributions, we can show consistency of our empirical process based tests (where m need not necessarily be the conditional mean). It is not clear if the df of ε l − 2ε c + ε r determines the df of ε c in general, but we will see below that the tests perform well for various other alternatives.
All three test statistics are based on the process
which we study first. In the remainder of this section we assume H 0 holds true. Let V 0 be a centered, bivariate Gaussian process with covariance structure
where
We have
and, with g the density corresponding to G and f ε the density of ε,
Observe that V 0 is tied-down on all four sides, i.e., V 0 (x, y) = 0 a.s. if x = −∞ or x = ∞ or y = −∞ or y = ∞. We now show that V 0 is the weak limit of √ n(F n −F XĜ ). Denote by D X the support of X and by f X its density. We assume that D X is a bounded interval and inf
We also assume that m is differentiable, and that
We consider weak convergence on D(D X ×IR) endowed with the supremum norm metric and the σ-field generated by the open balls in D(D X × IR).
Proposition 2.1. Under H 0 and (2.7), (2.8) and (2.9),
Clearly, by the Continuous Mapping Theorem, Proposition 2.1 provides the weak convergence under H 0 of a myriad of possible test statistics. In Theorem 2.2 we deal with weak convergence of the test statistics in (2.2)−(2.4), using Proposition 2.1.
Proof of Proposition 2.1. X 1 , . . . , X n and ε 1 , . . . , ε n are two independent i.i.d. samples. Denote by R 1 , . . . , R n the ranks of X 1 , . . . , X n . Observe that X 1 , . . . , X n and ε R 1 , . . . , ε Rn are also two independent i.i.d. samples. We consider (X 1 , ε R 1 ), . . . , (X n , ε Rn ). (Recall that n is actually n + 2 here.) These are i.i.d. random vectors with independent components; clearly ε R i has df F ε . Now we redefine our Y i through Y i = m(X i ) + ε R i . Obviously the new data have the same probability distribution as the original ones, so
First we show that F n (x, y) can be approximated by
Using (2.7) we obtain max 0≤j≤n (X j+1:n − X j:n ) = O P (log n/n). This in combination with (2.8) yields
So with arbitrarily high probability for large n F n (x, y) ≤ F n x, y + log 2 n n .
From (2.9) and (2.5) we see that
Then, with arbitrarily high probability for large n, and uniformly in x and y, 10) where the latter inequality follows similarly. We next consider the weak convergence of α n (x, y) = √ n( F n (x, y)−F (x, y)),
and observe that F n (x, y) =F X (x)ĜF X (x) (y). Define also, for 0 < z ≤ n,
Note that Z n (1, y) = α 2n (y). Since the V j are 2-dependent, Z n (x, y) can be written as the sum of three dependent sequential empirical processes based on i.i.d. rv's. So Z n is tight. It remains to prove the weak convergence of the finite dimensional distributions. Consider (x 1 , y 1 ), . . . , (x k , y k ), with x 1 ≤ x 2 ≤ · · · ≤ x k . By the Cramér-Wold device it suffices to consider linear combinations, i.e. k r=1 a r Z n (x r , y r ). Now using the Central Limit Theorem for triangular arrays of m-dependent rv's and the fact that
where these k terms are almost independent, we see that k r=1 a r Z n (x r , y r ) converges weakly. In summary, since g is bounded (use (2.9) and (2.6)), Z n converges weakly on D([0, 1] × IR) to a centered, uniformly continuous, bounded Gaussian process Z with covariance structure
It is well known that √ n(F X −F X ) converges weakly to B•F X , with B a Brownian bridge. We also have that √ n(F X − F X ) and Z n are independent, and hence so are B and Z. Using the Skorohod construction (keeping the same notation for the new processes) we see that the right hand side of (2.11) is, almost surely,
, uniformly in x and y.
So {α n (x, y), x ∈ D X , y ∈ IR}, converges weakly to
Write V (x, y) = Z(F X (x), y) + G(y)B(F X (x)). Using this and the fact that V is uniformly continuous with respect to d((x 1 , y 1 ), (x 2 , y 2 )) = |F X (x 1 ) − F X (x 2 )| + |y 1 − y 2 |, we see from (2.10) that α n converges to the same limit, i.e., we have
In particular we have that 13) and, similarly, with α 2n (y) = α n (∞, y),
, we obtain from (2.12), (2.13), (2.14),
Remark 2.2. Note that our testing procedure can in principle also be used for testing independence of ε and X in the nonparametric heteroscedastic model Y = m(X) + σ(X)ε, with σ an unknown, smooth, scale curve. To this end the expression
n] in (2.1) needs to be replaced by an expression where the function σ also vanishes for neighboring X-values, e.g., (
Theorem 2.2. Under H 0 and (2.7), (2.8) and (2.9),
Proof. Statement (2.15) is immediate from Proposition 2.1 and statement (2.16) follows easily from Proposition 2.1 and the Helly-Bray Theorem. The detailed proof of (2.17) is given in a supplement to this paper; here we just present an outline.
Set V n,0 = √ n(F n −F XĜ ). From (2.12) and Proposition 2.1, we have, using the Skorohod construction for (2.12) (but keeping the same notation),
). Let 0 < ε < 1/4 be arbitrary and let δ(ε) > 0 be a function of ε such that lim ε↓0 δ(ε) = 0. Denote by q 1ε and q 1ε the δ(ε)-th and (1 − δ(ε))-th quantiles of F X , respectively, and by q 2ε , q 2ε the same quantiles of G. Write S ε = (q 1ε , q 1ε ) × (q 2ε , q 2ε ). We have
From (2.19) and (2.18) we now see that the first and second term on the right converge to 0 a.s. The a.s. convergence to 0 of the third term follows from the Helly-Bray Theorem.
In view of what we just proved, it is now sufficient for the proof of (2.17) to show that for large n and appropriate δ(ε)
The second inequality follows rather easily from E(V 2 0 (x, y))/M (x, y) ≤ 5 and the Markov inequality. The first one requires a long proof using weighted empirical process theory.
Simulations
Suppose that X has a uniform-(0, 1) distribution and that m(x) = x − 0.5x 2 . The simulations are carried out for samples of size n = 200 and 500, and the significance level α = 0.05. Each simulation consists of 2,000 replications for n = 200, and of 1,000 replications for n = 500.
To obtain the critical values for the test statistics T n,KS , T n,CM and T n,AD , recall that V 0 (x, y) can be written as
To simulate an 'estimated' version of Z (for G, H 1 and H 2 are unknown), first partition the interval [0, 1] by means of r x equidistant points x k = k/r x (k = 1, . . . , r x ) and use a grid of r y points y ℓ (ℓ = 1, . . . , r y ) on the real line. Then, simulate r x i.i.d. r y -variate normal random vectors Z k = (Z k1 , . . . , Z kry ) (k = 1, . . . , r x ) with zero mean and covariance matrix
, withĜ as in Section 2, and wherê
Note that Z 1 , . . . , Z rx can be simulated by using
ry are independent standard normal random variables. The process Z is now approximated by the (r x × r y )-variate random vectorZ(x k , y ℓ ) = k j=1 Z jℓ . Hence V 0 can be approximated by using the approximation of Z and by replacing F X withF X in (3.1). After repeating this procedure a large number of times, the critical values of the three tests can be approximated very well.
We consider four types of distributions. For the first three, the null model corresponds to a normal error term with zero mean and standard deviation equal to 0.1, and we take m to be the conditional mean of Y given X. In the fourth case, the error term has a standard Cauchy distribution under the null hypothesis; here m is the conditional median. Consider for the four cases the following alternative hypotheses:
with a > 0. Also, let
where W x ∼ χ 2 sx , s x = 1/(bx) and b > 0 controls the skewness of the distribution. Note that the first and second moment of the variable ε created in the latter fashion do not depend on x, and coincide with the respective moments under H 0 . When b tends to 0, the distribution of ε|X = x converges to its null distribution, since it is well known that a standardized χ 2 s -distribution converges to a normal distribution when s → ∞. Next, let
where 0 < c ≤ 1 is a parameter controlling the kurtosis (which might be infinite) of the distribution. By construction, the conditional moments up to order three of ε given X are constant and coincide with the respective moments under the null hypothesis, while the fourth conditional moment does depend on X (note that the third and fourth moment do not need to exist). The distribution of ε under H 1,C converges to the null distribution of ε when c tends to 0. The last type of error variables we consider follow a Cauchy distribution. Let
where d > −1 controls the scale, and f ε (·|x) represents the conditional density of ε given X = x. Clearly, the case d = 0 corresponds to the null hypothesis of a standard Cauchy distribution.
We compare the proposed tests with the test for homoscedasticity considered by . The latter test is suitable for detecting deviations from H 0 under alternative H 1,A (heteroscedasticity), but not under the homoscedastic alternatives H 1,B and H 1,C . Under H 1,D , the conditional variance of ε given X does not exist, and the test of is not intended to work in this case. Tables 1−4 show the results of the simulations under H 1,A , H 1,B , H 1,C , and H 1,D , respectively. We observe that the empirical α-levels (see a, b, c, d = 0) are reasonably close to their nominal value of 0.05, except for the Dette-Munk test which is conservative for the Cauchy distribution (see above), and except for the Anderson-Darling statistic which is conservative for the normal distribution (but the α-level does converge to the nominal level for large sample sizes -for n = 800 it is 0.048). Despite this conservatism, the power in Table 1 
Data analysis
The data we consider consist of monthly expenditures in Dfl. of Dutch households on several commodity categories, as well as a number of background variables (Dfl. = Dutch guilders, 1 Dfl. is about e 0.45). We use expenditures on food and total expenditures accumulated over the year from October 1986 through September 1987, and take households consisting of two persons; the sample size is 159. The data have been extracted from the Data Archive of the Journal of Applied Econometrics and have been analyzed in Adang and Melenberg (1995) .
We want to regress two responses to the regressor X = log(total expenditures), namely Y 1 = share of food expenditure in household budget and Y 2 = log(expenditure on food per household), according to (1.1)−(1.2). In order to see if this model is appropriate we use our tests of Section 2. The P-values of the tests are presented in Table 5 .
This table shows that model (1.1)−(1.2) is violated by Y 1 , but not by Y 2 . Hence this model can be used for further analysis of the log food expenditure data. Knowing the independence of X and ε for this case makes it possible to use statistical methods that outperform procedures that use only homoscedasticity.
