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1. Introduction
An often occurring task in image analysis is the segmen-
tation of multispectral (or multi-temporal) image data into
a number of clusters/classes. Given an image with p spec-
tral bands, the job is to assign to each observation or pixel a
degree of membership. This can be done based on spectral
characteristics alone, on spatial characteristics alone, or on
combined spectral-spatial characteristics.
By applying the fuzzy c-means (FCM) algorithm, [1],
we are able to segment an image into meaningful regions.
For a given number of classes, the algorithm estimates the
cluster centres in the p-dimensional feature space, including
the degree of membership of each pixel. The membership
corresponds to the a posteriori estimates of the class of the
observation. Thus the image can be segmented by assign-
ing each pixel to the class with the maximum a posteriori
(MAP) estimate.
The resulting cluster centres can be emperically clas-
sified according to the most significant related sources.
This allows for an unmixing of signals related to different
sources. Here the influence of cloud signals, represented by
the corresponding cluster centres, is reduced by means of
orthogonal subspace projection (OSP), [3].
2. The FCM algorithm
The spectral fuzzy c-means algorithm
1. assigns values to p-dimensional feature vectors for C
cluster centres, rc, c = 1, . . . , C;
2. calculates membership weight for cluster c =
1, . . . , C;
uc =
1/d2/(m−1)c∑C
i=1 1/d
2/(m−1)
i
where dc is the (Euclidean) spectral distance from the
running observation r to each cluster centre d2c = (r−
rc)T (r − rc), and m > 1 is a user defined weight to
control the degree of fuzziness which increases withm
(default value m = 2);
3. calculates new cluster centres from
rc =
∑N
i=1 u
m
c · r∑N
i=1 u
m
c
where N is the number of observations (both uc and r de-
pend on i). Steps 2 and 3 are iterated until the largest change
in cluster membership becomes small or zero.
To boost performance, the FCM algorithm can be em-
bedded into a multi-resolution inheriting hierarchy. In [5] a
spatial element is added. [2] adds a multi-resolution aspect.
Figure 1. SeaWiFS bands 3 and 6. Before OSP
cloud signal reduction: (row 1) stretched un-
der the whole image, (row 2) stretched under
the water mask obtained by FCM. After OSP
cloud signal reduction: (row3) stretched un-
der the water mask.
3. SeaWiFS example
SeaWiFS is an 8 channel optical scanner on the SeaStar
spacecraft which orbits sun synchronously at a 705 km al-
titude. On a daily basis, SeaWiFS provides 10 bit data in
the 402-422, 433-453, 480-500, 500-520, 545-565, 660-
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Figure 2. Cluster centres 1 through 9.
680, 745-785 and 845-885 nm regions. The pixel size is
1.1 km× 1.1 km. See also [4].
Figure 1 shows channels 3 and 6 of a SeaWiFS scene
acquired on 14 May 1998. The figure also shows the en-
hanced ocean related signal after OSP cloud signal reduc-
tion. In Figure 2 the cluster centres estimated by FCM are
presented. The OSP is performed on the cluster centres 2-4.
The memberships of each pixel to the clusters are illustrated
in Figure 3, along with the MAP estimated classes.
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Figure 3. SeaWiFS, fuzzy, spectral segmen-
tation, cluster memberships 1-9 row-wise.
Most significant sources emperically related
to each cluster: 1 water, 2-4 clouds, 5-7 ve-
getation, and 8-9 clouds and ice. Botton right
frame is the MAP estimated classes. The
black region, corresponding to cluster 1, is
the water mask used in Figure 1 for stretch-
ing. The brightest region corresponds to
cluster 9.

