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Abstract
As a generalization of Calkin’s identity and its alternating form, we compute a kind of binomial identity involving some real
number sequences and a partial sum of the binomial coefﬁcients, from which many interesting identities follow.
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1. Introduction
In 1994, Calkin obtained a curious identity of sums of 3-powers of the partial sum of binomial coefﬁcients [3]
n∑
k=0
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
3
= n23n−1 + 23n − 3n2n−2
(
2n
n
)
. (1)
Two years later, Hirschhorn obtained some recurrence relations of sums of powers of the partial sum of binomial
coefﬁcients, at the same time he supplied the identities involving 1- and 2-powers [8]
n∑
k=0
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= 2n + n2n−1, (2)
and
n∑
k=0
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= (n + 2)22n−1 − 1
2
n
(
2n
n
)
. (3)
and gave a proof of (1).
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In 1999, the alternating sums were considered [11,12]
n∑
k=0
(−1)k
k∑
j=0
(
n
j
)
=
{
1 if n = 0,
(−1)n2n−1 if n1, (4)
n∑
k=0
(−1)k
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
=
⎧⎨
⎩
1 if n = 0,
22n−1 if n even,
−22n−1 − (−1)(n−1)/2
(
n−1
n−1
2
)
if n odd,
(5)
and when n is odd,
n∑
k=0
(−1)k
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
3
= −23n−1 − 3(−1)(n−1)/22n−1
(
n − 1
n−1
2
)
. (6)
In [1], Andrews and Paule gave ingenious proofs of (1) and (2) by using the Omega operator, and they noted that the
same method can be used to prove easily Hirschhorn’s formula (3). Recently, a generalization of the identities of this
kind was considered as follows [10]: let t be a nonnegative integer. Then
n∑
k=0
kt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= 2n
t + 1
{
Bt+1(n + 1) −
t+1∑
k=0
(
t + 1
k
)
Bt+1−k
k∑
i=0
2−i (n)iS(k, i)
}
, (7)
and
n∑
k=0
kt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= 1
t + 1
⎧⎨
⎩22nBt+1(n + 1)
−
t+1∑
k=0
(
t + 1
k
)
Bt+1−k
k∑
p=0
(n)pS(k, p)
⎛
⎝22n−p + p−1∑
j=0
(
2n − p
n − j
)⎞⎠
⎫⎬
⎭ , (8)
where (n)i = n(n− 1) . . . (n− i + 1), the S(n, k) are the Stirling numbers of the second kind and Bt(y) and Bt are the
Bernoulli polynomials and the Bernoulli numbers, respectively.
Combinatorial proofs of identities of [8] and [12] were showed in [5] and [6], respectively.
The Omega operator was introduced by MacMahon in his famous book “Combinatory Analysis” [9], where he
deﬁned the operator  as follows (or see [1,2])
Deﬁnition. The operator  is deﬁned by

∞∑
s1=−∞
· · ·
∞∑
sr=−∞
As1,...,sr
s1
1 . . . 
sr
r =
∞∑
s1=0
· · ·
∞∑
sr=0
As1,...,sr ,
where the domain of the terms As1,...,sr is such that the action is well deﬁned in some suitable analytic or algebraic
context. In the context of this paper convergence is no issue at all because the operator will only act on ﬁnite power
series. From the deﬁnition we have immediately the following useful lemma.
Lemma 1.1. Let f be a function deﬁned on the nonnegative integers. Then
f (max{k1, k2}) − f (min{k1, k2})
=  {(f (k1) − f (k2))k1−k2 + (f (k2) − f (k1))k2−k1}.
By this method, we shall give in this paper a far-reaching generalization of Calkin’s identity, from which many
interesting identities can be obtained.
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Let fk and gk be two real number sequences and set Sf (j) = ∑j−1k=0 fk, Hg(n) = ∑nj=0 (nj ) gj , P (n, k) =∑n
j=k
(
n
j
)
gjSf (j) and Q(n, k) =∑nj=k (nj ) gn−j Sf (n − j).
The main result of this paper is the following theorem.
Theorem 1.2.
n∑
k=0
fk
⎛
⎝ k∑
j=0
(
n
j
)
gj
⎞
⎠= Sf (n + 1)Hg(n) − P(n, 0) (9)
and
n∑
k=0
fk
⎛
⎝ k∑
j=0
(
n
j
)
gj
⎞
⎠
2
= Sf (n + 1)H 2g (n) − Hg(n)P (n, 0) −
n∑
k=0
(n
k
)
(n, k), (10)
where (n, k) = gkP (n, k) − gn−kQ(n, k).
We shall give a proof of this theorem in the next section. In Section 3, we shall discuss its applications.
2. Proof of Theorem 1.2
The proof of the ﬁrst formula is straightforward–simply interchange the order of summations. We prove only the
second formula. We have
n∑
k=0
fk
⎛
⎝ k∑
j=0
(
n
j
)
gj
⎞
⎠
2
=
n∑
k=0
fk
⎛
⎝ ∑
kk1,k20
(
n
k1
)(
n
k2
)
gk1gk2
⎞
⎠
=
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2
n∑
k=max{k1,k2}
fk
=
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2
{
Sf (n + 1) − Sf (max{k1, k2})
}
= Sf (n + 1)H 2g (n) −
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2Sf (max{k1, k2})
= Sf (n + 1)H 2g (n) −Mg(n),
whereMg(n) =∑nk1,k20
(
n
k1
) (
n
k2
)
gk1gk2Sf (max{k1, k2}). Set
Ng(n) =
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2Sf (min{k1, k2}).
Then we have
Mg(n) +Ng(n) =
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2{Sf (max{k1, k2}) + Sf (min{k1, k2})}
=
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2{Sf (k1) + Sf (k2)}
= 2Hg(n)
n∑
k=0
(n
k
)
gkSf (k)
= 2Hg(n)P (n, 0),
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and
Mg(n) −Ng(n) =
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2{Sf (max{k1, k2}) − Sf (min{k1, k2})}
=
∑
nk1,k20
(
n
k1
)(
n
k2
)
gk1gk2{(Sf (k1) − Sf (k2))k1−k2 + (Sf (k2) − Sf (k1))k2−k1}
= 2
⎧⎨
⎩
⎛
⎝ n∑
j=0
(
n
j
)
gj
−j
⎞
⎠( n∑
k=0
(n
k
)
gkSf (k)
k
)
−
⎛
⎝ n∑
j=0
(
n
j
)
gj
j
⎞
⎠( n∑
k=0
(n
k
)
gkSf (k)
−k
)⎫⎬
⎭
= 2−n
⎧⎨
⎩
n∑
j=0
(
n
j
)
gn−j
n∑
k=0
(n
k
)
gkSf (k)
k+j
−
n∑
j=0
(
n
j
)
gj
n∑
k=0
(n
k
)
gn−kSf (n − k)k+j
⎫⎬
⎭
= 2−n
{ 2n∑
s=0
(
s∑
k=0
(
n
s − k
)
gn−s+k
(n
k
)
gkSf (k)
−
s∑
k=0
(
n
s − k
)
gs−k
(n
k
)
gn−kSf (n − k)
)
s
}
= 2
2n∑
s=n
(
s∑
k=0
(
n
s − k
)
gn−s+k
(n
k
)
gkSf (k) −
s∑
k=0
(
n
s − k
)
gs−k
(n
k
)
gn−kSf (n − k)
)
= 2
2n∑
s=n
s∑
k=0
(
n
s − k
)(n
k
)
{gn−s+kgkSf (k) − gs−kgn−kSf (n − k)}
= 2
n∑
s=0
n+s∑
k=s
(
n
k − s
)(n
k
)
{gk−sgkSf (k) − gn+s−kgn−kSf (n − k)}
= 2
n∑
s=0
n∑
k=0
(n
k
)( n
k + s
)
{gkgk+sSf (k + s) − gn−kgn−k−sSf (n − k − s)}
= 2
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)
{gkgjSf (j) − gn−kgn−j Sf (n − j)}
= 2
n∑
k=0
(n
k
)
{gkP (n, k) − gn−kQ(n, k)}
= 2
n∑
k=0
(n
k
)
(n, k).
RewritingMg(n) +Ng(n) andMg(n) −Ng(n) yields
Mg(n) = Hg(n)P (n, 0) +
n∑
k=0
(n
k
)
(n, k),
which implies the theorem.
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3. Applications
We ﬁrst prove, in Section 3.1 below, that Theorem 1.2 is a generalization of the identities (1)–(3) as well as their
alternating forms (4)–(6). And then, in the next four subsections, we demonstrate other interesting identities which
follow from Theorem 1.2, the identities mentioned in the title.
3.1. Calkin’s identity and its alternating forms
Since (2) and (3) are simpler cases, we prove (1) only. For this aim we need three lemmas.
Lemma 3.1.
n−1∑
i=0
(
n − 1
i
) n∑
j=i
(
n
j
)
=
2n−1∑
v=n−1
(
2n − 1
v
)
.
Proof.
2n−1∑
v=n−1
(
2n − 1
v
)
= −n+1
2n−1∑
v=0
(
2n − 1
v
)
v
=−n+1(1 + )2n−1 = −n+1
n∑
i=0
(n
i
)
i
n−1∑
j=0
(
n − 1
j
)
j
=−n+1
2n−1∑
j=0
j∑
i=0
(n
i
)(n − 1
j − i
)
j =
2n−1∑
j=n−1
j∑
i=0
(n
i
)(n − 1
j − i
)
=
n∑
j=0
n−1∑
i=0
(
n
i + j
)(
n − 1
i
)
=
n−1∑
i=0
(
n − 1
i
) n∑
j=0
(
n
i + j
)
=
n−1∑
i=0
(
n − 1
i
) n∑
j=i
(
n
j
)
. 
Lemma 3.2.
n−1∑
i=1
(
n − 1
i − 1
) n∑
j=i
(
n
j
)
= −1
2
(
2n
n
)
+
2n−1∑
v=n−1
(
2n − 1
v
)
.
Proof.
n−1∑
i=1
(
n − 1
i − 1
) n∑
j=i
(
n
j
)
=
n−1∑
i=0
(
n − 1
i
) n∑
j=i+1
(
n
j
)
=
n−1∑
i=0
(
n − 1
i
) n∑
j=i
(
n
j
)
−
n−1∑
i=0
(
n − 1
i
)(n
i
)
=
2n−1∑
v=n−1
(
n − 1
v
)
−
(
2n − 1
n
)
(apply Lemma 3.1)
= −1
2
(
2n
n
)
+
2n−1∑
v=n−1
(
2n − 1
v
)
. 
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Lemma 3.3.
j∑
i=0
(n
i
)
(j − i) −
n−j∑
i=0
(n
i
)
(n − j − i) = 2j − n2n−1.
Proof. From
k∑
j=0
(
n
j
)
+
n−1−k∑
j=0
(
n
j
)
= 2n
it follows that
j∑
i=0
(n
i
)
(j − i) −
n−j∑
i=0
(n
i
)
(n − j − i)
= j
j∑
i=0
(n
i
)
−
j∑
i=0
i
(n
i
)
− n
n−j∑
i=0
(n
i
)
+ j
n−j∑
i=0
(n
i
)
+
n−j∑
i=0
i
(n
i
)
= j
⎛
⎝2n − n−j−1∑
i=0
(n
i
)⎞⎠− n j∑
i=1
(
n − 1
i − 1
)
− n
n−j∑
i=0
(n
i
)
+ j
n−j∑
i=0
(n
i
)
+ n
n−j∑
i=0
(
n − 1
i − 1
)
= j2n − j
n−j−1∑
i=0
(n
i
)
− n
j−1∑
i=0
(
n − 1
i
)
− n
n−j∑
i=0
(n
i
)
+ j
n−j∑
i=0
(n
i
)
+ n
n−j−1∑
i=0
(
n − 1
i
)
= j2n + j
(
n
n − j
)
− n
j−1∑
i=0
(
n − 1
i
)
− n
n−j∑
i=0
(n
i
)
+ n
n−j−1∑
i=0
(
n − 1
i
)
= j2n + j
(
n
j
)
− n
j−1∑
i=0
(
n − 1
i
)
− n
n−j∑
i=0
(
n − 1
i
)
− n
n−j−1∑
i=0
(
n − 1
i
)
+ n
n−j−1∑
i=0
(
n − 1
i
)
= j2n + j
(
n
j
)
− n
⎛
⎝j−1∑
i=0
(
n − 1
i
)
+
n−j∑
i=0
(
n − 1
i
)⎞⎠
= j2n + j
(
n
j
)
− n
(
2n−1 −
(
n − 1
j − 1
))
= 2nj − n2n−1. 
We now prove the identity (1). In fact, its left-hand side is obtained by taking fk =∑kj=0 (nj ) and gk = 1 in (10).
In this case, we have
Sf (n) =
n−1∑
k=0
k∑
j=0
(
n
j
)
= (n − 1)2n−2 + 2n−1, Hg(n) =
n∑
j=0
(
n
j
)
= 2n,
Sf (j) =
j−1∑
k=0
k∑
i=0
(n
i
)
=
j−1∑
i=0
(n
i
)
(j − i) =
j∑
i=0
(n
i
)
(j − i), (0j <n),
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P(n, 0) =
n∑
j=0
(
n
j
) j∑
i=0
(n
i
)
(j − i)
=
n∑
i=0
(n
i
) n∑
j=i
(
n
j
)
(j − i) =
n∑
i=0
(n
i
) n∑
j=i
(
n
j
)
j − n
n∑
i=0
(
n − 1
i − 1
) n∑
j=i
(
n
j
)
(apply Lemmas 3.10 and 3.2, respectively)
= n
2n−1∑
v=n−1
(
2n − 1
n
)
− n
( 2n−1∑
v=n−1
(
2n − 1
n
)
− 1
2
(
2n
n
))
= 1
2
n
(
2n
n
)
,
and
n∑
k=0
(n
k
)
(n, k) =
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)⎛⎝ j∑
i=0
(n
i
)
(j − i) −
n−j∑
i=0
(n
i
)
(n − j − i)
⎞
⎠
=
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)(
2j − n2n−1
)
(apply Lemma 3.3)
= 2n
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)
j − n2n−1
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)
= 2nn
2n−1∑
v=n−1
(
2n − 1
v
)
− 2n−1n
2n∑
v=n
(
2n
v
)
(apply Lemmas 3.10)
= n2n−1
(
2
2n−1∑
v=n−1
(
2n − 1
v
)
−
2n∑
v=n
(
2n
v
))
= n2n−1
(2n−1∑
v=n
(
2
(
2n − 1
v
)
−
(
2n
v
))
+ 2
(
2n − 1
n − 1
)
− 1
)
= n2n−1
(2n−1∑
v=n
((
2n − 1
v
)
−
(
2n − 1
v − 1
))
+ 2
(
2n − 1
n − 1
)
− 1
)
= n2n−1
(
1 −
(
2n − 1
n − 1
)
+ 2
(
2n − 1
n − 1
)
− 1
)
= n2n−1
(
2n − 1
n − 1
)
= n2n−2
(
2n
n
)
.
Substituting these results to the right-hand side of (10) in Theorem 1.2 we obtain (1) immediately.
Similarly, we may consider its alternating form, that is, the identity (6). Again, we need two lemmas.
Lemma 3.4.
n∑
j=0
(
n
j
) j∑
i=0
(n
i
) (
(−1)i − (−1)j
)
=
{0 if n even,
2(−1) n−12
(
n−1
n−1
2
)
if n odd.
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Proof.
n∑
j=0
(
n
j
) j∑
i=0
(n
i
) (
(−1)i − (−1)j
)
=
n∑
i=0
n∑
j=i
(
n
j
)(n
i
) (
(−1)i − (−1)j
)
=
n∑
j=0
n∑
i=0
(
n
i + j
)(n
i
) (
(−1)i − (−1)i+j
)
=
n∑
j=0
n+j∑
i=j
(n
i
)( n
i − j
)(
(−1)i−j − (−1)i
)
=
2n∑
j=n
j∑
i=0
(n
i
)( n
j − i
)(
(−1)i−j+n − (−1)i
)
=−n
2n∑
j=0
j∑
i=0
(n
i
)( n
j − i
)(
(−1)i−j+n − (−1)i
)
j
=−n
⎛
⎝(−1)n 2n∑
j=0
j∑
i=0
(n
i
)( n
j − i
)
(−1)i−jj −
2n∑
j=0
j∑
i=0
(n
i
)
×
(
n
j − i
)
(−1)ij
⎞
⎠
=−n
(
(−1)n(1 + )n(1 − )n − (1 + )n(1 − )n)
= ((−1)n −1)−n(1−2)n = ((−1)n − 1)−n
n∑
k=0
(n
k
)
(−1)k2k
=
{0 if n even,
−2∑n
k= n+12
(
n
k
)
(−1)k if n odd,
=
{0 if n even,
2(−1) n−12
(
n−1
n−1
2
)
if n odd. 
Lemma 3.5. Let n be an odd number. Then
j∑
i=0
(n
i
) (
(−1)i − (−1)j
)
−
n−j∑
i=0
(n
i
) (
(−1)i − (−1)n−j
)
= −(−1)j2n
and
n∑
j=0
(
n
j
) j∑
i=0
(n
i
)
(−1)j = −(−1)(n−1)/2
(
n − 1
n−1
2
)
.
Proof. Noting that
j∑
i=0
(n
i
)
(−1)i +
n−j−1∑
i=0
(n
i
)
(−1)n−i = 0,
a short computation shows the ﬁrst formula. In fact, the proof of Lemma 3.4 implies the second formula. 
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Taking fk = (−1)k∑kj=0 (nj ) and gk = 1 we have
Sf (n + 1) =
n∑
k=0
(−1)k
k∑
j=0
(
n
j
)
= (−1)n2n−1, Hg(n) =
n∑
j=0
(
n
j
)
= 2n,
Sf (j) =
j−1∑
k=0
(−1)k
k∑
j=0
(
n
j
)
=
j−1∑
i=0
(n
i
) j−1∑
k=i
(−1)k =
j−1∑
i=0
(n
i
) (−1)i − (−1)j
2
= 1
2
j∑
i=0
(n
i
)
((−1)i − (−1)j ), (0j <n),
and, applying Lemma 3.4, we have
P(n, 0) = 1
2
n∑
j=0
(
n
j
) j∑
i=0
(n
i
) (
(−1)i − (−1)j
)
=
{0 if n even,
(−1) n−12
(
n−1
n−1
2
)
if n odd,
and, using Lemma 3.5, when n is an odd number, we have
n∑
k=0
(n
k
)
(n, k)
=
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)⎛⎝ j∑
i=0
(n
i
)
((−1)i − (−1)j ) −
n−j∑
i=0
(n
i
)
((−1)i − (−1)n−j )
⎞
⎠
=
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)
(−1)j−12n−1 = −2n−1
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)
(−1)j
= 2n−1(−1) n−12
(
n − 1
n−1
2
)
.
Substituting these results to (10) in Theorem 1.2 we obtain (6).
3.2. Involving the power functions
Taking fk = xk and gk = 1 we have Sf (n) = 1 − xn/1 − x, Hg(n) = 2n and = 1/(1 − x)∑nj=k (nj ) (xn−j − xj ).
Substituting these to Theorem 1.2 yields the following theorem.
Theorem 3.6.
n∑
k=0
xk
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= 1
1 − x {(x + 1)
n − 2nxn+1} (11)
and
n∑
k=0
xk
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= 1
1 − x
{
−xn+122n + (1 + x)n2n +
n∑
k=0
(n
k
)(
Fn,k(x) − xnFn,k
(
1
x
))}
,
where Fn,k(x) =∑nj=k (nj ) xj .
By taking x = 1 or x = −1 in (11), we reobtain the identities (2) and (4) immediately.
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3.3. Involving the exponent functions
Taking fk = kt and gk = 1 in Theorem 1.2 and using Lemmas 3.8, 3.9 and 3.10 below, we have
Theorem 3.7 (Wang and Zhang [10]).
n∑
k=0
kt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= 2n
t + 1
{
Bt+1(n + 1) −
t+1∑
k=0
(
t + 1
k
)
Bt+1−k
k∑
i=0
2−i (n)iS(k, i)
}
,
and
n∑
k=0
kt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= 1
t + 1
⎧⎨
⎩22nBt+1(n + 1)
−
t+1∑
k=0
(
t + 1
k
)
Bt+1−k
k∑
p=0
(n)pS(k, p)
⎛
⎝22n−p + p−1∑
j=0
(
2n − p
n − j
)⎞⎠
⎫⎬
⎭ .
Lemma 3.8.
Bn(y) =
n∑
k=0
(n
k
)
Bn−kyk
and
n∑
k=0
kt = 1
t + 1 {Bt+1(n + 1) − Bt+1},
where Bn(y) and Bn are the Bernoulli polynomials and numbers, respectively.
Proof. See [7]. 
Lemma 3.9. Let x be a real number. Then
n∑
i=0
(n
i
)
ikxi =
k∑
p=0
S(k, p)xp(n)p(1 + x)n−p,
where S(k, i)’s are the Stirling numbers of the second kind and (n)i = n(n − 1) · · · (n − i + 1).
Proof. See [10]. 
Lemma 3.10.
n∑
i=0
(n
i
) n∑
j=i
(
n
j
)
jk =
k∑
p=0
S(k, p)(n)p
2n−p∑
v=n−p
(
2n − p
v
)
and
n∑
i=0
(n
i
) n∑
j=i
(
n
j
)
(n − j)k =
k∑
p=0
S(k, p)(n)p
2n−p∑
v=n
(
2n − p
v
)
.
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Proof. Using Lemma 3.9 we have
k∑
p=0
S(k, p)(n)p
2n−p∑
v=n−p
(
2n − p
v
)
= −n+p
k∑
p=0
S(k, p)(n)p
2n−p∑
v=0
(
2n − p
v
)
v
=−n+p
k∑
p=0
S(k, p)(n)p(1 + )2n−p
=−n(1 + )n
k∑
p=0
S(k, p)(n)p
p(1 + )n−p
=−n(1 + )n
n∑
i=0
(n
i
)
iki
=−n
n∑
j=0
(
n
j
)
j
n∑
i=0
(n
i
)
iki
=−n
2n∑
j=0
j∑
i=0
(
n
j − i
)(n
i
)
ikj
=
2n∑
j=n
j∑
i=0
(
n
j − i
)(n
i
)
ik =
n∑
j=0
n+j∑
i=j
(
n
i − j
)(n
i
)
ik
=
n∑
j=0
n∑
i=0
(n
i
)( n
i + j
)
(i + j)k =
n∑
i=0
(n
i
) n∑
j=i
(
n
j
)
jk .
Similarly, the second formula can be proved. 
Taking fk = (−1)kkt , gk = 1 in Theorem 1.2 and applying Lemmas 3.12 and 3.13 below, we obtain
Theorem 3.11.
n∑
k=0
(−1)kkt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
= (−1)n2n−1Et(n + 1) + n!2t+1
t∑
k=0
(−1)n+k
(
t
k
)
Et−k
k∑
i=0
(−1)i2i
(
k
i
)
S(i, n),
and
n∑
k=0
(−1)kkt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= (−1)n22n−1Et(n + 1) + (−1)nn!2n−t−1
t∑
k=0
(
t
k
)
Et−k
k∑
i=0
(−1)k−i
(
k
i
)
2iS(i, n)
+ 1
2
n∑
k=0
(n
k
) n∑
j=k
(−1)j
(
n
j
)
{Et(j) − (−1)nEt (n − j)},
where En(y) and En are the Euler polynomials and Euler numbers, respectively.
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Lemma 3.12.
En(y) =
n∑
k=0
(n
k
) En−k
2n−k
(
y − 1
2
)k
and
n∑
k=0
(−1)kkt = (−1)
nEt (n + 1) + Et(0)
2
.
Proof. See [7]. 
Lemma 3.13.
n∑
j=0
(−1)j
(
n
j
)
(2j − 1)k =
{0 if k <n,
(−1)n+kn!∑ki=n(−1)i2i ( ki ) S(i, n) if kn,
where S(i, n) are the Stirling numbers of second kind.
Proof. Noting that
n∑
j=0
(−1)j
(
n
j
)
j i = (−1)nn!S(i, n) (see [4])
we have
n∑
j=0
(−1)j
(
n
j
)
(2j − 1)k =
n∑
j=0
(−1)j
(
n
j
) k∑
i=0
(
k
i
)
(−1)k−i2ij i
=
k∑
i=0
(−1)k−i
(
k
i
)
2i
n∑
j=0
(
k
j
)
(−1)j j i
=
k∑
i=0
(−1)k−i
(
k
i
)
2i (−1)nn!S(i, n)
= (−1)n+kn!
k∑
i=n
(−1)i
(
k
i
)
2iS(i, n). 
Corollary 3.14. For t < n, we have
n∑
k=0
(−1)kkt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= (−1)n2n−1Et(n + 1),
and
n∑
k=0
(−1)kkt
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= (−1)n22n−1Et(n + 1) + 12
n∑
k=0
(n
k
) n∑
j=k
(−1)j
(
n
j
){
Et(j) − (−1)nEt (n − j)
}
.
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Corollary 3.15.
n∑
k=0
(−1)kk
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠=
{0 if n = 0,
−2 if n = 1,
(−1)n(2n + 1)2n−2 if n2,
n∑
k=0
(−1)kk2
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠=
⎧⎪⎨
⎪⎩
0 if n = 0,
−2 if n = 1,
13 if n = 2,
(−1)n(n + 1)2n−1 if n3,
and
n∑
k=0
(−1)kk
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
=
{0 if n = 0,
−4 if n = 1,
(−1)n(n + 12 )22n−1 + W(n) if n3,
where W(n) = 12
∑n
k=0
(
n
k
)∑n
j=k(−1)j
(
n
j
)
{(−1)n−1n + ((−1)n − 1)/2 + (1 + (−1)n)j}. Specially, when n is an
odd number, applying (12) yields
n∑
k=0
(−1)kk
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
=
{−4 if n = 1,
−22n−2(2n + 1) − 12 (n − 1)(−1)
n−1
2
(
n−1
n−1
2
)
if n = 3, 5, 7, . . . .
3.4. Involving the binomial coefﬁcients
Taking fk =
(
k
x
)
and gk = 1 in Theorem 1.2 and applying Lemma 3.17 below, we have
Theorem 3.16.
n∑
k=0
(
k
x
)⎛⎝ k∑
j=0
(
n
j
)⎞⎠= 2n−x−1 {2x+1 (n + 1
x + 1
)
−
(
n
x + 1
)}
,
and
n∑
k=0
(
k
x
)⎛⎝ k∑
j=0
(
n
j
)⎞⎠
2
= 22n
(
n + 1
x + 1
)
−
(
n
x + 1
){
22n−x−1 +
x∑
k=0
(
2n − x − 1
n − k − 1
)}
.
Lemma 3.17.
n∑
k=0
(n
k
) n∑
j=k
(
n − x − 1
j − x − 1
)
=
2n−x−1∑
k=n−x−1
(
2n − x − 1
k
)
.
In particular,
n∑
k=0
(n
k
) n∑
j=k
(
n
j
)
=
2n∑
k=n
(
2n
k
)
.
Z. Zhang / Discrete Mathematics 306 (2006) 2740–2754 2753
Proof.
2n−x−1∑
k=n−x−1
(
2n − x − 1
k
)
= 
2n−x−1∑
k=0
(
2n − x − 1
k
)
k−n+x+1
=−n+x+1(1 + )2n−x−1 = x+1
(
1 + 1

)n
(1 + )n−x−1
=
(
1 + 1

)n n∑
k=0
(
n − x − 1
k − x − 1
)
k = −n
n∑
j=0
(
n
j
)
j
n∑
k=0
(
n − x − 1
k − x − 1
)
k
=−n
2n∑
s=0
s∑
k=0
(
n
s − k
)(
n − x − 1
k − x − 1
)
s =
2n∑
s=n
s∑
k=0
(
n
s − k
)(
n − x − 1
k − x − 1
)
=
n∑
s=0
n+s∑
k=s
(
n
k − s
)(
n − x − 1
k − x − 1
)
=
n∑
k=0
(n
k
) n∑
s=0
(
n − x − 1
k + s − x − 1
)
=
n∑
k=0
(n
k
) n∑
j=k
(
n − x − 1
j − x − 1
)
. 
Taking x = 0 in Theorem 3.16, we obtain identities (2) and (3) again. If x = 1 or 2, then we give
n∑
k=0
k
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= n(3n + 5)2n−3,
n∑
k=0
k(k − 1)
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= 2n−1 (n + 1
3
)
− 2n−4
(n
3
)
,
n∑
k=0
k(k − 1)(k − 2)
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠= 1
3
2n−4
{
8
(
n + 1
4
)
−
(n
4
)}
,
n∑
k=0
k
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= n(5n + 3)22n−3 − 1
4
n(n − 1)
(
2n
n
)
,
n∑
k=0
k(k − 1)
⎛
⎝ k∑
j=0
(
n
j
)⎞⎠
2
= 1
3
22n−5n(n − 1)(8n + 5) − 1
4
n(n − 1)
{(
2n − 2
n
)
+
(
2n − 3
n − 1
)}
.
Take fk = (−1)k
(
x
k
)
and gk = 1 in Theorem 1.2. Then
Theorem 3.18.
n∑
k=0
(−1)k
(x
k
)⎛⎝ k∑
j=0
(
n
j
)⎞⎠= (−1)n (x − 1
n
)
2n + Pn(0)
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and
n∑
k=0
(−1)k
(x
k
)⎛⎝ k∑
j=0
(
n
j
)⎞⎠
2
= (−1)n22n
(
x − 1
n
)
+ 2nPn(0) +
n∑
k=0
(n
k
)
{Pn(k) − (−1)nQn(k)},
where
Pn(k) =
n∑
j=k
(−1)j
(
n
j
)(
x − 1
j − 1
)
and
Qn(k) =
n∑
j=k
(−1)j
(
n
j
)(
x − 1
n − j − 1
)
.
Take x = n in Theorem 3.18, where n is an odd number. Then we have
n∑
k=0
(−1)k
(n
k
)⎛⎝ k∑
j=0
(
n
j
)⎞⎠= −(−1)(n−1)/2 (n − 1n−1
2
)
(12)
and
n∑
k=0
(−1)k
(n
k
)⎛⎝ k∑
j=0
(
n
j
)⎞⎠
2
= −2n(−1)(n−1)/2
(
n − 1
n−1
2
)
+
n∑
k=0
(n
k
) n∑
j=k
(−1)j
(
n
j
)2
.
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