Abstract. The paper studies isolated spectral points of elements of Banach algebras and of bounded linear operators in terms of the existence of idempotents, and gives an elementary characterization of spectral idempotents. It is shown that 0 is isolated in the spectrum of a bounded linear operator T if the (not necessarily closed) space M = {x : limn T n x 1/n = 0} is nonzero and complemented by a closed subspace N satisfying T N ⊂ N ⊂ T X.
Introduction
As a starting point we may consider a characterization of an isolated spectral point of a bounded linear operator T on a Banach space X.
Proposition A. 0 is an isolated spectral point of a bounded linear operator T if and only if one of the following conditions holds. (I) X is a topological direct sum X = M ⊕ N , where M, N are invariant under T , T |M is quasinilpotent, T |N invertible and M = 0. (II) There is a nonzero projection P commuting with T such that T P is quasinilpotent and P + T invertible.
Condition (I) of Proposition A is applicable to operators, but would not work satisfactorily in general Banach algebras. Condition (II), studied in Section 1, does not rely on restriction of operators to invariant subspaces but on the existence of idempotents, which makes it a natural candidate for Banach algebras. It gives an elementary characterization of the spectral projection, similar to the one obtained by Harte [2] . While Condition (I) is widely used in the literature, surprisingly, Condition (II) does not seem to be well known, though it often yields considerable simplification of proofs for operators (Section 2). The invertibility of P + T can be replaced by assuming that P is the limit of a sequence f n (T ) for holomorphic f n . Section 3 deals with bounded linear operators and with an improvement of Condition (I) to describe isolated spectral points. An explicit description of the spaces M and N in terms of the operator T was given by Mbekhta [9, 10] . Mbekhta's sufficient condition for an isolated spectral point was improved by Schmoeger [11] . Theorems 3.2-3.4 below generalize Mbekhta's and Schmoeger's results.
By A we denote a complex unital Banach algebra with unit e. If a ∈ A, ρ(a), σ(a), r(a) denote the resolvent set, spectrum and the spectral radius of a, respectively; iso σ(a) and acc σ(a) denote the set of all isolated and accumulation points of σ(a), repectively. The symbols Inv(A) and qNil(A) denote the set of all invertible and quasinilpotent elements of A, respectively. By F (a) we denote the set of all elements f (a) obtained from a by the holomorphic functional calculus [4, Chapter VII]; F (a) is the closure of F (a) in A. The spectral idempotent p of an isolated spectral point µ of a is p = f (a), where f is equal to 1 in a neighbourhood of µ, and to 0 in a neighbourhood of σ(a)\{µ}.
The set of all bounded linear operators on a complex Banach space X is denoted by L(X). If T ∈ L(X), then T X and T −1 (0) denote the range and the nullspace of T , respectively. The nullspace of T n is denoted by T −n (0).
Banach algebras
Throughout this section A is a unital Banach algebra and µ is a complex number. 
for any function f holomorphic in a neighbourhood σ(a) ∪ {µ + ξ}.
Proof. Let w = (a − µe)p; then w is quasinilpotent and
To complete the proof of (1.3) we show that µ ∈ σ(a) and µ + ξ ∈ σ(c).
Suppose that µ / ∈ σ(a). From (a−µe)p = w ∈ qNil(A) and commutativity we get (a − µe)
The equation (1.4) is then obtained from (1.5) by integrating around a suitable cycle. (In (1.5) we expand ((λ − µ)e − w) −1 into a power series taking into account that w is quasinilpotent.)
Using Theorem 1.1 we give a characterization of an isolated spectral point for an element of a Banach algebra A, obtaining at the same time an elementary description of a spectral idempotent.
Theorem 1.2. A complex number µ is an isolated spectral point of a ∈ A if and only if there exists
and one of the conditions
The element p is determined uniquely by (1.1) and by one of the conditions (1.6), (1.7); p is the spectral idempotent of a corresponding to µ.
Proof. Suppose first that µ is an isolated spectral point of a. Using the holomorphic functional calculus and the spectral mapping theorem we can verify (1.1), (1.6) and (1.7); (1.6) in fact holds for all ξ = 0.
Conversely, suppose that (1.1) holds, that ξ = 0, and define c = ξp + a as in (1.2). According to Theorem 1.1, µ is a spectral point of a, and σ(a) ⊂ σ(c) ∪ {µ}. If in addition (1.6) holds, then µ ∈ ρ(c) and µ ∈ iso σ(a).
If (1.1) and (1.7) hold, there are f n such that f n (a) → p. Then f n → f uniformly on σ(a), f taking only the values 0 and 1. From
and from the upper semicontinuity of the spectral radius it follows that f (λ) = 1 if and only if λ = µ. Let ξ = 0 and let
Finally, let f be holomorphic in a neighbourhood of σ(a) ∪{ξ + µ}, let f be equal to 1 in a neighbourhood of µ, and to 0 in a neighbourhood of (σ(a) ∪ {ξ + µ})\{µ}. The preceding theorem is related to a result of Harte [2, 3] who showed the following: Let a ∈ A. Then 0 / ∈ acc σ(a) if and only if there exists an idempotent q ∈ A commuting with a such that a(e − q) ∈ qNil(A) and q ∈ (Aa) ∩ (aA); q is then unique, and it is the spectral idempotent of a corresponding to σ(a)\{0}. This follows immediately from Theorem 1.2. Indeed, write p = e − q. Then e−p = ua = av for some u, v ∈ A, and (a + p)(uav + p) = e + ap = (uav + p)(a + p); since ap ∈ qNil(A), this implies that a + p ∈ Inv(A). Note 1.5. Jörgens [5, Satz 4 .13] proved a result for operators related to Theorem 1.2 in the case of a pole. He showed that µ is a pole of T ∈ L(X) if and only if there is a nonzero projection P such that (T − µI) m P = 0 for some m and the operator U = (T − µI)(I − P ) has a pseudoinverse V commuting with U and such that P = I − UV .
Applications and examples
where
is the generalized Drazin inverse of a − µe (see [8] ). Examples 2.2-2.4 use Theorems 1.2 and 1.1. In each of these examples, the equivalence of conditions (i) and (ii) can be obtained by simple algebraic arguments. The equivalence of (ii) and (iii) then follows from the above mentioned theorems when we specify µ and ξ. a(e − a 2 ) n converges in A.
(ii) a = −p + c, where p is an idempotent, cp = pc = p and (e − c 2 ) n → 0. (iii) σ(a) ⊂ M ∪ {0}, where M = {λ : |λ 2 − 1| < 1}, and µ = 0 is a resolvent point or a simple pole of a.
Badiozzaman and Thorpe [1] proved interesting results on summation methods for bounded linear operators on a Banach space (or elements of Banach algebras).
In [1] , condition (ii) in Examples 2.5 and 2.6 below is proved for operators from Condition (I) of Proposition A. The use of Condition (II) provides a considerable simplification and shortening of proofs. 
So s(t)p = p, and p 2 = p. By Theorem 1.2 with condition (1.7), λ = 1 is a simple pole of a. Hence the element −p + a − e is invertible by Theorem 1.2. The representation for the inverse of e − a + p can be then obtained as in [1] . 
As in [1] it can be deduced that φ(t) → pa as t → ∞, so that pa = p, and ultimately p 2 = p. From (a−e)p = 0 and Theorem 1.2 with condition (1.7) we deduce that λ = 1 is a simple pole of a, and that −p + a − e is invertible. The representation for the inverse of e − a + p is as in [1] .
Bounded linear operators
In the case that T is a bounded linear operator on a Banach space X, an isolated spectral point µ can be characterized by a decomposition of X into a topological direct sum X = M ⊕ N satisfying Condition (I) of Proposition A. The direct sum determines and is determined by the spectral projection P : P X = M and P −1 (0) = N . Mbekhta [9, 10] gave an explicit description of the subspaces M and N in terms of T :
In general, the spaces H 0 (T ) and K(T ) are not necessarily closed, are hyperinvariant under T and satisfy
For their further properties see [9, 10, 11] .
We give an alternative proof of the implication (1) ⇒ (2) in Mbekhta's theorem [9, Théorème 1.6] which does not require any use of the local spectral theory or the single valued extension property [9, 11] . At all times we work only with operators in L(X).
Theorem 3.1 ([9, Théorème 1.6]). Let X be a complex Banach space and T ∈ L(X).
If µ ∈ iso σ(T ) with the spectral projection P , then
Proof. Without loss of generality we may assume that µ = 0.
Suppose that 0 ∈ iso σ(T ) and that P is the spectral projection of T at 0. By Theorem 1.2, P T is quasinilpotent and P +T is invertible. If x ∈ P X, then x = P u for some u ∈ X,
and x ∈ H 0 (T ). If x ∈ H 0 (T ), define S = (P +T ) −1 (I −P ) (the generalized Drazin inverse [8] ); then ST = T S = I − P , and
so that x = P x. This proves that P X = H 0 (T ). If x ∈ P −1 (0), then the sequence x n = (T + P )
−n x satisfies T x 1 = x, T x n+1 = x n and x n ≤ (T + P ) −1 n x (n = 1, 2 . . . ), so that x ∈ K(T ). If x ∈ K(T ), there are c > 0 and x n ∈ X such that T n x n = x and x n ≤ c n x (n = 1, 2, . . . ). Then
and P x = 0. Hence K(T ) = P −1 (0).
The other part of Mbekhta's result [9, Théorème 1.6] states that if
is a topological direct sum with H 0 (T − µI) = 0, then µ is an isolated spectral point of T . Schmoeger [11] improved on this result by showing that only K(T − µI) needs to be closed. The following theorem generalizes Condition (I) of Proposition A and yields Schmoeger's result [11, Theorem 4] as a special case.
Theorem 3.2. Suppose that X is an algebraic direct sum
Let P be the linear idempotent on X with P X = M and P −1 (0) = N ; P commutes with T but need not be bounded. Since N is closed, the operator T |N is bounded on N ; we show that it is bijective on N . The injectivity of T |N follows from the conditions T −1 (0) ⊂ M and M ∩N = {0}. From N ⊂ T X and X = M ⊕N it follows that T |N is surjective. Since N is a Banach space, T |N is invertible in L(N ). Hence there is r > 0 such that λI − T |N is invertible in L(N ) for all λ with |λ| < r.
Let λ satisfy 0 < |λ| < r. Let (λI − T )x = 0. Then
So T n P x = λ n P x for all n, P x 1/n = |λ| −1 T n P x 1/n → 0 as P x ∈ H 0 (T ), and P x = 0. Similarly (λI − T )(I − P )x = (λI − T |N )(I − P )x = 0, and (I − P )x = 0. Consequently x = 0. Conversely, consider x ∈ X. Since P x ∈ H 0 (T ), the series
is a solution to (λI − T )u = x. This proves that λI − T is bijective, and hence invertible in L(X); therefore 0 is isolated in σ(T ). The following result gives a new characterization of the poles of T ; we prove only the sufficiency, the necessity follows from [4] . 
