Abstract-A proposed instrument for deployment on nextgeneration Geostationary Operational Environmental Satellite (GOES) platforms is the Geostationary Synthetic Thinned Aperture Radiometer (GeoSTAR). A high-resolution full-Earth disk model has been developed to aid in the design of the instrument and to characterize sensor performance. A number of ancillary geophysical data fields are used as inputs into a radiativetransfer model that also accounts for the propagation and viewing geometries from a geostationary Earth orbit (GEO). The model produces high-resolution (10 km × 10 km) simulated full-Earth disk microwave images from GEO. The model is used as a tool to examine several critical aspects of GeoSTAR performance and design. Differential image processing is assessed as a means of mitigating the effects of the Gibbs phenomenon; its performance is found to be excellent, even with nonideal a priori information. The spatial resolution and precision of images generated at 50 GHz are evaluated. The magnitude of the highest spatial-frequency components sampled by GeoSTAR is found to be well above its minimum detectable signal. However, the differential image processing removes most of the high-frequency content, which is due to static high-contrast boundaries in the scene. Most of the residual high-frequency content lies at or below the instrument noise floor.
and difficulties arise in scanning the beam without platform disturbance. The difficulties can be overcome by a 2-D interferometric system. Interferometric imagers use highly thinned arrays of very small antennas to eliminate the need for a single large antenna, and their beam is scanned in software, negating the need for mechanical aperture scanning [1] , [2] . The Geostationary Synthetic Thinned Aperture Radiometer (GeoSTAR) is such a system that is currently under development [3] , [4] . GeoSTAR directly measures the spatial-frequency components of the brightness temperature (T B ) distribution, which are referred to as visibilities. Each sample of the visibility function corresponds to the cross correlation between a particular pair of antennas in the array. The physical separation between the antenna pairs determines which sample is measured. The vector-valued distances between antenna pairs are referred to as the baselines.
Operating at 50 and 183 GHz, GeoSTAR will provide temperature and water vapor soundings at significantly higher temporal resolution than is currently available from LEO [3] , [4] . The instrument is designed to provide nadir resolution of 50 km (50 GHz) and 25 km (183 GHz) with new images generated approximately every 15 min. The difference in resolution results from differences in physical aperture size at the two frequencies. A highly resolved full-Earth disk model of the GeoSTAR brightness temperature image can be of great use in assessing the relationship between numerous instrument design parameters and the quality of the T B images. Reduced spatial-scale Earth models have been successfully used to examine array distortion errors [5] . While appropriate for antenna redundancy and perturbation analysis, these models do not accurately account for the high-spatial-frequency components of the visibility measurement. Additional analyses have been performed, which compare GeoSTAR to a traditional scanning radiometer. They have the necessary spatial resolution (∼5 km) but focus only on regional areas [6] . To this end, a highresolution full-Earth disk model has been developed. It includes random noise levels expected of the actual instrument, but other nonideal characteristics of the hardware are not modeled. The spatial resolution of the model is 10 km in order to provide multiple samples within each pixel of both the coarser 50-GHz channels and the finer 183-GHz channels. For this analysis, only the 50-GHz channel is modeled.
The model would be beneficial to similar microwave instruments being developed internationally, including the Geostationary Atmospheric Sounder [7] in Sweden and the clock scanning interferometric radiometer [8] in China.
II. FULL-EARTH DISK MODEL ASSUMPTION
The inputs to the model are provided by a number of existing geophysical parameter models. In order to justify the use of these products, several key assumptions are made.
A. High-Frequency-Visibility Contributors
One key assumption in the generation of this model is that not all atmospheric parameters vary significantly at the highest resolved spatial scales of the GeoSTAR measurements. Most parameters are assumed to vary smoothly and, hence, to contribute only minimally to the high-frequency components of visibility. The major contributors to high-frequency visibilities are assumed to be the sharp transitions, particularly the following:
1) Earth disk/cosmic background; 2) continental boundaries; 3) clouds. Of these three, only clouds change on the time scales of the measurement. While high-spatial-resolution measurements for all these three contributors are necessary, only the cloud parameters need to be updated regularly. It is this assumption that allows us to combine the appropriate data sets to produce the full-resolution inputs into the radiative-transfer model.
B. Scattering-Free Assumption at 50 GHz
The current model does not include scattering from precipitation-liquid or ice. The effects of liquid scattering are known to be minimal at 50 GHz since absorption effects dominate, except for large hydrometeors in stratiform and convective precipitation cells [9] . However, ice scattering aloft, particularly in deep convective storm cells, is known to reduce brightness temperatures, and these effects are also unaccounted for in the present model [10] . Scattering should be integrated into the model in order to extend its operation up to the 183-GHz channels of GeoSTAR, in general, and in order to improve the accuracy of the model at 50 GHz near deep convective systems.
III. GEOPHYSICAL PARAMETER MODEL DATA SETS
Some data sets used by the model are obtained from current spacecraft measurements. Other parameters are generated by numerical weather prediction (NWP) models. All of the chosen data sets are publicly distributed and available for access.
A. Surface Parameters and Vertical Atmospheric Profiles
The basis of the underlying atmosphere model is the National Centers for Environmental Prediction (NCEP) Global Data Assimilation System (GDAS). GDAS is generated every 6 h using a medium-range forecast model and consists of the minimum set that is necessary to regenerate NCEP analysis fields. The primary benefit of using GDAS over other NCEP products is the spatial resolution of the GDAS1 data set at 1.0
• × 1.0
• gridded equally over the globe (1 • in latitude at nadir is approximately 100 km). The data are reported at 26 vertical levels for temperature and geopotential height and 21 levels for relative humidity. In addition to the vertical profiles, GDAS also provides surface fields, including wind speed, which is necessary for the generation of the ocean-emissivity product.
B. Land-Surface Emissivity
Land-surface emissivity is derived from land-use classification maps. However, the emissivity will vary, depending on the conditions at any given location, particularly due to varying moisture content, which is not easily available. The French "Groupe de Modélisation pour l'Assimilation et la Prévision" (GMAP) provides land emissivity atlases that are derived from cloud-free measurements made using various satellite microwave radiometers (Special Sensor Microwave/Imager, Tropical Rainfall Measuring Mission Microwave Imager, and AMSU). We rely primarily on the product derived from AMSU [11] . Emissivity values derived from the measurements are binned into low and high incidence angles, and atlases are available in the form of monthly averages. The difference in the mean emissivity between the two incidence angle bins is found to be 0.023 at 50.3 GHz [12] , and for all frequencies, emissivity is larger at lower incidence angles.
C. SSS
Ocean-emissivity calculations require sea-surface-salinity (SSS) values. The World Ocean Atlas from the Ocean Climate Laboratory provides objective analyses and statistics for various parameters, including ocean temperature, salinity, and dissolved oxygen. These fields are available on a 1.0
• grid and are generated roughly every four years. The most recent version was produced in 2005 [13] . The chosen data set is the objectively analyzed monthly means that are smoothed filled fields. While the salinity field is a necessary input for generating the ocean emissivity, it has only a secondary effect on emissivity at GeoSTAR frequencies. The single parameter with the largest bearing on the emissivity value is the incidence angle.
D. Cloud Products
A high-resolution cloud product is integral to the development of the full-Earth model. Products derived from GOES data are used. The NASA Langley Cloud and Radiation Research Group generates a cloud product utilizing an algorithm that combines the visible infrared solar-infrared split-window technique, solar-infrared infrared split-window technique, and solar-infrared infrared near-infrared technique [14] . Additional inputs to the algorithm include temperature and humidity profiles from NOAA Rapid Update Cycle or Global Forecast System forecasts to provide estimates of skin temperature, cloud height, and radiance attenuation calculations. Surface-type definition is based on the International Geosphere-Biosphere Program surface map, spatial distributions of snow/ice are taken from real-time maps generated by the NOAA/NESDIS Interactive Multisensor Snow and Ice Mapping System, and clear-sky reflectance data from the Clouds and the Earth's Radiant Energy System are used to provide background radiances for cloud detection and retrieval [15] . These products are generated by the NASA Langley Cloud and Radiation Research Group in near real time to support NWP models (validation and assimilation), estimating surface atmospheric radiation budgets and other "nowcasting" applications. The most recent release of the data set extends the Continental United States to a full GOES-East disk.
E. Land/Sea Mask
The land/sea mask is crucial for the determination of transitions between the widely differing surface-emissivity values between land and ocean. These sharp transitions have a significant impact on the magnitude of visibilities. The GODAE High Resolution Sea Surface Temperature Pilot Project land/sea mask is used [16] . The 1 km × 1 km resolution product is derived from a similar product available from the United States Geological Survey and covers latitudes 80.3
• N to 80.3
• S and all longitudes. The reduced latitude range is compatible with GEO modeling requirements.
The resolution of the land/sea mask is an order of magnitude finer than our needs. The effective emissivity of each 10 km × 10 km surface pixel in the radiative-transfer model is generated using an area-weighted average of the emissivity of each 1 km × 1 km pixel. This processing reduces the introduction of unrealistic high-frequency-visibility components.
F. DEM
A digital elevation map (DEM) provides the surface height, above which atmospheric profiles are integrated for the radiative-transfer calculation. The National Geophysical Data Center ETOPO2v2 Global Gridded 2-min Database is used [17] . Its vertical resolution is 1 m, and the horizontal resolution is approximately 4 km × 4 km. The values from the 4 km × 4 km grid are interpolated to the 10 km × 10 km grid. Table I summarizes the various data sets that are used as inputs to the model, noting in particular their temporal and spatial resolutions. The highlighted values represent those data sets with spatial resolution of 8 km or better. A total of six different data sets are utilized to produce the high-resolution Earth disk model.
G. Summary

IV. GEOPHYSICAL PARAMETER MODELS
In addition to the raw input data, many other variables have to be derived utilizing the appropriate geophysical parameter model prior to the application of the radiative-transfer model. The following summarizes the various models used.
A. Ocean Emissivity
The dielectric constant of water is computed from the Klein-Swift model [18] . A correction for roughness and foam fraction is calculated using coefficients from FASTEM-2 developed for Radiative Transfer for the TIROS Operational Vertical Sounder (TOVS) (RTTOV), with algorithms and software developed for TOVS [19] . The specific coefficients used are those optimized for AMSU-A, the Polar Operating Environmental Satellite version instrument that performs GeoSTARlike measurements. Inputs to the model include frequency, temperature, salinity, wind speed, and the angle of incidence of the measurement. The model produces as outputs the oceansurface emissivity at both vertical and horizontal polarizations.
B. Gaseous Absorption
Absorption for both atmospheric gases and gaseous water vapor is calculated using the Rosenkranz absorption model Rosenkranz [20] . The model provides absorption coefficients for oxygen, nitrogen, and water vapor for the given frequency, temperature, pressure, and water vapor density.
C. Cloud Parameters
Cloud-liquid absorption is calculated under the assumption that the absorption is proportional to the column density of the cloud liquid [21] . Cloud-liquid profiles are assumed to be uniform up to the freezing level and to integrate up to a specified cloud-liquid path. This approximation is valid to the first order because no distinction is made among different cloud types. As such, applying any specific profile to the entire Earth disk would not improve the accuracy. The vertical profile of liquid in the freezing layer is assumed to decay exponentially [22] . 
V. RADIATIVE-TRANSFER MODEL AND COORDINATE SYSTEM
A. Radiative-Transfer Model
Scattering-free radiative transfer is used to calculate the topof-atmosphere brightness temperature [9] . Fig. 1 shows the individual components that are calculated.
B. Geophysical Parameter Grid
The 10 km × 10 km geophysical parameter grid has variable longitude spacing that is dependent on latitude. The longitude spacing increases to compensate for the decreasing circumference of the latitude circle as the coordinates approach either pole. The resulting geophysical parameter grid has pixels that are equal in area. While the atmosphere is assumed to be plane parallel, each pixel in each layer is based on the actual atmospheric state, so that the atmosphere is not homogeneous across each layer.
C. GeoSTAR Image Grid
The GeoSTAR image grid is oversampled and equally spaced in units of direction cosine. The nadir pixel size on the Earth disk is 10 km and increases off nadir. The proposed Y-array design, consisting of N = 100 array elements per arm with an arm length R = 2.24 m at a frequency of f = 50 GHz, results in a nadir pixel size of 50 km. Points on the GeoSTAR grid are selected and colocated on the geophysical parameter grid in terms of latitude and longitude, and the direction of propagation of radiation is determined by the GEO geometry. The radiativetransfer model is then applied at these points. The positions of the pixels on the Earth disk are calculated using the vertical plane of projection [23] .
VI. IMAGE POLARIZATION
The polarization in the image plane is determined independently for each pixel. The current GeoSTAR design uses linearly polarized antennas. However, the emission from the polar region is orthogonal to that at the equatorial limb and varies across the entire Earth disk, except at nadir. The emissivity values of the GMAP surface atlases and those derived from the ocean-emissivity model are combined to generate a fullEarth emissivity map. Polarization is defined at the North Pole and rotated accordingly across the Earth disk. Fig. 2 shows the resulting combined vertical-polarization emissivity map. 
VII. INSTRUMENT SIMULATOR
The GeoSTAR simulator utilizes a rectangular sampling scheme in both spatial and visibility domains. The actual flight design uses a thinned Y-array of antenna elements, which results in hexagonal sampling in the visibility domain. While algorithms exist to utilize rectangular functions to produce hexagonal outputs [24] , [25] , the rectangular processing is used for simplicity. For the purposes of the analyses and conclusions presented here, the use of rectangular processing is considered adequate. Our analyses and conclusions are based on the expected range of values of visibilities over different portions of the spatial-frequency spectrum, not on their exact values at specific spatial frequencies. These ranges are not affected by whether the spectrum is sampled by a rectangular or hexagonal grid, specifically at the larger baselines that are of particular interest.
A. NEΔV
The noise-equivalent delta visibility (NEΔV)-a term similar to the noise-equivalent delta temperature (NEΔT) defined for a real-aperture radiometer system-characterizes the sensitivity of the visibility measurement. NEΔV refers to the additive zero-mean Gaussian noise that is present in each measurement of visibility. The standard deviation of that noise, σ NEΔV , is given for the GeoSTAR system [4] by
where η q is the quantization efficiency, T s is the system noise temperature, B is the predetection (intermediate-frequency) bandwidth, and τ is the integration time. The factor of two in (1) accounts for the decorrelation between noise originating from different channels of a correlating radiometer. The current GeoSTAR design for the temperature sounding channels utilizes 2-b correlations (η q = 0.88) [26] and has an expected system noise of T s = 400 K (the expected receiver noise temperature is 250 K) and a predetection bandwidth of B = 200 MHz. The additive noise that is present in the real and imaginary components of visibility is generally uncorrelated, so that the noise associated with measurements of the magnitude of the complex visibility will have a standard deviation given by
B. Retrieved-Image Pixel Noise
The relationship between the noise in the raw visibility samples, NEΔV, and the per-pixel noise in the brightness temperature image is given by
where σ T (ξ,η) is the standard deviation of the noise in the T B image, (ξ, η) are the direction cosine coordinates, N is the total number of visibility samples needed to reconstruct the image, and W A is a weighting due to the array-element antenna pattern. The weighting of the element antenna pattern is 1.7 at nadir and increases off nadir for traditional antenna patterns [27] . If we require a nadir pixel σ T (0,0) of 0.85 K and assume that N = 60, 600 visibility measurements are required (resulting from 100 elements per arm) [4] , the required σ NEΔV is 1.44 mK. If this value for σ NEΔV is inserted into (1), the corresponding integration time is τ = 250 s. This is the minimum refresh time required to produce images of T B with 0.85-K precision.
C. Baseline Processing Algorithm
The procedure followed to generate a simulated GeoSTAR T B image accounts for the fact that measurements are made in the spatial-frequency domain and that some information is lost due to the limited extent of the sampling. The procedure is as follows.
1) The T B image is generated at the highest resolution possible (∼10 km). 2) An elemental antenna taper is applied to the image. The image produced as the output of the final step will be referred to asT B . Fig. 3 shows examples of the outputs of each of the first four processing steps. The final result is the visibility product that GeoSTAR would measure. Comparing Fig. 3(c) and (d) , the information lost to a GeoSTAR imager that is unable to image all spatial frequencies can be seen. For the nominal processing algorithm, the apodization applied will be uniform. Fig. 4 shows an example of the difference between the GeoSTAR measurements and the original image, i.e., ΔT B = T B − T B . The Gibbs artifacts at the step transitions at the continental boundaries and Earth disk transition are apparent.
VIII. SIMULATION RESULTS
A. Comparison to an Ideal Real Aperture Antenna
An ideal uniformly illuminated circular aperture antenna has a 3-dB beam width defined by the following [28] :
where R λ is the aperture radius divided by the measurement wavelength. The equivalent expression for the 3-dB beam width for a Y-array is given by [29] β
where r λ,max , the length of a single Y-array arm in wavelengths, is the effective radius of the synthesized GeoSTAR aperture. Equating (4) and (5), we arrive at the relationship between a circular aperture radius and the dimension that defines a synthetic aperture radiometer
Thus, a real aperture antenna has dimensions that are ∼10% larger than that of a synthetic aperture radiometer with an equivalent 3-dB beam width. Note that the real-aperture-antenna pattern will have a first sidelobe level of ∼13 dB, whereas (5) assumes an ∼6.6-dB first sidelobe level for GeoSTAR. Table II summarizes the parameters of interest for the real and synthetic aperture antennas to be compared. The real aperture antennas are sized such that the 3-dB beam widths of the equivalent synthetic aperture systems are equal. From the table, it can be seen that, with aperture synthesis, a smaller physical aperture can achieve the same angular resolution as a real aperture imager can, provided that a uniform aperture taper is used (resulting in alternating positive and negative sidelobes).
A comparison between GeoSTAR images generated with a uniform and a triangular taper was performed to assess the impact of having alternating positive and negative sidelobes (in the uniform case). The retrieved image from the synthetic aperture is generated assuming that the elemental antenna patterns are known and identical and follow the shape of the parabolic Potter horn [4] . The synthetic aperture with a taper has a triangular apodization applied, where the taper is a function of a single radial variable [30] . In addition, no noise is added to the images. The calculated errors represent the standard deviation of the difference image (the difference between the Earth model output and the instrument simulator output), evaluated across the full image, the image pixels on the Earth disk only, and the pixels extending to an Earth incidence angle of 60
• . The 60
• limit is consistent with the upper bound of where most current GOES products are deemed useful. Tables III and IV summarize the results for two In all cases, the errors decrease as the image extent narrows because the errors are largest near the Earth limb. Both tables exhibit very similar results, suggesting that these results are relatively insensitive to daily weather patterns. Phenomenon   Fig. 4 shows that the largest retrieval errors in an ideal synthetic array are from the known effects of the Gibbs phenomenon, where ringing artifacts occur in regions with sharp transitions. Mitigation of this phenomenon can be performed using differential analysis with respect to an a priori image. The mitigated image can be expressed aŝ
B. Mitigation of the Gibbs
where T B_Model is an a priori image (possible sources are discussed subsequently), G is a linear operator that models the action of the instrument on the T B distribution (commonly referred to as the G-matrix [31] ), G (the pseudoinverse operator for G) represents the image reconstruction algorithm, and V denotes the measured visibilities. For the purposes of this analysis, the G-matrix can be considered to be a 2-D fast Fourier transform (FFT) of the image, with the appropriate truncation of the spatial-frequency extent, and G to be the corresponding inverse, FFT −1 . A sample T B image will be examined in detail to illustrate the proposed solution to the Gibbs phenomenon. The image is derived from data sets assembled during the U.S. landfall of Hurricane Gustav on September 1, 2008, at 18Z. Fig. 5 shows the visible image as captured by GOES-East, illustrating the various cyclonic formations. Fig. 6 shows the corresponding model output T B image at 50.3 GHz, with the color bar being scaled to accentuate the features over ocean. Features with fine spatial scales can be seen in Fig. 6 at the 10-km resolution of the model output.
A suitable a priori atmospheric model to be applied utilizes the GDAS atmosphere without any inclusion of the cloud product (Sections III-D and IV-C) and is termed the matched GDAS atmosphere. This model properly accounts for the increased atmospheric path length and the variable incidence angles across the scene. Fig. 7 shows the outputs from the baseline processing algorithm (left) and the associated differential processing algorithm (right), utilizing a matched GDAS atmosphere. By comparing the images in Fig. 7 , it can be seen that the differential algorithm has reduced the Gibbs artifacts visually, particularly those due to nonatmospheric features such as land/sea boundaries.
A second differential algorithm is evaluated, in which the GDAS atmosphere that is used is mismatched, i.e., the prior atmosphere used is generated on a different day from the retrieval. In this case, the prior atmosphere chosen is at the same time of day but three months prior to the actual atmosphere to be retrieved. It includes different surface-emissivity maps for both the ocean and land, which are generated from the appropriate geophysical data sets (Sections III-B and C), surface parameters (Section III-A), and geophysical model (Section IV-A). As with the matched atmosphere, no cloud product is included in the mismatched atmosphere.
The impact of using a matched versus a mismatched atmosphere is presented in Table V , which lists the rootmean-square (rms) difference between the true and retrieved brightness temperatures for three cases: 1) if the differential algorithm is not used; 2) if the differential algorithm is used with a matched atmosphere (i.e., same-day temperature and humidity fields but clouds not matched); and 3) if the differential algorithm is used with a mismatched atmosphere (i.e., three-month prior atmosphere and no clouds). Almost all of the reduction in rms error due to the differential algorithm is present in both cases 2) and 3), suggesting that a large majority of the improvement provided by the differential algorithm is due to elimination of the ringing that is present at high-contrast land/ocean and Earth/space boundaries and not at lower contrast boundaries between cloudy and clear regions or due to changes in the air temperature and humidity distributions. While the results here are generated for a single scene, they are representative of the impact of differential processing in general. Even with an unmatched atmosphere, retrieval errors due to the Gibbs phenomenon can be reduced significantly. Fig. 8 shows the difference images (ΔT B =T B − T B_Model ) generated with a matched and a mismatched GDAS atmosphere with no additive noise and a uniform taper. Either of these images would be added to the prior image (T B_Model ) to form the actual reconstructed brightness temperature distribution. Note in both images that the strong ringing that is present near high-contrast boundaries in Fig. 7 (left) has been largely eliminated Fig. 9 compares the differential processing of a matched atmosphere with and without noise added, focusing on the landfall region of Hurricane Gustav. Without noise, small Gibbs artifacts are still visible in the image from the discontinuities introduced by the Hurricane system. The addition of NEΔV noise masks the presence of the smaller Gibbs artifacts.
Mitigation of these smaller artifacts requires a more complex algorithm, for example, something similar to CLEAN [32] developed for radio astronomy. The suitability of CLEAN has been investigated in [33] with respect to instruments dealing with extended Earth sources, and a similar differential algorithm proposed using mean Earth disk temperatures. The closer the differential image is to quasi-point sources in an empty field, the more effectively a CLEAN-type algorithm performs. From  Fig. 8 , a CLEAN-type algorithm will perform better for the matched atmosphere than the mismatched one.
C. Spatial-Frequency Information Content
One of the key products of the high-resolution full-Earth disk model is a realistic model of the expected spatial-frequency content that is present at 50 GHz and of the visibilities that will be measured by a GeoSTAR-type instrument. Fig. 10 shows a scatter plot of the complex-visibility magnitudes that are expected at 50.3 GHz with respect to the absolute-baseline separation of an ideal imager ( √ u 2 + v 2 ). The horizontal line shows the current recommended σ |V | level (2 mK) based on the requirements and indicates that, as the wavelength spacing increases, a larger portion of the visibilities fall below the instrument sensitivity. Figs. 10 and 11 are generated for one particular scene but are representative of any scene that GeoSTAR expects to measure. The highest spatial-frequency magnitudes can be expected to increase slightly with the addition of scattering to the radiative-transfer forward model.
In Fig. 10 , the magnitude of visibilities generally decreases as the interferometer spacing increases. Because it is somewhat difficult to interpret the data in this form, the visibility space will be divided into annular rings, centered at the origin, in order to evaluate the antenna gain errors, in a similar manner as was used in [4] . The thresholds between annular regions are represented by the vertical lines in Fig. 10 . The annular division includes ten regions-one region for the "zeroth" visibility, eight annular regions in the circular band-limited area, and one region for all values outside of the circular band-limited area. The radii of the eight annular rings are roughly scaled in powers of two, where each area of coverage is three times the area of the enclosed area, except for the first and last regions. Both Figs. 10 and 11 show the visibility distribution of the eight annular regions within the circular band-limited area. Fig. 11 shows the visibility distribution after the Gibbs mitigation algorithm with a matched atmosphere (as outlined in Section VIII-B) is applied. Without the contributions of high-contrast transitions, the magnitudes of visibilities decrease significantly such that a significant portion of the measured visibilities are now below the previously defined σ |V | level. The results are summarized in Table VI , where column 1 defines the various annular regions.
The rms of the complex-visibility magnitude is a measure of the signal strength of the measurements in each annular region, and the standard deviation gives an idea of the spread of these values. At 50.3 GHz, only the outermost annular region of the measured complex visibilities is within an order of magnitude of σ |V | with the nominal processing algorithm. However, for the matched-atmosphere Gibbs-mitigated scene, several of the outer regions have rms magnitudes that are close to the noise level. The majority of high-spatial-frequency measurements are now indistinguishable from the inherent instrument noise.
The results clearly indicate that postprocessing strategies must be considered during the instrument design. Investigating perturbations in the atmospheric state will require a lower noise level; otherwise; the higher spatial frequencies will become redundant. Note that the matched-atmosphere Gibbs mitigation presents the worse case scenario with the most stringent noise requirements. The more likely state will be that of a mismatched Table VI .
As a means to evaluate the necessity of performing measurements at these larger baselines, the root sum square (RSS) of the visibility magnitude is calculated (RSS = rms * √ Count) to show the contribution of each visibility band to the retrieved image [4] . The results in Table VII suggest that, even at the outermost annular region, there still exists over 1.5 K of variability to be measured compared to channels moving up the wing of the oxygen line. This contribution is an order of magnitude larger than the corresponding noise contribution (0.27 K).
IX. CONCLUSION
A high-resolution full-Earth disk model has been created, which generates top-of-atmosphere 50-GHz T B images, as seen from a GOES-East location. The model utilizes existing data sets to provide realistic inputs of the nonscattering atmospheric state and can be generated with varying initialization states (no winds, no clouds, etc.). Visibilities have been generated using an ideal 2-D FFT in rectangular coordinates to determine the expected distribution in the visibility domain. For evaluation of the statistics of visibilities associated with the large-baseline separation, the results will be similar to that of hexagonal processing.
Mitigation of the error in synthetic aperture images due to the Gibbs phenomenon has been demonstrated using a differential imaging technique that allows for sharp transitions to be filled in by a priori information. This method reduces the error significantly throughout the retrieved image and performs well, even when the atmospheric state is not matched and the a priori atmosphere is generated from data three months prior. Gibbs artifacts will still be produced from atmospheric events but with a much smaller magnitude. The remaining artifacts require a more complex algorithm for removal, which has been investigated in radio astronomy [32] .
Evaluation of the information content in the spatialfrequency domain with realistic images has demonstrated that the contribution to the retrieved image decreases with increasing baseline separation. For the 50-GHz channels, there is over 2 K of variation in T B contributed by spatial frequencies that lie outside of the circular band-limited area of measurements. The instrument sensitivity is dependent upon the integration time, and with the current design, the magnitudes of the measured complex visibilities are well above the instrument noise floor with nominal processing. However, with the proposed Gibbs mitigation strategy, the overall magnitude level of visibilities is decreased significantly, particularly for a well-matched atmosphere. The future GeoSTAR system should consider this impact during the design.
