Abstract. We consider several types of scaling limits for the Wigner equation of the parabolic waves in random media, the limiting cases of which include the radiative transfer limit, the diffusion limit and the white-noise limit. We show under fairly general assumptions on the random refractive index field that any significant amount of spatial diversity (thus excluding the white-noise limit) leads to statistical stability or self-averaging in the sense that the limiting law is deterministic and is governed by various transport equations depending on the specific scaling involved.
Introduction
The celebrated Schrödinger equation
describes the evolution of the wave function Ψ of a quantum spinless particle in a potential σV where σ is the typical size of the variation. A similar equation called the parabolic wave equation is also widely used to describe the propagation of the modulation of low intensity wave beam in turbulent or turbid media in the forward scattering approximation of the full wave equation [14] . In this connection the refractive index fluctuation plays the role of the potential in the equation. Nondimensionalized with respect to the propagation distances in the longitudinal and transverse directions, L z and L x , respectively, the parabolic wave equation for the modulation function Ψ reads
x ∆Ψ + σV (zL z , xL x )Ψ = 0, Ψ(0, x) = Ψ 0 (x) where k is the carrier wavenumber, Ψ the amplitude modulation and ∆ the Laplacian operator in the transverse coordinates x. Here we have assumed the random media has a constant background. In the sequel we will adopt the notation of (1) . The radiative transfer scaling concerns the situation where L z ∼ L x ∼ σ −2 ≫ 1 while all other parameters held fixed. Physically the wave beams start breaking up and propagating in all direction in this regime. We will set (2) L z = L x = σ −2 = 1 ε 2 and study the limiting behavior of the solutions as ε → 0.
There has been a surge of interest in the radiative transfer limit in terms of the Wigner function (see below) because of its application to the spectacular phenomena related to time-reversal (or phase-conjugate) mirrors [7] , [8] , [3] , [2] , [12] . The statistical stability or self-averaging of the Wigner function explains, modulo the scaling limit, the persistence and stability of the super-focusing of the time-reversed, back-propagated wave field. Our main goal is to show under various scaling limits, including the radiative transfer limit, that any significant amount of spatial diversity experienced by the propagating wave pulse can cause self-averaging and result in deterministic limiting laws.
The Wigner transform of the solution Ψ ε is defined as W ε (z, x, p) = 1 (2π) d e −ip·y Ψ(z, x + ε 2 y 2 )Ψ * (z, x − ε 2 y 2 )dy = 1 (2π) d e −ip·(y 1 −y 2 )/ε 2 δ(x − y 1 + y 2 2 )ρ(y 1 , y 2 )dy 1 dy 2 (3) where ρ(y 1 , y 2 ) = Ψ(y 1 )Ψ * (y 2 ) is called the two-point function or the density matrix. As apparent from (3) the Wigner function contains all the information about ρ. The expression (3) satisfies the simple properties
the latter of which blows up as ε → 0 due to concentration of W at high wavenumbers for ε ≪ 1. However, W ε given by (3) does have a limit as certain measure, the Wigner measure, introduced in [11] . This is the case of pure state Wigner function in the semiclassical limit which will not be considered here. Instead we will consider uniformly L 2 -bounded Wigner functions induced by a mixed-state density matrix in the language of quantum statistical mechanics [13] , [11] . In the context of wave propagation in time reversal, the uniformly L 2 -boundedness of W 0 is a result of high frequency cutoff due to finite size aperture [3] , [1] . Moreover, the Wigner function, written as W ε z (x, p) = W ε (z, x, p), satisfies an evolution equation, called the Wigner equation,
with the L 2 -bounded initial data W 0 where the operator L ε z is defined as
Taking the partial inverse Fourier transform
z (x, p) dp
The operator L ε z is skew-symmetric and real (i.e. mapping real-valued functions to real-valued functions). Hence the Wigner equation preserves the L 2 -norm of the initial condition. Here V (z, dq) is the (partial) spectral measure for the assumed z-stationary, x-homogeneous random field V (z, x). The z-stationary spectral measure process V (z, dp) has orthogonal increments over p E[ V (z, dp) V (z, dq)] = δ(p + q)Φ 0 (p) dp dq and gives rise to the (partial) spectral representation of the refractive index field
where Φ(k), k = (w, p) ∈ R d+1 is the full power spectral density of V and satisfies Φ(k) = Φ(−k), ∀k ∈ R d+1 . We also have the following relation between the partial and full spectral measuresV z (dp) = e izwV (dw, dp) and E[V z (dp)V s (dq)] = e i(s−z)w Φ(w, p) dw δ(p + q) dp dq
Without loss of generality, we may assume
In order to study the effect of the various degrees of spatial diversity on the scaling limit we let α in (5) be any positive number.
Clear air turbulence is an example at hand which has multi-scale, power-law type isotropic spectral density
0 ), η ∈ (0, 1) with a slowly varying background mainly depending on the altitude. In particular, η = 1/3 gives rise to the Kolmogorov spectrum. In the high Reynolds number the ratio L 0 /ℓ 0 tends to infinity. Roughly speaking as ℓ 0 → 0 the sample field is only Hölder continuous with the exponent η−δ, ∀δ > 0. Our method and results can easily be adapted to the case of slowing varying background.
For simplicity of the analysis we assume that the spectrum Φ is smooth and has a compact support in ℓ
0 . Similarly, we also assume the sample field is almost surely smooth and its spatial derivatives all have finite moments. The conditions of smoothness and having a compact support (see more comments below) are unnecessary; they are assumed here in order to make trivial the key estimate (Proposition 5, 6, 7, 8) . What is essential (see (45)) is the assumption that E z [V s ], s ≥ z, the conditional expectation of V s w.r.t. the sigma algebras generated by {V t , t ≤ z}, is a square-integrable, z-stationary process satisfying the mixing condition
We also assume that
with a random constant C possessing finite moments. Condition (10) allows certain intermittency or non-Gaussianiaty in the refractive index field. In contrast, a Gaussian field always satisfies condition (10) . Indeed, in the Gaussian case one has
Here the operator δ ε is given by either (7) or (18) depending on the context (cf. Theorem 1 and 2).
Since our results do not depend on the transverse dimension d we hereafter take it to be any positive integer. We state our first result in the following theorem. Theorem 1. Under the above assumptions, the weak solution W ε z of the Wigner equation (4), (5) with the initial condition W 0 ∈ L 2 (R 2d ) converges in probability as the distribution-valued process to the deterministic limit given by the weak solution W z of one of the following radiative transfer equations with the initial condition W 0 :
• For α = 1,
• For α > 1,
The case of α = 0 corresponds to the so-called white-noise scaling whose limit is a GaussianMarkovian process [6] . In the case of the turbulence spectrum (8) the scattering operators on the right side of (12) and (13) are well-defined even if ℓ 0 = 0 and L 0 = ∞ in which case the refractive index field is generally not Lipschitz continuous and is not homogeneous but has homogeneous increments. It is possible to modify our argument to treat the simultaneous limit of ℓ 0 →, L 0 → ∞ and ε → 0 as is done for the white-noise limit in [6] . Eq. (12) has recently been obtained in [2] for strongly mixing z-Markovian refractive index fields with a bounded generator.
Next we consider a second type of scaling limits which starts with the highly anisotropic medium V (z, ε 2−2α x). We then set
under which the parabolic wave equation becomes
The radiative transfer scaling (2) is the limiting case α = 1. The time-evolution of the Wigner function (3) is governed by the Wigner equation (4) with the following operator
The partial Fourier transform of L ε z W ε z is now given by (6) with the following
We now state the result for the scaling limit (15), (16).
Theorem 2. Let 0 < α < 1. Under the above assumptions on V , the weak solution W ε z of the Wigner equation (4) , (17) with the initial condition W 0 ∈ L 2 (R 2d ) converges in probability as the distribution-valued process to the deterministic limit given by the weak solution W z of the following advection-diffusion equations with the initial condition W 0 :
with the diffusion tensor D given by
The advection-diffusion equation (19) can be obtained from (13) under the diffusion limit of the latter. Note that for the turbulence spectrum (8) the diffusion tensor D is well-defined for L 0 = ∞ but not for ℓ 0 = 0. The simultaneous limit of ε → 0 and L 0 → ∞ may be feasible (cf. [6] ). Eq. (19) has been derived in [12] under the radiative transfer limit for the Liouville equation, instead of the Wigner equation with a different scaling as considered here.
Let us consider yet another type of scaling limit parametrized by β. We first assume a highly anisotropic medium V (ε 2−2β z, x) and set
i.e. the radiative transfer scaling. The Schrödinger equation then becomes
We have the following theorem. 
where the scattering operator L is given by
Note that in Theorem 3 the parameter β may take negative value as well. Theorem 3 probably holds for d = 2 but we do not pursue it here in order to keep the argument as simple as possible. Earlier [13] , [4] have established the convergence of the mean field EW ε z for z-independent Gaussian media and d ≥ 3, in which case the transport equation is the same as (25) except with Φ(w, q − p)dw replaced by Φ(q − p) since it does not depend on w. Unlike the transport equations (12), (13) , the scattering kernel (26) is elastic in the sense that it preserves the kinetic energy of the scattered particle, to use the language of the quantum mechanics. Another interesting feature of the scaling (21) is that it is independent of β < 1.
Finally let us consider two other types of scaling limit starting with the slowly-varying refractive index field V (ε 2−2β z, ε 2−2α x), 0 < α < 1. In the first case
under which we have the following parabolic wave equation
and the corresponding Wigner equation (23) with
After rescaling the parabolic wave equation reads
and the corresponding Wigner equation takes the form of (23) with (34) Case (i)-(27), (28):
The advection-diffusion equation with (35), (36) and (37) are the diffusion limit of the transport equations (26) and (12), respectively. The white-noise model of the Liouville equation considered in ( [12] ) corresponds to the limiting case of α = 0, β < 1 and can be obtained analogously to the treatment in [6] for the white-noise model of the Wigner equation.
We remark that for the general super-parabolic scaling
one can consider the following Wigner transform and analyze analogously the preceding scaling limits as parametrized byε. Our approach is to use the notion of conditional shift [9] to formulate the corresponding martingale problem parametrized by ε and use the perturbed test function technique to establish the convergence of the martingales. It then turns out that after subtracting the drift and the Stratonovich correction term the limiting martingale has null quadratic variation (see Proposition 5) implying the limit is deterministic. The perturbed test functions constructed here (see e.g. (48), (63) and (64)) are related to those in [1] , [2] but our analysis is carried out in a more general framework as formulated in [6] and provides a unified treatment of a range of scaling limits from the radiative transfer to the diffusion limit and the white-noise limit.
From the perspective of the quantum stochastic dynamics in a random environment, the result says that due to the spatial as well as temporal diversity experienced by the wave function of the quantum particle the quantum dynamics has in the scaling limit a classical probabilistic description which is independent of the particular realization of the environment. The transition from a unitary evolution to a irreversible process is of course the result of the phase-space averaging by coupling with the test functions.
Martingale formulation
We consider the weak formulation of the Wigner equation:
(see [9] ). We denote by A the infinitesimal operator corresponding to the unscaled process V z (·) = V (z, ·).
Proof of Theorem 1
3.1. Tightness. In the sequel we will adopt the following notation
Namely, the prime stands for the differentiation w.r.t. the original argument (not
valued right continuous processes with left limits endowed with the Skorohod topology. A family of processes {W
ε , 0 < ε < 1} ⊂ D([0, ∞); L 2 w (R 2d ))
is tight if and only if the family of processes
is tight for all θ ∈ C ∞ c . We use the tightness criterion of [10] (Chap. 3, Theorem 4), namely, we will prove: Firstly, (43) lim
Secondly, for each f ∈ C ∞ (R) there is a sequence f ε (z) ∈ D(A ε ) such that for each z 0 < ∞ {A ε f ε (z), 0 < ε < 1, 0 < z < z 0 } is uniformly integrable and
Then it follows that the laws of { W ε , θ , 0 < ε < 1} are tight in the space of D([0, ∞); R). First, condition (43) is satisfied because the L 2 -norm is preserved. Let
which is well-defined because of the mixing assumption (9) [5] . It is straightforward to check that
Recall that ∇ x is the gradient w.r.t. the slow variable x which alone will appear explicitly in the rest of the argument. Note that
z (x, y, p)e ip·y θ(x, p) dp Proof. We have (50) sup
The right side of (49) is O(ε) while the right side of (50) is o(1) in probability because of (10). Proposition 1 now follows from (49) and (50). Proof. We show that {A ε i }, i = 1, 2, 3, 4 are uniformly integrable. To see this, we have the following estimates.
The second moments of the right hand side of the above expressions are uniformly bounded as ε → 0 and hence A ε 0 (z), A ε 1 (z), A ε 2 (z) are uniformly integrable.
Hence A ε 4 is uniformly integrable. Clearly lim
3.2. Identification of the limit. Once the tightness is established we can use another result in [10] (Chapter 3, Theorem 2) to identify the limit. LetĀ be a diffusion or jump diffusion operator such that there is a unique solution ω z in the space
is a martingale. We shall show that for each f ∈ C ∞ (R) there exists f ε ∈ D(A ε ) such that
Then the aforementioned theorem implies that any tight family of processes W ε z , θ converge in law to the unique process generated byĀ. As before we adopt the notation f (z) = f ( W ε z , θ ). For this purpose, we introduce the next perturbations f ε 2 , f ε 3 . Let
where
is a martingale.
Proposition 5.
2 (ψ) = 0.
Proof. We have
where the kernel Q 1 (θ ⊗ θ) can be written as
which is uniformly compactly supported on R 4d . For smooth and compactly supported Φ, Q 1 (θ ⊗ θ) tends to zero fast than any power of ε uniformly outside any neighborhood of x = y while stays uniformly bounded everywhere. Therefore the L 2 -norm of Q 1 (θ ⊗ θ) tends to zero and the proposition follows.
Similar calculation leads to the following expression
We have clearly
Taking the L 2 -norm and passing to the limit we have
In passing to the limit the only problem is at the point p = 0. But the integrand in the above integral is bounded by
Hence the L 2 -norm of Q 1 (θ ⊗ θ) tends to zero by the dominated convergence theorem.
5.3. Identification of the limit. We have the following straightforward calculation:
This identifies the limiting equation.
Proof of Theorem 4
As in the proof of Theorem 3, we carry the analysis in the power ofε = ε β . We consider the rescaled process (71) and its sigma algebras. 6.1. Tightness. Instead of (45) we definẽ
s (dq). Again eq. (73) holds true. The rest of the argument for tightness proceeds without changes. 6.2. Identification of the limit. The argument for passing to the limit ε → 0 is the same as before.
In particular, Proposition 5 can be proved as follows.
Proof. Case (i): β > α. The kernel Q 1 (θ ⊗ θ) can be calculated as follows.
Thus the L 2 -norm of Q 1 (θ ⊗ θ) tends to zero as in the proof of Proposition 6. Case (ii): β < α. The kernel Q 1 (θ ⊗ θ) can be calculated as follows.
2) dp ′ ds = π ε 2β−2α Φ(k −1 p · p ′ ε 2β−2α , p ′ )e ip ′ ·(x−y)/ε 2α ε 2α−2 θ(x, p + ε 2−2α p ′ /2) − θ(x, p − ε 2−2α p ′ /2) ×ε 2α−2 θ(y, q + ε 2−2α p ′ /2) − θ(y, q − ε 2−2α p ′ /2) dp ′ whose L 2 -norm has the following limit Φ(w, p ⊥ )dw e ip ⊥ ·(x−y)ε −2α |q · ∇ p θ(x, p)| 2 dp ⊥ 2 dxdp = 0 if d ≥ 3 by the dominated convergence theorem because the integrand is bounded by the integrable function (74).
To identify the limit, we have the following straightforward calculation. − Φ(k −1 (p − ε 2−2α q/2) · qε 2β−2α , q) θ(x, p) − θ(x, p − ε 2−2α q) = π dqdxdp ψ(x, p)Φ(0, q)(q · ∇ p ) 2 θ(x, p), ∀ψ ∈ L 2 (R 2d ).
Case (ii): β < α. −Φ(k −1 (p − ε 2−2α q/2) · qε 2β−2α , q)ε 2−2α θ(x, p) − θ(x, p − ε 2−2α q) ψ(x, p)dqdxdp = π q · ∇ p δ(k −1 p · q) Φ(w, q)dw q · ∇ p θ(x, p)ψ(x, p)dqdxdp
Φ(w, p ⊥ )dw (p ⊥ · ∇ p ) 2 θ(x, p)ψ(x, p)dp ⊥ dxdp, ψ ∈ L 2 (R 2d )
where p ⊥ ∈ R d−1 , p ⊥ · p = 0. − Φ(k −1 (p − ε 2−2α q/2) · q, q) θ(x, p) − θ(x, p − ε 2−2α q) = π dqdxdp ψ(x, p)q · ∇ p Φ(k −1 p · q, q)q · ∇ p θ(x, p), ∀ψ ∈ L 2 (R 2d ).
