Modeling the Conditional Volatility Asymmetry of Business Cycles in Four OECD Countries: A Multivariate GARCH Approach by Ho, K et al.
Edith Cowan University 
Research Online 
ECU Publications 2011 
1-1-2011 
Modeling the Conditional Volatility Asymmetry of Business Cycles 
in Four OECD Countries: A Multivariate GARCH Approach 
K Ho 
A Tsui 
Zhaoyong Zhang 
Edith Cowan University 
Follow this and additional works at: https://ro.ecu.edu.au/ecuworks2011 
 Part of the Business Commons 
This is an Author's Accepted Manuscript of: Ho, K., Tsui, A., & Zhang, Z. (2011). Modeling the Conditional Volatility 
Asymmetry of Business Cycles in Four OECD Countries: A Multivariate GARCH Approach. Paper presented at the 
19th International Congress on Modelling and Simulation. Australian Mathematical Sciences Institute. Perth, 
Australia. Available here 
This Conference Proceeding is posted at Research Online. 
https://ro.ecu.edu.au/ecuworks2011/655 
Modeling the Conditional Volatility Asymmetry of 
Business Cycles in Four OECD Countries: A 
Multivariate GARCH Approach  
Kin-Yip Hoa ,  A.K. Tsui b and Z.Y. Zhangc 
a College of Business and Economics, Australian National University, Australia 
b
 Department of Economics, National University of Singapore, Singapore 
c
 School of Accounting, Finance & Economics, Edith Cowan University, Australia 
Email: zhaoyong.zhang@ecu.edu.au  
Abstract: There are many studies on the business cycle indicators in the past decades, but mostly  
focusing on the asymmetric and non-linear features of business cycles incorporated into the conditional mean 
equation rather than the conditional variance formulation.  Recently, the hypothesis of volatility asymmetry 
in business cycle indicators has been re-examined by, for instance, Ho and Tsui (2003 and 2004) using 
univariate asymmetric power ARCH (APARCH) and EGARCH models. However, the main drawback of 
univariate GARCH analysis is that it fails to capture the co-movement of macroeconomic variables.  These 
co-movement relationships are important issues emphasised by the business cycle researchers, yet not much 
work has been done on formally modelling co-movements of asymmetric conditional volatilities in the 
context of multivariate GARCH setting. 
Our study extends the constant conditional correlation framework proposed by Bollerslev (1990) and the 
time-varying conditional correlation approach by Tse and Tsui (2002). We propose three new bivariate 
asymmetric GARCH models to accommodate the individual conditional heteroskedastic effects and the 
possibly varying conditional correlation relationships of asymmetric volatilities of the business cycles 
indicators in the selected OECD countries including Canada, Italy, the UK and the US. Using indices of 
industrial production as proxies for business cycles indicators, we detect statistically significant evidence of 
asymmetric conditional volatility in the UK and US.  Additionally, we find that the conditional correlations 
are significantly time-varying, and that the strength of varying correlations may be linked to the degree of 
economic integration between the countries. These findings have the following implications:  
• if business cycles are conditionally heteroskedastic and exhibit volatility asymmetry, then any 
theory without such properties is inadequate.    
• the GARCH structure is consistent with the hypothesis of rational expectations in macroeconomics 
as rational economic agents make decisions based on all available information (see Hong and Lee, 
2001 for details).   
• since movements in the financial markets are inextricably linked to the overall health of the 
economy, adequate accommodation of macroeconomic uncertainty such as conditional volatilities 
of business cycles would help researchers understand more about the causes of changes in 
financial market volatilities, and 
• it is vital to understand the domestic macroeconomic policy implications of asymmetric volatility 
and the corresponding policy co-ordinations among major international trading partners. 
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1. INTRODUCTION 
In the past two decades various approaches to studying properties of the business cycle indicators have been 
conducted by researchers such as Neftci (1984), Luukkonen and Terasvirta (1991), Terasvirta and Anderson 
(1992) and Sichel (1989). Most of these studies concentrate on the asymmetric and non-linear features of 
business cycles incorporated into the conditional mean equation rather than the conditional variance 
formulation. Hamori (2000) applies the exponential generalized autoregressive conditional heteroskedastic 
(EGARCH) model proposed by Nelson (1991) on the real GDP growth rates of Japan, UK and US, and finds 
no statistically significant evidence of volatility asymmetry.  Recently, the hypothesis of volatility asymmetry 
in business cycle indicators is re-examined by Ho and Tsui (2003 and 2004) using univariate asymmetric 
power ARCH (APARCH) and EGARCH models. In contrast, they detect significant asymmetric effects in 
the highly developed countries like Canada, UK and US, and also in the relatively less developed countries 
like Hong Kong, Taiwan and China, respectively.  However, the main drawback of univariate GARCH 
analysis is that it fails to capture the co-movement of macroeconomic variables which undoubtedly are 
important issues in modeling business cycle. Diebold and Rudebusch (1996) argue that business cycle 
models should take into account the co-movement of macroeconomic variables and their regime-switching 
behaviour.  In addition, features of international co-movements and transmission of business cycles have also 
received much attention recently (see Frankel and Rose, 1998, A’Hearn and Ulrich, 2001, and Choe, 2001).  
These studies, however, mainly focus on formulating ad-hoc structures to capture co-movements of certain 
macroeconomic variables.  Little work has been done on formally modelling co-movements of asymmetric 
conditional volatilities in the context of multivariate GARCH setting. 
In this paper, we propose three new bivariate asymmetric GARCH models to accommodate the individual 
conditional heteroskedastic effects and the possibly varying conditional correlation relationships of 
asymmetric volatilities of the business cycles indicators in the selected OECD countries including Canada, 
Italy, the UK and the US. In particular, we extend the work by Ding et al (1993), Sentana (1995), and Tse 
and Tsui (2002) to incorporate the possibly asymmetric effects of the business cycles shocks on a specific 
country. This study has important implications. First, if business cycles are conditionally heteroskedastic and 
exhibit volatility asymmetry, then any theory without such properties is inadequate. Second, the GARCH 
structure is consistent with the hypothesis of rational expectations in macroeconomics as rational economic 
agents make decisions based on all available information (see Hong and Lee, 2001 for details). Third, since 
movements in the financial markets are inextricably linked to the overall health of the economy, adequate 
accommodation of macroeconomic uncertainty such as conditional volatilities of business cycles would help 
researchers understand more about the causes of changes in financial market volatilities.  Fourth, it is vital to 
understand the domestic macroeconomic policy implications of asymmetric volatility and the corresponding 
policy co-ordinations among major international trading partners.  
The rest of the paper is organized as follows. Section 2 explains the methodology of the proposed models and 
their advantages.   Section 3 describes the data used in this study.  Section 4 highlights some empirical issues 
and presents the estimation results.  Section 5 provides some concluding remarks.   
2. METHODOLOGY AND THE MODEL  
The success of Engle’s (1982) ARCH and Bollerslev’s (1986) GARCH models in characterising volatility 
dynamics has motivated researchers to make extensions to the multivariate context. The major problem with 
multivariate generalisation is that the number of parameters to be estimated is inevitably increased, thereby 
complicating specifications of the conditional variance-covariance matrix (see Bera and Higgins, 1993, and 
Tse, 2000). To ensure the variance and covariance matrix is positive-definite, Engle and Kroner (1995) 
propose the BEKK model. One disadvantage of this model is that the parameters cannot be easily interpreted, 
and their net effects on the conditional variances and co-variances are not readily apparent. More recently, 
Tse and Tsui (2002) develop a varying-correlation MGARCH (VC-MGARCH) model to incorporate 
dynamic correlations and yet satisfy the positive-definite condition. One major advantage of VC-MGARCH 
is that it retains the usual interpretation of the univariate GARCH equation and is more manageable than that 
of the BEKK model. In addition, the VC-MGARCH model nests the CC-MGARCH model and therefore 
provides an indirect way of testing the constant correlations hypothesis. Moreover, Tse and Tsui (2002) 
report that the VC-MGARCH model compares favourably against the BEKK model based on some empirical 
studies of the Singapore and Hong Kong stock markets. However, the VC-MGARCH approach does not 
explicitly model the possible existence of volatility asymmetry, whereby a negative return shock may 
generate greater impact on future volatilities compared with a positive shock of the same magnitude. To 
rectify such discrepancies, we propose three new bivariate asymmetric GARCH models based on a synthesis 
of the methodologies of Ding et al (1993), Sentana (1995) and Tse and Tsui (2002). They are, namely, the 
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VC-Quadratic GARCH (VC-QGARCH) model, the VC-Leveraged GARCH (VC-LGARCH) model, and the 
VC-Threshold GARCH (VC-TGARCH) model, respectively. These specifications enable the concurrent 
modelling of conditional volatility asymmetry and time-varying conditional correlations. They also nest 
various popular versions of asymmetric GARCH models. As little study has been concentrated on co-
movements of the conditional heteroskedasticity of macroeconomic variables, we shall apply the proposed 
models to examine the possible evidence of volatility asymmetry and time-changing conditional correlation 
in the overall Index of Industrial Production (IIP) of Canada, Italy, the United Kingdom and the United 
States, respectively. 
Denoting Yit as the ith variable of interest, we define the growth rate (in percentage) computed on a 
continuously compounding basis as 
100)log(
1
×=
−it
it
it
Y
Yy             (1) 
We assume that the conditional mean equation for each variable is effectively captured by an autoregressive 
filter of order k:  
yit = pi0 + 
=
k
j 1
pijyit-j + εit                                        (2) 
where εit is the identically and independently distributed error term. The structure of εit is set up as 
εit = siteit,    where   eit ~ N(0,1)        (3) 
Note that sit is associated with the conditional variance equation under three different specifications, namely, 
the QGARCH, LGARCH and TGARCH models, respectively. These specifications are less restrictive since 
they nest several versions of popular GARCH models. 
The QGARCH(1,1) model proposed by Sentana (1995) is specified as 
sit = η + γε it-1 + αε2it-1 + s it-1       (4) 
where γ is the asymmetric coefficient. It represents the most general quadratic version possible within the 
ARCH class and encompasses many existing quadratic variance functions. The QGARCH model provides a 
very neat way of calibrating and testing for dynamic asymmetries in the conditional variance function 
without departing significantly from the standard specification. 
The LGARCH and TGARCH models proposed by Ding et al (1993) share the following structure: 
sit
δ
 = η + α(|εit-1| - γεit-1)δ + βsit-1δ                            (5)  
When δ = 2, this is the LGARCH(1,1) model which nests the GJR specification. According to Engle and Ng 
(1993), the GJR formulation is the best parametric model compared with other models like EGARCH. 
Alternatively, when δ = 1, it becomes the TGARCH(1,1) model, which incorporates an asymmetric version 
of the Taylor/Schwert model and Zakoian’s (1994) Threshold ARCH (TARCH) model.  
Intuitively, the VC-MGARCH model proposed by Tse and Tsui (2002) has a time-varying conditional 
correlation structure resembling a standard Box-Jenkins type of ARMA structure. In particular, the 
conditional correlations formulation in a bivariate VC-MGARCH model is 
ρt = (1-θ1-θ2)ρ + θ1ρt-1 + θ2ψt-1        (6) 
where (1-θ1-θ2)ρ is the time-invariant conditional correlation coefficient, θ1 and θ2 are assumed to be 
nonnegative and sum up to less than 1, and ψt-1 is specified as  
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Ignoring the constant term and assuming 
normality, the conditional log likelihood 
function of the sample of size n is   
The total number of parameters is 11 for a 
bivariate asymmetric GARCH model with 
varying correlations, and this number always 
exceeds that of Bollerslev’s (1990) constant-
correlation model by 2. In fact, the CC-
MGARCH model is nested within the VC-
MGARCH model by restricting θ1 and θ2 to 
zero.   
3. EMPIRICAL ANALYSIS 
3.1 Data Description 
Our data sets comprise 444 monthly indices 
of industrial production (IIP) series for 
Canada, Italy, the United Kingdom and the 
United States. These seasonally adjusted data 
sets are culled from the SourceOECD, 
covering the period from January 1961 to December 1997.  There are four reasons to justify the preference of 
IIP to GDP as proxies for business cycle indicators.  First, IIP series is widely used by many researchers (see 
Blanchard and Quah, 1989, Terasvirta and Anderson, 1992, and A’Hearn and Woitek, 2001). Second, 
according to OECD’s Main Economic Indicators, the series is used as the major reference for aggregate 
economic activity in Canada, Italy, the United Kingdom and the United States.  Prompt availability of the 
series on a monthly basis and its closely related cyclical profiles with GDP are the main reasons for its 
popularity.  Third, the chosen four OECD countries have included mining, manufacturing, and electricity, gas 
and water in IIP series, thereby ensuring comparability of data sets across countries. In contrast, not all 
OECD countries have implemented the System of Nation Accounts (SNA) promulgated by the United 
Nations in 1993 as the basis for compiling GDP figures.  For example, real GDP estimates produced by the 
US are of the chain volume type, whereas those by Canada and UK are based on the more traditional fixed-
base volume estimates.  Hence, one should avoid such aberrations that may affect the related estimation and 
statistical inference. Finally, a larger data set is required to facilitate computational convergence in the 
estimation of model parameters.  On balance, the monthly IIP series are preferred to the quarterly GDP as 
reasonable proxies for the business cycles indicators. 
We first assess the statistical features of the IIP series in these economies and report the results in Table 1. As 
can be see, all growth rates of IIP series (in percentage) are negatively skewed and leptokurtic. In particular, 
the UK has the highest kurtosis, about 3 times than that of a standard normal distribution. On the other hand, 
the skewness is highest for the US, indicating that negative growth rates are more prevalent. Such non-
normal properties are also captured by the highly significant Jarque-Bera test statistics reported in Panel B.  
As such, appropriate GARCH models seem adequate to accommodate the statistical feature of leptokurtosis. 
This is further reinforced by the detection of conditional heteroskedasticity.  As indicated in Panel D of Table 
1, the McLeod-Li and the ARCH LM test results are significant at the 5% level. In addition, the non-
parametric BDS and runs tests are conducted as diagnostic checks.  It is noted that the BDS test proposed by 
Brock et al (1996) has power against a variety of possible deviations from independence. As can be observed 
from Panels F and G, the BDS tests unequivocally reject the hypothesis that IIP series are identically and 
independently distributed. The runs tests based on the squared and absolute series of the growth rates of Italy, 
UK and US are statistically significant at the 5% level, indicating the presence of conditional 
heteroskedasticity. Panel G of Table 1 displays the QARCH(q)-LM test statistics, which are computed by 
regressing the squared growth rate (rt2) on a constant, the first q lags of rt2, the cross products of the form (rt-
irt-j), and the first q lags of the growth rate rt, respectively.  Except for Canada, the LM tests for Italy, UK and 
US are all significant at the 5% level, indicating the presence of asymmetric conditional volatilities. We also 
launch a more powerful one-sided QARCH (q)-LM test proposed by Sentana (1995), which is constructed by 
summing up squares of t-ratios of the respective regression coefficients. Though not reported here, the test 

Table 1:   S um mary S tat istics of  I IP  Growth Ra tes 
Country Cana da Ita ly Un ited Kingdom  United  S tates
Pane l A : M om ents , Maxim um , and Minim um   
 M ean  0.0030  0.0028  0.0014  0.0030 
 M edian  0.0030  0.0033  0.0013  0.0038 
 M axim um  0.0403  0.1266  0.0934  0.0334 
 M inimum  -0.0384 -0.1600 -0.0822 -0.0426 
 S tan dard Deviation  0.0113  0.0247  0.0149  0.0081 
 S kewne ss -0.2403 -0.2091 -0.1942 -0.6888 
 K urtosis  3.5309  9.1857  12.1659  6.5276 
 O bservations 444 444 44 4 444 
Pane l B : Jarque-Bera Test 
Te st S tatis tic  9.4652  709 .4868  1553.5290  264 .7188 
Pane l C: Ljung-Box Q-statis tic 
10 lag s 57.7947 80.9 40 9 29 .6452 130.7522 
20 lag s 73.6892 100.26 28 46 .5870 140.8306 
Pane l D: M cLeod-Li Test 
10 lag s 19.9491 73.8 12 3 89 .6529 66.4 954 
20 lag s 47.7157 79.1 92 3 91 .2433 75.0 680 
Pane l E : A RCH-LM Te st 
4 lags  8.0768 65.4 03 9 90 .7114 53.8 412 
8 lags  11.2123 70.1 76 9 91 .3193 57.3 417 
12 lag s 26.4375 73.7 28 4 95 .7597 62.0 530 
Pane l F : BDS  Tes t 
e =  3 , l = 1.5  3.0792  7.3620  6.0625  8.8910 
e =  5 , l = 1.5  4.4465  7.9153  5.8147  9.6987 
e =  3 , l = 1.0  2.7013  7.7970  5.4017  8.3585 
e =  5 , l = 1.0  3.8471  8.5442  5.3013  10.1406 
Pane l G : Runs  Test 
R 1  2.0182 5.33 85 2.1462 -4.7973 
R 2  -1.2240 -2.6707 -3.2942 -3.0482 
R 3  -1.6322 -4.3045 -2.8245 -2.0038 
Pane l H: Q ARCH LM Tes t 
1 lag 2.8880 57.6 59 3 98 .3684 89.5 156 
4 lags  23.2095 100.62 85 15 0.2096 100.3844 
Notes : 
1. The J arque-B era test statis tic follows the chi-squa red distributio n with 2 degrees  of fr eedom, whils t the 
Ljung-Bo x Q-s tat ist ic, the  Mc Leod-Li,  a nd the A RCH LM test  statis tics  follow the chi-squa red d is tribut ion with 
degrees  of  freedom  e qu al to the num ber  of lags .  
2. For the BD S tes t, e repre sents  the embed din g dim ension whereas  l repres ents  the dis tanc e be tween pairs  of 
conse cut iv e obs erva tions,  m easu red as  a m ultiple of the standard deviation  of  the s eries.   
3. R i for i =  1, 2 , 3  denote the runs te sts  o f the series  R t , |R t |, and R t2  r espect ively. U nder the null hypothes is  
that succ essive observations in the series are ind ep endent, the tes t statistic is  asym ptotically standard norm al.
4. The QA RCH(q)  LM  test statis tic (S en tana (1995))  fo llows  a chi-sq uared d is tribution with q(q + 3)/2  degrees  
of freedom. 
 
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results are similar to those of the two-sided LM tests. We have also conducted the augmented Dickey Fuller 
(ADF) and Phillips-Perron (PP) tests to ensure that our data sets are stationary. The Ljung-Box Q-statistic 
and the Breusch-Godfrey (BG) diagnostic checks for residuals obtained from the ADF regression equation 
are statistically insignificant at the 5% level, implying that the residuals are approximately white noise (the 
results are available upon request). 
3.2 Empirical Results  
Tables 2-4 report the estimation results of the VC-QGARCH, VC-LGARCH, and VC-TGARCH models. 
First, the estimated coefficient of volatility asymmetry is significant at the 5% level for Canada, the UK, and 
the US in all three models. For the UK and the US, the estimated coefficients suggest that negative shocks 
have a greater impact on future volatilities than positive shocks of the same magnitude. This is consistent 
with Ho and Tsui (2003), who have detected significantly negative volatility asymmetry in the real GDP of 
the UK and the US. Second, the estimated coefficient of volatility asymmetry for Canada indicates that 
positive rather than negative shocks of IIP growth rates that increase future volatilities. The results provide 
evidence that it is premature to conclude that business cycle indicators do not exhibit volatility asymmetry. 
Table 2:   VC-QGARCH (1,1) Model Estimates of Conditional Variances and Conditional Correlations 
 Conditional Variance Conditional Correlations 
Country 1 Country 2 VC-QGARCH CC 
Country 1 Country 2 η1 α1 β1 γ1 η2 α2 β2 γ2 ρ θ1 θ2 ρ* 
Canada US 1.2600 
(0.0022) 
0.0249 
(0.0133) 
0.9740 
(0.0123) 
0.2410 
(0.0079) 
5.0977 
(0.0006) 
0.0330 
(0.0229) 
0.9666 
(0.0188) 
-0.6246 
(0.0071) 
0.3490 
(0.0374) 
0.7391 
(0.0182) 
0.0103 
(0.0045) 
0.3447 
(0.0406) 
Canada Italy 1.2561 
(0.0008) 
0.0291 
(0.0141) 
0.9700 
(0.0128) 
0.2196 
(0.0042) 
5.2310 
(0.0003) 
0.1243 
(0.0572) 
0.8912 
(0.0422) 
0.0449 
(0.0429) 
0.1230 
(0.0287) 
0.4019 
(0.0066) 
0.0706 
(0.0321) 
0.1208 
(0.0455) 
Canada UK 1.2296 
(0.0096) 
0.0294 
(0.0195) 
0.9698 
(0.0178) 
0.2348 
(0.0167) 
2.1385 
(0.0054) 
0.1482 
(0.1045) 
0.8801 
(0.0670) 
-0.1270 
(0.0347) 
0.1024 
(0.0403) 
0.9451 
(0.0683) 
0.0036 
(0.0006) 
0.1021 
(0.0458) 
Italy UK 1.2296 
(0.0015) 
0.1382 
(0.0882) 
0.8804 
(0.0641) 
-0.0362 
(0.0400) 
2.1385 
(0.0016) 
0.1506 
(0.0949) 
0.8781 
(0.0606) 
-0.2248 
(0.0184) 
0.2418 
(0.0639) 
0.9641 
(0.0252) 
0.0208 
(0.0048) 
0.1921 
(0.0472) 
Italy US 2.1937 
(0.0029) 
0.1298 
(0.0900) 
0.8870 
(0.0661) 
-0.0702 
(0.0702) 
1.4840 
(0.0049) 
0.0362 
(0.0253) 
0.9637 
(0.0208) 
-0.9621 
(0.0040) 
0.1570 
(0.0408) 
0.8258 
(0.0489) 
0.0261 
(0.0068) 
0.1596 
(0.0453) 
UK US 1.2208 
(0.0009) 
0.1482 
(0.1015) 
0.8798 
(0.0649) 
-0.1286 
(0.0481) 
5.1453 
(0.0004) 
0.0360 
(0.0284) 
0.9639 
(0.0237) 
-0.8091 
(0.0062) 
0.1695 
(0.0282) 
0.9588 
(0.0421) 
0.0308 
(0.0151) 
0.1735 
(0.0449) 
Note: The Bollerslev-Wooldridge robust, heteroskedastic-consistent standard errors are reported in parentheses. CC refers to the constant conditional correlations model (CC-
QGARCH) while ρ* is the constant conditional correlation coefficient. 
 
Table 3:   VC-LGARCH (1,1) Model Estimates of Conditional Variance and Conditional Correlations  
 Conditional Variance Conditional Correlations 
Country 1 Country 2 VC-LGARCH CC 
Country 1 Country 2 η1 α1 β1 γ1 η2 α2 β2 γ2 ρ θ1 θ2 ρ* 
Canada US 1.2600 
(0.0026) 
0.0253 
(0.0259) 
0.9737 
(0.0227) 
-0.0073 
(0.0013) 
5.1000 
(0.0003) 
0.0353 
(0.0171) 
0.9498 
(0.0180) 
0.5871 
(0.0009) 
0.3437 
(0.0093) 
0.7324 
(0.0006) 
0.0131 
(0.0052) 
0.3381 
(0.0102) 
Canada Italy 1.2560 
(0.0005) 
0.0297 
(0.0529) 
0.9694 
(0.0491) 
-0.0197 
(0.0087) 
5.2300 
(0.0008) 
0.1174 
(0.0243) 
0.8960 
(0.0175) 
0.0449 
(0.0719) 
0.1220 
(0.0212) 
0.4044 
(0.0071) 
0.0714 
(0.0227) 
0.1199 
(0.0012) 
Canada UK 1.2296 
(0.0041) 
0.0305 
(0.0359) 
0.9686 
(0.0339) 
-0.0371 
(0.0026) 
2.1385 
(0.0026) 
0.1260 
(0.0612) 
0.8904 
(0.0425) 
0.1267 
(0.0568) 
0.1016 
(0.0262) 
0.9493 
(0.0121) 
0.0039 
(0.0010) 
0.1012 
(0.0202) 
Italy UK 1.2296 
(0.0012) 
0.1309 
(0.0605) 
0.8855 
(0.0429) 
0.0362 
(0.3429) 
2.1385 
(0.0016) 
0.1292 
(0.0626) 
0.8879 
(0.0434) 
0.1248 
(0.0457) 
0.2394 
(0.0316) 
0.9643 
(0.0223) 
0.0208 
(0.0151) 
0.1900 
(0.0217) 
Italy US 2.1937 
(0.0089) 
0.1238 
(0.0995) 
0.8912 
(0.0737) 
0.0281 
(0.1884) 
1.4840 
(0.0083) 
0.0401 
(0.0295) 
0.9442 
(0.0336) 
0.5891 
(0.0944) 
0.1500 
(0.0438) 
0.8518 
(0.0627) 
0.0177 
(0.0056) 
0.1536 
(0.0400) 
UK US 1.2208 
(0.0017) 
0.1238 
(0.0939) 
0.8915 
(0.0651) 
0.1262 
(0.0119) 
5.1453 
(0.0007) 
0.0396 
(0.0288) 
0.9440 
(0.0331) 
0.6047 
(0.0750) 
0.1649 
(0.0314) 
0.9593 
(0.0368) 
0.0286 
(0.0168) 
0.1600 
(0.0312) 
Note: The Bollerslev-Wooldridge robust, heteroskedastic-consistent standard errors are reported in parentheses. CC refers to the constant conditional correlations model (CC-
LGARCH) while ρ* is the constant conditional correlation coefficient. 
 
TABLE 4:   VC-TGARCH (1,1) Model Estimates of Conditional Variance and Conditional Correlations  
 Conditional Variance Conditional Correlations 
Country 1 Country 2 VC-TGARCH CC 
Country 1 Country 2 η1 α1 β1 γ1 η2 α2 β2 γ2 ρ θ1 θ2 ρ* 
Canada US 1.1805 
(0.0015) 
0.3877 
(0.0863) 
0.9233 
(0.0158) 
-0.2955 
(0.0667) 
4.5366 
(0.0004) 
0.3731 
(0.1033) 
0.9292 
(0.0186) 
0.1342 
(0.0620) 
0.9647 
(0.0130) 
0.6322 
(0.0525) 
0.0080 
(0.0053) 
0.9456 
(0.0025) 
Canada Italy 1.1812 
(0.0021) 
0.2965 
(0.0763) 
0.9243 
(0.0157) 
-0.2761 
(0.0730) 
4.5363 
(0.0025) 
0.7752 
(0.0669) 
0.8152 
(0.0240) 
0.0165 
(0.0322) 
0.8975 
(0.0384) 
0.5435 
(0.0112) 
0.0026 
(0.0082) 
0.8930 
(0.0254) 
Canada UK 1.1805 
(0.0026) 
0.5330 
(0.0992) 
0.9327 
(0.0118) 
-0.2578 
(0.0703) 
4.5359 
(0.0002) 
0.8282 
(0.0625) 
0.9023 
(0.0222) 
0.2576 
(0.1056) 
0.9635 
(0.0133) 
0.6982 
(0.0795) 
0.0037 
(0.0024) 
0.9563 
(0.0023) 
Italy UK 5.2332 
(0.0002) 
0.3279 
(0.0369) 
0.7702 
(0.0284) 
0.0916 
(0.0798) 
5.0051 
(0.0016) 
0.7970 
(0.0544) 
0.8247 
(0.0265) 
0.1202 
(0.0124) 
0.9892 
(0.0040) 
0.6790 
(0.0426) 
0.0022 
(0.0013) 
0.9811 
(0.0123) 
Italy US 5.2312 
(0.0014) 
0.4108 
(0.0388) 
0.8175 
(0.0240) 
-0.0325 
(0.2045) 
5.0055 
(0.0045) 
0.8204 
(0.0596) 
0.8929 
(0.0168) 
0.2986 
(0.0941) 
0.9728 
(0.0088) 
0.2513 
(0.0363) 
0.0016 
(0.0038) 
0.9710 
(0.0056) 
UK US 1.2673 
(0.0008) 
0.5694 
(0.0973) 
0.8891 
(0.0229) 
0.2507 
(0.1146) 
5.0797 
(0.0003) 
0.4933 
(0.0777) 
0.9034 
(0.0141) 
0.3124 
(0.0779) 
0.9496 
(0.0183) 
0.7574 
(0.0343) 
0.0050 
(0.0048) 
0.9372 
(0.0145) 
Note: The Bollerslev-Wooldridge robust, heteroskedastic-consistent standard errors are reported in parentheses. CC refers to the constant conditional correlations model (CC-
TGARCH) while ρ* is the constant conditional correlation coefficient. 
 
Most parameter estimates of the time-varying conditional correlation coefficient equation are significant at 
the 5% level, indicating that dynamic correlations probably exist among the 4 OECD countries. Additionally, 
the estimates of the time-invariant component of the correlation coefficient equation, ρ, are significantly 
positive and broadly similar to those estimates from the constant conditional correlations models. The finding 
of positive correlations is consistent with other empirical studies such as Choe (2001), who observes that in 
an equilibrium-business cycle framework, the international co-movement of cyclical variation in income is 
positively correlated across countries. In particular, the pattern of conditional correlations and the magnitudes 
of estimated ρ differ among the 6 country pairs permuted from the 4 OECD countries. For instance, in the 
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case of the VC-QGARCH model, the estimated ρ is 0.3490 for the Canada-US pair, whereas it is 0.1230 for 
the Canada-Italy pair. In general, the estimated ρ is the highest when the US is combined with Canada and 
lowest when combined with Italy. This is consistent with results from the VC-LGARCH model. Also, the 
VC-TGARCH model suggests that the correlation between Canada and US is stronger than the Canada-Italy 
and US-UK pairs.  One possible explanation is the different levels of economic integration and bilateral trade 
intensities between two trading partners. Indeed, Frankel and Rose (1998) have found that OECD countries 
with closer trade links tended to have more tightly correlated business cycles. According to the 2002 Index of 
Economic Freedom, the US is Canada’s top export and import trading partner, accounting for 86.1% and 
73.7% of Canada’s exports and imports respectively. Also, the US Department of Commerce’s Survey of 
Current Business July 1999 has highlighted that Canada is the top trading partner of the US.  Based on the 
Economic Cycle Research Institute (ECRI)’s chronology, almost all the growth rate cycle peaks and troughs 
of Canada and the US coincide with each other. For instance, during 1960-1997, 9 peaks in the US occur in 
the same year as those in Canada. It is therefore not surprising that the co-movements in the conditional 
volatilities of the Canadian and US IIP are stronger. Furthermore, the correlation between Canada and the US 
generally tends to fluctuate in a narrower range compared with the correlations of other pairs of countries. 
Under the VC-LGARCH model, the conditional correlation of Canada-US mainly fluctuates between 0.30 
and 0.36, whilst that of Canada-Italy fluctuates between 0.0 and 0.20. 
On the other hand, the correlation between Canada and the UK (0.1024 in the VC-QGARCH model) is 
weaker. Although the UK is Canada’s third largest trading partner, the weaker correlation could be due to the 
low shares of exports and imports (only 1.5% and 3.2%, respectively) that the UK accounts for in Canada’s 
total exports and imports. When trade flows are less brisk, macroeconomic shocks are less rapidly 
transmitted and this may weaken the correlation between countries. However, the conditional correlations for 
the Italy-UK and UK-US pairs tend to exhibit greater swings and slower mean-reversion. This could be 
ascribed to the existence of idiosyncratic shocks that are peculiar to the domestic economy of the UK and are 
not quickly transmitted across countries. This is because they are either confined to the non-tradable sectors 
or the sluggish components of the economy. Given that the UK’s business cycle evolves with less 
dependency on international influences, the correlation between the UK and the other 2 countries might be 
weaker than expected. This in turn may explain the larger changes in the conditional correlations over time, 
as the UK is less correlated with the rest of the world.  However, empirical verification of such a conjecture 
necessitates the study of the microstructure of the domestic economy, which is beyond the scope of this 
paper. 
4. CONCLUDING REMARKS 
In this paper, we have proposed three bivariate GARCH models to capture the special features of asymmetric 
conditional volatility and time-varying conditional correlations of business cycles indicators in four OECD 
countries. Using indices of industrial production as proxies for business cycles indicators, we have detected 
statistically significant evidence of asymmetric conditional volatility in the UK and the US.  In addition, we 
also found statistically significant evidence of time-varying conditional correlations for most of the country-
pairs formed from various permutations of the 4 OECD countries under different specification of the 
asymmetric GARCH-type models.  
The possible explanations of the asymmetric volatility of business cycles may be due to the combined factors 
of higher risk aversion to downside risk, heterogeneous expectations, supply-side constraints, and 
precautionary saving motive. When economic agents perceive negative shocks of IIP growth rates, they may 
incline to curtail private consumption and investment, thereby leading to a further contraction in IIP. The 
uncertainty associated with deflationary shocks will be greater among economic agents with heterogeneous 
beliefs about the future outlook of the economy. This may induce risk-averse economic agents to be even 
more cautious about their consumption and investment decisions. On the other hand, when economic agents 
perceive expansionary shocks, their desire to increase consumption and investment expenditure is 
constrained by the potential productive capacity of the economy. As such, the supply-side constraints may be 
plausible explanations for the asymmetric volatility of real IIP growth in well-developed countries like the 
US and UK. We may also conjecture that significant volatility asymmetry could be due to the budget deficit-
to-GDP and/or trade deficit-to-GDP (or aggregate income in general) ratio. This argument is analogous to 
Black’s (1976) “leverage” effect argument. When a negative shock hits the aggregate output/income, these 
ratios increase. Consumers might save more to make up for the fall in income in order to finance these 
deficits in future. The government may be induced to cut spending (“disabsorb”) so as to improve the trade 
deficit. Hence, the future aggregate income may fall further, or increase instead because of higher savings. As 
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such, negative income or IIP shocks may induce greater volatilities than positive shocks of the same 
magnitude.  
Our findings call for an important need of stronger international policy co-ordination among countries 
experiencing negative growth shocks. The negative economic disturbances from one country would most 
likely affect another through the speedy international transmission of business cycles. This in turn will 
generate adverse impacts on the future volatilities of the real GDP growth rates if the affected countries do 
not co-operate fast enough to ameliorate such negative shocks.  
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