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In this report, we will give a brief overview of selected deep learning
technologies in the interest of developing both understanding and motivation
for the use of reservoir computing and generative models. Furthermore, we
will show that these concepts can be applied to the problem of natural video
prediction. Influenced by [9], [41], and [31], we develop a novel architecture
called Generative Adversarial Reservoirs (GAR). We use GARs to predict
frames of videos from the UCF-101 dataset [48] and show that although some of
the quantitative evaluations for our results are below state-of-the-art, utilizing
reservoirs allows our model training to converge significantly faster while still
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Deep learning techniques have already been applied to a variety of
fields in both academia and industry, attaining state of the art results in
computer vision [25, 49, 47], speech recognition [7], automatic game playing
[33, 34, 46], and a variety of other noteworthy applications. In the past 2-3
years, natural video prediction has become a prominent area of deep learning
research. Video learning is an essential challenge for autonomous agents to in-
teract with the world around them. The generation of a temporally consistent
video frame, however, is a problem of high dimension. This makes current
techniques for natural video prediction impractical for real-world applications
where autonomous robots are involved.
In this report, we will give a brief overview of selected deep learning
technologies in the interest of developing both understanding and motivation
for the use of reservoir computing and generative models. Furthermore, we
will show that these concepts can be applied to the problem of natural video
prediction. Influenced by [9], [41], and [31], we develop a novel architecture
called Generative Adversarial Reservoirs (GAR). We use GARs to predict
frames of videos from the UCF-101 dataset [48] and show that although some of
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the quantitative evaluations for our results are below state-of-the-art, utilizing
reservoirs allows our model training to converge significantly faster while still
achieving qualitatively good results.
2
Chapter 2
Neural Networks: History and Overview
In this section, we take a ground-up approach to understanding and
motivating relevant deep learning concepts by means of an overview of impor-
tant moments in their history.
2.1 Early Years and Background
Humans have sought to understand the nature and inner-workings of
the mind since the time of the ancient Greeks. Aristotle and Plato formalized
the foundations of logic and deductive reasoning which would be of paramount
importance to the intellectual and scientific advancements of the next thousand
years. In addition to the opining done by philosophers on the nature of human
intelligence, others have imagined what artificial intelligence could look like.
Mythology from as early as 500 B.C.E. tells of Hephaestus, the blacksmith
who built mechanical workers to assist him in his metalwork and Pigmalion,
the sculptor who fell in love with one of his works come to life.
More modern tales like Mary Shelley’s Frankenstein (1818) and Capek’s
Rossum’s Universal Robots (1921) further explored the implications of man
creating artificial life. Indeed even before Alan Turing proposed the first Turing
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Machine [51] in 1936, people were already wondering what might happen if a
programmable machine were to become intelligent.
From the earliest computers, programmable machines have excelled at
tasks that require many computations. Computers can add, multiply, subtract,
and divide much more quickly than humans, thus they are well-suited for
problems that are solved using formulaic mathematical rules. This penchant
for computation made it possible, for example, for IBM’s Deep Blue to defeat
world champion Garry Kaparov in chess using a combinatorial search through
the possible moves, evaluating 200 million positions per second [6]. What
was widely hailed as one of the first landmark accomplishments for artificial
intelligence actually didn’t require much more than heavy computation.
While tasks like chess require much intense thought for even very in-
telligent humans, most humans can easily distinguish between, for example,
images of cats and dogs. Until very recently, however, computer programs
struggled to perform these simple tasks. Tasks like describing an image [24]
or writing original sentences [23], while simple for humans, pose serious chal-
lenges to computers. This disparity provides insight into the motivation for
the development of neural networks. The thinking goes that if we could repli-
cate the functions of the brain that cause neurons to fire in response to specific
stimuli, perhaps we could achieve results more similar to human performance
in tasks similar in nature to those above.
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2.2 The Perceptron
There are some who believe that in order to write a computer program
that can perform well on tasks that humans perform with ease, we must model
that program off the human brain itself. It was largely this thinking that led
Frank Rosenblatt to propose the perceptron [42] in 1957. Funded by the
U.S. Office of Naval Research, the perceptron modeled a single neuron. Using
relatively simple algorithms, it was able to learn a multitude of functions.
This simple model initially appeared very promising, with some of the first
applications including simple image recognition tasks. After an interview with
Rosenblatt, The New York Times proclaimed that the perceptron was “the
embryo of an electronic computer that [the Navy] expects will be able to walk,
talk, see, write, reproduce itself and be conscious of its existence.” [37].
The single-layer perceptron is a binary classifier that works as follows




1 if w · x+ b > 0,
0 otherwise,
where w is a vector of real-valued weights and b is a bias term. Figure 2.1
shows how this process is used to approximate f(x).
2.3 Multi-layer Perceptron and Feedforward Networks
Much of the promise and excitement generated by the perceptron was
tempered when Marvin Minsky and Seymour Papert proved that it was impos-
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Figure 2.1: The single-layer perceptron models a single neuron, mapping an
input vector x to a value f(x) using a weigheted sum with weights w and bias
term b.
sible for the perceptron to learn a simple XOR function [32]. The realization
that many types of patterns and functions could not be modeled by the percep-
tron stymied research in the field of neural networks for many years, although
it was shown as early as 1972 by Peter Grossberg that multi-layer networks
could model many more functions, including XOR [14].
A multilayer perceptron, which came to be known as a feedforward
network, is a directed graph where each node is a neuron defined by an acti-
vation function and the edges between nodes represent connections for data
to flow from one neuron to the next, just as synapses fire between neurons of
the human brain.
Specifically, a multi-layer perceptron learns the function ϕ(·) : Rn → Rk
where n is the dimension of the input and k is the dimension of the output.
The first layer is known as the input layer, and takes a vector x = x1, x2, ..., xn
and an objective y. The second, and possibly subsequent layers prior to the
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last layer are known as hidden layers. Each of these layers is a set of neurons
where each neuron transforms the data from the previous layer using the inner
product with a weight vector w. In most networks, this weighted summation
is followed by an activation function. The final layer is called the output layer,
where the network outputs f(x) to approximate y. Figure 2.2 shows a simple
feedforward network as described above.
As we generally seek to learn functions that are not strictly linear,
activation functions are generally non-linear. The most common activation
function used for most state-of-the-art networks today is the Rectified Linear
Unit (ReLU) [8], which is defined as
f(x) =
{
x if x ≥ 0,
0 if x < 0.
While other functions, such as tanh(x) and the sigmoid function, are some-
times used, ReLU has been shown to provide good performance with little
computational cost [8].
While a multi-layer perceptron is powerful in its univeral approximation
ability, there are disadvantages associated with these networks. Notably, hid-
den layers in a muti-layer network have non-convex loss functions with multiple
possible local optima. This means that results can be initialization-dependent.
2.4 Backpropagation
The field of neural networks did not generate much new interest until
Paul Werbos introduced the backpropagation algorithm in 1975 [54]. As in
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Figure 2.2: The single-layer perceptron models a single neuron, mapping an
input vector x to a value f(x) using a weigheted sum with weights w and bias
term b.
many forms of classical machine learning, learning occurs through gradient
descent. Concretely, the set of weights which minimizes the error between the
target and the output of the network is the solution of the learning problem,
and we approach this solution by following the gradient at each iteration step.
Backpropagation is an application of the chain-rule applied to a loss
function. The steps of the backpropagation algorithm are (1) feeding for-
ward through the network and (2) propagating backward through the net-
work. Consider an input x fed into a network that seeks to approximate an
underlying function g(x). As we traverse forward through the network, the
primitive functions at the nodes and their gradients are evaluated for each neu-
ron. Conversely, as we traverse backward, we begin by feeding the gradient of
the loss function into the output layer. Incoming data to a neuron is summed
together and the result is multiplied by the derivative stored in the node from
our forward traversal. The result at the input layer is the network derivative
g′(x). We use this derivative to update the weights of the neurons in each
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layer. The size of the step we take in the direction of the derivative is known
as the learning rate. Training is stopped when either the target and predicted
values are sufficiently close or the difference in weights from one iteration to
the next is sufficiently small.
2.5 Connectionism
The renewed popularity of neural networks came to fruition in the
early 1980’s under the name connectionism [43, 44]. Connectionism was largely
driven by cognitive science and neuroscience. We originally framed the motiva-
tion for neural networks as a method for reverse engineering human intelligence
for replicating functional accuracy on specific tasks. The connectionists, on the
other hand, believed that, in the same way, human intelligence could also be
better understood by implementation [50]. While the endeavor to understand
how the brain works on an algorithmic level is still prominent today, it has
largely diverged into its own field. The computational neuroscientists of today
are researchers that largely wish to understand human cognition through the
lens of neural implementation. This knowledge of two fields, however, often
empowers these researchers to contribute to both fields. In 1980, Kunihiko
Fukushima proposed the Neocognitron, a network architecture for processing
images [10]. The architecture was based on the visual architecture of mam-
mals and centered on the notion that computational units become intelligent
through interactions with other units, just as it is in the brain.
In the 1990’s, many other forms of machine learning came to the fore-
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front. While “classical” machine learning techniques where hand-picked and
engineered features are used produced state-of-the-art results, neural network
research continued, albeit largely in the background. Among the most signifi-
cant findings of the mid- to late- 1990’s include the use of LSTM for addressing
inherent mathematical difficulties in modeling long sequences using neural net-
works [18].
2.6 Deep Learning
In 2006, The trajectory of neural network research changed when Ge-
offrey Hinton used greedy layer-wise pre-training [17] proving deep belief net-
works. As others built off of this finding and began to show how many forms
of deep networks could achieve promising results using Hinton’s strategy, the
term “deep learning” began to enter the academic lexicon. Throughout the
early 2000’s, a growing group of researchers, perhaps most notably Yann Lecun
[28, 26, 27], argued vocally in favor of the use of the deep learning paradigm
due to its ability to generalize effectively from relatively small datasets.
It wasn’t until 2012 that deep learning really took off when Alex Krizhevsky,
Ilya Sutskever, and Geoffrey Hinton won the ImageNet Large-Scale Visual
Recognition Challenge. Their network, dubbed AlexNet [25] was a “large,
deep convolutional network” that achieved the best top-5 test error rate, com-
ing in at 15.4%, significantly ahead of the 26.2% achieved by the second place
team. The success of AlexNet marked a significant turning point in the field of
computer vision, and is widely considered one of the most influential machine
10
learning publications in the field’s history.
From 2012 onward, the use of neural networks, especially deep convo-
lutional neural networks (CNNs) became extremely common. Such networks
taking home best prize honors at top conferences became increasingly com-
mon as well. At this point, the deep learning paradigm is well-known outside
machine learning and AI communities and is being used in many major tech
companies around the world in addition to being applied to many other scien-
tific fields.
Two of the developments which most positively influenced the success
of deep networks were an increase in availability of data and an increase in
computing power, most notably through the use of high-powered GPUs. As of
writing, the rule of thumb is that “a supervised deep learning algorithm will
generally achieve acceptable performance with around 5,000 labeled examples
per category, and will match or exceed human performance when trained with
a dataset containing at least 10 million labeled examples” [3]. Similarly, faster
processing has allowed researchers to build larger networks, which have been
able to generalize better for a variety of tasks. Given the current rate of
network growth as facilitated by computing power, CNNs will have the same
number of neurons as the human brain by 2050 [3]. It is reasonable to ex-
pect that, based on performance of past models, performance will continue to
improve as the amount of available data grows and processing speeds improve.
Opposite all the tremendous advantages that deep learning has brought
about stands a stark reality: even on the fastest available GPUs, training a
11
deep network takes a very long time. In the coming chapters, we will address




One of the solutions to a In 2001, Wolfgang Maass proposed liquid
state machines. Not long after, Herbert Jaeger proposed echo state networks.
The two concepts are now often grouped together and referred to as reservoir
computing. As opposed to the well-defined structure of feedforward networks,
reservoirs are usually populated at random. In this section, we will build up
some of the pre-requisities for understanding the reservoir computing paradigm
and show how it can be used to learn functions in a fraction of the time.
3.1 Recurrent Neural Networks
A neural network that contains cycles is called a recurrent neural net-
work (RNN). We showed that feedforward networks could approximate ana-
lytical functions. RNNs, on the other hand, approximate dynamical systems,
or functions with a time component. The concept of RNNs has been proposed
independently multiple times by different researchers from cognitive science,
computational neuroscience, and computer science [11, 45, 52].
In essence, RNNs are no different than feedforward networks, save that
we introduce a new, special type of edge that is different from conventional
13
Figure 3.1: A recurrent neural network and the unfolding in time of the com-
putation involved in its forward computation. Image taken from [27].
edges in that it can span adjacent time steps. These edges are called recurrent
edges, and they are the type that may form cycles of arbitrary length. Given
an input xt, where t is the current time, and the previous state information,
rt−1, We wish to predict an output yt. We must first calculate the new state
rt, which we do as follows:
rt = ϕ(w · xt + w∗ · rt−1 + br)
where w and w∗ are the set of conventional weigths between neurons and
recurrent weights between time steps, respectively. ϕ is an activation function
and, as always br denotes a learned bias term. Once we have rt , we can learn
yt:
yt = softmax(w
y · rt + by)
where wy is a new set of weights that must be learned. While training, we look
to minimize some loss function. While loss functions are somewhat application
specific, one of the most common is cross-entropy.
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A common technique used to intuit about the workings of a recurrent
neural network is to “unroll” the network so that it looks more like a feedfor-
ward network with one layer per time step and weights shared across said time
steps. Figure 3.1 shows how a simple RNN can be viewed as a feedforward
network through the process of unfolding. Clearly this unrolled network will
contain no cycles, which is significant in that it allows us to use a modified ver-
sion of backpropagation. Called Backpropagation through time (BPTT), it is
nearly identical to the version we already considered, except that we must deal
with the fact that the weights are still shared across time steps. To address
this, we average the shared weights after each is updated.
The main issue faced by BPTT is slow covergence. Due to our un-
rolling, the network will essentially grow after each iteration. Backpropaga-
tion and other training algorithms are computationally expensive, limiting the
complexity of the networks we can utilize.
3.2 Liquid State Machines
In order to address some of the computational intractability of RNNs,
Wolfgang Maass proposed the Liquid State Machine (LSM) in 2001 [30].
Largely inspired by discoveries in neuroscience, the pattern and distribution of
connections between neurons in LSMs are biologically inspired. These connec-
tions can be recurrent, bidirectional, and in general have less rigid structure
than in other network architectures. The result is a sort of “soup” of neurons
all mixed together. Furthermore, the neurons themselves are biologically-
15
Figure 3.2: Model of a simple reservoir network. Image taken from [1].
inspired. LSMs use what is called a spiking neuron. Spiking neurons model
neurons in the brain, where potential build up until it reaches some thresh-
old, and then fires along outbound edges, using a trail of activity bursts. This
technique is powerful in that it can approximate a wide variety of functions.
The downside is that developing an effective LSM requires a large engineering
effort to construct the network, as simulating biological neuron topologies is
a dynamical system in and of itself, making the use of LSMs computationally
expensive.
3.3 Echo State Networks
Developed by Herbert Jaeger [20] contemporaneously with LSMs, the
Echo State Network (ESN) is a similar development in that it utilizes the
same “soup”-like population of neurons. Jaeger called the soup a dynamical
reservoir, and it consisted of a large cluster of randomly populated neurons
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with many interconnections and recurrences. The reservoir was connected to a
final output layer similar to that of more familiar networks. Jaeger showed that
ESNs with a sufficient number of neurons and connections in the reservoir could
achieve high accuracy on classification tasks even when only the output layer
was trained. Unlike LSMs, ESN neurons are generally more typical sigmoid
neurons. Because the network is randomly populated and the neurons are
more simple, ESNs offer more computational efficiency compared to LSMs.
3.4 Reservoir Networks
Both LSMs and ESNs fall under the umbrella of what is today called
reservoir computing. A typical reservoir network consists of an input layer, a
reservoir, and an output layer. The difference between a reservoir network and
a typical RNN is that training error only prompts an update to the weights of
the neurons in the output layer. All the weights of the nodes in the reservoir
are set ahead of time and are not updated during training.
The architecture of the reservoir itself is application dependent, but
some common choices include a randomly populated set of neurons and con-
nections, a biologically-inspired architecture, and even fully connected reser-
voirs. Reservoir architecture is an active area of research. While it remains
to be determined what properties give a reservoir network the most learning
potential, there are some properties that researchers have found to be advan-
tageous in training reservoir networks.
The first such property is the echo state property. Postulated by Jaeger
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in his proposal of the ESN, the echo state property mandates that the influence
of a current state on future states diminish over time. Like sound echoing off
the walls of a cavern, every time data bounces off a neuron in the network,
it should not persist or amplify, but rather die off slowly. It is important,
however, that it does not die off too quickly because otherwise we will lose
the important ability of RNNs to have memory of the inputs. One common
test to verify that memory capacity is maintained is to test if the network can
recreate its input.
The second important property of reservoir networks is the separability
property. While perhaps obvious, it has been shown that reservoir models
for which different inputs produce different outputs can approximate a wider
variety of functions. Furthermore, this also gives us intuition on how the size
of our network influences its predictive power. Because a larger network can
have a wider variety of activations, it has higher separability power.
Apart from a larger number of neurons yielding a more powerful net-
work, the optimal architecture of reservoirs is largely unknown. While many
researchers have postulated that a fully-connected reservoir will produce the
best results, others have countered that sparse reservoirs can achieve the same
accuracy on classification tasks. Furthermore, while some have argued that
a randomly populated reservoir cannot possibly be optimal and have shown
wide variance in the performance of random reservoirs, no hand-crafted topol-
ogy has been able to significantly improve on the results yielded by random
networks [13].
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3.5 Applications of Reservoir Computing
Reservoir computing is still relatively new and has been less popular
than some of the other forms of deep learning which have become widely stud-
ied in the last decade. Nevertheless, the reservoir paradigm has already been
applied to many areas of research. Because of the developments of Maass, a
neuroscientist by trade, in LSMs, reservoir computing has been largely studied
by neuroscientists who see the paradigm as being similar to the topology of
neurons in the brain. Researchers have used reservoir computing as a bio-
logical explanation for tasks like natural language learning [15, 16, 22], visual
image processing [22, 21], and a variety of other tasks that are interesting
from the perspective of modeling the way the human brain solves them. In
addition, reservoir computing has also been used for more engineering-focused
statistical learning [2, 29, 39] because of its ability to attain good results with




Generative models are currently one of the most popular sub-areas
of deep learning. As opposed to many familiar learning tasks that seek to
learn how to classify/regress novel examples by training on existing examples,
generative models learn instead how to create the novel examples themselves.
Hopefully it is clear that this is a considerably more complicated task, but
recently researchers have found success with generative models. We will look
specifically at two categories of generative models: Generative Adversarial
Networks (GANs) and Autoregressive models.
4.1 Generative Adversarial Networks (GANs)
Generative Adversarial Networks, originally proposed in 2014 by a
group out of the University of Montreal [12], are a method for generating
examples that replicate as some class as closely as possible by framing the
task as a sort of competition between two networks. The first network, the
generator, tries to create the synthetic instances of the class. The second,
the discriminator, is a classifier that tries to guess whether a given example is
synthetic, i.e. created by the generator, or a real example. When the discrim-
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Figure 4.1: Overview of the DCGAN gnerator. The network (in yellow) is
made up of standard convolutional neural network components, such as de-
convolutional layers (reverse of convolutional layers), fully connected layers,
etc. Taken from OpenAI.com.
inator finds a difference that allows it to pin down an example as synthetic,
the generator adjusts its parameters to attempt to rid subsequent examples of
the traits that gave the previous ones away. We backpropagate through both
networks so that each is improving in its task. In theory, after going back
and forth in this game with the discriminator, the generator will be able to
produce samples that the discriminator cannot classify as being synthetic or
real.
A recent and popular generator model is one proposed by Alec Radford,
Luke Metz, Soumith Chintala in 2014 called DCGAN [40]. It is a feedforward
network that takes as input 100 randomly generated numbers and outputs an
image. The network consists primarily of deconvolutional layers that allow
us to up-sample the 100 random numbers in order to create a 64 × 64 pixel
image. The output layer uses a tanh activation and all others use ReLU .
21
Figure 4.1 shows a diagram of the model architecture. Remarkably, a simple
vector of length 100 populated with random noise is transformed to create
novel examples that mirror natural images.
4.2 Autoregressive Models
An autoregressive model trains a network that tries to model the con-
ditional probability distribution for each stage of creating an example. In
Natural Language Processing, we could look to generate new sentences [23].
Taking an autoregressive approach to this problem amounts to predicting the
likelihood of a word given the words that proceeded it based on the frequen-
cies observed from an existing corpus. In image generation like PixelRNN [38],
this amounts to generating a first pixel and then recursively generating all the
subsequent pixels based on the pixels near them in two-dimensional space.
PixelRNN uses softmax loss for training, making it significantly simpler
to train than GANs. They also achieve the highest log-likelihood for plausi-
bility of what was generated being an authentic image. The main downside of
Autoregressive models is that they are computationally inefficient compared
to the existing alternatives. This inefficiency stems from the fact that these
networks build their samples piece by piece. In the case of images, samples




GAR: A New Model
In this section we will motivate and develop a new network called a
Generative Adversarial Reservoir (GAR). As the name might suggest, GAR
is a combination of many of the concepts covered in sections 2-4. We will use
GAR for prediction of natural videos.
5.1 Motivation
One of the most significant challenges posed by predicting video frames
is the inherent high dimensionality. The resulting computational complexity
of natural video prediction can be prohibitive in many useful applications. Ex-
trapolating frames in a video has important use cases, especially when viewed
from the perspective of programming autonomous robotic agents. In order
for an agent to perform a task well, it must be able to ingest and process
information about its current state, predict a future state, and take an action
that prepares it to achieve its goal. Many of these interactions, naturally, are
governed by the laws of physics, which has led some [35] to learn these inter-
actions using manually labeled datasets to predict physics. While promising,
the value and feasibility of apprenticeship learning have been demonstrated [5]
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and motivated. An effective approach for learning via unlabeled video exam-
ples would be especially beneficial for natural video prediction because of the
nearly unlimited resources available.
5.2 Related Work
Video Prediction has become a popular area of research in the last 2-3
years, as applications for such methods become more and more relevant to
ongoing problems in both academia and industry. For the sake of brevity, we
introduce some of the most recent and influential in regards to our new model.
In 2014 Ranzato et al. showed how optical flow broke down spectacularly
for certain cases and proposed a baseline for prediction of natural videos using
techniques akin to the recurrent methods used in language models. Mathieu et
al. [31] showed that training a generative adversarial network with novel loss
functions for video prediction could provide greatly improve the “sharpness”
of predicted frames. Most recently, Finn et al. improved on long-range video
prediction using convolution LSTMs [9].
5.3 Formulation of the Model
Given a sequence X1, X2, ..., XN of consecutive video frames, we want to
train a system that is able to accurately generate subsequent framesXN+1, XN+2, ...XN + t
where t is the number of future frames we would like to predict. Furthermore,
given a sequence X1, X2, ..., XN where Xn where 1 < n < N is missing, we
would like to learn to “interpolate” the missing frame. This well-defined task
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clearly requires no labeling information about what is happening in the videos.
Now consider a (GAN) consisting of a generator, G, and a discrimi-
nator, D. Typically, as in [12], novel images are generated by G initialized
with random noise. D then estimates the probability that a given example
was generated by G as opposed to coming from the dataset of real training
examples. The networks are trained in parallel so that G learns to generate
images that are difficult for D to classify and D learns to determine the source
of an image.
Mathieu et. al modified the approach for natural video prediction. In
their model, G is still given with the same task of generating novel images. D,
on the other hand, also takes a sequence of frames from a video. D is trained
to estimate the probability that the last t frames of the are real or generated
by G. Because D uses temporal information to discriminate between real
and synthetic videos, G learns to generate temporally coherent sequences.
Furthermore, the random noise used in regular GANs is no longer necessary
since the generator can condition on real frames from the video.
Consider (X, Y ) to be a sample from the dataset of natural videos. X
is a sequence of N real frames and Y is a sequence of N + t real and generated
frames. We train D and G in an alternating fashion, meaning we keep the
weights of one network fixed and perform one SGD step on the other network.







where Lbce is the standard binary cross-entropy loss. The authors of [31] note
that utilizing this loss function alone can lead to instability since as G attempts
to “confuse” D, there is no guarantee that it will do so without making its
samples Y ′ close to Y . Thus they combine the above loss function with the
Lp loss. Therefore G tries to minimize λadvL
G
adv + λ`pLp where λadv and λ`p
are tunable parameters that weight the trade-off between the sharpness of the
frames and the similarity to the ground truth images.




Lbce(Dk(Xk, Yk), 1) + Lbce(Dk(Xk, Y
′
k), 0)
where Y ′ = G(X), the predicted frames from the generator.
The authors of [31] use the Image Gradient Difference Loss (GDL),
formulated as
Lgdl(Y
′, Y ) =
∑
i,j
∣∣|Yi,j−Yi−1,j|−|Y ′i,j−Y ′i−1,j|∣∣α+ ∣∣|Yi,j−1−Yi,j|−|Y ′i,j−1−Y ′i,j|∣∣α
where α is a parameter greater than or equal to 1. The merits of this loss
function are detailed in [31], but the main point is that GDL penalises the
gradient disparity between the ground truth and prediction by considering the
neighbor pixel intensity differences, keeping training time relatively low while
also making sure the predicted image most closely approximates the ground
truth.
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Finally, the authors of [31] use the following composition of loss func-
tions to train G:
LG = λadvL
G
adv + λ`pLp + λgdlLgdl.
In early 2016, Im et al. [19] proposed Generative Recurrent Adversarial
Networks (GRAN), whose structure is similar to GANs except that the gener-
ator G consists of recurrent connections that accumulate updates at each time
step. GRAN was used to generate novel images and showed improvement over
traditional adversarial nets.
A GAR is a GRAN where the RNN underlying the generator is sub-
stituted with a randomly generated reservoir. Optimal reservoir architecture
is an active area of research, and while some have argued that a randomly
populated reservoir cannot possibly be optimal and have shown wide variance
in the performance of random reservoirs, no hand-crafted topology has been
able to significantly improve on the results yielded by random networks [13].
5.4 Model Architecture
Figure 5.1 shows the network architecture we employ for video pre-
diction. The discriminator is identical to that of [31], while the generator is
designed so that each layer in [31] is replaced by a reservoir whose output
layer is of the same dimension as that layer. As before, the generator and
discriminator alternate training using the previously described loss functions.
The only difference is that training only occurs on the output layer.
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Figure 5.1: Network architecture diagram for training GAR using a context
of 10 video frames. The generator outputs Y ′, an image representing the
prediction for the next frame. The discriminator estimates the probability that
a given image comes from the original dataset or the generator, conditioning
on the prior frames.
5.5 Experiments
We now provide quantitative and qualitative results for evaluation of
our network. We apply GAR as a fast video prediction method. Training was
performed on Maverick, an HP/NVIDIA interactive visualization and data
analytics system housed at the Texas Advanced Computing Center (TACC).
Each node on Maverick Tesla K40 GPU and two Intel Xeon E5-2680 v2 Ivy
Bridge CPUs running at 2.80 GHz and 1/4 TB of total memory.
Unlike [31] which conditions the discriminator network on four and
eight frames, our setup enables us to use ten prior frames. We first test
our model for generating one frame and then apply it recursively to generate
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eight future frames. Clearly the more frames generated, the more difficult the
problem becomes. Just as in [31], we apply this motion to a random 64 × 64
pixel patches that optical flow indicates as showing sufficient movement. These
patches are normalized so that their values fall within [−1, 1].
5.6 Training Details
We present images that were generated using the baseline model devel-
oped by Ranzato et al., images generated by non-adversarial (L1 and L2) loss,
results achieved by conventional generative loss, and finally frames predicted
by GAR.
We use the following values for the model parameters for GAR, mir-





learning rate = 0.04 decaying to 0.005
batch size:10
The discriminator, D, uses ReLU non-linearities and 2× 2 pooling after con-
volutions. The learning rate for D is 0.02.
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5.7 Quantitative Evaluation
The metric we use to evaluate the similarity of our predicted frame, Y ′,
to the true frame, Y is Peak Signal to Noise Ratio (PSNR) given by









Here maxY ′ denotes the highest image intensity value possible. In
keeping with tradition, we also report the Structual Similarity Index Measure
(SSIM) developed by Wang et al. (2004). SSIM is a symmetric function given
by:
SSIM(Y, Y ′) =








where µY and µY ′ denote the average value for Y and Y
′, respectively, σY and
σY ′ represent the variance for Y and Y
′, respectively, σY,Y ′ is the covariance
between Y and Y ′ and c1 and c2 are stabilization constants.
5.8 Results
Table 5.1 shows a comparison of the results for 1st frame prediction on
an unseen test set of 20% of UCF-101 videos. It is worth noting that these
results differ somewhat from those reported in [31]. These minor discrepancies
most likely arise from minor differences in Mathieu et al.’s official code, which
is implemented in Torch, and the code for this work, which was implemented
in TensorFlow. The Adv+GDL models were also not fine-tuned as they were
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in [31]. Furthermore, we report results for Ranzato et al., but these are taken
from averges of the examples reported from Mathieu et al., not an actual
implementation of their method. It is included here because Ranzato et al. is
seen as the baseline for video prediction, but the values reported likely do not
represent the actual accuracy values that would be attained by their model.














Table 5.1: Results for prediction of first unseen frame.
At first glance these results do not appear to favor our method, as both
accuracy metrics fell short of Mathieu et al. for first frame prediction. Figure
5.2 shows the training loss over time for the two methods. While Mathieu et
al. converges to a lower overall loss, our method converges faster because of
the use of reservoirs for training.
Figures 4 and 5 show qualitative examples comparing the results of
Mathieu et al. and GAR with the ground truth.
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Figure 5.2: Comparing the training loss over time for GAR and method pro-
posed by Mathieu et al.
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Figure 5.3: Results for predicting one frame of videos from UCF-101 (Part 1)
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Figure 5.4: Results for predicting one frame of videos from UCF-101 (Part 2)
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Chapter 6
Conclusion and Future Work
In this work, we showed that a GAN could be modified to train using
the reservoir computing paradigm. We introduced the GAR, a network that
trains adversarially but replaces the layers of the network introduced in [31]
with randomly generated reservoirs. While this does not yield state-of-the-art
results as did [31] for image sharpness or [9] for length of prediction, it did
train notably quickly.
Future work on this topic would include exploring loss functions that
would retain the sharpness resulting from adversarial training as in [31], re-
taining the ability to predict long sequences of video as in [9] and also retain
the ability to train quickly. A network which accomplished all of those goals
would be a powerful tool that could be used in many different applications.
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