A wide variety of modelling approaches have been developed over the past few decades to provide quantitative advice to fishery managers about the potential consequences of proposed alternative management actions and to improve the design of fisherymanagement systems. This article surveys these approaches to identify the main differences among them in their application of decision theory, particularly in the methods used to account for uncertainty, and to identify model structures that need to be considered. Six interlinked model structures are identified: population dynamics, data collection, data analysis and stock assessment, setting harvest controls, the harvest decision process, and imperfect implementation. Their inclusion and design will depend on the institutional arrangements for fishery management. For example, some evaluations have included the last two structures to account for the flexibility of fishery managers in their making of annual harvest decisions and limitations on their ability to implement management policy precisely. Other evaluations have excluded them because they have evaluated ''management procedures'' whereby all participants would be bound to strictly follow a preset protocol for data collection, data analysis, and a harvest decision rule. In addition, this article identifies some trade-offs that are often made when modelling methods are formulated that can strongly affect model results and the advice given. Partly as a result of these trade-offs, analysts have recently been combining some of the originally divergent aspects of different modelling approaches. Examples of this include combining the use of Bayesian statistical methods with the use of alternative operating models (rather than only one) to account for both parameter and model uncertainty.
Introduction
Perhaps the greatest challenge to fisheries science at present is to unify the quantitative stock assessment advice which is routinely provided to fishery managers to design better management systems and produce predictable and desirable management outcomes. Typically, the quantitative scientific advice presented to fisheries managers has been used in an ad hoc manner, and the resulting management actions and systems have often led to unexpected or undesirable outcomes (Walters and Maguire, 1996) . Fisheries scientists have begun to address this issue through simulation modelling, by creating ''operating'' models which simulate the underlying system and then testing the consequences of alternative management actions. These simulations provide quantitative advice to fishery managers about the consequences of alternative fishery-management processes that could be adopted. This is an iterative process, beginning with performing an evaluation on proposed harvest control rules, followed by presenting the results and seeking comments from fishery managers and industry, finally revising the harvest control rules based on the results and the consultation, and then back to the evaluation.
There are three main reasons for evaluating alternative management processes: (a) the resulting relative performance of each corresponding fishery-management system (FMS) can be assessed, (b) the performance of each FMS relative to specified management objectives can be determined (Butterworth and Punt, 1999) , and (c) improvements in the design of fishery management can be achieved (e.g. Sainsbury, 1988; Geromont et al., 1999) . A variety of technically and conceptually different modelling approaches have emerged from this research (Bergh and Butterworth, 1987; Restrepo et al., 1992; Powers and Restrepo, 1993; McAllister et al., 1994; Punt and Hilborn, 1997; Starr et al., 1997; McAllister and Kirkwood, 1998a, b; Cooke, 1999; Geromont et al., 1999; Kell et al., 1999) .
We review recent trends in providing quantitative advice on the performance of proposed changes to the design of FMSs. For example, changes can be made to the technical measures, to the harvest control rules, and to the data collection protocols. A common element underlying many approaches is the application of decision-theoretic methods (Raiffa, 1968; Berger, 1985) . Some of the main differences in the application of these methods, particularly in the approaches used to account for uncertainty, are identified and discussed. Further, some of the key processes within FMSs that should be modelled to evaluate system performance are outlined. A discussion of the model structures that must be included to model these processes and the variety of approaches to modelling such structures and their linkages is provided. Also, some important trade-offs that are often made when adopting various modelling methods that strongly affect model results and the advice given are identified. Some of the areas requiring further research are outlined.
Before different approaches to providing management advice can be discussed, it is useful to define and contrast two terms often applied in fishery modelling, fishery-management system (FMS) and fisherymanagement procedure (FMP). We then outline the main ways in which decision analysis has been applied to evaluate FMS performance. Then, the various processes in FMSs that must be modelled to evaluate system performance are discussed. Next, some of the key tradeoffs that are encountered when constructing evaluative models are described. Key areas requiring further research are outlined in the Discussion.
Fishery Management Systems and Fishery Management Procedures
An FMS is defined here as the set of formal or informal rules, procedures, and patterns of behaviour followed by the participants in a fishery (fishermen, scientists, and fishery managers) that systematically govern the impact of harvest activities on a particular fishery resource. Broadly speaking, any of the approaches outlined could be adopted in a fishery to provide quantitative advice to fishery managers about the potential consequences of modifying an existing FMS or of implementing a new one.
The modifications that fishery managers can make to an FMS vary in the scope and magnitude of the changes that can be made to parts of the system. They include changes to gear regulations, area and season closures, and minimum size limits. They also include changes to protocols for gathering and processing data for stock assessment, changes to the estimator in the stock assessment procedure, and changes to the procedure that is used to set an annual harvest control measure (e.g. the setting of a total allowable catch (TAC) or total fishing effort). Evaluations typically involve varying only one of these aspects at a time while keeping all others constant.
In a general sense, the evaluated alternatives could also include those that incorporate joint variation in all of the individual parts that control the FMS. A fully specified feedback control system applied as part of an FMS is commonly termed a FMP. A FMP typically specifies the types of data to be collected for stock assessment, how they are to be collected and processed, the estimation procedures to be applied to estimate management quantities based on the specified data, and how these estimated quantities are to be used to set the harvest controls. In a number of fisheries where formal FMPs have been specified for fishery management, all parties in the fishery have in principle agreed to follow strictly the FMP, and management of the fishery becomes automated (Geromont et al., 1999) . In contrast, harvest control measures recommended by fishery assessment scientists in FMSs which have not implemented formal FMPs are rarely followed strictly by fishery managers.
Therefore, there is a distinction between FMSs that are automated because all of the participants in the fishery have agreed to follow a FMP strictly, and those in which this is not the case. The authors argue that, in both instances, it is the overall performance of the FMS that should be of interest and evaluated. Below, various approaches to evaluating FMS performance quantitatively are discussed.
What types of analysis are required?
There appears to be general agreement in the recent literature on how to perform the analyses to provide quantitative advice to fishery managers on the potential consequences of alternative management options. Francis and Shotton (1997) indicate that such agreement concerns the types of inputs and outputs required and the method of analysis to be applied. There is general agreement that the inputs should include data on the fishery and the population, a model or set of alternative models to describe the dynamics of the population, a quantitative description of the uncertainty about the data and the model, and several alternative management actions. The required outputs include one or several performance criteria describing the consequences to the fishery and the stock under each alternative management option investigated. There is also general agreement that Monte Carlo simulation techniques should be used to project the models from the current year into future years so as to evaluate a range of predicted outcomes for each management option.
This form of analysis is effectively a method of decision analysis (Raiffa, 1968; Berger, 1985; Lindley, 1985) . Decision analysis was developed in the field of operations research to provide quantitative advice for decision-making in instances where there is uncertainty over the outcomes of alternative actions. How the procedure of decision analysis has been applied to evaluate FMSs is discussed below (from Punt and Hilborn, 1997; McAllister and Kirkwood, 1998a) . Finally, an indication is given of where there are important variations between applications (or approaches) in each of the steps implemented.
Identification of alternative management options
The set of alternative management options that could be implemented is usually identified through discussions among fishery managers, scientists, industry members, and parties with an interest in the resource. Either implicitly or explicitly, the objectives of managers and other participants strongly influence the formulation of these options and the measures of policy performance, and ultimately the adoption of one of the management options. The evaluation process becomes very difficult if management objectives are not clearly specified.
Specification of measures of policy performance
This step involves the use of management objectives to define a set of indices or measures to evaluate anticipated policy performance and a time horizon over which to evaluate the expected outcomes of each policy. Performance measures are generally of two types: those which index attributes of stock conservation and those related to costs and benefits to the fishing sectors. Examples of the types of index that are often chosen include the expected average catch, the biomass at the end of the simulation, interannual variability in catch, and the probability of depleting the stock below some threshold (Bergh and Butterworth, 1987) .
Specification of alternative hypotheses
Every fishery under management can be described by multiple mutually exclusive hypotheses that can be used to explain the historical observations and to provide conjectures about the potential dynamics of the fishery in future years. Such hypotheses encompass a range of underlying model structures to describe the population dynamics and a range of reasonable values to apply to key model parameters. A properly formulated decision rule must be evaluated across a range of plausible hypotheses, encompassing different ''operating'' models and varying parameter values to account for uncertainty in the evaluation of alternative management options. When a value for a single parameter or set of values for a set of parameters (parameter vector) is considered to be uncertain or drawn from a distribution of potential values, each potential realization of the values may be viewed as one alternative hypothesis. The distribution, from which a value or set of values for a parameter vector is given a weight, therefore reflects the alternative hypotheses for that parameter value or vector of parameter values (see next step). This covers the common case in which interannual variability in a parameter value is accounted for by drawing its value from a distribution in each simulated year. One realization of the set of parameter values for the years simulated can be viewed as one alternative hypothesis. On the other hand, if the values were known perfectly, they would have been fixed at those values.
Relative weightings for alternative hypotheses
The alternative operating models and their parameter values should be given weightings that reflect the relative plausibility of each model and of the possible values for the parameters in each model. The weights should be applied to the outputs from the alternative operating models that describe the observed data. Thus, there should be two different types of weightings, one for the alternative models and the other for the alternative values for the parameters in each model. Typically, the weightings for parameter values in each model should be applied in simulations within each model separately. Each model would then have a separate distribution of outcomes. These results can then be compared among models. Following this, the results from different models can be combined using the weights assigned to each model (Raftery and Richardson, 1996) . The final outcome would be a set of distributions for each model which could be combined using model weights. In some cases, the results across models may be so alike that model weightings may not be crucial. On the other hand, if the results are very different, then the model weightings are very important.
A variety of approaches have been used to construct weights for model parameters. These include ad hoc approaches, frequentist and Bayesian approaches, or combinations of these. In the ad hoc approaches, distributions for parameter values are drawn up informally to reflect subjective belief about the potential range of values and their relative credibility Francis and Starr, 1998; Geromont et al., 1999) . For example, a uniform distribution for the rate of natural mortality has sometimes been used in Monte Carlo analyses (Restrepo et al., 1992) . Frequentist methods, such as bootstrapping, have also been applied to construct probability distributions for important quantities used in population models (Restrepo et al., 1992; Geromont et al., 1999; Kell et al., 1999) . These distributions are often used as if they were Bayesian posterior probability distributions to weight alternative hypotheses. However, this interpretation of bootstrapped distributions remains controversial (Francis, 1992; Hilborn et al., 1993; Walters, 1993; Gelman et al., 1995) .
In contrast to these approaches, Bayesian statistical methods provide a rigorous conceptual and methodological basis for assigning weights to alternative parameter values. This covers both continuous possibilities (e.g. ac cb where a and b are different values for the parameter ) and discrete possibilities (e.g. =a or =b). Prior probabilities are assigned to alternative hypotheses based on the available scientific evidence. Using Bayes' rule, these priors are updated with observed data to obtain posterior probabilities (Arnold, 1990) . This procedure automatically assigns a weight in support of each alternative hypothesis. While this sounds relatively straightforward, it is not always so. Difficulties can often be encountered when implementing Bayesian methods, for example, in constructing prior distributions and estimating posterior distributions for non-linear models with several parameters (Walters and Ludwig, 1994; Punt and Hilborn, 1997; McAllister and Kirkwood, 1998a) .
The assigning of weights to alternative operating models is less straightforward than to parameter values. Very commonly, when there are a variety of alternative operating models, the most pessimistic or worst case scenario can be given the greatest weight and any management option must perform well under it if that option is to be accepted (Butterworth et al., 1996) . Alternatively, Butterworth et al. (1996) provide guidelines for ranking the plausibility of different operating models. These rank hypotheses based on the availability of data for the population of interest, the availability of data from similar species in the same and different regions, the availability of data from any species, or, finally, based solely on theoretical grounds. Butterworth et al. (1996) suggest that qualitative weightings assigned using these guidelines could provide a starting point for assigning prior probabilities to structurally different models.
In some cases, Bayes' theorem can be used to determine weights in support of alternative operating models (Raftery and Richardson, 1996; McAllister and Kirkwood, 1998a; Appendix) . This can be done when structurally different models are fitted to the same data. When structurally different models are fitted to different data, it is commonly thought that Bayes' theorem cannot be applied correctly. However, it is demonstrated in the Appendix that it can. The Bayes' rule in Schnute and Hilborn (1993) was designed to deal with data that might not be informative for a biological model and/or different data sets that support different or ''contradictory'' parameter estimates for the same biological model. The new formulation in the Appendix could address the problem of assigning weightings to structurally different models in a rigorous Bayesian context.
However, in many instances there is little or no empirical basis for assigning weights to alternative operating models. In such situations, research is needed to provide more scientifically defensible alternatives to the worst case scenario and other ad hoc approaches.
Evaluation of management performance measures
This usually involves the following steps:
randomly drawing values for parameters from their joint probability distribution for each alternative operating model using the drawn parameter values, projecting the model into the future under the management option of interest calculating the outcomes of the management option in this single future projection repeating the above three steps many times producing a distribution of outcomes for the management option.
It is important to draw the same parameter values, when comparing across management options under alternative operating models, to preclude Monte Carlo error from confounding the comparisons. It is also important to note that the process error terms (e.g. stock-recruit function deviates) are included in a draw.
Presentation of results to decision-makers
The evaluation of management options can result in voluminous quantities of simulation results, particularly when many performance measures or alternative hypotheses are being examined. The communication of such results to scientists (let alone managers) can be challenging. It is common to summarize results in the form of probability distributions, expected values, and percentiles of distributions of the performance statistics for each management option being examined.
This step can sometimes help to clarify the objectives of the fishing industry or of fishery managers. A party may say that it dislikes a given option and, when asked the reason, may be able to verbalize or quantify a problem previously unmentioned or not even realized. This forms a potentially important part of the iterative process of designing better harvest control rules or management options.
What model structures should be included?
There is also agreement in the literature (though less universal) over the main dynamic processes in the system that must be simulated in order to evaluate an FMS. The processes which are most often included are fish population dynamics and the collection and analysis of data (Powers and Restrepo, 1993; McAllister and Pikitch, 1997; Kuikka, 1998; Cooke, 1999; Kell et al., 1999; Punt and Smith, 1999) . Data analysis implies either a complete stock assessment or the application of formulae which interpret the data in the form of a harvest control rule.
The authors believe that, when a procedure is constructed to evaluate an FMS, the evaluation needs to consider at least six different processes within the FMS (Fig. 1 ). The processes modelled will depend largely on the questions posed and the types of management options considered. Before outlining these components, it should be noted that the definitions in Figure 1 have extended the ''operating model'', previously defined by Punt (1997) to include only the population dynamics and observation models, to include four separate components: a population dynamics model, an observation model, a harvest decision model, and an implementation model. These are considered here to be separate (yet interlinked) processes that each contain unique properties and uncertainties which require individual specification.
Population dynamics model
This component models the population dynamics of the fish population(s) of interest and its interactions with the fishery. It therefore models the effects of the FMS on the fish population and any potential changes in the FMS that may be implemented. It can also include the effects of ecological interactions with other fish populations, environmental perturbations and trends, and spatial components of the fishery and fleet dynamics.
As mentioned above, evaluation of parameter uncertainty will occur within the operating model. This is often done using Monte Carlo simulation procedures, but other approaches may be used (Thompson, 1992) . Note that an FMP evaluation in the IWC sense would merge the harvest decision model and harvest control model boxes because it would be assumed that the harvest control rule would be strictly followed. The two dashed arrows leading from the circle into the harvest control model box indicate that two alternative harvest control options can be adopted: model-based and model-free (see text).
Most contributions have used Monte Carlo methods, although the method for choosing parameter values has varied considerably (Table 1) . Also, as mentioned above, the evaluation of structurally different operating models for fish population dynamics is required to account for uncertainties in model specification. This practice is becoming more common. For example, several recent articles have accounted for uncertainty in the functional form of the stock-recruit relationship (Kuikka, 1998; Kell et al., 1999; Geromont et al., 1999; Punt and Smith, 1999) (Table 1) .
Observation model
This model simulates the gathering of observations from the fish population, the fishery, and other environmental processes which may be used as input to stock assessments or harvest control rules (e.g. Geromont et al., 1999) . It is usually assumed that the data obtained reflect the true state of the population and that the sampling error added includes both systematic biases and random but unbiased error variability. The types of data modelled will vary depending on the methods for data analysis and the harvest control rules applied (see below). For example, in many instances, stock assessments are carried out that require age-structured data and relative abundance indices, and the TACs set are based on the results of these age-structured stock assessments (e.g. Punt and Smith, 1999) . Careful analysis of patterns of variability in the data is required in order to identify the sources of error variability and their functional forms in each of the types of data simulated (see chapter 1 of McAllister, 1995) . Moreover, there is often considerable uncertainty in the manner in which the patterns of data variability are generated (e.g. McAllister, 1995; Geromont et al., 1999) . Therefore, it is sometimes appropriate to construct different operating models for both historic and future observations when there exist widely differing scenarios for how data are actually generated (Geromont et al., 1999; Punt and Smith, 1999) . Most papers that evaluate FMS performance have included this component (Table 1 ). In most cases in which observation models are included, the main question of interest concerned the effects on system performance of implementing alternative harvest control rules. Data errors were recognized as an important factor in determining harvest control performance in many of these studies (Kell et al., 1999; McAllister and Kirkwood, 1999; Punt and Smith, 1999) . In other instances, the consequences of changes to the data collection regime itself are of interest (Bergh and Butterworth, 1987; McAllister and Pikitch, 1997; Branch, 1998) . In yet other instances, the consequences of changes to the stock assessment estimator is the primary question of interest (Ludwig and Walters, 1985; McAllister and Kirkwood, 1999 ).
Harvest control model
This component models the analysis of data to set harvest controls. It may consist of a ''model-free'' approach in which the harvest control rule is based directly on survey data or, alternatively, of a ''modelbased'' approach that incorporates two subcomponents, a stock assessment model used to estimate model parameters, and a subsequent harvest control rule which is based on the output.
Model-free harvest control rules
Harvest control rules are sometimes formulated directly from absolute or relative abundance data (Magnusson and Stefánsson, 1989; Sakuramoto and Tanaka, 1989; De Oliveira et al., 1998a; Geromont et al., 1999) . Such systems are still feedbackcontrol systems, yet regular stock assessments are not included in the actual management system. If the implementation of the harvest control rule, model-free or model-based, is automated, both expense and time consumed in annual stock assessments are minimized. One benefit is that this enables more effort to be devoted to other pressing research issues.
When only abundance data are used to formulate a harvest control rule (e.g. increasing or decreasing the harvest rate depending on the sign and slope of the average trend in relative abundance over the most recent observations), there may be no need to perform a stock assessment. However, basing harvest control rules directly on the trends in abundance observations might not yield entirely satisfactory performance over the long-term, especially if there are large uncertainties over stock size and in the sources of error in the abundance series (McAllister, 1995; Geromont et al., 1999) . If estimates of abundance are absolute and there is confidence that the biases are small, such approaches are often practical, as for example with the Namibian population of Cape fur seals surveyed by aerial counts (Geromont et al., 1999) .
It may be prudent to compare the performance of model-free harvest control rules with model-based rules during the evaluative phase (IWC, 1992; Punt and Smith, 1999) . A typical weakness of the model-free procedure is greater variability in performance statistics. Model-based procedures provide a smoothing effect by fitting a model to data which lowers variability when evaluating management controls. However, modelbased procedures can potentially result in poorer management performance if the model is biased and poorly describes the actual population dynamics. Additionally, Magnusson and Stefánsson (1989) found that their model-free approach could be used Multiple processes BRP -biological reference point; D -data collection protocol varied; E -estimator varied; F -fishing mortality rate; FMPP -fishery management procedure performance recognizing that all parties in system have agreed to adhere to details of procedure; FMSP -fishery management system performance recognizing that all parties to the system are not bound to adhere to the harvest control rules evaluated; HC -different harvest control options examined; HCM -harvest control model; HD -assumptions about historic data; HDM -harvest decision model; MC -Monte Carlo; PDM -simulated true population dynamics model; PVs -parameter values; SAP -stock assessment procedure; SRF -the simulated true stock-recruit function ; T -future horizon (where known).
successfully to stabilize population trends and control changes in abundance to some level. However, as the approach is usually based only on trends in abundance, it cannot by definition drive a population to a target level defined in terms of a population model (e.g. some fraction of the unfished equilibrium population size). Despite slightly poorer performance over the long term, model-free approaches are attractive for a variety of reasons. They are relatively simple to understand and to simulate compared to model-based ones. Their minimal computing time allows a large number of robustness tests to be performed quickly. To a greater extent than model-based approaches, they can offer workable alternatives when there is heated controversy over the results of stock assessments, as they did in the Namibian hake fishery (Geromont et al., 1999) . Not surprisingly, modelfree procedures are common in fisheries where FMPs have been implemented (Butterworth and Punt, 1999; Geromont et al., 1999) (Table 1) .
Model-based harvest control rules
It is important that model-based harvest control procedures be included in evaluations of FMP performance for at least two reasons. First, simulation evaluations have suggested that model-based procedures may often perform better than model-free procedures (IWC, 1992; Punt and Smith, 1999) . Second, in most economically valuable fisheries, harvest control procedures are based on the results of a stock assessment. When changes to the feedback-control system in such fisheries are considered, it is necessary to simulate the stock assessment of the data to allow comparisons to be made between candidate FMPs. These evaluations will include stock assessment (below) and harvest control (see later) models.
A stock assessment model simulates the stock assessment procedure followed to provide estimates of the quantities applied in the harvest control rules (Powers and Restrepo, 1993; Smith, 1993; McAllister and Pikitch, 1997; Branch, 1998; Kell et al., 1999; McAllister and Kirkwood, 1999; Punt and Smith, 1999) . To undertake such an evaluation, it is necessary to take account of the error patterns (i.e. bias, imprecision, and autocorrelation in error) in the estimates of stock size and other quantities used in the harvest control rules. The most appropriate way to do this is by simulating the stock assessment procedure.
Simulation of the stock assessment procedure is relatively common in studies that evaluate FMS performance (Powers and Restrepo, 1993; Punt et al., 1994; McAllister and Pikitch, 1997; Cooke, 1999; Kell et al., 1999; Punt and Smith, 1999) . In some instances, only relatively simple estimators are used (e.g. IWC, 1992; Kirkwood, 1997; Cooke, 1999) . Such estimators typically involve fitting a non-age-structured production model to relative abundance data, and include simple closed-form maximum likelihood or least squares estimators (IWC, 1992; Smith, 1993; Branch, 1998) . There are obvious benefits to evaluating and implementing such stock assessment procedures. First, the evaluated FMPs will have been thoroughly tested for robustness against a wide range of possible states of nature. Second, the properties of the investigated estimators will be well known. Third, it is likely that the estimates of the relative FMP performance will be less biased than if only approximations to the estimator had been tested. Fourth, the evaluations may run quickly because only simple estimators are evaluated. Fifth, simple estimators have sometimes been shown to perform as well or better than more complex estimators when applied in simulations of FMSs (Ludwig and Walters, 1985; Punt, 1993; Punt and Smith, 1999) . Sixth, the actual work required to collect, process, and analyse the data for such estimators may be much less costly and time consuming.
In other instances, more complex estimators are of interest because age-or length-structured data may be available, and estimators that fit age-or lengthstructured models to them may already have been applied to set harvest controls (Bence et al., 1993; McAllister and Pikitch, 1997; Kell et al., 1999; Punt and Smith, 1999) . In such instances, the evaluation of a status quo management system is required if alternatives to the status quo (especially radical changes) are to be considered properly. Additionally, other estimators which are more complex than closed form maximum likelihood or least squares may be of interest. For example, Bayesian estimators allow the harvest control rule to incorporate estimates of risk (McAllister and Kirkwood, 1998b, 1999) . FMS evaluation in such instances therefore needs to incorporate more complex estimators. This will allow comparisons of the expected performance of existing FMSs which already apply complex models with proposed alternatives that could include, for example, different estimators, different data collection regimes or different harvest control rules (Bence et al., 1993; Powers and Restrepo, 1993; McAllister and Pikitch, 1997; Kell et al., 1999; Punt and Smith, 1999) . It will also allow the comparison of candidate FMSs with complex versus simple estimators (McAllister and Kirkwood, 1998b; Punt and Smith, 1999) . Therefore, in many instances, it will be necessary to simulate such estimators to evaluate the potential consequences of modifications to FMSs (Sainsbury, 1988; Bence et al., 1993; McAllister and Pikitch, 1997; Kell et al., 1999) .
When complex estimators are to be evaluated by simulation, particularly the detailed ones in existing FMSs already used to set harvest controls, some simplification of the estimator may be required in order to achieve computational tractability in Monte Carlo projections (Bence et al., 1993; Powers and Restrepo, 1993; McAllister and Pikitch, 1997) . However, such simplification will compromise the accuracy in performance measures for alternative FMSs and is controversial. One school of thought is unwilling to evaluate by simulation any harvest control model that cannot be fully specified in computer code. Practitioners of this school believe that results from simulations in which the harvest control models are simplified, e.g. by simplifying a complex estimator, will be biased by an unknown amount and therefore cannot be considered reliable or worthwhile.
Another school of thought is willing to sacrifice some accuracy in simulation results to achieve a computationally tractable means to compare the potential performance of proposed management alternatives, some of which include complex estimators. According to this latter school, such simplifications may be useful, providing that the ranking of management options according to each performance measure is unlikely to be affected by the simplification in the estimator. For example, when the potential consequences of implementing alternative research survey designs are evaluated, the ranking of alternative designs in their effects on average catch, variability in catch, and depletion in stock size will probably not be changed if the estimator that will actually be fitted to the survey data is simplified for computational tractability (Bence et al., 1993; Powers and Restrepo, 1993; McAllister and Pikitch, 1997) . In most cases, common-sense judgement and preliminary simulation tests can be applied to assess whether the ranking of alternative management options according to each performance measure is likely to be changed by the simplification of the estimator (McAllister, 1995; McAllister and Kirkwood, 1999) . McAllister and Kirkwood (1999) , for example, use a multivariate conjugate prior to simplify a Bayesian estimator and find that the ranking of alternative harvest control rules over all performance indices evaluated is insensitive to the simplification. The simulations run up to four times faster with the simplification and could allow more management options to be evaluated and more robustness trials to be performed.
Apart from the potential computational burden, a few other problems are common to the evaluation of FMPs by simulating a stock assessment. The first is ''human intervention''. In actual stock assessments, judgement is often exercised when results appear to be unreliable. Checks and filters can be built into simulated assessments to account for such ''human intervention''. The second is ''human learning''. Through continuing research, scientists typically update their understanding of fishery processes, such as recruitment, stock structure, gear selectivity and the relationship between catch rates and abundance, all of which can dramatically affect future stock assessments. Before proceeding with the evaluation, consideration needs to be given to whether and how to incorporate such learning in the simulations. A likely consequence of such learning is that there may be modifications in the management reference points and the harvest control rules. Such potential future changes in the reference points are beyond the scope of present FMS evaluation, because the terms of reference usually only include fixed reference points and the evaluation of a fixed FMS.
In comparison to a stock assessment model as detailed above, a harvest control rule specifies the specific procedures to be applied to control the harvest, based on the results of the stock assessment or on the actual survey data. The vast majority of evaluations of FMS performance are devoted to the evaluation of alternative harvest control rules (Table 1) . In most cases, the control rules evaluated compute recommended catch levels (Bergh and Butterworth, 1987; McAllister and Pikitch, 1997; Branch, 1998; Cooke, 1999; Geromont et al., 1999; Kell et al., 1999) . In some other instances, effort control rules have been evaluated (Kuikka, 1998; McAllister and Kirkwood, 1998b) . The range of harvest control options to be evaluated usually depends on the degree of latitude available to managers within the context of the existing system. For example, it may be important to examine alternative technical measures, such as mesh sizes and area closures. In newly developing fisheries, or in fisheries in crisis (e.g. from stock collapse or severe depletion), radically different options can also be considered. It is usually in such instances that fundamentally different FMSs can be considered (Branch, 1998; Cooke, 1999; Geromont et al., 1999) .
When only abundance data are used, or a simple estimator using a maximum likelihood or least squares is applied, then only point estimates and sometimes variances for management quantities tend to be used in the harvest control rule (Smith, 1993; Branch, 1998; Geromont et al., 1999) . For example, the harvest control rule could be a TAC determined by a combination of the point estimates for stock biomass, target harvest rate, and CV in the biomass estimate, the last of these determining the extent of change in catch allowed between one year and the next (Smith, 1993) . By using policy-tuning parameters that adjust the harvest control factors, a wide variety of sophisticated options are available (IWC, 1992; Geromont et al., 1999; Punt and Smith, 1999) .
When more complex estimators are used, even more sophisticated decision rules are potentially available for evaluation. For example, if a Bayesian estimator is applied, posterior distributions for each of the management quantities can be used to formulate harvest control rules that incorporate risk considerations. If the distributions are flat and indicate considerable uncertainty, harvests can be adjusted downwards, so incorporating precaution explicitly. This can be implemented directly by use of a pre-specified percentile of the posterior for stock biomass combined with the target harvest rate to calculate the target TAC, as in the catch limit algorithm of the IWC's Revised Management Procedure (Kirkwood, 1997) . Alternatively, the target TAC could be lowered in a given year if the maximum tolerable risk of exceeding a specified threshold maximum harvest rate is exceeded (McAllister and Kirkwood, 1998b, 1999 ). An advantage of such sophistication is that it may help to reduce trade-offs in management objectives. For example, harvest control rules that can explicitly be adjusted to a particular level of perceived risk may allow for larger harvests if information levels are improved. Moreover, widening the range of possible harvest control options will increase the opportunity for defining rules that have fewer undesirable trade-offs and will increase the likelihood of identifying a candidate FMS satisfactory to all parties.
Harvest decision model
This model simulates the decision-making process followed by fishery managers once they are provided the output from the harvest control rule model. This process could include additional considerations that often affect decisions made by fishery managers. For example, fishery managers may adjust a recommended TAC upwards to meet employment objectives. In those instances when the participants of a fishery agree to adhere strictly to the FMP, this box can sometimes be merged with the harvest control rule (Cooke, 1999) . In contrast, managers frequently are not bound to comply exactly with the prescriptions of the harvest control rules, and may indeed seldom follow them (McAllister and Pikitch, 1997; Kell et al., 1999) . If it is believed that fishery managers will modify the harvest control rule in some way, then this component should be included to model the performance of the FMS more accurately.
Even in those fisheries where all parties explicitly agree to follow a harvest control rule, fishery managers may find exceptions to it after implementation. For example, in the South African anchovy fishery, where a management procedure had been formally adopted (Cochrane et al., 1998) , the prescriptions of the harvest control rule were rejected by fishery managers in 5 out of 9 years. This was mainly because the TACs prescribed by the rule (e.g. no catch) in those 5 years were deemed unacceptable (Francis and Shotton, 1997) . However, this component and the next have often been implicitly incorporated in FMP evaluations in the form of robustness tests, for example, that account for under-reporting and lower limits being placed on TACs (Butterworth and Bergh, 1993) . Thus, even in those cases where there is a proscriptive FMP, it may be appropriate to consider the actual harvest decision process to evaluate the conditions under which the harvest control rules might be modified by decision-makers. The authors believe that it is essential to develop an accurate and thorough understanding of the decision-making process to evaluate an FMS properly.
Implementation model
This model simulates the application of the harvest control decisions on the fishery and consequently on the population simulated in the operating model. For example, the proposed TAC may be either over-or undercaught or catches may be under-reported (Butterworth and Bergh, 1993) . Rosenberg and Brault (1993) identified implementation uncertainty as a major contributor to the uncertainty in an FMS and concluded that it can have considerable impact on FMS performance. However, this component is frequently overlooked in many evaluations of FMS performance (Table 1) . Even when FMPs are closely adhered to, deviations between the proposed harvest control levels and the actual realized catch can often occur and can be frequent and substantial when there are differences in objectives between fishery managers and fishers (Rosenberg and Brault, 1993) .
Important trade-offs
The authors believe that it is important for practitioners to keep in mind the trade-offs often made when they choose a particular procedure for FMS evaluation and make the various decisions required to evaluate the FMS. Such trade-offs can seriously affect model results and the advice given, and may not be fully apparent at the time that modelling decisions are made. Three of these trade-offs are described below.
Between model and parameter uncertainty
For any FMS evaluation, it would be desirable to account for all relevant sources of structural uncertainty and for the full extent of parameter uncertainty. However, owing to time, computational, and other limitations, this is rarely possible. Often an approach is adopted because it appears convenient and has many attractive features. For example, Bayesian statistical methods are conceptually attractive and can be applied to explicitly account for parameter uncertainty. When Bayesian procedures are applied rigorously in fisheries stock assessment, the evaluation of parameter uncertainty for a given operating model can become extraordinarily onerous McAllister and Ianelli, 1997) . In such applications, there were relatively few alternative operating models. However, dozens of parameters were treated as uncertain and tens of thousands (up to millions) of draws of parameter values were taken. If a large variety of operating models were to be included in the evaluation, it would be impossible to apply such effort to each model within the time available for such work. Therefore, recent reviews of Bayesian stock assessment procedures have suggested that only a few alternative structurally different models be considered in a stock assessment (Punt and Hilborn, 1997; McAllister and Kirkwood, 1998a) .
Some authors suggest that structural uncertainty may be more important than parameter uncertainty in FMS evaluation (De Oliveira et al., 1998b; Butterworth and Punt, 1999; Cooke 1999; Punt and Smith, 1999) . This implies that, when it is not possible to consider both forms of uncertainty exhaustively, it may be more critical to evaluate structural uncertainty rather than parameter uncertainty. Therefore, more effort should be devoted to constructing structurally different operating models than on exhaustively accounting for parameter uncertainty in only one operating model. Many recent works, especially those evaluating FMPs (e.g. Cooke, 1999; Geromont et al., 1999; Kell et al., 1999) , follow this approach, i.e. parameter uncertainty is traded off in favour of structural uncertainty (Table 1) . In those applications, there were several alternative operating models but relatively few parameters were treated as uncertain, and relatively few draws, e.g. 100, were obtained for parameter values in each operating model.
To some extent there is an overlap between parameter and structural uncertainty because models may be parameterized to allow continuous transitions between structurally different models. Examples include adding an exponential parameter to the relationship between catch rate and abundance so that there is a continuum between a model in which catch rate is directly proportional to abundance and one in which catch rate is a curvilinear function of abundance (Walters and Maguire, 1996) . Another example involves including a generalized stock-recruit function that, depending on its parameter values, can become the Ricker, Beverton-Holt, or Shepherd functions (Schnute, 1985) . Such parameterizations may be a more satisfactory approach to accounting for both forms of uncertainty than applying discrete alternative models, particularly because it is often far simpler to estimate parameters in a single model than to provide weightings for structurally different models.
Finally, some argue that relatively few structural uncertainties will dominate in terms of risk-related criteria (De Oliveira et al., 1998b) . Therefore, it may be expedient to choose to perform evaluations on only those plausible alternatives that would be expected to give the most divergent results (Butterworth and Punt, 1999) . Therefore, combining careful attention to model parameterization, the use of Bayesian estimation methods, and the evaluation of a carefully selected set of structurally different operating models could help to strike a reasonable balance between parameter and model uncertainty (Punt and Hilborn, 1997; Cooke, 1999; Punt and Smith, 1999) .
Between extent of precaution applied and short-term yield One of the primary goals of evaluating FMSs through simulation is to identify options that allow the highest yields possible at an acceptable level of risk. However, the relative weightings assigned to alternative operating models and their parameter values can affect the balance between the level of precaution achieved and the yield obtained. For example, in early IWC work in which a large variety of operating models were constructed to account for structural uncertainties, the management procedures were required to perform acceptably under the worst (or most pessimistic) scenario identified. Such an approach lowers the risk at the expense of potential yield. An alternative approach suggested by Butterworth et al. (1996) uses the best available scientific data, knowledge, and understanding to weight alternative models to find an acceptable balance between excessive precaution and greater yield. The use of Bayesian procedures to implement empirically based weightings for alternative operating models (Appendix) and parameter values could also achieve a more reasonable balance between yield and precaution. Therefore, it is important to recognize that the choice of weighting can potentially entail a trade-off between yield and the extent of precaution. To obtain a reasonable balance in this trade-off, the choice of weights should be as objective and as defensible as possible and transparent to all concerned parties.
Between scope of change considered versus potential gains in system performance In most FMSs, there appears to be relatively little scope for change. Usually, only relatively small or incremental changes can be made owing to institutional inertia and various political considerations. In such systems, opportunities for innovative and substantive change may arise only during a crisis such as a stock collapse. However, in most FMSs, it is quite likely that the greatest improvements to the long-term fishery management performance can be made by making major changes to the existing system. Examples include changes to the economic basis of the fishery and the science underpinning its management, including data collection, stock assessment methods, harvest control rules, and the decision-making protocols. Hence, in most fisheries systems, political and institutional limitations usually limit the range of management options that can be evaluated and consequently limit the potential improvements that can be made to system performance. Therefore, the modelling approaches used must provide evaluations of the trade-offs between maintaining the status quo system compared to potential modifications to the system. In the unlikely situation of there being few restrictions to the possible range of management choices (as in the case of a newly discovered resource or after a moratorium on harvest) more radical management options can be considered and better longterm performance can be achieved, at least potentially. However, in the majority of systems where the scope for change is limited, it is important for modellers to identify and evaluate a range of management options including those lying within and just beyond the frontiers of scope for change. This will increase the chances that fishery managers will adopt bolder changes to improve system performance.
Discussion
This overview of recent trends in the development of quantitative techniques for providing advice to fishery managers on the potential consequences of implementing changes to existing or new FMSs corroborates Francis and Shotton's (1997) conclusion that there is general agreement in the literature about how to conduct such analyses, and reveals that most contributions either formally or informally applied the steps of quantitative decision analysis (Raiffa, 1968; Berger, 1985; Lindley, 1985) . Considerable differences have been identified between applications in the manner in which the steps were carried out, particularly in the weighting of alternative operating models and their parameter values. Bayesian, frequentist, and other less formal approaches continue to be applied to weight parameter values (Table 1) . Of these, Bayesian methods are becoming more frequently applied since related symposia earlier in the decade (e.g. Smith et al., 1993) .
The use of structurally different operating models to account for more fundamental uncertainties is also becoming more widespread (Table 1 ). The issue of how to weight alternative operating models, however, remains a thorny issue (Butterworth et al., 1996) . A new Bayesian formulation proposed in the Appendix offers a rigorous approach that potentially could be applied when different models are fitted to different data sets.
The authors observed a general but less universal agreement among practitioners on the processes which must be considered when evaluating an FMS. There is broad agreement on the necessity to model fish population dynamics, the process of data collection and analysis, and a harvest control rule so that feedback control regimes can be evaluated. However, it is necessary for modellers to consider also including models of the harvest decision process and the implementation process. The precise way to incorporate each of these model components into the overall evaluation depends largely on the questions posed, the management options to be evaluated, and the unique aspects of the FMS. For example, when harvest control rules are based entirely on survey data, it is not necessary to model a stock assessment.
The adoption of a modelling approach to evaluate an FMS requires trade-offs over a variety of important issues. These include trade-offs between accounting for parameter and model uncertainty, the influence of the choice for weighting alternative operating models on the trade-off between yield and the extent of precaution adopted, and the trade-off between political acceptability of the management options evaluated and the extent of improvements in FMS performance that can be obtained. It is important that practitioners develop their modelling applications carefully to limit the extent of the reducible trade-offs (e.g. only the first two above) and to make their choices transparent to all.
More research is required in this field, particularly along the lines identified by Butterworth et al. (1996) , to identify more suitable alternatives to the ''worst case scenario'' approach, in which any management option must perform reasonably well under the most pessimistic of the operating models. Such research could lead to less severe trade-offs between yield and extreme precaution. Research into more flexible harvest decision and implementation processes is needed to construct FMPs that are more likely to be followed within the first few years of implementation. This process will be aided from insights gained from accumulating experience on the implementation of FMPs (Butterworth et al., 1997; Butterworth and Punt, 1999; Geromont et al., 1999) . Further research along the lines of Kell et al. (1999) is also needed to improve FMSs where there is chronic over-exploitation and considerable institutional resistance to change. Developing innovative approaches that incorporate socio-economic processes to evaluate potential improvements to FMSs quantitatively through restructuring the system could form a vital part of a strategy to stimulate institutional change in such systems.
Finally, it appears that whatever modelling method is adopted, a high level of computing skills, good conceptual understanding and careful co-ordination of the involvement of scientists, representatives of industry, fishery managers, and interested parties is required to evaluate alternative FMSs quantitatively so that they can be successfully implemented (Cochrane et al., 1998; Smith et al., 1999 Cunningham, and Helena Geromont are thanked for providing helpful comments on the revised manuscript, Doug Butterworth for his comments on the Appendix, which were added after his review of the initial manuscript, and Andy Payne for being an extraordinarily accommodating editor. j in model m j , and L(X i / i ) is the likelihood function of data set X i that is potentially informative for the parameter vector i in the non-biological model n i . Where data X i are clearly non-informative for the parameters in biological model m j , then q j,i is set to 0. Otherwise, based on previous stock assessment experience, Schnute and Hilborn (1993) suggest setting q j,i at a default value of 0.8. This value of 0.8 can still be used when Equation (A.2) is applied to competing biological models because q j,i is conditioned on model j being the correct model. The probability that model m j is the correct model is accounted for by applying p(m j ); see below. For example, q j,i =0.8 could be interpreted as follows: if biological model m j is the correct biological model, then there is an 80% chance that data set X i will be informative for it. If p(m j )=0.2, then the joint probability that model m j is the correct model and data set X i is informative for it would be equal to 0.16. However, this choice of a value for q j,i is still rather arbitrary and practitioners should always evaluate the sensitivity of their results to different values for this parameter. Now, the posterior probability that biological model m j is correct, given all of the data and the pre-specified vector q j is where q j is the vector of probabilities q j,i that data set X i is only informative for the parameter vector j of biological model m j , and p( i ) is the prior probability for the parameter vector i in the non-biological model n i associated with data set X i . Equation (A.3), which is an extension of the Bayes rule derived by Schnute and Hilborn (1993) , demonstrates that the Bayes theorem can be applied to compute posterior probabilities for alternative biological models that are linked to differing data sets.
