ABSTRACT As with the huge number of deaf-mute people in China is of concern, there is a growing need to integrate them into mainstream society through the use of efficient sign language processing technologies. Sign language processing entails the systematic recognition and translation of sign language images/videos to text or speech. This survey provides an overview of the most important work on Chinese sign language recognition and translation, discussed its classification, highlights the features explored in sign language recognition research, presents the datasets available, and provides trends for the future research.
I. INTRODUCTION
Sign language, as important as spoken language, is a visual gesture language among the deaf and hearing-impaired people. It is performed by the movement of the hands together with facial expressions in accordance with its grammatical rules. Each sign language has many thousands of signs, each differing from the next by minor changes in hand shape, motion, position and non-manual features (facial component movements such as eyebrow expressions). Moreover, the deaf and hearing-impaired people, with an estimated population of 20.54 million in China alone, are finding it difficult to be incorporated into the socioeconomic community, as they are in isolation due to their low status and literacy level [1] . In essence, Sign Language Recognition systems are being developed to alleviate this problem.
Sign Language Recognition (SLR) aims to develop algorithms and methods to correctly identify a sequence of produced signs and provides its meaning in the form of text or speech. There are two main categories of the SLR system: vision-based and sensor-based. Vision-based systems utilize
The associate editor coordinating the review of this manuscript and approving it for publication was Changsheng Li. images and videos of signs acquired from cameras. On the other hand, sensor-based systems require the use of wearable devices equipped with sensors to extract the hand shapes and motion of the signs.
Several SLR systems aimed at translating signs to texts have been developed to bridge the communication gap between the deaf and hearing people for various sign languages. Currently, there exist some review papers [2] - [7] that discusses the mainstream and state-of-the-art in general Sign Language Recognition system in the past few years with little emphasis on Chinese Sign Language (CSL). For instance, [6] highlighted some problems and challenges faced when building a sign language recognition system. Reference [5] provided an overview of sign capturing methods and classification techniques, problems with continuous SLR and, finally, they introduced Malaysian sign language. Reference [3] surveyed on vision-based and sensor-based approaches in Arabic Sign Language Recognition. [4] presented the existing recognition techniques in vision-based SLR. Reference [7] discussed the various techniques for hand segmentation and tracking, feature extraction, and classification of sign languages. They surveyed mostly traditional image processing approaches and focused more on Indian Sign Language. Reference [8] discusses the feature extraction and classification methods of SLR, and also elaborated on challenges of SLR. Reference [9] surveyed the deep learning methodologies for SLR. They further discussed the available dataset for SLR in general.
This paper presents a technical overview of the current state of research in Chinese Sign Language Processing. We surveyed existing literature and provided the technical insights into the approaches in designing a Chinese Sign Language Recognition system (CSLR), and outlined the various modalities of the system. In addition, we further discussed the existing CSL dataset, respectively. We believe that this survey will be useful to researchers who are new to the field and inform themselves with state of the art in CSL.
The rest of the paper is organized as follows: Types of Chinese Sign Language Recognition systems are discussed in Section II. In Section III, Aspects of CSLR systems are elaborated. Datasets for CSL and other sign languages is presented in section IV. Finally, conclusions and trends for future research are given in Section V.
II. SIGN LANGUAGE RECOGNITION (SLR) SYSTEMS
An SLR system can be classified into three based on the type of SL it translates [3] , i.e., Fingerspelling, Isolated word, and continuous sign sentence. Each of the categories can be realized using either vision-or sensor-based devices, as shown below.
A. FINGERSPELLING RECOGNITION
Fingerspelling is used in situations where new words, names of persons and places or words with no known signs are spelled in the air by hand movement. It typically consists of 30 hand shapes of CSL alphabets [10] , as shown in figure 1. In the earliest work from [10] , they used the data obtained from a Cyberglove equipped with a Polhemus tracker, as input to a simple 3-layer feedforward neural network to recognize the alphabets. SVMs were also used for the recognition [11] . More recently, [12] utilized a Leap motion controller to capture 3D coordinates from signers fingers for the alphabet recognition. Reference [13] proposed a vision-based alphabet sign language recognition model in a complex background scene. The model was designed to be adaptable to varying changes in skin color from different users and lighting conditions. Four kinds of feature descriptors, including bag-ofwords, Hu moments, Fourier descriptors, and histogram of oriented gradients (HOG) are joined to describe the contours and the salient points of hand gestures. SVM is used in the classification stage to classify the signed alphabets. During recognition, an accuracy of 100% was obtained on their own constructed CSL dataset of 39000 images comprising 26 alphabets and 94% on the publicly available ASL dataset. Fingerspelling recognition can be considered as a basic image classification problem. Therefore, high accuracies are usually obtained because it only involves recognition of alphabet signs from static images. It has minimal focus among researchers than isolated word and continuous sentence recognition.
B. ISOLATED WORD RECOGNITION
In this category, isolated word recognition analyzes a sequence of images or signals of hand movements from sensor gloves representing a whole sign. Using a single type of sensor, [14] modeled a signer-independent Chinese Sign Language Recognition using SOFM, HMM, and Neural Network. It works both for isolated and continuous Signs. A recognition rate of 90.5% was observed on their dataset acquired by cybergloves. Reference [15] also presented a continuous Chinese sign language recognition using two CyberGloves and three Polhemus trackers. They utilized transition-movement models to solve the problem of transition parts between two adjacent signs that direct HMM and context-dependent model cannot deal with. An average accuracy of 91.9% was achieved over their large vocabulary of 5113 CSL signs.
In another work, [16] introduced an SLR using 3D CNNs. They applied a 3D CNN to extract the spatiotemporal features from the Kinect Video of signs and an MLP for classification. The architecture integrates multiple data as inputs; RGB, depth, and skeleton trajectory. After experimentation on their self-produced dataset of 675 words -25 vocabularies with each word played by nine signers for three times -an accuracy of 94.2 % was achieved which is higher than the conventional GMM-HMM baseline model. Furthermore, [17] presented a Fast Sign Language Recognition Benefited from Low-Rank Approximation. They used the low-rank approximation to obtain the keyframes from the sign video and discard the redundant ones. Compared to traditional HMM, the number of hidden states is determined by the low-rank approximation which makes it a ''light-HMM''. In the experiments, they combined the HOG posture appearance features from RGB-D data and skeleton pair features from the skeleton data as VOLUME 7, 2019 input to the light-HMM. An encouraging result for signer dependent and independent tests on 1000 vocabulary CSL words is obtained, which is faster and higher than HMM. In a related work, [18] developed an SLR system with LSTM. They used skeleton joint trajectories without color and depth information of the Kinect. Four skeleton joints (left and right hands, left and right elbow) were used as input to the LSTM neural network. For evaluation, they created two Chinese isolated datasets; dataset I with 100 daily words and; dataset II with 500 sign words. During testing, the performance of the system is compared with HMM, and a result of 86%, 63% is recorded for the datasets I and II.
In a similar work, [19] introduced an isolated word CSL recognition system with Grassmann covariance matrices (GCM). In this work, they fused the RGB-D and skeleton features of the Kinect video stream to a covariance matrix which encodes the long-term dynamics for sign representation. They selected the most significant singular vectors from a covariance matrix and further represented it as a compact GCM. The SVM classifier is used for sign classification. The method is tested on signer-dependent, and signer-independent Kinect datasets and good accuracy are reported.
Similarly, [20] developed a Chinese SLR with adaptive HMM. In their work, it contains 3 stages: Feature extraction; in which they introduced an enhanced context feature that captures the spatiotemporal features of the trajectory data. In the appearance based features they adopted HOG with PCA features; in the modeling stage, they employed adaptive HMM to determine the states based on the variation of the hand shapes; in classification, they proposed a combination of the probabilities of the trajectories and hand shapes. The method performs better than baselines in their CSL words Kinect-based dataset. Reference [21] also presented a Chinese SLR based on Hand shape and trajectory features. They used Histogram of Oriented Displacement (HOD) and Relative Distance Features (RDF) to describe the trajectory information of the sign words. They also adopt Histogram of Oriented Gradients (HOG) for the Handshapes. Linear Kernel SVM is used to model the HOD features, and validation HMM is adopted for modeling the HOG and RDF features. In the end, they introduced a normalization method to fuse the SVM and HMM probabilities for classification. They tested the model on their self-build Kinect dataset of 500 sign words and obtained a top 1, top 5, and top 10 error rates of 89%, 97%, and 99%.
Moreover, in another work, [22] presented a CSLR based on SHS descriptor and Encoder-Decoder LSTM model. They designed specific hand shape descriptors from a hand shape database acquired by Kinect. In the system, it extracts the SHS features and trajectory features which were then fed into the encoder-decoder LSTM network for recognition. The system was tested on 80-daily isolated CSL words acquired by Kinect, and good performance is reported. Comparisons were made with systems employing HOG and HMM methods.
Reference [23] presented a CSLR based on an optimized tree-structure framework using a combination of sEMG, ACC, and GYRO sensors. They categorized the CSL based on subwords according to one-or two-handed, hand orientation and hand amplitude components. An optimized tree-structure classification is adopted for the subwords recognition. Experimental results on their acquired 150 subwords dataset showed an accuracy of 94.31% in the user-specific test and 87.02% in user-independent tests.
In another work, [24] devised a single hand isolated word CSL recognition system using a combination of sensors. In the work, surface Electromyography (sEMG) and accelerometer are utilized to acquire hand movement signals from the right forearm, wrist and the back of the hand for 18 isolated CSL signs. Sliding windows are used to segment the data into several segments. For each segment window of the sEMG and ACC data, the features were extracted and combined to form a feature vector which was used to train the Linear Discriminant Analysis (LDA) classifier. After an experiment, a recognition rate of 91.4% was achieved.
In a related work, [25] presents a video-based isolated word Chinese sign language recognition using CNN. In the method, upper body images centered on the user's hands are extracted. The method simplifies the hand segmentation by background removal and transforming the color space of the hand region. A pre-trained CNN model is used as the classifier to recognize the 40 CSL vocabularies based on their self-built dataset. An accuracy of 99% was reported. Similarly, [26] proposed a combined CNN-LSTM model for recognition of CSL words. Different from previous methods, their work comprises of feeding the input video directly the CNN to generate a vector of information captured from the frames of the CSL video. LSTM, which has the capability for sequence learning task, received the generated vector for the recognition. An accuracy of 98.43% was achieved on their self-built CSL dataset which was achieved by localizing hand of the subject in the video during training to reduce the amount of computation.
In a recent work, [27] proposed a CSLR system with Sequence-to-Sequence Learning using Kinect. The proposed model consists of a CNN that extracts spatial features from the CSL image frames, and an LSTM encoder-decoder module for temporal modeling. It also consists of another encoder-decoder module that utilizes the auxiliary skeletal trajectory features of the CSL image frames. In the end, they proposed a probability combination method that fused probabilities of the image and skeletal models to get the final prediction. The dataset adopted in the experiment is captured by Kinect including RGB image and skeletal coordinates which consist of 90 CSL words widely used in our daily life. There are 100 samples for each word, which is comprised of 9000 samples in total. The experimental results from their self-built dataset demonstrated the effectiveness of the proposed method that results in an accuracy of 93.5% and 94.7% for the image model and the fused model. Furthermore, in another similar work, [28] proposed a novel Chinese Isolated sign language recognition approach based on Keyframe-Centered clips (KCC). The authors stated that an isolated sign video contained many redundant frames. Including this redundant information, may hamper the efficiency and pose difficulty in modeling long-term dependency for Isolated SLR. The method includes extracting keyframes from an RGB-D video stream of CSL. A feature fusion layer fuses CNN features of RGB keyframes, histogram of oriented gradient (HOG), depth motion maps (DMMs), and trajectory features of skeleton joints for multi-modal KCC features. This feature fusion layer was then jointly trained with an LSTM encoder-decoder network, and the final sub-word output is estimated using softmax. Experiments were carried out on a self-built Kinect CSL words dataset, an accuracy of 89.87% and 91.18% is reported for different methods without KCC and with KCC, and also proves to be better than HMM, DTW, CNNs, and LSTMs.
Similarly, [29] presented a 3D Convolutional Neural Networks for Sign Language Recognition. Their architecture extracts both the spatial and temporal features from raw CSL video data, thus capturing motion information from dynamic gestures. The model is also deeper and iteratively integrated discriminative data representations from multi-modal data. They utilized single channels of infrared and contour data of the Kinect in their 3D CNN architecture. The model achieved 89.2% accuracy on their created Chinese sign language video in museum (SLVM) dataset (6800 samples of 20 vocabularies) and 92.4% on the Chalearn dataset.
Isolated sign word recognition is more useful than fingerspelling recognition, in that the target is recognizing Chinese sign words. There exist several works on this type of SL, with the majority employing vision-based approaches with encouraging performances. Further research in this category should be geared towards improving signer-independent word recognition and building an extensive dataset that contains all the current CSL words. With this in place, a first of its kind bidirectional CSL words to Chinese lexical e-dictionary can be realized with a competitive accuracy that will serve as a reference to CSL learners and the deaf as well.
C. CONTINUOUS SIGN SENTENCE RECOGNITION
This is the most important for real-life situations of hearingto-deaf communication. However, as such research here is still limited partly due to unavailability of large scale standard CSL corpora. [30] developed a sign language recognition and translation system using Kinect. They used the 3D trajectory information of the Kinect and employed a Euclidean distance based trajectory matching algorithm to match the probe vectors and gallery trajectories to recognize and translate the signs. The system consists of two parts: Translation mode that translates signs to speech or text and; communication mode that does the vice-versa. The system was tested on a dataset of 239 CSL words with each word recorded 5 times. The rank-1 and rank-5 recognition rates are 83.51% and 96.32% respectively. In its sentence recognition part, it integrates individual recognized words to form a sentence using an LM. This will surely miss the rich grammatical structure of the SL as it is not just a combination of signs.
In a related work, [31] developed a continuous CSL recognition using level building based on fast HMM. They embedded HMM into the level building algorithm to improve sentence recognition accuracy. Also, grammar constraint and sign length constraint are employed to improve the recognition rate by reducing the insertion, deletion and substitution errors, and a coarse segmentation method is proposed to provide the maximal level number. In the experiments, they used only the skeleton motion features from Kinect of 100 sentences, which is composed of 5 signs. Their method shows superior performance than previous works. In a similar work, [32] introduced a Chinese SLR system using dynamic programming with warping templates obtained by dynamic time warping (DTW). They used skeleton information of the upper body from the Kinect sign video streams to learn the warping templates for the signs. They tested 180 sentences using the DP method and compared their results with HMM and CRF and obtained 85% accuracy.
Recently, [33] proposed a video-based sign language recognition without temporal segmentation using (LS-HAN) framework. In their work, the typical approach of decomposing a continuous CSL recognition by temporal segmentation, which may cause errors in recognition due to incorrect segmentation is addressed. A new two-stream 3-D CNN is designed to extract the global-local spatiotemporal features from sign videos. The features are paired with annotated sentences with each word encoded as a ''one-hot'' vector and mapped to the same latent space to bridge the semantic gap between the two features respectively. The Hierarchical Attention Network (HAN), which is an extension of LSTM with attention mechanism, is employed to generate the recognition results. Experiments were performed on RWTH-PHOENIX-Weather dataset that contains 7K weather forecasts sentences from 9 signers and their publicly available dataset acquired by Kinect. The accuracy reported was 61.7% and 82.7%. Furthermore, in a recent similar work, [34] also presented a Hierarchical LSTM for Sign Language Translation. It solves the issue that conventional HMM and CTC may fail to tackle the cases with messing word order corresponding to visual content in sentences during recognition. They adopted the encoder-decoder framework, which respectively learns visual content and word embedding. They tested the method on their self-produced publicly available dataset and achieved a state of the art result better than previous work.
Although research on CSL continuous recognition is limited, there is a growing interest in the area. It is the most practical means of communication in real-life scenarios between the hearing people and the deaf. In contrast to Automatic speech recognition systems, that is widely available in commercial applications, continuous CSLR system is still by far not a matured technology. Availability of a large and well-annotated CSL-Chinese paired dataset, will be helpful and encouraging in realizing a sign language translation system, by adopting state-of-the-art Neural Machine Translation (NMT) models. 
III. CHARACTERISTICS OF THE SLR SYSTEM
The following section discusses the aspects of a typical SLR system. Table 1 briefly outlines the aspects.
A. MANUAL AND NON-MANUAL FEATURES
Similar to [35] analysis of American sign language, features of CSL signs are based around the hands: shape, orientation, location, and movement. The signs are distinguishable from each other by variations from those features. Therefore, the accurate detecting of the hands and tracking its movements is mandatory for a real-time SLR system. In standard SL, tracking of the hands is non-trivial as the hands are deformable objects, they move quickly, changing shape, location and also occlude each other in the process. In earlier work, signers wear colored gloves to simplify the segmentation task when tracking [36] .
Almost majority of work on SLR systems utilizes only the hand features. However, the research in SLR has recently started appreciating the importance of non-manual parameters in some sign languages and is yet to be explored in depth. The non-manual features play an essential role in SL communication because they are related to the meaning of a sign or its syntax, and it leads to significant improvement in the quality of information exchanged. Facial Expression Recognition is an already well-developed research area, mainly due to its applicability in the construction of different types of AI-based systems. The non-manual features are generally centered at the face region. They include head movement, eye blinking, eyebrow movement, and mouth shape. To the best of our knowledge, no recent work incorporates these features in Chinese Sign language recognition so far. SLR systems in other SLs have adopted the non-manual features recently. For example, [37] recognized six facial expressions and used the Recursive Principal Component Analysis (RPCA) for feature extraction and MLP for classification of Arabic SL (ArSL) words. According to the authors, the integration of a facial expression recognition system improves classification results as there are some sign words, such as marriage and divorce, that are similar but are distinguished by an accompanying facial expression (happy or sad). They used an existing ArSL recognition system [38] that achieved an 88% classification rate on Arabic sign words. Test results showed that the classification rate increased to 98% after using 360 RPCA facial features and 20 hidden neurons in the MLP, resulting in a 10% increase in the original accuracy. More recently, [39] introduced a sign language recognition system based on human keypoints estimated by OpenPose; an open-source toolkit for real-time multiperson keypoint detection. The neural network model translates Korean sign language to natural language sentences by utilizing keypoints extracted from the hand, body parts, and face based on the sequence-to-sequence translation models. Experimental results on the effect of the use of keypoints information showed that the model achieved a ROUGUE-L score of 68.13 for hand and body; 64.93 for hand, body, and face; and 62.85 when utilizing hand and face keypoints. The performance drop was suspected to be due to an imbalanced number of keypoints from the various parts; 18 body keypoints, 21 keypoints from each hand, and 70 facial keypoints.
B. CSL ACQUISITION DEVICES
Ideally, an SLR system can be realized by employing visionand sensor-based devices. The vision-based approach utilized the acquisition of images and videos for sign language recognition. Typically, there are two sources: Single/video camera are used for acquiring 2D images and videos; and Kinect Camera for acquiring RGB video with depth and trajectory information. This type of approach has gained more popularity in SLR research, as there is no need to wear or utilize cumbersome and expensive gloves or sensors. However, it might not be free of challenges ranging from lighting conditions, hand and face segmentation, complex background, and noise. For instance, some earlier works employed the use of colored gloves to ease the segmentation problem [36] . With the advent of deep learning, such as ResNet [40] , the impressive success and progress being achieved in Computer Vision have reduced the effect of the challenges in SLR.
On the other hand, Sensor-based recognition methods employed wearable gloves equipped with sensors or measurement instruments attached to the hands, e.g., surface Electromyography (sEMG), Accelerometer (ACC) and Gyro sensors. These sensors provide information on the location, orientation, movement, and bending of the fingers. From data acquired from these devices, many sets of features can be extracted, and a classifier can be used to recognize the sign language words.
Recently, Leap motion controller and Intel's Real Sense has been used by researchers for sign recognition. Example, [41] used LMC and Kinect sensor for American Sign Language (ASL) recognition.
C. MODELS
In earliest work on CSLR system, handcrafted features are extracted and passed into classical sequential models such as HMM to recognize SLR words [14] . Besides, some recent work applied traditional recognition models for such a task. [13] , [19] used SVM to classify CSL Alphabets and isolated words, and [30] performed a trajectory matching on the Kinetic trajectory features of CSL using Euclidean distance to classify the isolated words. In contrast to the above, recently, deep learning based models have achieved impressive success in computer vision and NLP tasks. CNNs [25] , [29] , LSTMs [18] , [26] , [34] or hybrid models [27] , [33] have been adopted for isolated words and especially for continuous sentence recognition.
IV. BENCHMARK DATASETS
In SLR research, benchmark datasets are used as a standard reference and baseline for further research. The benchmark datasets allow comparisons of independent approaches. To the best of our knowledge, there exists only one comprehensive, and publicly available Chinese Sign Language dataset compiled by [33] . It contains a Compilation of the largest (as of September 2017) Chinese Sign Language (CSL) dataset for continuous SLR with sentence-level annotations. Apart from this, recent researchers usually create their customized dataset with Kinect or data glove sensors. For instance, [32] experimented their work on isolated and continuous. The dataset consists of 450 phrases over 30 isolated signs from 5 signers, and 180 sentences randomly composed of the words from 3 signers. [28] created their dataset collection consisting of 310 isolated CSL sign words with Kinect. [21] collected the Kinect-based datasets from professional signers, which consists of 500 sign words. [20] built two datasets: Dataset I contains 100 sign words by one signer with 5 repetitions and 500 videos in total; and Dataset II, which contains 500 sign words by one signer with 5 repetitions and 2500 videos which were used to test performance on large vocabulary. Reference [22] constructed a dataset using Kinect of 80 commonly used words. Reference [42] collected two datasets with Kinect: Dataset I consists of 1000 vocabulary performed by 7 signers only once which is used for signer-independent tests; Dataset II consists of three repetitions of 1000 vocabulary signs performed by a single signer. Reference [16] used Kinect to record a CSL dataset that contains 25 vocabularies widely used in daily life.
[18] produced a dataset using Kinect that contains 100 dailyused CSL words. Reference [31] create a dataset of 100 sentence samples over 20 sentences performed by 2 signers, where each sentence consists of 5 signs randomly selected from 21 isolated signs using Kinect. The authors also created a dataset that contains 714 sign samples over 21 isolated signs from 8 signers, where there are 34 samples for each sign. Reference [29] created a Kinect based dataset of CSL words. The dataset is focused on daily Chinese museum words which they named it as Sign Language Video in Museum (SLVM) dataset. It consists of 6800 samples that include 20 vocabularies, performed by 17 signers for 20 times.
DEVISIGN CSL dataset is a large isolated signs dataset created with Kinect but is only available upon request from the creators. References [23] , [43] formed a self-acclaimed dataset of CSL subwords with 3D ACC, sEMG with the former author using an additional GYRO sensor. Some other standard benchmark datasets for other sign languages include RWTH-PHOENIX-Weather 2014 [44] , RWTH-PHOENIX-Weather 2014T [45] , SIGNUM Corpus [46] , RWTHBOSTON-104 [47] , RWTH-BOSTON-400 [48] , ASLLVD [49] , and ATIS Sign Language Corpus [50] .
Although there are Sign Language datasets available, there is an enormous scarcity of standard datasets for CSL research which is alarming. The only existing continuous sign language dataset available is recorded in a controlled environment with a limited vocabulary consisting of 100 daily-use sentences. In practice, a dataset is considered better if it is vast and contains annotations. Moreover, the annotation task is generally performed manually by experts of the SL and may consume much time and money for a large dataset.
On the contrary, the ASL and German SL corpus by RWTH has more sentences and vocabularies, and also rich gloss annotations. In all, we can finally ascertain that in order to build a high-accuracy Sign Language Translation system (SLT), attention should also be focused on creating an SL corpus that encompasses many spheres of life with rich annotations, human pose information, facial expression feature information and not only in a laboratory controlled environment. Those shortcomings are the factors inhibiting the end goal of SLT.
In table 2, the characteristics and comparisons of some of the standard continuous benchmark datasets are shown.
V. CONCLUSION AND TRENDS FOR FUTURE RESEARCH
CSLR is an on-going research that began decades ago, but till now there is no system deployed on a large scale. Realizing such a system will unquestionably have a tremendous impact on the deaf and hearing communication. This literature review provides an overview of the recent work on CSLR. Most papers reported achieving high recognition rates but with some challenges that hinder the systems from attaining a higher potential. The first issue to consider based on CSLR type, is that continuous sign language recognition is lagging than isolated word recognition. Though isolated word recognition showed good performance, continuous sign language recognition is the one that is needed the most in deploying a real-time communication system between deafmute persons and hearing individuals. With this, the bridging gap will be cleared. Unlike Isolated word recognition, which includes a sequence of image frames that can be recognized by a proper classifier, Continuous sign language recognition is non-trivial. It is not just a sequence of individual sign words. There is rich underlying grammatical and context information in it that must be captured in the system to accommodate real-time scenarios, which made it rather difficult.
The second issue of importance worth discussing is on CSL acquisition devices. Sensor gloves reported high accuracy but mostly used for isolated word recognition. Even though it is easier to extract the relevant features from the data acquired from the sensors, they are not popularly used. They are expensive and cumbersome for the signer. Majority of CSL research utilizes the Kinect, with the extra depth and trajectory information, accuracy is observed to be increased. Still, ordinary cameras should be realized for the task as the main aim is to develop an affordable and easy-to-use CSLR system. Currently, to the best of our knowledge, no work has been reported to include non-manual features in Chinese sign language recognition. Even though sign language revolves mostly on the hands, some context and grammatical information are also included from facial expressions, eye gaze and blink, and body postures. Future research should consider this aspect.
Thirdly, the dataset is also an issue for achieving a highperformance SLR system. From the list of datasets studied, there is only one continuous CSLR publicly available dataset and also does not contain much information as the stateof-the-art German sign language dataset [45] . The German SL is widely accepted among researchers [52] in testing their models as well as recognized as the benchmark dataset. Developing a standard CSLR dataset is open to research.
Finally, with the progress in deep learning, CSL is yet to be explored as a machine translation problem. Neural Machine translation (NMT) employs RNN-based sequenceto-sequence (seq2seq) architectures, which learn a statistical model to translate between different languages. Seq2seq [53] has seen success in translation between spoken languages. It consists of two RNNs, an encoder, and a decoder, that learn to translate a source sequence to a target sequence. Recently, [45] formulate a sign language translation based on the framework of Neural Machine Translation (NMT) with spatial and word embeddings for German sign language videos and German texts. The extracted non-linear frame from a sign video is converted into the spatial representation through a 2D CNN. The sequence-to-sequence (seq2seq) based deep learning methods learns how to translate the spatiotemporal representation of signs into speech or text.
In our final consideration in CSL research, we concluded that the research is open to three problems: Establishing a well-annotated public large corpus of CSL dataset which can also allow to improve and compare various state-of-theart techniques; incorporating facial expressions, which are vitally important in SL and still left out in CSL that convey extra meaning in a sign language sentence, e.g., exclamation, questions, and emotions; lastly, with the tremendous success of seq2seq in speech recognition, further CSL research with NMT based models will boost its performance.
