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摘 要：超声导波检测因其传播效率高、耗能少等优势成为了无损检测领域的重要研究方向。
目前已有的利用超声导波进行结构缺陷探测和定量化重构的方法主要由相关的导波散射理
论推导得出。然而，由于导波散射问题本身的高复杂性，使得在推导上述理论方法时引入一
些近似假设，降低了重构结果的质量。另外，有些方法通过优化迭代的方式提高重构精度，
又会增加检测的时间成本。有鉴于此，本文探索了一种将卷积神经网络与导波散射理论模型
以局部融合的方式实现缺陷定量化重构的新方法。应用样本数据训练后的神经网络实现缺陷
定量化重构，弥补缺陷重构过程中的理论模型误差，同时去除在实际检测过程中所存在的环
境噪声。本文以利用 SH导波重构平板中的减薄缺陷为研究对象，通过数值模拟验证了该方
法在缺陷重构时具有高效率和高精度的特点，特别是对矩形缺陷的重构，新方法的结果精度
比波数空间域变换法的精度提高了近 200%。 
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Abstract: Ultrasonic guided wave technology has played a significant role in the field of 
nondestructive testing due to its advantages of high propagation efficiency and low energy 
consumption. At present, the existing methods for structural defect detection and 
quantitative reconstruction of defects by ultrasonic guided waves are mainly derived from 
the guided wave scattering theory. However, taking into account the high complexity in 
guided wave scattering problems, assumptions such as Born approximation used to 
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derive theoretical solutions lead to the poor quality of the reconstructed results. Other 
methods for example optimizing iteration, improve the accuracy of reconstruction, but the 
time cost in the process of detection has remarkably increased. To address these issues, 
a novel approach to quantitative defect reconstruction based on the integration of 
convolutional neural network with guided wave scattering theory has been proposed in 
this paper. The neural network developed by this deep learning-assisted method has the 
ability to quantitatively predict the reconstruction of defects, reduce the theoretical model 
error and eliminate the impact of noise pollution in the process of inspection on the 
accuracy of results. To demonstrate the advantage of the developed method for defect 
reconstruction, the thinning defect reconstructions in plate have been examined. Results 
show that this approach has high levels of efficiency and accuracy for reconstruction of 
defects in structures. Especially, for the reconstruction of the rectangle defect, the result 
by the proposed method is nearly 200% more accurate than the solution by the 
wavenumber spatial transformation method. For the signals polluted with gaussian noise, 
i.e., 15 db, the proposed method can improve the accuracy of reconstruction of defects by 
71% as compared with the quality of results by the tradional wavenumber-space 
transform method. In practical applications, the integration of theoretical reconstruction 
models with the neural network technique can provide a useful insight into the 
high-precision reconstruction of defects in the field of non-destruction testing. 
 
Key words: Ultrasonic detection, deep learning, convolutional neural network, defect 
reconstruction 
 
引言 
与用传统的体波检测方法对杆件、板壳、梁等弹性波导结构进行损伤检测相比，超声导
波检测具有激发方式便捷、传播距离远、对缺陷有较高的敏感度和精度、低耗能和经济性等
优势[1-3]。特别是对于铁路交通、石油管道、飞行器机身机翼等重要领域的无损检测，超声
导波检测的高效率和高精度特征显得更加重要。因此，利用超声导波进行结构中的缺陷探测
和缺陷形状高精度、定量化重构已成为无损检测领域的研究热门。早在本世纪初，刘江韦[4]
就利用 Lamb波的 S0模式在层状复合材料的反射信号对缺陷进行定位。Matt[5]则利用导波在
层间传递能量较大、模态耦合对粘连条件的敏感性较大等特征对无人机翼片-桅杆键的复合-
复合结构进行缺陷探测，主要研究了两种不同类型的粘结缺陷，即固化不良的粘结剂和粘结
界面缺陷。Yu[6]提出了一种基于特征导波的结构健康监测策略，利用适当的特征导波作为筛
选工具对典型的刚性粘接复合材料蒙皮组件进行快速筛选。该方法主要通过一系列换能器捕
捉发生在粘接处局部损伤的散射波，并与成像方法相结合，即利用这些散射信号通过合成聚
焦算法实现损伤重建。Wang 等[7]利用 Born近似，将被视作弱散射源的缺陷附近的总场用入
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射场代替，推导出位于远场的反射系数与缺陷形状函数成 Fourier变换对的数学关系，重构
出二维板中的减薄缺陷。刘科海[8]等基于加权分布诊断成像方法进一步发展损伤定位和尺寸
评估的各项关键技术，提高稀疏传感网络的损伤定位精度，探索可用于飞行器复杂结构的高
效率、高精度损伤诊断新策略和新方法。Da[9]等提出了一种管道中超声导波缺陷定量化重构
的新方法(QDFT),该方法从边界积分方程和波数域的傅立叶变换出发，利用 Born近似，推导
出缺陷形状函数，最后通过参考模型，重构出未知缺陷。 
近些年，很多学者都对导波在无损检测领域的应用做了宝贵的探索研究，明确了其应用
价值。然而，由于散射反演问题的高复杂性，特别是对于具有多种模态相互耦合的超声导波
散射场，缺陷重构理论模型的构建尤其困难，若构建出不完善的理论模型，会对缺陷重构结
果引入模型误差，或者在缺陷重构过程中导致极大的运算量。除此之外，由于现有的缺陷探
测重构技术都需要和信号处理系统相配合[1]，实际测量中难免受环境噪声的影响，亦会影响
缺陷重构结果的精度。有鉴于此，基于目前快速发展的深度学习算法在图像重构领域的应用，
本文提出一种基于深度学习算法的超声导波缺陷重构方法，尝试以样本学习的方式，构造卷
积神经网络，进而消除缺陷重构中的模型误差、环境噪声的影响并提高缺陷定量化重构的计
算效率。 
自 2012年 Hinton[10]在机器学习领域取得突破性的研究进展以来，深度学习在多个领域
得到快速发展和广泛应用，并展现出强大的能力。在对图像的散射重构领域，深度学习算法
已有诸多应用。Kyong等[11]为了解决计算层析成像过程中的不适定问题，将深度卷积神经网
络与 X射线层析成像中传统的逆问题求解方法——反向投影算法(FBP)相结合，先利用反向
投影算法处理二次采样的正弦图，得到初步的重构图像，然后将重构出的图像输入卷积神经
网络进行后处理，输出质量较高的重构图像。David 等[12]研究了将 FBP 算法和 PWLS 迭代算
法分别与卷积神经网络进行结合进行图像的重构，研究发现这种算法之间的局部融合可以提
高图像重构过程中分辨率和方差之间的平衡，因此可以提高 CT 图像的质量；同时，用两种
不同类型的图像重构方法进行这项研究(在图像重构领域，FBP 是一种典型的对正向算子直
接求反的算法，PWLS则是一种典型的迭代求反的算法)，阐述了这些算法局部融合的普适性
——若重构算法发生变化，则通过修改的后续的神经网络结构重新训练，依旧可实现提高重
构图像质量的目的。Yu 等[13]为了解决图像重构中的多重散射问题，将散射反演过程分成了
两步：先利用理论模型设计出反向传播算法，将测量域的数据变换到图像域，再设计出 U-net
结构的深度卷积神经网络作为散射解码器，完成对图像域数据的重构任务。研究发现这种基
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于深度学习的图像重构方法在处理多重散射问题时具有更高的运算效率和重构质量。在
Michael[14]的综述文章中，列出了很多利用深度学习算法进行散射反演的研究工作，并说明
了在图像的散射反演领域中，受限于样本数据量、散射反演问题的高复杂度等难以解决的问
题，主流的利用深度学习算法进行散射反演任务的方法还是将传统的重构算法与深度学习算
法相结合，先利用传统的理论方法进行预重构，然后将重构结果输入训练好机器学习模型进
行后处理，最终得到高质量的重构结果。 
对于同样属于散射反演问题的超声导波缺陷重构，参考深度学习算法特别是卷积神经网
络算法在图像重构领域的应用方式，本文提出一种基于现有导波缺陷重构理论模型与深度学
习算法相结合的方法，以数据信息挖掘配合理论推导的方式，实现高精度、高效率的超声导
波缺陷定量化重构。 
 
1 基于波数空间域变换的超声导波缺陷重构 
 
图 1 超声 SH 导波遇平板减薄缺陷发生反射和透射 
Fig.1 Reflection and transmission of an incident guided SH-wave by a plate thinning. 
 
对于如图 1所示的平板减薄缺陷重构问题，可在板的右侧激发超声 SH导波，然后根据
反射波信号计算出反射系数，再对波数域的反射系数进行傅立叶逆变换到空间域，即可重构
出缺陷的形状[7]。主要步骤可以概括如下： 
首先从平板中的波动方程以及对应的边界条件出发，推导出板中的位移场分布。假设本
问题中入射的 SH 导波为一个自右向左传播的单纯模态，则入射波和反射波的位移形式可表
示为： 
?̃?𝑖𝑛𝑐 = 𝐴𝑛
𝑖𝑛𝑐𝑓𝑛(𝛽𝑛𝑥2)𝑒
+𝑖𝜉𝑛𝑥1      ?̃?𝑟𝑒𝑓 = 𝐴𝑛
𝑟𝑒𝑓𝑓𝑛(𝛽𝑛𝑥2)𝑒
−𝑖𝜉𝑛𝑥1            (1) 
反射系数则定义为两者的系数之比： 
𝐶𝑟𝑒𝑓 = 𝐴𝑛
𝑟𝑒𝑓/𝐴𝑛
𝑖𝑛𝑐                                  (2) 
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然后通过动力学互易定理[15]，并结合平板中 Green 函数?̃?(𝒙, 𝑿),可建立其边界积分方程：
?̃?𝑠𝑐𝑎(𝒙) = ∫ [?̃?𝑡𝑜𝑡(𝑿)?̃?(𝑿, 𝒙) − 𝜇
𝜕?̃?𝑡𝑜𝑡(𝑿)
𝜕𝑛(𝑿)
?̃?(𝑿, 𝒙)]𝑑𝑠(𝑿)
 
𝑆
                  (3) 
根据缺陷边界是自由边界有𝜇𝜕?̃?𝑡𝑜𝑡/𝜕𝑛 = 0。假设未知缺陷为一弱散射源，引入 Born假定，
将(3)式中的总波场?̃?𝑡𝑜𝑡(𝑿)用入射波场?̃?𝑖𝑛𝑐代替，可推导出： 
?̃?𝑠𝑐𝑎(𝒙) ≈ ∫ ?̃?𝑖𝑛𝑐(𝑿)
 
𝑆
𝜇
𝜕?̃?(𝑿,𝒙)
𝜕𝑛(𝑿)
𝑑𝑠(𝑿)                         (4) 
利用 Gauss定理将缺陷表面积分改写成缺陷空隙中的体积分： 
?̃?𝑠𝑐𝑎(𝒙) ≈ ∫ [−𝑘2?̃?𝑖𝑛𝑐(𝑿)𝜇?̃?(𝑿, 𝒙) + 𝜇
𝜕?̃?(𝑿,𝒙)
𝜕𝑋𝑖
𝜕?̃?𝑖𝑛𝑐(𝑿)
𝜕𝑋𝑖
]
 
𝑉
𝑑𝑉(𝑿)           (5) 
代入 Green函数式(具体推导过程见文献[7])可得远场处的反射波: 
?̃?𝑟𝑒𝑓(𝒙) =
𝑖
2𝑏
𝐴𝑛
𝑖𝑛𝑐 ∫
𝜉𝑛
2+𝑘2 cos(2𝛽𝑛𝑋2)
𝜉𝑛
𝑒2𝑖𝜉𝑛𝑋1𝑑𝑉(𝑿)
 
𝑉
× cos(𝛽𝑛𝑥2)𝑒
−𝑖𝜉𝑛𝑥1         (6) 
比较式(1)和式(6)可以发现式(6)中的积分项对应于反射系数，将体积分表示为二重积分可推
得： 
𝐶𝑟𝑒𝑓 =
𝐴𝑛
𝑟𝑒𝑓
𝐴𝑛
𝑖𝑛𝑐 =
𝑖
2𝑏
𝜉𝑛
2+𝑘2
𝜉𝑛
∫ 𝑑(𝑋1)𝑒
2𝑖𝜉𝑛𝑋1𝑑𝑋1
+∞
−∞
                    (7) 
其中𝐶𝑟𝑒𝑓即为反射系数，𝑑(𝑋1)为缺陷的形状函数。由该式即可看出𝐶
𝑟𝑒𝑓与𝑑(𝑋1)成一对傅立
叶变换对，通过对𝐶𝑟𝑒𝑓进行傅立叶逆变换就能重构出缺陷。 
在推导公式(7)的过程中，使用了一些近似方法。比如已经提到的将减薄缺陷假设为弱
散射源(𝑑 ≪ 𝑏)，然后引入 Born 近似，将缺陷附近的总场近似为入射场；而在计算该有界
板中的 Green函数时，亦将远场处的 Green函数入射项近似为 0。这些近似方法能帮助简化
缺陷重构理论模型，提高重构效率，但也难免为重构出的结果引入模型误差，降低了重构精
度。因此，本文提出一种将波数空间域变换法与深度学习中的卷积神经网络相结合的导波缺
陷定量化重构新方法，应用样本数据训练后的神经网络，实现了缺陷定量化重构，既消除了
模型误差和环境噪声的影响，又提高缺陷定量化重构的精度。 
 
2 基于深度学习的缺陷重构方法 
通过理论模型计算得到重构的缺陷形状，常常含有模型误差和噪声。主要原因在于：一
方面是理论重构模型本身不够完善，如在上述波数空间域变换法中引入了 Born 近似，使得
重构出的结果难免含有模型误差；另一方面，在实际测量中，超声导波无损检测系统会受到
环境噪声和测量误差的影响，使得重构出的缺陷不够精确。为了得到高精度的重构缺陷，本
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研究中将深度学习中的卷积神经网络算法与导波缺陷重构理论方法以局部融合的方式进行
结合，通过样本学习的方式，训练出能够弥补模型误差和去除系统噪声的深度神经网络，进
而实现高精度的定量化重构缺陷。 
2.1 卷积神经网络  
深度学习中的卷积神经网络算法是一种具有权重共享、局部连接等特性的深层前馈神经
网络[16]。在处理某些问题时，与传统的全连接神经网络相比，卷积神经网络有其独特的优
势所在。比如，在处理高维数据如图像信号时，卷积神经网络的训练参数更少，进而能提高
神经网络的训练效率，也更容易避免出现过拟合的现象[17]。除此之外，在二维图像或一维
信号中的物体常常具有局部不变性[18]的特征，这个特征表现为尺度缩放、平移、旋转等操
作并不会影响物体的语义信息，在处理这类问题时，卷积神经网络比全连接前馈神经网络更
容易提取到这些局部不变特征。 
相比于 BP神经网络(Backpropagation neural network)单一的全连接型神经元构架，
卷积神经网络则含有三种类型的神经元连接层：卷积层、池化层和全连接层[19-21]，如图 2
所示。卷积层的主要作用是进行特征提取，以训练卷积核的方式，实现对图像或一维信号中
具有不变性的底层特征的提取，因为本文所研究的对象是一维的缺陷形状信号，所以搭建出
的卷积神经网络中的卷积核也是一维的数值序列。池化层的主要作用是在保留信号中特征信
息的情况下，实现对信号的降维操作，以此降低网络的复杂度，提高计算效率。卷积神经网
络中的全连接层主要分布于网络的后半部分，常作为网络的输出层，通过控制输出层的结构，
可以改变整个神经网络所具有的功能，进而通过调控使得输出层输出无限个连续值，获得具
有回归功能的神经网络。 
 
图 2.典型卷积神经网络结构图 
Fig.2 Typical convolutional neural network structure diagram. 
 
本文所搭建的神经网络将输出层设置为多维且能输出连续值的神经元结构，以此实现输
出一维缺陷形状信号的功能。完成上述神经网络的搭建后，给网络中的待定参数一个初值，
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网络就能实现运算功能。而网络的训练过程，就是通过迭代运算更新网络中的待定参数，使
得网络实现某种功能。本文利用均方差函数(MSE)做为性能函数来评估神经网络计算出的重
构缺陷的质量，训练的过程就是通过调整待定参数的值来获得极小的性能函数值。神经网络
的层状结构，决定了其具有方便调整网络中参数的优势。通常使用链式法则，逐层向内求导，
然后对每一个参数进行优化[22]。网络训练过程中的优化算法也多种多样，较为常见的有随
机梯度下降法、共轭梯度下降法、牛顿法等等[23]。本文使用 Tensorflow[24]中的卷积神经网
络为基础，开发了适用于定量化重构缺陷的神经网络。 
综上所述，选择卷积神经网络作为此次研究中的机器学习算法的原因在于：1.运算对象
是含有多种几何形状的平板减薄缺陷，使用卷积神经网络可以更好的提取出这些几何形状中
的不变性特征；2.对于处理高维度缺陷信号，卷积神经网络的运算效率较高；3.卷积神经网
络算法相关的研究较为成熟，多种可选择的网络结构、性能函数以及优化算法都有助于以深
度学习为基础的缺陷重构方法的研究。 
2.2有监督学习的缺陷重构算法（WNSTConvNet） 
利用超声波进行缺陷探测的物理过程为：声波沿介质传播的过程中遇到缺陷发生散射，
产生对应的透射波场或反射波场，利用透射波或反射波中蕴含的缺陷信息，即可实现缺陷探
测或缺陷重构，因此，超声波缺陷重构可归结为一个散射问题。对于散射问题，可用下式简
单表示： 
𝑦 = 𝑇𝑥 + 𝜉                               (8) 
其中𝑥表示散射源，或者说重构对象，在本文中就表示板中的减薄缺陷；𝑦表示散射场信号；
𝑇是一个算子，算子𝑇的属性取决于具体的散射问题本身；𝜉为误差。散射反演的任务是在知
道𝑦的情况下计算出𝑥。传统的解决该问题的主要方式分为两种，第一种方式是直接求解，
即直接构建反问题模型，上述的波数空间域变换法就属于这种方式，用式子表示这类方法为: 
𝑥 = ?̂?−1𝑦             (9) 
其中?̂?−1为构建出的理论重构模型。这种方法的优势在于对于简单结构的缺陷重构，能在短
时间内完成散射反演问题的计算；劣势是由于散射反演问题是一个不适定问题，会导致重构
模型很难计算出较为精确的结果，特别是当散射问题变得复杂时，重构模型的构建也会变得
极其困难，重构精度会进一步受到影响。 
第二种解决散射反演问题的传统方式为基于迭代求解的方法，如 QDFT方法[9]，可以表
示为：  
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𝑂{𝑦} = arg min
𝑥
𝑓(𝑇{𝑥}, 𝑦)                         (10) 
其中函数𝑓为误差函数，用以表征散射正问题模型的计算结果，即𝑇{𝑥}和𝑦之间的误差。基
于迭代的方法的优势在于能求解出精度较高的结果；劣势在于优化迭代的过程需要进行大量
的计算，时间成本较高。  
第三种解决散射反演问题的方法为基于机器学习的方法，即通过样本训练的方式构建
出反问题模型，用式子可表示为： 
𝐿 = arg min
𝜃
∑ 𝑓(𝑥𝑛 , 𝐿𝜃{𝑦𝑛}) + 𝑔(𝜃)
𝑁
𝑛=1                  (11) 
其中𝑥𝑛和𝑦𝑛表示一对训练样本，组合表示为(𝑥𝑛, 𝑦𝑛)；𝑁表示一共有𝑁对训练样本；𝐿𝜃为搭建
的神经网络，用于进行反演计算，𝜃为神经网络中的待定参数，是训练过程中迭代更新的对
象；函数𝑓为误差函数，用以表征样本𝑥𝑛和𝐿𝜃{𝑦𝑛}之间的差异；函数𝑔为正则化项，作用是
对参数𝜃的值进行限制以降低训练出的模型𝐿𝜃的复杂度，防止过拟合。利用机器学习的方法
解决散射反演问题的优势在于当神经网络的训练完成后，既能实现较高的重构精度，计算速
度也非常快；劣势在于用于训练网络的样本数据的获取以及网络的训练过程较困难，难以训
练出较完善的散射重构神经网络。 
本文为了充分利用已有的传统缺陷重构理论，将理论模型方法(第一类方法的波数空间
域变换法 WNST)与第三类机器学习方法以局部融合的方式相结合以解决超声导波缺陷重构
问题，将这个新方法命名为 WNSTConvNet。用式子表示所提出的新方法为： 
𝐿 = arg min
𝜃
∑ 𝑓(𝑥𝑛 , 𝐿𝜃{?̂?
−1𝑦𝑛})
𝑁
𝑛=1 + 𝑔(𝜃)                  (12) 
由式(12)可知，在本文提出的新方法中，训练样本对为(𝑥𝑛, ?̂?
−1𝑦𝑛),其中𝑥𝑛为真实的缺陷形
状，?̂?−1为理论重构模型，?̂?−1𝑦𝑛就表示预重构缺陷。因此第一种散射反演计算方法的重构
结果即为第三种方法的训练样本。在研究中，选择均方误差函数(MSE)作为优化过程中的性
能函数，即式中的函数𝑓，表征训练样本对中𝑥𝑛和?̂?
−1𝑦𝑛之间的差异大小，训练或者说机器
学习的过程，就是通过不断的修正卷积神经网络中的待定参数𝜃，使得在整个样本集上的平
均均方误差达到极小值。式中的正则化项𝑔(𝜃)选用 L2 正则化函数，即计算参数𝜃的平方和
的一半。基于深度学习算法对结构缺陷高精度的诊断训练流程以及所设计的网络结构如图 3
所示。 
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图 3.卷积神经网络结构以及训练流程 
Fig.3 Convolutional neural network structure and training process. 
 
    从图 3可以看出，深度学习的神经网络所处理的是一维信号，所以在网络设计的过程中
选择用一维模式的卷积神经网络。神经网络训练过程的描述如下：传感器数据经过波数空间
域变换法(WNST)处理后，得到预重构的缺陷，并作为神经网络的输入样本，输入样本经过神
经网络的计算后，得到网络输出，以计算均方误差的方式将网络输出样本与真实缺陷相比较，
然后更新网络中的待定参数𝜃，迭代运算多次直到整个样本集上的平均均方误差值趋于收敛。
网络训练完成后，若有一新的缺陷散射信号，经过预重构以及卷积神经网络处理后，可得到
高质量的重构缺陷。在网络结构设计中，非线性激活函数部分选择使用运算效率高的 ReLU
函数[25]，同时，为了解决网络训练过程中会遇到的梯度消失问题，在激活函数前会进行批
归一运算[26]，提高训练效率；而为了解决过拟合问题，在网络的末端添加 Dropout 层[27]，
舍弃部分训练参数，提高网络的鲁棒性。同时，添加 L2正则化项，对训练参数加以限制，
提高网络的泛化性能。 
 
3 实验验证和结果 
本文设计并制作了三组样本数据用于训练具有深度学习的神经网络，并利用训练好的神
经网络进行缺陷重构。 
3.1样本数据的准备 
本次研究通过仿真运算制作了三个训练样本集。第一个为三角形缺陷样本集，包含 400
组样本，每组样本由两部分组成，及输入样本和对应的参考样本。参考样本为真实的等腰三
角形缺陷，该等腰三角形的底边长和高为随机大小，范围分别控制在(0,2)以及(0.1,0.3)之间；
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输入样本为参考样本(真实缺陷)所对应的重构缺陷结果，是利用导波散射正问题模型仿真计
算得反射系数𝐶𝑟𝑒𝑓再经过波数空间域变换法重构而获得。这样设计样本数据的目的是使得通
过训练得到的神经网络能够感知重构缺陷尺度和形状变化，提高神经网络的泛化性能。在
400 组样本中，300 组样本用于神经网络的训练，70 组用于训练过程中的验证，30 组用于
训练完成之后的测试。 
第二个训练样本集为矩形缺陷样本集，由 400 个随机大小形状的真实矩形缺陷(底边长
和高的尺度范围分别是(0,2)以及(0.1,0.3))及其对应的仿真重构缺陷组成。矩形缺陷样本集
中的训练、验证、测试集比例与三角形样本集相同。 
第三个样本集为含噪声的矩形缺陷样本集，用以模拟在实际检测中系统受到环境噪声的
影响。该样本集由 400 个随机形状大小的矩形缺陷(尺度范围与第二个训练样本集中的矩形
缺陷相同)及其对应的含噪声仿真缺陷组成。噪声的添加方法是：首先，计算每一个输入样
本所对应的有效功率，然后根据有效功率的大小，添加信噪比为 15dB的全频段高斯白噪声，
进而产生含噪声的输入样本集。 
3.2神经网络的训练  
通过仿真计算出训练样本后，分别将每个样本集合中的 300组输入样本和 70组验证样
本进行卷积神经网络的训练，同时把 30组与训练样本不同的数据作为测试集，用以验证网
络的泛化性能，防止过拟合。本次研究中神经网络的搭建以 Tensorflow中的工具包为基础，
构建了适用于定量化重构缺陷的神经网络，其迭代过程中的优化算法使用的是一阶梯度优化
的算法（Adam）。在实验中，根据预训练的训练集和验证集损失函数变化情况设置神经网络
训练时在样本集上的遍历次数,如图 4所示，最终的样本训练遍历次数则设置为 160次。 
 
图 4.训练集和验证集损失函数变化趋势图 
Fig.4 The variation trend of loss function of training dataset and validation dataset. 
 
3.3实验结果 
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神经网络训练完成后，将测试集的样本数据输入神经网络进行缺陷重构测试，为了定
量化表征重构出的缺陷与真实缺陷的差异，即重构缺陷的质量，定义信噪比函数(SNR)[28]: 
𝑆𝑁𝑅(𝒙, ?̂?) ≜ max
𝑎∈𝑅
{10𝑙𝑜𝑔10(
‖𝒙‖𝑙2
2
‖𝒙−𝑎?̂?‖𝑙2
2 )}                   （13） 
其中𝒙为真实的缺陷，?̂?为重构出的缺陷，SNR的值越大，表示重构出的缺陷质量越好。
注意，在本次研究中用以表征缺陷形状的向量𝒙或?̂?实际是整个检测范围内的缺陷形状空间
分布，包括缺陷区和无缺陷区。这样设计的目的是既能研究缺陷区内重构缺陷的质量，也能
观察和研究重构结果中无缺陷区部分的噪声和误差大小。 
3.3.1三角形样本集 
将三角形样本集中的训练样本和验证样本输入卷积神经网络进行训练，训练完成后，从
测试集中取出一个新的三角形缺陷，先利用平板中导波散射正问题程序仿真计算出该缺陷产
生的反射系数，然后分别用波数空间域变换法(WNST)和 WNSTConvNet法进行重构计算，最后
将两种方法重构出的结果与真实的缺陷相对比，并通过计算 SNR定量化比较两种方法的重构
效果。图 4和图 5 分别表示两个不同的测试缺陷以及它们所对应的重构结果，表 1表示这两
个实验结果的 SNR 值以及 30个测试样本的平均 SNR值。由图 5和图 6可以看出，波数空间
域变换法(WNST)可以较准确的重构出缺陷的位置，但重构缺陷的深度与实际的深度存在差异，
并且在无缺陷区域存在较多的误差信号，卷积神经网络的处理可以较好的解决这两个问题。
从表 1可以看出 WNSTConvNet重构出的结果具有更高的 SNR值，即更高的重构质量。 
 
图 5.三角形缺陷样本 1 的重构结果 
Fig.5 Reconstruction results of triangle defect sample 1. 
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图 6.三角形缺陷样本 2 的重构结果 
Fig.6 Reconstruction results of triangular defect sample 2. 
 
表 1.三角形缺陷样本集两种方法的重构结果 SNR(dB)值对比 
Table 1 SNR(dB) comparison of two methods on triangular dataset 
 
3.3.2矩形样本集 
在实际中，矩形缺陷也是常见的缺陷形状之一，在本研究中通过仿真计算出 400 对矩
形缺陷的样本数据。矩形缺陷样本集的重构结果如图 7、图 8所示，重构结果的 SNR值如表
2所示。通过对比表 2和表 1的结果可以看出，波数空间域变换法重构矩形缺陷的效果比重
构三角形缺陷的效果好，而利用 WNSTConvNet方法重构两种类型的缺陷时，其重构结果的测
试集平均 SNR值基本相同，说明算法有较好的鲁棒特性，并且均高于对应的 WNST法重构结
果的平均 SNR值。在矩形缺陷重构算例中，结果(SNR值)的精度从 8.33dB提高到 23.85dB，
增加了约 200%。因而，WNSTConvNet 法对矩形缺陷的重构也有具有更高的精度,优于 WNST
法。 
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图 7.矩形缺陷样本 1 的重构结果 
Fig.7 Reconstruction results of rectangular defect sample 1. 
 
图 8.矩形缺陷样本 2 的重构结果 
Fig.8 Reconstruction results of rectangular defects sample 2. 
 
表 2. 矩形缺陷样本集两种方法的重构结果 SNR(dB)值对比 
Table 2 SNR(dB) comparison of two methods on rectangular dataset 
 
                    
3.3.3 含噪声的矩形缺陷样本集 
由于神经网络所关注的是“端对端”的映射关系，所以训练网络的过程能赋予其处理噪
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声信号的能力，因此神经网络在信号处理中的去噪领域有诸多应用。为了验证本研究中的卷
积神经网络也具有自适应去噪声的功能，设计了含噪声的矩形缺陷样本集。训练完成的网络
对含噪声缺陷的处理结果如图 8 所示，整个测试集上的平均 SNR 值如表 3 所示。根据图 9
和表3可以看出训练完成后的卷积神经网络可以有效去除预重构缺陷中含有的15dB的噪声。
对比两种方法，WNST 的结果(SNR 值)精度仅是 6.62dB，说明噪声的加入导致缺陷重构的精
度较低，而 WNSTConvNet缺陷重构方法的结果精度为 23.56dB，很接近没有噪音影响的重构
精度 23.85dB（如表 2所示），说明此神经网络具有较好泛化性。 
 
图 9.含高斯白噪声矩形缺陷重构结果 
Fig.9 Reconstruction results of rectangular defects with gaussian white noise. 
 
表 3. 含噪声矩形缺陷重构结果的 SNR 值 
Table 3 SNR(dB) values of reconstruction results of rectangular defects with gaussian white noise 
 
 
4 讨论 
以上的实验结果为验证 WNSTConvNet缺陷重构方法的有效性和鲁棒性提供了有力证据。
相比基于导波散射理论的缺陷重构方法 WNST，结合了样本数据训练的 WNSTConvNet 方法在
缺陷重构的细节处理上具有更大的优势，重构出的结果更接近真实的缺陷形状，这对工程中
的高精度缺陷探测领域具有重要意义。同时，具有自适应去噪声功能的 WNSTConvNet 方法，
其鲁棒性可以体现在有效去除缺陷重构系统中样本混杂环境噪声的能力，一方面能进一步提
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高重构缺陷的质量，另一方面，去除检测区域中无缺陷区的噪声对检测系统对缺陷的精确定
位具有重要意义。利用 WNSTConvNet方法重构缺陷时，在网络训练完成后，进行一次重构运
算的时间少于 1秒，具有较高的重构效率。 
    有监督深度学习的缺陷重构方法的劣势在于用不同数据集训练出的神经网络之间的交
互性较差。比如，使用上述三角形缺陷样本集训练出的神经网络重构矩形缺陷时效果较差，
表现出该重构模型具有较强的“主观特性”，泛化性能较差。在实际应用中针对该问题的解
决方式是将多种典型形状类型的缺陷样本放在一起训练神经网络，或者在缺陷重构模型前添
加一个分类器，然后将分出的不同类型预重构缺陷输入对应的卷积神经网络进行计算重构，
这些都是需要进一步深入研究的内容。另外，使用神经网络重构缺陷需要准备大量的样本数
据。目前，在工程中相关的样本数据量较少且通过实验获取样本数据的成本较高，而利用计
算机仿真获取样本数据训练神经网络，然后将训练好的网络用于实测，是目前一种可行的获
取数据方法。 
本文中提出的基于深度学习的导波缺陷重构方法是将解决散射反演问题的第一类理论
模型方法与第三类机器学习方法相结合，对于其中导波缺陷重构理论方法以及机器学习模型
的类型没有具体的限制。在本文中，只选择了波数空间域变换法(WNST)与卷积神经网络进行
结合构建出 WNSTConvNet方法进行研究，对于其它以这种形式相结合的缺陷重构机器学习模
型的构建具体重要的指导意义。 
 
5 结论 
本文提出了一种基于深度学习的超声导波缺陷定量化重构方法（WNSTConvNet），是将
平板减薄缺陷的 SH 波定量化重构理论方法-波数空间域变换法(WNST)与卷积神经网络以局
部融合的方式进行结合。神经网络结构是一维模式的卷积神经网络，在训练时添加了 L2正
则化项和 Dropout 层防止过拟合，在每个卷积层进行批归一化防止梯度消失。 
通过设计实验，将 WNSTConvNet的重构结果与波数空间域变换法的重构结果进行对比，
验证了 WNSTConvNet 法有效且具有更高的重构精度和稳定性。对于三角形缺陷和矩形缺陷，
WNSTConvNet 法的重构精度都维持在 20dB 左右，体现出算法有很好的鲁棒特性。特别是矩
形缺陷的重构，WNSTConvNet的结果精度比 WNST提高了近 200%。考虑含 15dB高斯白噪声的
矩形缺陷算例，WNSTConvNet方法构建的卷积神经网络可以实现去除噪声的目的，说明此神
经网络具有较好泛化性。 
该方法在重构缺陷时具有较高的计算速度，对于本文中研究的平板减薄缺陷的 SH波重
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构问题，可在 1秒内完成缺陷的重构运算，是一种高精度、高效率的缺陷定量化重构方法，
具有较高的应用价值。 
该方法尚需完善之处：应用交互性较差，即对于特定的问题有较好的重构效果，若研究
的问题超过了所训练网络的适用范围，则需要有针对性的重新获取样本数据并训练新的网络。
另外，深度学习算法对样本数据的质量和数量要求较高，而在实际工程应用，很难获取大量
的有效样本数据。针对这些问题，后续的工作会对提高 WNSTConvNet方法在应用时的普适性、
增加样本数量等方面做进一步的研究。 
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