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Abstract
We study in detail the relationship between the Tavis-Cummings Hamiltonian of quantum
optics and a family of quasi-exactly solvable Schro¨dinger equations. The connection between
them is stablished through the biconfluent Heun equation. We found that each invariant
n-dimensional subspace of Tavis-Cummings Hamiltonian corresponds either to n potentials,
each with one known solution, or to one potential with n-known solutions. Among these
Schro¨dinger potentials appear the quarkonium and the sextic oscillator.
PACS: 42.65.Ky, 02.20.Sv, 03.65.Fd, 02.30.Gp
1 Introduction
The main objective of this paper is to show a direct method to connect quantum optics Hamilto-
nians with quasi-exactly solvable (QES) one-dimensional Schro¨dinger equations by considering
the case of a trilinear Hamiltonian. In principle, these two topics are quite far away since optical
Hamiltonians make use of operators corresponding to the radiation modes or to the interact-
ing atoms with a number of allowed transitions, while Schro¨dinger equations describe a (one
dimensional, in this case) particle under an external potential. However, the relation between
the solutions of quantum optical Hamiltonians and Schro¨dinger wavefunctions has been already
considered in some references (see [1–3]). Our purpose in this work is to illustrate this connection
in a clear and explicit way, including all the relevant details.
The quantum optical Hamiltonians we consider are modifications of the Jaynes-Cummings
model [4] in the rotating wave approximation (or RWA) describing the interaction of a one-
mode quantum radiation field with a two-level atom. Here, we will specially be concerned with
the Dicke or Tavis-Cummings (TC) Hamiltonians which take into account the interaction of
radiation with a population of two-level atoms [5] (other cases such as three-level atoms can also
be considered, but it will not be done here). With the help of the Schwinger representation we
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will write the TC Hamiltonian in the somewhat more general form of a trilinear Hamiltonian
[6], which has been applied in many processes, like stimulated Raman and Brillouin effects or
parametric amplifiers frequency conversion [7–9]. It is worth to mention that several methods
were used to deal with this Hamiltonian: Bethe ansatz [10–12], algebraic approach [13, 14],
quantum inverse method [2, 15, 16], and strong radiation field [17, 18]. Recently this trilinear
Hamiltonian has attracted much attention due to its applications to study correlation functions
[16, 19] in Circuit Quantum Electrodynamics Systems [20–24]. In this paper we will show how
this trilinear quantum optical Hamiltonian is associated with the biconfluent Heun equation
(BHE), and with various families of QES Schro¨dinger equations.
The organization of this work is as follows. In Section 2 we will introduce the TC Hamilto-
nian in the form of a trilinear Hamiltonian, with its symmetries and invariant subspaces labeled
by two integer parameters (`,m). In Section 3 we will consider its differential realizations start-
ing from the standard Fock-Bargman variables and propose a set of new variables in which the
differential equation separates and becomes a BHE. Section 4 is devoted to derive a transforma-
tion, characterized by label b, of the BHE into a Schro¨dinger equation. The resulting potentials
will be parametrized in terms of the initial modes, the (`,m) subspaces and the transformation
label b. Some examples are displayed in Section 5. Finally, some conclusions put an end to the
paper.
2 The Tavis-Cummings model: algebraic description
The Tavis-Cummings or Dicke model describes the interaction of two-level atoms with a sin-
gle mode of radiation field within the rotating wave approximation by means of the following
Hamiltonian,
HTC = ωcc
+c+ ωcJz + g(cJ+ + c
+J−), (2.1)
where J±, Jz are collective su(2) operators for the atoms; c, c+ are boson operators of the
radiation field and g is the coupling constant. Now, we will use the Schwinger representation
J+ = a
+b, J− = ab+, Jz =
1
2
(a+a− b+b), (2.2)
being a, a+ and b, b+ independent boson operators. If besides this replacement we include some
additional diagonal terms, then from (2.1) we get the following trilinear Hamiltonian, in which
three different modes of frequencies ω1, ω2, and ω3 interact with each other,
Ht = ωa a
+a+ ωb b
+b+ ωc c
+c+ g(a+bc+ ab+c+) . (2.3)
The term with g 6= 0 now represents the interaction between these three modes. It is convenient
to use a simplified version of this Hamiltonian, obtained by dividing the previous one by the
coupling constant g:
H =
Ht
g
= ω1 a
+a+ ω2 b
+b+ ω3 c
+c+ a+bc+ ab+c+, (2.4)
with ω1 = ωa/g, ω2 = ωb/g, ω3 = ωc/g. This system has a set of three independent and
commuting symmetry operators, including the Hamiltonian H,
{H, L = Na +Nb, M = Na +Nc }, (2.5)
where Na = a
+a, Nb = b
+b and Nc = c
+c are the number operators of the corresponding modes.
As the system has three degrees of freedom, we can say that it is completely integrable [25, 26].
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Let us consider now the Fock space representation of the system in terms of the number of
photons of each frequency, {|na, nb, nc〉; na, nb, nc ∈ N}. The symmetries L and M allow us to
define subspaces W`,m, characterized by their respective simultaneous eigenvalues `,m, which
have the following properties:
• The subspaces W`,m are finite dimensional and their corresponding dimensions are given
by d = min(`,m) + 1. Each subspace (for instance if ` ≥ m) is generated by the following
basis vectors |na, nb, nc〉:
` ≥ m
na nb nc
0 ` m
1 `− 1 m− 1
2 `− 2 m− 2
. . . . . . . . .
m `−m 0
(2.6)
• The subspaces W`,m are invariant under the Hamiltonian H. Therefore, the Hamiltonian
can be restricted to each invariant subspaceW`,m, this restriction will be denoted by H`,m.
Then, we can look for the spectrum of each H`,m, in this way the eigenvalue problem for
H has been reduced to a sequence of finite dimensional problems. This is the origin of the
quasi-exact solvability associated to the Tavis-Cummings (or to the trilinear) Hamiltonian.
2.1 Examples
Among the W`,m there is an infinity of d-dimensinal subspaces. For example those of the type
W`,0 and W0,m are one-dimensional, those of the type W`≥1,1 and W1,m≥1 are two-dimensional,
etc. We consider now two simple examples that later on will be worked out in the differential
realisations.
• ` = m = 1
The two dimensional subspace W1,1 in this case is generated by the vectors
{|1, 0, 0〉, |0, 1, 1〉}. (2.7)
The matrix representation of the Hamiltonian in this subspace will be given by
H1,1 =
(
ω1 1
1 ω1 + ω2
)
. (2.8)
• ` = 3, m = 2
Here, the subspace W3,2 is generated by the vectors
{|2, 1, 0〉, |0, 3, 2〉, |1, 2, 1〉}, (2.9)
and the Hamiltonian in this subspace (taking the above basis) is:
H3,2 =
 2ω1 + ω2 0 20 3ω2 + 2ω3 √6
2
√
6 ω1 + 2ω2 + ω3
 . (2.10)
Remark that the restricted Hamiltonians H`,m are explicitly Hermitian and therefore they can
be diagonalized with real eigenvalues.
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3 Differential realizations of the Tavis-Cummings model
The simplest differential realization of the trilinear form of the Tavis-Cummings Hamiltonian
(2.4), is the Fock-Bargmann representation in terms of three complex variables:
a = ∂z1 , a
+ = z1, b = ∂z2 , b
+ = z2, c = ∂z3 , c
+ = z3. (3.1)
Using these variables, the Hamiltonian (2.4) adopts the differential form
HT = ω1z1 ∂z1 + ω2z2 ∂z2 + ω3z3 ∂z3 + z1 ∂z2∂z3 + z2 z3 ∂z1 , (3.2)
while the symmetry operators L and M are first order differential operators
L = z1 ∂z1 + z2 ∂z2 , M = z1 ∂z1 + z3 ∂z3 . (3.3)
In this realization the Fock states are given by the monomials
|na, nb, nc〉 = (z1)
na(z2)
nb(z3)
nc
(na!nb!nc!)
1/2
. (3.4)
Taking into account the symmetries (2.5) of the system, we are going to make a transforma-
tion from the set of variables (z1, z2, z3) to another set (r, s, t) so that the Hamiltonian can be
simplified. These new variables are characterized by the condition that the operators L and M
must depend only on one variable; here we will choose L to be a function of s and M a function
of t. Then, after straightforward computations, we find the following relationship between the
two sets of variables
r =
cz1
z2z3
, s =
z1
z3
f(z2), t =
z1
z2
g(z3), (3.5)
where c is a constant and f , g are arbitrary functions. Without loss of generality, we can take
these functions as f(z2) = g(z3) = 1. Hence, we can rewrite the variables (z1, z2, z3) in terms of
(r, s, t) as follows:
z1 = c
st
r
, z2 = c
s
r
, z3 = c
t
r
. (3.6)
Therefore, partial derivatives transform as
∂
∂z1
=
1
c
(
r
t
∂
∂s
+
r
s
∂
∂t
+
r2
st
∂
∂r
)
, (3.7)
∂
∂z2
= −1
c
(
tr
s
∂
∂t
+
r2
s
∂
∂r
)
, (3.8)
∂
∂z3
= −1
c
(
rs
t
∂
∂s
+
r2
t
∂
∂r
)
. (3.9)
The three commmuting operators H, L and M have the following expressions in terms of the
new variables (r, s, t):
H =
r3
c
∂2
∂r2
+
rst
c
∂2
∂s∂t
+
tr2
c
∂2
∂r∂t
+
r2s
c
∂2
∂r∂s
(3.10)
+
(
r2
c
+ (ω1 − ω2 − ω3)r + c
)
∂
∂r
+ ((ω1 − ω3)r + c)s
r
∂
∂s
+ ((ω1 − ω2)r + c) t
r
∂
∂t
.
M = t
∂
∂t
, L = s
∂
∂s
. (3.11)
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Now, we can look for solutions Ψ(r, s, t) which are simultaneous eigenfunctions of the sym-
metries L and M , i.e., they belong to the subspace W`,m characterized by
MΨ(r, s, t) = mΨ(r, s, t), LΨ(r, s, t) = `Ψ(r, s, t). (3.12)
Then, the wavefunction factorizes as
Ψ(r, s, t) = s` tm ψ(r) , (3.13)
and the equation for the Hamiltonian H with eigenvalue E in the subspaceW`,m admits separa-
tion in these variables, leading to the following linear second-order ordinary differential equation
in terms of the variable r:
d2ψ
dr2
+
(
c2
r3
+
c(ω1 − ω2 − ω3)
r2
+
m+ `+ 1
r
)
dψ
dr
+
+
(
(m+ `)c2
r4
+
c(m(ω1 − ω2) + `(ω1 − ω3)− E)
r3
+
m`
r2
)
ψ = 0. (3.14)
We would like the solutions of (3.13) to be polynomials in all the new variables, so that
ψ(r) = a0 + a1r + a2r
2 + · · · aNrN , then if we replace in (3.13) the old variables, we have
Ψ(z1, z2, z3) =
zm+`1
zm2 z
`
3
N∑
k=0
ak
(
cz1
z2z3
)k
. (3.15)
However, this wavefunction should also be a polynomial in the old variables, but in its present
form the denominators exclude this possibility. Therefore, in order to solve this difficulty we
must change from the variable r to its inverse ρ = 1/r, so that the above relation becomes
Ψ(z1, z2, z3) =
zm+`1
zm2 z
`
3
`+m∑
k=max(`,m)
ak
(
z2z3
cz1
)k
, (3.16)
or in terms of the variables ρ, s, t:
Ψ(ρ, s, t) = s`tmρmax(`,m)
N ′∑
n=0
bnρ
n , N ′ = `+m−max(`,m), (3.17)
having thus an acceptable polynomial form. Hence, in terms of ρ = 1/r, equation (3.14) trans-
forms into
d2ψ
dρ2
−
(
m+ `− 1
ρ
+ c(ω1 − ω2 − ω3) + c2ρ
)
dψ
dρ
+
+
(
m`
ρ2
+
c(m(ω1 − ω2) + `(ω1 − ω3)− E)
ρ
+ (m+ `)c2
)
ψ = 0 . (3.18)
This equation has a regular singularity at the origin and an irregular singularity of rank two at
infinity, which coincides with the singularities of the biconfluent Heun equation (BHE). Indeed,
if we transform (3.18) using the change of function ψ(ρ) = ρkϕ(ρ), where k = max(`,m), as
suggested by (3.17), we get
d2ϕ
dρ2
+
(
1 + 2k −m− `
ρ
− c(ω1 − ω2 − ω3)− c2ρ
)
dϕ
dρ
+
(
(m− k)(`− k)
ρ2
+ (3.19)
+
c(m(ω1 − ω2) + `(ω1 − ω3)− E − k(ω1 − ω2 − ω3))
ρ
+ (m+ `− k)c2
)
ϕ = 0.
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From (3.19), we can see that if k = ` or k = m this equation has the form of a BHE [27], with
general form
y′′ +
(
1 + α
x
+ β − 2x
)
y′ +
(
−δ + (1 + α)β
2x
+ γ − α− 2
)
y = 0. (3.20)
Let us observe that comparing (3.19) and (3.20) we must have c = ±√2. Indeed, the coefficientes
α, β, γ should be of the form:
1. If m ≥ `, then k = m:
α = m− `, β = −c(ω1 − ω2 − ω3), γ = m+ `+ 2,
δ = c (m(ω1 − ω2 − 3ω3)− `(3ω1 − ω2 − 3ω3) + (ω1 − ω2 − ω3 + 2E)) .
(3.21)
2. If ` ≥ m, then k = `. In this case the identification of the parameters α, β, γ and δ is the
same as above, but interchanging ω2 with ω3, and ` with m.
4 From the biconfluent Heun equation to a Schro¨dinger equa-
tion
In this Section we will transform the BHE (3.19) into a more familiar Schro¨dinger-type equation,
that will be analyzed in detail.
If we consider the value c =
√
2 (the other sign choice will be discussed later) in (3.19), and
make the change of dependent and independent variables [28, 29]
ϕ(ρ) = e−W (x) χ(x), x = x(ρ), (4.1)
we have the possibility to choose the functions W (x) and x(ρ) in such a way that χ(x) satisfy
a Schro¨dinger equation, with eigenvalue λ = 0:
− χ′′ + V (x)χ = λχ = 0. (4.2)
Indeed, if W (x) satisfies the equation
x¨− 2 (x˙)2 dW
dx
+
dx
dρ
(
2k −m− n+ 1
ρ
−
√
2(ω1 − ω2 − ω3)− 2ρ
)
= 0, (4.3)
where x˙ = dx/dρ, the potential V (x) introduced in (4.2) has the form
V (x) =
x¨
x˙2
dW
dx
−
(
dW
dx
)2
+
d2W
dx2
+
1
x˙
dW
dx
[
2k −m− `+ 1
ρ
−
√
2(ω1−ω2−ω3)−2ρ
]
− 1
x˙2
[√
2 (`(ω1 − ω3) +m(ω1 − ω2)− E − k(ω1 − ω2 − ω3))
ρ
+ 2(m+ `− k)
]
. (4.4)
Henceforth, we choose the dependence between x and ρ in the form x = ρb, b > 0, and therefore
the potential (denoted from now on by Vb(x)) and the wavefunction χ(x) will have the following
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expressions:
Vb(x) =
(
−1
4
+
(1 +B)2 − 4k − 4kB + 4k2
4b2
)
x−2 −
(
AB + 2D
2b2
)
x−2+
1
b
−
(
A2 + 4B + 4G− 4
4b2
)
x−2+
2
b +
A
b2
x−2+
3
b +
1
b2
x−2+
4
b , (4.5)
χ(x) = x−(1−b+B−2k)/(2b) exp
[
−1
2
x1/b
(
A+ x1/b
)]
ϕ(ρ(x)), (4.6)
where
A =
√
2(ω1 − ω2 − ω3), B = m+ `− 1, G = 2(m+ `),
D =
√
2(m(ω1 − ω2) + `(ω1 − ω3)− E).
(4.7)
Notice that for all the values of the parameters `,m ∈ N and b > 0, the power of x in front of
(4.6) is positive, while the dominant term in the exponential is negative. This means that in all
cases the resulting solutions χ(x) will be square integrable wavefunctions such that
lim
x→0
χ(x) = 0, lim
x→∞χ(x) = 0, (4.8)
which make them physically acceptable.
Now we are interested in removing some of the terms in the potential (4.5), in order to have
a simpler form. To meet this goal we can select some specific values of b:
• If b = 1, the potential is
V1(x) =
√
2(2E + (1− 3m− 3n)ω1 + (−1 + 3m+ n)ω2 + (−1 +m+ 3n)ω3)
2x
+
(m− `− 1)(m− `+ 1)
4x2
+ 2− 3(m+ n)− (−ω1 + ω2 + ω3)
2
2
+
√
2(ω1 − ω2 − ω3)x+ x2, (4.9)
and the wavefunction
χ(x) = x−(B−2k)/2 exp
[
−1
2
x (A+ x)
]
ϕ(ρ(x)) . (4.10)
Remark that this potential corresponds to a combination of Coulomb, oscillator and lin-
ear potentials, together with a centrifugal term. This potential is used to describe the
quarkonium [30, 31] and a two-electron quantum dot [32].
• If b = 1/2, the potential becomes
V1/2(x) =
(2m− 2`− 1)(2m− 2`+ 1)
4x2
+ 4
√
2(ω1 − ω2 − ω3)x4 + 4x6
−(−8 + 12(m+ `) + 2(ω1 − ω2 − ω3)2)x2
+2
√
2[−(3m+ 3`− 1)ω1 + (`+ 3m− 1)ω2 + (3`+m− 1)ω3]− ε(E)
:= V˜1/2(x)− ε(E),
(4.11)
where the function ε(E) does not depend on x
ε(E) = −4
√
2E (4.12)
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and the form of the wavefunction is
χ(x) = x−(B−2k+
1
2
) exp
[
−1
2
x2
(
A+ x2
)]
ϕ(ρ(x)) . (4.13)
In this case, the potential consists of a sextic potential plus the centrifugal term. This
potential has been studied in several references, where it was derived by other methods
[3, 33, 34]. It is remarkable that the term ε(E) in the potential V1/2(x) given by (4.11) can
be moved to the right hand side of its corresponding Schro¨dinger equation (4.2), so that
we are faced with an equivalent Schro¨dinger equation for the displaced potential V˜1/2(x)
with eigenvalue ε(E) and eigenfunction χ(x) given in (4.13).
• If b = 3/2 the potential is
V3/2(x) =
(2m− 2`− 3)(2m− 2`+ 3)
36x2
+
4
9
x2/3 +
4
√
2
9
(ω1 − ω2 − ω3)
+
2
√
2(2E − (3m+ 3`− 1)ω1 + (`+ 3m− 1)ω2 + (3`+m− 1)ω3)
9x4/3
−(−8 + 12(m+ `) + 2(ω1 − ω2 − ω3)
2)
9x2/3
, (4.14)
and the corresponding wavefunction is
χ(x) = x−(−
1
2
+B−2k)/3 exp
[
−1
2
x2/3
(
A+ x2/3
)]
ϕ(ρ(x)) . (4.15)
• If b = 2 the potential is
V2(x) =
(m− `− 2)(m− `+ 2)
16x2
+
1
4
+
√
2(ω1 − ω2 − ω3)
4
√
x
+
2
√
2(2E − (3m+ 3`− 1)ω1 + (`+ 3m− 1)ω2 + (3`+m− 1)ω3)
16x3/2
−(−8 + 12(m+ `) + 2(ω1 − ω2 − ω3)
2)
x
, (4.16)
while the wavefunction is
χ(x) = x−(−1+B−2k)/4 exp
[
−1
2
x1/2
(
A+ x1/2
)]
ϕ(ρ(x)) . (4.17)
This potential V2(x) includes a long range term V (x) = −α/
√
x that has been studied in
[30]. Choosing appropriate values of the parameters, the term x
3
2 can be eliminated.
Notice that the potentials V1(x), V3/2(x) and V2(x) include the eigenvalues E of our original
trilinear Hamiltonian as an intrinsic part of the parameters, so that the energy of the Schro¨dinger
equation (4.2) must be zero, λ = 0. In other words, for these values of b we get a list of potentials
with only one known wavefunction corresponding to the energy λ = 0.
For the negative value c = −√2, we obtain the same equation (3.18) as for c = +√2, but
replacing ρ by −ρ. This leads us to another set of potentials where we must take into account
that the variable x is related to ρ in the form x = (−ρ)b (instead of x = ρb).
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5 Two examples: the quarkonium and the sextic potential
From now on, in order to illustrate the general results previously obtained, we will concentrate
on two cases mentioned in Section 2.1, (i) m = ` = 1, and (ii) m = 2, ` = 3. We will also restrict
to the cases V1(x) and V1/2(x), because they represent the potentials of well known physical
systems: the quarkonium potential, the two-electron quantum dot and the sextic oscillator.
5.1 Case m = ` = 1
The two dimensional subspace in this case is W1,1, given by (2.7) and the matrix representation
of the Hamiltonian H1,1 is (2.8). If for simplicity we choose ω1 = ω2 = ω3 = 1, the eigenvalues
and eigenfunctions corresponding to this two by two matrix H1,1 are
|ψp〉 = γp,1|1, 0, 0〉+ γp,2|0, 1, 1〉, p = 1, 2, (5.1)
with
p Ep γp,1 γp,2
1 3+
√
5
2
√
5−√5
10
√
5+
√
5
10
2 3−
√
5
2 −
√
5+
√
5
10
√
5−√5
10
(5.2)
We can write those eigenfunctions in terms of the variables ρ, s, t (see (3.17)) as follows:
Ψp(ρ, s, t) = stρ
(√
2 γp,1 + 2γp,2 ρ
)
= stρϕp(ρ). (5.3)
The wavefunction is
χp(x) = e
W (x)
(√
2 γp,1 + 2γp,2 ρ(x)
)
. (5.4)
If we choose b = 1, that is, ρ = x, then we may say that for the two values of the parameter
E shown in (5.2) (E1, E2), the corresponding potential V1(x) in (4.9) has zero energy eigenvalue,
as mentioned before. A plot of the potentials and the probability density functions |χp(x)|2 can
be seen in Figure 1. The plot of corresponding potentials obtained with c = −√2 is shown in
Figure 2.
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Figure 1: The potential V1(x) (solid line) and probability density function |χp(x)|2 (dashed line)
for E1 = (3 +
√
5)/2 (left) and E1 = (3−
√
5)/2 (right).
If we choose b = 1/2, that is x =
√
ρ, then the two values of E in (5.2) provide energies of
the potential V˜1/2(x), which turn out to be ε± = −2
√
2(3±√5). A plot of the unique potential
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Figure 2: Plots for the case c = −√2 of the potential V1(x) (solid line) and probability density
function |χp(x)|2 (dashed line) for E1 = (3 +
√
5)/2 (left) and E1 = (3−
√
5)/2 (right).
V˜1/2(x) and the probability density functions |χp(x)|2 can be seen in Figure 3 for c =
√
2 and
Figure 4 for c = −√2.
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Figure 3: Plots for c =
√
2 of the potential V˜1/2(x) (solid line) and two probability density
functions |χp(x)|2 (dashed lines) placed at the eigenenergy levels ε± = −2
√
2(3 ± √5) (dotted
lines).
5.2 Case m = 2, ` = 3
The three dimensional subspace in this case is W3,2 and the restricted Hamiltonian H3,2, as it
was shown in Section 2.1. The eigenvalues and eigenfunctions in this 3D subspace are:
|ψp〉 = γp,1|2, 1, 0〉+ γp,2|0, 3, 2〉+ γp,3|1, 2, 1〉, p = 1, 2, 3, (5.5)
with
p Ep γp,1 γp,2 γp,3
1 7.40405 0.30313 0.68015 0.66750
2 3.81763 0.72847 -0.61627 0.29781
3 0.77833 -0.61437 -0.39598 0.68246
(5.6)
10
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Figure 4: Plots for c = −√2 of the potential V˜1/2(x) (solid line) and two probability density
functions |χp(x)|2 (dashed lines) placed at the eigenenergy levels ε± = 2
√
2(3 ± √5) (dotted
lines).
We can write those eigenfunctions in terms of the variables ρ, s, t as follows:
ψp ≡ s3t2 ρ3
(
2γp,1 +
4√
6
γp,2 ρ
2 +
4√
2
γp,3 ρ
)
. (5.7)
The wavefunction is
χp(x) = e
W (x)
(
2γp,1 +
4√
6
γp,2 ρ(x)
2 +
4√
2
γp,3 ρ(x)
)
. (5.8)
If we choose b = 1, that is, ρ = x, then we say that the three values of the parameter E
shown in (5.6), (E1, E2, E3), are such that the corresponding potentials V1(x) have zero energy
eigenvalue. A plot of the potentials and the probability density functions |χp(x)|2 can be seen
in Figure 5.
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Figure 5: The potentials V1(x) (solid line) and probability density functions |χp(x)|2 (dashed
lines) for E1 = 7.40405 (left), E2 = 3.81763 (center), and E3 = 0.77833 (right).
On the other hand, if we choose b = 1/2, that is x =
√
ρ, then the three values of E in
(5.6) provide the eigenvalues of the Schro¨dinger equation associated to V˜1/2, which turn out to
be εp = −4
√
2Ep. A plot of the potential and the probability density functions |χp(x)|2 can be
seen in Figure 6.
6 Conclusions
In this paper we have presented a method to connect quantum optic models to quasi-exactly
solvable Schro¨dinger equations in a straightforward way. This method consists of the following
steps:
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Figure 6: The potential V˜1/2(x) (solid line) and probability density functions |χp(x)|2 (dashed
lines) placed at the energy levels εp = −4
√
2Ep (dotted lines).
1. Characterise the symmetries of the quantum optical model and the invariant subspaces
determined by their eigenvalues.
2. Set the quantum optical Hamiltonian in the standard differential realisation a la Fock-
Bargmann. Then, separate the differential equation by means of a new set of variables by
using the symmetries, to get an ordinary differential equation in one variable.
3. This differential equation can be rewritten as a Schro¨dinger equation which will be quasi-
exactly solvable.
In this process, we start with just one Hamiltonian specified by the scaled frequencies ω1, ω2, ω3,
but its restriction to invariant subspaces W`,m leads to a family of quasi-exactly solvable differ-
ential equations labeled by `,m. This method is quite flexible:
(i) For each value κ = min(`,m) there are an infinite number of subspaces W`,m with the
same dimension and therefore, of quasi-exactly solvable potentials.
(ii) Once fixed `,m, the last change of variable x = ρb, allows to find different types of
potentials.
(iii) This method can be applied to any number of interacting modes or atoms with different
number of levels (work along this line is in progress).
In this paper we have worked out two simple examples, the first one is a two dimensional
subspaceW1,1. For the value b = 1 we have two potentials and we get one eigenfunction for each
of these potentials. These eigenfunctions correspond to the ground state and to the first excited
state (both having zero energy) of the respective potential, as shown in Figs. 1 and 2. When b =
1/2 we basically obtain only one potential V˜1/2 with two different eigenfunctions corresponding
to the ground and the first excited states, but their energies have negative values. In this example
the centrifugal term is missing, but we could have chosen other two-dimensional examples where
the centrifugal term be present. In the second example, we dealt with the three dimensional
subspace W3,2 and similar considerations apply: we get either a list of three potentialseach one
with a zero energy wavefunction, or one potential with three different solutions for the first
energy levels.
In conclusion, we have been able to connect a physical model in quantum optics, the trilinear
Hamiltonian, with a large list of Schro¨dinger type systems which are quasi-exactly solvable, some
of them with a clear physical meaning including the quarkonium potential, or the sextic harmonic
oscillator.
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