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FITTING MULTI DIMENS ZONAL S?LI NES US ING STATISTICAL VARIABLE 
SELECTION TECHNIQUES 
BY 
P a t r i c i a  L, Smith' 
This  r e p o r t  demonstra tes  the s u c c e s s f u l  a p p l i c a t i o n  o f  s t a t i s t i c a l  
v a r i a b l e  s e l e c t i o n  t echn iques  t o  f i t  s p l i n e s .  Major emphasis i s  g i v e n  t o  
knot s e l e c t  ion ,  but  o r d e r  d e t e r m i n s t  ion is a l s o  d i scussed .  Tvo FORTRAN 
backward e l i m i n a t i o n  p r o g r m s  us ing the 0 - sp l ine  b a s i s  were developed,  and 
t h e  one for  knot e l  n ina t ion  i s  compared i n  d e t a i l  wi th  two o t h e r  s p l i n e -  
f i t t i n g  methods and s e v e r a l  s t a t i s t i c a l  so f tware  packages. An example i s  
a l s o  given f o r  the  two-var iable  c a s e  us ing a  t ensor  product b a s i s ,  wi th  a  
t h e o r e t i c a l  d i sc t i s s ion  of t h e  d i f f i c u l t i e s  of t h e i r  use. 
1. INTRODUCTION 
?olynomial s p l i n e s  have o f t e n  been employed i n  modeling o r  d a t a  f i t t i n g  
whe? the  func t iona l  form of  t h e  r e l a t i o n s h i p  between t h e  dependent and inde- 
pendent v a r i a b l e s  is unknown. The major problem has  been how t o  avoid  
under- o r  o v e r f i t t i n g  t h e  d a t a .  A s t r i c t l y  mathematical  approach i s  t o  add 
knots  one a t  a  t h e  and move than  around u n t i l  the  L2 (o r  some o t h e r )  norm 
o f  the  e r r o r s  is l e s s  than  a  p r e s e l e c t e d  t o l e r a n c e  l e v e l  ( r e f .  1 ) .  A major 
problem with t h i s  approach is t h a t  a  good f i t  depends e n t i r e l y  on t h e  suo- 
j e c t i v e  s e l e c t i o ~  of  t h e  t o l e r a n c e  l e v e l .  A f i t t i n g  method which a t t e m p t s  
to  avoid t h i s  problem is  the  smoothing technique in t roduced by ~ e i n s c h  
( r e f .  21, but i t  r e q u i r e s  t h e  exper imenter  t o  have good a  ~ r i o r i  n fo rmat ion  
- 
i bout t h e  d a t a  o- the  process uhich genera ted i t .  Both of t h e s e  ~ e t h o r i s  a r e  
c u r r e n t l y  f e a s i b l e  on ly  f o r  f u n c t i o n s  of a  s i n g l e  v a r i a b l e .  
A s t a t i s t i c a l  approach t o  t h e  c u r v e - f i t t i n g  problem us ing  t h e  method o f  
c r o s s - v a l i d a t i o n  was in t roduced by Wahba and Wold ( r e f .  3 ) .  'Ihe major 
Ass i s t an t  P ro fessor ,  Department of Mathematics, Old Dominion U n i v e r s i t y ,  
Norfolk,  Vi rg in ia  23508. 
advantage of t h i s  procedure is i t s  automation:  no - a  ~ f i o t i  n fo rmat ion  is 
needed. There a r e  s e v e r a l  d i s a d v a n t a s c s ,  however. Every d a t a  po in t  is a  
knot s o  t h a t  t h e  r e s u l t i n g  f u n c t i o n a l  form is d i f f i c u l t  t o  u s e  and i n t e r -  
p r e t .  In a d d i t i o n ,  i f  t h e r e  a r e  c l e a r l y  i d e n t i f i a b l e  t r e n d s  i n  c e r t a i n  
p o r t i o n s  of t h e  d a t a  such a s  l i n e a r i t y  o r  sha rp  bends, t h i s  in fo rmat ion  is 
l o s t  a n a l y t i c a l l y  even though it shows up when t h e  s p l i n e  is  p l o t t e d .  The 
p r a c t i c a l  use  of t h i s  technique is a l s o  c u r r e n t l y  r e s t r i c t e d  t o  f u n c t i o n s  of 
one o r  two v a r i a b l e s .  I h e  two v a r i a b l e  case  is  considered i n  Wahba ( r e f .  
4 ) ,  with  h i g h e r  dimensions d i s c u s s e d  i n  Wahba and Wendelberger ( r e f .  5 ) .  
Other s t a t i s t i c a l  approaches t o  t h e  v a r i a b l e  knot s p l i n e  problem have 
cons ide red  t h e  kno t s  a s  parameters  i n  t h e  model. However, t h i s  p r e s e n t s  
problems i n  f i n d i n g  the  l e a s t  squares  s c l u t i o n  and i n  subsequent s t a t i s t i c a l  
e s t i m a t i o n  and t e s t i n g  procedures  because t h e  model i s  n o n l i n e a r .  Tradi-  
t i o n a l  ( r e f .  6 )  a s  we l l  a s  Bayesian ( r e f .  7 )  approaches have been i n v e s t i -  
ga ted,  but both  a r e  l i m i t e d  i n  scope and a p p l i c a t i c n .  F u r t h e r ,  i n  most 
c a s e s ,  though the  knot l o c a t i o n s  have been v a r i a b l e ,  t h e i r  number h a s  been  
f i x e d  - a  p r i o r i  by t h e  a n a l y s t .  Some excep t ions  a r e  t h e  works of  E r t e l  and 
Fowlkes ( r e f .  8) ,  Smith and Smith ( r e f .  91,  and Agarwal and Studden ( r e f .  
101, b u t ,  a s  wi th  most o t h e r  approaches mentioned above, they  have no t  been 
developed t o  f i t  s p l  i n e s  i n  s e v e r a l  v a r i a b l e s .  
The technique i n v e s t i g a t e d  i n  t h i s  r e sea rch  is  the  use o f  v a r i a b l e  
s e l e c t i o n  procedures  t o  f i t  s p l i n e s .  I f  a  pool of kno t s  is f i x e ?  i n  advance, 
then s t a t i s t i c a l  l i n e a r  models theory can be a p p l i e d  i n  a v a r i a b l e  s e l e c -  
t i o n  framework. There a r e  four  major advantages  o f  t h e  v a r i a b l e  s e l e c t i o n  
approach t o  f i t t i n g  s p l i n e s .  F i r s t ,  v a r i a b l e  s e l e c t i o n  procedures  a r e  
e s s e n t i a l l y  u s e r  independent ( au tomat ic )  i n  t h e i r  u s e  o f  t h e  F t e s t  a s  a  
s topping c r i t e r i o n .  Second, they  a r e  widely a v a i l a b l e  i n  s t a t i s t i c a l  s o f t -  
ware. ' l t t i rd,  f i n a l  f i r s  may have s t r a i g h t f o r w a r d  i n t e p r e t a t i o n s  because  of  
t h e i r  s i m p l i c i t y  o r  t h e o r e t i c a l  foundation.  Fourth,  r e g r e s s i o n  d i a g n o s t i c s ,  
such a s  o u t l i e r  d e t e c t i o n ,  may be performed. These advantages  and o t h e r  
d e s i r a b l e  p r o p e r t i e s  a r e  d i scussed  i n  Sec t ion  4, a long wi th  a  comparison o f  
s e v e r a l  methods and so f tware .  
The theory a p p l i e s  not only  t o  s p l i n e s  i n  a  s i n g l e  v a r i a b l e ,  but  a l s o  
t o  s p l i n e s  i n  s e v e r a l  v a r i a b l e  us ing  a  t e n s o r  product b a s i s ,  However, a s  
t h e  c a r e f u l  and d e t a i l e d  development o f  t h i s  t echn ique  i n  t h e  one-var iab le  
case  i s  considered a  c r u c i a l  s t e p  t o  i t s  use in  s e v e r a l  v a r i a b l e s ,  d i s c u s -  
s i o n  of  the  m u l t i v a r i a t e  c a s e  i s  r e s t r i c t e d  t o  S e c t i o n  7, and i n c l u d e s  a n  
example o f  i t s  s u c c e s s f u l  a p p l i c a t i o n  t o  aerodynamic modeling. 
The major emphasis o f  t h i s  r e p o r t  i s  the  a p p l i c a t i o n  o f  v a r i a b l e  s e l e c -  
t i o n  procedures f o r  choosing t h e  nunber and locac iou  of t h e  k n r t e  f o r  
s p l i n e s  i n  a  s i n g l e  v a r i a b l e  of f ixed  o r d e r  degree  + I ) .  A d e t a i l e d  d i s -  
c u s s i o n  of  th r - s  "knot s e l e c t i o n "  approach i s  g iven  I n  S e c t i o n  2 w i t h  exam- 
p l e s ,  comparison o f  methods and so f tware ,  and a p p l i c a t i o n s  i n  s e c t i o n s  3-5. 
Choosing the s p l i n e  o r d e r  wi th  t h e  n m b e r  and l o c a t i o n  of t h e  k n o t s  f i x e d  is  
of l e s s  i n t e r e s t  and considered i n  Sec t ion  6 only.  FORTRAN p r o g r a m  which 
appiy backward e l i m i n a t i o n  i n  t h e s e  two c o n t e x t s  were w r i t t e n  a s  p a r t  o f  
t h i s  r e s e a r c h  and d i scussed  iv Sec t ions  2  and 6. The i r  documentation,  flow- 
c h a r t s ,  and l i s t i n g s  a r e  g iven  i n  the  Appendix. 
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2. THE KNOT SELECTION (KS) PROCEDURE 
S t a t i s t i c a l  v a r i a b l e  s e l e c t i o n  procedures can be used a s  a  KS procedure  
t o  chcor:.e ihe number and l o c a t i o n  of  kno t s  i n  f i t t i n g  s p l i n e s .  The "+" 
f u n c t i o n  b a s i s  is  s u i t a b l e  f o r  t h i s ,  a t  l e a s t  t h e o r e t i c a l l y ,  because  i t  i s  
e a s i l y  i n t e r p r e t e d .  Knots and knot m u l t i p l i c i t i e s  correspond t o  i n d i v i d u a l  
terms so  t h a t  s e l e c t i o n  o r  d e l e t i o n  o f  terms i s  e q u i v a l e n t  t o  s e l - c t i o n  o r  
d e l e t i o n  o f  knots .  Ihe kno t s  a r e  thus  s e l e c t e d  i n d i r e c t l y .  For example, a  
cont inuous  l i n e a r  s p l i n e  with knots t I$ , tk  may be w r i t t e n  a s  
11 
B o  + B 1  x  + Z 0  i ( ~  - t i ) + ,  where for  r,id zero  o t h e r -  
wise. S e l e c t i o n  o f  t h e  " sp l ine  term" (x - t .)+ is a c t u a l l y  s e l e c t i o n  o f  t h e  
J 
knot t Because we don ' t  know where t h e  b reakpo in t s  should be ,  we p rov ide  j' 
a s  cand ida te  v a r i a b l e s  a  l i b e r a l  number of s p l i n e  terms,  i . e . ,  a  pool o f  
kno t s ,  morp . e x p e r t  o r  want t o  e v e n t u a l l y  use ,  and blank.et  t h e  
d  m a  in.  . . ~ d ,  t1.e . , - t u a l  nuuber and l o c a t i o n  o f  t h e  kno t s  used i n  the  f i n a l  
model is cnmown a t  t h e  beginning i n  t h e  sense  t h a t  w a r e  s e l e c t i n g  from a  
l a r g e r  s e t .  
While "+'l f u n c t i o n s  a r e  e a s i l y  de f ined  i n  c u r r e n t  s t a t i s t i c a l  s o f t w a r e  
packages and f i t  i n t o  the  s t a t i s t i c a l  hypo thes i s  t e s t i n g  framework without 
m o d i f i c a t i o n  ( r e f .  111, computat ional  problems such a s  carry-over  i n  round- 
o f f  e r r o r  and m u l t i c o l l i n e a r i t y  g r e a t l y  r e s t r i c t  t h e i r  use. As w i l l  be seen 
i n  Sect  ion 4,  the  backward e l i m i n a t i o n  (stepdown) procedures a r e  e s p e c i a l l y  
troublesome because a l l  terms must b e  f i t  i n i t i a l l y .  An a l t e r n a t i v e  is the  
use of t h e  computat ional ly  advantageous B-spline b a s i s  ( r e f .  1). Unfortu- 
n a t e l y ,  i t  does  no t  f i t  ean.ily i n t o  the h y p o t h e s i s  t e s t i n g  framework and 
cannot be used in  e x i s t i n g  s t a t i s t i c a l  sof tware  packages. There was t h u s  a  
need f o r  the development of a  KS procedure  us ing  B-spl ines .  Cons t ruc t ion  
of hypotheses which a r e  u s e f u l  in  B-spl i n e  r e g r e s s i o n ,  inc lud ing  t e s t i n g  t h e  
importance o f  kno t s ,  has  been d e t a i l e d  i n  Smith ( r e f .  12).  As p a r t  o f  t h i s  
r e s e a r c h ,  t h e s e  r e s u l i s  have been implemented i n  two FORTRAN computer 
programs, one o f  which accommodates t h e  bnckward e l i m i n a t i o n  of  kno t s  us ing  
the  B-spline b a s i s .  Examples in  Sect  ion  3 g ive  t h e  r e s u l t s  of u s i n g  t h i s  
FORTRAN program, and compar i s o n s  wi th  s e v e r a l  s t a t i s t i c a l  so f tware  packages, 
a s  well  as  w i t h  o t h e r  s t a t i s t i c a l  s p l i n e - f i t t i n g  methods, a r e  d e t a i l e d  i n  
S e c t i o n  4. 
The use o f  v a r i a b l e  s e l e c t i o n  is  a  s o r t  o f  compromise between t h e  t e c h -  
n i q u e s  which use e i t h e r  f ixed o r  v a r i a b l e  knots .  Its most important  advan- 
t a g e ,  end one which makes p o s s i b l e  a l l  o t h e r s ,  is  t h a t  because  t h e  maximum 
number and l o c a t i c n  of  t h e  kno t s  i s  f ixed  i n  advance, t h e  s t a t i s t i c a l  theory  
of  genera l  1  inea r  models a p p l i e s .  Consequently , t h e  l e a s t  s q u a r e s  s o l u t i o n  
is  e a s i l y  obta ined a t  any g iven  s t e p ,  and hypo thes i s  t e s t i n g  and i n t e r v a l  
e s t i m a t i o n  a r e  s t r a i g h t  forward. A s  mentioned e a r l i e r ,  d e t a i l s  f o r  us ing  t h e  
B-spline b a s i s  a r e  g iven i n  r e f e r e n c e  12. ?he s e l e c t i o n  o f  k n o t s  can thus  
be acccmplished through t t e s t s .  This f i t s  e x a c t l y  i n t o  t h e  v a r i a b l e  
s e l e c t i o n  f rmework f o r  ( 1 )  s p l i n e  models i n  a  s i n g l e  v a r i a b l e ,  ( 2 )  models 
in  s e v e r a l  v a r i a b l e s  with s p l i n e  terms i n  one o r  more v a r i a b l e s ,  and (3) 
models i n  s e v e r a l  v a r i a b l e s  w i t h  t e n s o r  products  d e f i n i n g  h i g h e r  d imensional  
s p l i n e s .  Also, t r e n d s  i n  t h e  d a t a  i n  one o r  more v a r i a b l e s  may be  e a s i l y  
d e t e c t e d  through t h e  s e l e c t i o n  of a  few kno t s .  Severa l  examples o f  t h i s  
w i l l  be g iven in  t h e  next  s e c t i o n .  F u r t h e r ,  i n  some exper imenta l  s i t u a -  
t i o n s ,  models may be  e a s i l y  i n t e r p r e t e d  because the  c o e f f i c i e n t s  a r e  physi- 
c a l l y  meaningful ,  a s  i n  some e x m p l e e  i n  Sec t ions  5  and 7. 
3. EXAMPLES OF THE KS PROCEDURE 
Four d a t a  s e t s  were examined us ing the  FORTRAN knot e l  iminat  ion pro- 
g r w .  The max imum number of  c o n t i n r ~ i t y  c o n s t r a i n t s  al lcwed f o r  any g iven  
order  were imposed. The f i r s t  d a t a  s e t ,  the  Indy d a t a ,  i s  r a t h e r  s i m p l i s t i c  
but  has  appeared in  the  s t a t i s t i c a l  l i t e r a t u r e  s e v e r a l  t imes i n  connec t ion  
with c u r v e - f i t t  ,. I s p l i n e s .  It i s  a  record of  t h e  average winning 
speeds a t  the  I. rl i p o l i s  500 from 1911-1971, except  f o r  1917-1918 and 
1942-1%5, dur ing  rile tw,  World Wars when the  r a c e  was not run. P o i r i e r  
( r e f .  13) f i t  t he  d a t a  with a  cub ic  s p l i n e  wi th  2 k n o t s ,  one each a t  the  
midpoint of the  non-racing years.  The d a t a  were coded so t b s t  x  = year  - 
1910 wi th  knots 7 .5  and 33.5. ?he output  and g raphs  from t h e  knot e l i m i -  
n a t i o n  r o u t i n e  a re  shown in  Figures  3.1 t o  3.4, wi th  c i r c l e s  around t h e  
func t ion  v a l u e s  of the  l a o t s .  Using an F- table  va lue  of  8 . 0  (a O.Ol), t h e  
KS procedure e l i m i n a t e s  both knots  so t h a t  a  cubic  polynomial i s  adequate  
t o  f i t  the  d a t a .  If a  l i n e a r  r a t h e r  than a  cubic  s p l i n e  is  f i t ,  on ly  t h e  
knot a t  x  7.5 can be e l imina ted  ( F i g u r e s  3.5 t o  3 .7) .  
The second example is  no i sy  d a t a  genera tzd !:am the  f u n c t i o n  used i n  
r e f e r e n c e  3  
- X -2x -3 x  f ( x )  4.26(e - 4e + 3e 1 
1914 8z.470 4. 
1915 W.B-U3 5 .  
1916 W.WU 6. 
IS19 38.OEO 9. 
isto e 8 . m  10. 
1 x 1  E'.EZO 1:. 
~.~ 1:. 
1923 9 i 7 . F O  13. 
1924 9 . Z - 3  11. 
19~3 1'31.13 15. 
19.2% %.%a 16. 
197 97.95 17. 
ISJCX 3.e 10. 
15-3 ?7.SM 19. 
1930 100.J-19 -%. 
1931 96.623 '1. 
193Z :M.llJ 22. 
19;; i % . l S  '3. 
199 10J.Bt33 24. 
1935 lE.Z-10 3. 
19% 109.069 26. 
193- i13.5~1 27.  
1938 117.-W 28. 
!939 115.Q35 -9. 
1W 1;4.Z7 3. 
19dl IlS.ll? 31. 
1% ll4.dZO 36. 
1947 116.338 37. 
1- ti'?.ai4 3. 
199 121. X' 53. 
1-0 12J.KE Jo. 
1 5 1  126.244 11. 
152 123.322 1:.
1953 128.740 43. 
1954 1 3 2  340 -1-1. 
1955 128.203 45. 
15% C3.lW 16. 
137 135.601 4-. 
' 19'3 t'3.791 48. 
1559 138.S' 43. 
1w 133.7b7 3. 
1951 133.1-w 51. 
1W 14U.b23 ?2.  
1953 143.137 53. 
1%1 147.30 ?J. 
1355 151.338 55.  
1% 144.317 ?6. 
1967 i5l.-T 57. lw 1 5 . z  ye. 
1969 1%. S- 59. 
1970 155.719 EO. 
1971 157.735 61. 
pROCEDSf ERMIP*ITES UITH L= 1 t3iD k *  J 
N C W  S.E. 
1 74.74373319 1. %330';5 
2 110.73kTk'7 3.1ElJ55 
3 113.6305;'381 3.16605157' 
4 161. &&EX72 1.5381)7401 
F i g u r e  3.1. Ou 'pu t  f o r  k n o t  e l i m i n a t i o n .  l n d v  da ta .  Cuhic  s p l i n e .  
ORIG!G.3.L T'.: ::, ,t: 
OF POOR qdALi7 f 
INDY ORTFI 
Figure 3 . 2 .  First s t e p  o f  knot  e l i m i n a t i o n .  Indy data.  Cirbic S p l i n e .  
0 12.4 2P.8 37.2 49.6 a .O 
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F i g u r e  3 . 3 .  Second s t r p  o f  kn~lt  r l t rn iu; \ t i c>n .  Ir?dv ~int.1. t 'uhiz s p l f i ~ c .  
. . OR1Gii':P.L :':a: ' - 1 
3F POOR GGAtiTI '  
Figure 3.4. Thi- I and final s t ep  of knot elimination. Indv data. Cubic 
spline. 
SSE I 453.46-8W6 M E -  8.89153115 
PROCEDURE TERrlINnTES UITM 1- L M D  K *  2 
N COEF S .E. 
1 ')8.15096288 1.128S4643 
2 1 15.82035775 .91553@83 
3 157.04127664 1 . 14@9$@79 
Figure 3.5. Partial output for knot elimination. Zndv data. Linear 
s p  1 inr . 
Figure 3 .6 .  First s t e p  of knot elimination. Indv data. Linear spline. 
Figure 3.7. Second .and i i n a l  stty> ot knot elimination. Indv data. Linear 
s p l i n e .  
f o r  s[ 0,3] . For x s t a r t i n g  a t  zero ,  we genera ted  100 d a t a  p o i n t s  a t  
i n t e r v a l s  of 1/32 up t o  99/32 and added normal rr:.ndm n o i s e ,  N(v = 0 ,  
a = . 2 ) ,  t h e  va lue  o f  t h e  same a s  t h a t  used by Wahba and Wold (WW). A 
graph of  the  func t ion  and genera ted  d a t a  is shov,.. i n  Figure  3.8. F igures  
3 .9  t o  3.27 show g r a p h i c a l  r e s u l t s  of  t h e  s"y - m  procedure  f o r  cub ic  
s p l i n e s  s t a r t i n g  wi th  19 e q u a l l y  spaced in1eri.l.r kno t s ,  and u s i n g  an F- table  
v a l u e  o f  8.0. By examining t h i s  sequence of g:.aphs, i t  becomes c l e a r  how 
the  e l i m i n a t i o n  of kno t s  makes the  s p l i n e  snoati-~er by making i t  l e s s  n o i s e  
dependent.  
An F-table va lue  of 4.0 (a = 0.05) r a t h e r  .han 8.0 r e s u l t s  i n  stepdown 
t e r m i n a t i n g  w i t h  5 k n o t s  remaining (Fig .  3.23, ). 20).  The l a t t e r  f i t  is  
more d a t a  dependent and c l e a r l y  i n f e r i o ~  j.n tcrins o f  r ecover ing  t h e  d e s i r e d  
func t ion .  Use o f  t h e  l a r g e r  F  v a l u e  t h ~ a  :zeems a p p r o p r i a t e  and keeps t h e  
procedure f r a n  t e r m i n a t i n g  "prematurely." Grap'ls of  s t a r t i n g  and ending 
f i t s  t o  the  d a t a ,  beginning w i t h  39 i n t e r i o r  kno t s ,  a r e  shown i n  F i g u r e s  
3.28 t o  3.29, and t h e  r e s u l t s  a r e  roughly  the  sane a s  when 19 kno t s  a r e  used 
i n i t i a l l y  (F igure  3.27, p .  22).  A phenamencn vh ich  occurs  throughout  most 
of  these  f i t s  is t h e  downward hook in  t h e  uppei: i ange o f  t h e  x ' s  due t o  a  
c l u s t e r  o f  3 d a t a  p o i n t s .  F igure  3.30 shows t!re conc lus ion  of  stepdown w i t h  
those  3  p o i n t s  omitted and h e l p s  t o  i l l u s t r a  .e t h e  f a c t  t h a t  d i f f e r e n t  n o i s e  
r e s u l t s  i n  d i f f e r e n t  f i t s .  
The method used by Wahba and Wold t o  recover  t h e  f u n c t i o n  i s  a  m o d i f i -  
c a t i o n  o f  t h e  smoothing technique in t roduced by Re insch ( r e f .  2) .  They u s e  
c r o s s - v a l i d a t i o n  t o  determine t h e  smoothing p a r a n e t e r ,  and t h e i r  r e s u l t i n g  
f i t  i s  shown i n  Figure  3.31. R e f e r r i n g  aga in  t o  F igure  3.27, c .  22, we s e e  
t h a t  the  r e s u l t s  o f  t h e  two methods compare v e r y  f  ~ v o r a b l y  A more d e t a i l e d  
comparison o f  t h e s e  methods and o t h e r s  i s  made i n  t h e  r ' ~ t  s e c t i o n .  
Smith and Smith (SS) ( r e f .  9)  examine a  ~ c a 1 . t . ~  v e r s i o n  o f  t h e  WW 
- 3 . 2 5 ~  - 6 . 5 ~  f u n c t i o n ,  f ( x )  = 4.26 ( e  - 4 e  + 3e -" '5x) f o r  x € [ ~ , l ] .  A sample 
of s i z e  600 e q u a l l y  spaced p o i n t s  was gener r '  ed ,  and a  v a r i a n c e  of  0.039 ( a s  
i n  sS) was used f o r  the  nonual ly  d i s t r i b .  t ed  zero  mean n o i s t .  R e s u l t s  from 
- - 
WW DATA 
Figure 3.8. The Wshba-Nold (w) f u n c t i o n  a n d  data generated from i t .  
Figure 1 . Q .  F i r s t  s t c p  of k n o t  z l iminn t ion .  hW data. 
Figure 3.10. Second step of  knot elimination. W data. 
'igure 3.11. Third step of knot elimination. \J[J data. 
Figure 3.12. Fourth step of knot elimination. W data. 
W W  DRTR 
Figure 3.13. Fifth step of knot elimination. WW data. 
Figur? 3.14, Sixth step of knot elimination. WW data. 
Figure 3.15. Seventh step of knot elimination. WW data. 
F i g u r e  3.16. Eighth s t e p  of knot  e l i m i n a t i o n .  !-Tn7 da ta .  
Figure  3 . 1 7 .  Ninth  s t e p  of knot  e l i m i n a t i o n .  WW d a t a .  
I,- 
t - 4 1 1 , ~  r' . ~. 
OF POOR QUULII"1' 
Figure 3.18. Tenth step of knot elimination. WW data. 
Figure 3.19. Eleventh step of knot elimination. WW data. 
Figure 3.20. Twelf th  s t e p  of knot elimination. WW data. 
WW ORTA 
Figure 3 21. Thirteenth step of knot elimination. WW data. 
W W  DATA 
Figure 3.22. Fourteenth step of knot elimination. W data, 
-67 LIT- + 
Figure 3.23. Fifteenth sLep of knot elimination. WW data. 
Figure 3 , 2 4 .  Sixteenth step of knot elimination, WW data. 
- I  .ID & ~ l l l ! l l l l l l l l l I l , l l l l l l l I l l , !  I , , , ,  I I , , , , , , ,  J 
- .OL 4 1  1-29 1 .LIB 2 .Yb 9.10 
W W  DATA 
Figure 3 . 2 5 .  Seventeenth step a£ knot elimination. \W data. 
Figure 3.26. Eighteenth step of knot elimination. WW data. 
Frgure 3.27. Nineteenth and final step of knot elimination. WW data. 
Figure 3 . 2 8 .  F irs t  s tep  of knot e l iminat ion with 39 i n t e r i o r  knots.  
Ww data. 
Figure 3 . 2 Q .  Fin:11 step <j f  kn~3t r?limin:~tion t'r,\rn 30 knots. k%' cf:\t.i. 
Figure 3.30. Final step of knot elimination with 3 data points in 
upper x-range omitted. WW data. 
Figure 3.31. Spline f i t  obtained by cross-validation by Wahba and 
Wold. W data. 
t w  stt*pdown r u n s  f  i t t  i n p  c u b i c  s p l  i n e s  a r e  dhow1 i n  Figi t red 3. 32 t o  3. 33, 
bcgimrinl :  w i t 4  19 and 59 k n o t s .  Three  k n o t s  remain in  ~ i g u r e  3.32 w i t h  a 
s l i g h t l v  wigg ' l i e r  f i t  t h a n  t h s t  i t \  F i g u r e  3 .33  v i t h  o n e  r e m a i n i n g  k n o t .  
There  r e s u l t s  show t h a t  a l a r g e r  knot s c l c c t  ion  pool a l l o w s  reduct i o n  t o  
p a s s i h l v  r fewer nunher  o f  f i n a l  k n o t s  and a  smo,rthcr f i t ,  v h i c h ,  f o r  
simp1 i c  i t v ,  i s  more d e s i r a b l e .  
Smith a d  Smith use  s sympto t  i c  r e s u l t s  t o  d e t e r m i n e  a s t o p p i t q  r u l e  f o r  
adttirll; kn\)t* ,-ne a t  n t rme ti, t h e  model.  Fipurc'  3. 36 s h o v s  t h e i r  r e s u l t s  
i i s i ~ v  c u b i c  s p l i n e s  o v e r l a i d  on t h e  trite f u ~ w t i a n .  The d ~ t a  w r c  no t  p l o t -  
t e d  s') t h a t  t h e  t i i s t i t ~ c t  i o n s  betweet\  t h e  two f u n c t i o n s  m ~ ~ l d  n o t  h t  l o s t .  
A p p l v i r ~  s tepdorm u s i w  t h e s e  9 i n i t i a l  krrots rcreul ted i n  F i g u r e  3.35, a  f i t  
v h i c h  mo'\th.u t h e  wiggled v i 9 i h l e  i n  F i ~ r ~ r c  3. 34. b s e e n  i n  t h e  two 
prev i o u j  f  igurc's , hirvzvzr,  us in$ a  l  s r g e r  pool of k n o t s  rest11 t  s i n  a 
s d : ~ t h e r  311.i more s a t i s f a c t o r v  r e c ~ v c r y  o f  t h e  f ~ n ~ t i o t ~ .  .[he SS method is 
c i n n p a r ~ i  i n  mirrt. d e t a i l  t o  b o t h  t h e  WW and Lq mththl\is in t h e  n e x t  
St-< c L 3 1 1 .  
Ttw f i n a l  f u n c t i o n  examined is f ( x )  - s i n  ( x 2 )  f o r  x € [ 0 , 4 . 5 ] ,  which 
. s l l tms  f o r  mort8 t h a n  t n >  p e r i o d s  of  t h e  s i n e  vavc  and g r a d u a l l y  i n c r c a u e s  
tlrr* frt*quencv. K'hrecb hundred d a t a  p i n t s  were used v i t h  0 - 2  f o r  t h e  
n t \ r m ~ !  n,\ise. eC.gi181ring m d  e n d i n g  c u b i c  s p l i n e  f i t s  fr,rm r s t e p d m ~  r u n  
art* shown in F i g u r e s  3. 3h t o  3.37, s t a r t  iry: v i t h  lQ i n t e .  ;. :- k n o t s  and 
t ~ i g  w i t  . Lit. n\)tr. t h a t  mart* k n t l t s  .*reb ~~et-cit*J t o r  t h e  f i n a l  f i t  t h a n  
for t h e  f u n c t  itbus prev i o u s l v  d i s c u s s e d  drn t o  t h e  incrc?as&i c u r v a t  u r c  o f  t h e  
f u n c t i o n .  k r s t  o f  t h e  v i p g l i n e s s  i u  t h e  i n i t i a l  s p l  i n c  f i t  o c c u r s  o n  t h e  
more g r a d u a l  s l o p  a t  t h e  l i r w r  a d  of t h e  x - r a l ~ e  and is removed as k n o t s  
arc' removed. ' Ih i s  p h c t ~ ~ m c . n ~ r ~  a l s a o c c u r s  on  t h e  " f l a t "  p r t i o n  of  t h e  SS 
and WW \!at*. 
111 (brder t o  a s w a s  t h e  e f f e c t s  o f  a lower n o i s e  l e v e l  on t h e  KS t e c h -  
111qut-, rr11dtm v a r  i a b l e s  used f o r  t h e  n a i r r  *In t h e  WW f u n c t i o n  w r e  g e n e r a t e d  
u s i n g  0 - .1 r ~ k i  . 0 5 .  F i n a l  f i t s  art* shown in  F i g u r e s  3.38 t . ~  3 .39 ,  and 
r t * C e r r l ~ r g  back t t \  F l l ;u re  8.27, p .  2 2 ,  v h i c h  shovs  r e s u l t s  u s i n p  a - . 2 ,  w 
stst* t h a t  t i t r  ir\g ,tats w i t h  a 1'1vt-r n o i s e  1 ~ v r . l  r e s u l t *  i t 1  more k ~ ~ i ) t s  
r e m ~ ~ t \ i ~ l l :  a t  t h e  t*nJ of tlrt8 procedurt* .  ' Ih i s  tr-nrie~~r-v i s  r s p r c  i a ! ly  s t r i k i n g  
when , i .~t*  f r , m  thr  f t l n ~ t i ~ 1 1 1  i t j e l t  1s f i t ,  t h a t  i s ,  when no n o i s e  i s  atided 
~ $ 1  t h ~ t  t , )  
Figure 3 .32 .  Fina l  s t e p  of knot e l iminat ion from 19 knots.  SS data. 
Figure  3 . 3 3 .  Final s tep  of knot eliminaticrr! from 49 knots. SS data.  
Figure 3.34. Cubic spline solution of Smith and Smith. SS data. 
(Actual data not shown.) 
Figure 3.35. Final step of knot elimination from 9 knots. Cubic 
splines. SS data. (Actual data not shown.) 
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Figure 3.36. First step of knot elimination with 19 knots. True 
function is sin (x2). 
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Figure 3.37. Final .step of knot-elimination from 19 knots. True 
function io sin (x'). 
Figure 3.38. Final step of knot elimination from 19 knots with u = 0.1 
in the noise. WW data. 
Figure 3.39. Final step of knot elimination from 19 knots with a a 0.05 
in the noise. WW data. 
recover the function we a c t u a l l y  need to  i n t e r p o l a t e .  A stepdown from 19 
knots r e s u l t s  in  a  s p l i n e  with 12 knots a s  shown in Figures 3.40 t o  3.41. 
Both the t rue  and f i t t e d  funct ions  a r e  graphed, but the re  i s  no p e r c e p t i b l e  
d i f f e r e n c e  between the two. 
Wiggliness i n  data  should be smoothed ( i . e . ,  ignored) i f  it is pe r -  
ceived a s  noise ,  but should be f i t  i f  i t  i s  perceived a s  t r e n d s  i n  the  
underlying process. Thus, a  danger i n  applying the KS technique is  us ing  
t o o  small or  too l a r g e  a  pool o.- knots.  The former problem is  i l l u s t r a t e d  
qu i t e  well in Figures 3.42 t o  3. i 3 ,  where noisy d a t a  generated from s i n  (x2) 
i s  f i t  with the KS technique beginning with too few knots t o  allow t h e  
bending necessary to recover the  funct ion,  e s p e c i a l l y  near the  t h i r d  peak. 
It i s  i n t e r e s t i n g  t o  see  tha t  the th ree  knots e l iminated were i n  the  lower 
end of t h e  x range where the underlying funct ion i s  not wiggly. A 
comparison of Figures 3.37, p. 28, and 3.42 revea l s  t h a t  bo th  have 9 kno t s ,  
but a  b e t t e r  f i t  i s  obtained from the  one which began wi th  19 knots (Fig .  
3.37): i t s  9 knots  a r e  more s e l e c t i v e l y  and b e t t e r  placed. 
4. COMPARISON OF METHODS AND SOFTWARE 
In the previous sec t ion ,  two func t ions  introduced in  t h e  l i t e r a t u r e  (WW 
and SS) were examined using the  FORTRAN knot e l imina t ion  program. The pur- 
pose was t o  compare r e s u l t s ,  which we do in t h i s  sec t ion ,  i n  l i g h t  of what 
we consider t o  be the most d e s i r a b l e  p roper t i e s  of c u r v e - f i t t i n g  wi th  
s p l i n e s .  lhese  are :  
(1) good r e s u l t s  ; 
(2 ) computational ef f  i c  iency ; 
(3) d iagnos t i c s  c a p a b i l i t i e s ;  
(4)  user independence; 
( 5 )  ease  of i n t e r p r e t a t i o n ;  and 
(6) ease of use. 
We a l s o  give in t h i s  sec t ion  the  r e s u l t s  of using severa l  s t a t i s t i c a l  s o f t -  
ware packages on the Indy and WW d a t a ,  f i t t i n g  both l i n e a r  and cubic 
s  pl ines .  
Figure 3.40. First step of knot elimination with 19 knots. No Noise. 
wW data. 
Figure 3.41. Final step of knot elimination from 19 knots. No noise. 
WW data. 
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Figure 3.42. First ste of knot elimination with 9 knots. True Function ! is sin (x ). 
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Figure 3.43. Final ste! of knot elimination from 9 knots. True function 
is sin (x 1. 
Most s t a t i s t i c i a n s  have ready a c c e s s  t o  v a r i a b l e  s e l e c t i o n  p rocedures ,  
e i t h e r  i n  programs they  have w r i t t e n  themselves,  o r  i n  wide ly  a v a i l a b l e  
s t a t i s t i c a l  sof tware  packages. F i t t i n g  s p l i n e s  through knot s e l e c t i o n  wi th  
t h e s e  programs is a p o t e n t i a l  advantage of  t h e i r  use ,  which is  r e a l i z e d  on ly  
i f  good r e s u l t s  e r e  ob t a ined .  A summery of t h e  r e s u l t s  of  u s i n g  fou r  Such 
packages is  g iven  i n  Table  4.1:  SAS ( r e f .  141, SPSS ( r e f .  151, MINITAB 
( r e f .  161, and BMDP ( r e f .  17 ) .  
Table  4.1. Q e s u l t s  of us ing  v a r i a b l e  s e l e c t i o n  t echn iques  t o  f i t  
s p l i n e s  wi th  four  s t a t i s t i c a l  sof tware  packages. 
SAS 1 inaa r  
cub i c  
I 
SPSS 1 i n e a r  
cub i c  
HINXTAB 1 inea r  
csb  i c  
H M D ~  l i n e a r  
cub i c  
St epwise 
Indy WW1 
St epdown 
Indy WW1 
S e l e c t  ion pool of 19 i n t e r i o r  knots .  
2 ~ u m e r i c a l  ou tpu t  h a s  some i n a c c u r a c i e s ,  bu t  o v e r a l l  r e s u l t s  a r e  c o r r e c t .  
3 ~ o l e r a n c e  cannot be made low enough t o  fo rce  e n t r y  of neces sa ry  t e r m .  
In t h e  ca se  of s t epwise  procedures ,  accuracy was d e t e ~ m i n e d  ~y :omparing 
o u t p u t s  fo r  the  va r ious  packages among themselves,  while  o u t p u t s  f o r  t h e  
stepdown procedures  were compared wi th  t h e  FORTRAN B-spl i n e  knot e l i m i n a t i o n  
program. Resul t s  a r e  s u r p r i s i n g l y  good cons ide r ing  t h e  f a c t  t h a t  t h e  "+" 
f u n c t i o n  b a s i s  must be used. E n t r i e s  marked wi th  an "X" i n d i c a t e  f a i l u r e  t o  
produce a c c u r a t e  r e s u l t s  o r ,  sometimes, any r e s u l t s  a t  a l l  due t o  h igh  
mul t ico l ! inear i ty  i n  t h e  models o r  low t o l z r a n c c ,  e s p e c i a l l y  i n  stepdown. 
The minimum t o l e r a n c e  allowed f o r  SPSS, 10-12, had t o  b e  used t o  f o r c e  e n t r y  
of  sane of the  polynomial t e m o  o r  t o  g e t  r e s u l t s  i n  stepdown. For BMDP, 
t h e  t o l e r a n c e  o f  0 .01  f o r  v a r i a b l e  s e l e c t i o n  was n o t  low enough t o  f o r c e  
entTy of  neces s  y  terms t o  ge t  r e s u l t s  fo r  any of t h e  c a s e s  cons ide red .  Re 
expec ted ,  l e s s  t r o u b l e  was had wi th  fewer kno t s  !Indy d a t a ) ,  l w e r  .-.sree 
( l i n e a r ) ,  and s impler  models ( s t epwise ) .  Stepdown gave a c c u r a t e  r e s u l t s  i n  
s e v e r a l  c a s e s  even f o r  a  l a r g e  nunber of kno t s ,  but  t h e r e  a r e  l i m i t a t i o n s .  
For ins ta i lce ,  computat ional  problems were encountered by SAS f o r  t h e  cub ic  
WW d a t a  wi th  39 kno t s .  The f i n a l  d e l s  determined by sLepwise  and s t ep -  
down, however, were e i t h e r  i d e n t i c a l  o r  very  s i m i l a r .  The o c c a s i o n a l  u s e r  
o f  s p l i n e s  could thus  s a f e l y  r e l y  on s t epwise  procedures  from one of  s e v e r a l  
packages t o  g ive  good r e s u l t s .  
Table  4 .2  compares s e v e r a l  s p l  i n e - f i t t  ing  methods: ~ahba -wo ld  (WW) ,
Smith-Smith (SS), and knot  s e l e c t i o n  (KS). As t h e  l a t t e r  method may be  
implemented through s e v e r a l  d i f f e r e n t  computer progra-as, two , a t a t i s t i c a l  
packages and the  FORTRAN knot  e l i m i n a t i o n  r o u t i n e  a r e  inc luded .  A1 1 methods 
g i v e  good r e s u l t s  fo r  t h e  d a t a  examined, though a s  seen i n  e a r l i e r  d i s cus -  
s i o n ,  c a r e  must b e  taken when us ing  t h e  s t a t i s t i c a l  packages, e s p e c i a l l y  
fo r  stepdown. Their  use of t h e  "+I8 f u n c t i o n  makes t hen  compu ta t iona l ly  
i n e f f i c i e n t  and can cause  s e v e r e  p rob leas .  They a r e  handy, however, f o r  t h e  
occas iona l  user  a s  is t h e  WW m e t h d  which is a v a i l a b l e  a s  an IMSL s u b r o u t i n e  
( r e f .  18). ' h e  KS t e chn iques  depend on s e t t i n g  an a l e v e l  f o r  t he  hypo- 
t h e s i s  t e s t s  and s p e c i f y i n g  an i n i t i a l  pool of knots  bu t  a r e  o t h e r w i s e  u s e r  
independent .  The WW method is "completely au tomat ic , "  whi le  t h e  SS method 
depends on user  a p p l i c a t i o n  of t he  s topp ing  c r i t e r i o n .  The KS approach  i n  
g e n e r a l  produces r e s u l t s  which a r e  . s i e r  t o  i n i e r p r e t .  
Resu l t s  £ran t h i s  s e c t i o n  and from S e c t i o n  3 show t h a t  ~ p l i n e s  
f i t  by knot  s e l e c t i o n  recover  the  unde r ly ing  f u n c t i o n s  q u i t e  we1 1  and 
compare very  favorably  w i th  t h e  r e s u l t s  of Wahba and Wold and improve upon 
those of Smith and Smith. lhough somewhat s i m p l i s t i c ,  t h e  knot  s e l e c t i o n  
approach provides  an a l t e r n a t i v e  t o  t h e  method of  c r o s s v a l i d a t  ion  and 
o f f e r s  a  g r e a t  computa t iona l  s av ings .  31 a d d i t i o n ,  t h e r e  i s  t h e  p o s s i b i l i t y  
of  a n a l y t i c  o r  phys i ca l  i n t e r p r e t a t i o n  i n  many modeling s i t u a t i o n s ,  an 
exanple of  which i s  g iven  i n  the  next  s e c t i o n .  
Table 4.2. Comparison of  s p l  ine-f i t t  ing  t echn iques  
and so f tware .  
Des i r ab l e  P r o p e r t i e s  
Good r e s u l t s  
Knot S e l e c t  i o n  
B-Sp 1 inee  
WW 
-
SS 
-
SAS - 
-
SPSS FORTRAN 
Computational e f f i c i e n c y  4 4 X X J 
Diagnos t ics  c a p a b i l i t i e s  X X 4  4  f 
User independence 4  4- 4- f - 4- 
Ease of i n t e r p r e t  a t i o n  X X 1/ f 4  
Ease of use o c c a s i ~ n a l l y  r/ X 4-1 4  X 
' SAS is a v a i l a b l e  only on IBM-compat i b  l e  machines. 
5. SOME SPECIAL APPLICATIONS 
Prohably the most u s e f u l  ; .pp l ica t ion  of c h ~  KS t e chn ique  is d a t a -  
smoothing, and in  Sect  ion  3 we saw s e v e r a l  examples of  r ecove r ing  unde r ly ing  
func t ions  f r a n  noisy d a t a .  A v z r i a t i o n  t h a t  is u s e f u l  i n  s i m u l a t i o n  
exper iments  is smoothing t h e  . a p l e  q u a n t i l e  f ~ n c t i o n  ( r e f .  19 ) .  This 
func t ion  is  a  left-continuous s t e p  func t ion  de f ined  a s  Q(U)  = x  fo r  ( i )  
( i - l ) / n  < u <  i / n ,  where n is t h e  sample s i z e  and x ( i )  i s  t h e  i - t h  
o r d e r  s t a t i s t i c .  Experimental c o n d i t i o n s  can be  s imu la t ed  by g e n e r a t i n g  
d a t a  which behaves l i k e  t h e  o r i g i n a l ,  and a  smoothed ~amp!e quant  i l e  
func t ion  provides  a  cont  lnucus d i s t r i b u t i o n  from which t o  draw t h e  s imu la t ed  
d a t a .  An advantage of smoothing t h e  sample q u a n t i l e  f u n c t i o n ,  r a t h e r  t han  
i t s  pseudo-inverse,  t h e  slanple c m u l a t  i vc  d i s t r i b u c  ion f u n c t i o n ,  is t h a t  t h e  
former always has domain [ o , ! ]  r e g a r d l e s s  o f  t h e  t y p -  of d i a t r i . b u t i o n .  
Prog~s~nming  can t hus  br s t a n d a r d i z e d ,  a s ,  f o r  example, i n  t h e  d e t e r m i h a t  ion  
of t h e  o r i g i n a l  knot  s e l e c t  ion pool.  
The KS t echnique  is a l s o  u s e f u l  i n  modeling. For example, s t e p w i s e  
r e g r e s s  lon h ~ s  been a p p l i e d  s u c c e s s f t ~ l l y  by Klein,  B a t t e r s o n ,  and Smith 
( r e f .  20) t o  model f l i g h t  d a t a  u s i n g  s p l i n e s .  They u se  "+" f u n c t i o n  t e rm@ 
de f ined  i n  t h e  angle-of -a t tack  v a r i a b l e  i n  a  Tay lo r  series expans ion  o f  
f o r c e  and momen: c o e f f i c i e n t s  i n  o rde r  t o  model l o n g i t u d i n a l  motion of a n  
a i r p l a n e .  One of t h e i r  s imple  "sp l  ine-modif ied" Taylor  s e r i e s  expans ion3  of 
t h e  v p r t l c a l  aerodynamic f o r c e  c o e f f i c i e n t  C Z  19 g i v e n  by 
where 
C ( a )  = C (a  = 0) + C z  a + E AQ(a - a t ) +  
Z X 
a P =2 
and R is t h c  ang l e  o f  a t t a c k ,  q'  is t h e  n o n d k e n s i o n a l  p i t c h  r a t e ,  6 e 
is the  e l e v a t o r  d e f l e c t i o n ,  c a C  la.. Cz = ac / a s 1 ,  c = ac / are .  
z  Z Z 
'6 z a  9 
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They tben use s tepwise  r e g r e s s i o n  t o  s e l e c t  t e rms ,  and thus  kno t s ,  i n  t h e  
model. This s p l i n e  r e p r e s e n t a t  ion p r e se rves  t h e  concept  o f  s t a b i l i t y  and 
c o n t r o l  d e r  i v a t  lves  i nhe ren t  i n  t h e  u sua l  Taylor  s e r i e s  expans ion of aero-  
dynamic c o e f f i c i e n t s  but h a s  t h e  advantage  of pt ov id ing  a  r e p r e t e n t a t  ion  of 
C over an extended range of  t he  angle  of a t t a c k  a. X g l o b a l  model over  
z 
t h e  observt.d range O F  a  is t h u s  ob t a ined  through t h e  use  of s p l i n e s .  
6 .  OTHER USES OF VARMBLE SELECTION PROCEDURES IN SPLINE REGRESSION 
Thus f a r  we have emphasized t h e  u se  o f  v a r i a b l e  s e l e c t i o n  t o  choose t h e  
n m b e r  and l o c a t i o n  of  knots .  There a r e  o t h e r  p o s s i b l e ,  b u t  perhaps  less 
u -e fu l ,  "extensions" t o  s p l  ine  r e g r e s s i o n  o f  v a r i a b l e  s e l e c t  ion procedure s 
based on polynomial o r  m u l t i p l e  r e g r e s s i o n  models. In t h e  l a t te r  c a s e s ,  t h e  
purpose is t o  d t e m i n e  the degree  and t h e  impor tur t  independent 
v a r i a b l e s  anc - n t e r a c t i o n s .  This i s  accomplished by examining the  
c o n t r i b u t i o n  o f  i nd iv idua l  t e r n s  in t h e  model. With u n i v a r i a t e  s p l i n e  
models,  however, t h e r e  a r e  s e v e r a l  polynomial p i eces ,  n o t  j u s t  one, whose 
deg rees  may be examined, and, a s  seen p rev ious lv ,  we may ex-ine t h e  
importance of each kr.ot. Alsa, one may wish t o  examine t h e  c o n t i n u i t y  
c o n d i t i o n s  a t  one o r  more b r e a k p o i n t s  a s  i n  t h e  example d i s c u s s e d  by Smith 
r e f .  1 .  I hus ,  t h e  campiexi ty  of  t h e  s p l i n e  model over  t h e  polynomial 
model man i f e s t s  i t s e l f  in t h e  g r e a t e r  nlmber of ways t h e  dimension of  t h e  
s p l i n e  pa rane t e r  space may b e  a l t e r e d .  S p l i n e s  i n  s e v e r a l  v a r i a b l e s  p re sen t  
even more p o s s i b l e  d i v e r s i t y  s i n c e ,  for  example, tuo-var i a b l e  s p l i n e  
c o n t i n u i t y  occu r s  not  a c r o s s  p o i n t s  bu t  along l i n e s  connect ing  g r i d  
p o i n t s .  
While it might be  n i c e  t o  have a  s i n g l e  so f tware  package which could  
perform any combination of  t h e s e  s p l i n e  hypo thes i s  t e s t s ,  i t  is n e i t h e r  
f e a s i b l e  nor  d e s i r a b l e .  The major A ..?son is t h a t  v a r i a b l e  o r d e r  s p l i n e s ,  
i . e . ,  s p l i n e s  with polynomial p i eces  o f  d i f f e r e n t  deg rees ,  have no t  been 
s u f f i c i e n t l y  researched  by mathemat ic ians  t o  al low f o r  t h e  s a t i s f a c t o r y  
c o n s t r u c t i o n  in a  gene ra l  f r amewrk  o f  a  b a s i s  us ing  e i t h e r  "+" f u n c t i o n 8  o r  
B-spl ines.  h u e r i n g  o r  r a i s i n g  the  deg ree  o f  a  s i n g l e  polynomial p i e c e  must 
be accomplished by apply ing  r e s t r i c t i o n s  t o  t h e  model, and h y p o t h e s i s  tests 
must then use r e s t r i c t e d  l e a s t  squares .  In s imple c a s e s  t h i s  may be  
s t r a i g h t  forward ( r e f e r e n c e s  11 -nd 2 l ) ,  but  i n  gene ra l  t h e  t a s k  is unmanage- 
a b l e .  For example, t h e  u r is s u b j e c t  t o  hidden a n a l y t i c a l  e r r o r s  a s  when 
the  r e g r e s s i o n  or hypo thes i s  deg rees  of t recdau  a r e  not equar  t o  t h e  nunber 
o f  r e s t r i c t i o n s  hecauat. $ m e  r e s t r i c t i o n s  a r e  obta ined  a u t o m a t i c a l l y  through 
l i ~ e a r  combinat ions o f  o t h e r s .  b l i l e  t h e o r e t i c a l l y  such dependencies  can  be  
checked, t he  usual  methods would need some r e v i s i o n  in t h e  c a s e  
of  B-spline r e g r e s  ion s i n c e  hypotheses  involve  v a l u e s  of  t h e  f i t t e d  s p l i n e  
o r  i ts d e r i v a t i v e s  ( r e f .  12) .  In  t h e  c a s e  of  t h e  "+" f u n c t i o n  b a s i s ,  most, 
b u t  n o t  a l l ,  of t h e  i n d i v i d u a l  terms a r e  meaningful.  However, t h e  innocent  
yet  indi lscr iminant  s e l e c t i o n  o r  removal of terms through h y p o t h e s i s  tests 
can  r e s u l t  i n  f i t s  t h i c h  a r e  s t a t i s t i c a l l y  v a l i d  y e t  n o n s e n s i c a l  because  
they a r e  u n i n t e r p r e t a b l e  i n  tern o f  polynomial degree  o r  knot l o c a t i o n s  
r e f .  1 1  Because o f  t h e s e  v a r i o u s  d i f f i c u l t i e s ,  i t  is r e a s o n a b l e  t o  con- 
s t r u c  t task-spec i f  i c  procedures.  
The a p p l i c a t i o n  o f  v a r i a b l e  s e l e c t i o n  t o  knot s e l e c t i o n ,  as i n  t h e  
examples i n  Sectior! 3,  is u s e f u l  f o r  smoothing d a t a  w i th  a  f i x e d  o r d e r  
s p l i n e  wi th  maximun c o n t i n u i t y  c o n d i t i o n s .  In t h e s e  c a s e s  t h e  i n t e r e s t  i s  
n o t  i n  t h e  s p l  i ne  o r d e r  but  r a t h e r  i n  de te rmining  t h e  minimal nunber of  
knots deemed adequate t o  f a i t h f u l l y  r e p r e s e n t  t h e  d a t a .  Cubic s p l i n e s  a r e  
popular  because of t h e i r  l o w  degree  and second d e r i v a t i v e  c o n t i n u i t y .  I h e  
s e l o c t  ive use  of forward o r  backward a lgo r i t hms  i n  some s t a t i s t i c a l  sof  t u a r e  
packages u s ing  "+" f u n c t i o n s  ( s e e  S e c t i o n  4), o r  t h e  backward e l i m i n a t i o n  
FORTRAN program d e v e l o p d  h e r e  u s i n g  B-spl ines,  m y  b e  used f o r  t h i s  
purpose. 
Another p o s s i b l e  "extension" o f  v a r i a b l e  s e l e c t  ion  t o  s p l i n e s  is  t h e  
d e t e m i n a t  ion of  t h e  polynomial deg ree  w h i l e  keeping t h e  nunber  and l o c a t  ion 
s f  knots  f i x e d ,  t h a t  is, not  cons ide r  t h e  knots  a s  "va r i ab l e s "  t o  be e i t h e r  
e n t e r e d  a r  removed. Because o f  t h e  d i f f i c u l t i e s  w i t h  v a r i a b l e  o r d e r  s p l i n e s  
d i s cus sed  above, w mst r e s t r i c t  o u r s e l v e s  t o  polynomial p i e c e s  o f  t h e  s a n e  
degree.  Lh fo r tuna t e ly ,  even f u r t h e r  c o n s t r a i n t s  a r e  neces sa ry  f o r  t h i s  
ve r s ion .  The idea l  s i t u a t i o n  w u l d  be t o  compare a  maximally c o n t i n u o u s  
( c ~ ' ~ )  k-th o r d e r  s p l i n e ,  i . e . ,  a  k-th o rde r  s p l i n e  w i th  con t inuous  f ,  
( 1  f ,. . . f  (k -2 )  , wi th  a  maximally cont inuous  k-1-st o r d e r  s p l i n e  (Ck-3).  
A formal t e s t ,  hcwever, is not  pos s ib l e .  This  can be e a s i l y  s een  by cons id-  
e r i n g  a  s p e c i f i c  example u s i n g  t h e  p a r t i a l  o r d e r i n g  of  some s p l i n e  models 
given in  r e f e r e n c e  11, Basis  e lements  f o r  (? and c 1  q u a d r a t i c  s p l i n e s  
and f o r  @ l i n e a r  s p l i n e s  w i th  one knot  a r e  shown i n  F ig .  6.1. A compari- 
son of o r d e r s  3 and 2 (degrees  2 and 1) which r e t a i n e d  maximm c o n t i n u i t y  
c o n d i t i o n s  would r e q u i r e  comparing t h e  c1 q u a d r a t i c  w i t h  t h e  CO l i n e a r .  
- - - --  - - - - 
Figure  6.1. A p a r t i a l  o r d e r i n g  of some s p l i n e  s p a c e s .  
Nei ther  is a subspace of  t h e  o t h e r ,  however, s o  they cannot  be fo rma l ly  
compared ( v i a  t e s t i n g ) .  A s o l u t i o n  of  s s o r t  is  a v a i l a b l e  i f  t h e  CO 
quadra t i c  and t h e  8 l i n e a r  a r e  compared, s i n c e ,  a s  can be s e e n  from t h e  
f i g u r e ,  t h e  8 l i n e a r  b a s i s  g e n e r a t e s  a  subspace of t h e  CO q u a d r a t i c  
space .  
In  g e n e r a l ,  a  t e s t  t o  compare s p l i n e  o r d e r s  can be made between s p l i n e s  
k-3 
of o rde r  k and k-1, bo th  having  c o n t i n u i t y  C . i n  t h e  c a s e  of  c u b i c  
s p l i n e s ,  f o r  example, we could  a l low c o n t i n u i t y  of t h e  f u n c t i o n  and i t s  
f i r s t  (bu t  no t  second) d e r i v a t i v e  i n  o r d e r  t o  de te rmine  whether  t h e  o r d e r  
could be reduced from 4 t o  3 o r  i nc reased  from 3 t o  4. S ince  a  C '  cubic  
has s u f f i c i e n t  smoothness ( a t  l e a s t  t o  t h e  e y e ) ,  t h e  procedure  is not  s o  
o b j e c t  ionable .  Considerably l e s s  s a t i s f a c t o r y ,  however, a r e  t h e  c a s e s  f o r  
l i n e a r  and q u a d r a t i c  s p l i n e s .  In comparing s p l i n e s  of o r d e r  3 and 2 a s  s een  
i n  F igure  6.1, t h e  q u a d r a t i c  s p l i n e  would be cont inuous  but  no t  i t s  f i r s t  
d e r i v a t i v e  whi le  i n  comparing s p l i n e s  of  o rde r  1 and 2, t h e  l i n e a r  s p l i n e  
would not even be cont inuous .  Of cou r se ,  t h e  r e s u l t s  of formal t e s t s  can b e  
used i n  combinat ion wi th  informal  comparison between SSE's o f  t h e  models of  
i n t e r e s t  t o  dec ide  upon an a c c e p t a b l e  model, and we recommend t h i s  approach.  
A backward e l i m i n a t i o n  FORTRAN program us ing  B-spl ines h a s  been d e v e l -  
oped f o r  t he  purpose of  reducing  s p l i n e  o r d e r  u s i n g  t h e  n e s t i n g  of  some 
"sub-optimal" spaces a s  d e s c r i b e d  above. D e t a i l s  f o r  t h e  a p p r o p r i a t e  B- 
s p l i n e  hypo thes i s  t e s t s  a r e  g iven  i n  r e f e r e n c e  12. The l i s t i n g ,  documen- 
t a t i o n  and f lowchart  f o r  t h e  program a r e  given i n  t he  Appendix, and we 
i l l u s t r a t e  i t s  use  with t h e  Indy d a t a .  While some s t a t i s t i c a l  s o f t w a r e  
packages could undoubtedly be used by d e f i n i n g  "+" func t ions  a s  i n  knot  
s e l e c t i o n ,  no attempt was made t o  use them in  t h i s  context .  However, using 
the  r e s u l t s  of Sect ion 4  a s  a  guide, .c~e surmise t h a t  severa l  backward e l  imi- 
na t ion  procedures w u l d  be suspect  while most f o w a r d  s e l e c t i o n  algori thms 
should give f a i r l y  accurate  r e s u l t s .  Again, to lerance  l e v e l s  may have t o  be  
made small i n  order  t o  force  e n t r y  of  c e r t a i n  terms. 
Figure 6.2 g ives  the FORTRAN progran output for  stepdown order  s e l e c -  
t i o n  on the Tndy d a t a  s t a r t i n g  with a  cubic s p l i n e  (o rde r  4 )  with the  two 
knots in mid3dWI and WWII a s  in Sect ion 3. The prograc compares s p l i n e s  o f  
d i f f e r e n t  order with the  same c o n t i n u i t y  cond i t ions ,  though o t h e r  f i t s  a r e  
given for information purposes. For t h i s  example, order reduct ion is  made 
from cubic to  quadrat ic  t o  l i n e a r .  Estimates of the  B-spline c o e f f i c i e n t s  
and t h e i r  standard e r r o r s  a r e  given for the  s p l i n e  of lowest order  which can 
adequately f i t  the d a t a ,  and the h ighest  c o n t i n u i t y  cond i t ions  a r e  imposed. 
For t h i s  case  i t  i s ' t h e  8 l i n e a r .  
A graphical  d i s p l a y  of these  r e s u l t s  i s  q u i t e  h e l p f u l ,  and Figure 6.3 
shows a  p a r t i a l  order ing of the  r e l e v a n t  s p l i n e  spaces along wi th  hypothes is  
t e s t  r e s u l t s  and SSE's £ran the program. The do t t ed  l i n e s  i n d i c a t e  t h e  
s t e p d m  comparisons we - wish t o  make, whi le  the s o l i d  l i n e s  i n d i c a t e  those 
we can a c t u a l l y  make through formal comparisons ( t e s t s ) .  The importance o f  
use r  input i n t o  the v a r i a b l e  s e l e c t i o n  process i s  becoming more widely 
recognized, and here e s p e c i a l l y ,  because the  formal t e s t s  a v a i l a b l e  a r e  not 
exact ly  what ue would l ike .  Consequently, we recommend the use not  only of 
the  formal t e s t s ,  but a l s o  of informal comparisons between SSE's (or MSE's) 
of  ccsmpeting models using a  d i s p l a y  such a s  Figure 6 .3 .  
We i l l u s t r a t e  t h i s  technique by going through Figure 6.3 s t e p  by s t e p ,  
and we w i l l  discover some i n t e r e s t i n g  c h a r a c t e r i s t i c s  of s p l i n e s  along the  
way. We t i r s t  observe t h a t  while a formal t e s t  i s  not poss ib le  between t h e  
@ cubic and the c1 q u a d r a t i c ,  i t  would not even be necessary s i n c e  the 
C? quadrat ic  has a  smaller  SSE than the C? cubic.  A b e t t e r  f i t  i s  thus  
obtained with a  lower degree! l h i s  phenomenon could never happen with p l y -  
nomials, but such are the  vagar ies  of s p l i n e s .  An informal comparison i n  
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Figure 6.3. P a r t i a l  order ing of s p l i n e  spaces including SSE's 
and r e s u l t s  of order  reduct ion t e s t s .  Indy d a t a .  
i n  going from the  c1 quadrat ic  t o  the  C0 l i n e a r  reveals  an inc rease  of 
77 i n  the  SSE. While t h i s  increase  cannot be formally judged i n s i g n i f i c a n t ,  
we may wish t c  draw such a  conclusion based on the r e s u l t s  of the  formal 
t e s t  which compares the  C O  quadra t i c  with the C0 l i n e a r :  the  l a r g e r  
increase  of 85 i s  i n s i g n i f i c a n t  i n  t h a t  case .  Having thus "safely" a r r i v e d  
a t  the C0 l i n e a r ,  we must decide whether t o  f u r t h e r  lower the  order .  The 
very l a rge  F value (285) from the  program output which compares the  
l i n e a r  and the  C-I constant  s p l i n e s  r evea l s  the  importance of the  l i n e a r  
t rend.  The b ig  increase  of 5742 i n  SSE from the c'~ l i n e a r  t o  t h e  c'~ 
constant  i s  thus  h ighly  s i g n i f i c a n t ,  and s i n c e  the  increase  of 5617 from the  
C O  l i n e a r  t o  the C-l constant  ( t h e  des i red  comparison) is only s l i g h t l y  
smaller ,  we conclude t h a t  the use of a  constant  s p l i n e  f i t  i s  inadvisable .  
7. SPLINES I N  SEVERAL VARIABLES 
A mathematical theory fo r  s p l i n e s  i n  severa l  v a r i a b l e s  i s  s t i l l  devel-  
oping, and a  " sa t i s fac to rv"  b a s i s  even i n  two v a r i a b l e s  has not been found. 
Xowever, tensor  products of e i t h e r  "+" funct ions  o r  B-splines can be used t o  
form a  s p l i n e  b a s i s  i n  severa l  v a r i a b l e s .  While a tensor  product b a s i s  i s  
somewhat clumsy and i t s  i n t e r p r e t a t i o n  d i f f i c u l t ,  we expla in  here  some theo- 
r e t i c a l  a spec t s  of i t s  use for  the  two v a r i a b l e  case and give an example. 
As i n  t h e  example i n  Sec t ion  5, a  spl ine-modif ied Taylor  s e r i e s  expan- 
s i o n  can be used t o  model aerodynamic f o r c e  and moment c o e f f i c i e n t s .  This  
t i m e ,  however, Kle in  and Ba t t e r son  ( r e f .  22) u se  s p l i n e s  i n  two v a r i a b l e s ,  
t h e  ang le  of a t t a c k  a  and t h e  s i d e s l i p  a n g l e  b, t o  approximate  t h e  l a t -  
e r a l  fo rce  c o e f f i c i e n t  and t h e  r o l l i n g  and yawing moment c o e f f i c i e n t s .  They 
Use t h e  yawing moment c0e f f  i c i e n t  Cn a s  a  typical example, and cn 
can be expressed a s  
+ c (a) 6 a  + C ( a )  d r  
"6 
a  
"6 
r 
where p  and r a r e  t h e  r o l l i n g  and yawing v e l o c i t y  and 6, and 6, 
a r e  t h e  a i l e r o n  and rudder  d e f l e c t i o n .  They approximate t h e  f u n c t i o n  C, 
( a , b )  by 
w h i l e  t h e  remaining f u n c t i o n s  i n  (7 .1)  a r e  approximated by s p l i n e s  i n  a  
a lone .  Rcsu l t s  from a  s tepwise  r e g r e s s i o n  u s i n g  these  t e r n s  a r e  not  a s  good 
a s  i n  t h e  one-var iab le  c a s e ,  and some f ine- tuning  remains. 
From a  t h e o r e t i c a l  po in t  of view, t h e  t e n s o r  product b a s i s  does  n o t  
have t h e  n i ce  i n t e r p r e t a t i o n  of  kno t s  and c o n t i n u i t y  c o n s t r e i n t s  a s  i n  t h e  
one-variable ca se ,  even us ing  "+" func t ions .  There is ,  however, a  one-to- 
one correspondence between two-var iab le  "+" func t ion  terms and g r i d  p o i n t s ,  
o r  nodes, and fo r  t h i s  reason ,  we use  t h e  term node b a s i s  t o  r e f e r  t o  t e n s o r  
products  of t h e  "+" func t ion  b a s i s .  As b e f o r e ,  we use  r igh t -cont  inuous "+" 
func t ions  so  t h a t  0' i s  1. Tensor products  of B-spl ines may a l s o  be used t o  
c o n s t r u c t  a  b a s i s  f o r  s p l i n e s  i n  two v a r i a b l e s ,  and we s h a l l  s e e  t h a t  t h e  
same sdvantaqes  and d i sadvan tages  of t h e  one-vclriahle c a s e  c a r r v  over .  
We d i s c u s s  t he  s imp le s t  two-variable ca se  i n  some d e t a i l :  f i r s t  o r d e r  
s p l i n e s ,  i .e.  s t e p  f u n c t i o n s .  The i r  a p p l i c a t i o n  is somewhat l i m i t e d ,  bu t  
t h e r e  a r e  s e v e r a l  reasons  f o r  t h e i r  d e t a i l e d  c o n s i d e r a t i o n .  F i r s t  and fo re -  
most,  s p l i n e s  i n  two v a r i a b l e s  a r e  d i f f i c u l t  t o  e n v i s i o n  and man ipu la t e ,  end 
c o n s i d e r a t i o n  of  t he  s imp le s t  c a s e ,  namely c o n s t a n t s ,  i s  thus  h i g h l y  d e s i r a -  
b l e .  Second, a s  seen  i n  t h e  example above and i n  Sec t ion  5, t h e  e s t i m a t i o n  
of aerodynamic fo rce  and moment c o e f f i c i e n t s  u s ing  a  s p l i n e l n o d i f  i ed  Tay lo r  
s e r i e s  expansion r e v e a l s  t h e  importance of u s ing  c o n s t a n t s  from bo th  i n t e r -  
p r e t a t i v e  and numerical  p o i n t s  of view. F i n a l l y ,  t h e  two-dimensional cumu- 
l a t i v e  d i s t r i b u t i o n  f u n c t i o n  is  a  f i r s t  o r d e r  s p l i n e  i n  two v a r i a b l e s .  
Thus,  t h e  cons t an t  c a s e ,  while l i m i t e d ,  ha s  a l r e a d y  shown i t s  u s e f u l n e s s .  
We f i r s t  d i s c u s s  t he  node b a s i s  by way of  example. Suppose b r e a k p o i n t s  
i n  t h e  x  v a r i a b l e  occur  a t  x l ,  x 2 ,  x 3  and i n  t h e  y  v a r i a b ' e  a t  yl  
and y2 f o r  d a t a  i n  x o  < x < x4 and y o  < y < y3.  A "+" f u n c t i o n  b a s i s  
of order  1 i n  t h e  x v a r i a b l e  is (x  - x o )  t ,  . . . , (x - x  3) and i n  t h e  y 
v a r i a b l e  is (y - Yo):,.. . , (y - y2),0. The t e n s o r  product  b a s i s  i s  formed 
0 by t ak ing  a l l  t he  4 x 3 = 12 products  (x - x . l 0  (y  - y . I + ,  i = 0 , .  . ., 3 ;  
1 + J 
j 0 . .  , 2 .  Each b a s i s  element i n  t he  two v a r i a b l e s  i s  t h u s  a  p lane  of 
h e i g h t  on'? bounded below by t h e  l i n e  y  y j  and on t h e  l e f t  by t h e  l i n e  x  
= x i .  I t s  suppor t  is t h u s  a  quadrant  of a  s o r t  (g). We c a l l  t h e  
i n t e r s e c t i o n  of t he se  boundary l i n e s ,  the  corner  of the  quad ran t ,  a  node, 
denoted * i j .  F igu re  7.1 shows t h e  r e l e v a n t  g r i d  and nodes. Through any 
X o  X1 X 2  X 3  X 4  
Figure  7 . 1 .  Nodes f o r  a  t enso r  prol!uct of  "+" f u n c t  i ~ w s .  
v a r i a b l e  s e l e c t  ion procedure ,  a  model may be found whose terms a r e  a  s u b s e t  
o f  t he  12 b a s i s  e lements .  Such a  s e l e c t i o n  might r e s u l t ,  f o r  example, i n  
t he  nodes shown i n  F igure  7 .2  w i th  t he  s t a t i s t i c a l  model 
where x i+y j+  i s  an a b b r e v i a t i o n  f o r  (x - x. )O ( y  - .)!. We saw e a r l i e r  
1 + J 
t h e  a p p l i c a t i o n  of t h i s  t e chn ique  t o  aerodynamic modeling. 
F igu re  7 . 2 .  Nodes r e s u l t i n g  a f t e r  v a r i a b l e  s e l e c t i o n  on 
a  t e n s o r  product  of "+" func t i ons .  
For s p l i n e s  of h ighe r  o r d e r ,  t h e  same p r i n c i p l e s  apply  i n  forming t h e  
b a s i s  e lements :  they  a r e  t h e  t e n s o r  product  of one -va r i ab l e  "+" f unc t i o n s .  
Knot m u l t i p l i c i t i e s  i n  o r e  v a r i a b l e  r e s u l t  i n  node m u l t i p l i c i t i e s  i n  s e v e r a l  
v a r i a b l e s .  The absence o r  p resence  of a  node o r  node m u l t i p l i c i t v  c o r r e s -  
ponds t o  t he  absence o r  presence of a  c e r t a i n  b a s i s  e lement .  There i s  t h u s  
some car ry-over  from t h e  one-var iab le  ca se  i n  i n t e r p r e t i n g  t h e  r o l e  t h a t  
b a s i s  e lements  p l ay ,  and a l s o  i n  t he  f a c t  t h a t  s t anda rd  v a r i a b l e  s e l e c t i o n  
so f twa re  may be used.  The major drawback of t h i s  b a s i s ,  a s  i n  t h e  one- 
v a r i a b l e  c a s e ,  is computa t iona l .  The b a s i s  e lements  do not  have sma l l  
s u p p o r t ,  s o  t h a t  roundoff  e r r o r s  g e t  worse a s  computa t ions  i n c r e a s e .  
The computat ional  d i f f i c u l t i e s  p r e sen t  in  the  node b a s i s  l ead  t o  con- 
s i d e r a t i o n  of t enso r  product  B-sp l ines .  While t he  fo rmu la t i on  of  t h e  l a t t e r  
b a s i s  is s t r a i g h t f o r w a r d ,  i t s  i n t e r p r e t a t  ion and use  i n  model s e l e c t  ion 
through hypo thes i s  t e s t s  a r e  n o t .  The polynomial deg ree  and importance of  
knots  i n  modeling a r e  c o n s i d e r a t i o n s  t h a t  c a r r y  over  from one t o  s e v e r a l  
v a r i a b l e s ,  and u n f o r t u n a t e l y ,  so  do t h e i r  d i f f i c u l t i e s  when us ing  B-sp l ines .  
Tc compare d i f f e r e n c e s  i n  t h e  two-variable cast- between the  node b a s i s  
and B-spline b a s i s ,  we cons ide r  a  s imple  g r i d  wi th  nodes i n d i c a t e d  (*) i n  
F igu re  7.3. 
F igure  7 .3 .  Nodes f o r  model ( 7 . 3 ) .  
The s t a t i s t i c a l  model f o r  f l r s t  o rde r  s p l i n e s  is  t h u s  
The func t ion  i s  a  " t rue"  s p l i n e  i n  both  v a r i a b l e s  except  when y ~ [ y  y  I ) ,  
f o r  then  f  i s  cons t an t  over  [ x 0 , x 2 ) .  I f  t h i s  model is r ep re sen ted  wi th  
B-spl ines,  each c e l l  i i s  the  suppor t  o f  s r igh t -cont inuous  p lane  which 
h a s  h e i g t t  1. i)sing t h e  n o t a t i o n  F ( x , y )  f o r  t h e  b a s i s  element f o r  each 
1 
c e l l  i ,  the model may be w r i t t e n  
f ( x , y )  - 1 BiBi(x,y) + E s u b j e c t  t o  B 1  - 83. 
i l l  
Thid + s p l i n e  model is somewhat more compl ica ted  than the  "+" func t ion  b a s i s  
i n  i t s  r e p r e s e n t a t i o n  because of  t h e  model r e s t r i c t i o n s .  It i s  a l s o  not  
obvious how t o  i n t e r p r e t  t he  8 - sp l ine  c o e f f i c i e n t s  i n  terms of t h e  presence  
o r  absence of nodes. 
These simple examples i l l u s t r a t e  t h a t  t he  "+" func t ion  terms a r e  iden-  
t i f i a b l e  and meaningful on a  g r i d  a s  nodes,  j u s t  a s  they correspond t o  kno t s  
i n  the  one-var iab le  c a s e .  They thus  hold an advantage over  t he  t e n s o r  
product of B-splines from an i n t e r p r e t a t i v e  point  of view. Aa B-splines 
hold the computational edge, however, it would be d e s i r a b l e  t o  i d e n t i f y  t h e  
l i n e a r  combinations of B-splines which correspond t o  tne presence or  absence 
qf nodes. The i n t e r p r e t a t i o n  and use of tensor product s p l i n e s  of higher 
order i s  more d i f f i c u l t  and renains  t o  be examined i n  d e t a i l .  
8. SUGCrSTIONS FOR FURTHER WORK 
There are po ten t i a l  recearch areas  for  both the un iva r ia te  and m u l t i -  
v a r i a t e  case*.  In the u n i v a r i a t e  case,  an e f f i c i e n t  stepwise computer roll- 
t i n e  using B-splines could be developed. This would give the  use r  t h e  
choice  of £on-ard anL backward procedures with a  canpu ta t iona l ly  e f f i c i e n t  
b a s i s .  The use of knot s e l e c t i o n  to  f i t  d a t a  with loops could be i n v e s t i -  
ga ted ,  and approaching the problem using the pa rane t r i c  technique of Smith, 
P r i ce ,  and Howser ( r e f .  231, seems feas ib le .  The success fu l  use of s p l i n e s  
i n  two v a r i a b l e s  has already been demonstrated (Sect ion 7 1 ,  but f u r t h e r  work 
remains such a s  inves t iga t ing  f i t s  to  known underlying funct ions  l i k e  we 
have done in  the one-variable case.  Ibo-dimensional p i c t u r e s  i n  t h i s  case  
would be most he lp fu l .  Also, while the  m u l t i v a r i a t e  mathematical theory i s  
s t i l l  developing, i n t e r p r e t a t i o n  of tensor-product bases from a  s t a t i s t i c a l  
perspect ive  could continue from t h a t  begun in  Sect ion 7. 
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APPENDIX 
Program Documentation 
Two FORTRAN programs have been written which adapt stepdovn procedures 
to B-spline regression. One program is for knot elimination while the other 
is for reducing the spline order. Theoretical detai?s and appropriate ref- 
erences are given ' Sections 2 and 6. The programs are written in FORTRAN 
5 and have been implemented on both the ODU DEC-10 and the NASAILangley CDC 
Cyber computers. Notation is patterned after that of de Boor (ref. 11, and 
definitions of parameters are given in the subroutine VLPNT, the second 
subroutine ca1:ed. All necessary input is read in or specified in subrou- 
t I 7-.e Dd" the data, sample size NDATA, (initial) spline order K degree 
+1, (~nitial) interior breakpoints and endpoints BREAK( -1, number of cont i- 
nuity conditions V( * )  at the breakpoints, number of intervals L = X interior 
breakpotnts +1, and tabled F value to be used in hypothesis tests. For 
equal spacing, the breakpoints and continuity conditions are most easlly 
specified through a DO loc:. Variables are ditdensioned by one of three 
parameters (defined in coment statements) which are specified in the PARA- 
METER statement at the beginning of the main program. 
Data must be interior to  BREAK(^), BREAK(L+~) 1. For t a :  Indy data, 
X nsx = 61, so we arbitrarily set BREAK(1) = 0 and BREAK:L+l) = 62. V(1) is 
the number of continuity constraints at BREAK(1). For example, V(1) = 0 
means that rhe spline is discontinous at BREAK(1) while V(2) = 3 means there 
are 3 contiguous continuity conditions on che spline f at BREAK(21, i.c., 
t ,  it, and f" are all continuous at BREAK(2). Note that V(I) must be 
less than or equal to K-l in order to have a "true" spline, not a polyno- 
mial, across BREAK(1). We always set V(1) = 0, though only for "symmetry" 
in the endpoint conditions, and V(L+l) need not be specified since it is 
never used nor referred to. 
The subroutine FLAG is designed to catch user input errors which would 
otherwise taupe the program to terminate abnormally or give inacc.trate 
-esults which may or may not be obvious to the user. Sample output detect- 
i . 1 ~  er ors in the input information of the Indv data is shorn in Figure 
A * : .  
Gi.,j$.:.,..5. :: .-- 
OF POOR ijr'.AS.. , : 
Tx - (r CMINJITY C019)ITIaYS mbT BE S T R I C n Y  
LESS rn M SRIX CmER K. vc 2,- 4 
FITBZEFn#)xNr 33.5mm00 I S T a l ~ .  
Figure A . l .  Sample outpct  d e t e c t i n g  input e r r o r s .  Indy da ta .  
S e v e r a l  Lines  i n  t h e  programs a r e  f a r  p l o t t i n g  o n l y .  These  a r c  c a l l s  
t o  t h c  CGC s v s t e m  s u b r o u t  i n e s  PSEllDC), INFOPLT, and CALPLT and t h e  W loop  10 
which c a l c u l s t e s  t h e  s p l i n e  v a l u e s  a t  t h e  k n o t s .  
For t h e  knot  e l i m i n a t i o n  r o u t  i n c ,  i n p u t  d a t a  and subsequent l v  
c a l c u l a t e d  i n f a r m a t  i o n  a r e  p r i n t e d  bv m a n s  o f  s u b r o u t  i n c s  DATl and OUTNTS. 
T h i s  i n c l u d e s  d a t a  v a l u e s .  s p l i n e  o r d e r ,  number o f  i n t e r v a l s .  d imens ion  o f  
t h e  s p l i n e  s p a c e ,  and k n o t s .  A t  c a c h  s t e p  of  t h e  p r o c e d u r e  a s  i n d i c a t e d  bv 
t h e  number of i n t e r v a l s  L ,  tht- F - ra t  i o s  ft jr  t h e  impor tance  of e a c h  
b r e a k p o i n t  a r e  p i v e n  a l o n g  v i t h  t h e  SSE and HSE. I f  b r e a k p o i n t  c a n  be  
e l i m i n a t e d .  i t  is s p e c i f i e d  and t h e  p r o c e d u r e  c o n t i n u e s  t o  s tepdown.  I f  
b r e ~ k p c i n t  cat1 h e  e l i m i n a t e d ,  t h e  r e s u l t i n g  number o f  i n t e r v a l s  and s p l i n e  
o r d e r  a r e  p iven  a l o n g  k i t h  a  l i s t  of  t h e  v a l u e s  o f  t h e  0 - s p l i n e  c o e f f i c i e n t s  
and t h e i r  s t a n d a r d  e r r n r s .  Sample g u t p u t  a p p e a r s  i n  F i g u r e  3 .1 ,  p. 8, i n  
S e c t i o n  3. 
As it1 t trr  kr~trt e l i m i n a c  ion program. t h e  s u b r o u t  i n e s  DAT1 and OllTNTS o f  
t h e  o r d e r  r e J u c t i o n  r t > r ~ t i n e  p r i t l t  i n p u t  d a t a  and s u b s e q u e n t l v  c a l c u l a t e d  
i n f o r m a t i o n .  In a d d i t i o n ,  a t  c a c h  s t e p .  t h e  p r i n t o u t  g i v e s  t h e  S S E ' s  and 
K- 2 HSE's f o r  two s p l i n e s  of o r d e r  K. one w i t h  c o n t i n u i t v  C and t h e  o t h e r  
ti- 3 
v i t h  c o n t  i n u i t v  C . The h v p o t h e s i s  t e s t  is d e s c r i b e d  i n  w r d s  w i t h  t h e  
r e s u l t s  of c h r  F  t e s t  i n d i c a t e d .  When f u r t h e r  o r d e r  r c d u c t  ion is n o t  
p o s s i b l e .  e s t i m a t e s  ,>f t h e  0 - s p l i n e  c a c i f i c i e n t s  m d  t h e i r  s t a n d a r d  e r r o r s  
a r e  g i v e n  t,rr t h e  s p l  ~ I I C  ,)f lI>west a c c e p t . ~ b l e  o r d e r  w i t h  h i g h e s t  c o n t  i n u i t v  
m p s e  &id i t  io t la l  in fo rmat  i o n  is g i v e n  bv inc l i rd ing  t h e  SSE and HSE o f  
the  acxc lowest  o r d e r  s p l i n e .  Sample o i ~ t p u t  f o r  t h e  Indv d a t a  a p p e a r s  i n  
F i g u r e  6 . 2 ,  p. $1. 
F l o w c h a r t s  a r e  g i v e n  i n  F i g u r e s  A.2 t o  A.3 fo l lowed  bv t h e  program 
l i s t i n g s .  ..\ f u l l  l i s t i n g  o f  t h e  kno t  elimination program frt>m a  CDC is  
p i v e n ,  i n c l u d i n x  t h e  s u b r o u t i n e s  of  dc Boor ( r e f  1 )  t h n t  a r e  u s e d .  for t h e  
,>rdcr  r e d u c t  i n n  prngrarn we l i s t  o n l y  t h e  main prc>Nrnm and t h e  s u b r o u t  i n e  
SSHYP2, a v a r i a t i o n  of  SSHYP a p p e a r i n g  i n  t h e  f i r s t  program. 
Read data, 
breakpoints 
+ 
Get knot 
sequence 
VLZNT 
+ 
Preliminary 
output 
OUTNTS 
I 
values 
Output errors. 
rogram Aborts 
LSTSQl 
BSPLPP 
Figure A.2. Flowchart for knot elimination program. 
CNTRST 
Print 
F-rat ios 
breakpoints 
Output 
min, F-ratio breakpoint L - L - 1  
e 1 iminated 
3utput no more 
Output 
coefficient and \ 
standard errorc 
1 
Figure A.2. (concluded). 
START 
Read d a t a ,  + 1 breakpoints 
Get knot 
sequence (-) 
output 
OUTNTS 
utput e r r o r s .  Em 
Program Aborts 
I f o r  extra  f i t  
Figure A . 3 .  Flawchar t  f o r  o r d e r  r e d u c t i o n  program. 
set V(*) = K - 1 
Figure A.  3 .  (concluded) . 
KNOT ELIMINATION PROGRAM LISTING 
1-4 
C ENTER mm 
CRL mT1(ICOL)CTl 
OEO<ImJTmta 
m- 
CALL F L R C ( I F I S , N I  
IF(~FLRC .m. 1) GO TO a 
C QT n€ rn SQI#;hS m* I . E . ,  .nE ~ S R M  COQFICIENTS 
a GISQ? ( T , N , K , Q . D I C I C . m )  
C LSrSQi as BSRVE. BOC#, #9 BOiPv 
C Q t S S E m a l ' s  
m . ( o F I T H  
U U  S P U W T , ~ , N , K . D I # ; , ~ , ~ , L )  
CALL ~ ~ ( ~ * ~ * ~ , S S E , M S E I  
ROTS a . . . . .  
CFLL IWORT(B,FB#TA,X,1,F,1,B.,62.,74.,lSB.,1.,9, 
Y I  SHINDY mTA,l,lHr,0,5.,4.,.75,.75) 
CFLL fPCOPLT(0,~TA,XBi,Y,1,8.,62.,74.,IfB.,1..9. 
* m1m rnTA,l,lHY,P,5 ., 4...75,.n1 
CPU, W~T(l,Lnl,~(Z),i,FB(2),1,0.,62.,74.,1~.,1.,9, 
B ~ H I K N  1~1t~,1.1~,1,5.,4.,.;55,.75) 
ZS STOP 
EM) 
C INDY W T Q  
SuBKUlIFE rnTl(1COLNT) 
COmCtd STQTEMNTf /mTW IWD USED. 
C 
C THIS sJKwrIr€ Ems IN n€ mTFI mD GI= TFE m AW 
C R 3 E E N T  OC W KNOTS FCR M FITTED =It€. 
m r n  5s 
bRITE(ZV.51 
5 F W T c '  IMW WTR'//' YER? Y X') 
DO 1 I-1,MIFlTR 
REQD(21.4) m , Y ( I ) , X ( I )  
4 FOlbFIT(I4,1X,F7.3,1X,F2.0) 
bRITE(20,2) ~ , Y ~ I ~ , X C I ~  
2 FOFbl?T( I4,lX0F7.3,1X,F3.0) 
1 COHTIKE 
C G I M M G I W R K M W O F I H l E R V F L f L  
K . 4  
- L - 3  
FTRkE 8.88 
C G I M  TI€ -INK FM) CONTINJIM CWSlRRINlS 
0. 
m ( 2 1  7 .5  
m ( 3 )  33.5 
BwM(4) 62. 
V(1)  -0 
VC2) 3 
V(3 )  3 
Rmlmi 
m 
M d ' 4 l ( ~ , l . , K , V , T , N , K I M ) )  
C u m T E s  TFE KNOT sEQLEN(X T #g) DIPEFSION N FROM M -1NT 
CSE(;LOJCEEfEM, C I M N M S R I P € C X E f ? K ,  TFEKMBERCf INTER 
C WLS L, FM) TFE FUlLER Cf CONTINJITY CONDITIONS V ( 1 )  AT 5fW 
C (I). 
C 
C * m I N P U T -  
C EREm (1) ,...# r n ( L + 1 )  .... IIE BFZEFKPOINT SEOLENCE. 
C L . . . . M  - OF 1 m s .  
C K.. . .M cam w TN S R I P € .  
C V(%), . . .,V(L). . . .W PCMBER OF CONTINJITY CONSTF)RINTS AT 
C BFZEFK(Z), . . .,BFZEFK(L). 
C 
c - O U T P U T -  
C T( I), . . .,T(PWo.. . .M KNOT SEQLENCE. 
C N.. . .M D I r n I C N  w ll€ SRIE SPACE 'X CRm K. 
C C N D ( I ) . . . . T K  Im OC TI€ URGEST W T  EWX. TO -(I) 
C 
C * n a m c M E T H O D * * m o .  
C TFE FIRST K KNOTS HE S7 EaJFL TO m ( 1 ) .  T X  KNOTS WE 
C TCEHSEQLENQO SO TF#T K - V ( I j  KNOTS M E  AT -(I) WITH 
C -(I) EQW T O M  IM#(: W TI€ URGEST KNOT AT -(I). 
C N I S  SR EaLR TO KEM)(L) TI€ LCIST K KNOTS T(N*1), . . . 
C T(HcK) SO E(U# TO 6GEW(L+1). 
C 
INTEGER K,L,N,I,V(l),J,IST#n,ISTW, KD4D( l )  
REFL BREFK(l), T ( 1 )  
C SET T K  FIRST K KNOTS EaJT TO W ( 1 ) .  
m 1 1 - i , ~  
1 T(1 )  l EEsK(1) 
C 
c FIND M IMEX -(I) OF M -ST KK)T EQUl '0 -(I). 
m(1) l K 
C SET T(END(1-1)  + 1) I...= T(KEND(1)) -(I). 
m 1 t a 1 - t ~ ~  
ISTWT = KDS)( 1-11 + 1  
I n O e  KD9)(I) 
DO 11 J l ISTWT, ISTW 
11 T(J) - EECW(I) 
10 CONTIN.€ 
N m ( L )  
C 
C SET M L E T  K W T S  E(XR TO SE%(L+l). 
m a a 1 - i , ~  
a T(N+I) BIEFK(L+l) 
m 
QQ, 
-1rl O U T N T S ( ~ . V , L , T , N , K , ~ )  
C THIS -It'€ I S  FOR WlPUTIff i  O K Y .  I T  atlWlS FU. 
CCFLLING-FlF T E R  KaCTmBWCPLLED. 
- 
L 
< * * * * * *  I N P U T  O U T P U T * * ~ * * I B  
C K . . . . M  SRIK CI;m 
C L . . . .  M KMBER Of XhTmVFkS 
C N.. . .M DIMNSIrn CF M SRIFE SPFIQ: 
C S E W ( l ) ,  . . . , M f L + l ) .  . . .TI€, m I N T  SEaEMX 
C V( I), . ..V(L). . . .Ti€ Of COrCTIFClITY C U S ~ I N T S  FIT 
C 5Ew(l), . . .BPEFK(L) 
C T( 11,. . .T(N). . . .M KMT SEQLENCE 
C m(l), ..., K E W ( L ) . . . . I m  Of TI€ KNOT E a #  TO 
C BhRK( l ) ,  . . . , r n ( L )  
c ( 1 )  E R G U P O L ~  WICH ax NOT s m r c n y  INCFZERSINC; 
C (2) TOO PIWY CWIPUIN COM)ITIONS; 
C ( 3 ) K L # K ; E R r n t B  
C (4 )  X vFUES cAIT CF OF Tt€ FIRST WD LRST -1NTS. 
C 
m ( N ' m - l W , M ) P # X - T 8 8 , K T F C F I X - ~ )  
IFmQR v 
c m  / DATA / MmTA, X(HDPFIX), Y ( N u m x ) ,  FrRBLE 
COMI)N / EPPROX / B B # ( ( F C F U O , C X F ( K I N W O , L , K , V ( N ' W )  
2 WIE(Z0 ,3 )  B F 2 E F K ( I ) , W ( I P l )  
3 FOFFFlT(/' m I N E  r2ST BE STRICTLY INCESINC. ' /  
* * m I H T ' , F 1 6 . 8 , 0 ( .  ' IS  NOT LESS TICI.I EBAIBOIM', 
1 F16.8) 
IrUx.1 
6 WITE(20,?) I , V ( I ) , w ( I )  
7 FOFFRT(/* w FCMBER OF CONTINJIM CONDITIONS i ~ s ~  BE sTRIcnY'/ 
a S x , ' L f s S T I C I . I T l € S P C I ~ ~ K .  V ( ' , 1 2 , 8 ) - p , 1 2 /  
1 SX,' AT ~ ~ I M ' , F 1 6 . 8 ,  ' IS TOO L#XX. ' )  
IFLRC-1 
a IF ( K  .GT. a? GO TO 8 
GO TO 18 
8 cRITE(20,3) K 
9 FOCbFIT(/' K- ' , I t , '  IS TOO LmGE.'/' TI€ mrER K M b T  BE 28 a?', 
* ' LESS.') 
I-- 1 
a M I T E ~ ~ , Z ~ )  r? 
24 f ' m T ( / '  CNO( SfA=.'/SX,' PCIW PLtiT NOT BE', 
* M N-*,1!3) 
IFIS= 1 
CO TO ZB 
26CRITE(TB,27) KTN 
27 F m T ( / '  STQTEMHT. 'a, ' KTN'SX PLTT NOT', 
* ' BE LES5 TFFPI KTN-',14,'.') 
I- 1 
-I* L S W J l ( T . N  K,Q,  D I A C , K E F )  
CaLS BSRVB, Wac. m6Lv 
C 
~ ^ ~ m ~ r c  n a m  mra IS USED. 
C 
C T W I S  IS R n O D I F I C F I T I m  (r DE BUS'S -IN LZFPPR. 
C P#X 255. I1 I M  T.N.K. F I r a  M U R S T  
C W P R W I P F I T I O N  T O  nE OFITA U S I N G  Wc -YS Q F)9) DL-, 
C #9) amwls M -1s C E F F I C I m  Km. 
C 
m ( K m x - 2 e . N m w - 2 8 8 )  
iZEFC B t W ( N ) ,  DIFY;(NI ,  Q ( K , N ) ,  T ( 1 1 ,  BIATX(KPF\X) 
C ~ ~ O N  m ~ f i  1 ~ T F I .  x ~ r u m x ~ ,  ~ w r m x ) ,  n m  
C 
M) 7 J - 1 . N  
m ( J )  8. 
m i' I * l , K  
7 Q ( 1 . J )  8. 
m - K  
m - 8  
m aa u-1 .mm 
c L m T E  rn ST X ( U t  I N  ( T ( ~ 7 ) , T ( ~ + 1 ) )  
18 IF (LD7 .EQ. N) GO T O  15 
IF ( X ( U )  .LT. T ( L E J T + l ) )  GO TO 15 
LE)TT m+1 
m r n + I  
GO T O  18 
1 CFU -VE(T,K. l , X ( U ) , L E F T , B i A T X )  
m aa m - i , ~  
DL: - B I A T X ( l T l )  
J LEnKw- t I  
-(J) - a P r Y ( U 1  + B C W ( J )  
1-1 
00 Z0 J J - t 9 l . K  
Q(1,:) 8 B I A T X ( J J I * O U  + Q ( 1 . J )  
20 I - 1+1 
CJXL BQfFIC(Q.K,N.DTffi! 
CFU B O f j l V ( Q . K , N . K C C )  
m 

00 
-1s B Q B V t u , M , W W ,  0) 
C Sam Tt€ L I r n  MTEn C.x-B (X OR#R F#)u FOR X 
c PROYI#D u m I m  TN Q ~ X E S ~ ~  ~ I C T C R I ~ T I ~  FCR M BRM~) t ~ n c  
c ~ I C )  WSITIVE CCINITE mmIx c RS CONSTRUCTED IN M SLIWOUTI~E 
C BQcK (M V I E ) .  
C ~ P # ; E Z W  
INEQR J,JPFP(,N,-l fza U t ~ , ~ ) , B t ~ )  
IF ( r n . G T . 1 )  GOTO 21 
B c 1 ) m B c r ) r t l . l )  Enmi 
C 
c maam SWSTITUTIOPI. SOL= L*Y-B FCR Y, na IN B. 
21 Pgl]r(1--1 
Do 38 N-1.Mw 
m n I r e c m i , m w - w  
IF (JTI#.LT. 1) GOT0 38 
W 25 J - 1 . m  
25 B( JW!-B( J+n)+J(J+l,H)*B(N) 
3 3  C O M I M  
C 
C -1MION. SOCK L - l R R E P . X - W ( - l l * Y  FOR X, ST- I N  8. 
Do sB N ~ . l , - 1  
B t N I - B t N ) l u t  1.H) 
mnImcrBg*i,recww 
n cm.~r. l )  GOTO se 
W 35 J -1 ,m  
3" B(P0-B(N)+J( J+l,N)*B(f+n) 
40 L-IM 
Rmuu4 
EM) 
SL1870UTI.- 899Pe ( T , B C ~ , N , K , S C R T M . ~ , C W , L )  
C W L S B S R V B  
C 
C C W W ? T f  "rE ~ E ! € N ~ ~ T I c ~  T, 0CW.N.  K CC SOrE SRIN INTO IN 
C W R T I a n  m, cm, L, K. 
C # PaCEf 1*14l 
m(mG0) 
INTEGER K.L.N. 1 , J . J P l . w V . m . L S O C W  
K ~ ( N ) , ~ ( l ) , C W ( K . l ) , T ( l ) ,  X R T M ( k , K )  
*, B I Q T X ( W )  ,DIFT,FIoIJ.SLCl 
C 01-I* ~ ( L + l ; , C C E F ( K . L ) , T ( H c K )  
LSOFa?*O 
- (1) -T(K)  
m SB m-K,N 
C FIND TFE: NXT NCWTRIVIFC KNOT I-. 
iF(T(LETf+l).EQ.T(LEFT1) G O T 0 5 0  
Ls#m?-LUT* 1 
=(LSOTW+l j -T(-+l)  
I F  tK.CT.1) GOT0 9 
C E F ( l . L W F a R ) - K W ( m )  
GOT0 58 
~ ~ E K ~ S R I P E C ~ ~ ~ S ~ T O ~ ~ N O T I N T E R M L  
I N  -TOI( . , I ) .  
DO 10 I - 1 , K  
StinQICI, 1 ) - e c o c r ( L F r - K + I )  
FOR J-1,. . . ,K-1. COPRlTE M K - J  8-=It€ C W ' S  TO 
M T  1- FCR M J- lM T W I W T I M  Bv D I F F 5 D C I P G  
WOSE F W  M (J-1 ) S T  T W I V C I T I X ,  S T W E  I N  X R T O 1 ( .  , J + l ) .  
DO 29 JPl-2,K 
J-JF:-1 
W-K-J 
F K I I J + L ~ T ( w l J )  
30 a I-l.w 
D I F F - T ( U F l + I  ) - T ( ~ + I + R J )  
I F  (DIFF.GT.0) X R T ( H ( 1 , J P l ) -  
((SCRTO1( I+l, J)-SCRTOI(1,  J )  ) / D I F F ) W  
C[MINE 
C 
C FCR J-8.. . . ,K-1 ,  F I P O  M %LES AT T(-1 OC M J+1 
C B - S R I P € S O C ~ J + l L . H O S E l j L P P O R T C O M F I I F 6 M ~  
C K M T  IN- THH aF CRDER J ( I N  BIATX), TWV COMBIN 
C U I W  nf -It€ CC€F'S ( I N  SCRTQ((. . K - J ) )  FOLlFO EFIFhIER 
C 70 C P W l E  ni (K-J-1:ST #RIWTIE AT T ( W )  CF TI€ GIIJM 
C S P C I K .  
C NOTE. I F  M FZEPEFltED CRL! j  TO BSRVB SE THOU;HT TO m T E  
C TOO tilC+ m, M IZEPL#I M F I R S T  CFLL BY 
C BIATX(1)-1.  
c PND M SUBSE(XEM CFU ~v M s l a m  
C a L S  summmm P e M U ( 1 N r C R V )  
C 
C TH IS  sJmolrIPE COPRlTES M mmx Sf m a  s. I T  I S  CI 
C rX)DIF XED MRSIOn CF E BOOR'S SLWFhXrrIri m, #Y;E 261. 
C n n I S n i ~ m ~ ~ .  
C 
m ~ n r w - i w . ~ - ~ . ~ = ~ )  
1mGm EJZWT. v 
w F T W ( 1 ) .  -(I), nSE. Y. X, m. CC€F 
c D I ~ I O N  FTAU(MICITCI), m t m T a I  
CO- / M T R  / M p T A ,  X t N D W ) ,  Y ( M l r R X ) ,  FlAaE 
ccmm / m / H Z m I F C R X I .  C M ( K W ) ,  L. K 
* , v ( m )  
C 
s - 8 .  
00 10 U - 1 , m T C I  
F T C U ( U )  ePVFCU(ERE&,CC€F,L,K,X(U),0) 
mKm(LLI Y ( U ,  - FTW(U) 
10 S% SSE + m ( U ) * e  
m FEE/- 
- 
m 
-TION M U ( m , C W . L , k . X . J # R I V )  
C CFUS 'IW' 
c CFLQWTES -LIE F~T x a ~ I V - n ,  ~ I W T I V E  CF PP FCT FRCM m 
INTEGER Jr€RN.K,L, I , M ' ~  
CZEFL BZEFI<(L),Cm(K,L).X, FMZTDFZ,H 
PPVCW-0. 
n?ucR-K-m1v 
C # R I W T I K S  OF OR#R K OR HI- # Z E R  I # h T I C C U Y  3RO. 
IF tFrTUm.LE.0) COT0 99 
C 
c FIND I- I w LMKEST -POINT TO M L D ~  a x. 
CCU I n T E R v l 5 s w . L . X .  1.MXMlr) 
C 
C M W T E  IOERIV-TW CZRI * "ATE i lF  I - W P O C k N O P I I k  P I E E Q T k .  
H - x - r n  t I '
10 M-K.=IV+l.-1 
~ u - ~ ~ ~ ~ ~ w c ~ t n ,  I 
10 m - f m ' u m - 1  
99 REnm 
m 
s u w x u l I F C  INTERV(~,UCr,'..LrT,~) 
C C M S  m-mlI.1.LE.I.LE.LYT.m.XT(I~.LE.X) 
C LE Baw pa3 .P 
INTEGER ~ . L Y T . W l X .  I H I .  ILO.  1STEP.fiIDDCE 
ma. ' i.ultyCT, 
WYFI IL.0 1 ,, 
C ShE IL3 ( Q  - ID  FORTRW STQKIXNT IN  X NN 197: S T i M M D \  
I c r I  I L b 3 1  
I F  I IH I . LT .LYT ,  9.313 .? 
I F  tX.rX.YTtt -YTI GOTO 110 
If t L u l . L E .  1)  GOTO 98 
I L O U - 1  
IHI .U(T 
C 
aa IF(X.GE.XT(IH1)) GOT0 40 
If o(.~.XT(ILO)) w o  lee 
C 
C =-KM X.LT.XT(IL0). DE- ILO TO m X. 
ISTEP-1 
31 IHI-ILO 
ILO-MI-1- 
If (ILO.LE.1) COT0 35 
If tX.GE.XT(IL0)) GOT0 158 
I r n * I m P * t  
GOT0 31 
35 ILO-1 
IF (X.LT.XT(~)) GOT0 96 
GOT0 158 
C X.GE.XT(IHI). 1- IHI TO CWlWE X. 
re ISTEP-1 
41 ILO- IHI 
IHI-ILO*ISTEP 
IF (1Hf.Q.M) GOTO 45 
If (X.LT.r(T(IHZ)) GOT0 158 
I!Tm- I s m  
GOTO 41 
4S IF (X.Q.XT(W)) COT0 110 
IHI ILXT 
C 
C aaClOW XT(ILO).LE.X.LT.XT(IHI). TK I-.
33 MIDCU-c ILWIHI )4! 
IF tMIDU.EQ.IL0) GOT0 la 
C NOTE. IT IS E S U f D  M T  MIDDLE-ILO IN CEE IHI-ILW1. 
IF tX.LT.XT(MIDDLE)) GOT0 53 
ILO-fiIDDLE 
GOT0 SQ 
n IHI-RIDDLE 
G@TO 5-0 
CsPraSEl arrPUT FM) Enlm. 
9B KLRt--1 
m-1 
m 
188 mix-0 
m- ILO 
m 
118 KL#;-1 
m a w  E n l w  
EM) 
-It€U4lRST(I, I#RIV. N, K. L. T, BRCF)(, m, 
8 WT, BF. XC€f, CTRST) 
CFLLS KONT 
C 
C FINDS t)E C-T C W I C I E M S  FOR ESTIK; CONTIWIN OC lX 
c ~ I V - T H  ~ I V F I T I E  a x SPLIN FLNCTIOPI AT -(I). 
C 
c - I N P U T -  
C L....rulm? cf INTERVWS 
C T ( l ) ,  . . . , T ( F m ) .  . .M KTJOT SEaGJCE 
C I....M I m  OF fl€ S E W P O I N T  OF I F m a S T  
C -( 11 , .  . . S B X ( L + l ) .  . . . M -IN SEQLENCE 
C J E m I V . .  . .MH.ECCITIX 1mC;ER GIVING Ti€ cma a TtE E R I -  
C -TIM TO BE EVFLLFITED 
C m(l) ,... KPQ)(L) .... 1- OF TI€ -ST KNOT E a  TO 
C BFZEFK(I1, .. . , r n ( L )  
C N. . . . DIP-ION OF S P L I N  SPAQ 
C K . .  ..- OC R I F E  
C BRf, U, D C M  ...- CF LDCI7H N 
C 
c - O U T P U T -  
C C l R S T ( 1 )  ,..., CTIZASf(N1.. . .TI€ C-T CEFFICIOTTS L E D  TO 
C mT C W I N J I N  OF Ti€ JERIV-TH 
C E R I W T I M :  AT -(I) 
C 
C I " . k m M E T  H O D -  
CTi€FLNCTION9JBRP0(32FllKW I S l L P D T O C ~ M ~ O F  
C TFE FM) R I M  LiMITS OF TMI S#RIV-TH ERIVFITIM OF 
c RElmWT 6-SRIFEf FIT EBRK(1). 
C 1mm m(1) 
BRT(1). L F ( 1 ) .  m T ( 1 ) .  T ( i ) ,  
* EEW(1). DCOE)'(l) 
0020J J -  1, N 
a E c E F t J J )  l 0. 
0 0 1 0 J - l , H  
E c E F ( J )  1. 
COPRITE vRLE Fa? R I M  CONTINJIN 
I F  (KEND(II++l .LE. J .m. J .LE.UDiP(I!)  G@ TO 38 
ERT(J) - 0 .  
GO TO 40 
38 W T ( J )  l K W t T , E M , N . K , B R E F K ( I ) , ~ ( I ) ,  
8 IDERIV) 
COPRITE mLE ra? m CCMINJITV 
48 IF(KEND(I-1)++1 .LE. J .W. J .LE. -(I-1)) GO TO 58 
U ( J )  - 0. 
GO TO 60 
50 W ( J )  K c W r t T , D C ~ , N . K . B X W ( I ) ,  
* mm( 1-1 ) , r n I V )  
C 
COPPUTE Dim OF TI€ FND RIGHT VFLLES 
68 CKQSTcJ)  - ERT1J) - W ( J )  
D C W ( J J  0. 
10 CcWrIKE 
Enm 
09, 
W I C H  BCOM(T,BCM,N,K,X, I,J#RIV) 
CFLUTES JEUE AT X OF J#RIV-TH #R1VATIn.€ OF SRIFE: FROPl W. 
C TWIS IS CI MODIFIED -1CW Or # twX#'S SUB#rLITIfE BVFLLE, 
C PCYT 144. Ty: gKY DI- IS M T  tW LEFT* KNOT 
C I m  I IS 1- a m  M FCUQ IN I-. CONSE- 
C m y ,  LLN: 10 IS RlDIFIm TO IFeur I FM) LIKS 710 AM) 
C rn M€ m 1 m .  THE k- IS TO CUOW ENFLLYITION a1 
C -INK WITH L F r  (BR R I M )  CONTIfCIITY. 
ps'amm(KWW-20) 
I~(;ERJXRIV.K,N, I,ILO.IPP(,J,JC,JO?IN,J~,JJ,KPU,Kn1.MtRC 
* Dm1 
FE% W(l),T(l),X, W ( ~ ) , K ( l U S X ) ,  Wib@SOo,FWU 
C DIPENSION T(MI 
m - 0 .  
IF (m1V.Q.K) GOT0 99 
C 
C sm IF K-1 (CFQ) JEmIV-0). BCONT-Krn(1). 
tall -K-1 
IF (04l.Gl.B) GOT0 1 
m-BCM( I) 
GOT0 99 
C 
C - '3- 1W K kSRIFE COmICIEMS GELDENT FOR M KNOT 1-
C (T(I),T(I+l)) IN FU(11, .. . ,RJ(K)  6WD CCHWTE DLtJ)-X-T(I+l-J), 
C CR1J)-T(I+J)-X, J-1, ..., K-I. 90 W Y  OF M Flj NOT OBTQIW8l 
C F#lrr I M  TO m. SET Fm 1.S M T  0ETFIIWR.E EQUT TO T(1) OR 
C TO T(HW<) PPPRO~RIFI~Y. 
1 mIN-1 
Iru-I-K 
IF tIW.Q.8)  GOT0 8 
JUIIN-1-IP(c 
m 5 J-1,1 
5 DL( J)mX-T( 1+1-J) 
DO 6 J-1,041 
W(K-J)-8. 
6 &(J)-R(I) 
19 W(J)-T(I+J)-X 
C 
ZQ DO 21 JC-JCnIN,JCrP# 
21 RJ(K)=BCEF( IW+JCl 
C 
C aa DIrrVWaE Tl€ CCEFFICIENIS J#RIV TIPIES. 
IF (XIERIV.EQ.0) GOT0 30 
m a J-I,J#RIV 
W-K-J 
FKPU-fLceT(Kru) 
ILO=Kru 
m 23 JY-I,W 
AT(JJ)=((W(JJ+l)~(JJ)l~(DL(ILO)+~(JJ))lJKMJ 
23 ILO- IL+1 
C 
C - Ca'FuE VaLE FlT X IN (T(I),T(I+l)) OF m 1 v - T H  #RI'mTIvE, 
C G I W  ITS FZELMM &*It€ C m  IN RJ(1). ..., W(K-JDERIV). 
38 IF (MRIV.EQ.KM1) GOT0 39 
m a J-IDERIV+I,KWI 
KIV-K-J < 
ILO-Kru 
m JJ-I,KPLT 
AJ(JJ)-(AJ(JJ+l)*OL(ILO)W(JJ)*~(JJ))~(#(ILO)+DR(JJ)l 
a ILO=ILC-1 
39 m - W C 1 )  
C 
99 m 
09) 
C THIS IS FCR 1 DF ICI#)TFESFLS. 
SEKuTIPE S S W V P ( K W . C T R S T , W , W , N , M , V # ; ( .  
* QH, m. HDF) 
w F m s m  
t 
C F I 1 9 l S M m I ~ O F F l C ~ T F M ) M ~ F O R T E S T I H ; T F F I T  
C M C c l Y m s l  IS WO. 
C 
C * * * * * * f N P U T * * * * * *  
C LINV.. . .M IFMKE w L n0TnIra FROM 0 C H I N V 
C CTRST... . M CCNFST M C T m  OBTFIIP€D FRYl  C N T R 5 T 
C Eon-.. . Tlf B-=IN COETrICIEMS 
C U....M W4lRIX FRC*I 0 C H F Fl C CONTFIINIffi EINVERQ 
C N B C l . U K . . . . E W  K 
C N....M PCMBER OC ELEMMS IN ll€ C c m R K r  vECTOC?-- 
C %so M DImSION of M SRIFC SPFYX 
C PWR... .  W K C T W  CF LENGTH N E m  TO M PRODUCT 
C W(1,. )a, I.E. ~ I ~ I ~ ~ T  
C 
C * * * * * * O U T P U T * * * * * *  
C w.. . .M CrnICIENT CF S I G T W - m  IN n€ wa?IFF(CE CF TFf 
C CCNFST, I.€. M PRODUCT C m T - w * I W -  
C ~ * D - I m I w l R E T  
C S W ,  EH, HDF .... M S S ,  P6, F N D f f  FCRMWFQrrEfIS 
C 
C * * * * * * M E T H O D * * * * * +  
C M PIK)WCT LINV*CTFST I S  OBT9lFfD T X N  -TIFLIED BY 
C P I W  .N TWT RESUT I S  W O U T I P L I E D  BY (LIFN*CTRST)- 
C T R m s ' o x  
C 
INTEGER WF 
REFL NM, r6H 
RE% CTRR5T(l), W(NB#SlS,N), PVW(N) 
RER B C W ( 1 )  
Nfl- 0. 
W 3 11-1,N 
3 Nfl - KM + t C T R Q s T ( I I ) * K E F ( I I ) )  
EM) 
SUWCUTIK FORSUE(W,FYI,NBFYiDS.tW) 
C 
C XXVES LY-CYI FOR Y FM) STCfES I N  fW 
C 
C * * * * * * I N P U T * 4 * * * *  
C W...A PI?TRIX FED I N  FROM B C H F A C W D  C3NTFIININC I N  ITS ROCS 
C TN DI-S OT A P. D. SVTCTRIC PRTRIX C 
C N-. . .M 5 W u I D T n  (X C 
C m... l7-E a?D OF C 
C FYI.. .TI€ M C T m  W LENGTH M?W COMAINIK; l7-E RIGHT W S I E  
C 
C * * * a * % O U T P I J T * * * * * +  
C M.. .M MCTCR OF LENGlH N?CU CONTRINING M S(KUTIOC( 
C 
C * * * * t s r n E T Y O D * + * * * *  
C TcE F W D  SUBSTITUTIOH ROUTIN FlXm m ' S  B C S L V  I S  uSED 
C 
REFL wcNEmn5, rf?cu), m t m )  
I F  ( W . G T .  1) GO TO 2 1  
r n ( 1 ) ~ I Y \ ( l ) . U ( l , l )  
RETLFbl 
21  NBNDPII=PmDs-l 
lZETUFI 
09) 
m I P E  mT(IQM),KNOT,N,K,L,T,V,-) 
C -S TN K M T  smlm4cE T( w UIITTIH; M LERST 
C SICNIrICPNT KMT, =(KNOT) 
C 
C -1ma.:. - - . - . -  
C KD4D(I) . . .W I W M  OF M L#KXST KmlT ECXlFL TO -(I) 
C KNOT.. .I- CF TFE BREFK#)INT TO BE OMIfTED 
C 1.. . KN)T SEQENCE 
C V ( I ) . . m  CONTINJIN COM)ITIONS FIT -(I) 
C m... SfW'oIM SErXEMX 
C 
c-- 
C N.. .DIMPISION OF tW) R I F E  9#CE WITH -(KNOT) U I I m  
C T(1) .. T(N)...(POJ) KNOT SEQJDJCE WITH IIZEW.(KNOT) UII7lED 
C 
C P -  
C S I N E  ~ ( K M T ) * T ( ~ t K N 0 T - 1 ) + 1 ) - .  .  -T(m(KNOT) ), K. 
C RELABn 6 U  T'S BEVOM). 
C 
DIMPISION rn(1), T(l), BZEW'l) 
1 m G m  V(1) 
11-mQ(KMT-1)+1 
12--(KNOT)+I 
Ji-m(-12+1 
m i K T = ~ , J ~  
K1-KT-1 
1 f(Il+Kl)-T(IZ+K11 
N-N-(K-V(KNOT)) 
DO 2 I I = W T , L  
EEM(II)=BFZE#((II+1) 
IF(f1 .EQ. L) rA TO 2 
V(I1)-V(II+I) 
~ ( I I ) = K O Q , ( I I - l ) + K - V ~ I I )  
2 CONTIFCE 
L-L-1 
Enm 
END 
SWlW'lIK ~ ( W , B C ~ . K , N , L , P 6 E , B B , W , S E , L I W )  
m s  m 1 N V  CM) PFIMC 
C 
C ?'HIS W I K  C C P W X S  TFE ST-D fPRCRS CT M B-=It€ 
C C r n I C I E M S  OLITSITS m. 
C 
FZEFL W(K,N),BC~(N),MQ,BB(N,N),SE(N),LIW(N.N),FFI(N,N) 
C R L  KHIFN(W,K,N.LIW) 
bRITE(Z0,10) L,K 
10 FORPl;lTD P R U E W E  T5flIFF\TES WITH L-', 13.' FCS) K-',I3// 
cc I . .  <*i Q:,;:-;;--at 
* ' N  COElr S.E. ' 1  
END 
SIsWTIPE m 1 w  (U, Nwms, m, I W )  
C FINDS L-INWEE M€lE L IS M LOlER TRIWGUJM PFITRIX 
C IN M QDLESKY FACTCRIZRTION OF M 3 W C l R I C  P.D. 
C PFITRIX C S COrCSTRUCTO) IN M SLIERaTTIFE B C H F A C. 
C s n c € e o o R , P . 2 5 6  
C 
c-INPUT- 
C Mow.. . . .IS TI€ cmm OF TFE m m 1 x  C. 
C -.....IS lK BCMXJIDTH OC C. 
C W.. . . .CWlRIN5 TN OKUS(Y FACTCRIZFITION OF C 6 OUlRJl 
C FROn SUBWUTIPE B C H F A C WITH ROld 2 lWCUGH fWWIS-1 
C CQJTFIININC M MK.ER0 FM) NOPeCNlT DI- OJTRIES 
C OF L. 
C 
C1""'"'''''''''''''''''''''''''''''''METHOD- 
C TN LI- SYSTEM L4-1- - IDOJTITv IS fOLKD FCR 
C LtIPNERSt BY 9JCESSIMLY FIMIING TI€ C O C W  OF L-INMRSt 
C USING M F m  ~JETITLFTION W I F E  IN B C H S L V. 
C 
IFmGER m, W, J,JPW..N,NBNMII 
FZEFC U(NsruS,N?w), I N v ( ~ , ~ )  
IF ( w .GT. 1 ) CO TO 21 
IW(1,l) 1. 
KElUm 
C 
C S T W E  TN 1rnIl-Y m m 1 x  IN I N  
21 DO 10 J - 1 . w  
Do 10 1.1, m  
IF (I .EQ. J) GO TO 20 
IFIV(1, J) 0. 
GO TO 10 
20 IW(1,J) - 1. 
10 CONTINE 
C 
C N U  LISE FORbHD SLIBSTITUTION FROM B C ti S L V. 
ORIGINAL PAGE \S 
OF POOR QUALITY 
m i - m - 1  
m PB J-1,- 
m a N-I,Wad 
IFF# RINa~NBMm1,HKkm~ 
IF (JPP# .LT. 1) GO TO 38 
m a 1 - 1 , m  
25 If'#(I+N,J I N (  I+N,J) - W(I+l,N)*IN(N, J) 
36 COMIFUE 
40 CQJTINE 
P(D M 
SUBROUTIK PSlWC(N,FCl,M,X,Y,Z) 
C FINDS Ti€ KIQl PW'RIX OR MCTW Z WIQ1 IS X PRODUCT 
C ) ( * Y W Q Z E X I S r n # 9 ) Y  I s m .  
C 
X(N,PC1), Y(NI,H), Z(N,M) 
m 1 I  1,N 
m t J 1,n 
Z(1,J) 0. 
m 3 K - 1 , m  
3 z ( I , f )  z ( I , J )  + X(I,K)*Y(K,J) 
i! CONTINE 
1 COMIKE 
ORDER REDUCTION P R O G W  L I S T I N G  
FKGWl NXR( I W ,  OCTTPUT, TAPE6=OUTRITD T-, TM€Zl' 
C FCR REU.KIffi SRIFE OR#R (FOR FU. IHTERWLS 
C S1UTFlPEwst.Y) WILE -1% 1W KNOTS F I r n  #d) SswlIPI; 
C K-2 CONTIWIN CSM)ITIOF6 
C 
C 
c Nmm IS AT w T'K SUwL SIZE, KmTQ. 
C W IS AT LEFrSl N. UITH WIrZM CMINIITY CONSlFSIHfS, 
C N=L+K-1. WITH NCI CONTIWIN CONSTIZAINTS, N-LW. 
C KTFt#X IS FIT LEFSt KW. 
C 
ICaNT=9 
C ENTER r n T Q  
CFLL m t i ( x c m )  
W C K  IMW WTA 
IFLAC@rl 
CFCL FUY;(IFLRC,N) 
IF(In#;  .EQ. 1)  TO 25 
C I& UIU, TEST M T  M K-1-51 DERIVFITfM: IS WO IN FLL INKRVKS 
C 
C GET Ty U E T  SURE5 FIT, I.E., l+E B-SRIN CNFFICIOJTS. 
1 CIU LSrSQl(f,N,k,Q,DIAC,BCEF) 
C LStSQl C F U S  BSRbE, BCNFT, FFU) B a B V .  
m1-K-1 
m - K - 2  
IUQ-K-3 
:T(IEND EO." G3 TO 8 
IF(\'(Z'.EC * a P )  GO TO 12 
CRITE!S6,!?! K , W , S , P G E  
15 FORPRT(.//' 1 , 
* /I' M 9100Tl€Sl S R I K  CF ClRDER K-',12,2X, 
a 'WITH T H I W  CU.TINJITY C', IZ,dM<. 
s 'm SS-',F16.8,2%, 'fWD MSf-',Fl6.8) 
IF(K.FQ 1) G' TO 8 
IPITE(iB,16) K,KPD.Knl,IQU 
! FCiRST(/' C R i  CSIER Kg', 12,ZX. 'UITH ~UB+SXI%*I CWTINJIIY C'. 
IZ.du5x, 'a E E K l 3  70 CSw7 K-',I2,2%. 
a 'WITH W .Wl CMIF(JT1Y C' -12, ' 7' 1 
50 18 If-2.L 
re vc111-K-t 
C t U  W ( S E W , L  ':,V,T,N,KCND) 
Ga TO 1 
2 COHTINE  
CCU ~(BC(#,CT8Q,K,L.N,CYI,DIffi,~,54(,n01,Wc,B,C 
, A T R P , ~ , c c , ~ )  
C ampi!  US F- F P ~  T E C .  
r n T l O - ~  
IF( rnTIO.Q.FTFIBLE)  GO TO 5 
W I T E ( Z B . 3 )  
3 FaWaf(//' KS. ' 1  
W I T E ( Z B , 3 1 )  K,k?Q,FTQRE,mTIO,SSE,n3 
31 F m T ( '  FOR K- ' , IZ .d( , 'F IW C'.IZ.d(/ijx, 
I 'FT- vPUE - ' , F16 .8 ,5X ,  '0- F-',F16.8 
I a, 'SS-',F16.8,2%, 'PEE-',F16.8) 
K-K-1 
C a L  W ( B Z E F K , L . K , V , T , N 8 K p g )  
GO TO 1 I 
s I--1 
LIZITE(ZB,6) 
6 FOFbRT(//' PI). ' )  0 
LIZITEiZB.31) K.KW3.FTFIBLE.~TIO.SJ.PEE 
8 bRITE(2B.13) L,K.KPP 
I ?  ' 9 a T ( / / / '  FmtIaFE m 1 m T E S  W I T H  L O ' ,  12. '; v- ' ,  12, '; C' ,  It 
I' N c m  n. am:) 
I F ( K  .EQ. 1) GO TO 2!5 
IEND-2 
K-K-1 
DO 48 11-2 ,L  
40 V ( I1 ) -K - .  
V i ( W , L , K , V , T , N , m )  
Go TO 1 
38 cR ITE(28 .29 )  l@ll,KR3,SS.MSE 
29 F-T(//' --*uu FIRM I F F r n T I O N  t.rmuuun/ 
a M, 'Fa3 K - ' ,  I2,tX. 'WD C ' ,  I Z , W  
8 M, 'SP=',F16.8,2%, 'P6E=',F16.8) 
~(BC~.CT,W,NBFIYDS,NCU'4,N,CI  
a .P~,~,S4r,).15H,~.B,C,FIW,LEUIFIR,CC,~) 
INTEGER cqlF,NtON,N,PQW9)5 
FmxSOI 
Efx ~ m t K O N , N ) , R ( N C ~ , N ) , w ( ~ , N ) , C T (  1) 
W 3 L  m(KOP(,KON), B(N), ;(WON), RW(N,WCPO 
a n5H. W(NtON,WON), CM(NCON,N), BCW(N),CC(N) 
M) 1 I-1,NCON 
m 2 JJ-i,~ 
R-JJ+( I-l)W 
CC(JJ )-CTtM) 
2 CWST( I, JJ)-CC1 JJ) 
uu F a s u B ~ u , C C , ~ , N )  
m 3 I-1.n 
3 ~(I,J)-CC(J) 
1 CONTINE 
m 4 11-I,KOP( 
DO 4 JJ-1.N 
4 W ( I 1 , J J  1-U(1,J Y)m(II,JJ) 
m 5 1.1,~ 
m 5 J=I,NCM 
5 FITPP(1.J)-Q(J.1: 
CFU, F 1 7 M C ( N C C W , r ? , ' S b c , ~ , A W , V F # )  
m 6 I - I , K ~  
~ - N C W I + I  
m 6 ~-1,rn 
6 Um?(I,J)-W(i+J-l, J) 
C&L B(WK (~.NCQU,NCON,DIFIG) 
C 6 U  rr?MC(NCON,N,l.c~T,BC~,B) 
C%L F(3?SJB(W,B,KON,NCON) 
m 0 J-~,NCON 
a c c ~ ) = m c  I,J)*B( J) 
CFU rr?MC(1,HCON,1.B.C,541) 
m-SSH/NCM 
HIY-KCN 
