Algorithms for checking subtyping between recursive t ypes lie at the core of many programming language implementations. But the fundamental theory of these algorithms and how they relate to simpler declarative speci cations is not widely understood, due in part to the di culty of the available introductions to the area. This tutorial paper o ers an \end-to-end" introduction to recursive t ypes and subtyping algorithms, from basic theory to e cient implementation, set in the unifying mathematical framework of coinduction.
INTRODUCTION
Recursively de ned types in programming languages and lambda-calculi come in two distinct varieties. Consider, for example, the type X described by the equation X = Nat!(Nat X): An element o f X is a function that maps a number to a pair consisting of a number and a function of the same form. This type is often written more concisely as X.Nat!(Nat X). A v ariety of familiar recursive t ypes such as lists and trees can be de ned analogously.
In the iso-recursive formulation, the type X:Nat!(Nat X) is considered isomorphic to its onestep unfolding, Nat!(Nat ( X.Nat!(Nat X))). The term language provides a pair of built-in coercion functions for each recursive t ype X.T, unfold 2 X.T ! f X 7 ! X.TgT fold 2 fX 7 ! X.TgT ! X.T witnessing the isomorphism (as usual, fX 7 ! SgT denotes the substitution of S for free occurrences of X in T).
In the equi-recursive formulation, on the other hand, a recursive type and its one-step unfolding are considered equivalent|interchangeable for all purposes. In e ect, the equi-recursive treatment views a type like X.Nat!(Nat X) Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. The equi-recursive view can make terms easier to write, since it saves annotating programs with fold and unfold coercions, but it raises some tricky problems for the compiler, which m ust deal with these in nite structures and operations on them in terms of appropriate nite representations. Moreover, in the presence of these in nite types, even the de nitions of other features such as subtyping can become hard to understand. For example, supposing that the type Even is a subtype of Nat, what should be the relation between the types X.Nat!(Even X) and X.Even!(Nat X)?
The simplest way to think through such questions is often to view them \in the limit." In the present example, the elements inhabiting both types can be thought of as simple reactive processes: given a number, they return another number plus a new process that is ready to receive another number, and so on. Processes belonging to the rst type always yield even numbers and are capable of accepting arbitrary numbers. Those belonging to the second type yield arbitrary numbers, but expect always to be given even numbers. The constraints both on what arguments the function must accept and on what results it may return are more demanding for the rst type, so intuitively we expect the rst to be a subtype of the second. We can draw a picture summarizing our calculations as follows: Can such arguments be made precise? Indeed they can. The basic ideas can be found in several places, going back to Amadio and Cardelli's comprehensive study 3] , which remains the standard reference in the area. Unfortunately, the available literature is not as friendly to newcomers as might be wished. More recent treatments tend to be rather condensed, assuming that the reader is already familiar with some of the relevant i n tuitions. On the other hand, Amadio and Cardelli's original paper, while complete, is also quite complex and, in some technical respects, beginning to be slightly dated. More e cient subtyping algorithms are now known (e.g., 15, 6, 14] ). Also, it is now widely agreed that framing de nitions and proofs in terms of coinduction (rather than limits of sequences of approximations) substantially simpli es both intuitions and formalities.
Our purpose in this tutorial is not to announce new results, but rather to formulate known techniques as lucidly as possible, beginning from fundamental de nitions and leading, by simple steps, to e cient algorithms for checking subtyping. We also try to make clear, at every point, the analogy between the coinductive structures we de ne and those found in the familiar, inductive world of nite types and ordinary subtyping.
We begin by reviewing the basic theory of inductive and coinductive de nitions and their associated proof principles (Section 2). Sections 3 and 4 instantiate this general theory for the case of subtyping, de ning both the familiar inductive subtyping relation on nite types and its coinductive generalization to in nite types. Section 5 makes a brief detour to consider some issues connected with the rule of transitivity (a notorious troublemaker in subtyping systems). Section 6 derives simple algorithms for checking membership in inductively and co-inductively de ned sets Section 7 considers more re ned algorithms. These algorithms are applied to subtyping for the important special case of \regular" in nite trees in Section 8. Section 9 introduces -types as a nite notation for representing regular trees and presents a theorem that the more complex (but nitely realizable) subtyping relation on -types coincides with the ordinary coinductive de nition of subtyping between regular trees. Section 10 brings together all the preceding material to derive a concrete subtyping algorithm for -types and proves its termination. Finally, Section 11 discusses a well-known simpli ed version of the algorithm and shows that it has exponential behaviour. Several sections are accompanied by exercises for the reader solutions to these can be found at the end of the paper.
In the interest of brevity, some of the less interesting proofs are omitted in this short version.
We deal with a very simple language of types, containing just arrow t ypes, binary products, and a maximal Top type. Additional type constructors such as records, variants, etc., can be added with no changes to the basic theory. Binding constructs such as universal and existential quanti ers can also be formulated in the same framework 11], but they are trickier, since they require working with in nite trees \modulo renaming of bound variables." Constructs such as type operators that introduce nontrivial equivalences between type expressions pose additional problems.
No previous understanding of the metatheory of recursive t ypes or background in the theory of coinduction is required, though the development will assume a certain degree of mathematical sophistication and some familiarity with type systems and subtyping.
INDUCTION AND COINDUCTION
Assume we h a ve x e d s o m e universal set U as the domain of discourse for our inductive and coinductive de nitions. U represents the set of \everything in the world" the role of an inductive or coinductive de nition will be to pick out some subset of U. (Later on, we are going to choose U to be the set of all pairs of types, so that subsets of U are relations on types. But for the present discussion, an arbitrary set U will do.) The powerset of U, i.e., the set of all the subsets of U, i s w r i t t e n P(U).
De nition:
In what follows, we will assume that F is some monotone function on P(U). We r e f e r t o F as a generating function. 2.2 De nition: Let X be a subset of U.
3. X is a xed point of F if F(X) = X.
A useful intuition for these de nitions is to think of the elements of U as some sort of statements or assertions, and of F as representing a \justi cation" relation that, given some set of statements (premises), tells us what new statements (conclusions) follow from them. An F-closed set, then, is one that cannot be made any bigger by adding in new elements justi ed by F|it already contains all conclusions justi ed by its members. An F-consistent set is one that is \self-justifying": every assertion in it is justi ed by other assertions that are also in it. A x e d p o i n t of F includes precisely the justi cations required by its members, the conclusions that follow from its members, and nothing else. The greatest xed point o f F is written F.
Note that F itself is F-closed (hence, it is the smallest F-closed set) and that Fis F-consistent (hence, it is the largest F-consistent set). The intuition behind these principles comes from thinking of the set X as a predicate (represented as its characteristic set, the subset of U for which the property is true). Then showing that property X is true of an element x is the same as showing that x is in the set X. Now, the induction principle says that, if there is a property whose characteristic set X is closed under F (i.e., the property is preserved by F), then the property is true of all the elements of the inductively de ned set F. The coinduction principle, on the other hand, tells us how t o p r o ve that an element x is in the coinductively de ned set F. To prove x 2 F, it su ces to nd a set X such t h a t x 2 X and X is F-consistent.
We will use the principles of induction and coinduction heavily throughout the paper. (We will not write out every inductive argument in terms of generating functions and predicates in the interest of brevity, w e will sometimes fall back on familiar abbreviations such as structural induction.)
FINITE AND INFINITE TYPES
Having introduced coinduction, our next job will be to instantiate these de nitions with the speci cs of subtyping. Before we can do this, though, we need to de ne precisely how t o v i e w t ypes as ( nite or in nite) trees.
For brevity, we deal in this paper with just three type constructors: !, , a n d Top. We de ne types as (possibly in nite) trees with nodes labeled by one of the symbols!, , o r Top. The de nition is specialized to our present needs for a general treatment of in nite labeled trees see 8].
We write f1 2g for the set of sequences of 1s and 2s. The empty sequence is written , and i k stands for k copies of i. If and are sequences, then denotes the concatenation of and . A t r e e t ype T is nite if dom(T) is nite. The set of all tree types is denoted T its subset, the set of all nite tree types, is T f .
The set of nite types can be de ned more compactly by a grammar:
The force of such a grammar is that the set of types T is the least xed point of the evident generating function. The universe of this generating function is the set of all nite and in nite labeled trees (which can be de ned along similar lines to 3.1). The full set of tree types can be derived from the same generating function by taking the greatest xed point instead of the least xed point. For notational convenience, we write Top for the tree T such that T( ) = Top. Similarly, when T1 and T2 are trees, we write T1 T2 for the tree with (T1 T2)( ) = and (T1 T2)(i ) = Ti( ) and T1!T2 for the tree such that 
SUBTYPING
We de ne subtyping relations on nite tree types and on tree types in general as least and greatest xed points, respectively, of monotone functions on certain universes. For subtyping on nite tree types the universe is the set T f T f of pairs of nite tree types our generating functions will map subsets of this universe|that is, relations on T f |to other subsets, and their xed points will also be relations on T f . For subtyping on trees the universe is T T , pairs of arbitrary ( nite or in nite) trees.
De nition Finite subtyping]: Two nite tree types
S and T are in the subtyping relation (\S is a subtype of T") if
This generating function precisely captures the e ect of the usual de nition of the subtyping relation by a collection of inference rules:
T <: Top S1 <: T1 S2 <: T2 S1 S2 <: T1 T2 T1 <: S1 S2 <: T2 S1!S2 <: T1!T2
In these rules, the pair of types (S T) i s w r i t t e n S <: T. The statement S <: T above the line in the second and third rules should be read as \if the pair (S T) is in the argument t o S f " and below the line as \then (S T) is in the result."
De nition In nite subtyping]:
Two tree types S and T are in the subtyping relation if (S T) 2 S , where S 2 (T T ) ! (T T ) is de ned by:
Note that the inference rule presentation of this relation is precisely the same as for the inductive relation above: all that changes is that we consider a larger universe of types and take a greatest instead of a least xed point.
Exercise: Check t h a t Sis not the whole of T T by
exhibiting a pair (S T) that is not in S . 
Exercise

Exercise:
Show that the subtype relation is also reexive.
A DIGRESSION ON TRANSITIVITY
Standard formulations of inductively de ned subtyping relations generally come in two forms: a declarative presentation that is optimized for readability a n d a n algorithmic presentation that corresponds more or less directly to an implementation. In simple systems, the two are generally similar in more complex systems, they can be quite di erent, and proving that the two presentations de ne the same relation on types can sometimes pose a signi cant c hallenge.
One of the most distinctive di erences between declarative and algorithmic presentations is that declarative presentations generally include an explicit rule of transitivity|if S<:U and U<:T then S<:T|while algorithmic systems never do. This rule is useless in an algorithm, since applying it in a goal-directed manner would involve guessing U.
The rule of transitivity plays two useful roles in declarative systems. First, it reassures the reader that the subtype relation is, indeed, transitive. In algorithmic presentations, transitivity i s n o t o b vious, but must be proved, as we did above. Second, transitivity often allows other rules to be stated in simpler, more primitive forms in algorithmic presentations, these simple rules need to be combined into heavier mega-rules that take i n to account all possible combinations of the simpler ones. For example, in the presence of transitivity, the rules for \depth subtyping" within record elds, \width subtyping" by adding new elds, and \permu-tation" of elds can be stated separately, making them all easier to understand. Without transitivity, the three rules must be merged into a single rule taking width, depth, and permutation into account all at once.
Interestingly, the viability of a declarative presentation with a rule of transitivity is a consequence of a \trick" that can be played with inductive, but not coinductive, de nitions. To see why, observe that transitivity is a closure property|it demands that the subtype relation be closed under the transitivity r u l e . Since the subtype relation itself is de ned as the closure of a set of rules, we can achieve closure under transitivity simply by adding it to the main subtyping rules. This is a general property of inductive definitions and closure properties: given two relations, each de ned inductively from sets of inference rules, the union of the two sets of rules will generate the least relation that is closed under both sets of rules. This fact can be formulated more abstractly in terms of generating functions:
5.1 Proposition: Suppose F and G are monotone functions, and let H(X) = F(X) G(X). Then H is the smallest set that is both F-closed and G-closed.
Unfortunately, this trick does not work with coinductive de nitions. As the following exercise shows, adding transitivity to the rules generating a coinductively de ned relation does not give us the relation we w ant.
Exercise: Show that the generating function S tr (R) = S(R)
f(S T) j (S U) (U T) 2 R for some U 2 T g is degenerate, in the sense that its greatest xed point is the total relation T T .
In the coinductive setting, it appears we are stuck with algorithmic presentations and mega-rules.
MEMBERSHIP CHECKING
We n o w turn our attention to the question of how to decide, given a generating function F on some universe U and an element x 2 U , whether or not x falls in the greatest xed point o f F.
A g i v en element x 2 U can, in general, be generated by F in many w ays. That is, there can be more than one set X U such t h a t x 2 F(X). Call any s u c h set X a \generating set" for x. Because, due to monotonicity o f F, a n y superset of a generating set for x is a generating set for x, i t m a k es sense to restrict attention to minimal generating sets. We g o even further and consider the class of \invertible" functions, where each x has at most one minimal generating set. From now on, we focus our attention on invertible generating functions.
De nition:
An element x is supported if support(x) i s de ned otherwise, x is unsupported. A supported element is ground if support(x) = .
Note that an unsupported element x cannot appear in F(X) for any X, while a ground x is in every F(X).
An invertible generating function can be visualized as a \support graph". For example, Figure 1 de nes a function E on the universe fa b c d e f g h ig by showing which elements are needed to support a given element of the universe: for a given x, i t s support(x) consists of all y for which t h e r e i s a n a r r o w from x to y. An unsupported element i s denoted by a slashed circle. In this example, i is the only unsupported element a n d g is the only ground element. (Note that, according to our de nition, h is supported.) 6.3 Exercise: Write out a set of inference rules corresponding to this function, as we did in Example 2.3. Check that Looking at the example of Figure 1 might lead us to conjecture that an element x is in the greatest xed point if and only if no unsupported element is reachable from x. This suggests an algorithmic strategy for checking whether x is in F: enumerate all elements reachable from x via the support function return failure if an unsupported element occurs in the enumeration otherwise, succeed. Observe, however, that there can be cycles of reachability between the elements, and the enumeration procedure should take some precautions against falling into an in nite loop. Intuitively, gfp starts from X and uses support to enrich i t until either it becomes consistent or an unsupported element is found.
The extension of gfp to single elements is given by gfp(x) = gfp(fxg).
6.5 Exercise: Another observation that is clear from Figure 1 is that an element x of Fis not a memberof F if x participates in a cycle in the support graph (or there is a path from x to an element that participates in a cycle). Is the converse also true? If x is a memberof Fbut not F, is it necessarily the case that x leads to a cycle?
The rest of this section is devoted to proving correctness and termination of gfp. (First-time readers may want to skip this material and jump to the next section.) We s t a r t by observing a couple of properties of the support function.
6.6 Lemma: X F(Y ) i support(X) Y . 6.7 Lemma: Suppose P is a xed point o f F. T h e n X P i support(X) P.
Now w e can prove partial correctness of gfp.
6.8 Theorem:
1. If gfp(X) = true, then X F.
2. If gfp(X) = false, then X 6 F.
Proof: The proof of each clause proceeds by induction on the recursive structure of a run of the algorithm. 1. From the de nition of gfp, it is easy to see that there are two cases where gfp(X) can return true. If gfp(X) = true because support(X) X, then, by Lemma 6.6, we have X F(X), i.e., X is Fconsistent thus, X Fby the coinduction principle. On the other hand, if gfp(X) = true because gfp(support(X) X) = true, then, by the induction hypothesis, support(X) X F, and so X F.
2. Let gfp(X) = false because support(X) is unde ned.
Then X 6 Fby Lemma 6.7. Let gfp(X) = false because gfp(support(X) X) = false. By the induction hypothesis, support(X) X 6 F. Equivalently, X 6 For support(X) 6 F. Either way, X 6 F(using Lemma 6.7 in the second case). We are going to specify a su cient termination condition for gfp by giving a class of generating functions for which the algorithm terminates. To describe the class, we need some additional terminology. The set of all elements reachable from a set X via the support F is de ned by the following function reachableF (X) = n 0 pred n F (X):
and its extension to single elements x 2 U is reachableF (x) = reachableF (fxg):
We s a y that an element y 2 U is F-reachable from an element x if y 2 reachableF (x). 6.10 De nition: A generating function F is said to be nite state if reachableF (x) is nite for each x 2 U .
Finite state functions form a class of generating functions for which gfp terminates: 6.11 Theorem: If reachable(X) is nite, then gfp(X) i s de ned. Consequently, i f F is nite state, then gfp(X) t e rminates for any nite X U .
Proof: For each possible recursive call gfp(Y ) in the call graph generated by the original invocation gfp(X), we h a ve Y reachable(X). Moreover, Y strictly increases on each call. Since reachable(X) is nite, m(Y ) = jreachable(X)j ; jY j serves as a termination measure for gfp.
MORE EFFICIENT ALGORITHMS
Although the gfp algorithm is correct, it is not very e cient, since it has to recompute the support of the whole set X every time it makes a recursive call. Consider the following trace of gfp on the function E from Figure 1 . The correctness statement for this algorithm is slightly more elaborate than the ones we s a w in the previous section:
7.2 Proposition: 2. If gfp a (A X) = false, then X 6 F.
To m a k e the membership checking algorithm more similar to the known implemetations of recursive subtyping, we make more modi cations. First, the order of computation is made more explicit by computing support for one element a t a time. Second, we start using newly computed assumptions as soon as they become available by threading the set of assumptions through recursive calls. (Note that this makes the algorithm non-tail-recursive.) let An = gfp t (An;1 x n) i n An. 3 We use the following convention for unde nedness: if an expression B is unde ned, then \let A = B in C" is also taken to be unde ned. This avoids the need to write explicit \exception handling" clauses for every recursive i n vocation of gfp t .
To c heck x 2 F, compute gfp t ( x ): if the result is a set of assumptions then x 2 F if the result is unde ned, then x 6 2 F.
The correctness statement m ust again be re ned, taking into account the non-tail-recursive nature of this formulation by positing a \ s t a c k" X of elements whose supports must still be checked. Since all of the algorithms in this section examine the reachable set in one way or another, the termination condition for all of them is the same as that of the original gfp algorithm: they terminate on all inputs when F is nite state.
REGULAR TREES
At this point, we have developed generic algorithms for checking membership in a greatest xed point, and separately shown how to de ne subtyping between in nite trees as the greatest xed point of a particular generating function S. The obvious next step is to instantiate one of the algorithms with S. Of course, this concrete algorithm will not terminate on all inputs, since in general the set of states reachable from a given pair of in nite types can be in nite. But, as we shall see in this section, if we restrict ourselves to in nite types of a certain well-behaved form, called regular types, then the sets of reachable states are guaranteed to remain nite and the subtype checking algorithm will always terminate.
De nition:
A tree type S is a subtree of a tree type T if S can be presented in the form S = : T( ) for some .We w r i t e subtrees(T) for the set of all subtrees of T.
De nition: A t r e e t ype T 2 T is regular if subtrees(T)
is nite, i.e., T has only nitely many distinct subtrees. The set of regular tree types is denoted by Tr. 8.3 Examples:
1. Any nite tree type is regular, since the number of subtrees is bounded by the number of nodes. 2. The number of distinct subtrees of a type can be strictly less than the number of nodes. For example, T = Top!(Top Top) has ve nodes but only three distinct subtrees. 3. Some in nite trees are regular. For example, the tree T = Top (Top (Top ...)) has just two distinct subtrees (T itself and Top). A (A (B ...) where pairs of consecutive Bs are separated by increasingly many As, is not regular. Note that, because T is irregular, the set reachable(T T) containing all the subtyping pairs needed to justify the statement T<:T is in nite.
The type T = B (A (B (A (A (B (A (
Observation:
The restriction Sr of S to regular tree types is nite state.
This means that we can obtain a decision procedure for the subtype relation by instantiating one of the membership algorithms with S. Of course, in order to implement s u c h a decision procedure we would need to be able to decide when two regular trees are equal (to calculate the unions, set equality and membership, etc. used by the algorithms). The -notation in the next section can be used for this purpose, but we will go a step further, showing directly how t o b u i l d a s u b t yping algorithm for -types.
-TYPES
We n o w formalize the nite -notation for regular types.
9.1 De nition: Let X range over a xed countable set fX1 X2 : : : g of type variables. The set T raw m of raw -types is the set of expressions de ned by the following grammar:
The syntactic operator is a binder, and gives rise, in the standard way, to notions of bound and free variables, closed raw -types, and equivalence of raw -types up to renaming of bound variables. FV(T) denotes the set of free variables of a r a w -type T. The capture-avoiding substitution fX 7 ! SgT of a raw -type S for free occurrences of X in a raw -type T is de ned in the usual way. Raw -types have to be restricted a little to achieve a tight correspondence with regular trees: we w ant t o b e a b l e to \read o " a tree type as the in nite unfolding of a given -type, but there are raw -types that cannot be reasonably interpreted as representations of tree types. These types have t h e f o r m X. X1... Xn.X, where the X1 through Xn are distinct from X. For example, consider T = X.X. Unfolding of T gives T again, so we cannot read o any tree by unfolding T. This leads us to the following restriction.
De nition:
A r a w -type T is contractive if, for any subexpression of T of the form X. X1... Xn.S, t h e b o d y S is not X. Alternatively, a r a w -type is contractive i f e v ery occurrence of a -bound variable in it is separated from its binder by at least one ! or .
A r a w -type is called simply a -type if it is contractive. The set of -types is written Tm.
When T is a -type, we write -height(T ) f o r t h e n umber of -bindings at the front o f T.
The common understanding of -types as nite notation for in nite regular tree types is formalized by the following function treeof .
The mapping is lifted to the pairs of types in the standard way: treeof (S T) = ( treeof (S) treeof (T)).
To verify that this de nition is proper (i.e., exhaustive and terminating), note the following:
1. Every \recursive call" on the right-hand side reduces the lexicographic size of the pair (j j -height(T)): the cases for S!T and S T reduce j j and the case for X.T preserves j j, but reduces -height(T).
2. All recursive calls preserve contractiveness and closure of the argument t ypes. In particular, the type X.T is contractive and closed i its unfolding fX 7 ! X.TgT is. This justi es the reference to unfolding in the denition of treeof ( X.T). The subtyping relation for tree types was de ned in Section 4 as the greatest xed point of generating function S. We are going to de ne subtyping for -types similarly, u sing a generating function that, together with subtyping rules used in S, incorporates the rules for -types, f(S fX 7 ! X.T1gT1)g if T = X.T1 f(fX 7 ! X.S1gS1 T)g if S = X.S1 and T 6 = X.T1, T 6 = Top " otherwise.
The two notions of subtyping, one for tree types and the other for -types, tightly correspond to each other, as the following theorem shows. At rst glance, this property seems plausible, but proving it rigorously requires a bit of work. In fact, there are two possible ways of de ning the set of \closed subexpressions" of a -type: one (which w e call top-down subexpressions) directly corresponding to the subexpressions generated by support Sm , and another (bottom-up subexpressions) for which it is easy to show that the set of closed subexpressions of every closed -type is nite. The termination proof proceeds by de ning both of these sets and showing that the former is a subset of the latter. Our development is based on Brandt and Henglein 6]. The niteness of reachable(S T) follows from the above proposition and the fact that any -type U has only a nite number of top-down subexpressions. Unfortunately, t h e l a tter fact is not obvious from the de nition of v. Attempting to prove i t b y structural induction on U using de ning clauses of Td does not work because the last clause of Td would break the induction: to construct subexpressions of U = X.T it refers to a larger expression fX 7 ! X.TgT. The alternative notion of bottom-up subexpressions avoids this problem by performing the substitution of -types for recursion variables after calculating the subexpressions instead of before. This leads to a simple proof of niteness.
10.6 De nition: A -type S is a bottom-up subexpression of a -type T, written S T, if the pair (S T) i s i n t h e least xed point of the following generating function:
The new notion of subexpressions di ers from the one given earlier only in the clause for a type starting with a binder. To obtain the top-down subexpressions of such a type, we unfolded it rst and then collected the subexpressions of the unfolding. To obtain the bottom-up subexpressions, we rst collect the (not necessarily closed) subexpressions of the body, and then close them by applying the unfolding substitution.
10.7 Exercise: Give an equivalent de nition of the relation S T as a set of inference rules.
The fact that an expression has only nitely many bottom-up subexpressions is easily proved.
Lemma: fS j S Tg is nite.
The next substitution lemma will be needed in the proof of the proposition that follows it. Proof: We w ant t o s h o w that Td Bu. By the principle of induction, this follows from the fact that Bu is Td-closed, that is Td( Bu) Bu. To obtain the latter, we just have to consider the e ect of each clause of Td on Bu. Since Td and Bu are de ned similarly, the cases of all the clauses are trivial, except the last one, where we apply Lemma 10.9.
Combining Proposition 10.5, Proposition 10.10 and Lemma 10.8 gives the nal result:
10.11 Proposition: For any -types S and T, the set reachableS m (S T) i s n i t e .
DIGRESSION: AN EXPONENTIAL AL-GORITHM
The subtyping algorithm presented at the beginning of Section 10 can be simpli ed a bit more by making it return just a boolean value rather than a new set of assumptions (see Figure 3 ). Notice that the initial call subtype ac ( Sn Tn) results in the two underlined recursive calls of the same form involving Sn;1 and Tn;1. These, in turn, will each give rise to two recursive calls involving Sn;2 and Tn;2, and so on. The total number of recursive calls will clearly be proportional to 2 n . The use of coinductive proof methods in computer science dates from the 1970s, for example in the wo r k o f M i lner 16] and Park 19] on concurrency (also cf. Arbib and Manes's categorical discussion of duality in automata theory 4]). But the use of induction in its dual \co-" form was familiar to mathematicians considerably earlier and is developed explicitly, for example, in universal algebra and category theory. Aczel's seminal book 2] on non well-founded sets includes a brief historical survey.
FURTHER READING
Recursive t ypes in computer science go back to (at least) Morris 18] . Basic syntactic and semantic properties (without subtyping) are collected in Cardone and Coppo 7] . Properties of in nite and regular trees are surveyed by Courcelle 8].
Amadio and Cardelli 3] gave the rst subtyping algorithm for recursive t ypes. Their paper de nes three relations: an inclusion relation between in nite trees, an algorithm that checks subtyping between -types, and a reference subtyping relation between -types de ned as the least xed point of a set of declarative inference rules these relations are proved to be equivalent, and connected to a PER model construction. Coinduction is not used. Instead, to reason about in nite trees, a notion of nite approximations of an in nite tree is introduced. This notion plays a key role in many of the proofs.
Brandt and Henglein 6] lay bare the underlying coinductive nature of Amadio and Cardelli's system. They give a new inductive axiomatization of the subtyping relation that is sound and complete with respect to that of Amadio and Cardelli. The so-called Arrow/Fix rule of the axiomatization embodies the coinductiveness of the system. The paper describes a general method for deriving an inductive axiomatization for relations that are naturally de ned by coinduction and presents a detailed proof of termination for a subtyping algorithm. Section 10 of the present paper is essentially a sketch of the latter proof. Brand and Henglein establish that the complexity of their algorithm is O(n 2 ).
Kozen, Palsberg, and Schwartzbach 15] describe an elegant quadratic subtyping algorithm for recursive types. They observe that a regular recursive t ype corresponds to an automaton with labeled states. Then, they de ne a form of product of two automata that yields a conventional word automaton accepting a word i the types corresponding to the original automata are not in the subtype relation. A lineartime emptyness test now solves the subtyping problem. This fact, plus the quadratic complexity of product construction and linear-time conversion from types to automata, gives an overall quadratic complexity for the subtyping algorithm.
Hosoya, Vouillon, and Pierce 13] use a related automatatheoretic approach, associating recursive t ypes (with unions) to tree automata in a subtyping algorithm tuned to XML processing applications.
Jim and Palsberg 14] address type inference for languages with subtyping and recursive t ypes. Like us, they adopt a coinductive view of the subtype relation over in nite trees and motivate a subtype checking algorithm as a procedure building the minimal simulation (i.e., consistent s e t , i n o u r terminology) from a given pair of types. They de ne the notions of consistency and P1-closure of a relation over types, which correspond to our consistency and reachable sets.
