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Split functions, Fourier transforms and
multipliers
Laura De Carli and Steve Hudson
Abstract
We study the effect of a splitting operator St on the L
p norm of the
Fourier transform of a function f and on the operator norm of a Fourier
multiplier m. Most of our results assume p is an even integer, and are
often stronger when f or m has compact support.
Mathematics Subject Classification: 42B15, 42B10
1. Introduction
We study the effect of a splitting operator St on the Fourier transform
of a function f . For f ∈ L2(R,C) ∩ L1(R,C), let τtf(x) = f(x − t).
Let f+(x) = f(x)χ{x>0} and f−(x) = f(x)χ{x<0}, where χ denotes the
characteristic function; so f = f+ + f− almost everywhere. For t > 0,
let
Stf(x) = τtf+ + τ−tf−
We call St a splitting operator on L
2 ∩ L1(R,C).
For functions of x = (x′, xn) ∈ Rn−1×R = Rn, we will often treat x′
as a parameter and view f a function of the single variable xn. Most
of our translations and convolutions will be in this variable. For f ∈
L2(Rn,C)∩L1(Rn,C), let τtf(x) = f(x′, xn − t), f+(x) = f(x)χ{xn≥0},
f−(x) = f(x)χ{xn≤0} and Stf(x) = τtf++τ−tf−. The Fourier transform
of Stf is
Ŝtf(y) =
∫
Rn
e−2piixyStf(x)dx = e−2piityn fˆ+(y) + e2piityn fˆ−(y). (1.1)
We study how Ntf = ||Ŝtf ||p = (
∫
R
|Ŝtf(x)|p dx)1/p depends on
t. The results are often trivial when p = 2, since by the Plancherel
theorem, Ntf is independent of t. Throughout the paper, 1 < p < ∞
is fixed. In Sections 2 and 3, we will also assume that p ≥ 2 and is an
even integer. Our main result is for real-valued functions in the class
S = {f ∈ L2 ∩ L1(R) : f+ ∗ f−(x) decreases for x ≥ 0} (1.2)
where by Lp(Rn) we mean Lp(Rn, R). We will show in Section 3 that
many standard functions satisfy (1.2). For example, non-negative even
1
2functions that decrease for x > 0, (also called radially-decreasing func-
tions or simply bump functions) satisfy (1.2). Our main result is the
following.
Theorem 1.1. Assume f ∈ S is even and non-negative, and that p is
even. Then, Ntf decreases with t. In particular Ntf ≤ N0f .
We prove this in Section 3 and show that the hypothesis f ∈ S
cannot be removed. It is unclear whether the other assumptions on
f are necessary. It is also unclear whether this theorem generalizes
to functions in Rn, except in some simple cases (See Corollary 3.4).
In Section 2, we prove that Ntf is eventually constant when f has
compact support.
Theorem 1.2. Suppose h = f + ig ∈ L2(R,C) is supported on [−A,A]
and p is even. Then, Nth = Nt0h whenever
t ≥ t0 = (p− 2)A
4
. (1.3)
The lower bound in (1.3) cannot be improved in any obvious way.
For example, let f(x) = χ(−1,1)(x) and p = 4. Then
Ŝtf(y) = 2
∫ 1+t
t
cos(2πxy)dx =
sin(2π(1 + t)y)− sin(2πty)
πy
(1.4)
and
(Ntf)
4 = ||Stf ||44 =
1
24
(
6 + (1− 2t)3 + |1− 2t|3))
which is constant for t ≥ t0 = 12 , but not for t < 12 .
We offer numerical evidence (but no rigorous proof) that Theorem
1.2 can fail when p = 3. Let f(x) = χ(−1,1)(x). If Theorem 1.2 were
true for p = 3, then Ntf would be constant for t ≥ 14 . Numerical
integration gives (N 1
4
f)3 ∼ 2.6247, (N1f)3 ∼ 2.6124, (N5f)3 ∼ 2.6116
and (N12f)
3 ∼ 2.6121. If this data is accurate, it also shows that Ntf
is not decreasing, so that Theorem 1.1 also fails when p = 3.
In Section 4 we study the effect of the splitting operator St on the
norm of a Fourier multiplier. Let m ∈ L∞(Rn,C). Suppose the oper-
ator Tmf(x) =
∫
Rn
e2piixym(y)fˆ(y)dy, initially defined for f ∈ C∞0 (Rn),
extends to a bounded operator on Lp(Rn). Then we say that m is
a (p, p) Fourier multiplier and we write its operator norm (or multi-
plier norm) as |||Tm|||Rp,p or simply by |||m|||Rp,p. If we apply Tm to
complex-valued functions, it has a possibly larger operator norm, de-
noted |||m|||p,p. Indeed, |||m|||Rp,p ≤ |||m|||p,p ≤ 2|||m|||Rp,p. We re-
late |||Stm|||p,p to |||m+|||p,p and the norm of the half line multiplier
3s = χ(0,∞) (see Theorems 4.1, 4.3 and Proposition 4.5). We also es-
timate the (p, p) norm of m+, with exact values in some cases (See
Corollary 4.4).
One of the authors became interested in splitting operators while
investigating Lp Lebesgue constants, i.e. the functions L(N,W, p) =∫
[0,1]n
∣∣∣∑j∈Zn∩NW e2piij·x∣∣∣p dx, where W is a convex set in Rn, p ≥ 1 and
N > 0. This problem has a long history (see [L], [NP], [Y]; see also
[TB] and the references cited there). These constants depend on N in
an explicit way, but their dependence on W is not as clear. It would
be interesting to estimate the Lp Lebesgue constants when W = Pk
is a regular polygon in R2 with 2k sides, especially with values of p
for which these constants are not uniformly bounded in terms of k (see
[AD]). To do this, it might be useful to compare the Lp norms of St(Pk)
and that of Pk when St divides χPk into two congruent parts.
The comparison of the (p, p) norms of χPk and St(χPk) is also very
interesting. When 4
3
< p < 4, asymptotic estimates of the (p, p) norm
of χPk in terms of k are in [Co1], (see also [Co2], [CS], and see [F] for the
multiplier problem for the disk). But we know of no such estimates for
other p, or when Pk is not convex - for example, when Pk is the disjoint
union of two congruent polygons. See Theorem 4.1 and Proposition 4.5
for results in this direction.
Acknowledgement: The authors wish to thank Marshall Ash for
pointing out related problems which inspired this work.
2. Proof of Theorem 1.2 and related results
Let h be as in Theorem 1.2. We plan to show that (Nth)
p = C +∑
Hj(t), where C is a constant and each Hj is a convolution of p
functions with compact support (see formula (2.3)). This implies, using
Lemma 2.1 below, that each Hj has compact support, and that Nth =
C for large t, as desired.
Lemma 2.1. Let φ1 and φ2 be integrable functions supported in [a, b]
and [c, d], resp. Then φ1 ∗ φ2(x) =
∫ b
a
φ1(y)φ2(x− y)dy is supported in
[a+ c, b+ d].
Proof. Suppose x > b+ d. If y ≤ b, then x− y > d and φ2(x− y) = 0,
so φ1 ∗ φ2(x) = 0. The case x < a + c is similar. 
4Proof of Theorem 1.2. Let h = f + ig ∈ L2(R,C) with support in
[−A,A] and let t ≥ t0. Denote the even part of f by fe(x) = 12(f(x) +
f(−x)) and the odd part by fo = f − fe. Note that if φ is real, then
Re φˆ = φ̂e. With φ = Stf , we get Re Ŝtf(y) = (̂Stf)e(y) = Ŝt(fe)(y).
Likewise, Im φˆ = −iφˆo and Re Ŝt(ig)(y) = −Im Ŝtg(y) = iŜt(go)(y).
By linearity,
Sth(x) = St(fe)(x) + St(fo)(x) + i(St(ge)(x) + St(go)(x)).
So,
Re Ŝth(y) = Ŝt(fe)(y) + iŜt(go)(y).
By (1.1),
Re Ŝth = e
−2piity
(
fˆe+ + igˆo+
)
+ e2piity
(
fˆe− + igˆo−
)
. (2.1)
Im Ŝth can be written as a similar sum, but with terms containing fo±
and ge±. Let h1 through h4 be the functions fe−, fo−, ige−, igo−, which
are supported on [−A, 0]. Let h5 through h8 be the functions fe+, fo+,
ige+, igo+, which are supported on [0, A]. Squaring both sides of (2.1)
and the similar formula for Im Ŝth, and adding them,
|Ŝth|2 =
∑
e2piityCα
8∏
j=1
hˆ
aj
j (2.2)
where the sum is over certain α = (a1, . . . a8), such that each ai is a
non-negative integer, and
∑
ai = 2. We do not assert that all such
α appear exactly once in this sum. Here, Cα =
∑4
j=1 aj −
∑8
k=5 ak.
Raising both sides of (2.2) to the power p
2
, we get a sum of the form
|Ŝth|p =
∑
β
kβe
2piityPβ
8∏
j=1
hˆ
bj
j
where β = (b1, . . . b8), each bj is a non-negative integer,
∑
bj = p, and
Pβ =
∑4
j=1 bj −
∑8
k=5 bk, which we will write as p+ − p−.
When we integrate this, the exponential factors produce inverse
Fourier transforms, which convert products to convolutions. So,
(Nth)
p =
∫
R
|Ŝth(y)|pdy =
∑
β
kβHβ(Pβt) (2.3)
where Hβ is a convolution of p functions (the ones appearing in
8∏
j=1
hˆ
bj
j ).
Since Pβ = p − 2p−, it is even. Whenever Pβ = 0, the summand in
5(2.3) is constant in t. If Pβ ≥ 2, then 2p− ≤ p − 2 and Pβt ≥ Pβt0 ≥
A(p− 2)/2 ≥ Ap−.
By Lemma 2.1, Hβ is supported on [−Ap+, Ap−], so Hβ(Pβt) = 0.
For summands with Pβ ≤ −2, we have p − 2 ≥ 2p+, leading to the
same conclusion. This proves that (Nth)
p is constant for t ≥ t0. 
Theorem 1.2 has an analogue for Fourier series, with a similar proof,
which we omit. Let f = {ck}Ak=−A be a finite sequence of complex num-
bers. Let fˆ(x) =
∑+A
k=−A cke
−2piikx be the corresponding trigonometric
polynomial. Let p and t be positive integers, with p even. Define
Stf = {bk}|k|≤A+t, where bk−t = ck for k < 0, bk+t = ck for k > 0,
b−t = bt = c0/2 and bk = 0 otherwise. Note that
Ŝtf(x) = c0 cos(2πtx) +
+A∑
k=1
cke
−2pii(k+t)x +
−1∑
k=−A
cke
−2pii(k−t)x. (2.4)
Theorem 2.2. For t ≥ t0 = (p−2)A4 , Ntf = ||Ŝtf ||Lp[0,1] is independent
of t.
The split f = f− + f+ defined in the Introduction is a bit arbitrary
and can be generalized. Suppose f1 is supported in [−A, b] and h2 is
supported in [−b, A], with |b| ≤ A (so, the supports overlap if b > 0).
Let f = f1 + f2 and let Stf(x) = f2(x − t) + f1(x + t) for t ∈ R. Let
Ntf = ||Ŝtf ||p.
Corollary 2.3. With f , Stf and Nt as above, and p even, let t ≥ t0 =
p−2
4
(A+ b) + b. Then Ntf = Nt0f .
Proof. Let t > p−2
4
(A + b) + b. Note that g = Sbf is supported in
[−A − b, A + b] and Stg = St+bf . By Theorem 1.2, Ntg is constant if
t > p−2
4
(A + b). So, Ntf = Nt−bg is constant if t >
p−2
4
(A + b) + b as
required. 
One can generalize this result a bit more, and similarly Theorem 2.2,
with essentially the same proof. Suppose f1 is supported in [−A, b1] and
f2 is supported in [b2, A], with |b1|, |b2| ≤ A. If t≥ t0 = p−24
(
A+ |b1+b2|
2
)
+p−2
8
(b1 − b2), then Ntf = Nt0f .
Theorem 1.2 also has an n-dimensional analogue.
6Corollary 2.4. Assume f(x) ∈ L1 ∩ L2(Rn,C) is supported where
|xn| < A. If p is even, and t ≥ t0 = (p−2)A4 , then Ntf is independent of
t.
Proof. Note that f̂(y) = Fn−1F1f(y), where Fn−1 denotes the Fourier
transform of f(x′, xn) with respect to x′, with xn fixed, and F1 denotes
the Fourier transform with respect to xn, with x
′ fixed. We will some-
times write gˆ as F1g for functions g defined on R. Fix y′ ∈ Rn−1 and
t ≥ t0. Define g(xn) = g(y′, xn) = Fn−1f(y′, xn), and g+, g−, Stg as
usual. Note that St commutes with Fn−1 because they act on different
variables, so F1Stg(yn) = F1Fn−1Stf(y′, yn) = Ŝtf(y). So,∫
R
|Ŝtf(y)|p dyn =
∫
R
|F1(Stg)(yn)|pdyn = (Ntg)p, (2.5)
which is constant for t ≥ t0, by Theorem 1.2. Since St is an isometry
on L1 and L2, the Hausdorff-Young inequality implies that Ŝtf ∈ L2 ∩
L∞ ⊂ Lp(Rn). Integrating (2.5) over y′ concludes the proof. 
In the corollary, we split Rn around the hyperplane H = {x : xn = 0}
only for convenience. Since all the norms are invariant under rotations
and translations, we could use any other hyperplane in Rn instead.
After adjusting the definition of Stf in an obvious manner, an analogue
of Corollary 2.4 holds for any such H .
The next result will be applied to the study of multipliers in Section
4, and involves functions that depend on x and t. Let F (x, t) : Rn ×
[0, ∞)→ C such that F (·, t) ∈ L1 ∩ L2(Rn,C) for every t ≥ 0. We let
F+(x, t) = F+(x
′, xn, t) = F (x, t)χ{xn>0}(x) and similarly for F−. We
let StF (x, t) = StF (x
′, ., t) = F+(x′, xn − t, t) + F−(x′, xn + t, t). That
is, St acts only on the xn variable.
Lemma 2.5. Suppose that F (x, t) as above is supported where |xn| < A
and, for every t ≥ 0, that ŜtF (y, t) is real-valued. If t ≥ t0 = (p−2)A4
then ∫
Rn
|ŜtF (y, t)|pdy =
(
p
p
2
)∫
Rn
(
F̂+(y, t)
)p
2
(
F̂−(y, t)
)p
2
dy. (2.6)
Proof. Fix y′ ∈ Rn−1 and t > t0. Let f(xn) = Fn−1F (y′, xn, t). Observe
that St commutes with Fn−1, and so Stf(xn) = Fn−1StF (y′, xn, t).
Thus, F1Stf(yn) = ŜtF (y′, yn, t). Similarly, F1f±(yn) = F̂±(y′, yn, t).
7We argue as in Theorem 1.2. By (1.1) and the binomial theorem,∫
R
|ŜtF (y′, yn, t)|pdyn =
∫
R
|F1Stf(yn)|pdyn
=
∫
R
(e−2piitynF1f+(yn) + e2piitynF1f−(yn))pdyn
=
p∑
k=0
(
p
k
)∫
R
e2pii(p−2k)tyn (F1f+(yn))k (F1f−(yn))p−kdyn (2.7)
which is an analog of (2.3). Reasoning as in the proof of Theorem
1.2, the integral on the right hand side of (2.7) simplifies to (f+)
∗k ∗
(f−)
∗(p−k) ((p−2k)t) = 0, unless k = p
2
. The only nonzero term in (2.7)
is
(
p
p
2
) ∫
R
(F1f+(yn))
p
2 (F1f−(yn))
p
2 dyn, and so∫
R
|F1(StF )(y′, yn, t)|pdyn =
(
p
p
2
)∫
R
(F1f+(yn))
p
2 (F1f−(yn))
p
2dyn
=
(
p
p
2
)∫
R
(F̂+(y
′, yn, t))
p
2 (F̂−(y′, yn, t))
p
2dyn.
Integrating this with respect to y′, (2.6) follows. 
3. On the decreasing function Nt
We prove Theorem 1.1 and examine the class S in some detail to
show that it is rather large. We show by example that the assumption
f ∈ S cannot be removed from the theorem.
3.1. Proof of Theorem 1.1. In this section we will assume that f
is even and f ∈ S unless specified otherwise. We need a few lemmas
about convolution.
Lemma 3.1. τtf+ ∗ τ−tf−(x) is even.
Proof. Since f is even, τtf+(−x) = τ−tf−(x), and we have
τtf+ ∗ τ−tf−(−x) =
∫
R
τtf+(y)τ−tf−(−x− y)dy
=
∫
R
τ−tf−(−y)τtf+(x+ y)dy
=
∫
R
τ−tf−(y′)τtf+(x− y′)dy′ = τtf+ ∗ τ−tf−(x). 
8Lemma 3.2. Let g, h and F ∈ L2(R). Let U = h ∗ F and V = g ∗ F .
Suppose F = f1 ∗ f2 ∗ . . . ∗ fn, where every fi is either f+ or f−. Then
U ∗ V˜ = h ∗ g˜ ∗ (f+ ∗ f−)∗n (3.1)
where g˜(x) = g(−x).
Proof. Note that f˜+(x) = f−(x) and V˜ = g˜ ∗ F˜ . Similarly, each
fi ∗ f˜i = f+ ∗ f−, so F ∗ F˜ = (f+ ∗ f−)∗n and (3.1) follows. 
Lemma 3.3. Assume that u ≥ 0 is supported on (−∞, 0] and that v
is decreasing on [0,∞). Then u ∗ v is decreasing on on [0,+∞).
Proof. If 0 ≤ x1 < x2, then
u ∗ v(x2)− u ∗ v(x1) =
∫ 0
−∞
u(y) (v(x2 − y)− v(x1 − y)) dy ≤ 0. 
Proof of Theorem 1.1: Assume that f ∈ S and p = 2m, with m a
positive integer. By the Plancherel theorem,
(Ntf)
2m = ||Ŝtf ||2m2m = ||(Ŝtf)m||22 = ||(Stf)∗m||22
= ||(τtf+ + τ−tf−)∗m||22. (3.2)
By a variation of the binomial theorem, (τtf++ τ−tf−)∗m(x) is a linear
combination (with positive coefficients) of terms of the form
(τtf+)
∗i ∗ (τ−tf−)∗(m−i)(x) = f ∗i+ ∗ f ∗(m−i)− (x− (2i−m)t)
where 0 ≤ i ≤ m. Let Gi = f ∗i+ ∗ f ∗(m−i)− . So, (Ntf)p = N2mt (f) is a
weighted sum of integrals of the following form:
Nijt =
∫
R
Gi(x− (2i−m)t)Gj(x− (2j −m)t)dx
=
∫
R
Gi(x− 2(i− j)t)Gj(x)dx = Gj ∗ G˜i(2(i− j)t).
We will show that each Nijt decreases with t > 0, and may assume
i ≥ j. Let F (x) = f ∗j+ ∗ f ∗(m−i)− and g = f ∗(i−j)+ , which is supported
on [0,∞). So, g ∗ F (x) = Gi(x). Likewise, Gj(x) = h ∗ F (x) where
h = f
∗(i−j)
− is supported on (−∞, 0]. Applying Lemma 3.2 with n =
m+ j − i,
Gj ∗ G˜i = h ∗ g˜ ∗ [f+ ∗ f−]∗(m+j−i) = h ∗ g˜ ∗H.
By (1.2) and Lemma 3.1, f+ ∗ f−(x) is radially decreasing, so H(x)
is too. By Lemma 3.3 (with u = h and v = H ), h ∗ H(x) decreases
9for x ≥ 0. Applying the lemma again (with u = g˜), we see that
Nijt = g˜ ∗ (h ∗H)(2(i− j)t) decreases for t ≥ 0. .
Example. Theorem 1.1 can fail without the assumption that f ∈ S.
Let p = 4. The function f(x) = χ{|x|<1} + χ{10<|x|<11} is even and
non-negative, but f+ ∗ f−(x) is not decreasing, so f 6∈ S. The Fourier
transform of Stf(x) = χ{t<|x|<1+t}(x) + χ{10+t<|x|<11+t}(x) can be ex-
plicitly evaluated. By the residue theorem (or Mathematica software),
when 4 < t < 5 we have (Ntf)
4 = 8
3
(4t3 − 48t2 + 192t− 247), which is
increasing. If p = 6, the same f leads to similar conclusions.
The following corollary is a variation of Theorem 1.1 for dimension
n > 1.
Corollary 3.4. Let f(x) = g(x′)h(xn), where g ∈ L1 ∩ L2(Rn−1) and
h ∈ S. If p is even, Ntf decreases with t.
Proof. Since Stf(x) = g(x
′)Sth(xn), we have
Ntf = ||Ŝtf ||p = ||Fn−1g||Lp(Rn−1)||F1(Sth)||Lp(R).
By Theorem 1.1, ||F1(Sth)||Lp(R) decreases with t. 
3.2. On the class S. Proposition 3.5 below shows that S contains
the radially decreasing integrable functions, sometimes called bump
functions, as well as even functions with two bumps. Roughly speaking,
Lemma 3.6 shows that S is closed in L∞. Also, S is closed under the
shift operator St, for t > 0, but we leave the proof to the reader. It
is not closed under addition. For example, let h(x) = χ{|x|<1} and
let g(x) = χ{10<|x|<11}. Proposition 3.5 shows that h, g ∈ S, but the
previous example shows that f = h+ g 6∈ S.
Proposition 3.5. Let 0 ≤ r < ∞. Suppose that f ∈ L1 ∩ L∞(R)
is even and non-negative. Suppose that f+ is increasing on (0, r], and
decreasing on [r,∞). Then f ∈ S.
If r = 0, for example, our hypotheses reduce to the single assumption
that f+ is decreasing on [0,∞). Any function f as in Proposition
3.5 can be uniformly approximated by an increasing sequence of step
functions, {gj}, such as appear in Lemma 3.8, with every ||gj||1 ≤ ||f ||1.
Then Lemma 3.6 proves Proposition 3.5.
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Lemma 3.6. Suppose {gj}∞j=1 ∈ S ∩ L∞(R) and {gj} converges uni-
formly to some f ∈ L1(R). Suppose that every ||gj||1 ≤ C. Then
f ∈ S.
Proof. Since f must be bounded, it is also in L2(R). Let 0 ≤ x1 < x2.
It is enough to show that
f+ ∗ f−(x2) ≤ f+ ∗ f−(x1) + 2ǫ(C + ||f ||1) (3.3)
for every ǫ > 0. Fix ǫ and choose j such that ||gj − f ||∞ < ǫ. Since
gj ∈ S, gj+∗gj−(x2) ≤ gj+∗gj−(x1). In general, ||v∗u||∞ ≤ ||v||1||u||∞,
so
||gj+ ∗ gj− − f+ ∗ f−||∞ ≤ ||gj+ ∗ [gj− − f−]||∞ + ||[gj+ − f+] ∗ f−||∞
≤ ǫ(C + ||f ||1).
This proves (3.3). 
Lemma 3.7. Suppose I1 = [b, c] ⊂ [a, d] = I2 and f1(x) = χI1(x) and
f2(x) = χI2(−x). Then f1 ∗ f2(x) decreases on [0,∞). The same result
holds when I2 ⊂ I1 instead.
Proof. f1 ∗ f2(x) =
∫
R
f1(y)f2(x− y) dy =
∫ c
b
χI2(y − x) dy, which is
the measure of [b, c] ∩ x + [a, d]. This is c − b for 0 ≤ x ≤ b − a, then
linear (and decreasing) in x until x = c− a, when it becomes zero. 
Lemma 3.8. Suppose Ak are nested intervals with r ∈ A1 ⊂ A2 ⊂
. . . Ak ⊂ [0,∞). Suppose g+(x) =
∑k
j=1 cjχAj(x), where all cj > 0,
and g−(−x) = g+(x). Then g+ ∗ g− decreases on [0,∞).
Proof. The convolution splits into k2 pairs, each of which decreases
by Lemma 3.7. 
4. Split Fourier multipliers
This section studies effects of the splitting operator St on the norm
of Fourier multipliers (see the Introduction for definitions and nota-
tion; for the basic properties of multipliers, see [S]). When p = 2,
Plancherel’s theorem implies that every bounded function is a Fourier
multiplier on L2(Rn, C) and |||m|||2,2 = ||m||∞. Since ||Stm||∞ =
||m||∞, we see that |||Stm|||2,2 = |||m|||2,2.
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In general, |||m|||p,p may be larger than |||m|||Rp,p. We will write Tm ∈
R to mean Tm maps real-valued functions into real-valued functions.
This occurs, for example, when m is even and real-valued. To see this,
let f = fe+fo, where fe and fo are the even and odd components. Then
Tmf = Tmfe + Tmfo is real. For such m, we have |||m|||Rp,p = |||m|||p,p
(see [MZ]).
Explicit formulas for multiplier norms are known only in very few
cases. The characteristic function σ of any segment [a, b] ⊂ R1 (or
the segment multiplier) has the same multiplier norm as the Hilbert
transform. It is:
np = |||σ|||p,p = |||σ|||Rp,p = max
{
tan(
p
2p
), cot(
p
2p
)
}
(4.1)
(see [DL1]) and [P]). The (p, p) norm of the characteristic function of
the half line s(x) = χ(0,∞)(x) is cRp = |||s|||Rp,p = 12 max
{
sec( p
2p
), csc( p
2p
)
}
(see [E] and also [V]). Also, cp = |||s|||p,p = 12 sec( p2p) csc( p2p) = csc(pip )
(see [HV]). Note that cRp < cp and that c
R
2 =
1√
2
.
Though the operator norm of a Fourier multiplier on Lp(R, C) is
translation invariant, we note that |||τ−ts|||R2,2 6= |||s|||R2,2 = 1√2 for t > 0.
To see this, let I = (−t, t) and let fˆ = χI . Note that f is real-valued
and T̂τ−tsf = fˆ . By Plancherel, ||Tτ−tsf ||2 = ||f ||2, which shows that
|||τ−ts|||R2,2 ≥ 1.
Even when the norm of a multiplier m is known, the norm of the
split multiplier Stm cannot usually be explicitly evaluated. However,
the main theorem in this section shows that norm of Stm compares
naturally with that of m+ and m−.
Theorem 4.1. Let p be even and let m : Rn → C be a (p, p) Fourier
multiplier supported in Rn−1 × [−A,A]. Suppose that, for every t > 0,
TStm ∈ R. Then, for every t ≥ t0 = (p−2)A4 ,
|||Stm|||p,p ≤
(
p
p
2
) 1
p
(|||m+|||p,p|||m−|||p,p)
1
2 . (4.2)
Remark. If m is real-valued, it is not too difficult to prove that Tm ∈ R
if and only if x′ → m(x′, xn) and xn → m(x′, xn) are both even. For
such m’s, |||m+|||p,p = |||m−|||p,p and (4.2) reduces to
|||Stm|||Rp,p = |||Stm|||p,p ≤
(
p
p
2
) 1
p
|||m+|||p,p. (4.3)
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Since 2 =
(∑p
k=0
(
p
k
)) 1
p >
(
p
p
2
) 1
p , (4.3) is an improvement over the trivial
estimate |||Stm|||p,p ≤ 2|||τtm+|||p,p = 2|||m+|||p,p. Also, observe that
|||m|||p,p = |||m|||p′,p′, and so (4.2) is equivalent to
|||Stm|||p′,p′ ≤
(
p
p
2
) 1
p
(|||m+|||p′,p′|||m−|||p′,p′)
1
2 . (4.4)
Proof. Let TStm = Tt = T+ + T−, where T+ = Tτtm+ and T− = Tτ−tm−.
Since TStm ∈ R, |||Stm|||p,p = |||Stm|||Rp,p = sup ||Ttf ||p, where ||f ||p =
1. By density, we can fix such an f ∈ C∞0 (Rn), and estimate ||Ttf ||p.
Then
T+f(y) =
∫
Rn
m+(x
′, xn − t)fˆ(x)e2piixydx
=
∫
Rn
m+(x)f̂(x
′, xn + t)e2pii((xn+t)yn+x
′y′)dx
= e2piityn
∫
Rn
m+(x)F(fe−2piityn)(x)e2piixydx (4.5)
where F is the Fourier transform on Rn. Define ψ = ψ+ + ψ− by
ψ+(x) = m+(x)F(fe−2piityn)(x), and ψ−(x) = m−(x)F(fe2piityn)(x).
By (4.5), T+f(y) = e
2piityn ψ̂+(−y). A similar calculation shows that
T−f(y) = e−2piityn
∫
Rn
m−(x)F(fe2piityn)(x)e2piixydx
= e−2piityn ψ̂−(−y). (4.6)
By (1.1), Ttf(y) = e
2piityn ψ̂+(−y) + e−2piitynψ̂−(−y) = Ŝtψ(−y). By
hypothesis Ttf , and hence Ŝtψ, are real-valued. Since m is supported
in Rn−1 × [−A, A], so is ψ(x). Thus, we can apply Lemma 2.5 with
F = ψ and by (2.6) and Ho¨lder’s inequality,
||Ŝtψ||p ≡
(
p
p
2
) 1
p
(∫
Rn
(
ψ̂+(y, t)
)p
2
(
ψ̂−(y, t)
)p
2
dy
) 1
p
≤
(
p
p
2
) 1
p
||ψ̂+||
1
2
p ||ψ̂−||
1
2
p . (4.7)
But ||ψ̂+||p = ||T+f ||p ≤ |||τtm+|||p,p = |||m+|||p,p and likewise ||ψ̂−||p ≤
|||m−|||p,p, providing the required estimate on ||Ttf ||p = ||Ŝtψ||p, and
proving (4.2). 
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Our next propositions estimate |||m+|||p,p in terms of |||m|||p,p and
cp. Similar results hold for |||m−|||p,p with similar proofs.
Proposition 4.2. Let m : Rn → C be a (p, p) Fourier multiplier.
Then,
|||m+|||p,p ≤ cp|||m|||p,p. (4.8)
If Tm ∈ R we also have
|||m+|||Rp,p ≤ cRp |||m|||Rp,p. (4.9)
If p = 2 and m is real-valued and even with respect to xn, then
equality holds in (4.9).
Proof. Let H(x) = χ{xn>0}(x) be the half-plane multiplier so that
m+ = mH . But |||mH|||p,p ≤ |||m|||p,p|||H|||p,p and (4.8) follows if
|||H|||p,p ≤ |||s|||p,p = cp. To see this, note that
THf(y) =
∫
Rn
s(xn)fˆ(xn, x
′)e2piiyxdx
=
∫
R
s(xn)e
2piiynxnF1f(y′, yn)dxn = Tsf(y′, ·).
So,
∫
R
|THf |pdyn ≤ |||s|||pp,p||f(y′, ·)||pLp(R), and integration over y′ proves
that |||H|||p,p ≤ cp. Equality can be proved by setting f = g(x′)h(xn),
so that THf(y) = g(y
′)Tsh(yn). The proof of (4.9) is similar.
To finish the proof, we must show that |||m|||R2,2 ≤
√
2|||m+|||R2,2. The
standard proof of the identity |||m|||2,2 = ||m||∞ can be easily modified
to show that |||m|||R2,2 = ||m||∞ = sup ||Tmf ||2, where the sup is taken
over the f ∈ L2(Rn) that are even in xn, with ||f ||2 = 1. Fixing such
an f , and using the Plancherel theorem,
||Tmf ||2 =
√
2||Tm+f ||2 ≤
√
2|||m+|||R2 . 
Our next theorem provides a lower bound for ||Stm||p,p in terms of
cp. Since lim
p→1
cp = lim
p→∞
cp =∞, inequality (4.10) shows that |||Stm|||p,p
cannot be bounded above by a constant independent of p. Here, we
assume ℓ+ = lim
x→0+
m(x) and ℓ− = lim
x→0−
m(x) exist and that ℓ =
max{|ℓ+|, |ℓ−|} > 0.
Theorem 4.3. Let m ∈ L∞(R, C) be a (p, p) Fourier multiplier. Then,
for every t > 0 and every 1 < p <∞,
|||Stm|||p,p ≥ ℓcp. (4.10)
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Remark: Suppose m is supported in [−A,A], TStm ∈ R for every t > 0,
p is even and t ≥ t0 = (p−2)A4 . Then by Theorem 4.3 and Theorem 4.1,
ℓ cp ≤ |||Stm|||p,p ≤ cp
(
p
p
2
) 1
p
|||m|||p,p. (4.11)
Proof. Fixm, t and p. Without loss of generality, ℓ = ℓ+ = lim
x→0+
m(x) >
0. The norm of a multiplier is invariant by translation and dilation,
so the (p, p) norm of Stm is the same as that of k(x) = τ−tStm(x) =
m−(x + 2t) + m+(x). For λ > 0, let kλ(x) = k(x/λ). Note that
lim
λ→∞
kλ(x) = ℓs(x). Fix f ∈ C∞0 (R,C). By the Lebesgue dominated
convergence theorem,
lim
λ→∞
Tkλf(y) = lim
λ→∞
∫
R
fˆ(x)kλ(x)e
2piiyxdx
= ℓ
∫
R
fˆ(x)s(x)e2piiyxdx = ℓTsf(y).
By Fatou’s Lemma
lim inf
λ→+∞
∫
R
|Tkλf(y)|pdy ≥
∫
R
lim inf
λ→+∞
|Tkλf(y)|pdy
= ℓp
∫
R
|Tsf(y)|pdy = ℓp ||Tsf ||pp.
We obtain
ℓcp = ℓ |||s|||p,p ≤ |||kλ|||p,p = |||Stm|||p,p.  (4.12)
The proof of Theorem 4.3 also provides a lower bound (and in some
cases an exact value) for the (p, p) norm of m+.
Corollary 4.4. Let m : R → C be a (p, p) multiplier, continuous at
x = 0, with ℓ = m(0) 6= 0. Then,
cp|ℓ| ≤ |||m+|||p,p ≤ cp|||m|||p,p. (4.13)
Suppose also that m is real-valued and even. Then
cRp |ℓ| ≤ |||m+|||Rp,p ≤ cRp |||m|||p,p. (4.14)
The four inequalities in (4.13) and (4.14) are equalities if mˆ ∈ L1(R)
and mˆ ≥ 0.
Remarks. The same bounds hold for |||m−|||p,p and |||m−|||Rp,p. Equality
also holds in (4.13) if |ℓ| = ||m||∞ and p = 2 because ||m||∞ = |||m|||2,2.
It also holds in (4.14), since Tm ∈ R implies |||m|||R2,2 = |||m|||2,2.
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Proof of Corollary 4.4. The upper bounds on the norms of m+ are
in Proposition 4.2. The proof of (4.10) establishes the lower bounds.
To prove that equality holds in (4.13), assume that mˆ ∈ L1(R) and
mˆ ≥ 0 so that ||mˆ||1 =
∫
R
mˆ(x)dx = m(0) = ℓ. For every f ∈ C∞0 (Rn),
Tmf(x) = f ∗ mˆ(−x), so by Young’s inequality,
||Tmf ||p ≤ ||f ||p||mˆ||1 = ||f ||pℓ.
Thus |||m|||p,p ≤ ℓ, which implies equality in (4.13); the proof for (4.14)
is similar. 
If m is increasing on R with supm(x) = 1 and infm(x) = 0, then
|||m|||p,p = cp (see [DL2]). Such a multiplier cannot have compact
support, but the one in the example below does, again with |||m+|||p,p =
cp.
Example. Let m(x) = (1 − |x|)χ(−1,1)(x). It is easy to verify that
mˆ(y) = sin
2(piy)
pi2y2
≥ 0, and ||m||∞ = ℓ = 1. Corollary 4.4 shows that
|||m+|||p,p = cp and |||m+|||Rp,p = cRp , and |||m|||p,p = 1.
As a geometric application, we estimate the multiplier norms of ”split
polygons”. Let P be a polygon with diameter 2A in R2, and assume
that χP (x1, x2) even in both x1 and x2. It is well known that χP is a
(p, p) multiplier for every 1 < p < ∞, with bounds on its multiplier
norm that depend on p and the number of sides (see [Co1]). Let P+ =
P ∩ {x2 > 0}. Assume that p is even, and np is defined by (4.1).
Proposition 4.5. If the intersection of P and the line {x2 = 0} is a
segment I, and t ≥ t0 = (p−2)A4 , then
npcp ≤ |||St(χP )|||p,p ≤
(
p
p
2
) 1
p
|||χP+|||p,p. (4.15)
Proof. Since P is symmetric, St(χP ) ∈ R and the second inequality
follows from Theorem 4.1 (see also the Remark following it). For the
first, we can assume by dilation that I = (−1, 1). The (p, p) norm
of St(χP ) is the same as that of τ−tSt(χP )(x), where the translation
acts only on the x2 variable. Let k(x) = τ−tSt(χP )(x). For λ > 0, let
kλ(x) = k(x1, λ
−1x2). Note that kλ(x) ≡ 0 if −2tλ < x2 < 0, and
kλ(x1, 0) ≡ 1 whenever −1 < x1 < 1, and is ≡ 0 otherwise. Thus
lim
λ→∞
kλ(x1, x2) = s(x2) · σ(x1) (4.16)
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where σ(x1) = χ(−1,1)(x1). By Lebesgue’s Theorem and Fatou’s Lemma
(as in the proof of Theorem 4.3), we get
npcp = |||s · σ|||p,p ≤ lim inf
λ→+∞
|||kλ|||p,p = |||k|||p,p = |||St(χP )|||p,p. 
Example. Let Q be the square with corners at the points (±A, 0) and
(0,±A). Assume p is even and t ≥ t0 = (p−2)A4 . Since |||χQ+|||p,p ≤ c3p
(see [De]), Proposition 4.5 implies
npcp ≤ |||St(χQ)|||p,p ≤
(
p
p
2
) 1
p
c3p. (4.17)
References
[AD] Ash, M. J. and De Carli, L., Growth of Lp Lebesgue constants for convex
polyhedra and other regions. Trans. Amer. Math. Soc. 361, no. 8 (2009)
4215–4232.
[Co1] Cordoba, A., The Kakeya maximal function and the spherical summation
multiplier. Am. J. Mathematics 99, no. 1, (1974) 1–22.
[Co2] Cordoba, A., The multiplier problem for the polygon. Ann. Math. 105, no.
3 (1977) 581–588.
[CS] Carleson, L. and Sjolin, S., Oscillatory integral and a multiplier problem
from the disk. Studia Math. 44 (1972), 287–299
[De] De Carli, L., On Fourier multipliers over tube domains. Recent Advances in
Harmonic Analysis and Applications (In Honor of Konstantin Oskolkov),
Springer Proceedings in Mathematics (2012) 79—92.
[Do] Dowson, H. R., Spectral Theory of Linear Operators. London Math. Soc.
Monogr. vol. 12, Academic Press (1978).
[DL1] De Carli, L. and Laeng, E., Truncations of weak- Lp functions and sharp
L
p bounds for the segment multiplier. Collect. Math. 51, no. 3 (2000) 309
–326.
[DL2] De Carli, L. and Laeng, E., On the (p,p) norm of monotonic Fourier mul-
tipliers. C. R. Acad. Sci. Paris Sr. I Math. 330, no. 8 (2000) 657–662.
[E] Esse´n M., A superharmonic proof of the M. Riesz conjugate function theo-
rem. Ark. Mat. 22 no. 2 (1984) 241–249.
[F] Fefferman, C., The multiplier problem for the ball. Ann. of Math. 94, no. 2
(1971) 330-336.
[HV] Hollenbeck, B., and Verbitsky, I. E., Best Constants for the Riesz Projec-
tion. Journal of Functional Analysis 175 (2000) 370–392.
[L] Liflyand, E. R.,Lebesgue Constants of multiple Fourier series. Online Jour-
nal of Analytic Combinatorics 1, no. 5 (2006) 1–112.
[MZ] Marcinkiewicz J., Zygmund A., Quelques ine´galite´s pour les ope´rations
line´aires. J. Marcinkiewicz Collected Papers, edited by A. Zygmund, War-
saw (1964) 541–546.
17
[NP] Nazarov, F. L., and Podkorytov, A. N., On the behavior of the Lebesgue
constants for two-dimensional Fourier sums over polygons. St. Petersburg
Math. J. 7 (1996), 663–680.
[P] Pichorides, S.K., On the best values of the constants in the theorems of M.
Riesz, Zygmund and Kolmogorov. Studia Math. 44 (1972) 165–179.
[S] Stein, E. M., Singular Integrals and Differentiability Properties of Func-
tions. Princeton Univ. Press, 1970.
[TB] Trigub, R. M., and E. S. Belinsky,Fourier Analysis and Approximation of
Function. Kluwer Academic Publishers, Dordrecht, 2004.
[V] Verbitsky I.E., An estimate of the norm of a function in a Hardy space
in terms of the norms of its real and imaginary parts. A.M.S. Transl.(2),
(1984) 11–15. (Translation of Mat. Issled. Vyp. 54 (1980) 16–20).
[Y] Yudin, V. A., Behavior of Lebesgue constants. Translated from Matem-
aticheskie Zametki, 17 (1975) 401–405. (Translation is in Mathematical
Notes no. 17, 233–235.)
