Abstract. Scattering theory for p-forms on manifolds with cylindrical ends has a direct interpretation in terms of cohomology. Using the Hodge isomorphism, the scattering matrix at low energy may be regarded as operator on the cohomology of the boundary. Its value at zero describes the image of the absolute cohomology in the cohomology of the boundary. We show that the so-called scattering length, the Eisenbud-Wigner time delay at zero energy, has a cohomological interpretation as well. Namely, it relates the norm of a cohomology class on the boundary to the norm of its image under the connecting homomorphism in the long exact sequence in cohomology. An interesting consequence of this is that one can estimate the scattering lengths in terms of geometric data like the volumes of certain homological systoles.
Introduction and main results
Scattering theory for manifolds with cylindrical ends deals with the following geometric situation. Let M be an oriented, connected, compact Riemannian manifold with boundary Y = ∂M such that the metric is a product near the boundary, i.e., there is a tubular neighborhood of Y which is isometric to (−ǫ, 0] × Y, equipped with the product metric du 2 + h, where h is a Riemannian metric on Y . The non-compact elongation X of M is then obtained from M by attaching the half-cylinder Z = R + × Y over the boundary (see figure 1):
The Riemannian metric on M is extended to one on X in the obvious way so that
The second author was supported by the Leverhulm trust and the MPI Bonn. 
Such a manifold is called a manifold with cylindrical ends.
Scattering theory on X investigates how wave packets coming in from infinity are scattered in M. The scattering of p-forms on X is described by the scattering matrix
where ∆ ′ p is the Laplace-Beltrami operator acting on p-forms on Y and Eig µ (∆ ′ p ) the eigenspace of ∆ ′ p with eigenvalue µ. In particular for small values of the spectral parameter λ we have
where H p (Y ) = ker ∆ ′ p is the space of harmonic p-forms on Y . For the purposes of this article one can think of the scattering matrix for small values of the spectral parameter as being defined by the statement of Theorem 2.1. In this case it can be shown that C(λ) leaves the direct summands invariant and is of the form
where S p (λ) ∈ End(H p (Y )) is the scattering matrix describing the scattering of coclosed forms. Again S p can be defined by the statement of Theorem 2.6 as the matrix relating the incoming and outgoing waves. The first observation is that the total scattering matrix for coclosed p-forms at energy 0,
is a self-adjoint involution which anti-commutes with the Hodge star operator. The +1 eigenspace of S(0) coincides with the space of harmonic forms that represent cohomology classes in Im(r : H * (X, R) → H * (Y, R)). The Eisenbud-Wigner time-delay operator T p (λ) describes the time-delay a p-form-wave undergoes when being scattered in M (see Appendix A). It can be calculated from the Eisenbud-Wigner formula (see Appendix A), and for small λ it is given by
Of course
where T p (λ) is the time delay operator for coclosed forms defined by
Its value T p (0) at zero energy is of particular interest and we call it the scattering length. The physical interpretation of the scattering length is as follows. If a coclosed wave packet has very low energy then, by the uncertainty relation, it will be far spread out. In particular it will not be able to "feel" details of the geometry of M. The effect of the manifold M in the scattering process for a wave is then close to that of a cylindrical obstacle of length given by the scattering length. It is therefore an interesting question to determine what geometric properties of M have an effect on the scattering length. Since T (0) commutes with the Hodge star operator it is enough to know its restriction to the −1 eigenspace of S(0). Denote by · st the stable norm of a homology class, and by · ∞ the comass norm on the cohomology groups (see [Gro99] ). Let ν 1 > 0 be the smallest positive eigenvalue of ∆ Furthermore, in section 5 we introduce for each n ∈ N and 0 ≤ p ≤ n constants C(n, p) > 0, which are related to the estimation of the comass norm on Λ p R n . They are equal to 1 for p = 0 and p = 1. One of our main results relates the scattering length to certains norms in homology (Theorem 4.7) and gives rise to the following estimation of the scattering length in terms of geometric data. As an example we treat the case when Y has two connected components Y 1 and Y 2 and p = 0. In this case there is a canonical basis in H 0 (Y, R) with respect to which T 0 (0) has the form
so that
and the constants C 1 and C 2 are given by
The map ι is the inclusion of Y into M. So we get an estimate for the scattering length by purely geometric quantities. The physical interpretation of this is as follows. For a wave of low energy the reflection coefficient r 11 and the transmission coefficient r 12 for a wave coming in at the boundary component 
The time-delay is then determined by t 1 and t 2 . For example in the case where Vol(Y 1 ) = Vol(Y 2 ) the reflection coefficient at zero energy is zero and the time delay of the transmitted wave is equal to 1 2 (t 1 + t 2 ) (see section 7.3). Another example, the full-torus, is treated in section 7.4.
Given a > 0, let M a be the manifold that is obtained from M by attaching the cylinder [0, a] × Y to M. We also investigate how the L 2 -norm of a class in H p (M a , R) and the L 2 -norm of its image in H p+1 (M a , R) under the connecting homomorphism are related for the manifold with boundary M a . There is an operator q a that relates the L 2 -norm of classes in the complement of the kernel of the connecting homomorphism to the L 2 -norm of the image of this class under the connecting homomorphism. So q a measures to what extent the connecting homomorphism is a partial isometry. Theorem 3.3 shows that the operator q a has an expansion of the form
as a → ∞. This shows that one can calculate the scattering length by approximating X by the compact manifolds M a and consider the constant term in the above expansion. The exponential decay of the remainder term may also be useful for numerical computations.
The paper is organized as follows. In sections 2 we review stationary scattering theory for p-forms on manifolds with cylindrical ends. Section 3 and section 4 deal with cohomology of M and X, and their relation to scattering theory and the continuous spectrum of the Laplacian of X. We also derive a cohomological formula for the scattering length. In sections 5 and 6 it is shown that the L 2 -scalar products on the cohomology groups of X can be estimated in terms of geometric quantities and that these estimates imply estimates on the scattering length. Section 7 treats the case of functions in the case of two boundary components and the case of a full-torus. In this section we demonstrate how our main result can be used to obtain estimates of the scattering length in terms of geometric data. In appendix A we discuss the relation between the stationary and the dynamical approach to scattering theory and we establish the Eisenbud-Wigner formula for manifolds with cylindrical ends.
Whereas for the sake of notational simplicity we restricted ourselves in this paper to manifolds with cylindrical ends most of our analysis carries over in a straightforward manner to waveguides if Neumann boundary conditions are imposed. Acknowledgements. Much of the work on this paper has been done during the visit of the second author to the MPI in Bonn and he would like to thank the MPI for the kind support. Both authors would also like to thank the MSRI in Berkeley for hospitality during the program "Analysis on Singular Spaces". We are grateful to Werner Ballmann, Alexej Bolsinov, Peter Perry, and Sasha Pushnitski for useful discussions and comments.
Stationary scattering theory for manifolds with cylindrical ends
As before let M be an oriented, connected, compact Riemannian manifold with boundary Y = ∂M such that the metric is a product near the boundary. Let X be the elongation of M. For any Riemannian manifold W we denote by
space of smooth p-forms (resp. smooth p-forms with compact supports, L 2 -forms) on W . Let ∆ p be the Laplace operator on Λ p (W ). Throughout this paper a harmonic p-form will mean a p-form φ ∈ Λ p (W ) with ∆ p φ = 0. Since X is complete, the Laplace-Beltrami operator ∆ p on p-forms is essentially selfadjoint when regarded as operator in L 2 Λ p (X) with domain Λ p c (X) ( [Che73] ). We continue to denote its self-adjoint extension by ∆ p . In this section we recall some facts concerning the generalized eigenforms of ∆ p and derive some properties of the scattering matrix for low energy.
Let
Let Σ → C the minimal Riemann surface on which λ 2 − ν j is a single-valued function for all j ∈ N 0 . As proved by Melrose [Mel93] the resolvent
, admits a meromorphic extension from the half-plane Im(λ) > 0 to Σ. Let µ 2 1 > 0 be the first non-zero eigenvalue of ∆
extends to a meromorphic function on the disc {λ : |λ| < µ 1 }. As a consequence one can define analytic families of generalized eigenforms.
For a ≥ 0 we denote by Y a the hypersurface (a,
Accordingly, the restriction of any p-form ω ∈ Λ p (X) to the cylinder R + × Y is of the form
where ω 1 and ω 2 are sections of the pulled back bundles π * Λ p T * Y and π * Λ p−1 T * Y , respectively, and π : R + × Y → Y is the canonical projection. We think of ω 1 (u) and ω 2 (u) as forms on Y that depend smoothly on the additional parameter u. The map
is an isomorphism of vector bundles. The exterior differential of such a form ω is then given by
where d ′ denotes the exterior differential on Y . In matrix notation this means
where we denote j = ⊕j p . Since the metric has product structure the decomposition is orthogonal and the formal adjoint δ of d is therefore
Here again we use the notation δ ′ for the codifferential on Y . We therefore have
for all p. This form of an operator allows for a separation of variables on the cylinder R + × Y . Suppose that (ψ i ) is an orthonormal sequence of eigenforms of
with eigenvalues µ
. Then for |λ| < µ 1 , any solution F of the equation (∆ p − λ 2 )F = 0 has an expansion of the form
The series converges in the C ∞ -topology. The square roots are chosen throughout the article as
ϕ if r > 0 and 0 ≤ ϕ < 2π. From the analytic continuation of the resolvent one gets the following result.
there exists a p-form F (ψ, λ) which is meromorphic in λ ∈ {z : |z| < µ 1 } such that the following conditions hold
is a linear operator, and C p (λ) and R p (ψ, λ) are meromorphic functions of λ.
Moreover, C p (λ), R p (ψ, λ) and F (ψ, λ) are uniquely determined by these properties.
Proof. This follows from [Gui89] , [Mel93] . For the convenience of the reader we include the details. Let Σ → C be the minimal Riemann surface to which all the functions (λ 2 −µ
. Let χ be a smooth function with support in Z which is equal to 1 outside a compact set. Put
Then F (ψ, λ) is a smooth p-form on X which depends meromorphically on λ ∈ Σ. Moreover, it satisfies
Since F (ψ, λ) − χe −iλu j p (ψ) is square integrable for Im(λ) > 0, the expansion (22) has the form
where
Moreover, R p (ψ, λ) is square integrable for Im(λ) > 0. This implies that a i (λ) = 0 for Im(λ) > 0. Since a i (λ) is meromorphic, it follows that a i (λ) = 0 for |λ| < µ 1 . Thus we conclude that R p (ψ, λ) is a meromorphic function in the disc |λ| < µ 1 with values in L 2 Λ p (X). The uniqueness is an immediate consequence of the self-adjointness of ∆ p . Namely, if F 1 (ψ, λ) and F 2 (ψ, λ) both have the above properties then their difference G(ψ, λ) is square integrable for Im(λ) > 0 and is contained in the kernel of (∆ p − λ 2 ). Using that ∆ p is self-adjoint, we get G(ψ, λ) = 0 for Im(λ) > 0. Since it is meromorphic in λ we conclude that G(ψ, λ) = 0. 
for all k, l ≥ 0 and some positive constants C ′ k,l,λ and C λ . Proof. The proof is already implicitly contained in the proof of the previous theorem. Namely, R(ψ, λ) is smooth by elliptic regularity and thus the expansion (25) converges in Λ p (Z). Since a i = 0, we get the decay for |λ| < µ 1 with C λ = Re µ
Then the expansion (iii) of Theorem 2.1 takes the form
where 
Comparing the leading terms, it follows that
Since all derivatives of R p (ψ, λ) and R p (du ∧ ψ, λ) are exponentially decaying, the uniqueness statement in theorem 2.1 implies immediately C 
indeed corresponds to the Hodge decomposition. Let P 1 and P 2 the projection on the first and second summand, respectively. Then we have Proposition 2.4. We have P 2 ψ = 0, i.e. ψ ∈ ker∆ 
Then, in particular, we have δF (du ∧ ψ 2 , λ) = 0. Applying δ to the second equation of (27) and using Proposition 2.3, it follows that ψ 2 = 0. For the other direction, observe that by (27), δF (ψ 1 , λ) = δR(ψ 1 , λ) on Z. Hence, δF (ψ 1 , λ) is exponentially decaying. In particular it is square integrable for Im(λ) > 0. Since ∆ p is self-adjoint and (∆ p − λ 2 )δF (ψ 1 , λ) = 0 we get δF (ψ 1 , λ) = 0. Thus, if ψ 2 = 0, it follows that δ F (ψ, λ) = 0. The proof of the other case is analogous.
Proposition 2.5. The following relation holds for 0 ≤ p < n.
Comparing the leading terms, it follows from Theorem 2.1 that
Using (27), we get C 11 p (λ) = −C 22 p+1 (λ), which is equivalent to the statement of the Proposition.
Let us use the notation S p (λ) for the restriction of C p (λ) to ker∆ ′ p . Then the above proposition shows that
In the following we will suppress the index p and write S(λ), meaning that S(λ) is acting on the space of harmonic forms, leaving the space of p-forms invariant. It is the scattering matrix at low energy for the scattering problem for coclosed forms. Summarizing we have established the following theorem.
Moreover, S(λ), R(ψ, λ) and F (ψ, λ) are uniquely determined by these properties.
The scattering matrix has the following properties Theorem 2.7. The function S(λ) satisfies the following equations
where * is the Hodge star operator on Y .
Let ω X be the volume form of X. By Theorem 2.6, (iii), we have
Using Green's formula, we obtain
In the limit a → ∞ this expression can be evaluated using Theorem 2.6. We obtain
which proves the first statement. The second statement follows from the functional equation
, which is a simple consequence of the uniqueness statement in theorem 2.1. To show that C(λ) anticommutes with the Hodge star operator on Y we note that that Hodge star operator * X on X commutes with the Laplace operator ∆, i.e. * X ∆ p = ∆ n−p * X . Applying this to F (ψ, λ) and using the uniqueness statement we obtain immediately * X C p = C n−p * X .
p du ∧ * ψ and consequently * S(λ) = −S(λ) * , where we used that du∧ anticommutes with C(λ).
As an application we obtain the following well known result about the signature sign(Y ) of a closed manifold Y . Proof. For real λ it follows from Theorem 2.7 that S(λ)S * (λ) = 1I and therefore S(λ) = 1. In particular, S is bounded on the real line and can not have a pole there. It remains to show that F is regular for real λ. Suppose that φ is a square integrable eigensection of ∆ with real eigenvalue λ ′ . Then the expansion (22) of φ on R + × Y takes the form
This implies that φ is exponentially decaying. Since for real λ
and F (ψ, λ), φ is a meromorphic function we get F (ψ, λ), φ = 0. Suppose now that
is an eigenform with eigenvalue λ ′ and it also is square integrable since S is regular at λ ′ . By the above G, G = 0. It follows that G = 0 and therefore F (ψ, λ) is regular at λ ′ . If ψ = −S(0)ψ then F (ψ, 0) is square integrable and harmonic and by the same argument F (ψ, 0) = 0.
In particular, it follows that F (ψ, λ) is regular at λ = 0. Therfore, F (ψ, 0) and
F (ψ, λ)| λ=0 are well defined. From the proof of Proposition 2.10 we obtain the following corollary.
Corollary 2.11. F (ψ, 0) and F ′ (ψ, 0) are orthogonal to the space H p (2) (X) of square integrable harmonic forms.
The scattering matrix S(λ) is also regular at 0 and it follows from Theorem 2.7 that S(0) is a self-adjoint involution. Hence, ker(∆ ′ p ) decomposes into +1 and −1 eigenspaces. For ψ ∈ ker(∆ ′ p ) with S(0)ψ = ψ we get that F (ψ, 0) is a smooth coclosed harmonic p-form whose restriction to Z equals
where R(ψ, 0) and its derivatives are exponentially decaying. That is, ψ is a limiting value of 
Furthermore for each ψ ∈ ker ∆ ′ p , F (ψ, 0) satisfies dF (ψ, 0) = 0 and δF (ψ, 0) = 0. Proof. Suppose that F ∈ Λ p (X) and G ∈ Λ n−1−p (X) are both coclosed harmonic forms on X with limiting values ψ and φ, respectively. Since ψ −G and φ−F are both exponentially decaying and ψ and φ are closed and coclosed on Y the forms dG and dF are exponentially decaying. Using Green's formula, we get 0 = ∆G, G = δdG, G = dG, dG .
Thus dG = 0. Similarly we get dF = 0. Using Stokes formula, it follows that
Thus, ψ, * φ = 0. Now suppose that φ is a limiting value which is in the −1 eigenspace to S(0). Since * anticommutes with S(0), it follows that * φ is in the +1 eigenspace. It is therefore a limiting value. Since * φ and φ are both limiting values it follows from the above that φ 2 = ± φ, * * φ = 0 and therefore, φ = 0. Since the set of limiting vectors contains the +1 eigenspace it has to coincide with the +1 eigenspace.
Finally we derive some formulas concerning F ′ (ψ, 0) which we are going to use in the next section. Note that the restriction of F ′ (ψ, λ) to the cylinder Z has the form
and for λ = 0:
Differentiating the equation
Hence, dF ′ (ψ, 0) is in the kernel of ∆ and its restriction to the cylinder has the form
By Theorem 2.7, (iii), we get
Thus, * X dF ′ (ψ, 0) is an extended harmonic form with limiting value −i(1 + S(0)) * ψ. Since * X dF ′ (ψ, 0) is coexact and bounded it is orthogonal to the space H * (2) (X) of square integrable harmonic forms. The proof of Prop. 2.10 shows that 1 2 F (−i(1 + S(0)) * ψ, 0) is harmonic and orthogonal to H * (2) (X). Their difference is therefore square integrable, harmonic and orthogonal to H * (2) (X). Thus, it vanishes and we have the following nice formula
Cohomology and Hodge theory on M
As before let M be a compact manifold with boundary Y and X = (R + × Y ) ∪ Y M the associated manifold with a cylindrical end. We consider the long exact sequence (45)
. . .
Here e is the canonical embedding and r is the restriction homomorphism. There are three cochain complexes which compute the relative de Rham cohomology. Let
where i : Y → M is the inclusion. Since d commutes with i * , we get a complex Λ * (M, Y ). Its cohomology is denoted by H * (M, Y, R). There is an exact sequence of complexes
where j is the inclusion map. It gives rise to the long exact sequence (45). The connecting homomorphism ∂ is defined as follows.
. Extend φ to a k-form ω on M such that ω = φ in a neighborhood of the boundary. Then
For the second description consider the cochain complex Λ * rel (M, Y ) of the mapping cone of i * which is defined by
be defined by α(θ) = (0, (−1) p−1 θ) and β(ω, θ) = ω, respectively. Then α and β are cochain maps and we get a second exact sequence of cochain complexes
There is a natural inclusion of cochain complexes
. It follows from the corresponding commutative diagram of long exact sequences that γ induces an isomorphism γ :
is also naturally isomorphic to the cohomology with compact supports H * c (X). The isomorphism can be described as follows. Let p : Z = R + × Y → Y be the canonical projection. Integration over the fibre R + of p induces a mapping In fact, the image of e, i.e. the kernel of r can be read off from the scattering matrix at 0.
Theorem 3.1. The +1 eigenspace of the scattering matrix
By Proposition 2.12, F (ψ, 0) is closed and coclosed. Therefore the restriction of F (ψ, 0) to M defines a cohomology class in H p (M). Expand F (ψ, 0) on Z in terms of an orthonormal basis of ker ∆ ′ p ⊕ ker ∆ ′ p−1 . Using that F (ψ, 0) is closed and coclosed, it follows that its expansion on Z has the form
where {φ i } i∈N is an orthonormal basis of δ(Λ p (Y )) consisting of eigenforms of ∆
and therefore the image of the cohomology class [
. Therefore we have shown that the +1 eigenspace of S(0) is contained in the image of
. Now let φ be an element in the image of r, i.e. φ is a harmonic form that is in the same cohomology class as the restriction of a closed form f on M. If ψ is in the −1 eigenspace of S(0) then by Theorem 2.7, * ψ is in the +1 eigenspace and we have
) is in the orthogonal complement to the −1 eigenspace of S(0) which is exactly the +1 eigenspace. This shows that Im(
is contained in the +1 eigenspace and this concludes the proof.
Hence, the scattering matrix at 0 is determined completely by the metric on the boundary. Namely, it is equal to 1 on the kernel of ∂ and equal to −1 on the orthogonal complement of the kernel of ∂. Recall that by Proposition 2.12, F (ψ, 0) is a closed and coclosed p-form. LetF :
Then, by construction, r •F is the orthogonal projection onto the kernel of ∂.
Hodge theory for manifolds with boundary shows that absolute and relative cohomology classes have unique harmonic representatives that satisfy certain boundary conditions. We recall the definition of the relative and absolute boundary conditions for the Laplace operator. The operator ∆ rel is the closure of the Laplace operator with respect to the relative boundary conditions
The operator ∆ abs is the closure of the Laplace operator with respect to the absolute boundary conditions
Both operators are self-adjoint and have compact resolvents. Their kernels are the space of harmonic forms satisfying relative and absolute boundary conditions. Equivalently, they are given by
Hodge theory for manifolds with boundary shows that the canonical maps
are isomorphisms, that is, every absolute/relative cohomology class has a unique harmonic representative satisfying absolute/relative boundary conditions (see e.g. [DS52] ). The harmonic representative φ of the cohomology class
. Similarly, any harmonic form satisfying absolute boundary conditions minimizes the L 2 -norm in its absolute cohomology class. Apart from these minimax principles there is another interesting minimizing problem which is described in the following proposition. where the first integral vanishes becauseψ is coclosed near Y and the second integral vanishes because ξ satisfies relative boundary conditions. Let us denote by p 0 the orthogonal projection onto the kernel of ∆ rel . Since ∆ψ is in the orthogonal complement of the kernel of ∆ rel the following form is well defined and harmonic
By construction it is
because dω 0 , dψ = δdω 0 , ψ = 0. Thus, ω 0 is a minimizer. One can see immediately that the Euler-Lagrange equations for the minimizer are the equations δdω 0 = 0. Thus, any coclosed minimizer has to be harmonic. The uniqueness statement for the minimizer thus follows from the above uniqueness statement.
Since restriction to the boundary commutes with the differential the map which sends φ to ω 0 commutes with the differential. Therefore, if φ is exact or closed, so is ω 0 . Now consider the manifold M a which is obtained from M by attaching the cylinder 
and let q(a) be the unique linear operator ker(∂)
Then, as a → ∞:
Proof. Recall that ker(∂) ⊥ = ker(I + S(0)). Let φ ∈ ker(∂) ⊥ . Then by (37) the restriction of F ′ (φ, 0) to the cylinder Z has the following form 
minimizes the functional η → dη, dη L 2 (Ma) with boundary conditions
Then for every ψ ∈ ker(∂)
⊥ we have
The second term on the right hand side can be estimated using the Cauchy-Schwarz inequality
The first term in (55) can be explicitly calculated. Using (44) we get
where we used that R(du ∧ φ, 0)| Y is orthogonal to ψ. Thus,
The terms on the right hand side can be estimated as follows. First note that dG φ L 2 (Ma) minimizes dη L 2 (Ma) over all forms η which restrict to R ′ (φ, 0)| Ya on Y a . Moreover, χ a := R ′ (φ, 0)| Ya is exponentially decaying in a. Define the form η a by η a := u a χ a on the cylinder and 0 elsewhere. Then, 
Then it follows that there exists C > 0 such that
Thus we get
By compactness of the unit sphere in ker(∂)
⊥ the constant can be chosen independent of φ if we use vectors of norm 1 only. Hence
From this inequality we deduce that q(a) −1 ≤ C(1 + a). Combined with (62) the statement of the theorem follows.
Hodge theory on X and the scattering length
In this section we give a description of the long exact cohomology sequence of X in terms of harmonic forms and we derive a cohomological formula for the scattering length.
Let H * c (X) denote the de Rham cohomology groups with compact supports. It is well known (see [Mel93] ) that H * (X) and H * c (X) are canonically isomorphic to certain spaces of extended harmonic forms on X. We recall some details.
The space of extended harmonic forms H p ext (X) is defined to be the subspace of all (real valued) ψ ∈ Λ p (X) satifying 1) ∆ p ψ = 0 and 2) there exist φ 1 ∈ ker ∆ ′ p and φ 2 ∈ ker ∆ ′ p−1 such that
Note that for a given ψ ∈ H p ext (X) the sections φ 1 and φ 2 are uniquely determined. We regard φ 1 (resp. φ 2 ) as the tangential (resp. normal) boundary value of ψ at infinity and we denote them by ψ t and ψ n , respectively. The spaces satisfying absolute and relative boundary conditions at infinity are then defined as
Since ψ ∈ H p ext (X) is harmonic and the form ψ − ψ t − du ∧ ψ n is square integrable, it follows from (22) that there exists c > 0 such that
Moreover dψ and δψ are also exponentially decaying. Applying Greens formula to M a , we get 0 = ∆ψ, ψ Ma = dψ 
To verify that this is an inner product, we only need to show that φ = 0 implies φ = 0. So suppose that φ = 0. Then, in particular, we have φ| M = 0 and the unique continuation property for harmonic forms (see [Bae99, Corollary 3]) implies φ = 0. We note that the inner product can be also defined by the following formula:
This inner product coincides on the subspace H p (2) (X) with the usual inner product on H 
Next we define maps into the de Rham cohomology. Let φ ∈ H p ext,abs (X). By (64), φ is closed and we get a canonical map
Now consider ψ ∈ H
p ext,rel (X). By (64) ψ is closed and on the cylinder ψ is of the form (69)
where θ is exponentially decaying. Let χ be a function with support on the cylinder Z which is equal to 1 outside a compact set. Following [Mel93] we can then define a map
This map is well defined and independent of the choice of χ. Indeed changing χ on a compact subset changes ψ − d(χ(uψ n + θ)) by the differential of a compactly supported form. Let
be the canonical pairing defined by
Define a pairing
by taking the constant term in the asymptotic expansion of Ma ψ ∧ φ as a → ∞. Applying Green's formula to M a , it follows that there exists c > 0 such that
as a → ∞. This implies that the following diagram commutes Proof. Applying Stoke's theorem and using that θ is rapidly decreasing, we get
By (66) we get
Our next goal is to describe the connecting homomorphism ∂ :
(X, R) on the level of harmonic forms. To this end we need some preapration. Let ψ be in the −1 eigenspace of S(0). Then by (37), we have on Z
where θ is exponentially decaying. Let χ be a smooth function with support in Z which is a equal to 1 outside a compact set. Then
is equal to i 2 S ′ (0)ψ outside a compact set and we conclude that
be the canonical isomorphism. Then we have shown that for each ψ ∈ H p (Y ) we have
whereĜ(ψ) is defined by (67).
Lemma 4.2. The operator
Proof. Differentiating equations (ii) and (iii) of Theorem 2.7, it follows that S ′ (0) commutes with S(0) and anti-commutes with * . Therefore, it suffices to show that the restriction of S ′ (0) to the −1-eigenspace E − of S(0) is invertible. Let ψ ∈ E − . Then S ′ (0)ψ ∈ E − . By Theorem 3.1 we have E − = (ker ∂)
⊥ . Using (73), it follows that it suffices to show that R c (Ĝ(ψ)) = 0 whenever ψ = 0. By Lemma 4.1 we have
for all ψ ∈ H p ext,rel (X). Recall thatĜ(ψ) is a harmonic form, which is non-zero, if ψ = 0. Therefore, the left hand side of the above equality is non-zero, if ψ = 0. Proof. Let E ± = ker(S(0) ∓ Id). By Proposition 2.12 and (42) it follows that (74) Im(r) = E + = ker(Ĝ).
Now we define maps
Since S ′ (0) preserves E ± , we get Im(r) = ker(∂). By definition we have Im(ẽ) = H p (Y ) and this is also equal to ker(r). Finally by Corollary 2.11 it follows that Im(∂) = H Using the definition of∂ and (73), it follows that
By [APS75] every element in the image of H * c (X, R) in H * (X, R) can be represented by a unique square integrable harmonic form. Using these facts we obtain the following commutative diagram. (see [GlKo02] ). Now let B be a differentiable manifold. Let ω ∈ Λ p (B). The comass ω ∞ of ω is defined by ω ∞ = sup{ω x (e 1 , . . . , e p ) | x ∈ B, e i ∈ T x B, g(e i , e i ) = 1} = (87)
For a compact manifold B with smooth boundary ∂B this induces a norm on H p (B, ∂B, R) by
which we also refer to as the comass norm. To compare the norms on the various cohomology groups, we need some preparation. Let ψ ∈ Λ p (M). We define an extension ψ ∈ L ∞ Λ p (X) of ψ in the following way. The restriction ψ| Y can be expanded into eigensections of the Laplace-Beltrami operator on Y :
where φ is harmonic and φ i is an orthonormal basis in the orthogonal complement of the space of harmonic forms such that
As usually x = (u, y). The map ψ →ψ is of course linear and maps into the space of bounded sections. Note that in generalψ is not continuous. However, it satisfies
Therefore, using Green's formula, it follows that the distributional derivative dψ satisfies
In particular dψ is again bounded. If ψ is closed, thenψ is also closed. Note that the extension map ψ ∈ Λ p (M) →ψ ∈ L ∞ Λ p (X) is chosen so that it inverts the restriction operator on the space H p ext,abs (X). Namely, for F ∈ H p ext,abs (X) it follows from (47) that
We can now establish the comparison results for the norms. 
where µ 2 1 is the smallest positive eigenvalue of ∆ Y . In particular
where we define the effective volume Vol * (M) by
for some h ∈ Λ p−1 (M). Denote by φ the unique harmonic representative of the class of
Now observe that by (95) and the definition ofψ, the expansion ofψ − F on Z contains no harmonic form. Hence by (63) and (89) the restriction ofψ − F to Z is exponentially decreasing. This implies
By (95) and (90) we have F −ψ = dh = dĥ, where the latter means the distributional derivative. Since F is closed and coclosed, it follows that
On the other hand
which corresponds to φ with resepect to the isomorphism (80). Then
and in particular 
Letψ (resp.ω) be the differential form on X which is equal to ψ (resp. ω) on M and 0 on Z. Then
By the definition (65) of the norm in H p ext,rel (X), we have
Since ω ∈ Λ p−1 (M, Y ), it follows from Green's formula that
Similarly, by Green's formula and (69) we have
and by (104) we get
Now let φ be a harmonic p-form representing an element [φ] ∈ H p (Y, R). Using (110), we get
Since the stable norm is dual to the comass norm, we finally get 
6.2. Estimate of the norms on H ext (X). We can use Lemmas 5.1 and 5.2 in the same way as above to get similar estimates of the norms of elements in H 
Using Lemma 5.1, it follows from (113) that
Using Theorem 4.7, we obtain Theorem 1.1. If we denote by ι the inclusion map Y → M and by ι * :
That is [M]∩∂φ coincides with the image of the Poincare dual of the class φ in H n−p−1 (M, R). The stable norm of ∂φ can be calculated in many cases explicitly in terms of geometric data using the fact that the stable mass is dual to the comass norm. In order to make statements about the spectrum of the map T (0) one can combine these estimates with the estimates of the L 2 -norms of the cohomology classes on Y (see Proposition 6.1).
7. Examples 7.1. The scattering length for functions. Note that the extended harmonic functions are exactly the constant functions. Therefore, H 0 (Y ) ∩ ker ∂ is spanned by the function equal to 1 on Y . Thus, the +1 eigenspace to S 0 (0) is spanned by 1. Moreover, since S anticommutes with the Hodge * operator we have S n−1 (0) * 1 = − * 1. By Stokes formula
and therefore
and by the above equation we immediately obtain
This in turn implies that
7.2. Y has only one connected component. In this case H 0 (Y ) consists of the constant functions only. By the above we have
This in turn implies that 
where we have already seen, that
Our formula now allows us to give an estimate of t 2 in purely geometric terms. The harmonic functions in ker ∂ are multiples of the function 1 on Y . The complement ker ∂ ⊥ has dimension 1 and is spanned by the function
It remains to estimate the L 2 -norm of the class ∂χ in H 1 (M, Y, R). The comass norm of ∂χ may be calculated using the duality between the stable norm and the comass norm. Let c be a Lipschitz continuous chain whose boundary is homologuous to y 2 − y 1 , where y 1 ∈ Y 1 and y 2 ∈ Y 2 . Then c defines a relative cycle [c] in H 1 (M, Y, R) and we have
We observe that the cycle c can be written as a linear combination of curves which are either closed or whose end points are in the boundary. This implies
with equality if for example [c] is in the same homology class as a shortest curve connecting Y 1 with Y 2 .
Duality implies
To get the estimate from above we need to look at [M] ∩ ∂χ st , that is the stable norm of the Poincare dual of the class ∂χ. By Equation (116) 
where we have used that
Combining these two estimates we obtain
Note that with respect to this basis, the scattering matrix at zero has the form
In order to interpret this in terms of reflection and transmission coefficients we choose another basis (χ 1 , χ 2 ) of H 0 (Y ), where χ i is constant equal to 1 on Y i and equal to zero on the other boundary component. In this basis we get
The reflection coefficient r 11 and the transmission coefficient r 12 of a wave of low energy that comes in at the end Y 1 and is scattered in M therefore are r 11 =
. Transforming T 0 (0) into this basis gives
As a remark we would like to add here that in physics the scattering matrix for one dimensional scattering problems has the transmission coefficients on the diagonal and the reflection coefficients off the diagonal. Our notation differs here as we consider the operator with Neumann boundary conditions at each end as the unperturbed operator.
7.4. The full-torus. Let M be the full torus D × S 1 with boundary Y = T 2 = S 1 × S 1 . We view both D and S 1 as subsets of the complex planes and use coordinates z = re iy on D and z = e ix on S 1 . We assume that we are given a metric on M which has product structure in a small neighborhood of the boundary and that the metric on the boundary is equal to the product metric
with positive real numbers ℓ 1 , ℓ 2 . Then, the volume is Vol(Y ) = 4π 2 ℓ 1 ℓ 2 . Moreover, H 1 (M, R) ∼ = R and it is gerated by the class of the one form dx. The group H 1 (Y, R) is isomorphic to R 2 and is generated by the classes of the two harmonic 1-forms dx and dy. The L 2 -norms of these forms is easily calculated.
and, moreover, dx and dy are orthogonal to each other. The restriction of the form dx on M to Y is the form dx regarded as a form on Y . Therefore, the kernel of the connecting homomorphism ∂ is spanned by [dx] . Hence, (ker ∂)
⊥ is spanned by [dy] . Since the Hodge star operator commutes with T 2 (0) the map T 2 (0) has the form [M] ∩ ∂[dy] st is equal to the infimum of the lengths of all representatives of the cycle β = {1} × S 1 in H 1 (M, R). The geometric picture is described in Fig. 2 This integral can be simplified using Green's formula and the limit a → ∞ can be explicitly evaluated (see Equ. (172)). A simple exercise in distribution theory shows that indeed we have the orthogonality relations F (φ, λ), F (ψ, λ ′ ) = 2π φ, ψ δ(λ − λ ′ ) (153) as distributions on (0, µ 1 ) × (0, µ 1 ). Moreover, in the same way as in [Gui89] , Theorem 6.2, one shows that
W − F 0 (φ, λ) = F (φ, λ).
Therefore, in the distributional sense for λ ∈ (0, µ 1 ) SF 0 (φ, λ) = F 0 (C p (λ), λ) (156) which shows that the dynamical and the stationary scattering matrices coincide S(λ) = C p (λ). (157) The time delay operator T is defined in the following way. If φ ∈ P ac L 2 Λ p (X) then, according to the laws of quantum mechanics, the probability of finding the particle with wave function φ in M a at time t is given by This expression is not necessarily finite for all φ. Now, according to scattering theory, for φ ∈ P 0 ac L 2 Λ p (X) the states e −itH W − φ and e −iH 0 t φ are asymptotically the same for t → −∞. Thus, the time excess due to the interaction (the presence of M) is Proof. We can do this calculation in the explicit spectral decomposition. In the limit a → ∞ both integrals can be computed up to exponentially small errors since we have the expansions on Z:
F (φ, λ)| Z = e −iλu j p (φ) + e +iλu j p (S(λ)φ) + R, (169) F 0 (φ, λ)| Z = e −iλu j p (φ) + e +iλu j p (φ). (170) Therefore, integration by parts yields
