An algebra A is said to be an independence algebra if it is a matroid algebra and every map α : X → A, defined on a basis X of A, can be extended to an endomorphism of A. These algebras are particularly well behaved generalizations of vector spaces, and hence they naturally appear in several branches of mathematics such as model theory, group theory, and semigroup theory.
Introduction
Let A = A; F be an algebra (as understood in universal algebra [48] ). We say that A is a matroid algebra if the closure operator subalgebra generated by, denoted · , satisfies the exchange property, that is, for all X ⊆ A and x, y ∈ A, x ∈ X ∪ {y} and x ∈ X ⇒ y ∈ X ∪ {x} .
(1.1)
(In certain contexts of model theory, a closure system satisfying the exchange property is called a pre-geometry.) A set X ⊆ A is said to be independent if X has no redundant elements, that is, X is a minimal generating set for the subalgebra it generates: for all x ∈ X, x ∈ X \ {x} .
By standard arguments in matroid theory, we know that a matroid algebra has a basis (an independent generating set), and all bases have the same cardinality; thus matroid algebras admit a notion of dimension, defined as the cardinality of one (and hence all) of its bases. An independence algebra is a matroid algebra satisfying the extension property, that is, every map α : X → A, defined on a basis X for A, can be extended to an endomorphism of A. Examples of independence algebras are vector spaces, affine spaces (as defined below), unstructured sets, and free G-sets.
The class of independence algebras was introduced by Gould in 1995 [46] . Her motivation was to understand the properties shared by vector spaces and sets that result in similarities in the structure of their monoids of endomorphisms. As pointed out by Gould, this notion goes back to the 1960s, when the class of v * -algebras was defined by Narkiewicz [55] . (The "v" in v * -algebras stands for "vector" since the v * -algebras were primarily seen as generalizations of the vector spaces.) In fact, the v * -algebras can be defined as the matroid algebras with the extension property [56] , just like independence algebras, but with a slight difference. In the context of independence algebras, the subalgebra generated by the empty set is the subalgebra generated by all nullary operations; while in v * -algebras, it is the subalgebra generated by the images of all constant operations. The effect of this difference, so tiny that it has gone unnoticed by previous authors, is that there do exist v * -algebras A = A; F that are not independence algebras, namely exactly those for which:
1. |A| ≥ 2, 2. A does not have any nullary operations, 3 . every element of A is the image of some constant operation from the clone of A.
We remark that our result can be extended, with little effort, to include all v * -algebras, and hence it also holds for this slightly larger class. The key observation is that if a v * -algebra is not an independence algebra, then its monoid of endomorphisms is trivial.
By the end of the 1970s, G lazek wrote a survey paper on these and related algebras, including a bibliography of more than 800 items [45] . (See also [27, 28] and the references therein.) About ten years later, independence algebras naturally appeared in semigroup theory. (For a survey, see [13] ; see also [3, 4, 5, 22, 23, 25, 26, 32, 36, 37] for some results on independence algebras and semigroups.)
Between the 1960s (when v * -algebras were introduced by experts in universal algebra) and the 1990s (when they were rediscovered by experts in semigroup theory), these algebras played a very important role in model theory. Givant in the U.S. [38, 39, 40, 41, 42, 43, 44] and Palyutin in Russia [57] , independently solved an important classification problem in model theory, and their solution involved independence algebras. (For a detailed account of the importance of independence algebras for model theory, see [11] .) Independence algebras have a structure rich enough to allow classification theorems. One, due to Cameron and Szabó [32] , provides a classification of finite independence algebras. Another, due to Urbanik [60, 61, 62] , classifies all v * -algebras that have no nullary operations. Since our goal is to prove a theorem about all finite-dimensional independence algebras, we use Urbanik's classification and, in a separate section, handle the case of independence algebras with nullary operations (noting again that all independence algebras are v * -algebras). A semilattice is a commutative semigroup consisting entirely of idempotents. That is, a semigroup S is a semilattice if and only if for all a, b ∈ S, aa = a and ab = ba. A semilattice can also be defined as a partially ordered set (S, ≤) such that the greatest lower bound a ∧ b exists for all a, b ∈ S. Indeed, if S is a semilattice, then (S, ≤), where ≤ is a relation on S defined by a ≤ b if a = ab, is a poset with a ∧ b = ab for all a, b ∈ S. Conversely, if (S, ≤) is a poset such that a ∧ b exists for all a, b ∈ S, then S with multiplication ab = a∧b is a semilattice [50, Proposition 1.3.2] ). This paper's study of commuting idempotent endomorphisms is closely linked to the study of centralizers of idempotents [1, 15, 16, 51] and general centralizers of transformations [21, 52] .
For an independence algebra A, denote by End(A) the monoid of endomorphisms of A. The aim of this paper is to prove the following theorem. Theorem 1.1. Let A = A; F be an independence algebra of finite dimension n, with |A| ≥ 2. Then the largest subsemilattices of End(A) have either 2 n−1 or 2 n elements, with the latter happening exactly when the clone of A contains constant operations.
Since vector spaces and unstructured sets are independence algebras, we have the following corollaries. Corollary 1.2. If V is a vector space of finite dimension n, then the largest subsemilattices of End(V ) have 2 n elements.
If X is a nonempty finite set of size n, then the largest subsemilattices of T (X), the monoid of full transformations on X, have 2 n−1 elements.
The monoid P (X) of all partial transformations on a finite set X = {1, . . . , n} is isomorphic to the endomorphism monoid of the independence algebra A = X ∪ {0}; {f } , in which f (x) = 0 is a constant operation in the clone of A. Therefore, we have another corollary. Corollary 1.4. If X is a nonempty finite set of size n, then the largest subsemilattices of P (X) have 2 n elements.
In recent years, many papers have been devoted to connections between a given algebra and some graphs induced by the algebra. Examples include the zero-divisor graph (more than 150 papers have been written on these graphs in the last 10 years), the commuting graph (more than 50 papers in the last 10 years), and the power graph. The goal is to investigate to which extent the induced graph shapes the structure of the algebra itself. Since the endomorphism monoid of an independence algebra is deeply connected with its idempotents (for a finite-dimensional independence algebra, the singular endomorphisms are idempotent generated [5, 36] ; see also [2, 8, 9, 24] ), it is natural to consider the idempotent commuting graph of End(A). Thus, from this point of view, Theorem 1.1 provides the clique number of such a graph.
Another interesting connection is provided by [33] , where pairs of commuting idempotent endomorphisms of a group are used to describe all associative interchange rings and nearrings.
The paper is organized as follows. In Section 2, we provide relevant definitions and terminology. Since we have not been able to find a general argument that works for all independence algebras, we rely on the classification of independence algebras without nullary operations obtained by Urbanik. We present this classification in Section 3. In Sections 4-9, we prove our theorem for each type of independence algebras without nullary operations. In Section 10, we use these results and a proposition that links independence algebras with and without nullary operations to prove our theorem in all generality. Finally, in Section 11, we present some problems.
Preliminaries
In this section, we provide terminology and definitions on independence algebras that we will need in the paper.
Let A = A; F be an algebra, that is, A is a nonempty set (called the universe) and F is a set of operations on A (called the fundamental operations) [48, page 8] . As customary, we will identify a nullary operation f () = a with a ∈ A. A function α : A → A is called an endomorphism of A if it preserves all operations in F , that is, for all k ≥ 0, if f is a k-ary fundamental operation and a 1 , . . . , a k ∈ A, then α(f (a 1 , . . . , a k )) = f (α(a 1 ), . . . , α(a k )). The set End(A) is the monoid under the composition of functions.
For every k ≥ 1 and 1 ≤ i ≤ k, we will denote by p k i the k-ary projection on the ith coordinate, that is, p k i (x 1 , . . . , x k ) = x i . The clone of A is the smallest set of operations on A that contains F and all projection operations, and is closed under generalized composition [48, page 45] . We will denote the clone of A = A; F by F cl . Note that our definition of clone includes nullary functions, contrary to some authors. For a nonempty subset X of A, we denote by X the subalgebra of A generated by X [48, page 35] . Let Con be the set of nullary operations in F . As in [48, page 35] , we extend the definition of X to the empty set: ∅ = Con if Con = ∅, and ∅ = ∅ if Con = ∅.
A set X ⊆ A (possibly empty) is said to be independent if for all x ∈ X, x ∈ X \ {x} . The exchange property (1.1) has several equivalent formulations in terms of independent sets [54, page 50] . (b) for all X ⊆ A and a ∈ A, if X is independent and a / ∈ X , then X ∪ {a} is independent;
is an independent subset of X, then there is an independent set Z with Y ⊆ Z ⊆ X and Z = X .
Let A be an algebra that satisfies the exchange property. It follows from (d) of Proposition 2.2 that A has a maximal independent set. Any such set -which must necessarily generate A -is called a basis for A. Moreover, all bases for A may be characterized as minimal generating sets, and they all have the same cardinality. This common cardinality of the bases is called the dimension of A, written dim(A). Condition (2) of Definition 2.3 states that an independence algebra A is a free object in the variety it generates and any basis for A is a set of free generators.
We will need the following lemmas about algebras in general.
Lemma 2.4. If A 1 and A 2 are equivalent algebras, then End(
Proof. The result follows immediately from the definitions of an endomorphism and the clone of an algebra.
A k-ary operation on an algebra A is called a constant operation if there is a ∈ A such that f (a 1 , . . . , a k ) = a for all a 1 , . . . , a k ∈ A.
Lemma 2.5. Let A = A; F be an algebra whose clone contains a constant operation. Then F cl contains a unary constant operation.
Proof. Let f be a constant k-ary operation in F cl . Then f is defined by f (x 1 , . . . , x k ) = a, where a ∈ A. Since F cl contains all projections p k i and it is closed under generalized composition,
The v * -algebras without nullary operations were classified by Urbanik in the 1960s [60, 61, 62] . In this section, we present Urbanik's classification. Throughout this section, A = A; F will be an algebra without nullary operations.
Definition 3.1. Suppose that A is a monoid such that every non-unit element of A is a left zero. We say that A is a monoid independence algebra, and write A = A m , if for every f ∈ F , f is a k-ary operation with k ≥ 1 such that for all a, a 1 , . . . , a k ∈ A,
and F contains all unary operations that satisfy (3.2). It is easy to see that every unary operation f that satisfies (3.2) is defined by f (x) = bx, where b ∈ A.
Let A be a non-empty set on which two binary operations are defined: a multiplication (a, b) → ab and a subtraction (a, b) → a − b. We say that A is a quasifield [47] if there is 0 ∈ A such that a0 = 0a = 0 for every a ∈ A, A \ {0} is a group with respect to the multiplication, and for all a, b, c ∈ A, the following properties are satisfied:
Suppose that A is a quasifield. We say that A is a quasifield independence algebra, and write A = A q , if for every f ∈ F , f is a k-ary operation with k ≥ 1 such that for all a, b, a 1 , . . . , a k ∈ A,
and F contains all binary operations that satisfy (3.3).
Definition 3.3. Suppose that A has four elements and F = {i, q}, where i is a unary operation and q is a ternary operation. We say that A is the exceptional independence algebra, and write A e = (A, i, q), if i is an involution without fixed points (i(i(x)) = x and i(x) = x for every x ∈ A) and q is symmetrical (q(x 1 , x 2 , x 3 ) = q(x σ(1) , x σ(2) , x σ(3) ) for all x 1 , x 2 , x 3 ∈ A and all permutations σ of {1, 2, 3}) such that for all x, y ∈ A, q(x, y, i(x)) = y and q(x, y, x) = x. (One can check that q is uniquely determined by these conditions.) Definition 3.4. Suppose that G is a group of permutations of A, and that A 0 is a subset of A such that: (i) all fixed points of any non-identity g ∈ G are in A 0 , and (ii) for every g ∈ G,
We say that A is a group action independence algebra, and write
where k ≥ 1, 1 ≤ j ≤ k, g ∈ G, and a ∈ A 0 . Definition 3.5. Suppose that A is a linear space over a division ring K, and that A 0 is a linear subspace of A.
We say that A is a linear independence algebra, and write
where k ≥ 1, each λ i ∈ K, and a ∈ A 0 . Definition 3.6. Suppose that A is a linear space over a division ring K, and that A 0 is a linear subspace of A.
We say that A is an affine independence algebra, and write A a = (A, A 0 , K), if F cl consists of all operations defined by
, and a ∈ A 0 . Algebras from Definitions 3.1-3.6 are independence algebras, which is already reflected in their names. Moreover, they exhaust all possible independence algebras without nullary operations. This is due to Urbanik's classification theorem [60, 61, 62] .
Theorem 3.7. Let A be an independence algebra without nullary operations of dimension at least 1. Then A is one of the following:
(c) the exceptional independence algebra A e = (A, i, q);
where n is the number of G-transitive components of A \ A 0 , dim(A l ) = n, where n the linear dimension of the quotient space A/A 0 , and dim(A a ) = n + 1, where n is the linear dimension of the quotient space A/A 0 .
Monoid independence algebras
In this section, A m will denote a finite-dimensional monoid independence algebra (see Definition 3.1). The dimension of A m is 1, with each invertible element of the monoid A forming a basis for A m [62, page 242]. We will determine the size of a largest subsemilattice of End(A m ).
Proof. Let a ∈ A. Since α preserves the operation f (x) = ax, we have
Proof. By Lemma 4.1, ε(1) = ε(ε(1)) = ε(1)ε(1), and so ε(1) = 1 since ε(1) is invertible.
Lemma 4.3. Let ε 1 , ε 2 ∈ End(A m ) be commuting idempotents different from the identity. Then
Proof. Since ε 1 , ε 2 = id A , ε 1 (1) and ε 2 (1) are not invertible by Lemmas 4.1 and 4.2. Thus, ε 1 (1) and ε 2 (1) are left zeros in the monoid A, and so, by Lemma 4.1, (ε 1 ε 2 )(1) = ε 1 (ε 2 (1)) = ε 2 (1)ε 1 (1) = ε 2 (1). Similarly, (ε 2 ε 1 )(1) = ε 1 (1), and so ε 1 (1) = ε 2 (1) since ε 1 ε 2 = ε 2 ε 1 . Hence, for every a ∈ A, ε 1 (a) = aε 1 (1) = aε 2 (1) = ε 2 (a), and so ε 1 = ε 2 .
Theorem 4.4. Let A m be a monoid independence algebra, and let E be a largest subsemilattice of End(A m ). Then |E| = 1 if the monoid A is a group, and |E| = 2 if A is not a group.
Proof. Suppose that A is a group. Let ε ∈ End(A m ) be an idempotent. Since A is a group, ε(1) is invertible, and so ε(1) = 1 by Lemma 4.2. Thus, by Lemma 4.1, ε(a) = aε(1) = a1 = a, and so ε is the identity. It follows that |E| = 1.
Suppose that A is not a group. First, |E| ≤ 2 by Lemma 4.3. Next, fix a non-invertible element c 0 ∈ A and define ε : A → A by ε(a) = ac 0 . It is then straightforward to check that ε is an idempotent endomorphism of A m . Thus L = {id A , ε} is a subsemilattice of End(A m ), and so |E| ≥ |L| = 2. Hence |E| = 2.
Quasifield independence algebras
In this section, A q will denote a finite-dimensional quasifield independence algebra (see Definition 3.2). The dimension of A q is 2, with any two distinct elements of the quasifield A forming a basis for A q [62, page 243]. We will determine the size of a largest subsemilattice of End(A q ). It easily follows from the axioms for a quasifield that for all a, b ∈ A,
Proof. Suppose α(x) = c for every x ∈ A, where c ∈ A. Let f be an operation in A q . Then, by the definition of A q , f is a k-ary operation (k ≥ 1) such that f (a−ba 1 , . . . , a−ba k ) = a−bf (a 1 , . . . , a k ) for all a, b, a 1 , . . . , a k ∈ A. Then
Hence α preserves f , and so α ∈ End(A q ).
Theorem 5.2. Let A q be a quasifield independence algebra, and let E be a largest subsemilattice of End(A q ). Then |E| = 2.
Proof. Let ε ∈ End(A q ) be an idempotent other then the identity. Then, there is a ∈ A such that a = ε(a). We claim that ε is a constant transformation.
Let b ∈ A be any element such that b = a. Our objective is to show that ε(b) = ε(a). By (5.4), a − b = 0 and a − ε(a) = 0, which implies that there exists c ∈ A \ {0} such that
, and so, since ε is an idempotent and ε preserves f ,
We have proved that ε is a constant transformation. It follows that |E| ≤ 2. Since |A| ≥ 2, there is a constant transformation ε of A such that ε = id A . Then L = {id A , ε} is a subsemilattice of A q , and so |E| ≥ |L| = 2. Hence |E| = 2.
The exceptional independence algebra
Let A e = (A, i, q) be the exceptional independence algebra (see Definition 3.3). The dimension of A e is 2, with any two distinct elements x, y ∈ A such that y = i(x) forming a basis for A e [62, page 244].
Theorem 6.1. Let A e be the exceptional independence algebra, and let E be a largest subsemilattice of End(A e ). Then |E| = 2.
Proof. Let A = {a, b, c, d}. We may assume that the involution i, written in cycle notation, is i = (a b)(c d). Let ε ∈ End(A e ) be an idempotent. Then ε preserves i, and so i(ε(a)) = ε(i(a)) = ε(b). Thus (ε(a) ε(b)) is a cycle in i. Similarly, (ε(c) ε(d)) is also a cycle in i. Moreover, since ε is an idempotent, if (x y) is a cycle in i such that x, y ∈ im(ε), then ε(x) = x and ε(y) = y. It follows that ε must be one of the following transformations of A: It is easy to check that if ε 1 and ε 2 are two distinct commuting idempotents that occur in (6.5), then either ε 1 or ε 2 must be the identity. It follows that |E| ≤ 2. Since ε = a b c d a b a b preserves both i and q, L = {id A , ε} is a subsemilattice of End(A e ), and so |E| ≥ |L| = 2. Hence |E| = 2.
Group action independence algebras
In this section, A g = (A, A 0 , G) will denote a finite-dimensional group action independence algebra (see Definition 3.4). We fix a cross-section X of the set of G-transitive components of A \ A 0 . By [62, page 244], X is a basis for A g , so A g has dimension |X|. We will determine the size of a largest subsemilattice of End(A g ). Denote by A 1 = A; F 1 the algebra such that F 1 consists of the unary operations g, where g ∈ G, and all constant transformations f (x) = a, where a ∈ A 0 . Then A and A 1 are equivalent. Theorem 7.2. Let A g = (A, A 0 , G) be a group action independence algebra of finite dimension n, and let E be a largest subsemilattice of End(A g ). Then |E| = 2 n−1 if A 0 = ∅, and |E| = 2 n if A 0 = ∅.
Proof. Recall that n = |X|, where X is our fixed cross-section of the G-transitive components of A \ A 0 . Since End(A g ) = End(A 1 ) (see Lemma 2.4), we may assume that E is a largest subsemilattice of A 1 . Suppose that A 0 = ∅. Then, by Lemma 7.1, the subalgebras of A 1 are the sets G(Y ), where Y is a nonempty subset of X. Since X is finite, it follows that A 1 has finitely many subalgebras.
We claim that E is finite. Let ε ∈ E. Since ε is an endomorphism of A 1 , im(ε) is a subalgebra of A 1 . We will now show that different elements of E have different images. Indeed, suppose that ε 1 , ε 2 ∈ E with im(ε 1 ) = im(ε 2 ). Then for every a ∈ A 1 , (ε 1 ε 2 )(a) = ε 1 (ε 2 (a)) = ε 2 (a) since ε 2 (a) ∈ im(ε 1 ) and an idempotent fixes every element of its image. Thus ε 2 = ε 1 ε 2 . Similarly, ε 1 = ε 2 ε 1 , and so ε 1 = ε 2 since ε 1 ε 2 = ε 2 ε 1 . It follows that the number of elements of E cannot be greater than the number of subalgebras of A 1 . Since the latter is finite, E is also finite, say E = {ε 1 , . . . , ε k }.
The minimal subalgebras of A 1 are the subsets G({x}), where x ∈ X. Since the subalgebra im(ε 1 · · · ε k ) is included in im(ε i ) for every i ∈ {1, . . . , k}, there is some x 0 ∈ X such that G(x 0 ) ⊆ im(ε i ) for every i ∈ {1, . . . , k}. Suppose that ε i , ε j ∈ E with im(ε i ) \ G(x 0 ) = im(ε j ) \ G(x 0 ). Then im(ε i ) = im(ε j ), and so, by the previous paragraph, ε i = ε j . Therefore, the mapping ε i → Y i \ {x 0 } (where im(ε i ) = G(Y i )) from E to P(X \ {x 0 }) is injective, and so |E| ≤ 2 |X|−1 = 2 n−1 . Now, fix x 0 ∈ X and let Γ = {Y ⊆ X : x 0 ∈ Y }. Then, for each Y ∈ Γ, define ε Y : A → A as follows: ε Y (a) = a if a = g(x) and x ∈ Y , and ε Y (a) = g(x 0 ) if a = g(x) and x / ∈ Y . Suppose a ∈ A. Since A 0 = ∅, a must lie in some G-transitive component of A \ A 0 . Thus a = g(x) for some g ∈ G and x ∈ X, and such an x is unique since X is a cross-section of the G-transitive components of A \ A 0 . Suppose g(x) = h(x), where h ∈ G. Then (h −1 g)(x) = x, and so h −1 g = 1 since all fixed points of the non-identity elements of G are in A 0 . Hence g = h, and so g is unique too. We have proved that ε Y is well defined. It is easy to check that ε Y is an
|X|−1 = 2 n−1 . Therefore, |E| ≥ |L| = 2 n−1 , and so |E| = 2 n−1 . Suppose that A 0 = ∅. By Lemma 7.1, the subalgebras of A 1 are the sets G(Y ) ∪ A 0 , where Y ⊆ X. As in the first part of the proof, the number of elements of E cannot be greater than the number of subalgebras of A 1 , hence |E| ≤ 2 |X| = 2 n . Now, fix a 0 ∈ A 0 and, for each Y ⊆ X, define ε Y : A → A as follows: ε Y (a) = a if a = g(x) for some g ∈ G and x ∈ Y , ε Y (a) = a 0 if a = g(x) and for some g ∈ G and x / ∈ Y , and ε Y (a) = a if a ∈ A 0 . As in the first part of the proof, ε Y is a well-defined idempotent in
n , and so |L| = 2 n .
Linear independence algebras
In this section, A l = (A, A 0 , K) will denote a finite-dimensional linear independence algebra (see Definition 3.5). If S 0 is a basis of the linear subspace A 0 and S is a basis of the linear space A that is an extension of S 0 , then T = S \ S 0 is a basis of the independence algebra A l [62, page 236], so A l has dimension |T |. In other words, the dimension of A l is equal to the linear dimension of the quotient space A/A 0 . The monoid End(A l ) consists of all mappings from A to A that preserve every operation f (x 1 , . . . , x k ) = k i=1 λ i x i + a, where k ≥ 1, each λ i ∈ K, and a ∈ A 0 . It easily follows that End(A l ) consists of all linear transformations of A that fix every element of A 0 . We will determine the size of a largest subsemilattice of End(A l ). First, we need the following result from matrix algebra [49, pages 51-53] .
Lemma 8.1. Let E be a set of m×m pairwise commuting diagonalizable matrices over a division ring K. Then there exists an invertible matrix P such that P −1 M P is diagonal for every M ∈ E.
Lemma 8.2. Suppose that A l has dimension n. Let E be a set of pairwise commuting idempotents in End(A l ). Then |E| ≤ 2 n .
Proof. As idempotent endomorphisms, the elements of E are pairwise commuting projections that contain A 0 in their image. These elements are in a natural 1-1 correspondence with the projections of the linear quotient space A/A 0 , and moreover, the correspondence clearly preserve the property of being pairwise commutative. Hence we may assume that A 0 = {0} and that n is also the linear dimension of A l . With respect to a linear basis for A l , projections are represented by diagonalizable matrices. By Lemma 8.1 we can find a basis B that diagonalizes all matrices representing the elements of E simultaneously. With respect to B, the elements of E are represented by diagonal n × n-matrices with values in {0, 1} (as the elements of E are projections). The result follows as there are at most 2 n such matrices. Theorem 8.3. Let A l = (A, A 0 , K) be a linear independence algebra of finite dimension n, and let E be a largest subsemilattice of End(A l ). Then |E| = 2 n .
Proof. By Lemma 8.2, it suffices to construct a semilattice of endomorphisms of A l of size 2 n . Let T be a basis for A l (as an independence algebra). For each subset Y ⊆ T , define ε Y : A → A by:
Corollary 8.4. Let V be a vector space of dimension n. Then the largest semilattices of linear transformations of V have size 2 n .
Affine independence algebras
In this section, A a = (A, A 0 , K) will denote a finite-dimensional affine independence algebra (see Definition 3.6). The dimension of A a is one more than the linear dimension of the quotient space A/A 0 [62, page 236]. Hence the dimension of A a is one more than the dimension of the corresponding linear independence algebra A l = (A, A 0 , K). The monoid End(A a ) consists of all mappings from A to A that preserve every operation f (x 1 , . . . ,
, and a ∈ A 0 . Theorem 9.1. Let A a = (A, A 0 , K) be an affine independence algebra of finite dimension n, and let E be a largest subsemilattice of End(A a ). Then |E| = 2 n−1 .
Proof. The monoid End(A a ) consists of all affine transformations of A whose restrictions to A 0 are translations. Hence, every idempotent in End(A a ) is a projection onto an affine subspace that contains a translate of A 0 . As in the linear case, we may assume that A 0 = {0}, that the idempotent elements of End(A a ) are the projections onto affine subspaces, and that n is one more than the linear dimension of A l . Every affine projection ε can be written uniquely in the form ε(x) = α ε (x) + c ε , where α ε is a linear projection and c ε ∈ A. Let ε 1 , ε 2 ∈ E with ε 1 (x) = α 1 (x) + c 1 and ε 2 (x) = α 2 (x) + c 2 .
We claim that α 1 and α 2 commute. Since ε 1 and ε 2 commute, we obtain, for every x ∈ A,
Setting x = 0, we obtain α 1 (c 2 ) + c 1 = α 2 (c 1 ) + c 2 , which implies that α 1 (α 2 (x)) = α 2 (α 1 (x)) for every x ∈ A. This proves the claim. 
The main theorem
Our main result will follow from Theorem 3.7 and the following proposition.
Proposition 10.1. Let A = A; F be an independence algebra with dim(A) ≥ 1. Let A 1 = A; F 1 , where F 1 = F cl \ Con. Then A 1 is an independence algebra with dim(A 1 ) = dim(A) and End(A 1 ) = End(A).
Proof. We first prove that End(A 1 ) = End(A). Since F 1 ⊆ F cl , we have End(A) ⊆ End(A 1 ). Conversely, let α ∈ End(A 1 ) and let f ∈ F cl . If f is not a nullary operation, then f ∈ F 1 , and so α preserves f . Suppose f = a ∈ A is a nullary operation. By the definition of F cl , there exists a unary constant operation g ∈ F cl with image {a}. Then g ∈ F 1 , and so α preserves g. Hence α(a) = α(g(a)) = g(α(a)) = a, and so α preserves f . It follows that End(A 1 ) = End(A). For X ⊆ A, we denote by X F cl and X F1 the closure of X in A and A 1 , respectively. Let (c 1 , . . . , c k ) (k ≥ 0) for some f ∈ F cl and c 1 , . . . , c k ∈ X. If k ≥ 1, then f ∈ F 1 , and so a ∈ X F1 . Suppose k = 0. Then a is a nullary operation in F cl . As in the previous paragraph, we then have a unary operation g ∈ F 1 such that g(x) = a for every x ∈ A. Since X = ∅, there is some c ∈ X. Thus a = g(c) ∈ X F1 . It follows that X F1 = X F cl .
By the claim and the fact that A satisfies the exchange property (1.1), A 1 also satisfies the exchange property. Let X be a basis for A 1 . Since A 1 does not have any nullary operations, we must have X = ∅. We claim that X is an independent set for A if |X| ≥ 2. For any x ∈ X, |X \ {x}| ≥ 1 and the claim follows from X \ {x} F1 = X \ {x} F cl , and the fact that X is an independent set for A 1 . As X F1 = A = X F cl , it is also a basis for for A. This implies dim(A 1 ) = dim(A). Moreover, since End(A 1 ) = End(A), every α : X → A can be extended to an endomorphism of End(A 1 ). Hence A 1 is an independence algebra. Now let |X| = 1. Then A = X F1 ⊆ X F cl , and as we assumed that dim(A) ≥ 1, we have that dim(A) = 1 = dim(A 1 ). If every basis X is also in independent set of A, then as above we can conclude that A 1 is an independence algebra. So suppose this is not the case. Then for some X = {x}, x ∈ ∅ F cl , which means that x is the image of a nullary operation from F cl . Then x would be the image of a constant unary operation u x from F 1 . As X = A every element of A would also be the image of a constant unary function t(u x (x), . . . , u x (x)) from F 1 , for some t. But then every element of A would also have the form t(x, . . . , x), and hence ∅ F cl = A, contradicting that dim(A) ≥ 1.
Lemma 10.2. Let A e = (A, i, q) be the exceptional algebra. Then {i, q} cl does not contain any constant operations.
Proof. It is straightforward to check that i is an endomorphism of A e . As i has no fixed points, {i, q} cl cannot contain any constant operations.
Following [62] , we will say that a ∈ A is an algebraic constant if there is f ∈ F cl such that f is a constant operation with image {a}. Theorem 10.3. Let A = A; F be an independence algebra of finite dimension n, with |A| ≥ 2. Then the largest subsemilattices of End(A) have either 2 n−1 or 2 n elements, with the latter happening exactly when the clone of A contains constant operations.
Proof. Let E be a largest subsemilattice of End(A). Suppose dim(A) = 0. This can only happen when A has nullary operations that generate A. But then the only endomorphism of A is the identity, and so |E| = 1 = 2 n . Suppose that dim(A) ≥ 1. By Proposition 10.1, we may assume that A does not have any nullary operations. Then A is equivalent to one of the independence algebras listed in Theorem 3.7.
Suppose A = A m is a monoid independence algebra. Then n = 1. Suppose A is a group. Recall that any unary operation f of A m is defined by f (x) = bx, where b ∈ A (see Definition 3.1). Thus f is not constant since |A| ≥ 2. The set of operations that satisfy (3.2) is closed under generalized composition [62, Section 4.2] . It follows that every unary operation f in F cl is defined by f (x) = bx, where b ∈ A. Thus, by Lemma 2.5, F cl does not contain any constant operations. By Theorem 4.4, |E| = 1 = 2 n−1 . Suppose A is not a group and select a non-unit a ∈ A. Then a is a left zero in the monoid A, and so the operation f (x) = ax = a is constant. Since f ∈ F , 
Problems
In this section, we present some problems that might attract attention of experts in linear algebra, ring theory, extremal combinatorics, group theory, semigroup theory, universal algebraic geometry, and universal algebra. The overwhelming majority of theorems proved about independence algebras do not use any classification theorems. Therefore, the next problem is natural.
Problem 11.1. Is it possible to prove Theorem 10.3 without using the classification theorem for v * -algebras?
Fountain and Gould defined the class of weak exchange algebras, which contains independence algebras, weak independence algebras, and basis algebras, among others [34, 35] . Problem 11.2. Prove an analogue of Theorem 10.3 for the class of weak exchange algebras and its subclasses.
As we have already indicated, the study of graphs induced by algebras has attracted a great deal of attention in recent years. The commuting graph of a semigroup S is the graph whose vertices are the non-central elements of S and two of them form an edge if they commute as elements of the semigroup. The idempotent commuting graph of a semigroup S is the commuting graph of S restricted to the idempotent elements. Our main theorem provides the clique number of the idempotent commuting graphs of the monoids End(A), when A is an independence algebra. Problem 11.3. Let A be an independence algebra. Find the diameter of the idempotent commuting graph of End(A). Similarly, find the diameter of the commuting graph of End(A). (Some related results are contained in [14] .)
The following problem may be difficult to solve in all generality, but some progress might be achieved using the classification theorem for v * -algebras.
Problem 11.4. Find the clique number of the commuting graph of End(A), where A is an independence algebra.
We point out that the answer to this question is not known even in the case of T (X), the full transformation monoid on a finite set X. The problem has been solved for the finite symmetric inverse semigroup [6] , but the complexity of the arguments in that paper suggests that Problem 11.4 might be very hard for some classes of independence algebras.
The first author and Wehrung [28] introduced a large number of classes of algebras that generalize independence algebras.
Problem 11.5. Prove a result similar to Theorem 10.3 and solve analogs of Problems 11.3 and 11.4 for M C-algebras, MS -algebras, SC -algebras, and SC -ranked algebras [28, Chapter 8] .
A first step in solving these problems would be to find the size of the largest semilattice contained in the endomorphism monoid of an SC -ranked free M -act [28, Chapter 9] , and for an SC -ranked free module over an ℵ 1 -Noetherian ring [28, Chapter 10] .
Finally, we suggest a family of problems that concern groups of automorphisms. Problem 11.6. Let A be an algebra belonging to one of the classes of algebras referred to above (independence algebras, v * -algebras, weak exchange algebras, MC -algebras, MS -algebras, SC -algebras, SC -ranked algebras, SC -ranked free M -act, SC -ranked free modules over an ℵ 1 -Noetherian ring, any of the classes in Urbanik's classification, etc.). Let End(A) be the monoid of endomorphisms of A. Describe the automorphisms of End(A).
We observe that Problem 11.6 is linked to one of the main questions in universal algebraic geometry, and it is still not solved for some classes of independence algebras, let alone for more general classes. On the other hand, many instances of this problem have been solved for other classes of algebras [58, 59, 63] . (See also [7, 10, 12, 17, 18, 19, 20, 29, 30, 31, 53] .)
