We present several functional inequalities for finite difference gradients, such as a Cheeger inequality, Poincaré and (modified) logarithmic Sobolev inequalities, associated deviation estimates, and an exponential integrability property. In the particular case of the geometric distribution on N we use an integration by parts formula to compute the optimal isoperimetric and Poincaré constants, and to obtain an improvement of our general logarithmic Sobolev inequality. By a limiting procedure we recover the corresponding inequalities for the exponential distribution. These results have applications to interacting spin systems under a geometric reference measure.
Introduction
Isoperimetry consists in finding sets of minimal surface among sets of a given volume, i.e. to search for optimal constants c in inequalities of the form cI (µ(A)) ≤ µ s (A), (1.1) where µ s and µ are respectively surface and volume measures and I is a non-negative function on [0, 1]. Isoperimetric constants are linked, via co-area formulas, to functional inequalities such as Poincaré or logarithmic Sobolev inequalities. Discrete isoperimetry has been studied in various contexts, such as reversible Markov chains [10] , [15] , graph theory [1, 18] , statistical mechanics, cf. e.g. [9] . In this paper we consider the general discrete setting of a probability space (E, E, µ), and a finite difference gradient d + defined as d + f = f • τ − f , where τ : E → E is an absolutely continuous mapping. Typically E = N and d + f (k) = f (k + 1) − f (k), in this case d + can be used to express the surface measure of a set as the expectation of a discrete gradient norm. However, E can be a more general, even uncountable, space. The abstract case of a metric space has been considered in [2, 5] for a gradient having the derivation property.
In Section 2 we recall a discrete generalization of Cheeger's inequality [7] , i.e. a lower bound on the spectral gap λ µ in terms of the isoperimetry constant h µ , cf. [1, 18] . When µ is the geometric distribution π on N with Keywords and phrases. Geometric distribution, isoperimetry, logarithmic Sobolev inequalities, spectral gap, Herbst method, deviation inequalities, Gibbs measures.
parameter p ∈ (0, 1) we show in Section 3.1 that h π = (1 − p)/p and λ π = (1 − √ p) 2 /p. The lower bound for λ π obtained from Cheeger's inequality turns out to be optimal for the geometric distribution.
A measure µ is said to satisfy a logarithmic Sobolev inequality [12] with gradient d and constant C > 0 when
denotes the entropy of f under µ. If the gradient df has the derivation property, (1.2) is equivalent to the following modified logarithmic Sobolev inequality
Such modified inequalities have been established for Poisson and Bernoulli measures on N in [3] , using the finite difference gradient d + . On the other hand, modified logarithmic Sobolev inequalities for the exponential distribution have been obtained in [2] under the additional hypothesis that f is c−Lipschitz, i.e. |df | ≤ c, when d has the derivation property. In Section 3.2 we adapt the method of [2] to the geometric distribution, which can be viewed as a discrete analog of the exponential distribution, since the inter-jump times of the Poisson (resp. binomial) process have exponential (resp. geometric) distributions. For this we use an integration by parts formula and replace the derivation rule used in [2] with bounds on the finite difference gradient d + , deduced from the mean value theorem. As noted in [9] , the logarithmic Sobolev inequality does not hold for d + as stated in (1.3) under the geometric distribution with parameter p (take e.g. f a (n) = n log a and let a 1/p). We will show that (1.3) does hold for the geometric distribution under the further assumption |d + f | ≤ c, with a constant depending on c. In Section 3.3, using the Herbst method we obtain a deviation result for the geometric distribution, which differs from the deviation inequality recently obtained in [13] from the covariance representation method for infinitely divisible distributions. Although the integral part [X] of an exponential random variable with parameter λ has a geometric law of parameter e −λ , it does not seem possible to apply existing results on the exponential distribution [2] in our setting. For example, when f : N → R is Lipschitz, f ([X]) is not the composition of a Lipschitz function with X. However, exponential random variables can be approximated in distribution by geometric random variables, and in this way we recover the functional inequalities proved in [2] for the exponential distribution.
In Section 4 we obtain a more general result, stating that any distribution µ that satisfies a Poincaré inequality with constant λ µ for a finite difference gradient also satisfies a logarithmic Sobolev inequality of modified type for all function f such that |d + f | ≤ c, which implies deviation bounds. In Section 4.2 we present an exponential integrability criterion.
Let us mention that the results of this paper can be applied to an interacting spin system under a geometric reference measure, for which a logarithmic Sobolev inequality and a deviation inequality can be proved, extending the results established in [9] under Poisson reference measures.
Notation and preliminaries
Given a probability space (E, E, µ), let τ : E → E denote a map absolutely continuous with respect to µ. We denote by d + the finite difference gradient operator defined as
where f • τ will be denoted by τf for shortness of notation. If x ∈ R is such that µ(f ≥ x) ≥ 1/2 and µ(f ≤ x) ≥ 1/2, we say that x is a median of f under µ, and write m(f ) = x. We recall that for every median of f we have
We will need the co-area formula
which follows easily from the relations
If E = N then it is natural to consider the shift operator τf (k) = f (k + 1), k ∈ N, and the associated gradient
Note that given A ⊂ N we have
represents the measure of ∂A. Throughout this paper, µ denotes an arbitrary probability measure on E, while π denotes the geometric distribution with parameter p ∈ (0, 1) on E = N.
Let h µ denote the optimal constant in the inequality
Propositions 2.1 and 2.2 below are classical results in the settings of connected graphs and Markov chains under reversibility or ergodicity assumptions, see e.g. [1, 15, 18] and the references therein. The gradient used in our setting is different, but the proofs are similar and omitted here.
Let λ µ denote the optimal constant in the Poincaré inequality
The next result is a discrete generalization of Cheeger's inequality [7] , i.e. a lower bound on the spectral gap λ µ in terms of the isoperimetry constant h µ , which shows that the strict positivity of h µ implies a Poincaré inequality.
Proposition 2.2. We have
Note that (2.6) also yields an upper bound on h µ in terms of λ µ :
3. The geometric distribution
Optimal isoperimetric and Poincaré constants
We take E = N and the gradient
Under π the Laplacian L = −d + * π d + is given by
Poincaré inequalities for general discrete distributions have been proved in [4, 6, 8, 17] . Theorem 1.3 in [4] shows in particular that a discrete distribution µ on N satisfies (2.5) if and only if
for some constant c > 0. It is easily seen that the geometric distribution π with parameter p ∈ (0, 1) given by:
does satisfy this hypothesis. In this section we prove an isoperimetric inequality for the geometric distribution, which will imply a Poincaré inequality from Cheeger's inequality (2.6). The proof relies as in [2] on an integration by parts formula under π, stated here in the form of the next lemma, whose proof is immediate.
In the next proposition we obtain the value of the optimal isoperimetric constant under the geometric distribution.
Proposition 3.2. Under the geometric distribution π we have
Proof. From the integration by parts formula (3.1) we have
In particular, the isoperimetric inequality becomes an inequality for functions of the form f n = 1 [n+1,∞) , with n ≥ − log 2/ log p. 
Proof. Using Cheeger's inequality (2.6) and Relation (3
On the other hand, with f a (k) = a k we have:
and taking the limit as a
Here, the lower bound on λ π obtained from Cheeger's inequality coincides with the optimal Poincaré constant. The Poincaré inequality under π is not an equality in the linear case f (k) = a + bk:
In fact, from Corollary 5.1 of [8] , equality in the linear case holds only under the Poisson distribution.
Remark 3.4. The lower bound of λ π can be directly obtained from the integration by parts formula (3.1) under π.
Proof. Letting g = f − f (0) we have g(0) = 0 and from (3.1) applied to g 2 we obtain:
Using an approximation in distribution of exponential random variables by geometric random variables, we recover the Poincaré inequality of Lemma 2.1 in [2] for the exponential distribution with its optimal constant, cf. [11] .
Proposition 3.5. Let Y be an exponentially distributed random variable with parameter − log p. We have
for all Lipschitz function f on R.
Proof. Let X ε be a geometric random variable with parameter p ε . We have
It remains to let ε go to 0 and to use the convergence of εX ε in distribution to the exponential random variable Y with parameter − log p.
In a similar way, from Proposition 3.2 we obtain an isoperimetric inequality under the exponential distribution with parameter − log p:
The above constants h = − log p and λ = (log p) 2 /4 also satisfy the classical Cheeger inequality λ ≥ h 2 /4 which holds in the continuous case, cf. [7] .
Modified logarithmic Sobolev inequality
In this section we obtain a modified logarithmic Sobolev inequality for the geometric distribution π on E = N,
5)
Proof. From the inequality −u ln u ≤ 1 − u, u > 0, we have:
Ent π e f = E π f e f − E π e f ln E π e f ≤ E π f e f − e f + 1 .
(3.6)
Let again g = f − f (0), and let h(v) = ve v − e v + 1. We have h • g(0) = 0, and applying (3.1) to h • g we get:
where the inequality
follows from the mean value theorem. From Lemma 3.6 and the Schwarz inequality we obtain:
In higher dimensions we consider the multi-dimensional gradient defined as
where f is a function on N n , k = (k 1 , . . . , k n ) ∈ N n , (e 1 , . . . , e n ) is the canonical basis of R n , and the gradient norm
From the tensorization property of entropy, (3.5) still holds with respect to π ⊗n in any finite dimension n:
provided |d + i f | ≤ c, i = 1, . . . , n (we may also take (1 − p) −1 (1 − √ pe c ) −1 as logarithmic Sobolev constant). Using an approximation in law of the exponential distribution by renormalized geometric random variables, we recover the logarithmic Sobolev inequality of Proposition 2.2 in [2] . Proposition 3.8. Let Y be an exponentially distributed random variable with parameter − log p. We have
for every c-Lipschitz function f on R.
Proof. We apply (3.5) to X ε , and get for every c-Lipschitz function f :
It remains to let ε go to 0.
Deviation inequality
In this section we prove a deviation inequality for functions of several variables under π ⊗n using the Herbst method and the above modified logarithmic Sobolev inequality. 
with H(0 + ) = E π ⊗n [f ]. In order for H(t) to be finite we may first assume that f is bounded, and then remove this assumption via a limiting argument once (3.9) is obtained. From (3.5) we have:
(3.10) Finally, using Chebychev's inequality we obtain from (3.10) :
where we used the fact (see e.g. Cor. 2.11 in [16] ) that the above minimum is attained at t = min(1, r 2α 2 ap,c ). Assume now that f satisfies |d + i f | ≤ β, i = 1, . . . , n, for some β > 0. Then cf /β satisfies the above hypothesis and we get
Corollary 3.9 implies in particular E π [e αf ] < ∞ for all α < c/β and |d + f | < c. The condition c < − log p in Corollary 3.9 is necessary, since f (k) = ck is not exponentially integrable under the geometric distribution π when c ≥ − log p. When n = 1, α = β and r ≥ 2cβa p,c , we have
and if r ≤ 2cβa p,c :
These bounds can be compared to the result of [13] :
r > 0, and to the exact deviation
for X a geometric random variable with parameter p, where [x] denotes the integral part of x ∈ R. Applying the inequality (3.9) to −f , we obtain the concentration inequality
Consider the negative binomial distribution ν with parameters n ≥ 1 and p ∈ (0, 1), defined as
Negative binomial random variables can be constructed as sums of n independent and identically distributed geometric variables with parameter p. Therefore, if we apply (3.9) to f (k 1 , . . . , k n ) = φ(k 1 + · · · + k n ), (k 1 , . . . , k n ) ∈ N n , we obtain the modified logarithmic Sobolev inequality
and the deviation inequality
where φ : N → R satisfies |d + φ| ≤ β, for the negative binomial distribution µ. Similar results can be obtained for the tensor product of negative binomial laws with parameters n 1 , . . . , n d , namely by replacing a p,c with (n 1 + · · · + n d )a p,c in (3.5) and (3.9). Geometric and negative binomial random variables can be constructed as hitting times of the binomial process, thus they can be viewed as random variables on Bernoulli space. However, applying to them the Poincaré and logarithmic Sobolev inequalities on Bernoulli space (see e.g. [14] ) yields results that are weaker than the above inequalities.
The abstract case
In this section, we turn again to the general case of a probability space (E, E, µ) with an absolutely continuous mapping τ : E → E. We show that modified logarithmic Sobolev and deviation inequalities hold for every measure µ on E which satisfies a Poincaré inequality
with respect to d + , i.e. for every measure µ such that λ µ > 0. The application of the general results of this section to the geometric distribution using the spectral gap value (3.3) of λ π allow to recover the inequalities of Section 3.2. However, explicit calculations show that the results are recovered with worse constants for all p ∈ (0, e −c ), especially as p approaches e −c .
Logarithmic Sobolev inequality and deviation inequality
Before turning to the main result of this section, we need the two following propositions whose proofs are adapted from [2] , replacing the chain rule of derivation by the mean value theorem, and postponed to the end of this section. The next proposition is a generalization of Lemma 3.6.
The next statement is a modification of Proposition 3.4 in [2] . 
5 λµ
The following is a modified logarithmic Sobolev inequality which holds whenever λ µ > 0. 
Hence
Ent µ e f ≤ 1 2 e c 1+
We also have
By tensorization, Theorem 4.3 implies in higher dimensions
provided |d + i f | ≤ c, i = 1, . . . , n. As in Section 3.2 we obtain as a corollary a deviation inequality for the product measure µ ⊗n on E n : with c 1 = 3c 2 2uλµ + u 2 and c 2 = c 2 uλµ . Let us consider the probability measure
dµ.
By Jensen's inequality,
From the inequality ab 2 ≤ a 3 + |b − a|(a 2 + b 2 ), a, b ≥ 0, we have
where we used the fact that c 2 ≤ c 1 . Therefore,
Optimizing in u we obtain for u = c 5 λµ :
As in [2] and references therein, we can obtain the following bound. with γ 2 1 e γ1 = 2λ µ . Proof. From the Poincaré inequality on (E 2 , µ ⊗2 ) we have:
provided E µ ⊗2 [f ] = 0. Applying this inequality to f (x, y) = sinh(tg(x, y)/2), 0 ≤ t < γ 1 with g(x, y) = h(x) − h(y) and |dh| ≤ 1, and using the bound | sinh(x + y) − sinh(x)| ≤ |y|e |y| cosh x, x, y ∈ R, Applying the same inequality for t/2 and iterating, we have
where the product converges whenever t < c. It can be shown as in [2] that √ V is convex. Moreover V (0) = 1
It is easily checked that the assumption of Corollary 4.4 is consistent with that of Proposition 4.6.
