Abstract-Zheng and Tse have shown that over a quasi-static channel, there exists a fundamental tradeoff, known as the diversity-multiplexing gain (D-MG) tradeoff. In a realistic system, to avoid inefficiently operating the power amplifier, one should consider the situation where constraints are imposed on the Peak to Average Power Ratio (PAR) value of the transmitted signal. In this paper, we investigate the D-MG tradeoff of multi-antenna systems with PAR constraints. For Rayleigh fading channels, the result shows that the D-MG tradeoff remains the same even with PAR constraints.
I. INTRODUCTION
While the communication capability of a fast fading channel can be characterized by its capacity, for slow fading channels, defining capacity is not possible due to the nonzero probability of deep fade. However, for a fixed error probability, the outage capacity can be defined as the largest rate of reliable communication [1] , [2] . The outage capacity is closely related to the tradeoff between data rate and error probability. At high signal-to-noise ratio (SNR), this tradeoff is captured in terms of a tradeoff between diversity and multiplexing gains (D-MG) [3] .
It is well known that multiple antennas can provide diversity gain in slow fading channels. In practice, one of the major concerns in system design is to avoid operating the power amplifier at high Peak to Average Power Ratio (PAR). This practical issue motivates our study on the D-MG tradeoff of multi-antenna systems with PAR constraints. The remainder of this paper is organized as follows: Section II introduces the system model and the definitions of diversity and multiplexing gains. In Section III, we analyze the D-MG tradeoff with PAR constraints and show that the D-MG tradeoff remains the same for Rayleigh fading channels. In Section IV, conclusions are given.
II. SYSTEM MODEL AND DEFINITIONS

A. System Model
As in [3] , consider a wireless link with m transmit and n receive antennas. The fading coefficient h i j is the complex path gain from transmit antenna j to receive antenna i. Let the channel matrix H = [h i j ] ∈ C n×m . H is assumed to be known to the receiver, but not to the transmitter. We also assume that This work was supported by the National Science Council, Taiwan, R.O.C., under grant NSC 96-2219-E-002-013. the channel matrix H remains constant within a block of l symbols. That is, the block length is much smaller than the coherence time of the channel. Then the channel, within one block, can be written as
where X ∈ C m×l has entries x i j , i = 1, ..., m, j = 1, ..., l being the signals transmitted by antenna i at time j ; Y ∈ C n×l is the received signal; W is the additive noise with i.i.d. entries w i j ∼ CN(0, 1) (i.e., complex Gaussian with mean 0 and variance 1); SNR is the average signal-to-noise ratio (SNR) at each receive antenna.
A rate R bits per second per hertz (b/s/Hz) codebook C has |C| = 2 Rl codewords, each being an m × l matrix. The transmitted signal X is normalized such that the average transmit power at each antenna in each symbol period is 1.
B. Diversity and Multiplexing
For the case without PAR constraints on each antenna, in order to achieve a certain fraction of the capacity at high SNR, one should consider a family of codes that support a data rate which also increases with log(SNR) . The DiversityMultiplexing Gain (D-MG) are defined as [3] Definition 1: A diversity gain d * (r) is achieved at multiplexing gain r if the data rate R(SNR) satisfies
and the outage probability P out (R) satisfies
The curve d * (r) is the diversity-multiplexing gain tradeoff. For convenience, we borrow the notation introduced in [3] to denote exponential equality. That is, f (SNR) .
≥ ,≤ are similarly defined.
III. DIVERSITY-MULTIPLEXING GAIN TRADEOFF WITH PAR CONSTRAINTS When space-time codes are used in a multi-antenna system, due to the coding procedure which combines the information symbols to form the coded symbols for each transmit antenna, high PAR values may happen, especially when the number of transmit antennas is large. To reflect the limitations of practical communication systems, we take PAR into consideration and investigate the effect of PAR constraints on each transmit antenna.
A. The Behavior of Capacity at High SNR with PAR Constraints
For the study on the optimal D-MG tradeoff with PAR constraints, a reasonable definition of multiplexing gain is needed. That is, we need to know how the capacity grows with SNR. However, the expression of the exact capacity of multi-antenna channel with inputs subjected to total power and PAR constraints may not be a closed form, or may be too complicated (for the single antenna scenario with average power and peak power constraints, see [4] , [5] ). Fortunately, since the D-MG tradeoff is an asymptotic tradeoff, what we need is simply the behavior of the capacity for asymptotically large SNR. In this section, we will derive a lower bound of the capacity with inputs subjected to total power and PAR constraints. The bound is tight enough for the derivation of the D-MG tradeoff. The capacity without PAR constraints can be used as an upper bound (already known in [1] , [6] ). These two bounds are then used to show what the capacity is like when SNR becomes large.
From (1), omitting the time index, the channel model can be written as y = Hx + w
where x ∈ C m is the transmitted signal (not normalized), y ∈ C n is the received signal, the additive noise w has i.i.d. entries w i ∼ CN(0, 1). Let r i be the PAR of the i-th transmit antenna given by
where sup [ ] denotes supremum, E t [ ] denotes the expectation over t and x i is the i-th element of x . The total power and PAR constraints of the transmitted signal x are P > 0 and r i > 1, respectively, such that
where Tr() denotes trace and x † denotes the conjugate transpose of x. With these definitions, we have the following lower bound on the capacity of this channel.
Lemma 1:
The ergodic capacity C of the channel (4) with transmitted signal subjected to (5), (6) is:
where k i are constants defined in Appendix A Proof: The proof is given in Appendix A
B. Optimal D-MG Tradeoff with PAR Constraints
Now we are ready to discuss the D-MG tradeoff with PAR constraints. Specifically, consider the Rayleigh fading channel.
Lemma 2: For the Rayleigh fading channel, the ergodic capacity C of the channel (4) with transmitted signal subjected to (5) , (6) is
Proof: Let C ¥ be the capacity without PAR constraints. It is well known that [1] [6]
Use C ¥ as an upper bound. From (7), we have
and clearly,
Lemma 2 points out that the multiplexing gain r should be defined in the same way as the case without PAR constraints. The main result is given in the following theorem. Theorem 1: For the Rayleigh fading channel, the optimal D-MG tradeoff with PAR constraints is the same as the case without PAR constraints.
Proof: The outage probability is
where I( ; ) denotes the mutual information and f x (x) is the probability density function of x subject to equations (5) and (6) . The inequality follows from (7) and (9) follows from [3] . Using the same techniques as in [3] , denoting l i as the nonzero eigenvalues of HH † and letting R = r log SNR,
Thus P out (R)≤ (10) and (10) is exponentially equal to the outage probability without PAR constraints in [3] . However, the outage probability with PAR constraints should be larger than the outage probability without PAR constraints, that is, P out (R)≥ (10). Thus P out (R) . = (10), and the optimal tradeoff remains the same as the case without PAR constraints. Intuitively, this result is not surprising, since the PAR constraints do not reduce the spatial degree of freedom and the capacity C grows like C ¥ with increasing SNR.
To show that this optimal tradeoff can be achieved by a code with finite code length, we adopt a similar method as in [3] by choosing the input to be a random code drawn from i.
i.d distribution (43).
Theorem 2: For l ≥ m + n − 1, Rayleigh fading channels with PAR constraints, the optimal D-MG tradeoff is achievable.
Proof: The proof is given in Appendix C.
IV. CONCLUSION
The D-MG tradeoff provides useful insights into the performance of multi-antenna systems. However, it can not, capture the effect of PAR constraints imposed on the transmit antennas. In this paper, we investigated the D-MG tradeoff of multiantenna systems with PAR constraints. For Rayleigh fading channels, we showed that the D-MG tradeoff remains the same even with PAR constraints. Similar techniques may be used to extend this result to other channel statistics. In theory, there exist codes that achieve the optimal D-MG tradeoff while having low PAR values. Finding such codes and deriving their encoding/decoding algorithms for practical use are not trivial. These are the research topics of practical importance.
APPENDIX A PROOF OF LEMMA 1
Following the method in [1] , since the receiver knows the realization of H, the channel output is the pair (y, H). The mutual information between channel input and output is then I (x; (y, H)) = I(x; H) + I(x; y|H) = I(x; y|H)
Denote h(x) as the differential entropy of x and let H be a particular realization of H. For this H, when the SNR is asymptotically large, the output differential entropy h(y|H = H) can be well approximated by the input differential entropy h(x|H = H). In addition,
where e x − F MMSE y, and F MMSE is the minimum meansquare error (MMSE) estimation filter of x given y. As in [7] , denoting S xx E xx † , S xy E xy † , according to the Orthogonality Principle, we have
where we assume that S xx is positive, and the matrix inversion lemma
is used. E ee † can be computed as
where the matrix inversion lemma is again used. Assume that the covariance matrix of e, denoted Cov[e], and S xx are both positive definite. These assumptions will be verified later.
Cov[e] = E[ee
where we denote A 0 (A − 0), if A is a positive definite (positive semidefinite) matrix. Then [8] 
Using this result, we have
Definẽ
Obviously,Ĩ(x; y|H = H) ≤ I(x; y|H = H). Then we can compute the ergodic capacity C as
I (x; (y, H))
= sup
where f x (x) is the probability density function of x subject to equations (5) and (6) . Relax the optimization problem as
C At high SNR, (19)≈(20) as S −1 xx → 0, and the optimization problem becomes
Due to the circular symmetry of the constraints (5) and (6), polar coordinates 
are found convenient, where r i and q i stand, respectively, for the amplitude and phase of the channel input x. Straightforward transformation yields
Note that
Therefore, to maximize h(x), we should choose r, q independent of each other, and q distributes uniformly among [0, 2p). Then the equality holds and
Similarly,
Choose r i independent of one another, then the equality holds and h(x) is maximized. Drop the last term of h(x), and transform (22) into the following equivalent optimization problem
For each antenna i, given the transmission power P i such that m i=1 P i = P and a PAR constraint r i , similar to [5] , the optimal solution
where a i , b i satisfy (25), (26) or (27).
Denoting the supremum of h(
Observing (25), (26), when r i is given, c i is a constant. Because of the independence between x i 's,
Now we can solve (23) and obtain the corresponding C through power allocation. Let P * i be the optimal power allocation and
Note that E[e] = 0. If all P * i > 0, then S xx 0, Cov[e] = E[ee † ] 0, which satisfies the assumption we made. The corresponding C is
The equality follows from the determinant identity det(I + AB) = det(I + BA). For the purpose of deriving the D-MG tradeoff (channel unknown to the transmitter), it is sufficient to adopt the equal power strategy. That is, P i = P/m ,and We follow the method in [3] , letting the i-th element of input be drawn from the random code with i.i.
where B i is a circle of radius √ r i P i centered at the origin. At data rate R = rlogSNR, the error probability is
P e (SNR) ≤ P out (R) + P(error, no outage)
The second term can be upper-bounded via a union bound. Assume X(0), X(1) are two possible transmitted codewords, and DX = X(1) − X(0). Suppose X(0) is transmitted, the probability that a maximum likelihood receiver will make a detection error in favor of X(1), conditioned on a certain realization of the channel, is
