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ABSTRACT 
An analysis of serial process configurations 
consisting of three processes and two machines 
shows interesting relations between the choice 
of batch mode (or batch structure), utilization of 
capacities and maximum throughput. 
1. INTRODUCTION 
This paper concentrates on the relation be- 
tween batch mode, utilization of capacities and 
throughput. This relation is analysed for three 
serial process configurations. A process config- 
uration is defined by a number of processes, 
which are run through by a single product in 
accordance with a specific routing. To each 
process a unique machine is assigned. Ma- 
chines maybe assigned to several processes. 
Each pair of process and machine implies a set- 
up time and a unit processing time. Transfer 
between machines is instantaneous and trans- 
fer batches have size one. There is a given time 
allowance during which throughput should be 
maximized. Only serial process conligura- 
tions, consisting of three consecutive processes 
and two machines are considered. 
The method of analysis adopted here, starts 
by establishing idle times which are intrinsic 
due to the succession of processes and ma- 
chines, set-up times, unit processing times and 
the time allowance. Then it decides upon the 
appropriate batch mode in order to maximize 
throughput within the time allowance. The 
batch mode indicates whether throughput is 
maximized by a single batch or by multiple 
batches. Under a multiple batch mode a repet- 
itive batch size or a sequence of unequal batch 
sizes may maximize throughput. At this stage 
an important criterion is whether machines are 
utilized uninterruptedly. Finally the maxi- 
mally utilized machine(s) are established. The 
scheduling of the product units follows then as 
a consequence of the batch mode. 
In a previous paper [ 11, a particular process 
configuration has been analysed in order to 
demonstrate some aspects of Optimized Pro- 
duction Technology (OPT), a philosophy and 
a software package for production control, de- 
veloped by Creative Output, Inc. However the 
method used to analyse this process configu- 
ration in fact deviated from OPT. OPT starts 
with the identification of critical capacities 
(bottlenecks) based on an MRP-like utiliza- 
tion analysis, followed by an unknown sched- 
uling procedure. Instead of starting with the 
identification of critical capacities as OPT 
does, the intimate relationship between batch 
mode and utilization is analysed here in ad- 
vance. Once the appropriate batch mode is es- 
tablished, the criticality of capacities and the 
actual scheduling of the product units are im- 
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plied by it. The scheduling of batches has ex- 
perienced an increased interest in the recent 
literature. Key words in this respect are lot 
scheduling, overlapping operations, lot 
streaming and lot splitting. A very recent ex- 
ample is [ 21. It deals with lot streaming in sin- 
gle-job, multi-machine flow shop situations. 
The lot size is predetermined at the medium- 
term planning level. On the detail level this lot 
size is split into not necessarily equal sub-lots 
in order to minimize make-span. Since set-up 
times are assumed to be zero, linear program- 
ming is an appropriate tool for this kind of 
analysis. In another recent paper [ 31, lot siz- 
ing and job dispatching are considered jointly. 
A simulation model is used to analyse repeti- 
tive lots sizes with respect to flow time per- 
formance in a dynamic environment. 
2. ANALYSIS OF THREE SERIAL 
PROCESS CONFIGURATIONS 
In this section three possible process conlig- 
urations with two machines, three processes 
and a serial routing structure are investigated. 
Primarily the structure depicted below is re- 
viewed (cf. [l]): 
1 2 3 
+ Al > A2 >Be 
A raw material is successively subject to three 
manufacturing processes 1, 2 and 3. Process 1 
and process 2 are executed in this order on ma- 
chine A and process 3 is executed on machine 
B. The set-up times are respectively denoted by 
S( A 1)) S( A2) and S(B). The unit processing 
times are respectively denoted by 
P(A)=P(Al)+P(A2) are in use. The time 
allowance is denoted by T and S(B) = 0. 
If all set-up times are equal to zero then the 
maximum throughput is governed by the ma- 
chine with the largest unit processing time. So 
if P(A) < P( B ) then machine B is maximally 
utilized and machine A is this in the reverse 
case. The maximum throughput is obtained by 
subtracting the unit processing time of the non- 
critical capacity from the allowance T and di- 
viding it by the unit processing time on the 
critical capacity. 
So far the analysis is trivial, a fact which 
changes as soon as positive set-up times come 
into the picture. In the remainder of the paper, 
machine A has positive set-up times for both 
processes, while machine B does not require a 
set-up time. 
Primarily the situation is considered in 
which the unit processing times satisfy 
P(B) < P( A2). Due to the succession of pro- 
cesses, machine B is idle until the first unit of 
process A2 is produced. This foregoing idle 
timeisequaltoS(A)+Q*P(Al)+P(A2) for 
a batch of size Q. Moreover machine B has in- 
ter-unit idle times equal to P(A2) -P(B) be- 
tween the processing of two successive units on 
machine B. Clearly, only machine A is uninter- 
ruptedly utilized. To save set-up time on ma- 
chine A a single batch mode is most appropri- 
ate. Machine A is the critical capacity. The 
maximum throughput is easily calculated by 
dividing the available processing time on ma- 
chine A, which is given by T-S(A)-P(B), 
through P(A). Note that P(B) stands here for 
the processing time of the last unit on machine 
B. 
Next the situation is analysed for which the 
unit processing times satisfy P( B ) > P(A), 
while other conditions remain unchanged. In 
this case machine B has no inter-unit idle times. 
Furthermore the relation between the process- 
ing times opens the possibility of using a mul- 
tiple batch mode. While machine B is process- 
ing, a next set-up on machine A becomes 
possible. In order to guarantee uninterrupted 
processing on machine B, two successive batch 
sizes Ql , Q2 should satisfy 
QlP(B)>QlP(A2)+S(A)+Q2P(Al). (1) 
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Considering a repetitive batch size, i.e. 
Q=Ql=Q2=....in(l)yields 
8.4) 
Q%(B)-P(A)=Q'. (2) 
The right member of this inequality represents 
also a batch size, which will be denoted by Q’ . 
It can be shown, cf. [ 11, that for this repeti- 
tive batch size Q’ both machines are uninter- 
ruptedly and equally utilized except for a start- 
ing idle time on machine B and a finishing idle 
time on machine A due to the time allowance 
T and the succession of processes. However this 
repetitive batch size has more interesting 
properties. It can be shown (cf. [ 1 ] ) that for 
Q < Q’ only machine A and for Q> Q’ only 
machine B is uninterruptedly occupied. Hence 
the maximum throughput is obtained for 
Q=Q’ and both machines are loaded to the 
critical capacity. Since both machines are 
equally utilized per batch for this optimal re- 
petitive batch size Q’, flow as well as capacity 
are balanced. Note also that Q’ does not de- 
pend on the time allowance. Finally note that 
the above results are immediately extendable 
to an arbitrary finite number of different pro- 
cesses on machine A. 
Next the intermediate case in which the pro- 
cessing times satisfy: P(A) > P( B ) > P( A2) is 
considered. In this case Q’ < 0, implying that 
an optimal repetitive batch size with the pleas- 
ant properties of the preceeding case does not 
exists. Since P( B > P( A2), a second batch on 
machine A becomes possible, while machine B 
is still processing the first batch. Hence a mul- 
tiple batch mode is considered. In order to 
guarantee uninterrupted processing on ma- 
chine B, two successive batches Ql and Q2 
should satisfy 
&IP(B)&S(A)+QlP(AZ)+Q2P(Al). (3) 
On the other hand since S(A) > 0 and 
P(B)<P(Al)+P(A2) also 
QIP(B)<S(A)+QlP(A2)+QlZ’(Al) (4) 
holds. Relations (3 ) and (4) imply Q2 < Ql . 
Consequently, under a multiple batch mode, 
machine B can only be uninterruptedly uti- 
lized for a strictly decreasing sequence of batch 
sizes. On basis of relation (3) a computational 
procedure can be developed, which yields a 
throughput for which machine B is uninter- 
ruptedly utilized with the exception of an idle 
time on machine A at the start and on machine 
B at the end of the time allowance. 
At the start of the computation the first batch 
size as well as the number of batches (n) is un- 
known. Since the last batch size of the multiple 
batch sequence is also the smallest, the com- 
putational procedure starts backwardly as- 
suming successively Q( n ) = 1, 2, . . . and com- 
puting Q( n - 1) by means of the recurrence 
relation: 
Qcn_ 1 )=QW'(Al )+%A) 
P(B)-P(A2) 
Relation ( 5 ) is a direct consequence of ( 3 ) . 
This recursive computation proceeds until the 
time allowance T is just not overstepped. This 
solution is stored. Then Q(n) is increased by 
unity and the computation is repeated until the 
maximum allowed throughput is obtained. In 
order to investigate the kind of results ob- 
tained by this procedure the following numer- 
ical example is presented. 
Numerical example: 
S(Al)=S(A2)=70,P(Al)=P(A)=30 
S(B)=O, P(B)=50. 
The batch times and sizes are: 
machine A machine B batch 
size 
(0,140O) (800,185O) 21 
( 1400,208O) ( 1850,230O) 9 
(2080,228O) (23,00,2350 J 
Maximum throughput: 31 
A single batch mode yields a throughput of only 
27. Clearly both machines are maximally uti- 
lized and therefore can be considered as criti- 
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cal capacities, although the computation has 
been based on uninterrupted utilization of ma- 
chine B only. However, this assumption does 
not guarantee the maximum throughput in all 
cases, as following counter example reveals. 
Counter example: Same data as before with 
T=2410. 
The batch times and sizes are: 
machine A machine B batch 
size 
(0,140O) (800,185O) 21 
( 1400,208O) ( 1850,230O) 9 
(2080,234O) (2310,241O) 2 
Maximum throughput: 32 
In order to find this solution the above com- 
putational procedure had to be extended by a 
search in the neighbourhood of the solution of 
the preceeding example. 
Note that in the second example machine A 
is maximally utilized. One interesting conclu- 
sion from this example is that if the processing 
times satisfy P(A2) <P(B) <P(A) then, un- 
der a multiple batch mode, either machine A 
or machine B or both machines can be consid- 
ered as critical capacities depending on the nu- 
merical data of the problem. 
The second configuration investigated is de- 
picted below: 
1 3 2 
+ Al >A2 - 
Process 3 on machine B is now executed in be- 
tween processes 1 and 2 on machine A. All 
other data are the same. 
Due to the succession of processes, machine 
B can start as soon as the set-up time and the 
processing time of the first unit of process 1 on 
machine A are finished. Moreover, as soon as 
the first unit has been processed on B, the first 
unit of process 2 on machine A can start pro- 
vided that the set-up of A2 is finished. In case 
of a multiple batch mode, machine A can start 
with the set-up of process 1 as soon as it has 
finished a process 2 batch. 
If P(B) <P( Al ) then machine B experi- 
ences an inter-unit idle time equal to 
P( Al ) -P(B). Moreover, under a multiple 
batch mode there exists an inevitable inter- 
batch idle time equal to: 
S(Al )+f’(A), (6) 
due to the fact that machine B has to wait until 
the last unit of a batch of process 2, the set-up 
and the processing of the first unit of the next 
batch of process 1 are successively finished on 
machine A. By the same token, machine A 
never experiences an interbatch idle time. 
Also under a multiple batch mode, machine 
B experiences an idle time additional to (6)) 
which is equal to: 
S(A2)+(Q-l)P(A2)-P(B) ifP(B)<P(AI) 
Or (7) 
S(A2)+(Q-l)P(A)-QP(B) ifP(B)>P(Al). 
Expression (7) holds if P(B)tP(A2). If 
P(B) >P(A2) then, under a multiple batch 
mode machine B only has an inter-batch idle 
time given by ( 6 ) . In this case process 2 on 
machine A experiences a total inter-unit idle 
time equal to the opposite of the second part 
of expression (7). Equivalently, the set-up of 
process 2 on machine A might start an equal 
amount of time later as well, since the only 
binding condition is that the last unit of pro- 
cess 2 on machine A should start immediately 
after the last unit of process 3 on machine B is 
processed. In fact, machine A has an inter-pro- 
cess idle time between process 1 and process 2. 
Summarizing, under a multiple batch mode, 
machine B would have inter-unit idle times in 
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case P(B) <P(Al ). Moreover machine B 
would experience an inevitable inter-batch idle 
time equal to expression (6 ) and an additional 
inter-batch idle time equal to the first part of 
expression ( 7 ) . Machine A would be uninter- 
ruptedly occupied. However, in order to save 
set-up time a single batch mode is preferred and 
the maximum throughput is given by: 
M(T)=Q=W 
and machine A is the critical capacity. If 
P(A1) <P(B) <P(A2) machine B would still 
experience an inter-batch idle time under a 
multiple batch mode. The same conclusion as 
before holds here, including formula ( 8 ) . 
If P(B)>P(Al) and P(B) >P(A2) then 
machine B has also an inevitable inter-batch 
idle time under a multiple batch mode. Ma- 
chine A experiences an inter-process idle time 
between processes 1 and 2, if the second part 
of expression (7) is negative. This interpro- 
cess idle time on machine A equals the oppo- 
site of the second part of expression (7). It 
vanishes for a batch size Q satisfying 
Q<WbW) 
P(B)-P(A) =‘,,’ 
If under a single batch mode, the batch size 
given by formula (8) is larger than Q” then 
formula (8 ) is no more valid, since the inter- 
process idle time on machine A should be taken 
into account. In the numerator of formula (8) 
the inter-process idle time on machine A has 
to be subtracted. This yields for the maximum 
throughput: 
M(T)=Q=T-WW’W 
J’(B) 
(10) 
under a single batch mode. Machine B is in that 
case the critical capacity. An alternative in this 
case is a multiple batch mode with a repetitive 
batch size given by Q” . Machine A determines 
in this case the maximum throughput given by: 
T 
M(T)=[S(A)+Q”P(A)]/Q”’ (11) 
In order to find the ultimate maximum 
throughput the outcomes of ( 10) and ( 11) 
have to be compared. 
Numerical example: 
S(Al)=S(A2)=90P(Al)=P(A2)=30 
S(B)=OP(B)=63 
T= 2400 
By formula ( 9 ) : Q” = 10 
Single batch, formula (8) M( T) = Q= 37 
yields: 
Since Q> Q” formula M(T) = Q= 35.7 
( 10) is appropriate: 
Multiple batch, formula M( T) = 30 
( 11) yields: 
Conclusion: Maximum throughput = 37 under 
a single batch mode. 
The third process configuration analysed is de- 
picted below: 
3 1 2 
+ B - 
Process 3 on machine B is followed respec- 
tively by process 1 and process 2 on machine 
A. All other data remain the same. This pro- 
cess configuration is the reflection of the con- 
figuration first analysed and the implied sym- 
metry holds also very much for its analysis. 
If the processing times satisfy P( B) < c( A 1) 
then the processing of the first unit of process 
1 on machine A can get started as soon as the 
set-up time S( A 1) and the first unit of process 
3 on machine B are both ready. Hence process- 
ing on machine A can get started after a time 
equal to max [S(Al ),P(B) 1. If a multiple 
batch mode is considered then machine B ex- 
periences an inter-batch idle time equal to: 
S(A)+QP(A)-QP(B) (12) 
for an arbitrary batch size Q, while machine A 
would be uninterruptedly utilized. However 
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total set-up time is not minimized in a multi- 
ple batch mode. Hence a single batch mode is 
preferred and throughput is maximized by 
means of a batch size Q, given by: 
,(,.)=e=7-max[S(Al),P(B)l-S(A2) 
J’(A) 
(13) 
Obviously machine A should be considered as 
the critical capacity. Next the condition 
P(B) > P( A) is considered. Much alike the first 
analysed process configuration, the above con- 
dition allows a multiple batch mode with an 
optimal repetitive batch size given by 
S(A) 
“=P(B)-P(A) (14) 
For this optimal repetitive batch size, both 
machines are uninterruptedly and maximally 
utilized, except possible idle times on at most 
one machine at the start and at the end forced 
by the time allowance T. By the succession of 
processes, the last unit of the process 1 batch 
on machine A should start as soon as the last 
unit of the process 3 batch on machine B is fin- 
ished. At the start of the time allowance ma- 
chine B starts processing first if: 
Q’P(B)-S(Al)-(Q’-l)P(Al)>O. (15) 
From ( 14) if follows that the left member of 
( I5 ) is positive, which implies an idle time at 
machine A equal to this amount at the start of 
the time allowance T. 
At the end of the time allowance, machine B 
has an idle time equal to 
P(A1) +S(A2) +Q’P(A2). Hence the maxi- 
mum throughput is given by: 
M(~)=T-P(A1)-s(A2)-Q’Po 
f’(B) 
(16) 
or equivalently: 
M(T)= 
T-Q’P(B)+.S(Al)+(Q’-l)P(Al) 
[S(A) +Q'p(A) l/Q’ (17) 
where Q’P(B)-S(Al)-(Q-l)P(Al) is 
the idle time on machine A at the start of the 
time allowance T. Both idle times are necessar- 
ily equal to each other. 
Finally this configuration is considered in 
case the processing times satisfy 
P(Al)<P(B)<P(A). By the succession of 
processes machine B starts with processing if 
condition ( 15 ) is satisfied. Condition ( 15 ) is 
only true in this case if also S( A 1) d P( A 1) . If 
S(A1) >P(Al ) then machine A starts pro- 
cessing and machine B has an idle time equal 
to the opposite of the left member of ( 15). Let 
Ql be the first and Q2 be the second batch size 
under a multiple batch mode. Machine B does 
not experience an inter-batch idle time if: 
Q2P(B)>P(Al)+S(A2)+QlP(A2) 
+S(Al)+(Q2-l)P(Al) (18) 
or equivalently: 
Q2P(B)aS(A)+QlP(A2)+Q2P(Al). (19) 
On the other hand because P(B)<P(A) 
implies: 
Q2P(B)<S(A)+Q2P(A) 
also 
(20) 
S(A)+Q2P(A)>S(A)+QlP(A2)+Q2P(Al) (21) 
holds. Consequently, Q2 > Ql . 
In order to guarantee uninterrupted process- 
ing on machine B successive batch sizes should 
be strictly increasing. Comparing relation ( 3 ) 
and relation ( 19 ) it appears that the roles of 
Ql and Q2 are interchanged. Hence the same 
procedure can be used to determine maximum 
throughput. Only the resulting batch sizes 
should be used in opposite order. 
3. CONCLUSIONS 
The results of the analysis of the preceeding 
section is summarized in Table 1. In all cases 
where a single batch mode is appropriate, there 
are inevitable idle times on machine B. The 
configurations (Al,A2,B) for P(B) <P(A2) 
and (A 1 ,B,A2 ) for P( B ) < P( A 1) experience 
inevitable inter-unit idle times on machine B 
TABLE 1 
Overvwv of the analysis of three serial process configurations 
Configuration Cases Batch mode Critical 
capacity 
(A1,AZ.B) P(B) <P(A2) single A 
P(AZ)<P(B)<P(A) multiple AorBor 
strictly deer. both 
P(A) <P(B) multiple AandB 
repetitive 
(AI,B,A2) P(B)<P(AI) single A 
P(Al)<P(B)<P(AZ) single A 
P(B)>P(Al),P(AZ) single A or B 
Or 
multiple A 
repetitive 
(B,AI,A2) P(B)<P(Al) single A 
P(Al)<P(B)<P(A) multiple AorBor 
strictly incr. both 
P(Al)<P(B) multiple AandB 
repetitive 
due to the ratio of the unit processing times and 
the sequence of processes. For configuration 
(B,Al ,A2), there exists an inevitable inter- 
batch idle time on machine B. In such cases the 
number of set-ups on machine A should be 
minimized. Hence a single batch mode will be 
appropriate. 
For configuration (A 1 ,B,A2 ) with 
P(B) >P(Al), P(A2) machine A might have 
an inevitable inter-process idle time between 
processes 1 and 2. This inter-process idle time 
depends on the batch size. If it is positive then 
machine B determines the maximum through- 
put under a single batch mode. For batch sizes 
smaller or equal to a particular batch size, the 
inter-process idle time vanishes. Then a mul- 
tiple repetitive batch mode might become a 
better alternative with machine A as critical 
capacity. 
In the remaining four cases a multiple batch 
mode yields the maximum throughput. Espe- 
cially of interest is a multiple batch mode with 
a repetitive batch size which maximizes 
throughput. For this optimal repetitive batch 
size both machines are maximally and equally 
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utilized. It is a tempting question, whether such 
an optimal repetitive batch size can be found 
in more complicated configurations or at least 
be of guidance in their analysis. 
Most complex in the analysis as well as in 
the results are the two remaining cases. These 
cases are configuration (Al ,A2,B) with 
P(A2) <P(B) <P(A) and configuration 
(B,Al,A2) with P(A1) <P(B) <P(Al ). 
Maximum utilization of the second machine 
implies a sequence of strictly decreasing, or re- 
spectively increasing batch sizes. However this 
fact is neither a necessary nor a sufficient con- 
dition for maximum throughput. 
The results of the analysis of these configu- 
rations can be easily extended to an arbitrary 
finite number of processes on machine A. For 
configuration (A 1 ,A2,B) this means that the 
analysis remains intact if process Al is re- 
placed by processes A,A2,...,An- 1 and pro- 
cess A2 by An. A similar modification holds 
for configuration (B,A I ,A2). For conligura- 
tion (Al ,B,A2 ), Al can be replaced by m pro- 
cesses and A2 by n processes. 
Finally, it is noted that the geometrically de- 
creasing sizes of sub-lots found by Baker, (cf. 
[ 2 ] ), are in fact a special case of relation (5 ). 
If in this relation the set-up time S(A) = 0 and 
machine A has only to deal with process 1 (i.e. 
P(A2) =0) then the optimum batch sizes are 
in a geometrically decreasing sequence. 
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