Abstract. This paper discusses some multivariate exploratory spatial data analysis tools for detecting spatial dependence. The ideas explored are related to canonical correlation analysis and the graphical tools are related to the dynamic method called the grand tour. The work is implemented with a link between a Geographic Information System, ARC INFO TM , and software for exploring multivariate data, XGobi.
De ne the small-scale variation as s Zs,s. Typically, some form of second-moment stationarity o f s is assumed to allow the spatial dependence to be characterized and estimated. Therefore, in the spatial statistical model-building stage, it is important t o h a ve a vailable methods for detecting regional variation in the attribute values, pockets" of non-stationarity, and spurious data points Cressie, 1984; Getis and Ord, 1992 . Prediction based on the squared error loss function relies on the covariance properties of Zs.
In the multivariate setting we need to know c o vZ j s; Z j 0 s 0 , 8j; j 0 and 8s,s 0 ; that is, we need to know c o vZs,Zs 0 =E s s 0 0 Cs,s 0 , where C; i s a p p covariance matrix. A stationarity assumption on C leads to E s + h s 0 = Ch; a matrix function only of h, the spatial lag. Thus, to characterize the spatial dependence in the small-scale variation we look at co-dependencies between s+h and s. This will be developed further in Section 2.1 and 2.2. Section 2.3 discusses interactive and dynamic graphical methods to search for spatial dependence. A new component of our work is to combine the strengths of interactive and dynamic graphical methods with the spatial data base management and spatial functionalities of a Geographic Information System GIS. A GIS is a computer hardware and software system designed to carry out a number of important tasks on spatially referenced data see, for example, Maguire, 1991; Goodchild, 1991 . This work is discussed in Section 3.
Examples of Interactive and Dynamic Graphics Applied to
Spatial Data A natural approach to visualizing spatial data is to display the two groups of variables s; Zs using appropriate graphics in two separate windows. For example, consider the situation in Figure 1 where three measurements have been collected at many geographic sites; the collection sites are displayed as a 2-dimensional scatterplot of the geographic location called a map view" by Haslett et al., 1991 , and the measurement data displayed as a 3-dimensional rotating or grand touring Asimov, 1985; Buja and Asimov, 1986 point cloud. Because it is di cult to illustrate and describe in a static medium like the printed page, an important part of our research i n volves dynamic motion of some or all of the displays. The rotating and grand touring referred to earlier are two o f a n umber of dynamic graphical methods that are extremely e ective in illustrating structure in data, particularly multivariate data.
Each plot in Figure 1 is linked dynamically so that highlighting or brushing or identifying in one plot simultaneously causes equivalent highlighting in the other plots. Plot a shows the geographic data corresponding to 20 locations in an undisclosed area of California and plot b is a 2-dimensional snapshot of a 3-dimensional point cloud of the variables sand, silt, and clay. The data can be found in Andrews and Herzberg, 1985, set 16 . Measurements are also taken at 12 di erent depths at each site. At the site highlighted the soil can be and actually is classi ed as silty clay, an almost equal mixture of silt and clay particle sizes with very little sand. 1 Finding clusters in the image space has been fairly successfully done by using multivariate methods for clustering on the attribute data and linking this to the spatial variable plot. McDonald and Willis 1987 discussed also in Buja et al., 1991 use the grand tour on 4 Landsat MSS spectral bands to identify forest, grasslands, muddy water of the Rio Solimões, and the dark water of the Rio Negro in an image taken of an area near Manaus, Brazil. They show that a simple linear mixing model for the con uence of the two rivers is su cient. Graphical methods developed for spatial data are enhanced by incorporation into the linked window approach. When there is only one attribute variable, Zs, an isotropic variogram cloud Chauvet, 1982; Cressie, 1984, ij = jZs i , Zs j j 1=2 versus h ij = jjs i , s j jj 1=2 can be linked to the spatial variable plot. Brushing in the variogram cloud links to pairs of points 1 An interesting aside to the data is that there are two reasonably large errors in the recording of the soil particle percentages. Because they are percentages, the points should lie in a 2-dimensional simplex in IR 3 . During rotation, though, it is clear that 2 points do not lie in this region. Using identi cation and referring back to the data con rms that the plot 4, depth 3 percentages sum to 109.1 and the plot 3, depth 11 percentages sum to 96.3. connected by lines in the spatial variable plot. Interesting points potential outliers or points de ning the borders of spatial regions that are spatially close but di er greatly in the attribute variable value are easily identi ed by this technique Haslett et al., 1991; Bradley and Haslett, 1992 . In Figure  2 , a spurious point is identi ed. The points in the variogram cloud plot b that have large values of ij despite low spatial distance, h ij , link back to the pairs of points in the map view plot a connected by lines. All the lines have one common end point indicating a location that has an attribute value di ering substantially from its neighbours. In the coal ash example in Cressie 1993, Section 2.2, an east-west trend is detected by a veraging attribute values, that is, taking means and also medians, over the north-south direction. Graphically and interactively this is equivalent to dragging a long narrow brush sideways and watching the change in distribution of highlighted points in the plot of the attribute variable Figure We normalize l and m so that l 0 l=m 0 m= 1 : Thus, the SVD analysis and the canonical correlation analysis are the same, where the canonical correlation coe cient p = 1 , l = p 1 the rst column of P from the SVD, and m = q 1 the rst column of Q from the SVD.
Multivariate Spatial Models
The use of canonical correlations and principal components to determine the presence of common factors is well known in multivariate analysis Anderson, 1958, for example. There is also a considerable literature on canonical correlations for multivariate time series, where the presence of temporal dependence gives a new perspective to the approach for example, Akaike, 1976; Box and Tiao, 1977; Cooper and Wood, 1982; Pena and Box, 1987; Aoki, 1987; Tiao and Tsay, 1989 . There are two related features of this time series literature that make their generalization to spatial data unnatural. First, the notion of past, present, and future" is important for the methods that use canonical correlations of past behaviour with present and future behaviour. Second, the models used are of the autoregressive-movingaverage type, which has no natural analogue in space Cressie, 1993 , Section 6.3. Wackernagel 1988 has proposed spatial common-factor models that do not require autoregressions or moving averages for their de nitions. Both result in symmetric Ch and so are considered to be too specialized. We now consider a class of models that includes Wackernagel's, but, in general, allows a non-symmetric covariance matrix function Ch.
The class of models considered are the shifted-lag models, de ned as Notice that Ch 6 = C,h unless ij does not depend on j. i C,hp i 0 = 0 ; 8i 6 = i 0 : But this is true because we know that PP = I = Q 0 Q, and P 0 ChQ = T =diag 1 ; : : : ; r .
For h xed, the SVD equivalently, canonical correlation analysis yields a set of processes fp 0 i Zs + h , q 0 i Zsg that are substitutes for the spatial factors fW i sg. These depend on a choice of h in much the same way that Switzer and Green's 1984 MAFs do. We i n vestigate their stability a s h is varied and their power as an exploratory tool for building shifted-lag models.
Interactive and Dynamic Graphical Tools
Two aspects of the methods discussed in the previous sections are ideally approached with interactive and dynamic graphical tools. The rst is studying linear combinations of Zs + h v ersus Zs in a more exible manner than that allowed by canonical correlation analysis alone, and the second is studying the e ect of varying h by providing interactive controls. The work that we describe is new but there is some history to the ideas which w e n o w relate.
In canonical correlation analysis, as discussed in the previous sections, the problem is to predict y = y 1 ; : : : ; y q 0 from x = x 1 ; : : : ; x p 0 . When the solution is restricted to linear predictors, similar reasoning to that given in Section 2 shows that the optimal predictor is given by the linear combinations u = Ax and v = By which minimize E jjv,ujj 2 , when assuming E v,u = 0, and where A and B each h a ve r linearly independent r o ws satisfying Avarx A 0 = I and Bvary B 0 = I. This can be solved algebraically for example, via SVD but a more general and exible approach is to visualize the minimization process and to incorporate user interaction. For example, let dimD = 1; then varying h can be achieved by i n teractively brushing in a plot of h. Figure 4 shows an example on a data set with observations taken at regularly spaced points. All pairwise locations, fs i ; s j : s i ; s j 2 Dg, are plotted and these form a grid in IR 2 ; points of zero distance lie along the diagonal s i = s j , points with s i s j h 0 are in the upper triangle, and points with s i s j h 0 are on the lower triangle. This form is awkward to brush using the usual rectangular brush, so we h a ve rotated the points 45 o and split them at h = 0 so that the triangle of points on the left represent those with h 0 and points on the right represent those with h 0. This format also allows brushing on jhj to check symmetry of Ch. Figure 4 shows two window dumps, one displays the spatial lags in the manner described above with lag h = 1 brushed as and the second plot shows a snapshot, Z 1 s; Z 1 s+h, of a correlation tour on Zs 0 ; Zs+h 0 0 with corresponding points brushed. The data is simulated from a shiftedlag model containing no covariance structure. Erase brushing can be used instead of glyph brushing to concentrate attention on speci c lags only. The method is also general enough to be used when the observations are made on irregular intervals. When dimD = 2, it may be of more interest to consider h as an angle, a magnitude, and allow brushing on angle or magnitude or both.
The usefulness of varying h can be appreciated by considering the methods discussed in Cressie and Majure 1993. There, plots of 9 pairwise combinations of 3 attributes are examined at di erent spatial lags. To reduce the visual overload, summary measures are computed for each pair and lag. These numerical measures are plotted by lag for each pair of variables and these plots are examined to gain insight i n to spatial dependence over lags. This is a process beautifully suited to an interactive e n vironment, where the user can change pairwise plots at will and brush subset on spatial lags interactively.
3 Integration of Interactive and Dynamic Graphics Tools into a GIS Emphasis in GIS development has been on the input of data, its management storage, retrieval and display of maps, graphs, and tables. GISs have some capability to allow statistical analyses but it is generally limited. A number of recent suggestions have been made Openshaw, 1991; Anselin and Getis, 1992; Ding and Fotheringham, 1992; Fotheringham and Rogerson, 1993 , for example to redress this imbalance. Our research addresses the extremely important problem of multivariate exploratory spatial data analysis in a GIS. GIS data structures allow the representation of areal features for the storage of information reported at an aggregated spatial level, such as counties or census tracts, and linear features for the storage of information collected from a stream or a transportation network, for example. The topological data structure of a GIS makes it possible to determine spatial relationships between sampling locations, such as stream sites, that would be di cult to determine otherwise. The display capabilities of a GIS allow the spatial variables to be overlaid on a background of hydrography, transportation, population, land use, or other information relevant to the attributes being considered. For example, in Figure 5 the map view shows sampling sites along streams in Erath county, T exas. Information about the topography or land use near a sample site can give v aluable insights into the values of attributes collected at the site. A GIS is intrinsically multivariate and yet this is ignored by the univariate statistical analyses currently available. By building an interface between a GIS and software for dynamic graphics, we will also provide a good platform for developing new graphical methods for example, those discussed in Section 2.3 by facilitating use and testing on data sets available in the GIS.
Our e orts have focused on interfacing the GIS software, ARC INFO TM with XGobi Swayne et al., 1991 . XGobi provides interactive and dynamic graphical tools in the X Window System TM environment for exploring multivariate data through the manipulation of scatterplots. ARC INFO is used to maintain the data base and to display the geography, while XGobi primarily is used to explore the relationships amongst the attributes. Figure 6 shows how the communication b e t ween these two programs is established.
Before any connection can be established, ARC INFO and an ARC XGobi interface process must be activated on the same host where the ARC INFO data base is maintained. An XGobi process, that is, a client either residing on the same host or anywhere else, that wants to use some ARC INFO data sets has to connect to the ARC XGobi interface process, that is, the server. The XGobi client can select whether it wants the data set that is currently selected within ARC INFO and possible updates of this selection or only static data that is available in the ARC INFO data base. In the latter case it is not even required that ARC INFO is running. The interprocess communication is based on Stevens' 1990 concurrent server example, and uses a TCP Internet stream socket. This setup implies that upon receiving a connection request from an XGobi client, the ARC XGobi server forks an identical child process, and thus establishes a one to one connection between an ARC XGobi server and an XGobi client. A more detailed description of . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . this link can be found in Symanzik et al. 1994 .
The main purpose of the ARC XGobi servers children is to continuously check whether the ARC INFO data base has been changed. Changes to the ARC INFO data base re ect the results of brushing and subsetting operations conducted through the ARC INFO control panel shown in Figure  5 . When changes are detected the newly brushed or subsetted points are immediately passed to each X Gobi client. The user can brush the sampling locations in the map view using a variety of brush types and choice of glyphs, with di erent size and color combinations. The choice has been coordinated to re ect those available in XGobi. The attribute values currently visible in XGobi that are linked to the marked coordinates will instantaneously obtain the same glyph. So, this interface allows the user to link views interactively such that modi cations of one view automatically change the other views in the di erent X Gobi clients.
Summary
In the analysis of spatial data, it is desirable to keep the spatial variables rmly rooted in the geography of the area of interest and also provide a high level of interaction with the data using dynamic graphics tools. With this in mind, we h a ve built a link between the GIS software ARC INFO and software for interactively exploring multivariate data with dynamic graphics, XGobi. The combination provides tools for multivariate exploratory spatial data analysis for examining both large-scale variation trend and small-scale variation spatial dependence in the attribute variables, Zs, and a platform for exploring new methods. We h a ve focused on developing tools for detecting spatial dependence, in particular, as applied to shifted-lag models. The graphical tools are dynamic involving displays of linear combinations of Zs + h v ersus Zs, in a correlation tour. The e ectiveness and usefulness of the methods shall be assessed on simulated and actual data.
