Nonlinear semi-analytic filtering methods to sequentially estimate spacecraft states and their associated uncertainties are presented. We first discuss the state transition tensors that characterize the localized nonlinear behavior of the trajectory statistics and illustrate the importance of higher-order effects on orbit uncertainty propagation. We then present a semi-analytic filtering method by implementing the state transition tensors to sequentially update the filter information with contributions from each measurement, which requires no integration once the tensors are computed. A sun-Earth halo orbit about the L 1 point is considered as an example with realistic orbit uncertainties, and the results are compared with the extended Kalman filter and unscented Kalman filter. 
RBIT uncertainty propagation plays an important role in various space-related applications, such as orbit determination, parameter estimation, correction maneuver design, small-body collision/encounter analysis, etc. In practice, it is usually assumed that the true motion (in a statistical sense) of a spacecraft with respect to a nominal trajectory is within a boundary where the linear assumption sufficiently approximates the relative dynamics and the covariance matrix is mapped using the Riccati equations. In some cases, however, the linear assumption fails to provide an accurate realization of the local trajectory motion and in such cases a different method which accounts for the system nonlinearity must be implemented.
The best known technique for nonlinear orbit uncertainty propagation is a Monte Carlo (MC) simulation, which approximates the probability distribution by averaging over a large set of random samples [1] . A Monte Carlo simulation can provide true statistics in the limit, but is computationally intensive and only solves for the statistics of a specific epoch and its associated uncertainties. Hence, for mission operations, these difficulties make Monte Carlo simulations inefficient for practical spacecraft applications. Recently, Park and Scheeres [2] [3] [4] [5] have developed a semi-analytic method for orbit uncertainty propagation by solving for the higherorder Taylor series terms that describe the localized nonlinear motion and by analytically mapping the initial uncertainties. By considering sufficiently high-order solutions, they have shown that their semianalytic approach for orbit uncertainty propagation can replicate Monte Carlo simulations with the benefit of added flexibility in initial orbit statistics.
In this paper, we derive nonlinear filters by assuming a Gaussian statistic and by implementing the semi-analytic orbit uncertainty propagation technique developed by Park and Scheeres. A filter is usually composed of two parts, prediction and update. Orbit uncertainty propagation relates to the prediction problem while the uncertain distribution of a measurement and state influences the update part. In conventional trajectory navigation, one is usually given a reference (nominal) trajectory with precise ephemerides and the extended Kalman filter (EKF) is used for trajectory estimation. The objective of trajectory navigation is then to follow the reference trajectory while minimizing some predefined optimality constraints, such as the number of trajectory correction maneuvers, flight time, fuel, etc. [Note that when the trajectory deviates from the reference trajectory over some error boundary a correction maneuver is applied to recourse the spacecraft to the reference trajectory (or to an alternate trajectory that satisfies mission objectives).] The basic underlying concept of such a process is to stay within the linear region by taking a sufficient number of measurements and linearly map the deviation and statistics via the state transition (fundamental) matrix with respect to the nominal trajectory. However, when the nonlinearity is significant or when only a limited number of measurements are available, it may be necessary to consider a filter that incorporates system nonlinearity.
The sun-Earth halo orbit about the L 1 point based on the circular restricted three-body problem (CR3BP) is chosen as an example because the overall nonlinearity is small, but the trajectory is unstable and when the spacecraft is not sufficiently observed, the nonlinear effect can become significant. The proposed semi-analytic filters are compared with the extended Kalman filter and unscented Kalman filter with realistic orbit uncertainties. The result shows that our higher-order filters provide faster convergence and a superior solution as compared to linear filters.
II. Higher-Order Perturbation Analysis
The motion of a spacecraft can be modeled with first-order ordinary differential equations:
where gt; xt represents the system dynamics vector with a dimension N and x fx i j i 1; . . . ; Ng represents the spacecraft state vector with the initial condition xt 0 x 0 . The solution flow, which maps the initial state at t 0 to t, is then defined as
The solution flow is governed by dt; x 0 ; t 0 dt gt; t; x 0 ; t 0 (3)
By considering a similar notation, we define the inverse solution flow that maps the state at t to the initial state as
In this framework we define the local trajectory dynamics x by applying a Taylor series expansion about the reference (nominal) trajectory, that is, xt t; x 0 x 0 ; t 0 t; x 0 ; t 0 , for some initial deviation x 0 . The mth order solution can be stated using the Einstein summation convention as 
We call the higher-order partials of the solution flow Eq. (7) the state transition tensors (STTs), which map the initial deviations to the current time. Note that the first-order case (p 1) reduces to the usual state transition matrix (STM). The differential equations up to fourth-order deviation are given in Eqs. (8) (9) (10) (11) . For more details on how to obtain these differential equations, readers are referred to [4, 5] . 
The initial conditions of the STTs are i;a t 0 ;t 0 1 if i a and zero otherwise. Once these STTs are computed, they serve a role identical to the STM except that higher-order effects are now included, and thus the solution is nonlinear. Therefore, a significance of the STTs is that the local nonlinear motion of a spacecraft trajectory can be mapped analytically and requires no integration.
The inverse series also exists and is defined as
where j 2 f1; . . . ; Ng and
We call these higher-order partials the inverse state transition tensors (ISTTs). The ISTTs can be computed by using a similar integration approach as in the STT computation; however, it is more convenient to compute them via series reversion because numerical integration can be costly for large m. One concern is numerical consistency when Eqs. (8) (9) (10) (11) are integrated over a long duration of time. To address this, we note that the reference trajectory can be segmented arbitrarily to meet the desired numerical accuracy. Another question that may arise is the computational difficulty (or the long integration time) as we consider the higher-order solutions. Specifically, assuming a system with N 6, the mth order analysis requires integration of P m1 q1 6 q equations. For example, when m 3, one must integrate 1554 equations simultaneously. However, the higher-order solutions can be computed offline, and especially when the orbit is periodic (e.g., halo orbit), these only need to be computed once. Last, the computation of the partials of the dynamics may be of concern. Here, note that there are symbolic manipulators available which provide automatic differentiations, and also note that many of these partials vanish to zero for systems of spacecraft navigation interest. Once the partials are computed, these equations can be cast into a first-order differential equation form and can be integrated forward in time.
III. Higher-Order Extended Kalman Filters
Suppose we are given the continuous trajectory model defined in Eq. (3). Because a spacecraft tracking model is usually discrete, consider the following discrete system model:
where x k is the true spacecraft state, w k is the process noise perturbing the spacecraft state, z k is the actual measurement, h is the measurement function, and v k is the measurement noise characterizing the observation error. The process noise and measurement noise are assumed to be noncorrelated, that is, Ev i w T j 0, with the autocorrelations:
for all discrete time indexes i and j. Here, Q i and R i are also known as the diffusion and measurement noise matrices, respectively.
A. Kalman Filter
Although the Kalman filter algorithm can be derived from Bayes' rule of conditional densities, as pointed out by Julier and Uhlmann [6] , the Kalman filter can also be derived from estimations of a few expectations involving a state and a measurement [7] . To show this, consider the system model equations (22) and (23) and suppose we are given a state x k with mean m
The general filtering algorithm can be defined as follows:
Prediction equations:
where n k1 Eh k1 j z k is the expectation of the measurement computed at t k1 . Update equations:
where K k is known as the Kalman gain matrix, P xz k is the crosscovariance matrix of the state and the measurement, P zz k is the covariance matrix of the measurement, z k is the observation, and the difference between the actual and predicted measurement (i.e., z k n k ) is called the residual or innovation. When a linear dynamical system and Gaussian linear measurement function are considered, Eqs. (26-31) simplify to the conventional linear Kalman filter (LKF).
B. Extended Kalman Filter
For estimation problems, the LKF is probably the most wellknown filtering technique. The LKF allows one to compute the minimum mean-square-error (MMSE) solution; however, it can only be used for linear systems, and in general, cannot be used for trajectory navigation. In conventional spacecraft trajectory navigation, the EKF is usually implemented. [In practice, the extended Kalman filter is implemented for trajectory navigation often in a square-root information filter (SRIF) or in U-D filter formulation for numerical precision.] The EKF is based on the filter algorithm given in Eqs. (26-31), but assumes the true trajectory is within the boundary where the linear approximation can sufficiently model the trajectory dynamics and its statistics. Under this assumption, the mean trajectory is propagated according to the deterministic solution flow and the covariance matrix is mapped linearly [8, 9] . EKF prediction equations:
EKF update equations:
where hm k1 ; t k1 is the measurement function evaluated at t k1 as a function of m k1 and H k1 @h k1 =@x k1 is the measurement partial computed at t k1 . Note that the STM t k1 ; t k in Eq. (33), which is the first of the STTs, is computed along the previously updated mean trajectory, that is, m
Among the many important properties of the extended Kalman filter, we point out two which will be discussed in the example section in more detail. Considering the gain Eq. (35) and the mean update Eq. (36), we observe that as the a priori covariance matrix becomes more accurate (i.e., P k1 ! 0) the filter values the residual less (i.e., the actual measurement is trusted less). On the other hand, as the measurement becomes more accurate (i.e., R k1 ! 0) the filter values the residual more (i.e., the actual measurement is trusted more). Therefore, effective weighting of the residual is a critical component of maximizing the filter performance.
C. Higher-Order Numerical Extended Kalman Filter
In deriving the higher-order numerical extended Kalman filter (HNEKF), we assume that the reference trajectory and its higherorder state transition tensors are integrated for each time interval between the measurements according to Eqs. (8) (9) (10) (11) . Under this assumption the local trajectory motion can be mapped analytically over this time interval while incorporating nonlinear effects, and the same analogy applies when mapping the trajectory statistics. We note that this process is numerically quite intensive considering higher-order solutions; however, this can yield a more accurate filter solution.
Once the higher-order state transition tensors are available for some time interval t k ; t k1 , the mean and covariance matrix of the relative dynamics at t k can be mapped analytically to t k1 as functions of the probability distribution at t k . From t k to t k1 , the propagated mean and covariance can be stated as [4, 5] 
where f j ; j g 2 f1; . . . ; Ng. As the order of the solution increases, that is, m ! 1, the higher-order solution yields the true mean and covariance matrix computed from Monte Carlo simulations. Now, the only unknowns in Eqs. (38) and (39) are the expectations (i.e., moments) of the deviations. Even if the state at time t k is Gaussian, except for the case m 1, it is obvious that the mapped trajectory distribution is no longer Gaussian due to system nonlinearity, and hence exact computation requires computation of the higher-order moments.
In particle-based filters, this problem is remedied by using an ensemble of sample points to approximate the probability distribution, whereas a more formal approach is to use the Edgeworth/Gram-Chalier [10] or Laplace approximations to approximate the posterior density function. In trajectory navigation, however, the Gaussian assumption has shown to provide a sufficiently accurate statistical approximation. Hence, we assume that the updated estimates are Gaussian and we implement the joint characteristic function to compute the higherorder moments up to 2mth order as apparent from Eq. (39). By assuming the updated state can be approximated with Gaussian statistics, the higher-order moments are functions of the first two moments. Moreover, if we consider a zero initial mean, all the odd moments of the initial conditions vanish and the equations for the propagated mean and covariance matrix simplify a great deal.
Now 
which indicates that the measurement prediction and update equations are identical to the EKF algorithm. Also note that when m 1, the HNEKF becomes the EKF algorithm as shown in Eqs. (32-37).
D. Higher-Order Analytic Extended Kalman Filter
From the derivation of the HNEKF, it is obvious that we can also derive a higher-order analytic extended Kalman filter (HAEKF) by assuming that the reference trajectory and the higher-order solutions (i.e., STTs) are computed over some time span before filtering. The filter algorithm is similar to the HNEKF except that the point of series expansion is now with respect to the initial reference trajectory, not the updated mean as in the HNEKF algorithm.
Suppose the STTs are computed for the time interval of t 0 ; t f and let x k t k ; x 0 ; t 0 represent the reference trajectory for t k 2 t 0 ; t f , where x 0 has mean m 0 and covariance matrix P 0 . Moreover, let xt k x k x k be the true trajectory we want to estimate. Following the Kalman filter algorithm, the HAEKF algorithm is given as follows:
HAEKF prediction equations: 
As in the HNEKF case, the update equations for the HAEKF become the same as the EKF when we consider a measurement function that is linear in x k . Also, note that when m 1 (i.e., first order), the HAEKF becomes the linear Kalman filter, not the EKF.
(We call it the higher-order analytic extended Kalman filter, not the higher-order linear Kalman filter, because the prediction equations are nonlinear in general.) The superiority of the EKF over the LKF is clearly demonstrated by Maybeck [10] . However, when the true trajectory is within the convergence radius of the reference trajectory, we shall see later that the HAEKF can provide a more accurate solution and faster convergence than the EKF. An advantage of the HAEKF is that it can be precomputed and used online with no numerical integrations.
E. Unscented Kalman Filter
The unscented Kalman filter (UKF), first introduced by Julier and Uhlmann, is being implemented in a diverse field of engineering, science, and economics due to its simplicity while providing faster convergence and better accuracy than the extended Kalman filter. The UKF is initialized with a set of predetermined sigma points and incorporates the second-order trajectory information in the filter model. Detailed derivation and algorithm can be found in [6, [11] [12] [13] [14] .
IV. Examples
In this section, we present several simulations of a halo orbit, which is a periodic orbit where the in-plane and out-of-plane frequencies are the same, computed based on the CR3BP. The governing equations of motion for CR3BP, in nondimensional form, are given as [15] x 2_ y @U @x 
Here, U is the CR3BP potential and = S . Consider a halo orbit about the sun-Earth L 1 point in a nondimensionalized frame, which can be dimensionalized by applying the length scale of ' 1 AU 1:49597870691 10 8 km, where AU stands for "astronomical unit," and the time scale of 1=! E . Figure 1 shows the reference (nominal) trajectory for one orbital period (177:86 days), which corresponds to case 1 given in Table 1 . The initial conditions for these orbits are (in nondimensional units) This linear assumption simplifies the problem a great deal because the measurement sensitivity does not require the computation of the higher-order partials. This way, it is easier to understand the effect of the nonlinear orbit uncertainty propagation on filter performance. Initially, the spacecraft state is assumed to be a zero mean Gaussian with position uncertainties of 100 km and velocity uncertainties of 0:1 m=s. [The initial covariance matrix is a diagonal matrix with 100 km 2 and 0:1 m=s 2 for position components and velocity components, respectively.] The initial mean and covariance matrix are mapped using the STT approach for m f1; 3g, unscented transformation, and Monte Carlo simulations based on 10 6 sample points. Figure 2 shows the mean and the projection of the 1-covariance matrix onto the x-y plane after one orbital period. Assuming the Monte Carlo simulation is the true solution, the result shows that the third-order solution is the most accurate approximation, whereas the linear solution fails to characterize the orbit uncertainty distribution.
We now consider the same initial uncertainties, but assume the initial guess (mean) is off by 100 km for the position components and 0:1 m=s for the velocity components so that they lie on the boundary of the initial 1-ellipsoid. A set of pseudomeasurements are computed based on the reference trajectory with a 20-day increment. Using the same measurements, the initial mean and covariance matrix are mapped and solved using the EKF, the UKF, the third-order HNEKF, and the third-order HAEKF. For the HAEKF, because the trajectory is periodic, the STTs are computed and stored for only one orbital period, which is divided into two segments for numerical consistency, and reversion of the series is applied to map states analytically. [Note that all filter simulations are based on single runs where the same set of pseudomeasurements are considered (i.e., random noises added to perfect measurements). We have also simulated many different set of pseudomeasurements on the side and have obtained negligible difference in the filter performance given the state and measurement uncertainties considered in this paper.] PARK AND SCHEERES Figure 3 shows the a priori (predicted) and a posteriori (updated) position and velocity root-sum-square errors, where R xx yy zz p and V uu vv ww p , and ii represents the i; i component of the covariance matrix. A sudden drop in the uncertainties right after 100 days is due to the fact that the initial covariance matrix is quite large and requires at least six independent measurements to obtain a well-defined (i.e., reduced to the measurement noise level in all directions) a posteriori covariance matrix. The result shows that the EKF overestimates the uncertainties (i.e., assumes they are smaller than they are in actuality) while the UKF, HNEKF, and HAEKF provide conservative uncertainty estimates. Figure 4 shows the magnitude of the absolute position and velocity errors, that is, the magnitude of the difference between the updated mean and the true state. The result shows that the EKF does not perform well as compared to the higher-order filters. This clearly explains the importance of nonlinear orbit uncertainty propagation. The covariance matrix computed by using the first-order method (i.e., EKF) overestimates the solution, and hence, the residual is trusted less. On the other hand, the UKF and the higher-order filters predict more conservative uncertainties and more effectively balance the a priori uncertainties and the actual measurements (i.e., measurements are valued more than the a priori information in this case). Figures 5 and 6 are based on the same filter setup except that the measurements are updated every 5 days. It shows that there is not much difference in the propagated uncertainties, but the absolute errors are computed more accurately in UKF and higher-order filter runs. Figures 7 and 8 show the HNEKF results for cases m 2 f1; 2; 3g. As mentioned earlier, note that the case m 1 is identical to the EKF formulation. The result shows that the higher-order filters, m 2 f2; 3g, provide superior filter performance over the first-order case and it is observed that the second-order effect contains most of the system nonlinearity, indicating that the second-order filter is sufficient for an accurate nonlinear filter in our example. Figures 9  and 10 show the HAEKF uncertainties and absolute error plots, respectively, for m 2 f1; 2; 3g. The uncertainties for m 1 are similar to the EKF solution and for m 2 are similar to the case m 3 as shown in Fig. 3 . The absolute error plot shows that all three filters provide good estimation performance even for the case m 1. This is expected because the pseudomeasurements are computed based on the reference trajectory which the STTs are computed based on. In other words, the reference trajectory can be thought of as a regression solution for the simulated measurements.
To analyze the robustness of the higher-order filtering techniques, the pseudomeasurements are now generated from the case 2 halo orbit given in Table 1 . Figures 11 and 12 show the simulated filter solutions. The results show that the higher-order solutions are superior over the linear filters, that is, EKF and HAEKF for m 1. As expected, this indicates that the linear Kalman filter is only feasible when the reference trajectory is sufficiently close to the true trajectory. The HAEKFs for m > 1, however, have more flexibility in the reference trajectory. The overall filter convergence is slightly slower than the previous cases because the initial mean is assumed to be the same as in the previous cases, and thus, it is farther away from the true trajectory (i.e., the trajectory in which the pseudomeasurements are generated).
In this study, the EKF required integration of N N 2 42 equations [or N NN 1=2 27 equations if the covariance matrix is directly integrated] and the UKF required integration of 2N 1N 78 equations between each measurement update, and in the actual filter runs, the EKF was slightly faster than the UKF. The HNEKFs for m > 1 provide superior results over the linear filters (even UKF when m > 2); however, the computational load increases significantly as m increases. For example, the third-order HNEKF requires integration of 1554 equations. On the other hand, the HAEKF does not require any integration in the actual filtering process. The most expensive numerical operation in the HAEKF is the higher-order moment computation; however, there exist various techniques for efficient computation of moments. Hence, for missions with predetermined reference trajectories, the higher-order analytic filter may be suitable for the trajectory navigation while obtaining faster convergence and a more accurate filter solution than the EKF.
To be more specific, having the higher-order semi-analytic method onboard a spacecraft or a launch vehicle provides a complete solution space for the given reference trajectory depending on the order of solution. Hence, for problems where the nonlinearity is significant and requires a rapid convergence, such as spacecraft launch, planetary/small-body orbit insertion, or autonomous precision landing, applying the HAEKF can result in a more rapid, accurate, and robust state estimation than the EKF. Fig. 9 Comparison of the root-sum-square errors with a 20-day increment measurement update.
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V. Conclusions
We derived two Kalman-type filters, called higher-order numerical extended Kalman filter and higher-order analytic extended Kalman filter, by directly applying the higher-order solutions to the Kalman filter algorithm. These higher-order filters were compared with the conventional extended Kalman filter and the unscented Kalman filter based on halo orbits computed in a restricted three-body problem frame about the sun-Earth L1 point. The filter simulations were carried out assuming the dynamics of the system are perfectly known, but there are errors in the initial state and in the measurements. The results showed that a higher-order filter provides faster convergence, a superior filter solution, and more flexibility in the initial guess over linear filters. Also, the Gaussian assumption of the a posteriori state yielded a sufficient approximation even for nonlinear filters. For the cases where the reference trajectory was relatively close to the true trajectory, the HAEKF provided solutions essentially equivalent to both the UKF and the HNEKF, and yielded a much faster filter process. This indicates that once trajectory solutions are stored on a spacecraft, an autonavigation processor that incorporates trajectory nonlinearity and allows fast convergence may be feasible in practice. Fig. 12 Comparison of the absolute errors with a 20-day increment measurement update based on the halo orbit case 2.
