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The rich phase diagram of quantum spin-ladder systems has attracted much attention in the
theoretical literature. The progress in experimental realisations of this fascinating physics however
has been much slower. While materials with a ladder-like structure exist, one always has coupling
between the ladders to muddy the waters. In addition, such materials exhibit limited (if any)
tunability in terms of the magnetic exchange parameters, and experimental probing of the different
phases is a great challenge. In this work, we show that a realisation of spin-ladder physics can
occur in an engineered nanostructure made out of bilayer graphene in the ν = 0 quantum Hall
state. Specifically, we describe a split-double-gated setup in which a domain wall is explicitly
induced in the middle of the sample, and show that an effective spin-ladder forms along this domain
wall. The interaction strengths of the ladder are tunable by adjusting magnetic and electric fields
as well as the spacing between the gates. Furthermore, we demonstrate that the effective spin
ladder has a helical nature, meaning that the spin-correlations may be probed rather simply with
charge transport experiments. We describe the phase diagram of this system, and show that certain
transport measurements are very sensitive to the phase.
I. INTRODUCTION
It has been known for many years that the properties of
one-dimensional Heisenberg spin-chains depend in a cru-
cial way on whether the spin of the system is integer or
half-integer [1]. While half-integer spin chains have gap-
less excitations and power-law correlations, those with
integer spin demonstrate a spin-gap and spin-liquid be-
havior. Such arguments were later extended to S = 1/2
spin-ladders, consisting of coupled n legs [2–4], in this
case the difference being between an even and odd num-
ber of legs.
The spin-1/2 two-leg spin ladder has since become one
of the most studied problems in low-dimensional quan-
tum magnetism [5, 6], as it is in some sense intermediate
between the spin-1/2 and spin-1 systems, thus leading to
a better understanding of the Haldane result [1]. The
Hamiltonian
H =
∑
j,n=1,2
{Jxy‖ (S+j,nS−j+1,n + h.c.) + Jz‖Szj,nSzj+1,n}
+
∑
j
{Jxy⊥ (S+j,1S−j,2 + h.c.) + Jz⊥Szj,1Szj,2} (1)
describes two spin-1/2 chains on the legs n = 1, 2 with in-
chain couplings J‖, coupled via rung coupling constants
J⊥. For more generality, we have also allowed each of
the exchange couplings to have some XXZ anisotropy.
However initially we may consider Heisenberg exchange
Jxy = Jz. We then can see if J⊥ = 0, we have two decou-
pled spin-1/2 chains; while if J⊥ is large and ferromag-
netic in sign, then the two-spins on each rung combine
to form a triplet state, giving an effective spin-1 chain,
which should thus exhibit the Haldane gap. On the other
hand if J⊥ is large and antiferromagnetic, then one finds
a gapped system of rung-singlets.
The question remains of what happens at small J⊥.
This was solved by Shelton et al. [7] through bosonization
and refermionization, where they showed that a spin-gap
opens up immediately at J⊥ 6= 0 for either sign. In this
limit, the gap is associated with confinement of spinons
and most interestingly the structure of the theory is in-
dependent of the sign of J⊥. However it was later shown
[8, 9] that the response to this system to boundaries (or
impurities) is rather different in the two phases: for fer-
romagnetic rung couplings one finds spin-1/2 states lo-
calised on the boundaries, while these edge-states are ab-
sent if the rung couplings are antiferromagnetic. In mod-
ern day terminology, one can therefore say that J⊥ = 0
is a transition between a topological phase and a non-
topological one.
While this phase transition at J⊥ = 0 is arguably the
most discussed in the physics of spin-ladders, a number
of additional transitions are possible when the XXZ spin
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2anisotropy is taken into account [5]; we will discuss these
transitions in detail later in this work. Other investiga-
tions have concentrated on the case when the legs are
ferromagnetic [10], leading to further interesting transi-
tions.
To date, there are a few ladder compounds, for exam-
ple, vanadyl pyrophosphate (VO)2P2O7 and the cuprates
series Srn−1Cun+1O2n, which have been identified in ex-
periments and the spin gaps have been measured by
neutron scattering or NMR [11]. More recently, the or-
ganic compound Br4(C5H12N)2 (BPCB) has been stud-
ied [12], where the relatively low exchange coupling en-
ables closing of the gap with a magnetic field. How-
ever, despite those breakthrough experiments, investiga-
tion of the phase-diagram and nature of excitations of
spin-ladder systems remains challenging for three main
reasons.
Firstly, all examples in solid-state physics have inter-
ladder couplings. These become important at low tem-
peratures, and make it harder to separate contributions
from the one-dimensional ladder physics and those from
the three-dimensional nature of the true crystal. While in
certain situations, the one-dimensional physics may still
be dominant, even within the three-dimensional ordered
phase [13], it is clearly desirable to isolate a single spin
ladder, both in terms of nanotechnology as well as from
the fundamental physics point of view.
Second, the interaction strengths J⊥ and J‖ in the lad-
der compounds are not tunable, and are fixed by the
chemistry of the compound in question. Therefore, the
quantum phase transition predicted by the theory can
not be simply accessed in real materials. We should note
however that recent advances in chemical doping have
gone some way towards solving this problem [14].
Thirdly, to probe the spin-correlations requires tech-
niques such as neutron scattering, which are bulk mea-
surements and therefore not appropriate to a single-spin
ladder, should one be isolated. This is in strong con-
trast to Fermionic ladder systems, which have an equally
rich phase diagram, but which may be probed by charge
transport [15]. An (undoped) spin-ladder is a Mott insu-
lators and the charge sector is completely frozen; all low
energy excitations are in the spin sector, and therefore
do not contribute to electric transport. Other transport
measurements such as thermal conductivity [16] are pos-
sible and may yield signatures of the different spin phases,
however the spin contribution is difficult to disentangle
from that due to crystal phonons [17].
Many of the challenges to probing these systems and
their phase diagrams can be overcome by considering
systems whose low-energy dynamics are isomorphic to
those of spin ladders. Of such systems, graphene has
emerged as a particularly useful paradigm. In the quan-
tum Hall regime, single layer graphene systems can have
edge states with definite spin that (when the system is
undoped) cross the Fermi level and one another [18, 19],
forming an effective one-dimensional system in which
charge and spin degrees of freedom are locked together,
and in which interaction effects can lead to highly non-
trivial phases and associated transport properties which
can usefully be modeled as a spin-chain system [20, 21].
By putting together copies of such systems, one may cre-
ate what is effectively a spin-ladder system at low ener-
gies.
Such systems naturally occur in bilayer graphene, ei-
ther at its edge [22, 23] or within its bulk [24, 25], using
a split gate geometry first introduced in Ref. 26 as a
zero-field system. Recently, we have proposed [24] an ex-
perimental realization of this which allows for engineer-
ing a spin ladder with tunable interactions, and enables
it to be probed in charge transport measurements by ex-
ploiting the spin-charge coupling that is inherent to the
system. Distinct phases in the spin sector are therefore
manifested by distinct electric conduction properties.
In these proceedings, we review this proposal, as well
as present some new results on the charge transport be-
havior. The paper is organised as follows. In Section II,
we introduce our proposed setup and show that appro-
priate gating of bilayer graphene can induce an effective
spin-ladder system. We then give the Hamiltonian of this
spin-ladder system paying particular attention to the re-
lationship between the model parameters and the origi-
nal engineering setup. In Section III we solve this model,
deducing the phase diagram of the spin-ladder system.
In Section IV, we then demonstrate that the different
phases of this system lead to dramatically different con-
ductance properties – in particular there is a transition
between a density-wave insulator and a superconducting
phase. Finally, the manuscript ends with some conclud-
ing remarks. Throughout the paper we use units in which
~ = 1.
II. MODEL SYSTEM AND HAMILTONIAN
Our proposed setup consists of a sheet of bilayer
graphene (BLG) subject to a magnetic field and a split-
double gate, as depicted in Fig. 1(a) [26]. The gates are
arranged in such a way that there is a perpendicular elec-
tric field applied to the sample, that changes sign in the
middle. This implies that there is a line in the middle of
the sample at x = 0 where the perpendicular electric field
vanishes – see Fig. 1(b). We will now demonstrate that
if the BLG is undoped, the bulk of the sample exhibits
an excitation gap, but there exists one-dimensional low-
energy modes within this gap localised near the region
x = 0 where the electric field changes sign. Furthermore,
we will show that these low-energy modes can be de-
scribed by an effective model of two weakly-coupled spin
ladders. The parameters of the spin-ladders can be tuned
by varying the magnetic and electric fields, and further-
more the spin-ladders have a helical structure, meaning
that the spin excitations may be probed by charge trans-
port experiments.
This mapping was first described in Ref. 24. In these
proceedings, we give a much more pedagogical account
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Figure 1: (a) Our proposed setup consisting of BLG in a
magnetic field and subject to a split-double-gate creating an
inhomogenous electric field. The magnetic field B is tilted
away from the z direction, allowing the magnetic length and
Zeeman splitting to be controlled independently. The line x =
0 is the location of the effective one-dimensional modes that
form the ladder model. (b) A schematic of the inhomogenous
potential across the sample. The gradient of the potential
near x = 0 can be controlled by varying both V and the
distance between the split gates w.
of the mapping to the spin-ladder; we believe that this is
useful to aid understanding of the original derivation of
this mapping [24].
A. From bilayer graphene to spin-ladder:
noninteracting picture
We begin by discussing the non-interacting system.
The Landau quantisation of BLG subject to a perpen-
dicular magnetic field Bz has been widely discussed
[22, 25, 27], where one finds that the lowest Landau levels
are given by an energy
n = ±ω
2
c
γ1
√
n(n− 1), n = 0, 1, . . . (2)
This equation requires a few remarks. The cyclotron fre-
quency
ωc =
√
2~vF /` (3)
(here ` =
√
c~/eBz is the magnetic length) is defined in
terms of the high energy spectrum of bilayer graphene
which is linear [27] in the absence of the magnetic field.
In contrast, the low energy spectrum becomes quadratic
in the presence of the interlayer hopping γ1, leading to
an effective low-energy cyclotron frequency ω˜c = ω2c/γ1.
This inessential detail aside, the most curious thing about
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Figure 2: The splitting of the ν = 0 Landau level in BLG.
In the bare model of the Landau levels, this level at energy
 = 0 is 8 fold degenerate, coming from the two layers, the
two K points, and the two spin projections. In the addition
of an electric field perpendicular to the BLG, this is split
into four levels at energies  = ±1 and  − ±2 where both
1,2 ∝ V . For the sign of V plotted, the upper two levels come
from the K point while the lower two are from the K′ point.
The further splitting involves states mostly localised on the
upper (A) or lower (B) layers of the BLG. Finally, adding the
Zeeman splitting term (which is independent of the potential
V ) further splits each of these levels into two. It is clear that
the ultimate arrangement of the levels depends on both the
sign and magnitude of V .
Eq. (2) is the fact that the lowest two Landau levels n = 0
and n = 1 are degenerate. Combining this with usual
valley and spin degeneracies of graphene means that the
lowest Landau level ν = 0 is actually eight-fold degener-
ate.
This degeneracy is lifted when a potential difference
2V is applied perpendicular to the BLG sample, leading
to an imbalance in potential between the upper and lower
layers. The previously degenerate levels 0 = 1 = 0 then
become split with energies [22, 25, 27]
0 = ±eV
2
1 = ±γ
2
1 − ω2c
γ21 + ω
2
c
eV
2
. (4)
This splitting is illustrated in Fig. 2. When the wave
functions are calculated, it is found that the levels with
the + signs are predominantly states from the K valley
4K 'K 
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Figure 3: (color online) The non-interacting energy levels
crossing at the undoped Fermi energy,  = 0 as a function
of the position of the guiding center X. Arrows denote spin
projection (Sz along B), full red lines correspond to valley K
and dashed blue lines to valley K′. The different slopes corre-
spond to the different levels 0,1. The blow-up presents a typ-
ical Sz-configuration on the two layers as one scans through
a pair of domain walls.
while those with the − sign come from theK ′ valley. The
further splitting between 0 and 1 can be further associ-
ated with states located on the upper or lower layers of
the BLG in the manner shown in Fig. 2. It is worth point-
ing out here that for realistic magnetic fields, ωc/γ1  1,
which means that the splitting between the 0 and 1 lev-
els, (1−0) ∼ (ωc/γ1)2eV is much smaller than the split-
ting between the plus and minus states (0+−0−) = eV .
However, each of these splittings is proportional to V , so
all go to zero as V → 0.
Finally, the spin degeneracy of each of these four levels
is split by the Zeeman energy Ez ∝ |B|. Notice that this
term contains the full magnetic fieldB and not just the z-
component as appears in the cyclotron frequency, Eq. (3).
This means that these two energy scales can be controlled
separately by changing the tilt angle of the magnetic field.
It also means that the spin projection, which we call Sz
for convenience, is actually the projection along the di-
rection of B and not along the true z-axis. This simplifies
notation and makes no difference to the end results. The
combined effect of the layer anisotropy and the Zeeman
splitting removes all of the degeneracies of the original
ν = 0 level – see Fig. 2.
We see therefore that in a uniform perpendicular elec-
tric field the Hamiltonian for non-interacting electrons in
undoped BLG (chemical potential µ = 0) has an energy
gap to all excitations. In the inhomogeneously gated sys-
tem of Fig. 1 however, one expects to find energy cross-
ings in the vicinity of the point x = 0 where the local
electric potential difference VX is small, and therefore
one expects to see one-dimensional gapless modes delo-
calised in the y-direction, but localised in the x-direction
around these crossings. The first such crossing occurs
when the 0+ state with sz = −1 crosses the 0− state
with sz = +1, i.e.,
eV/2− Ez = −eV/2 + Ez = 0 =⇒ eV = 2Ez. (5)
Assuming that the potential around x = 0 is given by
VX = 2
V
wX (see Fig. 1(b)), this implies a crossing at
X1 =
Ez
2eV/w
. (6)
We mention that in the context of the inhomogenous sys-
tem, the coordinate X is best thought of as the coordi-
nate of the guiding centre of the individual states within
the Landau level.
One similarly finds a crossing at −X1, as well as the
crossings where the 1 levels cross: X = ±X2 where
X2 =
Ez
2eV/w
γ21 − ω2c
γ21 + ω
2
c
. (7)
This is illustrated in Fig. 3. Here, it can be seen that
the crossings, which correspond to low-energy effective
one-dimensional modes, naturally arrange themselves in
two groups of two. The splitting between the two groups
is
d = 2X1 = w
Ez
eV
, (8)
while the splitting between the two legs in each group is
given by
d0 = X2 −X1 = d ω
2
c
γ21 − ω2c
. (9)
We therefore see that in the realistic limit when ωc 
γ1, we have d0  d; this implies that when interactions
between these modes are taken into account, one may
consider them as two weakly-coupled two-leg ladders.
The final thing to discuss concerns the nature of the
modes at each of these crossing points. The ν = 0 state
of either monolayer graphene of BLG is unusual in that it
contains both particle and hole states. This means that
at a boundary [18, 19, 22] or an artificial edge [25, 26, 28],
edge states of both chiralities are formed. It turns out
[22, 25] that when the degeneracy is lifted by adding the
electric field, the particle states reside in one valley, while
the hole states reside in the other. This means that the
valley states are chiral, and therefore the induced one-
dimensional boundary modes have a chirality index µ =
±1 equal to their valley index. As the modes are also
further split into their different spin projections, every
mode can be assigned a helicity index h = µsz.
The curious thing, that can be determined by direct
calculation or by simply studying Fig. 3 is that the four
modes with guiding centers located at X > 0 all have one
helicity (call it h = +1), while those at X < 0 have the
opposite helicity (h = −1). This is depicted schemat-
ically in Fig. 4(a). Thus one has two weakly coupled
5(a) 
X 
h=- h=+ 
2_ 1_ 1+ 2+ 
H

H
(b) 
H
zxy JJ  ,
z
p
xy
p JJ ,

  as HHH

H
Figure 4: Pictorial representation of two coupled spin1/2
ladders. (a) The blow-ups in Fig. 1b is represented as
counter propagating spin currents, and they are mapped to
spin chains. Depending on the choices of the fields and the
physical spacing between the split gates, one could tune the
system in such a way that the chains with the same helic-
ity coupled stronger than that with different helicity. Conse-
quently, the chains with the same helicity are coupled to form
a spin ladder which is weakly coupled to another. (b) Each
spin 1/2 chain is represented as the standard XXZ Hamilto-
nian. When one is coupled to the other by the interaction J⊥,
a two leg ladder forms.
two-leg ladder models, with the two copies with opposite
helicities only weakly coupled to each other. Each leg
has two modes of opposite chirality as one finds in usual
single-channel one-dimensional systems [5], however each
with the same helicity. This means that one can write
the modes either in terms of charge currents or in terms
of spins, the two being linked. With interactions, the
spin representation turns out to be the most convenient,
as we now discuss.
B. Interactions and effective low energy
Hamiltonian
The scenario we have described above is based on a
model of non-interacting electrons. However as the Lan-
dau levels are flat bands and thus have quenched kinetic
energy, Coulomb interactions can have a dramatic ef-
fect on the nature of the ground state and excitations.
One example of this is the spontaneously polarised ferro-
magnetic state, which has been extensively discussed in
the context of ordinary quantum Hall systems in two-
dimensional electron gases [29]. In this case, interac-
tions lift the spin-degeneracy of the Landau-levels by
forming a symmetry-broken state. Related phenomena
have been predicted and observed in the ν = 0 state of
graphene (both mono-layer and bilayer) [30–38]; in this
case the additional discrete degrees of freedom (valley,
and layer index in BLG) lead to a very rich phase dia-
gram of potential broken symmetry states. It has been
argued that one way to experimentally tune between dif-
ferent symmetry-broken phases is by tuning the Zeeman
energy via a strong magnetic field in the plane of the
graphene [39]. Such ideas can be extended to the isospin
in BLG (associated with the valley and layer indices) via
a perpendicular electric field which acts as an effective
Zeeman term [27, 40], and therefore may be used to ex-
perimentally induce different ground states.
One of the defining properties of the symmetry-broken
quantum-Hall states is the nature of their collective
excitations[18, 19, 22, 29]. In particular, the elemen-
tary charge excitations in the standard quantum-Hall
ferromagnet are Skyrmions [29], whereas in graphene,
more complex excitations are possible [41, 42]. While
the Skyrmion in this context is defined as a particular
spin-texture, the nature of the spin-charge coupling in
quantum-Hall ferromagnets means that the topological
charge associated with this spin-texture can be equated
to the electrical charge quantum number of the Skyrmion.
More generally, this spin-charge coupling phenomenon
[29] opens the possibility of probing spin physics through
electrical measurements.
This physics may also be applied at boundaries,
whether it is near the physical edge of a graphene ribbon
[18, 19, 22], or an edge induced by a split gate setup as in
Fig. 1 [25, 26, 28]. The end result is that level-crossings
of the non-interacting picture become a coherent domain
wall (DW) (see Fig. 3), in which gapless collective exci-
tations may move along this wall. Residual interactions
between these furthermore lead to interactions between
the four legs that were originally decoupled in the non-
interacting picture.
Putting this on a firm theoretical footing, the quan-
tum dynamics of each DW-mode (along the y-direction)
can be described in terms of an effectively 1D spin-1/2
field (Snh,y), simultaneously encoding both the spin and
charge degrees of freedom [18, 21, 23]. The index nh takes
values n = 1, 2 and helicity h = ±, and refers to the same
four channels that were found in the non-interacting case
(see Fig. 3). The spin operator acts on the real spin, but
furthermore the Sx and Sy operators are also associated
with electric charge, while the the Sz operator coincides
with the electric current, Sznh ∼ hje (note the role of
helicity h in this relation).
The system is therefore modelled by the effective
Hamiltonian (see Fig. 4(b))
H =
∑
h=±
Hh +H+−, (10)
6where H(h) describe anisotropic spin-1/2 two-leg ladders:
Hh =
∑
n=1,2
Hnh +H
(h)
⊥ ,
Hnh =
∑
y
[
Jxyn
2
(
S+nh,yS
−
nh,y+1
+ h.c.
)
+ JznS
z
nh,y
Sznh,y+1
]
H
(h)
⊥ =
∑
y
[
Jxy⊥
2
(
S+1h,yS
−
2h,y
+ h.c.
)
+ Jz⊥S
z
1h,y
Sz2h,y
]
, (11)
and H+− is the weak coupling between the two ladders.
For the purposes of this section, we will assume this cou-
pling to be negligible and study the phase diagram of each
individual ladder; this term will be added back in pertur-
batively later when we discuss transport. We therefore
see that the effective low-energy theory of our double-
gated BLG is equivalent to two copies of the original
spin-ladder Hamiltonian (1). As we will see now, the
parameters of this effective model are very tuneable by
simply varying gate voltages and the magnetic field.
The in-chain constant Jxyn comes purely from Coulomb
interactions, and is a combination of a direct interaction
due to the spin-charge coupling, and the spin-stiffness
of the underlying two-dimensional electron gas. The
constant Jzn by contrast comes from a combination of
the electric field gradient within the split gate and the
interaction-induced spin stiffness. On the other hand,
the inter-chain exchange constant Jxy⊥ comes largely from
the interaction between the modes localised on each chain
due mostly to the charge induced on them when an in-
plane spin gradient is present [20], while Jz⊥ comes from
exchange interactions. The most important thing here is
that the hybridisation term Jxy⊥ (S
+
1h,y
S−2h,y+h.c.) is very
different from how the term would look in the original
fermion picture – the correct form for this term is per-
haps the most crucial result of the reconstruction of the
one-dimensional modes through the bulk interactions.
The dependence of the model parameters Jαn , Jα⊥ on
the original system parameters and external fields is non-
universal and extremely complicated. All of the param-
eters depend on the details of the overlaps between the
different skyrmion wavefunctions, and as such even their
signs can not be deduced from general arguments alone.
However despite this, several useful remarks can be made
relating to the experimental tuning of the system. First,
the anisotropy factors
∆n(⊥) ≡
Jzn(⊥)
Jxyn(⊥)
(12)
qualitatively reflect the ratio of kinetic energy (∝ eV )
to exchange interaction (∼ e2/`), and thereby may be
varied by changing gate voltages or the magnetic length
(i.e. Bz). Secondly, the magnitude of the inter-chain cou-
plings J⊥ is strongly dependent on the distance between
the chains d (see Eq. 8). The ratio between in-chain
and inter-chain couplings can therefore be controlled by
varying d, which from (8) amounts to changing either
the Zeeman energy (i.e. changing |B|), or changing the
spatial variation of the gate voltage V/w.
We next employ standard Bosonization to express the
spin operators in terms of Bosonic fields φnh(y) and their
dual θnh(y) [5]
S+nh,y =
√
α
2pi
(−1)y
α
e−iθnh (y) (13)
Sznh,y =
1
pi
[−∂yφnh(y) +
(−1)y
α
cos(2φnh(y))],
where α ∼ ` is the short-distance cutoff, and should
also be associated with the lattice spacing of the orig-
inal spin-ladder model. The equivalence is exact for non-
interacting systems. When interactions are taken into
account these two length scales may differ but this is an
inessential complication and we don’t keep track of this
difference here. Keeping only the most relevant terms,
the Hamiltonian in Eq. 11 can then be expressed as fol-
lows. First, the in-chain part
Hnh =
u
2pi
ˆ
dy
[
K (∇θnh)2 +
1
K
(∇φh)2
]
+Jzn
ˆ
dy
2piα2
cos 4φnh . (14)
In this expression, the renormalised velocity u =
Jxyn α/K, while the Luttinger parameter K may be de-
duced from Bethe ansatz results to be [5]
K =
pi
2 arccos(−Jzn/Jxyn )
, (15)
where we have made the reasonable assumption that the
coupling parameters for each of the two legs are equiva-
lent. In fact, a weak anisotropy between the legs is unim-
portant (see Ref. [24]). For the XY model, when Jz = 0,
we find that K = 1; for antiferromagnetic interactions
Jz > 0, then K < 1; while for ferromagnetic interaction,
thenK > 1. The cosine term is only relevant forK < 1/2
(corresponding to an easy-axis antiferromagnet, and be-
yond the scope of Eq. 15). We will not be interested in
this case here, and will therefore drop the cosine term in
Eq. 14 from here on.
The interchain interaction may also be bosonized,
yielding
H
(h)
⊥ =
ˆ
dy
2piα
[Jxy⊥ cos (θ1h − θ2h) + Jz⊥ cos 2 (φ1h − φ2h)
+Jz⊥ cos 2 (φ1h − φ2h)] + Jz⊥α
ˆ
dy ∂yφ1h∂yφ2h . (16)
In order to treat this, we define the symmetric and
antisymmetric modes in each ladder [5] (for later conve-
nience, we adopt a non-canonical form of these rotations
involving an extra scaling of the fields)
φsh =
1
2
(φ1h + φ2h) θsh = (θ1h + θ2h) (17)
φah = (φ1h − φ2h) θah =
1
2
(θ1h − θ2h).
7Executing this rotation, the Hamiltonian decouples into
the sum of symmetric and antisymmetric modes
Hh = H
(h)
s +H
(h)
a , (18)
where
H(h)ν = H
(νh)
0 +H
(νh)
int , (19)
H
(νh)
0 =
vν
2pi
ˆ
dy
[
Kν(∂yθνh)
2 +
1
Kν
(∂yφνh)
2
]
H
(sh)
int = J
z
⊥
ˆ
dy
2piα
cos(4φsh)
H
(ah)
int = J
xy
⊥
ˆ
dy
2piα
cos(2θa±) + J
z
⊥Λ
ˆ
dy cos(2φah).
The parameters in these expressions are given by
vs ≈ v
(
1 +
KJz⊥α
2piv
)
, va ≈ v
(
1− KJ
z
⊥α
2piv
)
,(20)
Ks ≈ K
2
(
1− KJ
z
⊥α
2piv
)
, Ka ≈ 2K
(
1 +
KJz⊥α
2piv
)
,
where the original Luttinger liquid parameter K is as
given in Eq. (15).
This is the standard bosonized form of a spin-1/2 lad-
der [5–7]. However, in the present case due to the spin-
charge duality encapsulated by the helical nature of the
modes, H(h)s ,H
(h)
a describe the not just the dynamics of
the spin degree of freedom, but also the charge degree
of freedom. To make this concrete, ∂yφνh denotes spin-
density fluctuations as defined in Eq. 13. However, it
simultaneously encodes the total (symmetric) and rela-
tive (antisymmetric) electric current operators through
channels 1h, 2h:
Jsh ≡ J1h + J2h =
−2evh
piK
∂yφsh , (21)
Jah ≡ J1h − J2h =
−evh
piK
∂yφah . (22)
Similarly, the corresponding charge density operators
may be written in terms of the dual fields ∂yθνh . This
correspondence will be most useful when we come to cal-
culate conductance properties in Section IV. First how-
ever, we must determine the phase diagram of the XXZ
spin-ladder model.
III. PHASE DIAGRAM
A. Phase boundaries
In terms of the symmetric and antisymmetric modes,
the model is decoupled and so we can treat each of these
modes individually. We begin with the symmetric mode.
This is described by a sine-Gordon model H(h)s ; the co-
sine term is relevant (in the renormalisation group sense)
when Ks < 1/2. Expanding Eqs. (20) and (15) for small
Jz/Jxyn we find
Ks ≈ 1
2
[
1− J
z
n + J
z
⊥
2piJxyn
]
. (23)
This means that the cosine term is relevant if Jzn+Jz⊥ > 0
and irrelevant otherwise. Thus in order to be irrelevant,
at least one of the magnetic couplings (inter- or intra-
chain) must be of a ferromagnetic character. In this case,
the symmetric mode remains a gapless Luttinger liquid,
and hence the system has low-energy current carrying
modes. We will therefore be most interested in this case
when we come to study transport.
In the case that the cosine term is relevant, excitations
of the symmetric mode acquire a spectral gap, and the
ground state is characterised by the locking of the field
φsh in one of the minima of the cosine potential. This
means that one of the order parameters 〈cos(2φsh)〉 or
〈sin(2φsh)〉 gains a non-zero expectation value; the for-
mer if Jz⊥ > 0 and the latter if J
z
⊥ < 0 [5, 6].
We now turn to the antisymmetric mode. This is de-
scribed by a Hamiltonian containing two cosine terms:
H
(h)
a =
va
2pi
´
dx
[
Ka(∇θah)2 + 1Ka (∇φah)2
]
(24)
+gxy
´
vady
2piα2 cos(2θah) + gz
´
vady
2piα2 cos(2φah),
where for convenience we have introduced the dimension-
less coupling constants gxy = J
xy
⊥ /J
z
n and gz = Jz⊥/J
z
n.
In this Hamiltonian, the first cosine term is relevant for
gxy has a scaling dimension of 1/Ka, and is therefore
relevant if Ka > 1/2, while the latter cosine has a scal-
ing dimension of Ka and is therefore relevant if Ka < 2.
This means firstly that for all values of Ka, at least one
of the cosine terms is relevant, and therefore one does
not expect a gapless Luttinger-liquid like state in the an-
tisymmetric mode; and secondly that for 1/2 < Ka < 2
both cosine terms are relevant and compete with each
other.
Due to the non-local commutation between the fields
φ and θ, it is not possible for both cosine terms to flow
to strong coupling and for both fields to be locked in the
ground state. If only the cosine of the θ term was present,
then a spectral gap ∆a would appear
∆a ∼ va
α
|gxy|
1
2−1/Ka , (25)
and one of the expectation values 〈cos(θah)〉 or 〈sin(θah)〉
would be non-zero depending on the sign of gxy. On the
other hand, if this term was absent and only the cosine
of the φ term was present, then the spectral gap would
be given by
∆a ∼ va
α
|gz| 12−Ka , (26)
and the non-zero expectation values would be one of
〈cos(φah)〉 or 〈sin(φah)〉 depending on the sign of gz.
8When both terms are present, by very general argu-
ments one expects the stronger term to ’win’, and there-
fore the location of the phase boundary between these
two possibilities may be estimated as the point where
the mass that would be generated by each of the terms
individually becomes equal (see e.g. Ref. 43)
|gxy|
1
2−1/Ka ∼ |gz| 12−Ka . (27)
It is possible to confirm this picture by a more formal
treatment [6, 7, 44, 45] based on refermionization around
the self-dual point Ka = 1. From this method, one fur-
thermore deduces that the phase transition between or-
dered φ and ordered θ is in the Ising (Z2) universality
class. We refer to Ref. [24] for an outline of the deriva-
tion of this as applied to this particular model.
B. Local operators and nature of phases
Having determined the location and nature of the
phase boundaries in the model, it still remains to deter-
mine the nature of each of the phases. As the model may
be written in either spin or charge language, the phases
can also be characterized from either of these viewpoints.
We begin with the spin-ladder picture. In order to char-
acterize the phases, we must find local (spin) operators
that either gain an expectation value (long range order),
or in some cases have the slowest decaying power-law
correlation functions (quasi long range order). In order
to do this, we define four operators on the rungs of the
ladders
Ox,z± = (−1)y [Sx,z1 ± Sx,z2 ] . (28)
In words, these correspond to rung ferromagnetism (+)
or antiferromagnetism (−) in the x or z spin direction,
and we are interested in the staggered (antiferromag-
netic) component in the chain direction. By applying
the transformations (13) and (17), we find the bosonized
forms of these operators to be
Oz+ ∼ cos 2φs cosφa,
Oz− ∼ sin 2φs sinφa,
Ox+ ∼ cos(θs/2) cos θa,
Ox− ∼ sin(θs/2) sin θa. (29)
We can now discuss the phase diagram of the model.
To be concrete, we consider the case when Ka = 1,
so that the phase transitions occur at |gxy| = |gz| (see
Eq. (27)). We begin by discussing the case when Ks >
1/2 so the symmetric modes remain gapless. In this case,
none of the above operators can have a ground state
expectation value, as they all involve the gapless sym-
metric modes. The phases in such a system are then
characterised by the operators with the slowest decaying
correlation functions, known as quasi-long-range order
(QLRO)[5, 15, 46]. We see therefore that if |gz| > |gxy|
this operator is Oz− if gz > 0 (for simplicity we call this
state z− QLRO); while if gz < 0 then the state is z+
QLRO. This is easy to understand: if the legs are cou-
pled by an easy-axis exchange term, then the relative
spin configuration on each leg will reflect the sign of this
exchange. Similarly, in the opposite case if |gxy| > |gz|,
then one has xy− or xy+ QLRO depending on the sign
of gxy. We refer to these states as xy± rather than
just x± as the correlation functions in the y spin pro-
jection (which we haven’t explicitly written) follow the
same power-law decay as those in the x. This is related
to the O(1) symmetry of the model, we will come back to
this point later. This phase diagram is plotted in Fig. 5,
along with the equivalent phase diagram for a different
value of Ka.
We now turn to the case when Ks < 1/2, i.e. both
the symmetric and antisymmetric modes have gaps, and
again we start with the case |gz| > |gxy|. As the same
coefficient gz appears in front of the cosine terms in both
modes, it is easy to see that one finds 〈Oz−〉 6= 0 if gz > 0
and 〈Oz+〉 6= 0 if gz < 0. In other words, the z± QLRO
states previously described have now acquired true long
range order. These states correspond to spin arrange-
ments of an Ising antiferromagnet along the legs, with the
two legs either in phase (z+) or out of phase (z−) depend-
ing on the sign of the interchain coupling. These states
are associated with a spontaneously broken Z2 symme-
try, bringing further insight into the Ising nature of the
phase transition previously discussed.
The same does not happen for the x± states. It is easy
to see why: an expectation value of one of these opera-
tors would imply breaking of a continuous O(1) symme-
try, which is forbidden in one dimension. In fact, the
operators Ox± which exhibited slow power law decay for
Ks > 1/2 will show exponentially decaying correlations
at Ks < 1/2. This is technically because these operators
contain cosines of the θs field, but the strong coupling
ground state in the symmetric modes are associated with
locking of the φ fields. It is possible to show [7] that no
local operator can be associated with the combination of
the φs and θa fields; the expectation value of these in-
stead refers to a string order parameter, associated with
the spontaneous breaking of a Z2 topological symmetry.
This is the celebrated Haldane phase. These phase labels
are also shown in the phase diagram in Fig. 5.
Having now described the phase diagram of the spin-
ladder, we can ask what these different phases would cor-
respond to in terms of charge modes, coupled to the spin
modes by the helical nature of the ladder. Going back
to Eq. (22), we see that the gradient of the φ fields are
associated with the current. By the general principles on
one-dimensional physics [5], this means that the φ fields
are associated with the phase of fermionic operators –
meaning that a locking of φa may be associated with
locking of the relative charge phase between the legs,
characteristic of a superfluid (SF). On the other hand,
θ is associated with the charge degrees of freedom and
hence phases with locked charge may be characterised
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Figure 5: Phase diagram of the Spin ladder as a function of
the inter-chain couplings gz and gxy. The QLRO order states
refer to the case when Ks > 1/2 and the symmetric modes are
gapless. The LRO/Haldane labels refer to the case Ks < 1/2
and the symmetric modes are gapped. The SF/CDW is the
equivalent designation of the state from the charge point of
view. The correlations in the ground states corresponding
to each of the labels is described in the main text. Part (a)
shows the phase diagram when other parameters are tuned
such that Ka = 1. If 1 < Ka < 2, the transition lines become
curved, as shown in part (b). If Ka > 2, then the z±/CDW
phases disappear completely. We note that as a function of
model parameters, these diagrams are only schematic as the
Luttinger parameters K also depend on the inter-chain cou-
plings. The general expression for the location of the phase
boundaries is given in the main text in Eq. 27.
as charge density waves (CDW). Thus the phases labeled
z± in the spin language are SF in terms of charge degrees
of freedom, while the xy± phases are CDWs. These la-
bels are also shown in the phase diagram in Fig. 5; it is
this coupling between spin phases and charge phases that
allow charge transport experiments to probe the different
spin phases of the spin ladder, as we will demonstrate in
the next section.
IV. TRANSPORT COEFFICIENTS
To derive the conduction properties characterizing the
distinct phases, we first introduce local coupling terms
between the channels 1h, 2h which break translation in-
variance in the y-direction, and are necessary to induce
non-trivial transport coefficients. As a minimal choice of
such terms, we consider defects at y = 0 which add a
local correction J0 to J
xy
⊥ [Eq. (11)], and a spin-flip term
allowing backscattering between the closest channels of
opposite helicities [H+− in Eq. (10)]:
δH(h) = J0
[
S+1h,0S
−
2h,0
+ h.c.
]
, (30)
H+− = J
[
S+1−,0S
−
1+,0
+ h.c.
]
.
In terms of Bosonic fields, these yield
δH =
∑
h=±
J0Λ cos[θ1h(0)− θ2h(0)] (31)
+
∑
n,n′=1,2
Jn,n′Λ cos[θn+(0)− θn′−(0)]
aV
2 1 1 2
aI
y
J0J 0J
Figure 6: Schematic transport measurement geometry, illus-
trated for antisymmetric conductance. Blue solid lines repre-
sent DW’s and J , J0 are defined in Eq. (30).
where Jn,n′ with n, n′ = 2 are generated to second or-
der in the perturbations Eq. (30). While this minimal
model involves a single impurity (defect) in the system,
the arguments can be easily extended to a finite density
of impurities [5], and would yield qualitatively similar
results.
We now consider a multi-terminal contact to an ex-
ternal circuitry where current can be driven along the
y-direction of the BLG sample (Fig. 6). We particularly
focus below on two observables: the total two-terminal
conductance G, and the “antisymmetric conductance"
Ga = Ia/Va where Ia is a counter-propagating current in
the channels 1h, 2h, short-circuited at one edge (see Fig.
6). We will show that either of these conductance mea-
surements is extremely sensitive to the ground state of
the spin-ladder model, and in particular the dependence
of conductance on temperature is qualitatively different
depending on whether the system is in the SF (z−QLRO
in the spin-ladder language) or the CDW (xy−QLRO)
state. In this section, we limit ourselves to these two
cases, which occur when the symmetric mode remains
gapless (Ks > 1/2). A comparison of the conduction
properties of the other states, which are fully gapped and
therefore non-metallic, will be presented elsewhere.
A. Total Conductance
From Kubo’s formula, G is given by the retarded cor-
relation function of the fully symmetric current
Js =
∑
h=±
Jsh, (32)
where Jsh is given in Eq. (21). We consider the behavior
of G(T ) at a finite temperature T under the assumption
of weak backscattering between the channels of opposite
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helicity. The main contribution to the scattering of the
current Js arises from the second term in Eq. (31), which
couples the a and s modes via the operators
O± = cos
[
θs+(0)− θs−(0)
2
]
cos
[
θa+(0)± θa−(0)
]
.
(33)
To leading order in δH (∝ J2, see Eq. (30) and Fig. 6),
the conductance G (in units of e2/2pi~) is then given by
[47]
G = 4− δG
δG ∼
ˆ ∞
0
dt t〈[F±(t), F±(0)]〉0, (34)
where
F± ≡ i[Js,O±] . (35)
Here, the expectation value 〈...〉0 is evaluated with re-
spect to H0 =
∑
h=±Hh, where Hh is given in Eq. (18).
The resulting δG(T ) depends on the behavior of the cor-
relation function in Eq. (34), which is distinct in the two
phases. We therefore discuss the CDW and SF phases
separately.
In the CDW phase, since θah are ordered, the second
cosine in Eq. (33) can be replaced by its finite expecta-
tion value ∼ 1 and one obtains
O± ∼ cos θ , (36)
with θ ≡ 12
(
θs+(0)− θs−(0)
)
.
The total current Js can be expressed in terms of the
the canonically conjugate field φ ≡ φs+−φs−: from Eqs.
(21),(32),
Js = − ev
piK
∂yφ .
Employing Eq. (34), and recalling that the s-mode is a
Luttinger liquid, we get a power-law T -dependence
δG(T ) ∼ T 14Ks−2 . (37)
For accessible values of Ks, this typically diverges at low
T , implying a breakdown of the weak backscattering ap-
proximation and Eq. (37) is no longer valid. The system
therefore exhibits an insulating behavior, G(T → 0) = 0.
The finite low-T dependence of the total conductance can
be evaluated perturbatively as a correlation function of
the dual tunneling operator [15, 46, 48, 49]
O(d) ∼ cos(4φ). (38)
This yields (for T  Tc = vΛ)
G(T ) ∼ T 16Ks−2 . (39)
The overall T -dependence of the total conductance G(T )
in the CDW phase, interpolating between the high and
low T regimes (Eqs. (37) and (39), respectively), is
G 
T 
4 
CDW 
SF 
G 
T 
a 
1 
cs
CDW 
SF 
Figure 7: (color online). Qualitative behavior of the trans-
port coefficients as functions of T in the two phases: solid
brown curves correspond to the CDW phase, and dashed pur-
ple curves to the SF phase. Top panel: the total conductance
G. The high-T regime is dominated by G = 4− δG, with δG
given by Eqs. (37) and Eq. (40) in the CDW and SF phases,
respectively. The low-T regime is dominated by Eqs. (39) and
(42) in the CDW and SF phases, respectively. Bottom panel:
the antisymmetric conductance Ga, given by Eqs. (44), (45)
in the SF phase and Eq. (47) in the CDW phase.
sketched as a solid brown curve in the top panel of Fig.
7.
In the SF phase, θah are disordered and the correla-
tions of e±iθah yield an exponential decay of δG evalu-
ated from Eq. (34) for T  ∆s (with ∆s the SF gap).
The leading backscattering is therefore governed by sec-
ond order terms generated by δH, which decouple the
a-mode [15, 45, 46, 50], of the form
O± ∼ cos(2θ) .
One therefore obtains
δG ∼ T 1Ks−2 , (40)
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which under our assumption Ks > 1/2 still implies an
insulating behavior. The same procedure leading to Eq.
(39) can be implemented, evaluating G(T ) perturbatively
in the dual tunneling operator which now takes the form
O(d) ∼ cos(2φ) . (41)
This yields for finite low T
G(T ) ∼ T 4Ks−2 (42)
(which approaches a non-universal constant for Ks ∼
1/2). The overall T -dependence of the total conductance
G(T ) in the SF phase, interpolating between the high
and low T regimes (Eqs. (40) and (42), respectively),
is sketched as a dashed purple curve in the top panel of
Fig. 7. Comparing the low-T behavior of G(T ) in the two
phases, we conclude that a transition from SF to CDW
is manifested as a jump in the power-law G ∼ Tκ, from
κ = 4Ks − 2 to κ = 16Ks − 2.
B. Antisymmetric Conductance
A more dramatic signature of the SF/CDW transition
is expected in the T -dependence of Ga, which probes the
response to a pure antisymmetric current Ia. Backscat-
tering in this channel is solely due to the first term in Eq.
(31), which can be cast as
Oa = J0Λ
∑
h=±
cos [2θah(0)] . (43)
Ga (for each ladder h = ±) is dictated by the correlation
of the relative current operators Jah [Eq. (22)].
We first consider the SF phase, where the deviation
δGa from perfect conductance
Ga = 1− δGa (44)
can be evaluated perturbatively from Eq. (34), with O±
replaced by Oa, associated with the disordered operators
in this phase. For T  ∆s, this yields
δGa ∼ exp
(
−∆s
T
)
. (45)
This implies an exponentially small voltage drop Va ∼
δGa in the setup depicted in Fig. 6.
In the CDW phase, the leading contribution to the
antisymmetric conductance Ga (which tends to vanish
in the T → 0 limit) can be obtain following a similar
calculation, with Oa replaced by its dual
O(d)a ∼
∑
h
cos [2φah(0)] . (46)
This yields an exponentially small expression for the an-
tisymmetric conductance:
Ga ∼ exp
(
−∆c
T
)
(47)
with ∆c a charge gap characterizing this phase.
The overall behavior of Ga in the low-T regime is
sketched in the bottom panel of Fig. 7. This figure
summarizes our main prediction: Ga would exhibit a
true “superconductor-insulator" transition, indicated by
a jump of G(T → 0) from 1 to 0 upon tuning of, e.g.
Jz⊥/J
xy
⊥ , through the phase boundaries of Fig. 5. Al-
ternatively, for fixed Jz⊥/J
xy
⊥ the transition can be ac-
cessed by varying the Luttinger parameter Ka. Since
Ka monotonically increases with the physical parameter
`V/e ∝ V/√Bz (see Eq. 12), the transition can in prin-
ciple be observable by continuous tuning of either the
electric or magnetic fields.
V. CONCLUSIONS
To summarize, we propose a designed realization of
quantum spin ladders in an electronic setup where a
suspended BLG is non-uniformly gated by split double-
gates, and subject to a tilted magnetic field B. When
the split gates have opposite polarities (as depicted in
Fig. 1), a kink is created in the perpendicular electric
field at the middle of the sample. We have shown that in
the ν = 0 QH state of the BLG, this leads to the forma-
tion of two pairs of coupled DW modes at opposite sides
of the kink. The quantum dynamics of each pair can be
modeled as an anisotropic spin-1/2 two-leg ladder, where
due to helicity of the underlying electronic states the spin
degree of freedom is linked to the charge.
Thus, unlike spin-ladder compounds found in nature,
this realization allows one to isolate a single ladder with
truly 1D dynamics. Moreover, their exchange param-
eters are highly tunable by changing the strength and
tilt-angle of B, the gate-voltage V and the separation
w of the split gates. Most prominently, due to the spin-
charge coupling, distinct phases of the spin sector possess
very different charge transport properties. In particular,
we identify an Ising-like transition between two phases.
In the spin language, these phases are characterised by
leading power-law decays in either the z spin-direction
or in the xy plane. In terms of charge however, these
same phases may be labelled as an insulating CDW and
a SF. Their distinct character is then most dramatically
manifested by the temperature dependence of an anti-
symmetric conductance Ga (see bottom panel of Fig. 7).
The above predicted superfluid-insulator transition
should be observable in experimental conditions where
the Luttinger parameter Ka appearing in our model is
of order 1. While the detailed relation of this param-
eter to physical parameters of the apparatus is com-
plicated, a rough estimate associates it with the ratio
of Coulomb energy e2/` and the kinetic energy set by
the gate voltage, eV . The desired regime of parameters
therefore corresponds to e/`V ∼ 1, implying that, e.g.,
for Bz ∼ 0.1T one should apply a perpendicular electric
field E⊥ ∼ 100mVnm . This is within the range of parame-
ters accessible in several leading labs (see, for example,
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[40]). An additional requirement is that the Zeeman en-
ergy (determined by |B|) is sufficiently strong to generate
a sufficient splitting d between the two pairs of ladders
[see Eq. (8)]. This can be achieved in strong B where
|B| > 10T but the tilt-angle is sufficiently large such that
Bz  |B|; see, e.g., the experimental setup of Ref. [39].
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