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Basis-Constrained Bayesian-McMC Difference Inversion for Geoelectrical
Monitoring of a Field-Scale Heat Tracing Experiment 
1 INTRODUCTION
Bayesian Markov-chain Monte Carlo (McMC) techniques allow 
comprehensive interpretation and assessment of uncertainty 
in geophysical characterization of hydrogeologic processes. 
Standard McMC sampling methods can, however, become 
computationally intractable for spatially distributed, high-
dimensional problems. We present a novel basis-constrained 
Bayesian McMC difference inversion framework to improve 
stochastic geophysical imaging in a computationally efficient 
manner. The strategy parameterizes the Bayesian inversion 
model space in terms of sparse, hydrologic-process-tuned 
bases, leading to dimensionality reduction while accounting 
for the physics of the target hydrologic process. We apply the 
algorithm on cross-borehole electrical resistivity tomography 
(ERT) field data acquired during a heat-tracer experiment and 
validate the ERT-estimated temperatures with direct 
temperature measurements. 
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3 METHODS
2 ALGORITHM
𝐿 𝐁, 𝐜,𝐖𝑑, 𝛽 𝐝𝑜𝑏𝑠 =
൧𝐞 = ሾ𝐝𝑡 − 𝐝0ሿ − ሾ𝑓 𝐁𝐜 − 𝑓 𝛔0
We present the basis-constrained Bayesian McMC algorithm (BcB-
McMC). A target geophysical field, 𝛔, can be expressed as a linear 
combination its bases, B, with weighting coefficients, c (Oware et al., 
2013): ሻ𝛔 = 𝐁𝐜. (1
Implementing Equation 1 in a Bayesian inversion framework for 
observed data, 𝐝𝑜𝑏𝑠:
where cpost and cprior are the posterior and prior coefficients, 
respectively, and 𝐿(∙ሻ is the likelihood function. 
𝐜𝑝𝑜𝑠𝑡 = 𝐜𝑝𝑟𝑖𝑜𝑟𝐿 𝐁, 𝐜 𝐝𝑜𝑏𝑠 , (2ሻ
We compute the regularized likelihood as:
exp −
1
2
𝐞𝑇 ∗ 𝐖𝑑 ∗ 𝐞 + 𝛽𝐜
𝑇 ∗ 𝐖𝑐 ∗ 𝐜 . (3ሻ
Posterior Sampling of the Algorithm
The posterior sampling of the algorithm 
(Eq. 2) proceeds in four broad steps (Fig. 1). 
Step 4 is simply the standard McMC
sampling in the reduced-dimensional 
model space. Figure 1. Flowchart for posterior 
sampling of the algorithm.
To implement Equation 3 in a difference 
inversion framework (LaBrecque and Yang, 2001):
Data at current time step 𝐝𝑡 , background data (𝐝0), forward 
simulations from background tomogram (𝑓 𝛔0 ) and proposed 
model  (𝑓 𝐁𝐜 ሻ. Data weight matrix (𝐖𝑑) and fitting parameter 
(𝛽ሻ. Coefficient regularization operator (𝐖𝑐) to impose prior 
structural constraints on c (e.g., Oware and Moysey, 2014).
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Figure 3.  First 20 principal proper 
orthogonal decomposition bases (POD 
heat plumes) constructed from the 
3,000 training images. 
Field-scale heat tracer and ERT tests
 For the heat tracer experiment, hot 
water was continuously injected into 
an alluvial aquifer and extracted from 
a pumping well (see Hermans et 
al.(2018) for details). 
 The cross-well ERT plane is 
perpendicular to the direction of 
groundwater (heat) flow. We present 
results at 6 hrs, 12 hrs, 18 hrs, 21.5 
hrs, 25 hrs, and 30 hrs after the start 
of the heat injection. Each inversion 
involves 410 data quadrupoles.
4 RESULTS
Figure 5.  Validation of estimated temperatures at: (A) pz14 and (B) 
pz15. (Blue lines) direct temperature measurements. Estimated 
temperatures from the: (orange lines) classical smoothness-constraint 
inversion (SCI), (yellow lines)  posterior mean of the basis-constraint 
(BC) Bayesian Markov chain Monte Carlo inversion. The two black 
dashed lines define the 90% confidence interval of the BC estimates.
Figure 4.  Difference 
thermograms recovered 
from the ERT at three 
different time-steps: (row 1) 
12h, (row 2) 21.5h, and 
(row 3) 30h. Column 1 
shows thermograms from 
the classical smoothness-
constraint (SC) inversion, 
columns 2 , 3, 4, and 5 
show, respectively, two 
posterior realizations, 
posterior mean and 
standard deviations from 
the basis-constrained 
Bayesian Markov chain 
Monte Carlo (BcC-McMC) 
difference inversion. 
Figure 3.  Sampling paths of: (A) negative log-likelihood, and (B)  
correlation coefficient (R) for autocorrelation analysis (AA). The broken 
line shows the mean R. The intersection of the mean line and the AA 
curve is the correlation length (number of iterations needed to 
generate statistically independent posterior samples).  
Temperature ValidationBurn-in and Autocorrelation Analyses
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Analyses of estimated thermograms
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We apply the algorithm on a field-
scale heat-tracer experiment 
monitored with cross-borehole 
electrical resistivity tomography (ERT).
The inversion procedure
 The first step (Fig. 1) involves Monte Carlo 
simulation of training images (TIs). The key here is 
to generate multiple site-specific, physically 
realistic plume shapes to capture uncertainties in 
the plume migration. We use the same 3,000 TIs 
used by Hermans et al. (2018).
 We extracted the bases, B, from the 3,000 TIs 
using proper orthogonal decomposition (POD). 
Different methods for finding orthogonal bases 
can be employed. Fig. 3 shows the 20 POD bases 
used to constrain all the inversions here.  
 We also performed classical smoothness-
constrained inversion (SCI). We used the 2.5D ERT 
inversion code CRTomo (Kemna, 2000) for the SCI 
and all resistivity forward runs. 
 We used the petrophysical relationship in 
Hermans et al. (2015) and parameters therein to 
convert all ER tomograms into thermograms.
 Kemna, A., 2000, Tomographic inversion of complex resistivity: theory and application: PhD Thesis, Bochum Ruhr 
University, Germany.
 Fig. 5 shows direct temperature measurements at pz14 
and pz15 located, respectively, at (1.125 m, 9 m) and 
(2.25 m, 8.5 m) on the ERT plane.
 Both strategies accurately predicted the general 
temporal behavior of the heat migration, with SCI out-
or under-performing BcB-McMC at certain time-steps.
 Almost all the temperatures were captured within the 
90% confidence interval of the BcB-McMC mean.
 BcB-McMC detected small-temperature changes that 
were undetectable by SCI.
 Both strategies estimated similar locations and spatial extents of the 
heat plumes (Figure 4 Columns 1-4).
 The BcB-McMC thermograms (Fig. 4 Column 2-3) look compact with 
minimal smoothing in contrast to those of the SCI (Fig. 4 Column 1). 
 The uncertainty panel (Fig. 4 Column 5) reveals low uncertainty near the 
ERT wells (left and right ends), a region of high data sensitivity.
 We estimated 20 coefficients (Eq. 2) to reconstruct 
1092 full- dimensional space, representing over 98% 
truncation in the dimensionality of the model space.
 The sampling path of the negative log-likelihood (Eq. 
3, Fig. 3A) shows rapid burn-in of the algorithm, with 
burn-in occurring at about only 2000 iterations.
 The autocorrelation curve (Fig.2B) indicates that the 
algorithm takes about 2000 iterations to generate 
statistically independent posterior samples.
 We presented a simple, general basis-constrained 
Bayesian difference inversion algorithm. The 
bases can be constructed from any multivariate 
statistical method for finding orthogonal bases.
 Accounting for the physics of the target process 
allows the estimation of physically realistic, less 
smooth-out tomograms and enables the 
detection of small temperature changes. 
 Performing the inversion in the reduced-
dimensional space leads to rapid burn-in, 
meaning small number of pre-burn-in forward 
simulations, which can translate into significant 
gains in computational cost.
