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Abstract
We study supervised learning by extreme learning machines and regression for autonomous
objects moving in a non-stationary spatial environment. In general, this results in non-
stationary data in contrast to the i.i.d. sampling typically studied in learning theory. The
stochastic model for the environment and data collection especially allows for algebraically
decaying weak dependence and spatial heterogeneity, for example induced by interactions
of the object with sources of randomness spread over the spatial domain. Both least
squares and ridge learning as a computationally cheap regularization method is studied.
Consistency and asymptotic normality of the least squares and ridge regression estimates
is shown under weak conditions. The results also cover consistency in terms of bounds for
the sample squared predicition error. Lastly, we discuss a resampling method to compute
confidence regions.
Keywords: Extreme Learning, High-Dimensional Data, Nonlinear Time Series, Non-
Stationarity, Spatial Models
A growing number of instances of machine learning takes place in real time by (au-
tonomous) objects moving in a spatial domain, sequentially collecting target and explana-
tory observations from sensors and other sources. Often the goal is to learn the relationship
between targets and explanatory data using methods with low computational costs, so that
computations can be done autonomously by the object. Such methods we have in mind are
regression methods and, especially, the related extreme learning machines (ELM), Huang
et al. (2004, 2006), which allow for feedforward neural networks and deep learners with
extremely fast learning by making use of random connection weights and least squares or
ridge regression methods to optimize the output layer, without sacrificing generalization
rates under i.i.d. sampling, Liu et al. (2015). Standard examples of moving objects where
such learning tasks are obvious and ubiquitous are (electric) cars using data from sensors
(and cameras) for autonomous driving or optimizing usage of attached photovoltaic modules,
pedestrians with wearable sensors or flying objects (drones, planes) collecting environmental
data, but also tiny sensors for drug monitoring in patients and future applications such as
devices for focused drug application in cancer treatment. Having in mind such applications,
it is clear that the common i.i.d. framework for sampling is not appropriate due possible
object interactions with the environment resulting in varying spatial-temporal dependencies
and heterogeneous dispersion.
Our approach to model data acquisition and supervised least squares learning by a
moving object is as follows. It is assumed that the object moves through a q-dimensional
spatial domain, typically q = 3, and produces a d-dimensional data vector at discrete
time instants t = 1, . . . , T resulting in a T × d data matrix YT of acquired observations,
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together with p explanatory variables (features) collected in a further T × p data matrix
XT . Here the regressors XT may be either collected by the moving object or externally
given. The data is then used to train an ELM or to fit a regression model. The theoretical
contribution of the paper is to establish consistency and convergence rates under dependent
and non-stationarity sampling assuming a rich class of noise processes driven by (latent)
linear factor processes. Our convergence rates for least squares estimation are in agreement
with related results for least squares function approximation for linear vector spaces under
i.i.d. sampling, see e.g. Gyo¨rfi et al. (2002). In addition, we study ridge regression as
proposed for ELM, provide bounds for the sample prediction error and establish central
limit theorems, for least squares learning as well as learning using the regularized ridge
solution.
We adopt the popular approach to model high-dimensional data by assuming a factor
model structure, which explains a large amount of the variability and dependence in the
data by underlying observable or unobservable random factors. Often factor models are
convenient and attractive, especially when the factors can be interpreted as underlying true
variables. They have been extensively studied in time series analysis as well as for spatial
data, see, e.g., Ren and Banerjee (2013) for hierarchical factor models using a low-rank
predictive approach, and the references given there. But the model used in this paper goes
beyond classical factor models in that it introduces a weighting scheme and allows for a
nonlinear relationship given by a Lipschitz continuous mapping. In this work, the factors are
used to model non-stationarity and interactions of the object with its (local) environment.
They may represent physical objects of the landscape, such as sources of emission when
considering environmental monitoring, or virtual factors (without physical meaning), used
to span a rich class of non-stationary models.
The proposed model is defined in terms of an underlying continuous-domain spatial-
temporal random field which models the (maximal) set of space-time trajectories of an
object travelling through the spatial landscape. The underlying factors are assumed to be
located at certain (fixed) spatial positions, either on a regular grid or at arbitrary positions.
There is no need to know these locations, neither it is the goal to estimate them or the
model. We introduce weights depending on the distance of the moving object to those
factor locations determining the influence of each factor. Therefore, when the factors are
arranged on a grid spanning the spatial domain, the resulting model provides a flexible
framework to allow for spatially inhomogenous correlations, and this approach has the
advantage that it also allows to interpret the model as a means to explain the stochastic
relationship between the moving object and the factors (sources). The model can be seen
as an extension of space-time models obtained by smoothing underlying spatial Gaussian
processes as studied in spatial statistics, see Higdon (2002) and the references given there.
It allows, however, for non-normal data, a flexible dependence structure with respect to
time and nonlinearity and thus goes beyond Higdon (2002) and similar models.
The paper is organized as follows. in Section 1 multivariate regression and machine
learning by ELM is described, reviewed and put in the framework of our results. Section 2
introduces and explains the proposed model in greater detail and gives the main assump-
tions. The asymptotic theory is presented in Section 3, whereas proofs are provided in
Section 4.
2
Extreme Learning for Moving Objects in Non-Stationary Environments
1. Regression and Machine Learning
The problem of supervised regression learning for an object moving in a stochastic envi-
ronment as outlined in the introduction can be formulated as follows: The moving object
outputs observed data at discrete time points t = 1, . . . , T with associated spatial locations
s1, . . . , sT and produces a data set
(Y >t ,x
>
t , s
>
t )
>, t = 1, . . . , T,
where xt are p-dimensional regressors. We assume a signal plus noise model, Yt = µt + t,
where µt = E(Yt) and t is the mean zero noise of the time t measurements modelled by
the non-stationary spatial-temporal factor process depending on the factor sites and the
locations visited by the moving object; the details of the model are introduced in the next
section.
1.1 Extreme learning machine
Extreme learning is a popular approach to machine learning based on artifical neural net-
works, see Huang et al. (2011) for a review. They are very fast to train, rank among the
best classifiers in large scale comparison studies using real data, Ferna´ndez-Delgado et al.
(2014), and therefore have been recently chosen as a benchmark classifier for the extended
MNIST data set of handwritten characters, Cohen et al. (2017). Originally developed for
supervised learning as studied here, Huang et al. (2004, 2006), they have been applied to
numerous problems and extended to various other learning problems including semi- and
unsupervised learning problems, see Huang et al. (2014), and multi layer networks, Tang
et al. (2016). Here we focus on single hidden layer feedforward networks and multi-layered
feedforward nets for deep learning. In Liu et al. (2015) it has been shown that, under weak
conditions, the generalization bounds known for feedforward neural networks, see Gyo¨rfi
et al. (2002), essentially carry over to ELMs for nice activation functions.
ELMs for supervised learning can be introduced as follows. Suppose a sample zt, t =
1, . . . , T , of q-dimensional input vectors is given. An extreme learning machine resp. neural
networks with random weights, Schmidt et al. (1992) and Huang et al. (2004), with q input
nodes, p hidden neurons and d-dimensional output in the form of a single hidden layer
feedforward network with activation function g computes the output of the jth neuron of
the hidden layer for an input vector zt ∈ Rq by
xtj = g
(
bj +w
>
j zt
)
, j = 1, . . . , p, t = 1, . . . , T, (1)
where wj ∈ Rq are the weights connecting the input nodes and the hidden units, and
bj ∈ R are bias terms, j = 1, . . . , p. Typical choices for the activation function g(u) are
squashing functions such as the classical sigmoid function 1/(1 + e−u), the ReLU function
g(u) = max(0, u) or the algebraic polynomial g(u) = us.
A multilayer (deep) learning neural network is given by a composition (concatenation)
of, say, r, hidden layers with activation functions gk : Rnk−1 → Rnk , weighting matrices
W (k) = (w
(k)
1 , . . . ,w
(k)
nk )
> ∈ Rnk×nk−1 , bias terms bk = (b1k, . . . , bnk,k) ∈ Rnk , satisfying
n0 = q and nr = p, such that the jth output of the kth layer is computed recursively as
x
(1)
tj = g1(b1 + x
(1)
j
>zt), j = 1, . . . , n1,
3
Steland
and
x
(k)
tj = gk(bjk +w
(k)
j
>x(k−1)t ), j = 1, . . . , nk, k = 2, . . . , r
with x
(k)
t = (x
(k)
t1 , . . . , x
(k)
tnk
)>, for k = 2, . . . , r. These equations for a deep neural network
can be compactly written as
x
(k)
t = g
(W (k),bk)
k (x
(k−1)
t ) = gk(bk +W
(k)x
(k−1)
t ),
where for a real-valued function f defined on reals and a vector x the expression f(x) is
understood component-wise. Thus, the output xt of the rth hidden layer for an input zt is
given by
xt = g
(W (r),br)
r ◦ · · · ◦ g(W
(1),b1)
1 (zt)
with jth coordinate
xtj = g
(W
(r)
j ,bjk)
r ◦ g(W
(r−1),br−1)
r−1 ◦ · · · ◦ g(W
(1),b1)
1 (zt). (2)
Deep learners are often not fully connected and use specialized (fixed) topologies. For
example, convolutional layers and pooling layers are heavily used in deep learners processing
image data. For a convolutional layer the input x
(k−1)
t is structured in nk subvectors of
dimensions nk1, . . . , nk,nk , such as x
(k−1)
t
> = (x(k−1)t1
>, . . . ,x(k−1)t,nk
>), and the jth node
computes a convolution of the jth subvector,
x
(k)
tj = w
(k)
tj
>x(k−1)tj , j = 1, . . . , nk,
for w
(k)
tj ∈ Rnk,nj , e.g. to compute local (image) features. Such convolutional layers are
often followed by pooling layers computing the mean or max feature activation to aggregate
those convolved features over certain regions.
Let xt = (xt1, . . . , xtp)
> be the output of the hidden layer. The output layer now
processes these values in a linear way, such that the output o
(ν)
t ∈ R of the νth output
neuron is given by
o
(ν)
t = x
>
t βν , t = 1, . . . , T, (3)
for p-dimensional weighting vectors βν , ν = 1, . . . , d. Here we assume, for simplicity of
presentation, that the first elements of the xt’s are ones, such that the bias term is absorbed
into βν . The d-dimensional output of the net can be written as
o>t = (o
(1)
t , . . . , o
(d)
t ) = x
>
t B, t = 1, . . . , T,
when defining the p× d weighting matrix B = (β1, . . . ,βd), and by stacking these T rows
we may write
OT = XTB,
where OT = (o1, . . . ,oT )
> is the T × d output matrix. The output layer of a single hidden
layer network is parameterized by the p× d weighting matrix B, and the whole network is
parameterized by ϑ = (b,W ,B) where b = (b1, . . . , bp) and W = (w1, . . . ,wp) ∈ Rq×p. A
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multilayer network is parameterized, for a fixed topology of the net, by ϑ = (W (j), bj : j =
1, . . . , r).
In view of the equation for the output layer, OT = XTBT , the rationale behind the ELM
is as follows: If p = T and XT is regular, the unique (exactly fitting, interpolating) solution
is BT = X
−1
T OT , whathever the values of the parameters ϑ (i.e. weights and biases). This
means, the targets can be perfectly explained even when the weights are random. Therefore,
ELM uses random biases and random weights to connect the inputs and the hidden neurons,
for example bk ∼ N (0, σ2w) and wk ∼ N (0, σ2wI) for some σ2w > 0. See Dudek (2019)
for some tuned choices of the probability distributions for the weights depending on the
activation function. As the law of the weights is chosen by the user, one can easily implement
networks with sparse weights. The random choice of the connection weights generates
samples of neuron outputs (x1j , . . . , xTj), j = 1, . . . , p, which are independent respectively
conditionally independent given the inputs zt, since the weights of each neuron are generated
independently at random.
If p < T , however, there is no unique solution of the equation OT = XTB, but the
rationale is that a proper choice of the weights B of the last layer should yield a good
approximation. Then the output of the net, OT = XTB, differs from the observed target
values YT = (Y
(1)
T , . . . ,Y
(d)
T ) we aim to fit. Here Y
(ν)
T = (Y
(ν)
1 , . . . , Y
(ν)
T )
> is the sample of
the νth target variable. A natural approach is to optimize the weights of the output layer,
such that the sum of squared prediction errors is minimized, Huang et al. (2004). This
approach is equivalent to a least squares regression of the auxiliary model
YT = OT + T , (4)
where T is a T × p random matrix of mean zero errors modeling the departure from a
perfect fit. In view of the random choice of the weights connecting the input and hidden
layer, it is reasonable to assume that XT and T are independent.
Model (4), however, goes beyond being an auxiliary model, as it allows to model the
errors and thus allows to take into account the fact that real data is not exact but affected
by measurement and observation error. Explicitly working with an error term is also rea-
sonable, as it implicitly subsumes errors due to misspecification of the neural net and other
unknown or uncontrollable factors.
For p < T the least squares solution can be computed by using the generalized Moore-
Penrose-inverse X+T , which is given by B̂T = (X
>
TXT )
−1X>T if XT has full rank p, which
is guaranteed provided g is a squashing or sigmoid functions, see Ito (1996) for general
results. An explicit proof of the full rank property for a polynomial activation function can
be found in Liu et al. (2015) as well. To summarize: Given the output matrix Xt of the
hidden layer, the weights of the output layer are determined by the least squares estimator
B̂T of the associated regression model, which optimally combines the hidden units in the
(empirical) L2 sense to predict the targets.
To improve the generalization ability of ELM, it has been proposed to apply ridge
regression, see Deng et al. (2009), as an efficient method of regularization with negligible
computational costs. Then one estimates B by minimizing
1
2
‖YT −XTB‖22 +
λ
2
‖B‖22
5
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for some regularization parameter λ > 0, leading to the ridge solution1, see next section.
B̂
(R)
T = (X
>
TXT + λI)
−1X>T YT .
This ridge solution is computable column-by-column,
β̂
(R)
Tν = (X
>
TXT + λI)
−1X>T Y
(ν)
T , ν = 1, . . . , d,
where YT = (Y
(1)
T , . . . ,Y
(d)
T ) and B̂
(R)
T = (β̂T1, . . . , β̂Td), see next section for more discus-
sion.
Let us determine the theoretical optimal solution when assuming (4). For a sam-
ple ξ1, . . . , ξT the empirical measure is defined by PT (A) = 1T
∑T
t=1 1A(ξt) with associ-
ated expectation operator ET (ξ) =
∫
ξ dPT (ξ) = 1T
∑T
t=1 ξt. Under stationarity it holds
E(ET (ξ)) = E(ξ1) =
∫
ξ dF (ξ), if the ξt have common law F , whereas under nonstationar-
ity
E∗T (ξ) := E(ET (ξ)) =
1
T
T∑
t=1
E(ξt) (5)
is the average of the means. Therefore, the expectation operator defined via (5) is the right
finite sample size generalization for non-stationary sampling. Since
E∗T ‖YT −XTB‖22 =
d∑
ν=1
E∗T (Y (ν) − x>βν)2,
where E∗T is understood with respect to the sample ξt = (Y
(ν)
t ,xt), t = 1, . . . , T , given regres-
sors, we can minimize the terms separately and determine the optimal solutions coordinate-
wise. Differentiating2 with respect to βν leads the equation
[E∗T (xx>)]βν = E∗T (xY (ν))
for the optimal solution, i.e.,
βν = [E∗T (xx>)]−1E∗T (xY (ν)) =
(
1
T
T∑
t=1
xtx
>
t
)−1(
1
T
T∑
t=1
xtE(Y
(ν)
t )
)
,
if E∗T (xx>) is invertible. We shall work under assumptions ensuring that E∗T (xx>) → Σx
for some regular matrix Σx. If, additionally, the projection onto regressors converges, which
especially holds under Assumption (25),
E∗T (xY (ν))→ E(XY (ν)) =
∫
xy dF(X,Y (ν))(x, y),
1. In the literature on ELM it is common to assign the regularization parameter to the squared error term,
i.e. to minimize λ‖YT −XTBT ‖22 + ‖BT ‖22, leading to the formula (X>TXT + λ−1I)−1X>T YT .
2. Use ∂a
>x
∂x
= a> and observe that x>βνx = xx>βν .
6
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dF(X,Y (ν)) being the joint law of (X, Y
(ν)) withX = (X1, . . . , Xp)
>, then we may regard the
infinite sample size (T = ∞) limit as the optimal solution. Formally, we replace the finite
sample size operator E∗T by the operator limT→∞ E∗T and then obtain the representation
βν = Σ
−1
x E(X>Y (ν)) (6)
for the optimal solution. For many problems it is reasonable to assume that the observed
signal - the target values - Y (ν) has a L2-representation in terms of the space spanned by
the variables Xj , j = 1, 2, . . . (assumed to be normed in what follows), i.e.
Y (ν) =
∞∑
j=1
θ
(ν)
j X
(ν)
j + 
(ν), (ν) ⊥ span{X1, X2, . . .}, (7)
in mean square, where the projection coefficients
θ
(ν)
j = E(Y
(ν)Xj), j ≥ 1,
decay quickly as j increases, for example ‖θν‖`0 = s < ∞, where θν = (θ(ν)j )∞j=1, or an
`2-condition,
θ
(ν)
j = O(j
−γ), (8)
for some γ > 1/2. Clearly, (8 ) ensures that the projection coefficients have finite `2-norm,∑
j(θ
(ν)
j )
2 <∞.
Definition 1 Y (ν) is called representable in terms of X1, X2, . . ., if (7) holds. It is called
`2-representable if (7) holds and ‖θν‖`2 <∞.
Representability is a crucial but weak condition on the learning problem and implies
that the true optimal weights (coefficients) βν are given by θν,1:p = (θ1, . . . , θp)
>. Then we
obtain
‖Σxβν‖2 = ‖θν,1:p‖2 = O(1), (9)
a condition relevant for Theorem 5 on properties of the ridge solution, which is therefore
not restrictive for the problem of interest.
1.2 Least Squares and Ridge Regression
Multivariate regression models explain the d-dimensional response vectors Yt in terms of
p-dimensional explanatory variables xt by decomposing the response vectors as
Y >t = x
>
t B + 
>
t , t = 1, . . . , T, (10)
where Yt is the d-dimensional response vector, B = [β1, . . . ,βd] is an unknown p×d matrix
of regression parameters and t the d-vector of mean zero errors. Throughout, we treat the
regressors as fixed vectors and thus condition on them in case they are random. They may
represent real measurements, regressors obtained by coding factors, p (nonlinear) functions
of a given set of q input variables zt = (zt1, . . . , ztq)
> as in the case of a neural network
with linear activation function for the output layer, or a mixture.
7
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If XT has full rank for large T such that X
>
TXT is invertible, the estimator can be
represented as
B̂T = (X
>
TXT )
−1X>T YT ,
with XT = (x1, . . . ,xT )
> the T ×p design matrix and YT = (Y1, . . . ,YT )> the T ×d matrix
of the responses.
The above multivariate regression can be computationally demanding. An efficient way
allowing for larger data sets is to decompose the regression in d multiple regressions, see,
e.g., Hastie et al. (2001), and thus to calculate for each coordinate Y
(ν)
t of the d-dimensional
response the associated regression,
Y
(ν)
t = x
>
t βν + 
(ν)
t , T, t = 1, . . . , T
where 
(ν)
t denotes the νth coordinate of the multivariate noise t, ν = 1, . . . , d. Provided
XT is regular for large enough T , the associated (unweighted) least squares estimator is
given by
β̂Tν = (X
>
TXT )
−1X>T Y
(ν)
T
where Y
(ν)
T = (Y
(ν)
1 , . . . , Y
(ν)
T )
> is the νth column of YT , and β̂Tj coincides with the jth
column of B̂T .
If the matrix X>TXT is ill-conditioned, a well known and simple approach for its regu-
larization is to add a constant λ > 0 to the diagonal elements and thus to use X>TXT +λI.
This technique called ridge regression is equivalent to a `2-penalized least squares appriach,
i.e. to estimate B by minimizing
1
2
‖YT −XTB‖22 +
λ
2
‖B‖22
for some regularization parameter λ > 0, leading to the system of linear equations
−X>T (YT −XTB) + λIB = 0
whose explicit solution, the ridge least squares estimator, is given by
B̂
(R)
T = (X
>
TXT + λI)
−1X>T YT .
Again, this estimator can be efficiently computed column-by-column,
β̂
(R)
Tν = (X
>
TXT + λI)
−1X>T Y
(ν)
T .
It is well known that the ridge estimator shrinks the estimates towards the grand mean
and, if the models contains an intercept term, usually by putting xt1 = 1 for all t, then
the coefficients of the regressors are shrunken towards zero. Whereas for λ = 0 the ridge
estimator is equal to the least squares, it converges to Y T = T
−1∑T
t=1 Yt if λ→∞.
For λ > 0 the estimator is biased, but for appropriately selected values of λ the ridge
estimator has a lower variance and is better in terms of the mean-square error (MSE).
For the special case of i.i.d. errors with variance σ2 (corresponding to c
(`)
j = 0 for
j ≥ 1 and homogenous variances σ2t` = σ2` , ` = 0, . . . , L, in our model described in the next
section) and orthogonal regressors, the MSE-optimal choice of the regularization parameter
for the ridge estimator of β ∈ Rp is given by the constant λ∗ = pσ2/‖β‖22, i.e. the inverse
of the signal-to-noise ratio.
8
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2. Model and assumptions
For simplicity of presentation, we assume that the spatial domain is given by the unit
interval [0,1] in the q-dimensional space.
2.1 Non-stationary model for moving objects
The spatial-temporal process modelling a moving object in the factor environment is as-
sumed to be given by the d-dimensional process
Yt(s,x) = µt(s,x) + t(s), s ∈ [0,1],x ∈ Rp, t = 1, . . . , T, (11)
where µt(s,x) ∈ Rd stands for the mean as modelled in the previous section,
t(s) = H(Zt(s), . . . ,Zt−m(s))− EH(Zt(s), . . . ,Zt−m(s)) (12)
for some m ∈ N0 and a function H : Rd×m → Rd, and
Zt(s) =
L∑
`=1
d(s, r`)Ft(r`) +Et, s ∈ [0,1],x ∈ Rp, t = 1, . . . , T. (13)
Here Ft(r`), ` = 1, . . . , L, are L mean zero factor processes modeling the L sources of
randomness distributed over the spatial domain at sites r1, . . . , rL ∈ [0,1], d(s, r`) models
the effect of factor ` on a moving object located at s, and Et is the idiosyncratic noise
with mean zero. This means, at site s and time t the non-random spatial-temporal mean
µt(s,x) is disturbed by a nonlinear noise process which depends on s and t, which is given
by a linear factor model if m = 0 and H = id. More generally, model (12) allows for more
complicated error models such as t = h(Zt−1)Zt for some positive function h, such that
the past value Zt−1 affects the scale.
In model (13) d(u,v), u,v ∈ [0,1], is a nonincreasing function of the distance ‖u− v‖
taking values in the unit interval [0, 1] and attaining its maximal value on the diagonal, i.e.,
d(u,u) = 1 for all u ∈ [0,1]. Natural choices are the function
d(u,v) = 1− ‖u− v‖/M, u,v ∈ [0,1],
where M = sup{‖u− v‖ : u,v ∈ [0,1]}, or, for some positive constant cd,
d(u,v) =
1
1 + cd‖u− v‖ , u,v ∈ [0,1],
or the exponential
d(u,v) = exp(−a‖u− v‖). (14)
for a constant a ≥ 0 determining the smallest weight.
The factor processes in (13) are assumed to be given by d-variate linear processes
F
(`)
t (r`) =
∞∑
j=0
C
(`)
j ε
(`)
t−j , t = 1, . . . , T, ` = 1, . . . , L,
9
Steland
l
l
l
l
l
l
l
l
l
l
l
l l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l l l
ll
Figure 1: Four consecutive time points of a simulated trajectory of model (12) for H = id
using the exponential function (14). The locations of the L = 10 factor sources
are marked by red points on the error surface.
for d × d coefficient matrices C(`)j = (c(`,1)j , . . . , c(`,d)j )> with rows c(`,ν)j >, ν = 1, . . . , d. In
addition, the idiosyncratic noise is modelled as
Et =
∞∑
j=0
C
(0)
j ε
(0)
t−j , t = 1, . . . , T.
A simulated trajectory of the noise model (for d = 1) is depicted in Figure 1.
2.2 Assumptions on the errors
The assumptions on the error terms, the coefficients of the processes and the nonlinearity
H are as follows. It is assumed that
{ε(`)t : t ∈ Z}, ` = 1, . . . , L, are L independent sequences of independent random (15)
vectors ε
(`)
t = Σ
(`)
ε
1/2u
(`)
t , t ∈ Z, for d-dimensional mean zero random vectors u(`)t
with independent coordinates
for symmetric matrices Σ
(`)
ε,t > 0, and
sup
t∈Z
max
1≤`≤L
max
1≤ν,µ≤d
E|ε(`,ν,µ)t |2+δ <∞, t ∈ Z, ` = 0, . . . , L, (16)
for some δ > 0, where ε
(`,ν,µ)
t denotes the (ν, µ) th element of the random matrix ε
(`)
t .
For the special case d = 1, we assume possibly inhomogenous but uniformly bounded
variances σ2t` = E(ε
(`)
t )
2, i.e.,
CV = sup
t∈Z
max
1≤`≤L
σ2t` <∞. (17)
The variances of the idiosyncratic noise are bounded away from zero,
σ2t0 ≥ σ20 > 0, (18)
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whereas for general d > 1 the latter assumption is replaced by
λmin(Σε,t) ≥ λmin > 0 (19)
for some constant λmin. Further, we assume that all ε
(`,ν,µ)
t ’s attain densities p
(`,ν,µ)
t satis-
fying
sup
t≥1
∫
R
|p(`,ν,µ)t (z + x)− p(`,ν,µ)t (z)| dz = O(|x|). (20)
This condition is satisfied, if the densities are of bounded variation.
The coefficients of the linear processes are assumed to satisfy the algebraic weak depen-
dence decay condition
max
1≤`≤L
‖C(`)j ‖∞ = max
1≤`≤L
max
1≤ν≤d
‖c(`,ν)j ‖∞ ≤ C max(j, 1)−7/2−θ (21)
for some θ > 0. Obviously, it then holds max1≤`≤L ‖C(`)j Σ(`)ε 1/2‖∞ = O(max(j, 1)−7/2−θ)
as well. Therefore, one can absorb the matrices Σ
(`)
ε
1/2 into the coefficient matrices C
(`)
j
and hence assume that the innovations are independent with independent coordinates.
Lastly, we impose the following regularity condition on H. The coordinate functions
Hν of H = (H1, . . . ,Hd) are Lipschitz continuous with constant LH ,
sup
x6=y
|Hν(x)−Hν(y)|
‖x− y‖F ≤ LH (22)
and there exists a random d× (m+1) matrix ξ = (ξ0, . . . , ξm) which is independent of {Zt}
with supν≥1 E‖Hν(ξ)‖2+δF <∞, where δ is as in Assumption (16). Then
sup
ν≥1
E|(ν)t |2+δ <∞. (23)
In (22) ‖A‖F =
(∑
i,j a
2
ij
)1/2
denotes the Frobenius matrix norm of a matrix A = (aij)ij .
The operator matrix norm associated to the Euclidean vector 2-norm, the spectral norm,
is denoted ‖A‖2 or ‖A‖op (to avoid confusion with the vector norm). Recall that ‖A‖2 =√
λmax(A>A), where λmax(·) denotes the largest eigenvalue, and that it is given by the
spectral radius ρ(A) = λmax(A) if A is symmetric.
If the object visits the sites s1, . . . , sT , the associated sample is
Yt = µt + t, t = 1, . . . , T,
where µt = µt(st,xt), see previous section, and t = t(st). The νth coordinate of the error
process t will be denoted by 
(ν)
t .
Let us discuss model and covariances for the special case m = 0 and H = id. For fixed
time t the covariance function of Yt(s) = Y (s, t), s ∈ [0,1], is
Cov (Yt(s),Yt(s
′)) =
L∑
`=1
d(s, r`)d(s
′, r`)Var (F
(`)
t (r`)) + Var (Et),
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for s, s′ ∈ [0,1], where for ` = 1, . . . , L
Var (F
(`)
t (r`)) =
∞∑
j=0
C
(`)
j Σ
(`)
ε,t−jC
(`)
j
>, and Var (Et) =
∞∑
j=0
C
(0)
j Σ
(0)
ε,t−jC
(0)
j
>.
Observe that for isotropic innovations, i.e. if Σ
(`)
ε,t = σ
2
t`Id for positive constants σ
2
t`, the sim-
pler formulas Var (F
(`)
t (r`)) =
∑∞
j=0 σ
2
t−j,`C
(`)
j C
(`)
j
> and Var (Et) =
∑∞
j=0 σ
2
t−j,0C
(0)
j C
(0)
j
>
result. The above formulas show that, in general, the random field Yt(s) is non-stationary.
The variance of 
(ν)
t is given by
σ2t,ν =
L∑
`=1
d(st, r`)
2
∞∑
j=0
c
(`,ν)
j
>Σ(`)ε,t−jc
(`,ν)
j +
∞∑
j=0
c
(0,ν)
j
>Σ(0)ε,t−jc
(0,ν)
j .
Especially, for dimension d = 1 the variance of Yt(s) is then given by
σ2t,ν =
L∑
`=1
d(st, r`)
2
∞∑
j=0
(
c
(`,ν)
j
)2
σ2t` +
∞∑
j=0
(
c
(0,ν)
j
)2
σ2t0
and is bounded from below by σ20
∑∞
j=0(c
(0)
j )
2 > 0 in view of (18). For d > 1 the variances
can be lower bounded by
∑∞
j=0 c
(0,ν)
j
>Σ(0)ε,t−jc
(0,ν)
j ≥ λmin
∑∞
j=0 ‖c(0,ν)j ‖22 > 0, if (19) holds.
If all factor variances σ2t` are homogenous, i.e. constant in time such that σ
2
` = σ
2
t` is
well defined, and if the interaction weights are homogenous as well, d(st, r`) = d` for all t,
then σ2t,ν is homogenous; there will be no ambiguity in notation, as the factor variances are
always indexed by ` and coordinates of the Yt by ν. The variance is then denoted by σ
2
ν
and takes the simpler form
σ2ν =
L∑
`=0
d2`σ
2
` [c
(`,ν)(1)]2.
2.3 Assumptions on the regressors
Concerning the regressors and their relationship with the errors, we need to impose further
regularity assumptions. We assume that the regressors are bounded and satisfy∥∥∥∥∥ 1T
T∑
t=1
xtx
>
t −Σx
∥∥∥∥∥
F
→ 0, T →∞, (24)
for some positive definite p× p matrix Σx. Assumption (24) especially holds in case that
Xt is a linear process as the noise with coefficients decaying at the same rate, (25)
but the theoretical results do not require this. To treat the νth least squares estimate β̂
(ν)
T ,
we need a condition on the matrix
Γ
(ν)
T =
1
T
T∑
s=1
T∑
t=1
xsx
>
t Cov (
(ν)
s , 
(ν)
t ), (26)
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namely that
0 < lim inf
T→∞
λmin(Γ
(ν)
T ) < lim sup
T→∞
λmax(Γ
(ν)
T ) <∞, (27)
where λmin(A) (λmax(A)) denotes the smallest (largest) eigenvalue of a symmetric matrix
A. Assumption (27) on the asymptotic variance of the scaled average of the xt
(ν)
t is
technical but typical. If, for example, xt and 
(ν)
t are independent i.i.d. sequences, then ΓT
simplifies to Γ
(ν)
T = (T
−1∑T
t=1 xtx
>
t )σ
2
ν and (27) holds, if T
−1X>TXT converges to a full
rank matrix and σ2ν is a bounded sequence.
Lastly, several results require the following eigen-gap (or eigen-separation) condition:
The eigenvalues λ1(Γ
(ν)
T ) > · · · > λp(Γ(ν)T ) of Γ(ν)T are strictly separated in the sense that
there exists some ε > 0 such that
inf
T≥1
min
2≤j≤p
λj(Γ
(ν)
T )− λj−1(Γ(ν)T ) ≥ ε > 0. (28)
As (27) and (28) need to hold for all model specification of 
(ν)
t covered by our assump-
tions listed in Section 2, the spectrum of T−1X>TXT is contained in a compact interval and
bounded away from zero. This assumption is standard in the literature, see e.g. Liu and
Yu (2013). Further, the eigenvalues of T−1X>TXT are well separated. Eigen-gap conditions
allow to apply the well known Davis-Kahan theorem, see Davis and Kahan (1970) and Yu
et al. (2015) for a recent version useful for statistical learning theory.
3. Asymptotic results
The results of this section deal with the consistency and asymptotic normality of the least
squares and ridge estimators and bounds for the sample prediction error under the proposed
model framework. We show that the least squares solution as well as the regularized ridge
estimator converge to the theoretical optimal solution under weak conditions. Especially, we
provide a theorem establishing consistency under algebraic weak dependence and allowing
for a growing dimension of the regressors (number of hidden units for ELM). The method
of proof avoids Bernstein-type concentration inequalities and works for unbounded errors.
For geometrically decaying weak dependence and bounded errors stronger exponential con-
centration inequalities are available and especially allow us to show that for representable
signals and appropriately selected regularization parameter λ consistency in terms of the
prediction error holds, a result in the spririt of Bu¨hlmann and van de Geer (2011).
Furthermore, we provide the asymptotic distribution theory for the estimators under
the assumed non-stationary weak dependence model and show that both estimators are
asymptotically normal. For the ridge estimator this requires that the regularization param-
eter tends to zero as the sample size increases. It is shown, however, that it can be chosen
in data-adaptive way provided the convergence then takes place in the mean-square sense.
Lastly, we discuss a resampling method based on subsampling.
3.1 Consistency and asymptotic normality
Let us first study the consistency of the least squares solution β̂T . As ELM is typically
applied to large data sets, it is reasonable to assume that the number of hidden units, p,
13
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does not exceed the sample size T . The assumptions p < T and p = o(T ) for asymptotic
studies typically guarantee the existence of the inverse of T−1X>TXT , and p = o(T ) is
known to be a necessary condition for the convergence to Σx even for i.i.d. samples, see
(Ledoit and Wolf, 2004, Th. 3.1).
The following result establishes consistency for p = O(T ), under the following moment
assumption for the sums
∑T
t=1 xt
(ν)
t .
There exists some γ ≥ 2 such that for all N ∈ N
sup
1≤j
E
∣∣∣∣∣
N∑
t=1
xtj
(ν)
t
∣∣∣∣∣
γ
= O
(
Nγ/2.
)
(29)
Assumption (29) is rather mild and holds for many weakly dependent series. Especially,
for independent terms with finite fourth moments a straightforward calculation shows its
validity for γ = 4. But it is also fulfilled under a slightly strengthened condition on the
algebraic weak dependence condition on the coefficients, see Section 4 for details.
The following theorem provides the consistency of the p-dimensional estimator β̂Tν for
βν (i.e. consistency of the tuned weights connecting the hidden layer and the νth output
of the neural network) under the moment-based assumption (29), which is a condition on
the errors given the regression constants. In the proof we specifically show that an ELM,
xt = g(b+W
>zt), where the weights are randomly chosen, satisfies Assumption (29).
Theorem 2 Suppose that Assumptions (15)-(22), (24), (27) and (28) are fulfilled.
(i) If (29) holds, then
β̂Tν = βν +OP
(√
p
T
)
and
E
∥∥∥β̂Tν − βν∥∥∥2
2
= O
( p
T
)
(ii) If (15) holds with δ = 2, i.e. the innovations of the linear process have a finite fourth
moment, and if (21) holds with θ = 3/2, i.e. if the coefficients c
(`,ν)
j decay algebraically
as j−5−δ′ for some δ′ > 0, then (29) holds with γ = 2. Consequently,
β̂Tν = βν +OP
(√
p
T
)
and E
∥∥∥β̂Tν − βν∥∥∥2
2
= O
( p
T
)
.
(iii) Let an ELM be specified by a single hidden layer neural net (1) respectively a mulilayer
deep learning network (3) with errors satisfying Assumptions (15)-(22). If (15) holds
with δ = 2 and if (21) holds with θ = 3/2, i.e. c
(`,ν)
j = O(j
−5−δ′) for some δ′ > 0,
then (29) holds with γ = 2, i.e.
β̂Tν = βν +OP
(√
p
T
)
and E
∥∥∥β̂Tν − βν∥∥∥2
2
= O
( p
T
)
.
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The convergence in Theorem 2 and in the following consistency results is to be under-
stood in the (unscaled) vector p-norm. Especially, the OP statements mean that ‖β̂Tν −
βν‖ = OP
(√
p
T
)
.
The results of Theorem 2 can be used to bound the empirical mean-square prediction
error
M̂SPET =
1
T
T∑
t=1
|x>t β̂Tν − x>t βν |2 =
1
T
‖XT (β̂Tν − βν)‖22
used to estimate the mean-square prediction error MSPET =
1
T
∑T
t=1 E(Ŷ
(ν)
T − Y (ν)T )2,
where Ŷ
(ν)
T = x
>
t β̂Tν , since
M̂SPET ≤ λmax(T−1X>TXT )‖β̂Tν − βν‖22 = OP
( p
T
)
.
Theorem 2 uses (29) to bound the estimation error instead of following the popular
approach to rely on an exponential (Hoeffding- or Bernstein-type) concentration inequality,
which requires stronger assumptions on the degree of dependence for nice results. The
following theorem works under the algebraic weak dependence condition on the coefficients.
It allows for increasing dimension p, but only at a very slow unsatisfactory rate.
Theorem 3 Suppose that Assumptions (15)-(22), (24), (27) and (28) are fulfilled and
|xt(ν)t | ≤ 1 for all t and ν. Then
β̂Tν → βν ,
as T →∞, in probability, if
log(p)
√
p = o
(
log1−a(T )
)
,
for 0 < a < 1.
For geometrically decaying weak dependence the situation is much better and the above
result can be improved.
Theorem 4 Suppose that Assumptions (15)-(20), (22), (24), (27) and (28) are fulfilled and
the coefficients decay geometrically, i.e. c
(`,ν)
j = O(ρ
j) for some 0 ≤ ρ < 1, and |xt(ν)t | ≤ 1
for all t and ν. Then
β̂Tν → βν ,
as T →∞, in probability, if p log(p)/T = o(1) and log2(T )/√p = o(1).
For a `2-representable learning problem the the above results carry over to the ridge
estimator β̂
(R)
Tν , if the regularization parameter is selected appropriately.
Theorem 5 Suppose that the assumption
‖Σxβν‖2 = O(1) (30)
holds.
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(i) If λ = λT is (potentially randomly) selected such that
λT
T
= oP(1/
√
p),
then the assertions of Theorems 2-4 hold true for the ridge estimator β̂
(R)
Tν , under the
assumptions stated in these theorems. Especially,
β̂
(R)
Tν = βν + oP(1).
(ii) If λTT → λ0 for some constant λ0, then
β̂Tν = (Σx + λ
0I)−1Σxβν + oP (1).
At first glance condition (30) may look restrictive, but it is a natural one for representable
signals. Indeed, as derived and discussed in detail in Section 1.1 on ELMs, under weak
assumption, especially (25), we have the representation, see (8),
βν = Σ
−1
x θν,1:p,
such that (30) holds, if
∑
j(θ
(ν)
j )
2 <∞.
The consistency of the ridge estimator for linear regression models has been studied
in the statistical literature to some extent. Lita da Silva (2014) shows its consistency for
i.i.d. errors when using the plug-in estimator for λ∗, i.e. λ̂ = pσ̂2T /‖β̂T ‖22 where σ̂2T is
the usual estimator for σ2 and β̂T the least squares estimator, under the assumption that
λmax[(T
−1X>TXT )
−1] = 1/λmin(T−1X>TXT ) = o(1), which is, however, not reasonable for
regressors satisfying the natural condition T−1X>TXT → Σx imposed in (24). Contrary,
our results assume (24) and allow for dependent non-stationary errors as well as increasing
dimension p of the regressors. Further, they cover choices λT = o(T ) of the regularization
parameter ensuring improved estimation in finite samples and consistency as T → ∞ and
the validity of a central limit theorem, see below. Consistency results assuming sparsity,
condition (24), Gaussian i.i.d. error terms and non-random sequences of regularization
parameters can also be found in Liu and Yu (2013).
Remark 6 In Theorem 5 the dimension p of the regressors may increase with the sample
size T . Hence, Assumption (24) implicitly assumes a convergence rate, so that the p × p
dimensional matrix T−1X>TXT still converges in the Frobenius matrix norm.
Under the assumptions of the last result one can also establish the following consistency
result for the sample mean-square prediction error in the spirit of Bu¨hlmann and van de Geer
(2011), where such results are shown for the lasso estimator and Gaussian resp. i.i.d. errors.
By imposing a sparsity constraint on the true parameter vector in terms of the 2-norm
used to penalize the least squares estimator, consistency follows when the regularization
parameter is selected appropriately. For independent errors it is known that λ needs to be
selected proportional to
√
log(p)/T , but for dependent errors the bounds are looser.
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Theorem 7 Suppose that Assumptions (15)-(20) and (22) are fulfilled and the coefficients
decay geometrically, i.e. c
(`,ν)
j = O(ρ
j) for some 0 ≤ ρ < 1, and |xt(ν)t | ≤ 1 for all t and ν.
If the regularization parameter is chosen as
λ = C−1/2
√√√√log(2p
α
)(
p
T
+
√
p log2(T )
T
)
, (31)
for some constant C depending on ρ then for large enough T and with probability at least
1−α, α ∈ (0, 1), the sample prediction error associated to the ridge estimator can be bounded
by
M̂SPE
(R)
T =
1
T
T∑
t=1
(x>t β̂
(R)
Tν − x>t βν)2 ≤ C−1/2
√√√√log(2p
α
)(
p
T
+
√
p log2(T )
T
)
‖βν‖2.
Therefore, if βν satisfies the sparsity assumption
‖βν‖2 = o
log−1(2p
α
)(
p
T
+
√
p log2(T )
T
)−1 ,
consistency follows.
Remark 8 An inspection of the proof shows that the assertion of Theorem 7 also holds for
the `1-penality, i.e. for the lasso estimator. Then the associated sparsity assumption puts a
bound on the number of active coordinates of the true parameter vector.
Let us now study the asymptotic distribution theory. Recall the following notions gener-
alizing the concepts of convergence in distribution to a Gaussian law, see Serfling (1980). A
univariate sequence Zn, n ≥ 1, is called asymptotically normal with centering constants µn
and asymptotic variances σ2n, if σn > 0 for sufficiently large n and (Zn−µn)/σn d→ N(0, 1),
as n → ∞. Here µn is not necessariy the mean of Zn and σ2n not necessarily the variance
of Zn. We write Zn ∼ AN (µn, σ2n). The extension to sequences of random vectors is as
follows. A sequence, Zn, n ≥ 1, of random vectors is called asymptotically norm with
centering vectors µn and asymptotic covariance matrices Σn, if for every vector a with
a>Σna > 0 for sufficiently large n the univariate sequence a>Zn, n ≥ 1, is asymptotically
normal. If, for example, µn = E(Zn) and Σn = n−1Σ for some positive definite matrix
Σ, then the asymptotic normality is equivalent to the classical multivariate central limit
theorem
√
n(Zn − µn) d→ N (0,Σ).
Theorem 9 Suppose that Assumptions (15)-(22) are satisfied.Then the following assertions
hold.
(i) (Tv2ν)
−1/2∑T
t=1 
(ν)
t
d→ N (0, 1), as T → ∞, where v2ν = limT→∞ v2Tν > 0 with v2Tν =
Var (T−1/2
∑T
t=1 
(ν)
t ) needs to be assumed if H 6= id.
(ii) WT = T
−1/2∑T
t=1 xt
(ν)
t ∼ AN (0,ΓT ), as T →∞.
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(iii) Under Assumption (27), the least squares estimator β̂Tν of βν is asymptotically nor-
mal, √
T (β̂Tν − βν) ∼ AN (0,Σ−1x Γ(ν)T Σ−1x ),
for ν = 1, . . . , d.
Let us now study the asymptotic normality of the ridge estimator.
Theorem 10 Suppose that the conditions of Theorem 9 are fulfilled and assume that the
variances of the idiosyncratic errors are bounded.
(i) If the regularization parameter λ = λT ≥ 0 is non-random and satisfies
λT = o(1),
then the assertions of Theorem 9 carry over to the estimator β̂
(R)
T . Especially,
√
T (β̂
(R)
Tν − βν) ∼ AN (0,Σ−1x Γ(ν)T Σ−1x ).
for ν = 1, . . . , d.
(ii) If the regularization parameter λ = λT ≥ 0 is random and converges to 0 in mean-
square, i.e.
E(λ2T ) = o(1), (32)
as T →∞, then √
T (β̂
(R)
Tν − βν) ∼ AN (0,Σ−1x Γ(ν)T Σ−1x ).
for ν = 1, . . . , d.
The assertion and the condition on λT in Theorem 10 (i) are in agreement with the results
obtained in Liu and Yu (2013), which consider Gaussian i.i.d. errors and non-random choices
of λT . Assertion (ii) provides a convenient criterion when the regularization parameter is
estimated from data. Especially, since
‖λT ‖L2 ≤ ‖λT − E(λT )‖L2 + E(λT ),
condition (32) is fulfilled and the ridge estimator is asymptotically normal, if λT converges
to its expectation in mean-square and E(λT ) = o(1).
3.2 Resampling
In order to conduct inference, one may use resampling procedures to estimate the unknown
distribution. Since the data to be analyzed is weakly dependent, the widely used residual
bootstrap cannot be used. Instead, one may rely on methods which resample blocks of
consecutive observations, such that the serial dependencies are preserved within each block.
A simple and effective approach is the non-stationary subsampling procedure of Politis
et al. (1999), which can be applied here. Fix a block length b and define for any a =
1, . . . , T − b+ 1 the subvectors and submatrices
Ya,b = (Ya, . . . , Ya+b−1)>, 
(ν)
a,b = (
(ν)
Ta , . . . , 
(ν)
T,a+b−1)
>
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and
Xa,b = (xa, . . . ,xa+b−1)>.
Then the ridge estimator computed from the subsample (Ya,xa), . . . , (Ya+b−1,xa+b−1) is
given by
β̂
(R)
a,b,ν = (X
>
a,bXa,b + λbI)
−1X>a,bY
(ν)
a,b .
and the least squares estimator β̂a,b is obtained for λb = 0. In this way, we may compute
T − b+ 1 replicates for each estimator. In what follows, we describe the procedures for the
ridge solution. If we let
Ja,b,ν(A) = P(
√
b(β̂
(R)
a,b,ν − βν) ∈ A)
for a fixed Borel set A, we are interested in estimating the distribution
J1,T,ν(A) = P(
√
T (β̂
(R)
Tν − βν) ∈ A)
corresponding to the full sample of size T . A natural choice is to use the empirical distri-
bution of the replications
√
b(β̂
(R)
a,b,ν − βν), a = 1, . . . , T − b + 1, but βν is unknown. The
subsampling algorithm plugs in the full-sample estimator β̂
(R)
Tν and thus estimates J1,T,ν(A)
by the corresponding empirical distribution
Ĵ1,T,ν(A) =
1
T − b+ 1
T−b+1∑
a=1
1(
√
b(β̂
(R)
a,b,ν − β̂(R)Tν ) ∈ A).
Especially, one may compute the following (1−α)-confidence region for βν , for preassigned
α ∈ (0, 1). Let
ĤTν(x) = Ĵ1,T,ν((−∞, x]) = 1
T − b+ 1
T−b+1∑
a=1
1(‖
√
b(β̂
(R)
a,b,ν − β̂(R)T )‖ ≤ x)
be the empirical distribution function of the T − b + 1 replicates ‖√b(β̂(R)a,b,ν − β̂(R)T ‖, a =
1, . . . , T − b+ 1, and let cT (1− α) be a (1− α)-quantile point, i.e.
inf{x : ĤT (x) ≥ 1− α} ≤ cT (1− α) ≤ sup{x : ĤT (x) ≤ 1− α}
Then the proposed confidence region is defined by
C = {β′ : ‖
√
b(β′ − β̂(R)T )‖ ≤ cT (1− α)}. (33)
To show its consistency in the sens that its asymptotic coverage probability is 1−α, we
need to strengthen Assumption (24) to∥∥∥∥∥1k
a+k∑
t=a
xtx
>
t −Σx
∥∥∥∥∥
F
→ 0, k →∞, (34)
19
Steland
uniformly in a. Further, we need to assume that
Γ
(ν)
k,a =
1
k
a+k∑
s=a
a+k∑
t=a
xsx
>
t Cov (
(ν)
s , 
(ν)
t )→ Γ(ν), k →∞, (35)
uniformly in a. The following result is taken from Politis et al. (1999) and adopted to the
setting studied here.
Theorem 11 Suppose the conditions of Theorem 9 for the least squares estimator resp.
the assumptions of Theorem 5 are fulfilled. In addition, assume that θ > 9/2, i.e. if the
coefficients decay at the algebraic rate j−8, and the block size b = bT ensures
b→∞, b/T → 0.
Then the subsampling estimator Ĵ1,T,ν is consistent for J1,T,ν , ĤTν is consistent for
H(x) = lim
T→∞
1
T − b+ 1
T−b+1∑
a=1
P(‖
√
b(β̂
(R)
a,b,ν − βν)‖ ≤ x),
and, especially, the subsampling confidence region (33) has asymptotic coverage 1− α.
In the same vain, one may estimate the distribution of the predictor
µ̂ν(x) = β̂
(R)
Tν
>x
for a regressor x resp. the distribution of the ELM prediction
ôν(x) = β̂
(R)
Tν
>g(b+Wz)
for a single hidden layer net and
ôν(x) = β̂
(R)
Tν
>g(W
(r),br)
r ◦ · · · ◦ g(W
(1),b1)
1 (zt),
in case of a deep learner, for a new input z. Especially, x>C = {x>β′ : β′ ∈ C} and
g(b+Wz)>C are confidence regions with asymptotic coverage 1− α.
4. Proofs
Let us first show (23). Using the Cr-inequality we get for 1 ≤ r ≤ 2 + δ
E|(ν)t |r = E|[Hν(Zt:m)−Hν(ξ)]− [EHν(Zt:m)−Hν(ξ)]|r
≤ 2r−1E|Hν(Zt:m)−Hν(ξ)|r + 2r−1E|Hν(ξ)− EZt:mHν(Zt:m)|r,
where by Assumption (22) E|Hν(Zt:m)−Hν(ξ)|r ≤ LHE‖ξ−Zt:m‖rF and, by independence
of ξ and Zt:m,
E|Hν(ξ)− EZt:mHν(Zt:m)|r = EξEZt:m |Hν(ξ)−Hν(Zt:m)|r
≤ LHE‖ξ −Zt:m‖rF .
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Further, E‖ξ −Zt:m‖rF = O(E|‖ξ‖rF + E‖Zt:m‖rF ), where by Jensen’s inequality
E‖Zt:m‖rF = E
 m∑
j=0
d∑
ν=1
(Z
(ν)
t−j)
2
r/2 ≤ ((m+ 1)d)r/2−1 m∑
j=0
d∑
ν=1
E
∣∣∣Z(ν)t−j∣∣∣r <∞,
observing that E
∣∣∣Z(ν)t−j∣∣∣r <∞ follows from (16) since d and L are fixed in our treatment.
Recall that ξn = OP(rn), if P(|ξn|/rn > δ) is arbitrarily small for all n if δ is large
enough.
Lemma 12 If P(|ξn| > δ) ≤ Crn/δγ for some γ > 0, for all n and δ > 0 and some constant
C, then ξn = OP(r
1/γ
n ).
Proof Apply the assumption with δr
1/γ
n instead of δ to get for arbitrary ε > 0
P(r−1/γn |ξn| > δ) = P(|ξn| > δr1/γn ) ≤
Crn
(δr
1/γ
n )γ
=
C
δγ
< ε
for all n, if δ is large enough.
4.1 Proof of Theorem 2
We start by showing the result for the least squares estimates. To show assertion (i), let us
consider the representation
β̂Tν = βν +
(
T−1X>TXT
)−1 1
T
T∑
t=1
xt
(ν)
t .
Using the spectral representation to calculate the inverse of a matrix by inverting the
eigenvalues and noting that an outer product vv> is invariant under changes of the sign,
in view of Assumptions (24) and (28) we may use Weyl’s theorem, Weyl (1912), and (Yu
et al., 2015, Corollary 1) to conclude that
|λi(T−1X>TXT )− λi(Σx)| ≤ ‖T−1X>TXT −Σx‖op
and
‖v̂i − vi‖2 ≤ 23/2‖T−1X>TXT −Σx‖op/min(λi−1(Σx)− λi(Σx), λi(Σx)− λi+1(Σx)),
where vi is an eigenvector associated to the ith eigenvalue λi(Σx) and v̂i is an eigenvector
of T−1X>TXT associated to the ith eigenvalue λi(T
−1X>TXT ) chosen such that v̂
>
i vi > 0,
to conclude that
‖v̂iv̂>i − viv>i ‖ = O(‖v̂i − vi‖) = O(‖T−1X>TXT −Σx‖op)
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uniformly in 1 ≤ i ≤ p. Here the first inequality follows from the estimate
‖A>A−B>B‖op = ‖(A−B)>A+B>(A−B)‖op
≤ (‖A‖op + ‖B‖op)‖A−B‖op
≤ (2λmax(B) + ‖A−B‖op)‖A−B‖op,
for arbitrary matrices A and B, see also Yu et al. (2015). Therefore, we can conclude that
‖(T−1X>TXT )−1 −Σ−1x ‖F = O(‖T−1X>TXT −Σx‖op) (36)
as well as
‖(T−1X>TXT )−1 −Σ−1x ‖F = O(‖T−1X>TXT −Σx‖F ). (37)
Therefore, ‖(T−1X>TXT )−1 − Σ−1x ‖op = o(1) follows from (24). By Jensen’s inequality it
holds for γ ≥ 2
E
∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
γ
2
= T−γpγ/2E
1
p
p∑
j=1
∣∣∣∣∣
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣
2
γ/2
≤ T−γpγ/2−1
p∑
j=1
E
∣∣∣∣∣
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣
γ
,
such that Assumption (29) yields
E
∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
ν
2
= O
(
T−γ/2pγ/2
)
. (38)
Therefore, for any δ > 0 we have
P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
> δ
)
= P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
γ
2
> δγ
)
≤
E
∥∥∥ 1T ∑Tt=1 xt(ν)t ∥∥∥γ2
δγ
= O
(( p
T
)γ/2
δ−γ
)
.
Therefore, using Lemma 12, this shows∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
= OP
(√
p
T
)
,
and we may conclude that
P(‖β̂Tν − βν‖2 > δ) = P
([
‖(T−1X>TXT )−1 −Σx‖F + ‖Σx‖op
] ∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
> δ
)
≤ P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
>
δ
2‖Σ−1x ‖op
)
.
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By assumption, the spectrum of Σx and hence of Σ
−1
x is contained in a compact set S ⊂
(0,∞). Since ‖Σ−1x ‖op = ρ(Σ−1x ) and ‖Σ−1x ‖op is bounded, we may conclude that
‖β̂Tν − βν‖2 = OP
(√
p
T
)
as well as
E
∥∥∥β̂Tν − βν∥∥∥2
2
≤ [‖Σ−1x ‖op + o(1)]E
∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
2
= O
( p
T
)
,
where the o(1) terms are with respect to the Frobenius matrix norm, by (37) and (38). This
completes the proof of (i). Next, let us show assertion (ii). The following result is a special
case of (Doukhan, 1994, Th. 2, p. 26).
Lemma 13 Let {ξt} be a sequence of possibly non-stationary zero mean random variables
with E|ξt|2+ε <∞ for all t, ε > 0, and α-mixing coefficients αξ(r), r ∈ N. If
∞∑
r=1
[αξ(r)]
ε
2+ε <∞,
then
E
∣∣∣∣∣∑
t∈I
ξt
∣∣∣∣∣
2
= O(|I|),
for any finite index set I.
As shown below in detail, see (45), the mixing coefficients α(r) of the process ξt = xt
(ν)
t
satisfy
α(r) = O(r−1−
2θ
3 )
under Assumption (21). Consequently, α(r)
ε
2+ε is summable, if (1 + 2θ/3) ε2+ε > 1. Select
ε = 2, corresponding to the fourth order moment condition, we obtain the condition θ > 3/2.
It remains to show (iii): Let G denote the distribution of the randomly chosen weights
of the ELM and let QZT be the law of the input variables ZT = (z1, . . . ,zT ). Then, by
independence of weights, inputs and errors, since xtj = g(bj +w
>
j zt), Markov’s inequality
and Theorem 2, there exists a constant C > 0 such that for any δ > 0
P
(
1
T
∣∣∣∣∣
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > δ
)
≤ δ−νE
∣∣∣∣∣ 1T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣
ν
= δ−ν
∫ ∫
E{(ν)}Tt=1
∣∣∣∣∣ 1T
T∑
t=1
g(bj +w
>
j zt)
(ν)
t
∣∣∣∣∣
ν
dGdQZT
≤ δ−ν
∫∫
CT ν/2 dGdQZT
= O(T ν/2),
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where E{(ν)}Tt=1 indicates that the expectation is w.r.t. the error process. For a deep ELM,
xtj = g
(W
(r)
j ,bjk)
r ◦ g(W
(r−1),br−1)
r−1 ◦ · · · ◦ g(W
(1),b1)
1 (zt), see (2), such that
E
∣∣∣∣∣ 1T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣
ν
=
∫∫
E{(ν)}Tt=1
∣∣∣∣∣ 1T
T∑
t=1
g
(W
(r)
j ,bjk)
r ◦ g(W
(r−1),br−1)
r−1 ◦ · · · ◦ g(W
(1),b1)
1 (zt)
(ν)
t
∣∣∣∣∣ dP⊗W dQZT
where dP⊗W = ⊗rk=1dGk with dGk the distribution of the random weights (connection
weights and biases) of the kth hidden layer. Now the integrand is estimated as for a single
hidden layer net.
4.2 Proof of Theorem 3 and 4
The proof relies on the following exponential inequality for algebraically decaying α-mixing
sequences, see (Doukhan, 1994, p. 34, Remark 7 c)).
Lemma 14 Let {ξt} be a sequence of mean zero random variables with |ξt| ≤ 1 and α-
mixing coefficients αξ(k), k ≥ 1, satisfying αξ(k) = O(k−v) for some v > 0. Then for any
0 < a < 1 there exists some b > 0, such that for large enough n
P
(∣∣∣∣∣
n∑
t=1
ξt
∣∣∣∣∣ > x√n
)
≤ 2 exp
(
−bx log
1−a(n)√
n
)
Recall the representation
β̂Tν − βν = (T−1X>TXT )−1
1
T
T∑
t=1
xt
(ν)
t .
as T →∞. In view of (37), consistency now follows if we show that∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
P→ 0,
as T →∞. The union bound and Lemma 14 yields for δ > 0
P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
> δ
)
= P
 p∑
j=1
∣∣∣∣∣ 1T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣
2
> δ2

≤ P
pmax
j
∣∣∣∣∣ 1T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣
2
> δ2

≤
p∑
j=1
P
(∣∣∣∣∣
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > δT√p
)
≤ 2 exp
(
log(p)− bδ log
1−a(T )√
p
)
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A sufficient condition ensuring that the latter expression has the order o(1) is given by
log(p)
√
p = o
(
log1−a(T )
)
, which completes the proof.
To establish Theorem 4 observe that in view of (45), which holds for linear processes
with coefficients depending on t, the exponential decay of the coeffients implies geometrically
decaying α-mixing coefficients of the non-stationary and bounded sequences {xtj(ν)t : t ≥
1}, uniformly in j = 1, . . . , p. Recall the following results due to Merleve`de et al. (2009);
see (Merleve`de and Peligrad, 2013, Corollary 24) for a related maximal inequality.
Lemma 15 Let {ξt : t ≥ 1} be a sequence of mean zero random variables bounded by M and
with α-mixing coefficients αξ(k), k ≥ 1, satisfying αξ(k) = O(exp(−γk) for some γ > 0.
Then there exist absolute constants C1, C2 depending only on γ, such that for all n ≥ 4 and
it holds for some constant C3 depending on γ and all x ≥ 0
P
(∣∣∣∣∣
n∑
t=1
ξt
∣∣∣∣∣ > x
)
≤ 2 exp
(
− C3x
2
nM2 +Mx(log n)(log logn)
)
.
The union bound yields
P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
> δ
)
≤
p∑
j=1
P
(∣∣∣∣∣
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > δT√p
)
and hence by Lemma 15
P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
> δ
)
≤ 2 exp
(
− C3δ
2T/p
1 + δ
p1/2
(log T )(log log T )
+ log(p)
)
≤ 2 exp
(
− C3δ
2T/p
1 + δ
p1/2
log2 T
+ log(p)
)
(39)
= o(1),
as T →∞, if p log(p)/T = o(1) and log2(T )/√p = o(1), since then, for any sequence fT →
f > 0 (take fT = C3δ/(1+δ log
2(T )/
√
p)), f−1T log(p)p/T < c < 1 for large enough T , which
implies f−1T p/T < 1/ log(p)⇔ fTT/p > log(p) and hence T/p = log(p)[(T/(p log(p))]→∞.
4.3 Proof of Theorem 7
As a preparation, recall the exponential bound in (39). For λ ≤ 1 we have
P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
> λ
)
≤ 2 exp
(
− C3λ
2T/p
1 + 1
p1/2
log2 T
+ log(p)
)
.
Therefore, for α ∈ (0, 1) the choice
λ = C
−1/2
3
√√√√log(2p
α
)(
p
T
+
√
p log2(T )
T
)
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guarantees
P
(∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
≤ λ
)
≥ 1− α.
In what follows, we draw on some standard arguments to bound the prediction error,
see, for example, Bu¨hlmann and van de Geer (2011). Since β̂
(R)
Tν minimizes β˜ 7→ T−1‖Y (ν)T −
XT β˜‖22 + λ‖β˜‖2, we have
T−1‖Y (ν)T −XT β̂(R)Tν ‖22 + λ‖β̂(R)Tν ‖2 ≤ T−1‖Y (ν)T −XT β˜‖22 + λ‖β˜‖2
Using Y
(ν)
T −XT β̂(R)Tν = −XT (β̂(R)Tν − βν) + (ν), the latter inequality is equivalent to
T−1
{
(ν)>(ν) − 2(ν)>[XT (β̂(R)Tν − βν)] + (βν − β̂(R)Tν )>X>TXT (βν − β̂(R)Tν )
+ λ‖β̂(R)Tν ‖2
} ≤ (ν)>(ν) + λ‖βν‖2.
Collecting terms we obtain
−(2/T )(ν)>[XT (β̂(R)Tν − βν)] + T−1‖XT (β̂(R)Tν − βν)‖22 + λ‖β̂(R)Tν ‖2 ≤ λ‖βν‖2 − λ‖β̂(R)Tν ‖2,
and eventually arrive at
T−1‖XT (β̂(R)Tν − βν)‖22 ≤ (2/T )[XT (ν)]>(β̂(R)Tν − βν) + λ‖β‖2 − λ‖β̂(R)Tν ‖2.
It follows that the (sample) mean-square prediction error can be bounded by
T−1‖XT (β̂(R)Tν − βν)‖22 ≤
∥∥∥∥∥ 1T
T∑
t=1
xt
(ν)
t
∥∥∥∥∥
2
‖β̂(R)Tν − βν‖2 + λ‖βν‖2 − λ‖β̂(R)Tν ‖2.
We may now conclude that with probability at least 1− α
T−1‖XT (β̂(R)Tν − βν)‖22 ≤ λ‖β̂(R)Tν − βν‖2 + λ‖βν‖2 − λ‖β̂(R)Tν ‖2 ≤ 2λ‖βν‖2
= C
−1/2
3
√√√√log(2p
α
)(
p
T
+
√
p log2(T )
T
)
‖βν‖2.
Consistency now follows for ‖βν‖2 of smaller order than λ.
4.4 Proof of Theorem 5
In what follows, we frequently make use of the fact that the operator matrix norm ‖A‖2
associated to the vector 2-norm can be bounded by the Frobenius matrix norm ‖A‖F . Also
recall that both matrix norms are submultiplicative.
We have the representation
β̂
(R)
Tν = (X
>
TXT + λT I)
−1X>T Y
(ν)
T
=
(
T−1X>TXT +
λT
T
I
)−1
T−1X>TXTβν +
(
T−1X>TXT +
λT
T
I
)−1
T−1X>T 
(ν).
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First, observe that since |λT /T−λ0| = oP(1/√p), by Assumption (24) and since ‖I‖F = √p,∥∥∥∥T−1X>TXT + λTT I − (Σx + λI)
∥∥∥∥
F
≤ ‖T−1X>TXT −Σx‖F +
∣∣∣∣λTT − λ0
∣∣∣∣√p = oP(1).
By virtue of (37),
(
T−1X>TXT +
λT
T I
)−1 → (Σ−1x + λ0I)−1 at the same rate in the Frobe-
nius norm. To treat the first term in the above representation of β̂
(R)
Tν apply the inequality
‖ATBT −AB‖ ≤ ‖AT −A‖(‖BT −B‖+ ‖B‖) + ‖A‖‖BT −B‖,
valid for any submultiplicative matrix norm, with AT =
(
T−1X>TXT +
λT
T I
)−1
, A =
(Σ−1x + λ0I)−1, BT = T−1X>TXTβν and B = Σxβν . Observe that the spectrum of
Σx(λ
0) = Σx + λ
0I is the spectrum of Σx shifted by λ
0, such that ‖Σx(λ0)‖2 = O(1)
and ‖Σx(λ0)−1‖2 = O(1). Since βν ensures by assumption that ‖Σxβν‖2 = O(1), we may
conclude that under the assumptions of assertion (ii)∥∥∥∥∥
(
T−1X>TXT +
λT
T
I
)−1
T−1X>TXTβν − (Σx + λ0I)−1Σxβν
∥∥∥∥∥
2
= oP(1) (40)
and ∥∥∥∥∥
(
T−1X>TXT +
λT
T
I
)−1
− (Σ−1x + λ0I)−1
∥∥∥∥∥
2
= oP(1). (41)
Consequently,
β̂Tν = (Σx + cI)
−1Σxβν + oP(1),
provided
∥∥∥T−1∑Tt=1 xt(ν)t ∥∥∥
2
= oP(1), which holds under the stated assumptions. This
shows assertion (ii). To show (i), observe the representation
β̂
(R)
Tν − βν =
[(
T−1X>TXT +
λT
T
I
)−1
T−1X>TXT − I
]
βν
+
(
T−1X>TXT +
λT
T
I
)−1 1
T
T∑
t=1
xt
(ν)
t .
In view of
∥∥∥ 1T ∑Tt=1 xt(ν)t ∥∥∥2 = oP(1), as guaranteed by any of the consistency theorems,
assertion (i) follows, if we show∥∥∥∥∥
[(
T−1X>TXT +
λT
T
I
)−1
T−1X>TXTΣ
−1
x −Σ−1x
]
Σxβν
∥∥∥∥∥
2
= o(1) (42)
and ∥∥∥∥T−1X>TXT + λTT I
∥∥∥∥
op
= O(1). (43)
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The latter follows directly from (24), boundedness of the spectrum of Σx, the estimate
‖T−1X>TXT ‖op ≤ ‖T−1X>TXT −Σx‖F + ‖Σx‖op = O(1)
and ∥∥∥∥λTT I
∥∥∥∥
F
=
λT
√
p
T
= oP(1).
Also observe that∥∥∥∥T−1X>TXT + λTT I −Σx
∥∥∥∥
op
≤
∥∥∥T−1X>TXT −Σx∥∥∥
F
+
λT
√
p
T
,
i.e., T−1X>TXT +
λT
T I → Σx in the operator norm. Arguing as in the proof of Theorem 2,
by Weyl’s theorem, Weyl (1912), and (Yu et al., 2015, Corollary 1) we may conclude that(
T−1X>TXT +
λT
T I
)−1 → Σ−1x in the operator norm as well. Now consider (42). Write
RT =
[(
T−1X>TXT +
λT
T
I
)−1
T−1X>TXTΣ
−1
x −Σ−1x
]
Σxβν
=
{[(
T−1X>TXT +
λT
T
I
)−1
−Σ−1x
]
T−1X>TXTΣ
−1
x + Σ
−1
x
(
T−1X>TXTΣ
−1
x −ΣxΣ−1x
)}
Σxβν .
Then,
‖RT ‖2 ≤
∥∥∥∥∥
(
T−1X>TXT +
λT
T
I
)−1
−Σ−1x
∥∥∥∥∥
F
∥∥∥T−1X>TXTΣ−1x ∥∥∥
op
‖Σxβν‖2
+ ‖Σ−1x ‖2‖T−1X>TXT −Σx‖F ‖Σ−1x ‖op‖Σxβν‖2.
In view of (24)
∥∥T−1X>TXT∥∥F = O(1), and (27) ensures that ‖Σ−1x ‖op = 1/λmin(Σx) =
O(1) as well. Therefore,
∥∥T−1X>TXTΣ−1x ∥∥op = O(1), and combing these facts with the
assumption ‖Σxβν‖2 = O(1) the last inequality shows that ‖RT ‖2 = oP(1), as T → ∞,
which completes the proof.
4.5 Proof of Theorem 9
We shall first consider the case m = 1 and H = id of a linear factor model for the errors. By
using an interlacing embedding technique as in Steland (2020), we will show that t = Zt
is a strongly mixing linear process with coefficients decaying as O(j−7/2−θ). This implies
that the nonlinear process H(Zt, . . . ,Zt−m) is α-mixing as well with the same decay of the
mixing coefficients and finite absolute moments of order 2 + δ. Consequently, central limit
theorems as well as exponential inequalities (as given above) can be applied for H = id as
well as H 6= id under Assumption (22).
By interlacing, we may write the νth coordinate 
(ν)
t of t as a linear process with respect
to the independent mean zero sequence . . . , ε
(0)
t−1
>, . . . , ε(L)t−1
>, ε(0)t >, . . . , ε
(L)
t
>, denoted by
ZtL′−k, k ≥ 0, where L′ = (L + 1)d is the length of the blocks of the interlaced L + 1
processes. At this point, recall the discussion following Assumption (21). To simplify
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notation, absorb the distances into the coefficients and thus put c˜
(`,ν)
j = d(st, r`)c
(`,ν)
j if
` = 1, . . . , L and c˜
(0,ν)
j = c
(0,ν)
j . Recalling that 
(ν)
t =
∑∞
j=0
∑L
`=0 c˜
(`,ν)
j
>ε(`)t−j , the interlacing
is now implemented by stacking the innovations of the L+ 1 processes,
(. . . , ε
(0)
t−1
>, . . . , ε(L)t−1
>, ε(0)t
>, . . . , ε(L)t
>) =: (. . . , Z(t−1)L′−L′−1, . . . Z(t−1)L′ , ZtL′−L′−1, . . . ZtL′),
and matching the associated interlaced coefficients . . . , c˜
(0,ν)
1
>, . . . , c˜(L,ν)1
>, c˜(0,ν)0
>, . . . , c˜(L,ν)0
>
denoted by dtL′,k, k ≥ 0, i.e.
(. . . , c˜
(0,ν)
1
>, . . . , c˜(L,ν)1
>, c˜(0,ν)0
>, . . . , c˜(L,ν)0
>) =: (. . . , dtL′,L+L′ , . . . , dtL′,L+1, dtL′,L, . . . , dtL′,0)
Then we have the representations

(ν)
t =
∞∑
j=0
L∑
`=0
c˜
(`,ν)
j
>ε(`)t−j = ˜tL′ , with ˜s =
∞∑
k=0
ds,kZs−k,
and
(
(ν)
1 , . . . , 
(ν)
k ) = (˜L′ , . . . , ˜kL′)
for all k ≥ 1. Since L is finite, the decay condition on the c(`)tj ’s carries over to the dtk, such
that dtk = O(k
−7/2−θ).
Let {ξi : i ∈ Zq} be a random field. Let I, J ⊂ Zq and define the associated mixing
coefficient
αξ(I, J) = sup{|P(A ∩B)− P(A)P(B)| : A ∈ σ(ξi : i ∈ I), B ∈ σ(ξj : j ∈ J)},
Further, for a, b ∈ N ∪ {∞} let
αa,b(k) = {αξ(I, J) : |I| ≤ a, |J | ≤ b, d(I, J) ≥ k}
where d(I, J) denotes the distance of the sets I, J . We use the following CLT for non-
stationary random fields and time series, see Bolthausen (1982) and (Guyon, 1995, Th. 3.3.1).
It is worth mentioning the recent CLT of Bradley and Tone (2017) under Lindeberg’s con-
dition and weak assumptions on the strong mixing coefficient, but the latter coefficient is
with respect to half spaces and not studied for general linear random fields.
Theorem 16 A possibly non-stationary sequence ξi, i ≥ 1, with mixing coefficients αa,b(m)
satisfies
Sn√
V ar(Sn)
d→ N(0, 1),
as n→∞, where Sn =
∑
1≤i≤n ξi, n ≥ 1, and
lim sup
n→∞
Var (|n|−1/2Sn) = lim sup
n→∞
1
|n|
∑
1≤i,j≤n
|Cov (ξi, ξj)| <∞,
if
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(CLT-i) supi≥1 E|ξi|2+δ <∞,
(CLT-ii)
∑∞
m=1 αa,b(m) <∞ for a+ b ≤ 4, α1,∞(m) = o(m−1) and for some δ > 0
∞∑
m=1
(α1,1(m))
δ/(2+δ) <∞,
(e.g. αa,b(k) = O(k
−2−θ) for some θ > 0 and δ = 2),
(CLT-iii) lim infn→∞Var (|n|−1/2Sn) > 0.
For dimension q = 1 of the index domain one can replace the mixing coefficient α1,∞(m)
in (CLT-ii), since it is only used to estimate the L1-norm of the term
∑n
j=1 ξje
ιλ(S¯n−S¯j,n),
where S¯n − S¯j,n = (σn + o(1))−1/2
∑
i:|j−i|>mn ξi, using the estimate E|ξjeιλ(S¯n−S¯j,n)| ≤
nα1,∞(mn), see the proof of (Guyon, 1995, Theorem 3.3.1). But the latter bound can be
replaced by
E|ξjeιλ(S¯n−S¯j,n)| ≤ nα∗(mn),
where for m ∈ N,
α∗(m) := sup
i
α(σ({ξi}), σ({ξj : |i− j| > m}))
≤ sup
i
max{α(σ(ξj : j ≤ i), σ(ξj : j ≥ i+m)), α(σ(ξj : j ≥ i), σ({ξj : j ≤ i−m}))}
≤ sup
i
max{α(F i−∞,F∞i+m), α(F∞i ,F i−m−∞ )}
= α(m),
as already been noted in Bolthausen (1982) (without derivation).
Fix ν and let us check the above conditions for ξt = 
(ν)
t . By Assumption (16) (CLT-i)
holds and we may bound the α-mixing coefficients by
αa,b(2m) = O
b
sup
s≥1
∑
j>m
d2sj
1/3
 , (44)
and
α(m) = O
sup
s≥0
∞∑
i=m
[ ∞∑
k=i
d2sk
]1/3 , (45)
cf. Gorodecki˘ı (1977), (Doukhan, 1994, Corollary 1, p.78) and (Guyon, 1995, Corol-
lary 1.7.3). Next observe that, by assumption (21), max1≤`≤L |c(`)j | = O(j−7/2−θ), such
that the coefficients of the embedding series inherit this decay: sups≥1 |dsj | = O(j−7/2−θ).
One can now easily check that this yields
mα(m) = O(m−2θ/3)
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and
αa,b(2m) = O(m
−2−2θ/3)
for all a, b ∈ N, thus verifying (CLT-ii).
Therefore, we may conclude that
1√
TvTν
T∑
t=1

(ν)
t
d→ N(0, 1),
as T →∞, where v2Tν = Var (T−1/2
∑T
t=1 
(ν)
t ), since, by independence and (18), for d = 1
v2Tν = Var
(
L∑
`=1
1√
T
T∑
t=1
d(st, r`)F
(`,ν)
t +
1√
T
T∑
t=1
E
(ν)
t
)
≥ Var
(
1√
T
T∑
t=1
E
(ν)
t
)
→
∞∑
j=0
(c
(0,ν)
j )
2σ2t0
≥ c(0,ν)(1)2σ20 > 0.
For d > 1 one uses (19) and argues analogously.
To show assertion (ii) of the theorem, fix a 6= 0 and consider the statistic
WT =
1√
T
T∑
t=1
a>xt
(ν)
t .
Clearly, a>xt
(ν)
t , t ≥ 0, is a non-stationary linear combination of the underlying linear
processes where all coefficients, c
(ν)
j , are multiplied by a
>xt. By boundedness of xt, the
associated coefficients dtL′,k, decay at the same rate O(k
−7/2−θ) and therefore the α-mixing
coefficients, α′a,b(m), of a
>xt
(ν)
t , t ≥ 0, decay as O(m−2−2θ/3), since (44) and (45) allow
for linear random fields with coefficients depending on t. This shows (CLT-ii). Further,
condition (CLT-i) holds, because
E|a>xt(ν)t |2+δ ≤ Cx‖a‖2E|(ν)t |2+δ,
where Cx is a norm bound for the regressors. Observe that E(a>
(ν)
t ) = 0 and
Cov (a>xs(ν)s ,a
>xt
(ν)
t ) = E(a
>xs(ν)s a
>xt
(ν)
t )
= E(a>xs(ν)s 
(ν)
t x
>
t a)
= a>
(
xsx
>
t E((ν)s 
(ν)
t )
)
a.
Therefore, η2T = Var (WT ) is given by
η2T = η
2
T (a) = a
>Γ(ν)T a,
31
Steland
by definition of Γ
(ν)
T , and thus (27) ensures that lim infT→∞ ηT > 0, which verifies condition
(CLT-iii). It follows that
WT =
1√
T
T∑
t=1
xt
(ν)
t ∼ AN
(
0,Γ
(ν)
T
)
.
We proceed by showing that WT = OP(1). To see this, recall that there exists a constant
cp > 0 such that ‖ · ‖2 ≤ cp‖ · ‖∞. This gives
P (‖WT ‖2 > M) ≤ P
(
max
j
∣∣∣∣∣ 1√T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > Mcp
)
≤
p∑
j=1
P
(∣∣∣∣∣ 1√T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > Mcp
)
.
But, since η2Tj = η
2
T (ej) ≤ λmax(Γ(ν)T ) ≤ K for some constant K, where ej denotes the jth
unit vector,
P
(∣∣∣∣∣ 1√T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > Mc
)
≤ P
(∣∣∣∣∣ 1ηTj√T
T∑
t=1
xtj
(ν)
t
∣∣∣∣∣ > McK
)
.
The right-hand side can be made arbitrarily small for large M , because
1
ηTj
√
T
T∑
t=1
xtj
(ν)
t
d→ N(0, 1),
as T →∞. Now observe the representation
√
T (β̂Tj − βj) = (T−1X>TXT )−1
1√
T
T∑
t=1

(ν)
t xt.
Since matrix inversion is a continuous transformation, (24) implies
‖(T−1X>TXT )−1 −Σ−1x ‖F = o(1),
as T →∞. Combining this with ‖WT ‖2 = OP(1) we obtain∥∥∥(T−1X>TXT )−1WT −Σ−1x WT∥∥∥
F
≤ ‖(T−1X>TXT )−1 −Σ−1x ‖F ‖WT ‖2
= oP (1),
as T →∞. Consequently,
√
T (β̂Tj − βj) = Σ−1x
1√
T
T∑
t=1
xt
(ν)
t + oP(1)
=
1√
T
T∑
t=1
Σ−1x xt
(ν)
t + oP(1).
Repeating the above arguments to verify (CLT-i)-(CLT-iii) with xt replaced by Σ
−1
x xt
(and hence a>xt replaced by b>xt with b> = a>Σ−1x 6= 0 since Σx > 0), we obtain the
asymptotic normality of
√
T (β̂Tj − βj) with asymptotic covariance matrices Σ−1x Γ(ν)T Σ−1x .
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4.6 Proof of Theorem 10
The result can be shown arguing as in Liu and Yu (2013). Consider the SVD of
X˜T =
1√
T
XT = UDV
>
where U is a T × T orthogonal matrix, V a p× p orthogonal matrix and
D = diag (ρ1, . . . , ρp)
the diagonal matrix of the eigenvalues of X˜>T X˜T = T
−1X>TXT . The ridge estimator attains
the representation
β̂
(R)
Tν =
1√
T
(
X˜>T X˜T +
λT
T
I
)−1
X˜>T Y
(ν)
Observing that X˜>T X˜T+
λT
T I = V (D
2+λTT I)V
> with inverse V diag
(
1
ρ21+λT /T
, . . . , 1
ρ2p+λT /T
)
V >,
some algebra shows that
β̂
(R)
Tν = V diag
(
ρ1
ρ21 + λT /T
, . . . ,
ρp
ρ2p + λT /t
)
U>Y (ν).
We obtain
√
T (β̂
(R)
Tν − β̂Tν) = V diag
(
− TλT
Tρ1(Tρ1 + λT )
, . . . ,− TλT
Tρp(Tρ1 + λT )
)
U>Y (ν),
such that
‖
√
T (β̂
(R)
Tν − β̂Tν)‖22 ≤
∥∥∥∥diag (− TλTTρ1(Tρ1 + λT ) , . . . ,− TλTTρp(Tρ1 + λT )
)∥∥∥∥2
2
≤ max
1≤j≤p
λ2T
T 2ρ4j
‖Y (ν)‖22.
Since ‖XTβ‖ = O(T ) and E‖(ν)‖22 =
∑T
t=1 E(
(ν)
t )
2 = O(T ) in view of the assumption
that Var (
(ν)
t ) = O(1), we may conclude, for any δ > 0, by Markov’s inequality
P
(
‖
√
T (β̂
(R)
T − β̂Tν)‖2 > δ
)
≤ max
1≤j≤p
λ2T
T 2λ4min(T
−1X>TXT )
E(‖Y (ν)‖22)
δ2
= O
(
λ2T
T 2
E(‖Y (ν)‖22
)
= O
(
λ2T
)
.
For random regularization parameters λT the bound
‖
√
T (β̂
(R)
Tν − β̂Tν)‖2 ≤ max1≤j≤p
λT
Tρ2j
‖Y (ν)‖2
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and Markov’s inequality yield
P
(
‖
√
T (β̂
(R)
T − β̂Tν)‖2 > δ
)
≤ P
(
max
1≤j≤p
λT
Tρ2j
‖Y (ν)‖2 > δ
)
= O

√
E(λ2T )
√
E(‖Y (ν)‖22)
Tδ

= O

√
E(λ2T )
δ
 ,
which is o(1), if E(λ2T ) = o(1).
4.7 Proof of Theorem 11
In view of the established results, the proof is a direct application of Politis et al. (1999).
The moment conditions assumed there are obviously satisfied in view of (34) and (35). It
remains to show that the α-mixing cofficients decay such that
∑∞
k=1(k+1)
2αε/(4+ε)(k) <∞.
This holds for ε = 2 if (2θ/3)2/6 > 1⇔ θ > 9/2.
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