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Abstract: There have been attempts in model-based reinforcement learning to ex-
ploit a priori knowledge about the structure of the system. This paper introduces
the extended radial basis function (RBF) controller design. In addition to tradi-
tional RBF controllers, our controller comprises of an engineered linear controller
inside an operating region. We show that the learnt extended RBF controller takes
on the desirable characteristics of both the linear and non-linear controller mod-
els. The extended controller is shown to retain the ability for universal function
approximation of the non-linear RBF functions. At the same time, it demon-
strates desirable stability criteria on par with the linear controller. Learning has
been done in a probabilistic inference framework (PILCO), but could generalise to
other reinforcement learning frameworks. Experimental results from the Swing-
up pendulum, Cartpole, and Mountain car environments are reported.
Keywords: Probabilistic inference, controller modelling, reinforcement learning
1 Introduction
In recent years, the rise of deep learning has unlocked a new class of function approximation and
representation techniques that enable easy discovery of low-dimensional features in extremely high
dimensional data. This allows for systems of scales not possible before by being able to more
effectively address the curse of dimensionality [1]. These techniques have naturally been applied
to the field of Reinforcement Learning (RL) - a technique that allows agents to learn behaviours
through interactions with an environment in order to achieve some desired outcome.
A consequence of better feature discovery is methods that scale better with high dimensional states
and action spaces. Examples of these include the Atari game playing algorithm [2], Alpha Go [3],
and Deepstack [4].
However, the outputs of the algorithm are opaque, and the relationship between the states and actions
can not easily be understood by humans. When using these techniques for medical purposes [5] or
for controlling a critical chemical plant, failure can be catastrophic, and the ability of a user to
understand and trust the outputs of these systems can be key to adoption [6].
Moreover, in many reinforcement learning frameworks, the specification of a reward function is ex-
ceptionally important in achieving desired behaviours. A naive optimization with the wrong reward
function can easily lead to strange behaviours. In a recent paper [7], for instance, the incentivisation
of forward progress leads to robots developing strange walking gaits that, while effective, are not
likely to be implemented in real life systems. The shaping of the reward function to incentivise
desired behaviour is therefore more art than science.
In this paper we introduce an extended radial basis function controller for reinforcement learning.
We utilize this controller with the model-based RL system of PILCO [8] to prove the concept, but
the controller can in theory be used with other systems with little to no modification. This controller
allows for the manual specification of a linear controller within a desired region of control, and
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outside that region, smoothly switches to an arbitrary radial basis function (RBF) controller that is
rich enough to model large classes of functions.
When we have a system with known local linear dynamics, we can use a powerful suite of tools from
control theory to design controllers with certain highly desired properties. Examples of these might
include, but are not limited to: decreased system sensitivity to input noise, increased robustness of
control to poor dynamics models, decreased system sensitivity to noise in sensors, and better system
recovery from impulses.
We hypothesize that this extended RBF controller will be very useful in two different kinds of
systems: first, systems with general non-linear dynamics, but operating points about which stability
is desired; second, systems with very well-studied local behaviour, but unknown global behaviour.
Examples include combustion [9], continuous non-isothermal stirred tank reactors [10], and catalytic
crackers [11].
2 Method
The formal language that we adopt is one of the Markov Decision Process (MDP) [12, 13, 14] where:
• x ∈ X to denote a state from a set of possible states
• u ∈ U to denote an action drawn from a set of possible actions
• P (xt+1|xt,ut) ∈ P (S) refers to the transition dynamics, which is the probability of dis-
tribution over the next states conditioned on the previous actions and states
• P0 ∈ P (S) denotes the distribution of the initial state
• c(x,u) ∈ P (R) is a random variable representing the reward obtained when an action u is
taken in state x
We introduce a policy function, pi(xt) such that ut = pi(xt). The problem of trying to discover the
ideal policy (pi(xt)) to achieve the best possible reward thus reduces to:
pi∗(xt) = arg min
pi
∑
∀t
E[c(xt)] (1)
Next, we discuss the probabilistic learning framework (PILCO) in which our extended controller
outlined in section 3 is learnt. We find the explicit modelling of the distribution of internal states in
the feed-forward dynamics to be very helpful in providing insights into learning and convergence.
Below, we focus on the most relevant and important aspects of the learning method. More details
can be found in [8].
Algorithm 1 Probabilistic Learning Algorithm
1: Set linear controller within the range of the n-ellipsoid and RBF-based controller elsewhere
2: for each training epoch do
3: Execute extended controller
4: Record collected experience
5: Learn probabilistic dynamics model . dynamics model learning
6: for each timestep do
7: Simulate system with controller pi
8: Compute expected long-term reward V pi . controller evaluation
9: Optimise non-linear RBF-based controller and the axial radii of the n-ellipsoid, specified
by Θ∗ . controller optimisation
The probabilistic learning is partitioned into three phases: learning the dynamics model using Gaus-
sian processes; approximate controller evaluation; controller optimisation. This process is laid out
in pseudo-code in Algorithm 1.
Learning the Dynamics Model The dynamics of the system could be represented by a Markov
Decision Process (MDP), as in Figure 1. In our set-up, each state is measurable, observable and
2
fully controllable. The reward function c(·) is known. The deterministic transition function f(·) is
however unknown, and needs to be learnt
xt+1 = f(xt,ut) (2)
for state xt ∈ RD and control action ut ∈ RF .
The probabilistic dynamics model is implemented using a Gaussian process (GP), chosen for its
expressive power in capturing model uncertainty. The GP allows us to perform next-step prediction
via techniques presented in [8] and [15]. We compute the mean and variance along each dimension
of the predictive states distribution, obtaining a fully specified GP as shown in Equation 3.
xt+1 ∼ N


Ef [f1(xt,ut)|xt,ut]
...
Ef [fD(xt,ut)|xt,ut]
 ,

Varf [f1(xt,ut)|xt,ut] · · · 0
...
. . .
...
0 · · · Varf [fD(xt,ut)|xt,ut]


(3)
ut ut+1
xt xt+1
ct ct+1
Figure 1: Directed graphical model for
the transition dynamics. Given the cur-
rent state xt, and action ut, the succes-
sor state xt+1 follows Markovian dy-
namics. Each state xt has a reward
c(xt) associated with it.
Controller Evaluation Our key objective here is to find a
deterministic controller pi such that pi(x) = u minimizes
an expected total reward of using pi for T timesteps.
V pi(Θ) =
T∑
t=0
Ext [c(xt)] (4)
In order to optimise pi, we need to first compute Equa-
tion 4 using the predictive states distribution given by
p(xt+1) =
∫ ∫
p(xt+1|xt,ut)p(ut|xt)p(xt)dxtdut
(5)
We thus propagate model uncertainty through the
timesteps, and cascade one-step predictions to obtain
long-term predictions on p(x1), ..., p(xT ). These allow
us to calculate Equation 4.
Controller Optimisation Finally, what remains is to an-
alytically compute the gradients of V pi with respect to
controller parameters Θ. This derivative is analytically
tractable by the repeated application of chain rule, thus al-
lowing for gradient-based non-convex optimization meth-
ods to obtain the optimal controller specified by Θ∗. The
parameters of the linear controller are not part of the op-
timisation routine, as they are optimal by construction.
We omit further intermediary mathematical details and refer the interested reader to [15] and [16].
3 Overview of Extended Controller
In an n-ellipsoid region about the equilibrium point, we define a standard linear controller:
G(x) = Wx + b (6)
where x ∈ RD is the state, W ∈ RF×D is a parameter matrix of weights and b ∈ RF is a bias
vector. In each control dimension d ∈ [1, ..., D], the control action is given by a linear combination
of states and bias. See subsection 4.2 and Appendix B for more detailed discussions on how to
obtain W and b and examples.
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Outside of the n-ellipsoid representing the equilibrium region, we switch to the radial basis function
(RBF) controller of the form
H(x) =
∑
∀i
wik(x, ci) (7)
where x is a test input, k(·, ·) is a general representation of the basis functions and wis are weights.
We choose the radial basis function because it has the universal approximation and regularization
capabilities [17]. In all subsequent discussions, we use the unnormalised Gaussian basis function,
i.e. k(x, ci) = σ2 exp(−(x− ci)TR(x− ci)), where R is diag(1/l2i ), which are the length scales
across the individual dimensions.
𝜆! 𝜆"𝜆#
Figure 2: A 3D-ellipsoid [18] around
the target state a. The boundary delin-
eates the ellipsoid with radii λ1, λ2 and
λ3.
In the limit that the system is at the equilibrium point or
target state, the control action should be that of the linear
controller. In general, the closer the system is to the target
state, the more the extended controller is to approximate
the linear controller. The extended controller could there-
fore be parameterized as a weighted average of the linear
and non-linear RBF controller, with r(x) determining the
dependence on either.
pi(x) = r(x) (Wx + b)︸ ︷︷ ︸
G(x)
+(1− r(x))
∑
∀i
wik(x, ci)︸ ︷︷ ︸
H(x)
(8)
Naturally, r(x) is a function of the Euclidean distance
d(x) of the current state x from the target state a.
Geometrically, d(x) denotes an n-dimensional ellipsoid
whose axial radii are given by a diagonal matrix Λ as il-
lustrated in Figure 2 and Equation 9c.
r(x) =
1
(1 + d(x))2
(9a)
d(x) = (x− a)TΛ−1(x− a) (9b)
Λ = diag(λi) (9c)
3.1 Stability Analysis
To prove that stability is maintained, first we consider the linearization of the extended controller
pi(x) = pi(a) +∇pi(a)(x− a) + · · · (10)
In order to evaluate the linearization of pi(x):
pi(x) = r(x)G(x) + (1− r(x))H(x) (11a)
∇pi(x) = ∇r(x)G(x) + r(x)∇G(x) + (1− r(x))∇H(x)−∇r(x)H(x) (11b)
When x = a, r(a) = 1 and ∇r(a) = 0, we can substitute x with a.
pi(a) = G(a) (12a)
∇pi(a) = ∇G(a) (12b)
Therefore, as the local linearisation reduces to G(a), the extended controller is also stable about the
equilibrium point.
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3.2 Proof of Universal Function Approximation
We will see in this section that the extended RBF controller retains the ability for universal function
approximation of the RBF controller.
First, let S1(K) denote the function space of the RBF controller function, which has a general
element q : Rr → R
q(x) =
M∑
i=1
wiK
(
x− ci
σi
)
(13)
where M ∈ N, σi > 0, wi ∈ R, ci ∈ Rr for i = 1, 2, ...,M , and K is an integrable bounded
function such that K is continuous almost everywhere and
∫
Rr K(x)dx 6= 0 [19].
Theorem 1 from Park and Sandberg [20] (reproduced in Appendix A) shows that such a vector space
S1(K) is dense in L1(Rr).
Now, in our formulation of the controller function in Equation 8, H(x) is clearly drawn from the
vector space S1(K). With r(x) defined in Equation 9a, where λi ∈ [0,∞), c ∈ Rr, w ∈ Rr,
b ∈ R, and the other parameters as defined for Equation 13. In the limit as λi →∞, r(x)→ 0 and
pi(x) → q(x). Hence, the extended controller retains its ability to approximate functions in the L1
space to arbitrary accuracy by learning the right parameterization. This is a direct corollary of the
proof of universal function approximation presented in [20].
Corollary 3.0.1 ∃ λi ∈ [0,∞) ∀i such that pi(x) is dense in L1.
4 Experiments
We evaluate our proposed approach on three RL tasks: Swing-up pendulum, Cartpole, and Mountain
car. Hyperparameters and implementation details are to be found in the Supplementary Material.
4.1 Environments
(a) Pendulum-v0 (b) CartPole-v1 (c) Modified MountainCarContinuous-v0
Figure 3: The controlled agent in its target state in each of the classical control tasks.
Swing-up Pendulum OpenAI’s Pendulum-v0 (Figure 3a) [21] is used to implement this classical
control task. The observation space is a 2-dimensional (pole angle θ, pole velocity θ˙). The action
space is a torque u applied in either the clockwise or counter-clockwise direction. The objective is
to have the controller swing the pendulum up and balance it in the target state with (θ, θ˙) = (0, 0).
Cartpole OpenAI’s CartPole-v1 (Figure 3b) [21] provides an environment consisting of a cart run-
ning on a track and a freely swinging pendulum attached to the cart. A non-discrete force u is applied
to the cart in order to effect the state of the pendulum. The observation space is (cart position x, cart
velocity x˙, pole angle θ, pole velocity θ˙). Similar to the swing-up pendulum system, the objective is
to have the controller move the pendulum up in the middle of the track and balance it in the target
state with (x, x˙, θ, θ˙) = (0, 0, 0, 0).
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Mountain Car We base the mountain car (Figure 3c) off OpenAI’s MountainCarContinuous-v0
environment [21]. The observation space is a 2-dimensional (position x, velocity x˙). A continuous
force u is applied on the car for it to travel from its starting position in the valley to not only reach
but also stay at the top of the mountain, i.e. the target state is (x, x˙) = (0, 0).
4.2 Linear Controller
Each of these systems follows the state-space equation in the canonical form, where x represents
the observed states, and y the output. Please refer to Appendix B for exact forms.
x˙ = Ax + Bu (14a)
y = Cx + Du (14b)
We then obtain the optimal state-feedback control gains to achieve closed-loop stable and high per-
formance controller design. The gain matrix K is computed via the Linear Quadratic Regulator
(LQR). The feedback action could thus be synthesised by the following
u = −Kx (15)
Equation 15 is simply Equation 6 with W = −K and b = 0.
We reiterate that the engineered linear controller only provides a good approximation for the region
in the n-ellipsoid [22]. There have been attempts to engineer an additional linear controller for the
swing-up part of the system [23]. For that, we train a linear combination of RBF controllers as
discussed in section 3.
4.3 Results and Discussion
The experimental environments are summarised in Table 1. The size of the parameter space of each
environment indicates the dimension of Θ in Equation 4 and Algorithm 1.
Table 1: Summary of the experimental environments.
Environment State Space Action Space Trainable Parameter Space
Swing-up Pendulum (θ, θ˙) ∈ R2 Torque u ∈ [−2.0, 2.0] Nm R97
Cartpole (x, x˙, θ, θ˙) ∈ R4 Force u ∈ [−50.0, 50.0] N R311
Mountain Car (x, x˙) ∈ R2 Force u ∈ [−30.0, 30.0] N R65
Figure 4 shows an example of the controller achieving convergence in the Swing-up Pendulum
environment. Note that θ has been transformed to cos(θ) and sin(θ). We see that the internal states
have been stablised at the right values, i.e. (cos(θ), sin(θ), θ˙) = (1, 0, 0) (orange). The actual states
(orange) are able to converge to the stable equilibrium in spite of divergence in the dynamics model
because the linear controller has taken over in the operating region close to the equilibrium (r ≈ 1).
The n-ellipsoid with radii Λ has also learnt suitable values, presenting a narrower radii in the cos(θ)
dimension for instance, agreeing with intuition as the linear controller should only activate in the
region where cos(θ) ≈ 1.
We also note that our controller converges very quickly once the linear part of the extended con-
troller is activated with r ≈ 1. The vanilla RBF controller, on the other hand, requires extra system
interaction time to explicitly learn the dynamics about the operating region before a suitable con-
troller can be discovered. We are therefore able to cut down interaction time needed to achieve a
stable controller with the extended controller. In other words, the required experience for learning
is shorter. See Figure 5.
4.4 Stability Analysis
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Figure 4: We show the key metrics of the Swing-up Pendulum experiment when convergence is
achieved. All lines in orange indicate actual observed values; All lines in blue indicate prediction
by the GP model. The top row displays the evolution of the internal states across timesteps in a
single epoch. The bottom row shows the linear controller ratio in the same epoch and the Λ of the
n-ellipsoid across all epochs.
Figure 5: Interaction time of our extended RBF controller
vs. that of RBF controller in PILCO. Data on PILCO cited
from [15] wherever available.
In classical control theory, the sta-
bility of feedback control to param-
eter uncertainty is estimated by using
gain and phase margins [24]. These
measure the ability of the closed loop
system to withstand gain and phase
changes in open loop dynamics. We
perform the stability margins analy-
sis of the controlled system Swing-
up Pendulum, with non-linear con-
trollers linearised as necessary.
We make two observations from Ta-
ble 2. First, that the linear controller
and the extended controller share the
same gain and phase margins (as
proven in subsection 3.1). This serves
as further evidence that control per-
formance is preserved across the lin-
ear and extended RBF controllers
within the operating region. Second,
we observe that the RBF controller
has poorer stability margins. This
serves as empirical evidence to back up the claim made in section 1: that cost-function based ap-
proaches in end-to-end reinforcement learning can lead to less desirable equilibrium properties.
The following empirical result shows how the poorer stability margins of the RBF controller man-
ifest in the experimental environments. For any given environment, we add various amounts of
modelling errors, as a percentage drawn from a uniform distribution U (-noise, noise), to the inter-
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Table 2: Gain and Phase Margin analysis for the Swing-up pendulum system with different con-
trollers.
Margins Linear Controller RBF Controller (PILCO) Extended RBF Controller
Gain Margin ∞ dB 0.43 dB ∞ dB
Phase Margin 78.16° 42.13° 78.16°
nal parameters of the system. We then observe the behavior of the system around the equilibrium
point with different controllers. A higher percentage of stable trials corresponds to a more stable
Figure 6: Percentage of systems stabilized vs. percentage of modelling noise for Swing-up, Cartpole
and Mountain Car environments.
system. As in Table 2, Figure 6 demonstrates that the extended RBF controller is much more robust
to system modelling uncertainties than the vanilla RBF controller.
5 Conclusion
In this paper we introduced the extended radial basis function controller. We proved two desirable
properties of our extended controller - that it is stable about a desired operating point for a given
system, and that it retains the ability to serve as a universal function approximator. Via a series of
experiments we demonstrate the effectiveness of this new controller by showing faster system con-
vergence with lower interaction time in the PILCO framework. We also demonstrate that it has high
robustness to system modelling uncertainties as compared to the vanilla RBF controller. We thus
demonstrate that our new controller is a practical method for incorporating existing model knowl-
edge into reinforcement learning systems via manipulation of controller models about linearised
operating regions.
5.1 Further Work
There are many options for future work. First, we can extend the parameterisation of the combined
controller to model multiple operating regions. In the limit as we increase the number of operating
regions, we hypothesize that we can incorporate not only local linear models from classical control
theory, but gain scheduling [25] and other advanced techniques into a single controller for rein-
forcement learning. Second, we can extend our proposed controller to model-free RL frameworks.
We currently adopt a model-based RL framework, but as we do not directly manipulate the model,
the parameterisation of our new controller can still be used on model-free systems [26, 27]. Third,
we can adopt our controller parameterisation for other model-based systems. We can, for example,
incorporate the controller structure directly into a neural network based policy function and attain
similar properties to those achieved in this paper.
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Appendix
A Universal Function Approximation Proof
Theorem 1 presented in [20] is reproduced below for reference for Corollary 3.0.1.
Theorem A.1 Assuming that K: Rr → R is integrable, S1(K) is dense in L1(Rr)
if and only if
∫
Rr K(x)dx 6= 0.
B Linear Controllers in Experiments
We describe each of the linear controllers by their state-space equations about the
equilibrium point. These local equations are linearly approximated wherever ap-
propriate. All systems are frictionless. All systems follow the canonical state-space
equation of Equation 14a.
x˙︷︸︸︷−− A︷ ︸︸ ︷−−−−−−−−−−− x︷︸︸︷−− B︷ ︸︸ ︷−−−−−−−− u︷︸︸︷−
Swing-up pendulumθ˙
θ¨
 =
 0 1
mlg
ml2+I
0
 θ
θ˙
 +
 0
− 1
ml2+I
 u
Cartpole
x˙
x¨
θ˙
θ¨
 =

0 1 0 0
0 0 m
2l2g
I(M+m)+Mml2
0
0 0 0 1
0 0 mlg(M+m)
I(M+m)+Mml2
0


x
x˙
θ
θ˙
 +

0
− I+Mml2
I(M+m)+Mml2
0
ml
I(M+m)+Mml2
 u
Mountain carx˙
x¨
 =
0 1
g 0
 x
x˙
 +
 0
− 1
M
 u
(16)
C Linearization of RBF functions
In order to perform margin analysis on the RBF controller, it needs to be trans-
formed into a linear controller around the equilibrium point. The following mathe-
matical steps outline how we linearise the RBF functions.
11
R = diag(1/li), with li as the length scale for each dimension.
k(x, c1, ..., cn) =
∑
∀i
σ2 exp(−1
2
(x− ci)TR(x− ci))) (17a)
∇xk(x, c1, ..., cn) =
∑
∀i
σ2R(ci − x) exp(−1
2
(x− ci)TR(x− ci))) (17b)
k(x, c1, ..., cn) = k(a, c1, ..., cn) +∇xk(a, c1, ..., cn)T (x− a) + · · · (17c)
12
