Abstract-In home network design, sensors are implemented based on IEEE 802.15.4 specification, which is a standard for low-rate wireless personal networks, and use 6LoWPAN as its network protocol, which is necessary to translate its internal IPv6 address into an external IPv4 address. In order to connect home networks with the Internet, a simplified framework of mapping protocol stacks and assigning logical addresses is proposed in this paper, in which the most important is a Hush function for matching IPv6 and IPv4 addresses. In addition, we design a dynamic address protocol and a port-mapping model to handle with frequent network structure change caused by sensor regular movement or energy exhaustion. For experiment, we have built a home sensor network gateway to show the feasibility of the model and the experiment results show that our gateway has low delay time and can act quickly in response to sensor movement, taking less message switching process to restructure the home network. The framework is effective and robust, even if the home network is unstable and dynamic.
network regularly, and in case they are broken, they can be neglected immediately.
In this paper, we have proposed a framework that aims at integrating home network with the Internet through a logical address mapping protocol. In order to solve the unstable and dynamic problems in the home network, we designed a dynamic address assignment protocol and a port-mapping model based on IEEE EUI-64 addresses [5] . There are two algorithms employed in the address protocol. One is an argument-based algorithm that selects a proper neighbor to forward messages when a node requires joining in home network. It ensures new node can join in home network efficiently, avoiding high delay time when the network structure changes dynamically. The other is an algorithm to assign address hiring time. It adjusts the survival time of nodes dynamically according to the statistical frequency of nodes. The port-mapping model is based on IEEE EUI-64 address, which is able to map the IEEE EUI-64 address of a node to its TCP/IP port, so as to solve the address confliction problem. In order to validate our framework, an home network gateway is built and the presented results show that our solution has less message switching and low delay time when nodes frequently joins in and leaves the home network or even suddenly break down.
The structure of this paper is organized as follows. The related works are presented in Section 2. In section 3 we introduce our framework to describe system structure and its sub-modules. We present the address assignment mechanism and the protocol transformation model in section 4 and show some experiment results concerning delay time in section 5. In section 6 we validate our framework. Finally, we discuss some conclusions and present some future work.
II. RELATED WORK

A. Methods for Communication
Some approaches were proposed to connect home networks to the Internet. The simplest one is the base station approach. It uses an application layer gateway, translating the messages from the Internet into another type of messages that can be understood by home wireless networks, for example, by TinyOS [6] devices. The WISeMid [7] middleware provided the integration of wireless networks and the Internet services by providing the transparency of access, location and technology [8] . They proposed a solution that used an SOA framework called Device Profile for Web Services (DPWS) to integrate nodes with web services on the application layer.
But the dynamic feature of the node was not taken into account. Although all these middleware-based solutions are convenient to build various applications on the top layer, they have not considered the real-time situation and dynamic network environment.
Directly employing the TCP/IP stacks in sensor approaches would enable the home network to be integrated with the Internet seamlessly [9] . It is suitable for real-time situation, but there are some problems: the addressing and routing schemes are not robust when the network is dynamic and complex.
The implementation of tiny web services directly on sensor nodes is presented [10] , including an XML parser, an HTTP server and so on. Like the previous solution, it did not consider the dynamic changes in home networks. Unlike most approaches, our framework solves both problems through a mapping protocol stack and a logical address approach.
B. Protocol Translation
NAT-PT [15] is proposed by IETF to specify an IPv4-to-IPv6 translation mechanism. It attempts to provide transparent routing to end-nodes in IPv6 realm trying to communicate with end-nodes in IPv4 realm and vice versa. This is achieved using a combination of Network Address Translation and Protocol Translation. The scheme described does not mandate dual-statcks (i.e., IPv4 as well as V6 protocol support) or special purpose routing requirements (such as requiring tunneling support) on end nodes. However, the NAT-PT has been no longer recommended as a general purpose translation mechanism for its so many issues, in which the most serious one is that the large class of protocols that embed numeric IP addresses in their payloads cannot pass NAT-PT and the problem is exacerbated because the IPv4 and IPv6 addresses are of different lengths.
NAPT-PT is a variation to NAT-PT. It extends the notion of translation one step further by also translating transport identifier (e.g., TCP and UDP port numbers, ICMP query identifiers). This allows the transport identifiers of a number of V6 hosts to be multiplexed into transport identifiers of a single assigned V4 address. NAPT-PT allows a set of V6 hosts to share a single V4 address.
III.
SYSTEM ARCHITECTURE Our framework is a communication infrastructure that supports the connection between the home network and the Internet, by mapping protocol stacks and a logical address approach. The network structure is shown in Fig.  1 and the gateway system architecture is shown in Fig. 2 .
In this paper, sensors in the home network are based on 802.15.4 MAC layer and physical layer, shown as the left bottom of Fig. 2 . Upon IEEE 802.15.4 MAC layer, the 6LoWPAN adaptation layer enables nodes to send and receive compressed 6LowPAN packets that are compressed from IPv6 packets. In practice, nodes will join in or leave the network with regular maintenance, or fail from unpredictable factors. Our framework makes use of a dynamic address protocol and a port mapping model that based on IEEE EUI-64 addresses. When a new node requests to join in the home network, the address assignment protocol will be performed. It will check and record the state of the node via a dynamic algorithm. The port mapping model is used to compute the node logical address according to its IEEE EUI-64 address. When a node communicates with the Internet client, the protocol transformation mechanism is employed that transfers between 6LoWPAN packets and IPv6/IPv4 packets. 
A. Address Protocol
In this paper, we assume that our home network is based on mesh-under routing model [11] . The logical distance between gateway and node is one hop. The node gets the address based on stateless automatic address configuration mode. We define the IPv6 address of a node is composed of three fields as follows: prefix, IEEE EUI-64 address, and user-defined.
Prefix: home network identifier. Generally the gateway has this prefix, and assigns it to the nodes.
IEEE EUI-64 address: defined by IEEE, and made in the manufacturing process. It can identify nodes uniquely.
The IEEE EUI-64 addresses and the IPv6 addresses are one-to-one mapping.
User-define: according to the actual demand, this filed is often defined by users. According to some routing protocols, it would be defined by device types or other information. In this paper, we use 16 short addresses as defaults, which are widely used in various routing protocols.
For example, the IEEE EUI-64 address of a node is 23ef:4598:ff01:345f, the 32-bit prefix is 2000:f021, and the 16-bit address is 00ef, then we can present the IPv6 address as 2000:23ef:4598:f021:ff01:345f:00ef
We will describe the process of an address assigned in detail, including message switching and hiring time detection.
B. Message Switching
A Node requests for IPv6 address when joins in the home network at the first time, and achieves the goal by switching message to the gateway. In order to simplify the process and reduce the consumption, there are three time message switching. A node's neighbors are those who are within its communication range.
The processes are as follows: a) Node A request for connecting into the home network, it sends the Request message to the gateway. A Request message consists of the IEEE EUI-64 address, device type information, and 16 short addresses, etc. b) Node A chooses a neighbor based on the selecting algorithm, and forwards the Request message. When the gateway receives the message, it will calculate the hiring time and the address and send the response message to node A. c) If node A receives the response message from the gateway in stipulated time, it will send an acknowledge message to the gateway. Otherwise, node A will select another neighbor according to the selected algorithm, and keep forwarding the message, until it receives the response message. d) After receiving the acknowledge message, the gateway will register node A into the device table, record information such as the equipment information, IEEE EUI-64 address, hiring time, and so on.
Through the above process, a new node joins in the home network, and is assigned to an IPv6 address. The address assigned process is shown in Fig. 3 . The selected algorithm describes how a new node chooses a neighbor to forward messages when connecting into the home network at the first time.
Definition 1: S is the set of arguments that describe the attributes of a node. The number of attributes is n, and each attribute represents the actual memory size, power, signal quality, and so on.
Definition 2: a new node will use the set of attributes Q to select the neighbor it will forward messages to.
Definition 3: R is the algebraic relation of the attribute arguments. We defined the measurement of these arguments, because different arguments have different types such as numerical, string, etc.
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Based on Q we can define the condition of the neighbors. For example, a node may need to choose a neighbor that has more than 200k bytes memory and with full power. It can be described as:
Otherwise, the arguments in R and Q are ordinal corresponding, and discrete data have to be processed relying on the actual situation. The calculation process is as follows:
When a new node requests to join in the home network, it will detect its neighbor j (line 3), which has the argument set S, then compare every sub element in S with conditions Q and R correspondingly. The comparison result has three types: -1, 0 and 1 (line 5-7).
-1: S has no argument k in Q. 0: S has argument k in Q, but does not meet the condition R.
1: S has argument k in Q, and meets the condition R.
In the end, we can get the vector P:
Actually, each argument has a different weight, and we consider this factor when computing correlation P (line 8).
Definition 4:
The argument m is the number of arguments. Node computes the correlations of its neighbors. When the node requests to join in the home network, it will choose the neighbor which is holding the largest value of P to forward messages to (line 9, 10). If it fails to apply address, the node will select the neighbor which is holding the second largest value of P by analogy (line [14] [15] [16] [17] [18] [19] [20] .
C. Hiring Time Detection
Sensors may join in or leave the home network frequently. This makes it a challenge that the gateway must know the state of each node. We have proposed a scheme that detects the states of nodes regularly and assigns the hiring time dynamically according to the rate of a node, which leaves or joins in the network. We define three types of the states of nodes: valid, left, invalid. Valid describes that the node is currently in the network and its hiring time does not run out. Left describes that nodes do not respond to the inquiry message, but the hiring time is not zero. Invalid describes that: nodes do not respond to the inquiry message, and the hiring time is zero.
When a new node joins in the home network, the gateway will set a hiring time t 0 to it acquiescently. The gateway records and supervises the hiring time of each node. When the hiring time of a node runs out, the gateway will send an inquiry message to this node. If the node is still in the home network, it will return an acknowledge message to the gateway. The gateway will record the node state as valid and increase the hiring time by f *Δ t. f is an argument that describes the frequency of the node leaves or joins in the home network. Now the hiring time of the node is t+ f *Δ t. If the node does not respond to the inquiry message, the gateway will record the state of the node as left, and decreases its hiring time by f *Δ t every time, then the hiring time becomes t-f *Δ t. If the hiring time is zero, the node state is invalid. And the gateway will delete all the information of the node. It rules that the node's time is less than t max . Definition: 
n is the number of node in the home network. and
The argument p i is time that gateway sends messages to a node.
The argument m i is the times that a node responses to gateway.
Finally, stable node would have more hiring time, and unstable node would get time according to its current rate. If a node has left the home network for a long time, its hiring time would become zero. The gateway would delete its record.
D. Port Mapping Model
When connects the home network with the Internet, due to the limited address space of the IPv4, it is a challenge to map the nodes with IPv4 addresses. We have proposed a kind of port mapping based on IEEE EUI-64 addresses to solve address limit and conflict issues. The address is the unique identify of a node, thus we define a hash function to map a port with an address. We store all the mapping addresses in the hash table built into the dynamic process.
Generally, the IEEE EUI-64 address is a 16 bit hexadecimal number, and the port is a 5 bit decimal number. Thus we transform the IEEE EUI-64 addresses into decimal numbers and record them as a onedimensional matrix E, where: E = {e 1 
Here ω is an integrated product factor. The hash value is becoming more scattered with the increase of ω. In order to make the value of H is less than 99999; we assign ω with an appropriate value. After the measurement we find out that when ω∈ [-82, 81 
Thus we can get ω=-1, and draw the conclusion that the hash function can avoid conflict, when ω≠ 0 and -1.
Here is an example to show how the hash function works. 12.116.26 , which appended the IPv4 address at the last 32-bit of IPv6 prefix address directly. The port has no need to change. This address mapping is also one-to-one mapping, because of different client IPv4 addresses. As shown in Fig. 4 .
Finally, IPv4 client can visit the sensor node, and the node also can respond to IPv4 client through reverse address translation, because all addresses mappings are one-to-one mapping. PROTOCOL TRANSFORMATION This part describes the data transformation problem when home network is connected to the Internet. To extend the home network application, we also consider a home network connecting with both IPv6 network and IPv4 network. Traditional ways to transform IPv6/4 are complex and need to work with an additional server, such as NAT-PT [12] and tunnel [13] , etc. The consumption of those ways is high, which is contrary to the low power and low lose concepts of home network. We propose a simplified scheme for data transformation.
When a home network node communicates with an Internet device with IPv6 address, the gateway will first get the 6LoWPAN packets from the node, and map the address, and then the gateway will transform the packets into the standard IPv6 packets. After the packets are transformed, the gateway will send the transformed packets to the target Internet device. When the home network node communicates with the Internet device, the first step of data transformation is to transform the 6LoWPAN packets into IPv6 packets; the second step is to transform the IPv6 packets into IPv4 packets.
A. Transform the 6LoWPAN Packets into IPv6 Packets
After receiving the 6LoWPAN packets from the home network node, the gateway will extract the packets and get the packet header. The nextheader in the 6LoWPAN header records what the application protocol is and whether data have been compressed. Then the gateway will transform the 6LoWPAN packets into IPv6 packets. The process is shown as follows:
As shown in the Fig. 5 , after getting the 6LoWPAN packet, the gateway will check whether the packet is grouped or not, if the packet is grouped, the gateway will reorganize the fragmented data, then, the gateway will check whether the packet is compressed or not, if the packet has been compressed, the gateway will parse the 6LoWPAN data, finally, generate IPv6 packet. 
B. Transform the IPv6 Packets into IPv4 Packets
One of the important parts of transforming the IPv6 packet into IPv4 packet is the packet header mapping. When transforming the IPv6 packet into IPv4 packet, the gateway will fill in the fields which are the same things in both IPv4 and IPv6 packet. If there are no match fields in IPv4, we set values for them which are not used in the home network, such as the flow label etc. On the other hand, we can use the same method to transform the IPv4 packets into IPv6 packets. Otherwise, we have to recalculate the checksum which includes the IPv4 header checksum, UDP and TCP header checksum etc.
In accordance with the date structure definition of the IPv4 and IPv6 headers, we designed a mapping of the fields. The table is shown in table I. Considering the application context of this paper is the home network during the transform between IPv4 and IPv6, We deal with the fields which have no corresponding field: 1) When transforming IPv4 into IPv6, we abandon the identification number, segment offset value and the checksum of IPv4, and we need to add a flow label as a new field, we set the value of flow label as 0.
2) When transforming IPv6 into IPv4, we can compute the head length of IPv4, we set the value of the identification number and the segment offset value of IPv4 as 0. Compute the checksum by the new IPv4 header.
V.
MERITS OF THE FRAMEWORK 1) When mapping the IPv4 addresses and the IPv6 addresses, the most important issue is that the number of IPv4 address is much more less than the IPv6. In our framework, we map ports to each address, and nodes or devices are marked by both the IP addresses and the ports, which increases the utilization rate of the IPv4 addresses by using the port table.
2) When mapping the ports to the IP addresses, the most important issue is to solve the collision of the port repeat mapping. In our framework, we use a hash function to compute the value of the port, in the hash function, an IP address has only one hash value, and there is no way for two different IP addresses come out a same hash value, this solves the collision of the port repeat mapping.
3) In our framework, we use the IPv4 address as the suffix of the same node's IPv6 address. This can improve the stability of the address mapping, and increase the speed of mapping.
VI. EXPERIMENTS
In order to test the validity of our framework, we have built a home network gateway platform, implementing our address protocol and data transformation framework under Linux 2.6 OS and TinyOS system.
We use the Tmote-sky as the home network node. Tmote-sky is the next-generation mote platform for extremely low power, high data-rate, sensor network applications designed with the dual goal of fault tolerance and development ease. [14] Figure 6. Tmote-sky node Tmote-sky can connect with the computer via the 2.4GHz wireless signal or by using the USB connector, it can collect temperature, humidity and light intensity information, and the data of Tmote-sky can be processed easily.
In the experiment, we use a Tmote-sky node which is connected to a computer via the USB connector to act the gateway, and other Tmote-sky notes as the home network nodes that connected to the gateway via the 2.4GHz wireless network. Other nodes are acting as the home network sensor nodes with 6LoWPAN protocol. Different computers with IPv4 and IPv6 addresses communicate with the home network nodes via the gateway. The Experimental scene is designed as shown in Fig. 7 . We send a number of cammnds to sensor nodes in IPv6 environment, from both computrs in IPv4 environment and IPv6 environment. The sensor nodes do some actions, such as turn on/off LEDs, corresponding to commands, or send back collected sensor data to command-sending computers. The experiment process is shown in Fig. 8 . Fig. 9 displays one of our experiment test UI. In this experiment, we use a computer with IPv4 protocol sending commands to the sensors placed at home through the Internet. We get the temperature, humidity and light intensity information from the Tmote-sky sensor notes. Sensor nodes send and receive messages using 6LoWPAN packets. When receiving packets from the Internet, the gateway translates IPv4/IPv6 packets into 6LoWPAN packets and forward them to the very desination sensor node. When receiving packets from sensor nodes, the gateway translates 6LoWPAN packets into IPv4/IPv6 packets. Fig. 11 shows one of the packet translation processes.
VII. CONCLUSION
In this paper we have introduced our integrated framework for connecting home network with standard IP network directly. This framework aims at solving the unstable problem in home network such as node failure, frequently join in or leave the network etc. In the framework we proposed a kind of three times messages switching address assignment protocol. Within the protocol, we use an algorithm selecting neighbor node to forward messages. We also presented a method of data transformation based on IEEE EUI-64 address mapping. We have implanted the gateway based on the framework, evaluated our approach and the presented evaluation results showed that our gateway has low delay time in big size packets and high load situation and strong robustness when lots of nodes frequently join in or leave the home network.
In the future, we will introduce more application performance optimizations, off-line data processing, service discovery and data mining. Furthermore, we will create new techniques to improve the address protocol and the data transformation module. In the end we will plan to use the gateway in real home environment to proof that our approach is robust and efficient.
