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Resumen
En dispositivos de fusio´n nuclear por plasma, el desempen˜o de los experimentos esta´ rela-
cionado con la capacidad de sus diagno´sticos, esto es, la capacidad de obtener de manera
correcta y efectiva los para´metros del plasma involucrados en cada experimento. En el
a´rea de control del plasma para dispositivos de confinamiento magne´tico como Tokamaks
o Stellerators, crear, mantener y terminar una descarga de plasma son actividades ligadas
a los para´metros mismos del plasma.
Las te´cnicas convencionales de extraccio´n de para´metros del plasma, como es el caso de
la Sonda de Langmuir, implican una medida indirecta y, generalmente, un procesamiento
fuera de l´ınea para llegar a un para´metro determinado. Esta naturaleza fuera de l´ınea
restringe cualquier tarea de control del plasma en tiempo real.
En esta investigacio´n se pretende abordar el problema de la extraccio´n parame´trica del
plasma, espec´ıficamente la temperatura electro´nica, por medio de te´cnicas de recuperacio´n
ra´pida en l´ınea, enfocadas hacia las ciencias de la computacio´n y la inteligencia artificial,
como lo son las redes neuronales artificiales.
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Abstract
In plasma nuclear fusion devices, the performance of the experiments is related to their
diagnostic capability, that is, the capability to effectively obtain the plasma parameters
involved in each experiment. In the control area, for plasma magnetic confinement devices
as Tokamaks or Stellerators, create, maintain and finish a plasma discharge are tasks
linked to plasma parameters themselves.
Conventional techniques for extracting plasma parameters, such as the Langmuir probe,
involve an indirect measure and usually require off-line processing to reach a certain
parameter. This oﬄine nature restricts any plasma control task in real time.
This thesis aims to address the problem of parametric plasma extraction, specifically
the electron temperature, through techniques of rapid online recovery, focused towards
computer science and artificial intelligence, as such as artificial neural networks.
Keywords: plasma, artificial neural network, electronic density, electronic temperature,
Langmuir
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Cap´ıtulo 1
Introduccio´n
1.1 Entorno
El Laboratorio de Plasmas para la Energ´ıa de Fusio´n y Aplicaciones del Instituto Tec-
nolo´gico de Costa Rica (PlasmaTEC), pretende formar recurso humano para desarrollar
las tecnolog´ıas de plasma en el pa´ıs, en las a´reas de fusio´n nuclear por plasma y aplica-
ciones industriales.
Desde el punto de vista de la fusio´n por plasma, el laboratorio se encuentra trabajando
en dos tipos de dispositivo de confinamiento magne´tico: MEDUSA-CR (tipo Tokamak)
y SCR-1 (tipo Stellarator). Un Tokamak , Fig.1.1, es un dispositivo de confinamiento
de plasma construido en forma de toroide, en el que el plasma es confinado por medios
magne´ticos [10], basado en corrientes inducidas dentro del plasma. Un Stellarator como
el mostrado en la Fig.1.2 posee una asimetr´ıa toroidal, por medio de la cual mantiene
una configuracio´n magne´tica de un campo externo, producido por una serie de bobinas
modulares, sin necesidad de tener un campo magne´tico interno producto de corrientes en
el plasma [11, 12].
En los dispositivos de fusio´n nuclear por plasma, los diagno´sticos, o me´todos de extraccio´n
de para´metros del plasma, como la temperatura electro´nica, tienen un papel fundamental
en los experimentos, ya que permiten caracterizar el plasma producido en cada descarga.
En el Laboratorio de Plasma para la Energ´ıa de Fusio´n y Aplicaciones, existe actualmente
un diagno´stico conocido como Sonda de Langmuir (ver 2.1.1), mediante el cual, tras un
procesamiento fuera de l´ınea, se obtienen la temperatura y densidad electro´nica para
condiciones de experimento determinadas.
Otra de las a´rea de trabajo del laboratorio es en plasmas fr´ıos , cuya temperatura electro´nica
es menor que 104K [13]. Esta a´rea es la que actualmente posee ma´s desarrollo en apli-
caciones industriales y medicas como deposicio´n y tratamiento de materiales, nitruracio´n
por plasma, esterilizacio´n de equipo, entre otras. Es por esto que, para objetivos de esta
tesis, se utilizara´n plasmas fr´ıos, ya que es de intere´s para las aplicaciones mencionadas
anteriormente conocer y controlar los para´metros de temperatura y densidad electro´nica,
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Figura 1.1: Tokamak esfe´rico MEDUSA-CR [1].
Figura 1.2: Diagrama computacional del Stellarator SCR-1 [2].
propios de cada aplicacio´n.
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1.2 Justificacio´n
En los dispositivos de fusio´n nuclear por plasma, se ha establecido [14] que el desempen˜o
de los experimentos esta´ directamente relacionado con la capacidad de sus diagno´sticos,
esto es, la capacidad de obtener de manera correcta y efectiva los para´metros del plasma
que describen el comportamiento del mismo. El perfil de temperatura electro´nica, en el
caso del experimento ITER por ejemplo, es el mayor indicador del desempen˜o del plasma
[14].
En el a´rea de control del plasma para dispositivos de confinamiento magne´tico como
Tokamaks o Stellerators, crear, mantener y terminar una descarga de plasma son acti-
vidades ligadas a los para´metros mismos del plasma [7]. Los procedimientos de control
incluyen como primer paso contar con un medio para la medicio´n de los para´metros por
me´todos convencionales o diagno´sticos como Sonda de Langmuir o Thomsom Scattering.
El siguiente paso involucra el ca´lculo propio de los para´metros por medio de algoritmos
computacionales. Por u´ltimo, debe existir una manera de calcular la respuesta del siste-
ma, as´ı como de modificar los para´metros del plasma, basado en un estado del plasma
deseado como referencia [7]. Este proceso requiere conocer el estado actual del plasma
en cualquier instante de tiempo, por lo que para sistemas de confinamiento magne´tico, la
tarea de control del plasma debe ser realizada en tiempo real, y la identificacio´n debe ser
capaz de realizarse ra´pidamente en cada instante de tiempo.
La caracter´ıstica fuera de l´ınea del proceso actual de extraccio´n de la temperatura y
densidad del plasma limita significativamente su aplicacio´n en experimentos de control del
plasma en tiempo real, por ejemplo control de posicio´n, perfiles espec´ıficos de temperatura
y densidad, as´ı como estabilidad y dispersio´n del plasma.
As´ı mismo, debido a la naturaleza compleja, no-lineal, del plasma, no es posible obtener
una solucio´n anal´ıtica del sistema [15], por ejemplo un modelado matema´tico en funcio´n de
entrada y salidas. Esta naturaleza descarta adema´s te´cnicas de identificacio´n comu´nmente
utilizadas como la regresio´n lineal. Las soluciones por aproximaciones nume´ricas, que se
consideran la te´cnica esta´ndar para este tipo de problemas, implican posprocesamiento,
lo que no es aceptable en sistemas de control de tiempo real. Me´todos de identificacio´n o
recuperacio´n ra´pida de los para´metros, como es el caso de las redes neuronales artificiales,
son entonces indispensables y o´ptimos en este tipo de sistemas [7, 15].
1.3 Problema
Los me´todos tradicionales de extraccio´n de los para´metros del plasma brindan en general
una medicio´n indirecta y requieren un procesamiento fuera de l´ınea, lo que limita cualquier
tarea de control en tiempo real sobre los distintos experimentos. Dado lo anterior:
¿Es posible obtener la temperatura electro´nica del plasma por un medio de recuperacio´n
ra´pida como las redes neuronales artificiales?
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1.4 Enfoque de Solucio´n
Con el fin de responder a la pregunta anterior, se planteara´ una estrategia de identificacio´n
parame´trica de la temperatura del plasma para un plasma fr´ıo del tipo CD (generado por
tensio´n en corriente directa), por medio de redes neuronales artificiales, para demostrar
la validez de dicha te´cnica como mecanismo de recuperacio´n parame´trica, ra´pida y en
tiempo real. Se utilizara´n como entradas las variables de presio´n en la ca´mara de vac´ıo
(mTorr), posicio´n de la sonda de Langmuir (mm) y tensio´n ele´ctrica en corriente directa
(CD) aplicada al plasma (V).
Se debera´ seleccionar una arquitectura de red neuronal adecuada, de forma que el en-
trenamiento de la red y la validacio´n cruzada, sobre los datos obtenidos por medio de la
sonda de Langmuir, permitan extraer la temperatura del plasma, de una manera correcta,
con un error promedio menor al 10%.
En la Fig.1.3 se muestra un diagrama de bloques de la solucio´n planteada. Dependiendo
de la arquitectura de la red seleccionada, se implementara´ la misma en una aplicacio´n
descrita en lenguaje C, utilizando bibliotecas especializadas para tal fin, como la biblioteca
Fast Artificial Neural Network (FANN)[16]. Desde el punto de vista de implementacio´n,
esta biblioteca permite exportar los para´metros de la red neuronal artificial en un archivo
de texto (.net), para de esta forma, utilizarla en cualquier otra plataforma de hardware y
software, lo que adema´s favorece su escalabilidad.
Presio´n
Tensio´n CD
Posicio´n sonda
ANN
Temperatura
Electro´nica
Figura 1.3: Diagrama de bloques general de la solucio´n.
La aplicacio´n y evaluacio´n del me´todo de redes neuronales se muestra en el Fig.1.4. El
proceso (ver seccio´n 3) inicia con el paso de obtencio´n experimental del conjunto de datos
de entrenamiento, posteriormente, una vez determinada la arquitectura de red, se debera´
realizar el entrenamiento de la red neuronal artificial hasta que el error medio cuadra´tico
se encuentre dentro del rango considerado como aceptable para la aplicacio´n. Para el
caso de esta investigacio´n, el error en el entrenamiento considerado como aceptable sera´
menor o igual a 10%. Posteriormente se validara´ la red ya entrenada contra un conjunto
de datos diferente del que fue entrenado, proceso que se conoce como validacio´n cruzada.
Finalmente, se realizara´ un prototipo para evaluar el desempen˜o del sistema en te´rminos
de cumplimiento de tiempos de ejecucio´n en tiempo real.
1 Introduccio´n 5
Figura 1.4: Diagrama de flujo del proceso de aplicacio´n y evaluacio´n de redes neuronales arti-
ficiales.
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1.5 Objetivos
En esta seccio´n se describe el objetivo general y los objetivos espec´ıficos a cubrir en el
desarrollo de esta tesis, con el fin brindar un panorama ma´s claro de los alcances y l´ımites
de la misma.
Objetivo General
Evaluar el uso de redes neuronales artificiales como me´todo de identificacio´n de la tempe-
ratura electro´nica en un plasma fr´ıo para dispositivos de generacio´n y confinamiento de
plasmas.
Objetivos Espec´ıficos
• Determinar una topolog´ıa de red neuronal apropiada para la determinacio´n pa-
rame´trica del plasma.
• Aplicar un entrenamiento a la red neuronal seleccionada para un rango de error
aceptable.
• Validar los resultados de la red neuronal contra la teor´ıa cla´sica de Sonda de Lang-
muir.
• Evaluar una plataforma de hardware para la implementacio´n de la red neuronal
conforme a requerimientos mı´nimos de tiempo real y procesamiento paralelo.
1.6 Estructura
En este documento se presenta el proceso de evaluacio´n de las redes neuronales como
me´todo de identificacio´n parame´trica para un plasma fr´ıo del tipo CD. En el siguiente
cap´ıtulo, a modo de marco teo´rico,se presentan los conceptos teo´ricos y estado del ar-
te en te´cnicas de identificacio´n de para´metros, haciendo e´nfasis en las redes neuronales
artificiales. El cap´ıtulo 3 describe el marco metodolo´gico utilizado como referencia para
el desarrollo de la tesis. La descripcio´n de la solucio´n, as´ı como las decisiones de disen˜o
e implementacio´n se describen en el cap´ıtulo 4. El cap´ıtulo 5, presentan los principales
resultados obtenidos y su respectivo el ana´lisis. Finalmente, las conclusiones de todo el
desarrollo planteado anteriormente, se describen en el cap´ıtulo 6.
Cap´ıtulo 2
Marco teo´rico
Esta seccio´n pretende describir, a modo de revisio´n, los principales me´todos para la me-
dicio´n e identificacio´n de los para´metros del plasma. Los me´todos tradicionales para la
medicio´n de los para´metros (temperatura electro´nica y densidad) se presentan en la Sec.
2.1. En la Sec. 2.2 se describe la metodolog´ıa de recuperacio´n ra´pida de los para´metros,
haciendo e´nfasis en la te´cnica de redes neuronales artificiales.
2.1 Me´todos de medicio´n
2.1.1 Sonda de Langmuir
En el estudio de la f´ısica de plasmas, se utiliza la te´cnica de sonda de Langmuir , propuesta
en 1926 [17], para medir la densidad del plasma, la temperatura electro´nica y el potencial
del plasma. Una sonda de Langmuir consiste en un cable, electrodo o disco de metal que
se inserta en el plasma y se polariza ele´ctricamente respecto a nodo de referencia, con
el fin de recolectar corrientes de iones o electrones [3]. El me´todo de Langmuir consiste
en obtener curvas de corriente vs. tensio´n (I-V) caracter´ısticas de la sonda, como las
mostradas en la Fig.2.1, mientras se aplica una tensio´n de polarizacio´n VB en un barrido
desde potenciales negativos hasta positivos [17, 3]. En la Fig.2.1, la curva negra representa
la corriente total en la sonda, la azul la corriente io´nica y en rojo la corriente electro´nica.
La tensio´n de polarizacio´n en la que la corriente total en la sonda cambia de signo, de
negativo a positivo, se conoce como potencial flotante del plasma (Vf ).
El potencial del plasma (Vp) es el potencial en la posicio´n espec´ıfica de la sonda. Para
valores de VB  Vp, la sonda recolecta la corriente de saturacio´n electro´nica Ies y para
valores de VB  Vp, todos los electrones en la seccio´n de la sonda son repelidos, de forma
que Ies = 0. La corriente electro´nica esta´, por lo tanto, relacionada con la tensio´n de
polarizacio´n. Esta´ relacio´n [3] viene dada por medio de:
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Figura 2.1: Curvas ideales corriente-tensio´n para el me´todo de la Sonda de Langmuir [3].
Ie(VB) =
{
Iesexp[−e (Vp − VB) /kTe] , VB ≤ Vp
Ies, VB > Vp.
(2.1)
El valor ma´ximo de la curva de la primera derivada de la corriente en la sonda, en la
Ec.2.1, con respecto a la tensio´n aplicada, ocurre en Vp [18]. Luego, la relacio´n entre la
corriente y la primera derivada de la corriente en Vp [18] es :
Ie (VB)
dI (VB) /dVB
∣∣∣
VB=Vp
=
kTe
e
, (2.2)
esto es, la temperatura electro´nica del plasma, en eV.
Finalmente, para el caso en que la temperatura electro´nica es igual a la temperatura
io´nica, existe una relacio´n entre la densidad electro´nica (ne), la temperatura electro´nica
(Te) y la corriente de saturacio´n io´nica (Ies), que viene dada por:
Iis =
1
4
ene
√
8kTe/pimiAsonda, (2.3)
donde e representa la carga del electro´n, mi es la masa del ion y Asonda corresponde al
a´rea de la sonda. Posterior al barrido, mediante las ecuaciones 2.1, 2.2, 2.3, se pueden
obtener los valores de temperatura y densidad electro´nica, mediante posprocesamiento de
los datos recogidos durante el experimento.
2.1.2 Thomson Scattering
La te´cnica de Thomson scatterig es otro me´todo diagno´stico bastante conocido para la
medicio´n de los para´metros ba´sicos del plasma [19] en dispositivos de fusio´n por plas-
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ma, como Tokamaks. Las mediciones de Thomson scattering, en la pra´ctica, permiten
determinar la temperatura electro´nica y la densidad electro´nica en plasmas en equilibrio.
El me´todo de Thomson scattering consiste en hacer incidir una onda electromagne´tica en
el plasma que, por medio el proceso de esparcimiento (scattering), hace que electrones
libres sean acelerados e irradien. Esta radiacio´n producida en los electrones libres tiene
la misma frecuencia que la radiacio´n incidente [4].
El factor de forma de la onda dispersa (scattered) viene dado por:
S(k, ω) =
ne
k
(
m
2pikBTe
) 1
2
exp
[ −mω2
2k2kBTe
]
(2.4)
Donde k es el nu´mero de onda, ω es la frecuencia y kB corresponde a la constante Boltz-
man.
La magnitud ma´xima del espectro de Fourier del factor de forma S(k,ω) de la onda
dispersa determina la densidad electro´nica del plasma, mientras que la mitad del ancho
del valor ma´ximo del espectro ∆ω, que viene dado por:
∆ω = 4ω0
(
2KBTe
mc2
ln2
) 1
2
sin
θ
2
(2.5)
da un medida directa de la temperatura electro´nica del plasma[4].
El perfil de temperatura de la Fig.2.2, obtenido de la primera aplicacio´n del Thomson
scatteringen [20] para el Tokamak T3-A, permitio´ validar el me´todo como diagno´stico del
plasma.
Figura 2.2: Medicio´n de temperatura electro´nica por Thomson scattering en el Tokamak T3-A
[4].
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2.2 Recuperacio´n ra´pida de para´metros del plasma
En te´rminos de identificacio´n y control de plasmas, las configuraciones particulares son
descritas como soluciones a ecuaciones diferenciales no-lineales de las que, debido a su
naturaleza no-lineal, no es posible obtener una solucio´n anal´ıtica [15], esta naturaleza
descarta adema´s te´cnicas de identificacio´n comu´nmente utilizadas como la regresio´n lineal.
Las soluciones por aproximaciones nume´ricas, que se consideran la te´cnica esta´ndar para
este tipo de problemas, implican posprocesamiento, lo que no es aceptable en sistemas de
control de tiempo real. Me´todos de identificacio´n o recuperacio´n ra´pida de los para´metros,
como es el caso de las redes neuronales artificiales, son entonces indispensables y o´ptimos
en este tipo de sistemas [7, 15], dada su capacidad para adecuarse a sistemas no lineales,
sin necesariamente conocer el modelo anal´ıtico de los mismos.
2.2.1 Redes Neuronales Artificiales
La te´cnica de redes neuronales artificiales (ANN) nace como un modelo artificial de las
capacidades de procesamiento paralelo del cerebro humano [7]. Las redes neuronales
artificiales proveen un gran rango de te´cnicas para la solucio´n de problemas en el recono-
cimiento de patrones, ana´lisis de datos y control. Una unidad en la red neuronal artificial
es llamada perceptro´n (modelo matema´tico simplificado de una neurona) y puede ser
conceptualizado como una funcio´n no-lineal que transforma un conjunto de variables de
entrada xi en una variable de salida z [5].
Figura 2.3: Representacio´n de una neurona artificial simple [5].
En una neurona simple, como la de la Fig.2.3, la sen˜al de entrada xi es multiplicada por un
para´metro wi, conocido como peso, y luego se suma a todas las dema´s entradas ajustadas
(por sus pesos correspondientes) para dar el resultado de la unidad, de la forma:
a =
N∑
i=1
wixi + b, (2.6)
donde el para´metro b, se denomina bias y corresponde de manera ana´loga al umbral de
activacio´n de una neurona biolo´gica. La salida de la unidad a es luego operada por medio
de una funcio´n de activacio´n g(a), cuyo comportamiento suele ser no-lineal y diferenciable.
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De esta forma:
z = g(a) (2.7)
Funciones de activacio´n comunes suelen tener comportamientos sigmoidales. Una funcio´n
de activacio´n sigmoidal , como la de la ecuacio´n 2.8, mapea su salida en el rango [0, 1]
[21]. Otra funcio´n de activacio´n comu´nmente utilizada es la funcio´n tanh, que posee un
comportamiento similar a la funcio´n sigmoidal en el rango [0,∞], pero adema´s mapea
su salida al rango [−1, 0], para valores de entrada de [−∞, 0]. La funcio´n de activacio´n
tanh(a), o sigmoidal sime´trica, da lugar a convergencias ma´s ra´pidas [21]. En la Fig.2.4
se muestran algunas funciones de activacio´n usadas comu´nmente.
g(a) =
1
1 + exp(−a) (2.8)
Figura 2.4: Funciones de activacio´n comunes: (a) funcio´n lineal, (b) funcio´n umbral, (c) fun-
cio´n umbral lineal y (d) sigmoidal sime´trica [5].
Una red neuronal esta´ compuesta por al menos dos capas. Cada capa corresponde a
la unio´n de un nu´mero N de neuronas simples. El proceso mediante el cual se ajustan
los para´metros de peso wi de cada neurona en cada capa, se denomina aprendizaje o
entrenamiento. Una de las te´cnicas ma´s comunes de entrenamiento para redes multicapa
con funcio´n de activacio´n diferenciable se denomina retropropagacio´n. Bajo este me´todo,
el error entre la salida y su valor teo´rico correspondiente se propaga hacia atra´s desde la
capa de salida a trave´s de la red neuronal [21].
Una vez que se han determinado los pesos, nuevas entradas pueden ser procesadas por la
red de una manera ra´pida [5]. La validacio´n de la red, corresponde el proceso evaluador de
las salidas de la red neuronal con respecto a un valor esperado. La te´cnica de validacio´n
cruzada es ampliamente utilizada en este contexto. La idea de esta te´cnica es separar la
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base de datos en un conjunto para entrenamiento y otro para validacio´n, de esta manera
ampliar la capacidad de la red para generalizar [22]. La validacio´n y entrenamiento, por
lo tanto, se realizan sobre conjuntos diferentes.
2.2.2 Regresio´n por redes neuronales
En el a´mbito del reconocimiento de patrones, la tarea de regresio´n consiste en represen-
tar, mediante salidas, valores de variables continuas. La regresio´n puede ser vista como
un caso particular de aproximacio´n de funciones [21] y/o para´metros. En este a´mbito,
la importancia de las redes neuronales, como me´todo de estimacio´n parame´trica, es que
ofrecen un marco poderoso y general para mapeos de funciones no-lineales (comporta-
mientos) de mu´ltiples sen˜ales de entrada hacia mu´ltiples sen˜ales de salida [21]. Desde un
punto de vista de teor´ıa de sistemas, la te´cnica de redes neuronales brinda un mapeo no-
lineal para sistemas tanto esta´ticos como dina´micos, y permite la identificacio´n en l´ınea de
estos sistemas. De hecho, la habilidad de las redes neuronales para aproximar funciones
no-lineales con suficiente precisio´n las hacen el principal candidato para la representacio´n
de plantas no-lineales en sistemas dina´micos. [6]
En [6] se presentan ejemplos de un acercamiento unificado de redes neuronales, combinan-
do topolog´ıas como el perceptro´n multicapa (MLP), Fig.2.5, y las redes de retroalimenta-
das o recurrentes (RNN ), Fig.2.6 para la identificacio´n y control de sistemas dina´micos,
en los que la falta de un modelo anal´ıtico y la complejidad intr´ınseca del sistema, hacen
que el enfoque basado en redes neuronales artificiales genere resultados satisfactorios.
Figura 2.5: Topolog´ıa de red perceptro´n multicapa (MLP) [5].
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Figura 2.6: Topolog´ıa de red recurrente tipo Hopfield [6].
2.3 Identificacio´n de para´metros del plasma por Re-
des Neuronales Artificiales
La te´cnica de redes neuronales artificiales ha sido utilizada previamente como me´todo
de identificacio´n de para´metros del plasma, especialmente aquellos que son requeridos en
procesos de estabilidad, equilibrio y control de posicio´n del mismo.
En [23] se presenta uno de los primeros acercamientos a extraccio´n ra´pida de para´metros
del plasma por medio de redes neuronales artificiales. En este caso, se desarrolla una
topolog´ıa de perceptro´n multicapa (funcio´n de activacio´n sigmoidal para capa oculta,
lineal para capa de salida) para la extraccio´n de 13 para´metros geome´tricos del plasma
en el Tokamak DIII-D, con un entrenamiento de 500 muestras de puntos de equilibrio del
plasma. Para cada set de entrada, la red neuronal MLP presento´ mejor desempen˜o que
el ajuste lineal (me´todo previo).
El primer uso de redes neuronales para el control propiamente del plasma para un disposi-
tivo Tokamak se documenta en [15]. En este escenario, nuevamente se implementa un red
neuronal perceptro´n multicapa para la identificacio´n y control de para´metros de equilibrio
del plasma (elongacio´n, tringularidad, distancia vertical del plasma con respecto al centro
y distancia radial del plasma con respecto al centro) en el Tokamak COMPASS. Para el
para´metro de la elongacio´n, por ejemplo, el error residual t´ıpico logrado se encontro´ en
el rango de 0.07 a 1.15, con las limitaciones de implementacio´n de red en Hardware. La
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implementacio´n presento´ una funcio´n de activacio´n tanh y un total de 4 neuronas de capa
oculta.
Nuevamente en el a´rea de equilibrio de plasma, soluciones ma´s recientes han implemen-
tado otras topolog´ıas de redes para la identificacio´n para´metrica. Segupta y Rajan [7]
realizan una comparacio´n entre te´cnicas de redes neuronales modificadas para la recupera-
cio´n parame´trica ra´pida, con el fin de control en tiempo real de la estabilidad del plasma.
Entre las te´cnicas descritas destacan la aplicacio´n de redes neuronales dobles (DANN ),
Fig.2.7, redes basadas en pre-procesamiento y reduccio´n dimensional por ana´lisis de com-
ponentes principales (PCANN ) y redes basadas en regresio´n polinomial fraccionaria (FP).
La identificacio´n, basada en las diferentes topolog´ıas, tuvo un total de 72 entradas con
23 salidas (correspondientes a para´metros geome´tricos) y una funcio´n de activacio´n sig-
moidal sime´trica. Para este caso la combinacio´n de perceptro´n multicapa, junto con
pre-procesamiento por PCA presento´ los menores errores en todos los para´metros, as´ı
como el mejor desempen˜o en la identificacio´n.
Figura 2.7: Topolog´ıa de red neuronal doble (DANN) [7].
En el caso de plasmas de baja temperatura (plasmas fr´ıos) las te´cnicas de identificacio´n
se enfocan en los para´metros de densidad y temperatura electro´nica. En esta a´rea, en
[24] se realiza una caracterizacio´n de la densidad del plasma para dos modelos de redes
neuronales: uno basado en perceptro´n multicapa y el otro basado en red con funcio´n base
radial (RBF ), como la mostrada en la Fig 2.8. El experimento desarrollado contempla 5
variables de entrada (posicio´n radial, posicio´n axial, potencia de microonda, presio´n del
gas en la ca´mara y corriente en las bobinas) y una u´nica salida: la densidad electro´nica.
Los datos de entrenamiento corresponden a 300 datos seleccionados aleatoriamente, ob-
tenidos por medio de la te´cnica de la Sonda de Langmuir. Para ambas implementaciones
de red neuronal artificial, el error entre los datos medidos por medio de la sonda y los
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determinados por las redes neuronales se mantuvo menor al 7%.
Figura 2.8: Topolog´ıa de red con funcio´n base radial (RBF) [5].
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Cap´ıtulo 3
Metodolog´ıa
En este cap´ıtulo se describen los aspectos metodolo´gicos necesarios para llevar a cabo la
solucio´n al problema de la identificacio´n ra´pida de la temperatura electro´nica del plasma
por medio de redes neuronales artificiales. La metodolog´ıa puede clasificarse de la siguiente
manera: en la seccio´n 3.1 se describe el proceso de investigacio´n sobre el tema. El proceso
de seleccio´n de plataforma se presenta en la seccio´n 3.2. En la seccio´n 3.3 se desarrollan
los aspectos metodolo´gicos que rigen los experimentos para la obtencio´n de los datos.
La definicio´n de la topolog´ıa correcta, su entrenamiento y validacio´n se presentan en la
secciones 3.4, 3.5 y 3.6 respectivamente. Por u´ltimo, los detalles de implementacio´n final
se describen en la seccio´n 3.7.
3.1 Investigacio´n bibliogra´fica
Como primer paso del marco metodolo´gico, se realizo´ una bu´squeda bibliogra´fica sobre
los principales aspectos relacionados con la identificacio´n para´metrica. En el cap´ıtulo 2 se
presenta el resultado del proceso de investigacio´n. Para llevar a cabo este paso, se realizo´
bu´squedas en las bases de datos adquiridas por la institucio´n como: EBSCO, Springer,
Science Direct, IEEE Xplore, KNovel, entre otras, as´ı como otros medios digitales de
informacio´n como Google Scholar, utilizando adema´s gestores biblogra´ficos como es el
caso de Zotero y RefWorks, para un manejo adecuado de las referencias. Los temas
abordados en la investigacio´n involucran, en primera instancia, me´todos tradicionales
de adquisicio´n de los para´metros del plasma como la Sonda de Langmuir y Thomsom
Scattering. Se abarco´, adicionalmente, el tema de redes neuronales artificiales, desde sus
fundamentos hasta aspectos ma´s avanzados de las mismas. Un punto importante fue
la investigacio´n sobre posibles implementaciones en C, como es el caso de la biblioteca
FANN. Finalmente se abarco´ aspectos del estado del arte en identificacio´n parame´trica
utilizando redes neuronales artificiales como principal me´todo.
La investigacio´n realizada permite sustentar teo´ricamente la solucio´n al problema plantea-
do, ya que brinda las bases para la aplicacio´n del me´todo de redes neuronales artificiales
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para la identificacio´n ra´pida de la temperatura del plasma.
3.2 Seleccio´n de las plataformas
Desde el punto de vista de la solucio´n como un todo, se debera´n seleccionar y utilizar
diferentes plataformas. El proceso de adquisicio´n de datos (seccio´n 3.3) sobre los diferentes
experimentos se desarrollara´ en una plataforma NI PXIe, ya que cuenta con los diferentes
mo´dulos de adquisicio´n y comunicacio´n con los diferentes dispositivos involucrados. La
programacio´n, por lo tanto, sera´ llevaba a cabo mediante la plataforma NI LabVIEW. Por
otra parte, por la facilidad, documentacio´n y libre acceso, se podra´n utilizar bibliotecas
sobres redes neuronales artificiales, como es el caso de la FANN, con las que, a modo
de prototipado, se podra´ realizar el entrenamiento de la red neuronal artificial. Esta
biblioteca, por ejemplo, esta´ descrita en lenguaje C, lo que permite que su implementacio´n
en diferentes plataformas sea sencilla.
Desde el punto de vista de implementacio´n, la evaluacio´n de la plataforma debe considerar
que el nu´mero de capas, as´ı como de neuronas, afecta en la cantidad de procesamiento y
memoria que se requiere en el mismo. El tiempo l´ımite para realizar la tarea de identifi-
cacio´n (deadline) debera´ ser determin´ıstico, lo que implica que el sistema como tal debera´
situarse en un ambiente de tiempo real. Un requisito importante para el sistema debe
ser, por lo tanto, el tiempo real, es por esto que la topolog´ıa debe ser capaz de identificar
los para´metros con una precisio´n, en el rango establecido previamente, con la cantidad
de tiempo invertido en procesamiento y preprocesamiento tal que el deadline no se so-
brepase. Te´cnicas como la computacio´n paralela sera´n fundamentales en este esquema,
de forma que la plataforma debera´ soportar a su vez algu´n grado de paralelismo. Este
balance permitira´ la evaluacio´n de la plataforma sobre la cual implementar.
3.3 Recoleccio´n experimental de datos sobre plasmas
fr´ıos
Como base para el entrenamiento y validacio´n posterior de la red neuronal, se debe
obtener primero los datos experimentales, esto es, un conjunto de datos de forma de
pares entrada-salida. Para esto, se deben generar distintos plasmas fr´ıos con diferentes
condiciones de entrada, para posteriormente aplicar el me´todo de la Sonda de Langmuir,
como se definio´ en 2.1.1. Cada uno de los experimentos debe realizar un barrido de
tensio´n de polarizacio´n de la sonda dentro del plasma y obtener el perfil de corriente
correspondiente para la misma, en un proceso que toma aproximadamente 5 minutos por
descarga de plasma. La aplicacio´n que realiza la adquisicio´n de estos datos se baso´ en un
modificacio´n al trabajo previo realizado por Soto [25], que adquiere hasta un ma´ximo de
2500 puntos de tensio´n-corriente en el plasma y los almacena en un archivo.
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Una vez obtenidas las curvas de tensio´n-corriente, se debe calcular la temperatura electro´nica,
como se describio´ previamente, para cada uno de los experimentos. De esta manera
se conforman los pares entrada (presio´n, posicio´n, tension CD) - salida (temperatura
electro´nica).
3.4 Definicio´n de topolog´ıa de la red neuronal
La definicio´n de la arquitectura o topolog´ıa de la red a utilizar es uno de los pasos ma´s
importantes en el desarrollo de la solucio´n. De acuerdo con las fuentes biblogra´ficas con-
sultadas, mencionadas en el cap´ıtulo 2, existen diferentes topolog´ıas que han demostrado
un buen desempen˜o en materia de identificacio´n parame´trica. Las topolog´ıas de percepto´n
multicapa (MLP) y redes de funcio´n de base radial (RBF) han sobresalido en este sentido,
por lo que sera´n las consideradas en la definicio´n.
Un factor importante a considerar en la eleccio´n de la topolog´ıa, es adema´s, el nu´mero de
neuronas totales en la red, as´ı como la cantidad de capas. En este sentido, el proceso de
entrenamiento proveera´ informacio´n u´til al respecto, ya que determinara´ el desempen˜o de
la red para cada configuracio´n a entrenar. Por lo tanto, este proceso es el que permitira´
definir la mejor arquitectura para el problema planteado.
Finalmente se debera´ considerar la necesidad de un pre-procesamiento. Como se menciono´
previamente, la te´cnica de ana´lisis de componentes principales (PCA) puede ser una u´til
para reducir la dimensionalidad del conjunto de entrada, con la desventaja de que aumenta
la complejidad del sistema.
3.5 Entrenamiento
El entrenamiento de la red neuronal artificial es el proceso mediante el cual cada neurona
ajusta su para´metro de peso segu´n una configuracio´n de entrada-salida y un algoritmo
determinado. Dichos algoritmos de entrenamiento, como es el caso de la retropropagacio´n
[21], pueden tomar una considerable cantidad de tiempo dependiendo de la complejidad
de la red y el error medio cuadra´tico deseado. Se define de manera preliminar que el error
deseado en el proceso de entrenamiento debera´ ser menor al 10%, con el fin de que dichos
errores no afecten negativamente el desempen˜o de la red en la identificacio´n parame´trica.
El entrenamiento permitira´ obtener informacio´n u´til sobre el problema como tal. Un
entrenamiento en el que el error no disminuya conforme a la cantidad de iteraciones
podr´ıa sugerir un cambio en la arquitectura de la red. Adema´s, si el conjunto de datos
de entrada es grande, es posible que el entrenamiento requiera un pre-procesamiento o
reduccio´n dimensional. Un aspecto relevante es que el entrenamiento se realiza fuera de
l´ınea, lo que implica que para efectos de implementacio´n, los recursos computaciones y
algor´ıtmicos tienen mayor flexibilidad que la arquitectura de la red como tal.
20 3.6 Validacio´n cruzada
3.6 Validacio´n cruzada
Una vez entrada la red, se debera´ verificar el funcionamiento de la misma. Para tal
fin se eligio´ un me´todo de validacio´n cruzada, en donde los datos de validacio´n deben
ser distintos a los de entrenamiento, as´ı mismo, lo menos similares posible entre s´ı (pares
entrada-salida redundantes). De esta manera, separando datos de entrenamiento de datos
de validacio´n se asegura un mejor funcionamiento de la red ante variaciones de las entradas
[22].
Para el caso de este trabajo se segmentara´ el conjunto de datos de entrada en una pro-
porcio´n 90-10, en la que un 90% de los datos generales sera´n para entrenamiento y un
10% para la validacio´n. En este escenario se considerara´ como aceptable un porcentaje
de error menor al 10%, valor aceptable segu´n opinio´n de experto e investigadores y que
se encuentra dentro del mismo rango que el trabajo realizado en [24].
3.7 Implementacio´n final
Posterior al proceso de verificacio´n cruzada de la red neuronal, se procedera´ a realizar
la implementacio´n de la misma. Para esto, se seleccionaron tres plataformas; la primera
plataforma seleccionada para la evaluacio´n de las redes corresponde a un computador de
uso general Dell Optiplex 7010, bajo el sistema operativo Ubuntu 12.04 en 64 bits. La
plataforma posee un procesador Intel I7 (Quad-core), de tercera generacio´n, a 3.1GHz. La
seleccio´n de esta plataforma se baso´ en contemplarla como referencia, dado su uso gene´rico
y su alto desempen˜o en te´rminos de frecuencia de operacio´n y nu´mero de procesadores.
La segunda plataforma corresponde al dispositivo NI PXIe 8135, en el que se han desa-
rrollado las diferentes aplicaciones concernientes al laboratorio de energ´ıa de fusio´n y
aplicaciones del Instituto Tecnolo´gico de Costa Rica. Esta plataforma posee soporte pa-
ra tiempo real y programacio´n paralela, por medio de los mo´dulos de NI LabVIEW de
tiempo real.
Finalmente, se realiza una implementacio´n de las redes neuronales en la plataforma Bea-
gleBone Black. Dicho dispositivo, que posee un procesador AM335X ARM Cortex-A8
a 1GHZ, se utiliza comu´nmente como evaluacio´n de prototipos en sistemas embebidos.
Dadas las especificaciones de tiempo real de la aplicacio´n, se implemento´ la misma bajo
un sistema operativo GNU Linux, construido a la medida mediante la herramienta del
proyecto Yocto [26] con soporte de kernel para tiempo real.
Desde el punto de vista de tiempo real, se establecera´ un deadline de 1ms para la ejecucio´n
de la red neuronal. Este para´metro ha sido seleccionado de forma que para el peor de
los casos de tiempos de descarga de plasma, correspondiente a 15ms en MEDUSA-CR, se
puedan extraer al menos 15 puntos de temperatura electro´nica a lo largo del experimento.
Para el caso de la plataforma NI PXIe 8135, al ser el dispositivo central de control y
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adquisicio´n del laboratorio, se desarrollara´n los prototipos de red neuronal empleando
el entorno de LabVIEW de tiempo real, donde se encuentra actualmente el sistema de
adquisicio´n de datos final, as´ı como la rutina de generacio´n de experimentos por medio de
la Sonda de Langmuir. La plataforma NI PXIe (Fig.3.1) posee un procesador quad-core
Intel Core i7-3610QE @2.3GHz, con controlador embebido PXI Express de un ancho de
banda entre 4GB/s y 8 GB/s por ranura [8]. Adema´s, el procesador se encuentra dispuesto
en un chasis de 8 ranuras, que permite comunicarlo con mo´dulos de adquisicio´n de datos
(DAQ), comunicacio´n serial (hasta 16 puertos), entradas y salidas digitales, entre otros.
Una ventaja de esta plataforma es que soporta programacio´n paralela y en tiempo real
por medio del mo´dulo de programacio´n de LabVIEW RT, as´ı como la interaccio´n con
otros procesos y con el usuario, por medio del sistema operativo Windows 7.
Figura 3.1: Plataforma NI PXIe 8135 [8].
Para la implementacio´n y configuracio´n experimental, el mo´dulo PXIe debera´ comunicarse
con la fuente de alta tensio´n CD, por medio de una de las entradas analo´gicas del su
mo´dulo de adquisicio´n de sen˜ales analo´gicas NI PXIe 6363, a una frecuencia de muestreo de
2MS/s. Adicionalmente, tanto las lecturas de presio´n en la ca´mara, como la comunicacio´n
con la fuente de medicio´n (SMU ), para generacio´n de las rampas segu´n el me´todo de
Langmuir, sera´ por medio de protocolo RS-232.
Como paso final, sera´ importante extraer los para´metros de la red disen˜ada y verifica-
da, para trasladar su funcionamiento a un mo´dulo de instrumentacio´n virtual (VI ). Un
aspecto fundamental en dicha implementacio´n sera´ la incorporacio´n de las rutinas, y la
red como tal, bajo la modalidad de tiempo real, utilizando las herramientas que provee
LabVIEW para tal fin.
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Cap´ıtulo 4
Identificacio´n de la temperatura
electro´nica por medio de redes
neuronales artificiales
En este cap´ıtulo se describe detalladamente la solucio´n desarrollada para la identifica-
cio´n de la temperatura electro´nica para plasmas fr´ıos, por medio de la te´cnica de redes
neuronales artificiales. En la seccio´n 4.1 se presenta el disen˜o relacionado con el proceso
de extraccio´n y procesamiento de los datos de tensio´n-corriente para el posterior entre-
namiento. La seccio´n 4.2 presenta la seleccio´n de las topolog´ıas de red a utilizar. La
determinacio´n de las caracter´ısticas de las redes neuronales artificiales a utilizar se mues-
tra en la seccio´n 4.3. Finalmente, la implementacio´n del prototipo de las redes se presenta
en la seccio´n 4.4.
4.1 Extraccio´n de datos
Como ya se describio´ previamente, la extraccio´n de datos consiste en el desarrollo de
experimentos en los que se genera un plasma CD en la ca´mara de vac´ıo y por medio de
la sonda de Langmuir dentro de e´l, se genera una rampa de tensio´n desde un potencial
negativo (t´ıpicamente -50V) hasta un potencial positivo (t´ıpicamente 50V), y se mide la
corriente generada en el circuito conformado por la fuente SMU, la sonda y el plasma.
Los datos extra´ıdos corresponden a una relacio´n punto a punto de los pares de tensio´n
CD de polarizacio´n y corriente generada en la sonda. Para el proceso de la extraccio´n
de los datos, como se menciono´ previamente, se realizo´ una serie de modificaciones a la
aplicacio´n desarrollada por [25]. Esta aplicacio´n se desarrollo´ en el entorno LabVIEW,
originalmente para ser llevado a cabo por una plataforma NI CompactRIO. Una de las
modificaciones realizadas a la aplicacio´n, consistio´ en llevar el mo´dulo de instrumentacio´n
virtual (VI ) de forma que fuera compatible con la nueva plataforma NI PXIe. Otro de los
aspectos modificados, corresponde a la sincronizacio´n en la toma de datos y la cantidad de
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puntos de tensio´n-corriente adquiridos por el instrumento. En la versio´n anterior exist´ıa
un l´ımite fijo de caracteres en la recepcio´n del puerto serial. La naturaleza esta´tica de
esta versio´n imped´ıa obtener mediciones relevantes, ya que los rangos de medicio´n tambie´n
fueron esta´ticos. Otro de los cambios fue, por lo tanto, implementar la recepcio´n de datos
dina´micamente, conforme a los rangos de inicio y fin de tensio´n de polarizacio´n en la
sonda. Adicionalmente, la versio´n anterior generaba un retardo innecesario entre puntos,
lo que produc´ıa retrasos en la toma de los datos. Con esta correccio´n, la rampa de tensio´n
puede realizarse en menos de 3 minutos, para un rango completo de -50V a 50V, proceso
que anteriormente tomaba ma´s de 5 minutos.
En el proceso de extraccio´n de datos, se obtuvieron las curvas corriente-tensio´n, propias
del me´todo de Langmuir, para 65 experimentos distintos. En dichos experimentos se mo-
dificaron los para´metros de entrada; la presio´n vario´ entre los 30.0mTorr y los 90.0mTorr,
la tensio´n CD aplicada se establecio´ para cuatro casos distintos: 0.5, 1, 1.5 y 2 KV, y
para la posicio´n de la sonda, se utilizaron tres posiciones distintas: 165, 170 y 175mm. En
todo momento se utilizo´ Argo´n (Ar) como tipo de gas para los experimentos. La presio´n
base de inicio de experimento fue de 0.1mTorr.
4.1.1 Ca´lculo de la temperatura electro´nica
Una vez extra´ıdos los pares corriente-tensio´n, fue necesario aplicar un ana´lisis sobre las
sen˜ales, de forma que se pudiera calcular la temperatura electro´nica que identifica cada
experimento, eso con el fin de generar pares entrada-salida para el posterior entrenamiento
de la red. Con el fin de realizar este ca´lculo de la manera ma´s automatizada posible,
se disen˜o´ una aplicacio´n en C que permite la lectura de los archivos generados por la
aplicacio´n en LabVIEW y realiza el ca´lculo de la temperatura electro´nica. En la Fig.4.1
se presenta el diagrama de flujo de la aplicacio´n. Como se puede apreciar, el proceso inicia
con la lectura del archivo, en el que se debe convertir cada valor de tensio´n y corriente a
un valor nume´rico de doble precisio´n (64 bits), esto con el fin de no perder informacio´n
significativa por cuantizacio´n, considerando que cada bit que se an˜ade en la resolucio´n
aumenta en 6dB aproximadamente la potencia de la sen˜al.
Una vez convertidos los puntos de tensio´n y corriente, y almacenados en un arreglo, se
procede a calcular punto a punto la derivada discreta de la corriente, por medio del me´todo
de ca´lculo de la pendiente entre dos puntos consecutivos como:
dIe
dVB
=
Ie[n]− Ie[n− 1]
VB[n]− VB[n− 1] (4.1)
Este ca´lculo es necesario ya que segu´n la ecuacio´n 2.1, la relacio´n entre la corriente y
su derivada con respecto a la tensio´n de polarizacio´n, en el punto en que su derivada es
ma´xima (potencial del plasma), es igual a la temperatura electro´nica, en eV.
Esto implica que adema´s del ca´lculo de la derivada, se debe obtener el punto (´ındice en
caso de los arreglos) en el que esta es ma´xima, este punto determina entonces el potencial
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Figura 4.1: Diagrama de flujo del ca´lculo de la temperatura electro´nica segu´n me´todo de Lang-
muir.
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del plasma. En el diagrama de flujo se puede apreciar que luego de actualizar la pendiente
ma´xima en cada iteracio´n, al finalizar, se tendra´ la derivada ma´xima de la corriente y el
punto (´ındice) en el que esta ocurre. De esta forma, y como paso final, se procede a calcular
la temperatura electro´nica por medio de la implementacio´n discreta de la ecuacio´n 2.1.
Dado que la pendiente ma´xima es compartida para los dos puntos consecutivos, para la
determinacio´n de la temperatura, se utiliza el valor medio de los puntos en los que la
pendiente es ma´xima, como sigue:
eT =
0.5 ∗ (I[imax] + I[imax − 1])
mmax
(4.2)
donde imax corresponde al ı´ndice superior del arreglo en el que la pendiente de la corriente
fue ma´xima y mmax corresponde al ma´ximo de esa pendiente.
4.2 Seleccio´n de topolog´ıas de red
Como se menciono´ en la seccio´n 2, existen diferentes clases de topolog´ıas de redes neuro-
nales artificiales. Se debe tomar en cuenta para la decisio´n de la topolg´ıa que, desde el
punto de vista de aplicacio´n, se requiere que la complejidad computacional no sea muy
elevada, de forma que se puedan obtener los datos de temperatura electro´nica dentro de
un tiempo l´ımite (deadline) de tiempo real. En este aspecto, es importante destacar las
caracter´ısticas de la plataforma de hardware donde se implementara´ el prototipo final.
Como se discutio´ previamente, un aspecto clave es que la arquitectura del hardware es
multiprocesador (hasta 4 nu´cleos). Otro aspecto relevante es la capacidad que tiene la
plataforma de software LabVIEW para distribuir las tareas a diferentes procesadores, as´ı
como establecer requisitos de tiempo real. Con esta informacio´n, se procede a analizar
los diferentes tipos de red descritos en la seccio´n 2.
Si bien, las redes retroalimentadas o recurrentes (RNN ), como el caso de las tipo Hopfield,
ofrecen una ventaja significativa con respecto a las dema´s topolog´ıas, en te´rminos de
aprendizaje (no requieren un aprendizaje supervisado), como se puede apreciar en la
Fig.2.6 existe una dependencia interna en la red entre las salidas anteriores y sus entradas.
A pesar del dinamismo en el entrenamiento, esta dependencia desfavorece el nivel de
paralelismo que se puede alcanzar. Disminuir el paralelismo afecta negativamente el
desempen˜o en tiempo de ejecucio´n (cumplimiento de deadlines), adema´s de que no se
aprovechar´ıa los recursos de hardware, ya que al existir dependencias, la distribucio´n de
tareas (neuronas) por procesador, en escenarios de memoria compartida, puede provocar
condiciones de carrera, sino se maneja adecuadamente. Una posible solucio´n es agregar
mecanismos de sincronizacio´n, como los sema´foros, pero esta solucio´n, a su vez, afecta
negativamente el tiempo de ejecucio´n, por lo que no es aceptable para esta aplicacio´n.
Con respecto a las redes PCANN , en este caso, dado que las entradas son sen˜ales uni-
dimensionales, el preprocesamiento por ana´lisis de componentes principales no vendr´ıa
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a beneficiar en ninguna medida al entrenamiento o ejecucio´n de la red. La red doble
(DANN ), presentada en [7], requiere una gran cantidad de neuronas, como se muestra
en la Fig.2.7, ya que consiste en redes de perceptro´n multicapa (MLP) interconectadas.
Desde el punto de vista de eficiencia en tiempos de computacio´n, este enfoque requiere
entonces ma´s ca´lculos, as´ı como un mayor esfuerzo en entrenamiento. Otro aspecto im-
portante es que el consumo de memoria es tambie´n mayor, ya que requiere el doble de
variables para los pesos de las diferentes capas. Por estos motivos, tampoco se utilizara´
este tipo de red en esta investigacio´n.
Segu´n las referencias consultadas, las topolog´ıas de mayor uso, y con un mejor desempen˜o,
son las de perceptro´n multicapa (MLP) y las de funcio´n de base radial (RBF ) por lo que
estas sera´n las dos topolog´ıas a utilizar, con el fin de determinar cua´l brinda mejores
resultados para la aplicacio´n en cuestio´n.
4.3 Definicio´n de caracter´ısticas de red neuronal
Como de definio´ previamente, se realizara´ una comparacio´n entre dos tipos de red neuronal
artificial, una del tipo perceptro´n multicapa y otra del tipo de funcio´n de base radial. A
continuacio´n se describe el proceso para la seleccio´n de las caracter´ısticas de cada una
de las topolog´ıas, esto es: tipos de funcio´n de activacio´n, nu´mero de capas y nu´mero de
neuronas.
4.3.1 Perceptro´n Multicapa
Uno de los puntos principales en la topolog´ıa de red es la definicio´n de las funciones de
activacio´n a utilizar. Previamente se describieron algunas de las funciones de activacio´n
ma´s utilizadas en el a´mbito de la identificacio´n parame´trica con redes neuronales artificia-
les. Para el caso de la red de perceptro´n multicapa (MLP), se debe determinar la funcio´n
de activacio´n de la(s) capa(s) oculta(s) y de la capa de salida. Para esto, se desarrollo´
un experimento en el que, basado en el entrenamiento de la red, se determino´ el tipo de
funcio´n de activacio´n que ma´s se adecua al problema de la identificacio´n parame´trica de
la temperatura electro´nica del plasma.
El experimento consistio´ en entrenar la red MLP con 12 datos de entrenamiento de la
forma entrada-salida, tomando como entradas la presio´n, tensio´n CD y posicio´n de la
sonda y, como salida, la temperatura electro´nica, para diferentes funciones de activacio´n,
con un nu´mero de 10 neuronas y una u´nica capa oculta. El algoritmo de entrenamiento
utilizado fue el de retropropagacio´n con 5000 iteraciones. La red y el entrenamiento se
implementan por medio de la biblioteca FANN. En la Fig.4.2, se muestran los resultados
del proceso de entrenamiento. Para facilitar la interpretacio´n, se muestra el logaritmo del
error cuadra´tico medio, en funcio´n del nu´mero de iteraciones. Para este experimento, se
utilizaron 7 configuraciones de funciones de activacio´n de capa oculta y capa de salida.
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Figura 4.2: Logaritmo del error cuadra´tico medio contra nu´mero de iteraciones de entrena-
miento para diferentes funciones de activacio´n en red MLP.
Las configuraciones son (en forma de capa oculta-capa salida): sigmoidal-sigmoidal (S-
S), sigmoidal sime´trica-lineal (SS-L), sigmoidal-lineal (S-L), lineal-lineal (L-L), lineal-
sigmoidal (L-S), senoidal sime´trica-lineal (sinS-L), cosenoidal sime´trica-lineal (cosS-L).
Como se puede apreciar, el menor error, con la convergencia ma´s ra´pida, la presenta la
configuracio´n dada por la funcio´n de activacio´n sigmoidal sime´trica (forma de tanh) para
la capa oculta y funcio´n de activacio´n lineal para la capa de salida. Este resultado esta´ de
acuerdo a lo presentado en la seccio´n 2. Adema´s, dada la naturaleza no-lineal del plasma,
se puede extraer de estos resultados, que la funcio´n de activacio´n de capa oculta debe ser
no-lineal, mientras que la funcio´n de activacio´n de capa de salida debe ser lineal, para
tener la capacidad de mapear en todo el rango de valores y no u´nicamente entre 0 y 1.
Para el caso de esta configuracio´n, el error de entrenamiento fue del 0.023.
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Determinacio´n de la cantidad de capas y neuronas ocultas
La red neuronal MLP , como su nombre lo indica, posee mu´ltiples capas de neuronas.
Desde el punto de vista conceptual, este tipo de red requiere al menos una capa oculta,
pero, dependiendo de la aplicacio´n, puede requerir dos o incluso tres de ellas. Se debe
considerar que aumentar el nu´mero de capas ocultas inherentemente aumenta el nu´mero
de neuronas de la red, as´ı como la carga computacional (implica ma´s ca´lculos), pero puede
dar mejores resultados, dependiendo de la aplicacio´n.
Para la determinacio´n del nu´mero de neuronas en la capa oculta de la red MLP se realizo´
un experimento en el que se vario´ la cantidad de neuronas de la capa y se procedio´ a
entrenar con el set completo de datos (59), a una cantidad fija de 10000 iteraciones.
Sobre cada experimento se obtiene el error cuadra´tico medio (mse); para determinar cua´l
configuracio´n es o´ptima para la aplicacio´n, se ideo´ una funcio´n de costo, que relaciona la
cantidad de neuronas totales y el error:
FC = 0.7 ∗ mse
MAX(mse)
+ 0.3 ∗ N
MAX(N)
(4.3)
en donde mse corresponde al error cuadra´tico medio de cada configuracio´n y N la cantidad
de neuronas totales de la misma. En esta funcio´n, se asigna un peso de 70% al error en
entrenamiento y un 30% a la cantidad de neuronas. De esta forma, la configuracio´n que
minimice la funcio´n de costo, sera´ la o´ptima para la aplicacio´n, es decir, posee el menor
error, utilizando la menor cantidad de recursos (neuronas), lo que implica un menor tiempo
de procesamiento. Las diferentes configuraciones de capas, neuronas, mse y funcio´n de
costo se muestran en el anexo A.1. En la Fig.4.3 se muestra gra´ficamente el contenido
de la tabla. Como se puede apreciar, la configuracio´n que minimiza la funcio´n de costo
corresponde a la nu´mero 4, que corresponde a 1 capa oculta con 4 neuronas en la misma.
De esta manera, dicha configuracio´n sera´ la utilizada para el entrenamiento final y la
validacio´n cruzada de la red.
4.3.2 Funcio´n de base radial
De forma similar a la red de perceptro´n milticapa, se disen˜o´ un experimento para de-
terminar la funcio´n de activacio´n radial ma´s apropiada para la aplicacio´n. La biblioteca
FANN posee dos funciones de activacio´n radiales: gaussiana y gaussiana sime´trica. La
funcio´n de activacio´n gaussiana tiene la forma
y = e(−αr)
2
(4.4)
La funcio´n de activacio´n gaussiana sime´trica, por su parte, viene dada por:
y = 2e(αr)
2 − 1 (4.5)
La red de funcio´n de base radial (RBF ), como se discutio´ previamente, posee una capa
oculta, de funcio´n de activacio´n radial y una capa de salida de funcio´n de activacio´n
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Figura 4.3: Funcio´n de costo para diferentes configuraciones de red MLP.
lineal, t´ıpicamente. En el experimento disen˜ado para determinar la funcio´n de activacio´n
ma´s adecuada, de manera similar al MLP , se entreno´ la red hasta un nu´mero de 5000
iteraciones para las dos funciones descritas, con 12 pares de entrada-salida. En la Fig.4.4
se muestran los resultados de dicho entrenamiento. Como se puede apreciar, la funcio´n de
activacio´n gaussiana posee un error menor a la gaussiana sime´trica, adema´s de converger
ma´s ra´pido, por lo que es ma´s adecuada para la aplicacio´n. En el caso de la funcio´n de
activacio´n gaussiana, el error cuadra´tico medio de entrenamiento fue de 0.065.
Definicio´n de nu´mero de neuronas
Como se menciono´ previamente, la red de funcio´n de base radial, conceptualmente, posee
una u´nica capa oculta. En este tipo de red, es interesante la determinacio´n del nu´mero
de neuronas en esa capa, de forma que el error sea mı´nimo con la menor cantidad de
neuronas, por ende procesamiento, posible.
De manera similar a la red MLP, se utilizo´ la funcio´n de costo de la ecuacio´n 4.3. Para
la red de funcio´n de base radial, se realizaron 15 configuraciones distintas de nu´meros
neuronas en capa oculta. La tabla con el resultado de la funcio´n de costo para cada
configuracio´n se muestra en el anexo A.2. A modo de resumen, en la Fig.4.5, se muestran
gra´ficamente los resultados de la funcio´n de costo. Para este caso, la configuracio´n o´ptima
corresponde a 5 neuronas en capa oculta.
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Figura 4.4: Logaritmo del error cuadra´tico medio contra nu´mero de iteraciones de entrena-
miento para diferentes funciones de activacio´n en red RBF.
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Figura 4.5: Funcio´n de costo para diferente nu´mero de neuronas de capa oculta en red RBF.
4.4 Implementacio´n de prototipos
El paso final, en la validacio´n de las redes neuronales artificiales como me´todo de identi-
ficacio´n parame´trica en el plasma, fue la implementacio´n de prototipos que permitan un
ana´lisis de los tiempos de computacio´n, y cumplimiento de deadlines, en diferentes plata-
formas: un computador de propo´sito general, un dispositivo PXIe 8135 y una plataforma
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de evaluacio´n de prototipos BeagleBone Black.
Implementacio´n en computador de propo´sito general
En el caso del computador de propo´sito general Dell Optiplex 7010, se realizo´ una imple-
mentacio´n en lenguaje C de las redes MLP y RBF extra´ıdas directamente del proceso de
entrenamiento, por medio de la biblioteca FANN. En el anexo B se presentan los archivos
de la red, utilizados como base para la implementacio´n. Desde el punto de vista de la
aplicacio´n, se debe crear la estructura de tipo fann a partir del archivo generado en el
entrenamiento:
struct fann *mlp = fann_create_from_file("mlp.net");
struct fann *rbf = fann_create_from_file("rbf.net");
para ambas redes. Posteriormente, se debe crear una variable de salida de tipo fann
type, para almacenar el resultado de la ejecucio´n de la red a partir de un arreglo con las
entradas a ejecutar, como se muestra a continuacio´n:
fann_type *mlpOut = fann_run(mlp, input);
fann_type *rbfOut = fann_run(rbf, input);
Implementacio´n en BeagleBone Black
En la plataforma BeagleBone Black (BBB), se siguio´ un proceso similar al anterior, sin
embargo, ya que el sistema operativo fue construido a la medida, en la plataforma no se
tienen las herramientas para la compilacio´n nativa (compilador, ensamblador, enlazador,
etc.), por lo que se debio´ seguir una metodolog´ıa de compilacio´n cruzada, por medio
del toolchain, tambie´n construido con Yocto, y archivos Makefiles para tal fin, en una
estacio´n de desarrollo (host) diferente a la plataforma BBB. En este sentido cabe adema´s
destacar que se debio´ compilar (portear) la biblioteca FANN para la plataforma utilizando
el toolchain. Otra diferencia fundamental entre las aplicaciones de la plataforma BBB y
el computador de propo´sito general es que el sistema operativo, en el caso de la primera,
fue construido con soporte para tiempo real. En la aplicacio´n en tiempo real, se establece
la prioridad de la tarea dentro del calendarizador (scheduler) del sistema, as´ı como el
algoritmo de calendarizacio´n para la misma, de la forma:
struct sched_param param;
/*Establece la prioridad ma´xima a la tarea con algoritmo FIFO*/
param.sched_priority = sched_get_priority_max(SCHED_FIFO);
/*Verifica que no haya errores en configuracio´n de calendarizador*/
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if(sched_setscheduler((pid_t) 0, SCHED_FIFO, &param) == -1) {
printf("couldn’t set scheduler to SCHED_FIFO\n");
exit(-1);
}
Implementacion en PXIe 8135
Para el caso de la plataforma PXIe 8135, se realizo´ una implementacio´n propia de las
redes neuronales artificiales, siguiendo los modelos presentados en la seccio´n 2. Desde el
punto de vista de plataforma, el lenguaje de programacio´n LabVIEW aprovecha de mane-
ra natural las caracter´ısiticas de multiprocesador, mediante el paralelismo de tareas y de
datos, para operaciones independientes. De esta forma, dos o ma´s tareas independientes
correra´n en paralelo sin necesidad de te´cnicas de programacio´n extra. En el caso de siste-
mas multiprocesador, cada tarea se ejecuta como un hilo independiente en un procesador
diferente, incrementando el desempen˜o en tiempos de ejecucio´n [27].
En las figuras 4.6 y 4.7 se muestran las implementaciones de las redes neuronales rea-
lizadas. Como se puede apreciar, cada neurona, encerrada en un cuadro, es totalmente
independiente de las dema´s. Para el caso de la neurona de salida, comentada con la
palabra lineal, s´ı hay dependencia de los resultados de las neuronas anteriores, por lo
que no se ejecutara´ hasta que las tareas de las dema´s neuronas hayan finalizado. Dicha
situacio´n representa un mecanismo de sincronizacio´n de barrera y es deseable, de forma
que la red funcione adecuadamente. Dentro de cada neurona se utiliza un SubVI que
contiene la funcio´n de activacio´n. Para el caso de la red MLP, la funcio´n de activacio´n de
las neuronas de capa oculta es tanh, mientras que para la red RBF se trata de funcio´n
gaussiana, expresada en la ecuacio´n 4.4.
Cabe destacar que los pesos en las neuronas, asignados mediante constates, son aleatorios
y no presentan necesariamente los determinados por el entrenamiento de la red por medio
de la biblioteca FANN, esto ya que el objetivo de la implementacio´n es la medicio´n de
tiempos ejecucio´n de una red neuronal RBF y MLP gene´rica, tomando en cuenta la
arquitectura dimensionada previamente.
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Figura 4.6: Red neuronal RBF en LabVIEW
Figura 4.7: Red neuronal MLP en LabVIEW
Cap´ıtulo 5
Resultados y ana´lisis
En esta seccio´n se incluyen los principales resultados obtenidos a partir del trabajo desa-
rrollado, as´ı como un ana´lisis de los mismos. Se abarcan temas de extraccio´n experimental
de datos, ca´lculo algor´ıtmico de temperatura electro´nica, entrenamiento y validacio´n de
las redes neuronales y los detalles de implementacio´n en sistemas de tiempo real.
Extraccio´n experimental de datos
El punto inicial de este trabajo se basa en la extraccio´n experimental de las curvas tensio´n-
corriente, provenientes del diagnostico de Sonda de Langmuir. Para tal fin, se trabajo´
con base al desarrollo parcial de la aplicacio´n previamente disen˜ada por [25]. En la figura
5.1 se muestra una curva t´ıpica del diagno´stico de Langmuir, extra´ıda como parte del set
completo de datos. Como se ha descrito anteriormente, estos datos servira´n como entrada
para el ca´lculo algoritmo de la temperatura electro´nica y el posterior entrenamiento y
validacio´n de las redes neuronales.
Ca´lculo algor´ıtmico de la temperatura electro´nica
Como parte de los primeros resultados, se realizo´ una prueba del algoritmo de ca´lculo de la
temperatura electro´nica, ya que este preprocesamiento es clave para el entrenamiento de
la red neuronal. Si este ca´lculo es incorrecto, la red estar´ıa entrenada incorrectamente, lo
que producir´ıa errores en su funcionamiento. Para verificar el funcionamiento del algorit-
mo disen˜ado, se utilizo´ un set de datos de prueba externo, disponible en [9]. En dicho set,
se obtienen 2500 puntos de pares corriente-tensio´n en la sonda. La ventaja de utilizarlo
como mecanismo de verificacio´n es que posee el valor de temperatura electro´nica calcu-
lado (tomado como valor teo´rico) previamente. A pesar de que los me´todos de ca´lculo
para la temperatura electro´nica entre el algoritmo disen˜ado y la implementacio´n en el
set externo son distintos, como se muestra en la Tabla 5.1, el porcentaje de error entre
ambas es menor al 1%, lo que permite la validacio´n del algoritmo. En este punto cabe
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Figura 5.1: Curva t´ıpica de corriente-tensio´n obtenida experimentalmente en sonda de Lang-
muir.
adema´s destacar que la implementacio´n del algoritmo se realizo´ de forma que fuera lo ma´s
auto´noma posible, mientras que la implementacio´n realizada en [9] es manual y emp´ırica,
lo que no permite afinar sustancialmente en los ca´lculos.
Tabla 5.1: Comparacio´n entre Te obtenida algor´ıtmicamente y referencia externa, con
datos de prueba de [9] .
Valor
obtenido
Valor de
referencia
Error
(%)
Te (eV) 3.60 3.57 0.8
Como segunda opcio´n de validacio´n, por medio de los recursos disponibles en el laboratorio
virtual e-lab [28], se llevo´ a cabo un experimento que replicara las condiciones presentadas
por [29]. En dicho experimento, se realiza una descarga de plasma de una mezcla de gases
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de He y Ne, por radio frecuencia (RF), a una presio´n base de 0.45mBar. Sobre los datos
obtenidos en el experimento, se aplico´ el algoritmo para la obtencio´n de la temperatura
electro´nica. En la tabla 5.2 se muestra el resumen y comparacio´n entre el resultado
obtenido por el algoritmo y el resultado presentado por [29], utilizado como referencia.
Como se puede apreciar, el error entre ambos es menor al 5%.
Tabla 5.2: Comparacio´n entre Te obtenida algor´ıtmicamente y referencia externa, con
datos obtenidos en experimento en e-lab .
Valor
obtenido
Valor de
referencia
Error
(%)
Te (eV) 11.91 12.37 3.7
Como tercera opcio´n de validacio´n del me´todo, por medio cualitativo, se toma la opinio´n
de experto del Dr. Horacio Fernades, del Instituto Te´cnico de Lisboa, quie´n coordina el
laboratorio virtual e-lab, que determino´ que el me´todo aplicado es “robusto” y “amplia-
mente utilizado” para el ca´lculo de la temperatura electro´nica. Adema´s, con respecto a la
re´plica del experimento realizado, determino´ que el valor se encuentra dentro lo esperado
para descargas del tipo RF.
Entrenamiento de las redes neuronales
El siguiente paso corresponde al entrenamiento de las redes neuronales artificiales. Dicho
entrenamiento se realiza con 59 datos, de la forma entrada-salida. En la Fig.5.2, se
muestra la curva de entrenamiento para las primeras 1000 iteraciones para el caso de
la red MLP. Como se puede observar, a partir de la iteracio´n 300 aproximadamente,
el logaritmo (mostrado para facilitar de apreciacio´n) del error decrece lentamente. En
1000 iteraciones, el logaritmo del error cuadra´tico medio ha descendido a −1.47572, lo
que implica un mse de 0.03344, aproximadamente. Para un total de 33501 iteraciones,
el error cuadra´tico medio es 0.03. Porcentualmente, este error se encuentra en el rango
establecido como aceptable del 10%. Dado el comportamiento estable para la mayor parte
de las iteraciones, se puede extraer que con base en esta configuracio´n de red, aumentar
el tiempo de entrenamiento no mejora sustancialmente desempen˜o de la red.
Con respecto a la red RBF , cuya curva de entrenamiento se muestra en la Fig.5.3, de
manera similar a la red MLP , se realizo´ un entrenamiento con 59 pares de datos entrada-
salida. Como se puede apreciar, la curva del entrenamiento converge ma´s lento que la de
la red de percepto´n multicapa. Asimismo, el error cuadra´tico medio es mayor. De hecho,
similar al caso anterior, a partir de las 400 iteraciones el logaritmo del error se estabiliza
en un valor aproximado de 1.335, equivalente a un mse de 0.0441. Para un total de 40000
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Figura 5.2: Curva de entrenamiento de red MLP.
iteraciones, el error cuadra´tico medio es 0.0437, lo que, adema´s de ser mayor que la red
MLP, implica adema´s que aumentar las interaciones en el entrenamiento tampoco viene
a mejorar significativamente el desempen˜o de la red. Desde el punto de vista porcentual,
sin embargo, el error se encuentra en el margen considerado como aceptable.
Validacio´n de las redes neuronales
Posterior al entrenamiento, se realizo´ la validacio´n cruzada de las redes neuronales ar-
tificiales dimensionadas. Para tal fin, se determino´ un porcentaje del 10% del set de
datos completo como datos de validacio´n. Cabe destacar que los datos se seleccionaron
aleatoriamente y se aplicaron sin ninguna modificacio´n para las dos redes a validar. Las
tablas 5.3 y 5.4 muestran los resultados de la validacio´n cruzada para las redes perceptro´n
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Figura 5.3: Curva de entrenamiento de red RBF.
multicapa y funcio´n de base radial respectivamente. Para el caso de la red MLP, 4 de
los 6 datos de validacio´n poseen un porcentaje de error (absoluto) menor al 10%. Para el
caso de la RBF, solamente uno de los 6 datos de validacio´n se sale del rango del 10% de
error. Desde el punto de vista promedio, como se muestra en la tabla 5.5, ambas redes
tienen un porcentaje de error de validacio´n promedio menor al 10%, valor considerado
como aceptable para le etapa de validacio´n.
Dichos resultados demuestran que el me´todo de redes neuronales, para el caso de las redes
MLP y RBF, es va´lido para la identificacio´n de la temperatura electro´nica del plasma.
Cabe destacar que el me´todo podr´ıa mejorarse si los tiempos de computacio´n no fueran
una limitante, es decir, si la funcio´n de costo de la ecuacio´n 4.3 no fuera aplicable, el
error podr´ıa disminuir, al aumentar el nu´mero de neuronas en las redes. Sin embargo,
dada la naturaleza de la aplicacio´n, en la que se debe obtener la temperatura en tiempo
real, para descargas de plasma cuya duracio´n se encuentra en el rango de las decenas
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de milisegundos, la funcio´n de costo aplicada permitio´ que las redes tuvieran un error
promedio aceptable, optimizando los recursos y tiempos de computacio´n.
Tabla 5.3: Validacio´n cruzada de red MLP
Entradas
Salida
esperada
Salida
MLP
Error
Presio´n
(mTorr)
Tensio´n
(KV)
Posicio´n
(mm)
Te (eV) Te (eV) % error
71.2 1.5 160 1.425887 1.497575 5.04
71.8 2 165 1.519697 1.361137 10.4
60.9 1 160 1.166231 1.128585 3.22
83.8 1 170 1.429131 1.400900 1.97
70.8 0.5 165 0.599119 0.566427 5.45
51.5 2 160 1.534854 1.346853 12.2
Tabla 5.4: Validacio´n cruzada de red RBF
Entradas
Salida
esperada
Salida
RBF
Error
Presio´n
(mTorr)
Tensio´n
(KV)
Posicio´n
(mm)
Te (eV) Te (eV) % error
71.2 1.5 160 1.425887 1.420741 0.36
71.8 2 165 1.519697 1.462064 3.79
60.9 1 160 1.166231 0.959851 17.7
83.8 1 170 1.429131 1.302636 8.85
70.8 0.5 165 0.599119 0.615093 2.66
51.5 2 160 1.534854 1.346853 6.76
Tabla 5.5: Error cuadra´tico medio y porcentaje de error absoluto en validacio´n cruzada
de las redes MLP y RBF.
Red mse
% error
promedio
MLP 0.011485 8.613643
RBF 0.012164 8.591420
Como se puede apreciar en las tablas anteriores, virtualmente, ambas redes tienen un
desempen˜o equivalente. Un aspecto importante a destacar es que la red RBF posee una
neurona ma´s en capa oculta que la red MLP. De hecho, este factor contribuye a que el
error promedio de la red RBF sea relativamente menor a la MLP. Desde el punto de vista
del error cuadr´atico medio, la RBF posee un mayor error, esto ya que la desviacio´n del
u´nico resultado fuera del rango del 10% es mucho mayor que cualquier desviacio´n en la
red MLP.
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Evaluacio´n de plataformas en implementacio´n
Como se describio´ previamente en la seccio´n 3, como paso final de la aplicacio´n de las
redes neuronales artificiales a la identificacio´n parame´trica en el plasma, se realizaron
tres implementaciones en diferentes plataformas, para as´ı evaluar el desempen˜o de las
redes dimensionadas, en te´rminos de tiempo de ejecucio´n y cumplimiento de deadlines de
tiempo real, en los casos con soporte para tal fin.
En la tabla 5.6 se muestran los resultados obtenidos de la ejecucio´n de las dos redes en
las diferentes plataformas. Para la determinacio´n del tiempo de ejecucio´n se realizaron
1000000 ejecuciones y se calculo´ el tiempo promedio de ejecucio´n para las redes MLP y
RBF. Como se puede apreciar, en las implementaciones del computador general y de la
plataforma BeagleBone Black, por medio de la biblioteca FANN, la red RBF mantiene
un mejor tiempo de ejecucio´n que en la MLP. Por otro lado, en los prototipos de redes
implementados manualmente en la plataforma NI PXIe, la red MLP posee menor tiempo
de ejecucio´n. Un aspecto fundamental es que para todas las plataformas, el tiempo se
mantiene en el rango de los cientos y miles de nanosegundos, esto es relevante, ya que en
el control en tiempo real de los para´metros del plasma, por ejemplo en una descarga t´ıpica
para el dispositivo de confinamiento magne´tico del plasma MEDUSA-CR, se debe obtener
el para´metro en tiempos menores a 15ms, ya que este es el tiempo de duracio´n esperado.
En este sentido, en una descarga de 15ms, se podra´n ejecutar al menos 3200 ca´lculos de la
temperatura electro´nica por el me´todo de las redes neuronales artificiales, considerando
el peor de los casos de implementacio´n en las diferentes plataformas. Cabe destacar que
el me´todo anterior requer´ıa la generacio´n de las curvas y ca´lculo de la temperatura fuera
de l´ınea, lo que hac´ıa imposible algu´n control en tiempo real del plasma.
Tabla 5.6: Tiempo de ejecucio´n de las redes neuronales artificiales en diferentes plata-
formas
Tiempo ejecucio´n
(ns)
Plataforma # proc.
Frec. operacio´n
(GHZ)
Tiempo
real
MLP RBF
Dell Optiplex 7010 4 3.1 No 260.9 228.6
NI PXIe 8135 4 2.3
S´ı
Labview RT
448.55 488.80
BeagleBone Black 1 1
S´ı
linux rt-kernel
4578 4565
La diversidad de las plataformas permite evaluar el me´todo en tres escenarios distintos.
En el primer caso, de la plataforma Dell Optiplex, se posee el menor tiempo de ejecucio´n,
pero dado que corresponde a un sistema de propo´sito general, no presenta utilidad en
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la aplicacio´n espec´ıfica, por lo que se utiliza solamente como referencia. La plataforma,
correspondiente al dispositivo NI PXIe, representa un escenario ideal, ya que posee soporte
para el procesamiento paralelo en sus mu´ltiples nu´cleos y tiempo real, adema´s de poseer
diferentes mo´dulos para interaccio´n con entradas y salidas. En el caso de la plataforma
BeagleBone Black, se demuestra el funcionamiento de las redes y el cumplimiento de
tiempos de ejecucio´n au´n en el escenario en que se poseen recursos ma´s limitados. Esta
implementacio´n se planteo´ de forma que el sistema operativo solo tiene los elementos
necesarios para la ejecucio´n de la aplicacio´n, por lo que es o´ptimo en consumo energe´tico
(no hay tareas innecesarias siendo ejecutadas por el CPU), pero su desventaja es que
no posee el suficiente soporte para paralelismo real, ya que solo posee un procesador.
Adema´s, dado su bajo costo, sirve como un sistema de respaldo para la plataforma PXIe,
as´ı como una buena alternativa para futuras implementaciones.
En el caso de la plataforma PXIe y BeagleBone Black (BBB), que tienen soporte para
tiempo real, se establecio´ un deadline (expl´ıcito para la primera, impl´ıcito para segunda)
de 1ms, de forma que la tarea de ejecucio´n de la red debe llevarse a cabo en menos
de este tiempo. Para ambos casos, dados los tiempos de ejecucio´n obtenidos, se da un
cumplimiento al 100% de dicho deadline lo que valida esta aplicacio´n de redes neuronales
en tiempo real.
Cap´ıtulo 6
Conclusiones y recomendaciones
Los resultados obtenidos permiten determinar que el me´todo de redes neuronales artificia-
les, como medio de extraccio´n o identificacio´n parame´trica, s´ı es aplicable para el caso de
la temperatura electro´nica del plasma. En este sentido, los tipos de redes ma´s apropiadas
para la aplicacio´n fueron la red de percepto´n multicapa (MLP) y la red de funcio´n de
base radial (RBF).
El proceso de entrenamiento, tanto para la red MLP como la RBF, se mantuvo en un rango
de error esperado, lo que permitio´ no solamente el cumplimiento del objetivo planteado,
sino tambie´n optimizar las caracter´ısticas de las redes en base a este para´metro.
Desde el punto de vista de validacio´n cruzada, ambas redes tuvieron un porcentaje de
error promedio menor al 10%, lo que permite considerar el me´todo como va´lido para la
aplicacio´n. A su vez, la red RBF tuvo menor error promedio y tuvo mayor cantidad de
datos dentro del rango de error.
Considerando adema´s los tiempos de ejecucio´n, en el computador de propo´sito general y
la plataforma BeagleBone Black, la red ma´s apropiada para la aplicacio´n de extraccio´n es
RBF. Por otra parte, en la plataforma NI PXIe, el prototipo red de MLP implementado
posee menor tiempo de procesamiento que el RBF.
Desde el punto de vista de las plataformas, el dispositivo NI PXIe represento´ un esce-
nario ideal para la implementacio´n de las redes neuronales, de forma que se aprovecho´
la capacidad de paralelismo inherente de LabVIEW, mientras se mantuvo un tiempo de
ejecucio´n aceptable que cumple el requisito de plazo de tiempo (deadline) establecido
de 1ms. En este escenario, cabe destacar que la plataforma de evaluacio´n de prototipos
BeagleBone Black, bajo un sistema operativo de tiempo real, es otra alternativa para la
implementacio´n del sistema, con la ventaja de que mantiene el desempen˜o en tiempo de
ejecucio´n a un bajo costo. Sin embargo, su capacidad de paralelismo es limitada.
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Recomendaciones
A fin de mejorar de mayor manera el tiempo de respuesta de las redes, se puede tomar en
cuenta las te´cnicas de computacio´n aproximada (approximate computing), espec´ıficamente
para las funciones de activacio´n. Desde el punto de vista de mejoras de tiempo de res-
puestas, en caso de que la complejidad de la red crezca, la funcio´n de costo planteada
puede llegar a jugar un papel fundamental. En este sentido, puede requerirse una imple-
mentacio´n puramente en hardware, en dispositivos FPGA. La funcio´n de costo planteada,
en este escenario, es indispensable, al minimizar el espacio, y el tiempo de computacio´n.
Con respecto a los datos que se salen del rango de error en la verificacio´n cruzada, que pue-
den considerarse outliers, estos pueden reducirse al aumentar los datos el set de entrena-
miento. De esta manera, un trabajo futuro requiere un mayor e´nfasis en el entrenamiento,
aumentando el nu´mero de datos dentro del set total.
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Ape´ndice A
Datos para determinacio´n de nu´mero
de capas y neuronas
A continuacio´n se presentan los experimentos realizados para la determinacio´n del nu´mero
de neuronas y capas o´ptimas en las redes neuronales de percepto´n multicapa y funcio´n
de base radial.
A.1 Perceptron multicapa
Tabla A.1: Funcio´n de costo para seleccio´n de nu´mero de neuronas de capa oculta en
red neuronal MLP.
Configuracio´n Capas ocultas
Neuronas
en C.O 1
Neuronas
en C.O 2
mse FC
1 1 1 0 0.1967714876 0.71
2 1 2 0 0.1967717111 0.73
3 1 3 0 0.1967719346 0.75
4 1 4 0 0.0308199301 0.16
5 1 5 0 0.0297542885 0.18
6 1 6 0 0.0308865439 0.20
7 1 8 0 0.03003929 0.23
8 1 10 0 0.0260783415 0.24
9 1 12 0 0.0297777131 0.29
10 1 14 0 0.0161112119 0.27
11 1 15 0 0.0296452101 0.33
12 1 20 0 0.0201802347 0.37
13 2 2 1 0.1967716664 0.74
14 2 2 2 0.1967714727 0.76
15 2 2 3 0.168155089 0.67
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Continuacio´n tabla A.1.
Configuracio´n
Capas
ocultas
Neuronas
en C.O 1
Neuronas
en C.O 2
mse FC
16 2 2 4 0.1441631466 0.60
17 2 2 6 0.062644951 0.34
18 2 2 8 0.0299784616 0.26
19 2 2 10 0.0297305472 0.29
20 2 3 2 0.0319669321 0.17
21 2 3 3 0.0336108096 0.21
22 2 3 5 0.0249661691 0.21
23 2 3 7 0.0324172936 0.27
24 2 3 12 0.031866461 0.34
25 2 3 17 0.0292190872 0.40
26 2 4 2 0.054452043 0.28
27 2 4 4 0.0227532312 0.20
28 2 4 8 0.0229931753 0.26
29 2 4 12 0.0221513808 0.32
30 2 4 16 0.0136856213 0.35
31 2 5 1 0.0403706655 0.23
32 2 5 2 0.0572797507 0.31
33 2 5 3 0.0226743892 0.20
34 2 5 5 0.015065657 0.20
35 2 5 10 0.0245560985 0.31
36 2 5 15 0.0130372141 0.35
37 2 6 2 0.0233143475 0.20
38 2 6 4 0.0256895386 0.24
39 2 6 9 0.0248862263 0.31
40 2 6 9 0.0164287258 0.28
41 2 6 14 0.0169394407 0.36
42 2 8 2 0.0233340282 0.23
43 2 8 7 0.0171429124 0.29
44 2 8 12 0.0079684565 0.33
45 2 10 2 0.0168836489 0.24
46 2 10 5 0.0187602881 0.29
47 2 10 10 0.0225839484 0.38
48 2 12 3 0.0234465152 0.31
49 2 12 8 0.0112896916 0.34
50 2 15 5 0.0032410533 0.31
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A.2 Funcio´n de base radial
Tabla A.2: Funcio´n de costo para seleccio´n de nu´mero de neuronas de capa oculta en
red neuronal RBF.
Configuracio´n
Neuronas
capa oculta
Mse FC
1 1 0.1793671846 0.7075
2 2 0.1793670654 0.7149995348
3 4 0.1793666929 0.7299980811
4 5 0.0438840576 0.2087623209
5 6 0.0437612794 0.2157831655
6 8 0.0446907841 0.234410659
7 10 0.0438490771 0.2461258056
8 12 0.0449048392 0.2652460324
9 14 0.0437779687 0.2758482974
10 15 0.0438020639 0.2834423315
11 16 0.0439366549 0.2914675876
12 18 0.0437505543 0.3057413097
13 20 0.037734095 0.2972614211
14 30 0.0437556691 0.3957612707
15 40 0.0438087732 0.4709685153
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Ape´ndice B
Archivos de redes para bibloteca
FANN
B.1 mlp.net
FANN_FLO_2.1
num_layers=3
learning_rate=0.700000
connection_rate=1.000000
network_type=0
learning_momentum=0.000000
training_algorithm=2
train_error_function=1
train_stop_function=0
cascade_output_change_fraction=0.010000
quickprop_decay=-0.000100
quickprop_mu=1.750000
rprop_increase_factor=1.200000
rprop_decrease_factor=0.500000
rprop_delta_min=0.000000
rprop_delta_max=50.000000
rprop_delta_zero=0.100000
cascade_output_stagnation_epochs=12
cascade_candidate_change_fraction=0.010000
cascade_candidate_stagnation_epochs=12
cascade_max_out_epochs=150
cascade_min_out_epochs=50
cascade_max_cand_epochs=150
cascade_min_cand_epochs=50
cascade_num_candidate_groups=2
bit_fail_limit=3.49999994039535522461e-01
cascade_candidate_limit=1.00000000000000000000e+03
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cascade_weight_multiplier=4.00000005960464477539e-01
cascade_activation_functions_count=10
cascade_activation_functions=3 5 7 8 10 11 14 15 16 17
cascade_activation_steepnesses_count=4
cascade_activation_steepnesses=2.50000000000000000000e-01
5.00000000000000000000e-01 7.50000000000000000000e-01 1.00000000000000000000e+00
layer_sizes=4 5 2
scale_included=0
neurons (num_inputs, activation_function, activation_steepness)=
(0, 0, 0.00000000000000000000e+00) (0, 0, 0.00000000000000000000e+00)
(0, 0, 0.00000000000000000000e+00) (0, 0, 0.00000000000000000000e+00)
(4, 5, 5.00000000000000000000e-01) (4, 5, 5.00000000000000000000e-01)
(4, 5, 5.00000000000000000000e-01) (4, 5, 5.00000000000000000000e-01)
(0, 5, 0.00000000000000000000e+00) (5, 0, 5.00000000000000000000e-01)
(0, 0, 0.00000000000000000000e+00)
connections (connected_to_neuron, weight)=(0, 1.43423318862915039062e-01)
(1, -4.59371376037597656250e+00) (2, -7.67581909894943237305e-02)
(3, 7.70345735549926757812e+00) (0, 1.49996472167968750000e+03)
(1, -1.50000000000000000000e+03) (2, 1.35809898376464843750e+00)
(3, 2.71004455566406250000e+02) (0, 1.78982153534889221191e-01)
(1, 9.18564224243164062500e+00) (2, -1.23998872935771942139e-01)
(3, -2.67611980438232421875e-01) (0, 4.16049301624298095703e-01)
(1, -1.03631124496459960938e+01) (2, -1.16443909704685211182e-01)
(3, 2.18302205204963684082e-01) (4, 7.21879184246063232422e-01)
(5, 9.90124762058258056641e-01) (6, 9.57852303981781005859e-01)
(7, -5.37811100482940673828e-01) (8, 9.28429305553436279297e-01)
B.2 rbf.net
FANN_FLO_2.1
num_layers=3
learning_rate=0.700000
connection_rate=1.000000
network_type=0
learning_momentum=0.000000
training_algorithm=2
train_error_function=1
train_stop_function=0
cascade_output_change_fraction=0.010000
quickprop_decay=-0.000100
quickprop_mu=1.750000
rprop_increase_factor=1.200000
rprop_decrease_factor=0.500000
rprop_delta_min=0.000000
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rprop_delta_max=50.000000
rprop_delta_zero=0.100000
cascade_output_stagnation_epochs=12
cascade_candidate_change_fraction=0.010000
cascade_candidate_stagnation_epochs=12
cascade_max_out_epochs=150
cascade_min_out_epochs=50
cascade_max_cand_epochs=150
cascade_min_cand_epochs=50
cascade_num_candidate_groups=2
bit_fail_limit=3.49999994039535522461e-01
cascade_candidate_limit=1.00000000000000000000e+03
cascade_weight_multiplier=4.00000005960464477539e-01
cascade_activation_functions_count=10
cascade_activation_functions=3 5 7 8 10 11 14 15 16 17
cascade_activation_steepnesses_count=4
cascade_activation_steepnesses=2.50000000000000000000e-01
5.00000000000000000000e-01 7.50000000000000000000e-01
1.00000000000000000000e+00
layer_sizes=4 6 2
scale_included=0
neurons (num_inputs, activation_function, activation_steepness)=
(0, 0, 0.00000000000000000000e+00) (0, 0, 0.00000000000000000000e+00)
(0, 0, 0.00000000000000000000e+00) (0, 0, 0.00000000000000000000e+00)
(4, 7, 5.00000000000000000000e-01) (4, 7, 5.00000000000000000000e-01)
(4, 7, 5.00000000000000000000e-01) (4, 7, 5.00000000000000000000e-01)
(4, 7, 5.00000000000000000000e-01) (0, 7, 0.00000000000000000000e+00)
(6, 0, 5.00000000000000000000e-01) (0, 0, 0.00000000000000000000e+00)
connections (connected_to_neuron, weight)=(0, 1.50000000000000000000e+03)
(1, 1.50000000000000000000e+03) (2, 1.50000000000000000000e+03)
(3, 1.50000000000000000000e+03) (0, 1.50000000000000000000e+03)
(1, 1.50000000000000000000e+03) (2, 1.50000000000000000000e+03)
(3, 1.50000000000000000000e+03) (0, 1.50000000000000000000e+03)
(1, 1.50000000000000000000e+03) (2, 1.50000000000000000000e+03)
(3, 1.50000000000000000000e+03) (0, 5.73888495564460754395e-02)
(1, 2.54614758491516113281e+00) (2, -2.74617373943328857422e-02)
(3, 7.07655306905508041382e-03) (0, 1.50000000000000000000e+03)
(1, 1.50000000000000000000e+03) (2, 1.50000000000000000000e+03)
(3, 1.50000000000000000000e+03) (4, 1.50000000000000000000e+03)
(5, 1.50000000000000000000e+03) (6, 1.50000000000000000000e+03)
(7, -2.00728583335876464844e+00) (8, 1.50000000000000000000e+03)
(9, 2.93236470222473144531e+00)
56 B.2 rbf.net
I´ndice alfabe´tico
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