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Abstract
Let G be a graph. A minimal coloring of G is a coloring which has the smallest possible
sum among all proper colorings of G, using natural numbers. The vertex-strength of G, denoted
by s(G), is the minimum number of colors which is necessary to obtain a minimal coloring.
In this note we study these concepts, and dene a new concept called the edge-strength of G,
denoted by s0(G). We prove the celebrated Brooks’ theorem for (G) replaced by s(G) and we
also prove the following upper bound for s(G):
s(G)6
lcol(G) + (G)
2
m
;
where col(G) is an invariant based on linear orderings of the vertices. Also, it is proved that
s0(G) lies between (G) and (G) + 1, as for 0(G), but it may be not equal to 0(G). Based
on our results about vertex-strength we conjecture
s(G)6
l(G) + (G)
2
m
:
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1. Introduction and preliminaries
We consider nite undirected graphs with no loops and multiple edges and use [1,2]
for the notions and notations not dened here. Let G be a graph, we denote by
P
k (G)
the smallest possible sum among all proper k-colorings of G using natural numbers. The
vertex-chromatic sum of G, denoted by
P
(G), is dened as mink>(G)
P
k (G). The
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vertex-strength of G denoted by s(G), or briey by s, is the smallest number s such
that
P
s (G)=
P
(G). Clearly, s(G)>(G) and equality does not always hold. In fact,
for every positive integer k, almost all trees satisfy s>k; see [9]. For a given coloring
c :V (G)!N and a positive integer i2N, we denote c−1(i) by Ci and G[Ci [Cj], the
graph induced by Ci [Cj, by Gij. We say that c is a minimal coloring of G whenever
for every vertex v2V (G); c(v)6s(G) and Pv2 V (G) c(v) =P (G).
Also, for a given minimal coloring c the following results are immediate conse-
quences of the above denitions:
(a) jC1j>jC2j>   >jCsj.
(b) For every v2Ci and every j< i we have N (v) \ Cj 6= ;.
(c) s(G)6(G) + 1.
(d)
P
(GnC1) =
P
(G)− jV (G)j.
(e) s(GnC1) = s(G)− 1.
(f) (GnC1)6(G)− 1
The notion of chromatic sum was rst introduced by Kubicka [8]. In [9] Kubicka
and Schwenk showed that for every natural number s>2, there is a tree of strength s
having ts vertices, where
ts:=
1p
2
((2 +
p
2)s−1 − (2−
p
2)s−1):
Tuza [12] proved that every tree of strength s has at least ts vertices. In addition, it was
proved that for every s>3 there exist precisely two trees Ts and Rs such that every
tree of strength at least s is edge-contractible to Ts or to Rs. In 1989 Thomassen et al.
[11] obtained interesting tight bounds for the chromatic sum which only depend on the
number of edges. Also the parameter P(k; t), which is dened as the minimum number
of vertices of a graph with chromatic number k and strength k + t, has been studied
in [4,6]. The coloring number of G; col(G), dened by Erd}os and Hajnal [3], is the
smallest number d such that for some linear ordering < of the vertex set, the back
degree jfv: v<u; vu2E(G)gj of every vertex u is strictly less than d. Obviously,
for every graph G; (G)6col(G). It can be shown that aside from regular graphs,
(G)6col(G)6(G) always holds.
Concerning this notion the following theorem was proved by Lick and White [10]:
Theorem A (Lick and White [10]). For every graph G we have
col(G) = 1 + max
G0
(G0);
where G0 ranges over all subgraphs of G.
This paper is divided into two sections. In the rst section we study the relationship
between s and , prove a theorem similar to Brooks’ theorem, and provide an upper
bound for s(G), using (G) and col(G). In the last section we dene the edge-strength
s0 and study the relationship between s0 and , and prove a theorem which is similar
to a theorem of Vizing.
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2. Vertex-strength
As was seen earlier, for every graph G; s(G)6(G) + 1. The following theorem
shows that equality holds if and only if G is a complete graph or an odd cycle.
The proof essentially uses some properties of s(G) and provides a new proof for the
celebrated Brooks’ theorem.
Theorem 2.1. Let G be a connected graph. Then s(G) = (G) + 1 if and only if G
is a complete graph or an odd cycle.
Proof. For brevity the proof is given for the case >4. Let G be a smallest counter-
example whose maximum degree is . We claim that there exists a minimal coloring
c of G in which jC+1j=1. Otherwise by deleting one of the vertices with color +1,
say u, and using the minimal property of G, one can recolor every component of the
graph G− u by  colors to get a minimal coloring for it and obtain a desired coloring
of G by assigning the color + 1 to u.
Now consider GnC1. If it has no K as a component, then s(GnC1)6(GnC1),
which implies s(G)− 16(G)− 1, a contradiction. Otherwise, since there is only one
vertex with color +1; GnC1 has just one component isomorphic to K, say K . Each
vertex in K has a unique neighbor in C1. Set A=C1 \N (V (K)): Then for any vertex
v2A we can give the color  + 1 to v and recolor K by 1; : : : ; . Now, using the
same argument, i.e. deleting the vertices with color 1, it can be seen that any vertex
in A together with its neighbors not in K forms a complete graph of size . This
implies that any vertex of A has just one neighbor in C2nV (K) as well as in V (K).
Fix a vertex u2A and denote the component of G12 containing u by H . If H is a
path, then at most its ends lie in A. In this case, interchange colors 1 and 2 in H ;
this will increase the color sum by at most 1. Now, however, not all vertices of A are
assigned the same color; thus, we can recolor the vertices of K with colors 1; 2; : : : ; ,
and this will decrease the color sum. Thus these two operations remove  + 1 from
the colors used without a net increase in
P
, a contradiction. If H is not a path, let v
be the nearest vertex of H to u with degree greater than 2. Clearly, there exists one
color other than  + 1 that does not appear in N (v). Recoloring v by this color and
interchanging 1 and 2 on the path from u to v in H yields a new proper coloring with
color sum at most
P
(G) +  − 1; but now as before we can recolor the vertices of
K without using + 1, thereby decreasing the color sum by at least the same amount
that it previously increased. As before, these two operations remove  + 1 from the
colors used without a net increase in
P
, a contradiction. For the case  = 3 we can
assume that throughout the proof, K is an odd cycle.
As mentioned before, for every graph G; (G)6col(G) and for irregular graphs
this can be regarded as an improvement for Brooks’ theorem. However, the inequality
s(G)6col(G) is not always true; for example, it fails for almost all trees. The following
theorem provides an improvement for Theorem 2.1.
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Theorem 2.2. For every graph G; we have
s(G)6

col(G) + (G)
2

:
Proof. Suppose G is a smallest counterexample. As in the proof of Theorem 2.1,
there exists a minimal coloring c in which jCsj= 1. Let S be the set of those vertices
which may admit the color s in such a coloring. Since G is a counterexample, (G)6
2(s(G) − 1) − col(G). This implies that at least col(G) colors appear just once in
N (Cs). So by interchanging we can give the color s to at least col(G) vertices in
N (Cs). Thus (G[S])>col(G); which contradicts Theorem A.
Recently, Jiang and West [7] have proved that the inequality above is sharp.
Theorem 2.2 provides d=2e + 1 as an upper bound for the strength of trees. This
bound can be improved as in the following result.
Proposition 2.3. For every tree T with diameter d(T ) we have
s(T )6

min(d(T ); (T ))
2

+ 1:
Proof. If (T )6d(T ) then by Theorem 2.2 there is nothing to prove. Otherwise, we
must prove s(T )6dd(T )=2e + 1. Let T be the smallest counterexample. We claim
that in a minimal coloring of T all vertices of degree one must receive the color 1.
If v is a vertex of degree one with color greater than 1, then s(T ) = s(T − v) and
d(T − v)6d(T ); by which the result follows for T . So there exists a minimal coloring
for T in which the color of each vertex of degree one is 1. Now, it is easy to see
that TnC1 is a forest such that any of its components has diameter at most d(T )− 2;
which implies:
s(T )− 16

d(T )− 2
2

+ 1:
This contradicts the choice of T .
The aforementioned results are clues for the following conjecture:
Conjecture. For every graph G
s(G)6

(G) + (G)
2

:
3. Edge-strength
The line graph L(G) of a nonempty graph G is the graph with vertex set E(G) in
which two vertices are adjacent if and only if they are adjacent edges of G.
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Denition. The edge-chromatic sum of G, denoted by
P0(G) is dened as P (L(G)),
and the edge-strength of G denoted by s0(G), is dened as s(L(G)). The symbolsP0
k (G), C
0
i and G
0
ij are dened similarly.
The proof provided for Theorem 3.1 is analogous to the proof for Vizing’s theorem
given in [5].
Theorem 3.1. For every graph G; s0(G)6(G) + 1.
Proof. Consider a smallest counterexample. As before we can, without loss of gen-
erality, assume that jC0s0 j = 1. Let u0u1 be the edge with color s0. Since s0 is greater
than  + 1, at least two distinct colors do not appear at ui; (i = 0; 1). Suppose i0
and i1 are colors which do not appear at u0 and u1, respectively. Clearly the color i0
appears at u1, otherwise replacing the color s0 with i0 yields a contradiction. Similarly,
the color i1 also appears at u0, say in the edge u0u2. Consider the component of G0i0i1
which contains the edge u0u2. Clearly this component is a path from u0 to u1. Now,
we give the color i1 to u0u1 and the color s0 to u0u2. Note that by this recoloring
the edge-chromatic sum is not increased and so we can repeat this procedure without
increasing
P0 (G). Again choose a color i2 which does not appear at u2 and is dif-
ferent from i1. Repeating this procedure we reach a vertex uk and obtain a color ik
such that ik = il (06l<k − 1); where ik does not appear at uk , as before. Consider
the component of G0i0il containing u0ul which is a path from u0 to ul+1. In G
0
i0il we
interchange the color i0 with il and recolor u0uk by the color il. Thus we succeed in
removing the color s0 without increasing the edge-chromatic sum. This completes the
proof.
Corollary 3.2. For every graph in class II (i.e. 0=+1); the edge-strength is equal
to the edge-chromatic number.
It is not dicult to see that the above result is also valid for bipartite graphs and
regular graphs. Therefore, based on these results one might conjecture that s0 and 0
are always equal. But as the following example shows, this is not the case.
Consider the graph P shown in Fig. 1(a). Clearly 0(P) = 4 and
P0
5 (P)653. We
claim that
P0
4 (P)>54. Choose a 4-coloring of P. Since, jC04j>5 implies
P0
4 (P)>
5(4) + 5(3) + 5(2) + 9(1) = 54, we can assume that jC04j64. However, C04 must cover
all vertices with degree 4 and so, up to symmetry, it must be as indicated in Fig. 1(b).
By removing these edges, we get two copies of the graph shown in Fig. 1(c). ThusP0
4 (P)>4(4) + (2 19) = 54, as desired.
According to the above example the following problem naturally comes to the mind:
Problem. Characterize all graphs G for which s0(G) 6= 0(G).
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Fig. 1.
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