We study the behavior of a fundamental tool in sparse statistical modeling -the bestsubset selection procedure (aka "best-subsets"). Assuming that the underlying linear model is sparse, it is well known, both in theory and in practice, that the best-subsets procedure works extremely well in terms of several statistical metrics (prediction, estimation and variable selection) when the signal to noise ratio (SNR) is high. However, its performance degrades substantially when the SNR is low -it is outperformed in predictive accuracy by continuous shrinkage methods, such as ridge regression and the Lasso. We explain why this behavior should not come as a surprise, and contend that the original version of the classical best-subsets procedure was, perhaps, not designed to be used in the low SNR regimes. We propose a close cousin of best-subsets, namely, its q -regularized version, for q ∈ {1, 2}, which (a) mitigates, to a large extent, the poor predictive performance of best-subsets in the low SNR regimes; (b) performs favorably and generally delivers a substantially sparser model when compared to the best predictive models available via ridge regression and the Lasso. Our estimator can be expressed as a solution to a mixed integer second order conic optimization problem and, hence, is amenable to modern computational tools from mathematical optimization. We explore the theoretical properties of the predictive capabilities of the proposed estimator and complement our findings via several numerical experiments.
Introduction
We consider the usual linear regression framework, with response y ∈ R n×1 , model matrix X = [x 1 , . . . , x p ] ∈ R n×p and regression coefficients β ∈ R p×1 . We assume that columns of X have been standardized to have zero means and unit 2 -norms. In many classical and modern statistical applications it is desirable to obtain a parsimonious model with good data-fidelity. Towards this end, the well-known "best-subset" regression [27] estimator (or "best-subsets" in short), given by the following combinatorial optimization problem:
is a natural candidate. Criterion (1) is simple to interpret: it seeks to obtain the best least squares fit with at most k nonzero regression coefficients. There is a rich body of theoretical work studying the statistical properties of Problem (1) -see, for example, [12, 13, 33, 40] and references therein. The caveat, however, is that Problem (1) is usually regarded as computationally infeasible [29] -the popular R-package "leaps" can obtain solutions to Problem (1) for n ≥ p ≈ 30. Rigorous mathematical optimization based approaches to compute solutions to Problem (1) for an arbitrary dataset have been rather scarce in the wider statistics literature -perhaps creating an aura of mystery around its operational characteristics on data-instances that arise in practice. In a recent paper [3] , the authors demonstrate that Problem (1) can be solved to certifiable global optimality via mathematical optimization techniques; in particular, leveraging the tremendous advances in mixed integer optimization (MIO) [30, 2] over the past ten or so years. For additional motivation and background pertaining to MIO, we refer the reader to the recent works of [3, 25] . These works show that, despite the worst-case intractability results, subset selection can be solved for instances much larger than what was considered possible. From a practical viewpoint, this line of research has made it possible to use subset selection procedures on real and synthetic datasets, and to explore their statistical properties -the research herein is motivated by such an exploration.
Does best-subsets overfit? Suppose that data is generated from a linear model y = Xβ * + with i iid ∼ N (0, σ 2 ), where β * is sparse, i.e., has very few nonzero elements. It is well known that if the noise level, measured by σ, is small relative to the signal level (the 2 norm of Xβ * , for example), the best-subsets estimator leads to models with excellent statistical properties [33, 40, 6] in terms of prediction, estimation and variable selection (minor additional assumptions are required for the latter two metrics). However, the situation can be quite different if the noise level is large. As we explain subsequently, this behavior is not, by any means, surprising.
To gather intuition, we first consider the Gaussian sequence model with n = p, X = I (the identity matrix), and y i = β i + i for i ∈ [n] 1 . It is well known that if |β i | is comparable to σ, then it is problematic to identify the nonzero β i 's. Moreover,β 0 will be outperformed by shrinkage estimators available via ridge [16] or 1 penalization, also known as the Lasso [35] , in terms of the estimation and, thus, the prediction error [19] . When the features are correlated this problem is exacerbated. As a second example, we consider a general (nonorthogonal design) setting with β * = 0 and use a nonzero k in Problem (1) . Then, in terms of the prediction error, the corresponding best-subsets estimator selects the worst possible subset of all those that satisfy the cardinality constraint. More specifically,β 0 displays the worst predictive performance 2 among all least-squares estimators with at most k nonzero coefficients. This simple example illustrates a general phenomenon in low signal regimes: best-subsets overfits, and the prediction error suffers. We examine this issue thoroughly in our theoretical and empirical analysis in Sections 3 and 5.
The best-subsets estimator, i.e., Problem (1), focuses on two goals: it (a) searches for the best subset of features I ⊂ [p] of size k and (b) estimatesβ 0 via the (unconstrained) least squares on the selected features, i.e.,β 0 (I) ∈ arg min θ y − X I θ 2 2 , whereβ 0 (I) denotes the entries ofβ 0 restricted to I; and X I denotes the sub-matrix of X restricted to columns I. Even if best-subsets selects I to be the support of β * , the un-regularized fit on features I would benefit from additional shrinkage when σ is large. For a simple illustration of this, consider the setting where n > p and k = p. Here,β 0 is the usual least-squares solution, which may benefit from additional shrinkage [18] to achieve a better bias-variance trade-off in the presence of noise. Further problems may arise when the SNR is low: I may be different from the support of β * ; and there is variability associated with the choice of I. Many of these observations are well-known in the statistics literature. See for example, the works of [38, 8, 9] discussing the difficulties in variable selection when the signal is weak.
The explanation above suggests that best-subsets is not a good choice when the noise level is large. We contend that the vanilla best-subsets estimator was not designed to be used for low SNR regimes. Figure 1 presents a concrete example illustrating this point. Data is generated from an underlying linear model with n = 40, p = 60 and β * j = 1 for j ≤ 5, and β * j = 0 for j > 5. The model matrix X is drawn from a multivariate Gaussian distribution with mean zero and the population pairwise correlations equal to ρ. The features are standardized to have unit 2 -norm, and σ 2 is set to match the value of SNR = Xβ * 2 2 / 2 2 . Figure 1 shows the prediction error 3 for the best-subsets estimator (computed using the framework of [3] ) for different values of k -the results have been averaged over ten different replications of (X, ). As expected, Figure 1 suggests that the predictive accuracy of best-subsets deteriorates as the SNR decreases -it is outperformed by continuous shrinkage methods such as ridge regression and the Lasso. In light of the preceding discussion, the overfitting behavior of best-subsets can be attributed to its aggressive search for I and the fact that it does not perform any shrinkage on the selected coefficients. It is clear that the best-subsets estimator, at least in the form stated in Problem (1), is not a good choice in the presence of large noise. We provide herein, a theoretical explanation for the shortcomings of best-subsets when contrasted with shrinkage methods, such as the Lasso. Another natural question to ask at this point is: how do we fix this problem? Addressing this question with an associated methodological development is the main focus of this paper. We rule out the ambitious goal of correct variable selection, as this may be not be statistically possible when the noise level is high [38, 8, 9] . Instead, we focus on improving the predictive performance of the best-subsets approach, with an explicit control on the model-size -we also desire to devise an estimator that is based on a simple, transparent and easy-to-interpret optimization criterion.
Continuous shrinkage methods, such as the ridge (q = 2) and Lasso (q = 1):
are well-known to produce estimators with excellent predictive performance, however, the corresponding estimated models are denser than the ones produced by best-subsets (see Figure 1) . The Lasso searches for a set of (active) variables (indexed by J , say), but, unlike best-subsets (which searches for I but does not shrink the coefficients), the Lasso performs an 1 -penalized regression on the selected variables. The superior predictive behavior of the Lasso can be attributed in part to the shrinkage effect of the 1 -penalty. Perhaps even more compelling is the example of ridge regression -there is no "searching" here per-se (as all the estimated coefficients are generally nonzero) -only shrinkage. The excellent predictive performance of ridge regression can be attributed to the pure shrinkage induced by the 2 2 -penalty. The notion of "model search" is closely related to the degrees of freedom of an estimator and has been explored by [36] .
The proposed estimator: The above discussion suggests the possibility of obtaining a sparse linear model with predictive performance better than best-subsets and comparable to, or even 3 We define the prediction error of an estimatorβ as 
Prediction Error , while the L2 models are completely dense. Our experimental results conform the intuition presented in the text -in the low SNR regimes L0 works poorly in terms of the prediction error -both L1 and L2 lead to smaller errors. L2 seems to be the best in terms of the prediction accuracy when SNR=0.5. Best-subsets (L0) performs the best in terms of sparsity and the predictive accuracy when SNR is high. The L0+L1/L0+L2 models seem to be hard to beat in terms of obtaining good predictive models that are also sparse (they are sparser than L1 but dense when compared to L0.) better than, ridge regression and the Lasso. In terms of sparsity, we desire a model with fewer nonzero coefficients than the Lasso, for example. Towards this end, we propose the following regularized best-subsets estimator 4 :
Above, the cardinality constraint on β directly controls the model size, and the q penalty 5 with q ∈ {1, 2} shrinks the regression coefficients towards zero with λ > 0 as the shrinkage parameter. Furthermore, Problem (3) separates out the effect of shrinkage (via λ β q ) and sparsity (via β 0 ≤ k) -this may be contrasted with the Lasso, where the tuning parameter simultaneously controls both shrinkage and sparsity, and best-subsets, which only selects but does not shrink. The family of estimators (3) in the special case of λ = 0 leads to the best-subsets estimator (Problem 1); and for k = p leads to the Lasso family (q = 1) and the ridge family (q = 2) of estimators. For other values of λ and k, Problem (3) combines the best of both worlds: bestsubsets (Problem 1) and continuous shrinkage methods such as Lasso and ridge (Problem 2). Figure 1 shows that when the SNR is high, the best predictive models from (3) coincide with best-subsets (i.e., the best choice of λ for the true value of k is close to zero). Furthermore, when k > β * 0 , continuous shrinkage regulates the overfitting behavior of best-subsets -Problem 3 overfits more slowly (as k increases) when compared to best-subsets. This observation is also supported by our theory in Section 3.1. When the SNR is low, shrinkage imparted via qregularization becomes critical -estimator (3) prefers to choose a strictly positive value of λ to get a good predictive model. The 1 -penalty in estimator (3) (with q = 1) can also act as an additional sparsification tool when k becomes large -this partially explains its (marginally) superior predictive accuracy over q = 2 for larger SNR values. Overall, Figure 1 suggests that estimator (3) leads to models with fewer nonzeros than the Lasso; and for low SNR-values its predictive performance is similar to the best among ridge regression and/or the Lasso.
Problem (3) is a combinatorial optimization problem. However, it can be expressed as a mixed integer second order conic optimization (MISOCO) problem, and can be solved to certifiable optimality by leveraging advances in modern integer optimization techniques, using standard (commercial and non-commercial) solvers like Cplex, Gurobi, Knitro, Mosek, Glpk, Scip [22, 37] . To obtain good solutions to Problem (3) with low computational cost, we propose specialized discrete first order methods by extending the framework proposed in [3, 25] . When these algorithms are used with continuation schemes across (λ, k) and randomized local search heuristics (Section 2), a family of (near optimal) solutions to Problem (3) can be computed within a few minutes 6 . These algorithms however, do not certify the quality of the solutions in terms of lowerbounds on the objective function. For the latter, we need to use the power of MIO techniques. When these heuristic algorithms are used in conjunction with MISOCO solvers for Problem (3), they usually lead to improved computational performance -see for example, [3, 25] for similar observations on related problems.
The remainder of the paper is organized as follows. In Section 2 we discuss how to compute solutions to Problem (3); in Section 3 we study the theoretical properties of our proposed estimators; in Section 4 we discuss the connections between our proposal and existing work; and in Section 5 we evaluate the performance of the proposed estimators empirically. Theoretical proofs and some computational details are provided in the Appendix.
Methodological Framework
In this section we discuss mathematical optimization methods to compute near-optimal solutions for Problem (3) . In particular, (a) we show that Problem (3) can be expressed as a MISOCO problem, which can be computed to certifiable (near)optimality using modern integer optimization solvers (Section 2.1); (b) we propose, in Section 2.2, first order stylized methods [32] with continuation strategies and stochastic local search heuristics [1, 28] , which can be used as stand-alone methods to obtain high quality solutions to Problem (3) with low computational cost.
Mixed Integer Optimization formulations
We note that every solution to Problem (3) is bounded as soon as λ > 0 -this is because the level sets of the objective function are bounded 7 . Assuming without loss of generality that β ∈ [−M, M] p , we have the following MIO representation for Problem (3):
where β and z are the optimization variables; M < ∞ is a BigM parameter [2, 3] , which is sufficiently large, so that a solution to Problem (4) is also a solution to Problem (3). The binary variable z i controls whether β i is zero or not:
is free to vary and z i = 0 implies β i = 0. The constraint i z i = k allows at most k regression coefficients to be nonzero. The nonconvexity in Problem (4) stems from the binary variable z. Problem (4), as written, is a general nonlinear MIO problem -we show that for both choices of q , the problem can be expressed as a MISOCO -a class of nonlinear MIO problems that has received a great deal of attention in the mathematical optimization literature, see for example the recent work of [37] . Problem (4) can be expressed as:
Note that constraint (5a) can be expressed as a second order cone [4] (β, u) :
7 Boundedness can also be assumed if λ is zero -this has been addressed in [3] Consider the case β q = β 1 . Here, the constraint (5b) can be expressed by introducing auxiliary continuous variablesβ i 's via the following polyhedral set:
This shows that problem (5) admits a MISOCO formulation. We now consider the choice q = 2, which leads to β q = β 2 . In this case, the epigraph version of β 2 ≤ v is already a second order cone, and, hence, the resultant Problem (5) is a MISOCO problem.
Structured Formulations: The computational performance of MISOCO solvers (of Gurobi, for e.g,) is found to improve by adding structural implied inequalities, or cuts, to the basic formulation (5) . The construction of such inequalities extends the framework proposed in [3] to the penalized form of Problem (3); and have been discussed in Section A.2. Computation of problem-specific BigM parameters and other bounds are discussed in Section A.3. We do not go into further detail of the advanced computational aspects of the problem, as it is not central to the main focus of the paper-we refer the reader to [3, 25] and [37] for related discussions.
Mixed Integer Quadratic Optimization (MIQO):
We note that Problem (4) with q = 1 can also be expressed as a MIQO problem. To this end, note that the least squares loss is a quadratic function in β, and the epigraph version of β 1 ≤ v can be expressed via linear inequalities using the extended formulation (6) .
Also note that if we replaced λ β 2 with λ β 2 2 in Problem (4), then we could readily express this problem as a MIQO. If we denote the solution to the modified problem byβ 2 2 (λ , k), then, for every fixed k, the solution path {β 2 2 (λ , k)} λ ≥0 recovers the corresponding path for the original Problem (4) with q = 2. However, we will stick to the MISOCO formulation presented above in order to be consistent with our theoretical results in Section 3.
Discrete First Order Algorithms
In this section, we propose discrete first order (DFO) methods to obtain good upper bounds for Problem (3) . The DFO algorithms may be perceived as adaptions of proximal gradient methods [32, 31] , popularly used in convex optimization, to the composite form of Problem (3). The DFO methods have low iteration complexity and can gracefully exploit warm-start information across the (λ, k)-space -with a clever combination of elaborate neighborhood continuation schemes and local combinatorial search methods they lead to near-optimal 8 solutions to Problem (3). We note that these DFO methods are heuristic algorithms and are not capable of certifying the quality of the solutions via dual-bounds. For the latter, we rely on the capabilities of MIO solvers (such as Gurobi or Cplex), which work towards obtaining globally optimal solutions via a combination of upper bounds and lower bounds (i.e., dual bounds). MIO solvers accept warm-starts available from the DFO algorithm, then subsequently improve the solution and certify optimality, at the cost of additional computational time.
We describe our proposed DFO method generalizing the framework in [3] to the composite form:
minimize
where f (β) = 1 2 y−Xβ 2 2 . Our framework applies to any convex f (β) whose gradient is Lipschitz continuous with parameter L 0 :
For
, where σ max (·) is the maximum singular value of X. As a consequence of (8), for any L ≥ L 0 , we have the following bound [32] in place:
Our algorithm minimizes an upper bound to F (β):
A key ingredient in solving the above is the thresholding operator:
S(u; k; λ q ) := arg min
where S(u; k; λ q ) denotes the set of optimal solutions to Problem (11) . We note that S(α; k; λ q ) may be set-valued -the non-uniqueness of an optimal solution to Problem (11) arises from the fact that |u i |'s may have ties.
Proposition 1. Let (1), . . . , (p) be a permutation of the indices 1, . . . , p, such that the entries in u are sorted as:
Then, the thresholding operator (11) has the following form.
For the 1 -regularizer (with q = 1) anyβ ∈ S(u; k; λ q ) is given by:
For the 2 -regularizer (with q = 2) anyβ ∈ S(u; k; λ q ) is given by:
where
is the 2 -norm of the k largest (in absolute value) entries of u.
The DFO algorithm relies on the following simple update sequence (see (10) ):
and the iterations are repeated until some convergence criterion is met. We summarize the DFO algorithm below for convenience.
2. Let I( β) denote the support of the β obtained from Step 1, i.e., I( β) = {i :
Solve the convex problem (7) restricted to the support I( β): min F (β) s.t.
For the sake of completeness, we establish convergence properties of the sequence {β (m) } m≥1 in terms of reaching a first order stationary point. Our work adapts the framework proposed in [3] to the composite form. Towards this end, we need the following definition. Definition 1. We say that η is a first order stationary point of Problem
We discuss convergence properties of the sequence {β (m) } m≥1 in terms of reaching a first order stationary point.
Proposition 2. Let {β
(m) } denote a sequence generated by Algorithm DFO. Then,
) is decreasing, and it converges to some F * ≥ 0;
we have the following finite-time convergence rate:
The proof of Proposition (2) appears in Section A.1.
Proposition 2 suggests that the DFO algorithm applied to Problem (7) leads to a decreasing sequence of objective values, which eventually converges. Under minor assumptions on the choice of L, the algorithm reaches an -optimal first order stationary point (Definition 1) in O( 1 ) many iterations. We note that the proposition makes no assumption on the data at hand -improved convergence rates may be achievable by making further assumptions on the problem data -see, for example, [3] and the discussion therein.
Neighborhood continuation and local search heuristics
Due to the nonconvexity of Problem (3), Algorithm DFO is sensitive to the initialization β (1) . When n is relatively small compared to p and the pairwise (sample) correlations among the features are high, a base initialization, such as β (1) = 0, for example, does not lead to good empirical performance (measured in terms of the objective value). These solutions can be improved, often substantially (in terms of obtaining a good objective value for Problem (3)), using continuation schemes and randomized local search-heuristics, as we discuss below. Furthermore, these continuation schemes lead to improved run-times due to the warm-starting capabilities of the DFO algorithms. We emphasize here that these algorithms can be used as stand-alone methods to obtain good feasible solutions for Problem (3) for a family of tuning parameters (λ, k). They are particularly useful if a practitioner simply desires to obtain good solutions to Problem (3) (for a family of (λ, k) values) in a relatively short time, instead of worrying about dual-bound certificates that state how close these solutions are to the global minimum of Problem (3). With low computational cost, these algorithms can be used to obtain a good estimate for the optimal tuning parameter (λ, k), based on a separate validation set.
Neighborhood Continuation: Letβ(λ, k) denote an estimate obtained via the DFO algorithm for Problem (3) with the regularization parameter λ -we drop the dependence on q for notational convenience. We let F (λ, k) denote the corresponding objective value. We consider a 2D grid of Λ × K = {λ 1 , . . . , λ N } × {k 1 , . . . , k r } with λ i > λ i+1 and k i > k i+1 for all i. We set k 1 = p, k r = 1. We set λ 1 = X y q withq = ∞ if q = 1 andq = 2 if q = 2 -the rationale being that if λ = λ 1 , then an optimal solution to Problem (3) is zero.
Step (ii) until the array of objective values {F (λ i ; k j )} i,j stops changing between successive sweeps across the 2D grid Λ × K:
(a) Set (λ, k) = (λ i , k j ) and use the DFO algorithm with (at most) four different neighborhood initializationsβ(λ a ; k b ) for (a, b) ∈ N (i, j), where N (i, j) denotes the neighbors 9 of (i, j):
For every (a, b) in the neighborhood N (i, j), letβ a,b and F a,b denote the corresponding estimate and objective value, respectively.
(b) We setβ(λ i ; k j ) equal to the estimateβ a,b with the smallest objective value:
Remarks: We make a series of remarks pertaining to Algorithm 1.
• If we denote one execution of Step-(ii) (formed by looping across all i, j ∈ [N ] × [r]) as a sweep; then successive sweeps usually lead to a strict improvement 10 in the objective values {F (λ i , k j )} i,j for several indices i, j. This is because the initializationsβ(λ a ; k b ) for (a, b) ∈ N (i, j) potentially change across successive sweeps; resulting in new estimates {β(λ i , k j )} i,j .
• In the first sweep of Algorithm 1 many neighborsβ(λ a , r b ) of (i, j) are zero. After the first sweep, however, all entries (i, j) get populated.
• The neighborhood initializationsβ(λ a ; k b ) for (a, b) ∈ N (i, j) provide excellent warm-starts for the Problem (3) at (λ i , r j ). This improves the overall runtime of the algorithm (as compared to independently computing the solutions on the 2D grid); and also helps in obtaining estimates with good objective values.
A randomized local search heuristic: We present a local-search heuristic method, which, loosely speaking, is capable of navigating different parts of the model space via a form of stochastic search. We draw inspiration from local search schemes that are popularly used in combinatorial optimization problems [1, 28] . In our context, we use these methods as initialization schemes to the DFO algorithm -they are found to work quite well in our numerical experiments in obtaining high quality solutions to Problem (3). This approach is motivated by the following empirical observation: For every (i, j), the estimatesβ(λ a , k b ) for (a, b) in the neighborhood N (i, j) often have similar supports -this may lead to the DFO algorithm getting trapped in a local minimizer of Problem (7) at (λ i , k j ). For a better exploration of the nonconvex landscape of Problem (3), we use the following stochastic search scheme: for every initializationβ(λ a , k b ), we randomly swap roughly 50% of the nonzero coefficients with 50% of the zero coefficients before passing the resulting estimate as an initialization to the DFO algorithm. This stochastic search scheme is performed as a part of the 2D continuation scheme (described above)-we register the estimate if it leads to an improvement in the objective value.
Statistical Theory
We focus on comparing the predictive performance of the best subset selection estimator,β 0 , and the Lasso estimator, β L , to that of the estimators available from Problem (3):
where, unless otherwise mentioned, · denotes the 2 -norm. The dependence on the tuning parameters is suppressed for notational simplicity. For the purposes of our theoretical discussion, we use the following definition of the prediction error (PE):
In this section we:
(a) compare the upper bounds on the prediction error for the regularized best subset estimators, β 1 and β 2 , to those that exist for the unregularized estimator,β 0 , and demonstrate that the former are superior in the case of low signal (Section 3.1);
(b) compare the actual prediction errors and demonstrate that the ones for the regularized estimators are smaller, with high probability, than the one for the unregularized estimator, when the signal is sufficiently low (Section 3.2);
(c) provide a scenario where the above point is true, but the signal is strong enough for the regularized estimators to also outperform the zero vector (corresponding to the null model) in terms of the prediction error (Section 3.3);
(c) discuss why the prediction error bounds for β 1 compare favorably to those for β L and describe the scenario where the bounds for β 1 are simultaneously better than those for β L andβ 0 (Section 3.4).
From here on, estimators β 1 and β 2 correspond to λ 1 = k −1/2 λ 2 = 2σ 2(1 + a) log p, where a can be chosen as any positive universal constant. The choice of k is specified in the presented results. We denote β * 0 by k * .
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Throughout this section the features are assumed to be centered with unit 2 norms. We will use the term high probability to mean that the probability is bounded below by 1 − a 1 p −a 2 , for some universal positive constants a 1 and a 2 , which depend on the choice of a, but not on n, p, k or k * .
Comparing the Upper Bounds on the Prediction Error
For λ 1 = λ 2 = 0, the regularized best subset estimators coincide with the unregularized one. However, when the signal is sufficiently low, the prediction error bounds available for β 1 and β 2 are superior to the one forβ 0 . Consider the following result, which is proved in Section B.1.
Then, there exists a universal constant c, such that
with high probability.
The corresponding bounds for the best-subsets estimator [see, for example, 33] are
where C is a universal constant. To simplify the exposition of the comparison of the bounds, we exclude the extreme settings where k grows nearly as fast as p. More specifically, suppose that there exists a positive universal constant b, such that k ≤ p (1−b) . In this case, provided β * 1 < (bC/c)k * σ √ log p, the prediction error bounds for β 1 are superior. Similarly, the bounds for β 2 are better than the ones forβ 0 when β * < (bC/c)σ √ k * log p. Also note that the bounds forβ 0 grow linearly in k, while the ones for β 1 do not depend on k. This nicely conforms with the empirical observation made in Figure 1 wherein, the predictive accuracy of β 1 was found to remain stable for values of k ≥ k * ; and that ofβ 0 is found to deteriorate as soon as k > k * . The bounds for β 2 grow as √ k, so they are also more robust to the wrong choice of k than those forβ 0 . However, they are less robust than the bounds for β 1 . More generally, the presented bounds for β 1 are better than those for β 2 when β * 1 / β * < √ k.
Comparing the Actual Prediction Errors
Let σ max (·) and σ min (·) denote the largest and the smallest eigenvalue of a matrix, respectively. Given a set N ⊂ {1, ..., p}, we define:
The next result specifies a low signal regime in which the actual prediction error for the regularized best-subsets estimators is guaranteed, with high probability, to be smaller than that for the unregularized estimator. The proof is given in Section B.2.
Theorem 2. Let k ≥ k * , take N to be the index set of the noise predictors, and suppose that κ k (N ) is bounded above by a universal constant. Suppose that k < 2|N |/3, and there exists a positive universal constant b such that k ≤ p 1−b . Then, there also exist universal positive constants c 1 and c 2 , for which, with high probability, inequality β * (ii) the assumption on the boundedness of κ k (N ) can be removed at the cost of multiplying c 1 , c 2 and c 3 by κ −1 k (N ) in the three inequalities above, and replacing "high probability" with "probability bounded below by 1 − 2p
It is natural to ask whether in the low signal regime considered above our estimators can still achieve smaller prediction error than the zero estimator, corresponding to the null model. We answer this question affirmatively in the next section.
Outperforming the Null Model
Now we provide a scenario, where, under the setting of Theorem 2, estimators β 1 and β 2 outperform bothβ 0 and β = 0 in terms of prediction. Thus, while the signal is low, it is still strong enough that taking k = 0 is suboptimal to k = k * . Suppose that all pairwise correlations among the signal predictor variables are equal to a positive universal constant ρ. In other words, if X S * denotes the submatrix containing the signal predictors, I is an k * by k * identity matrix, and 1 is an k * -dimensional vector of ones, then
Suppose that κ k * is bounded above by a universal constant. By the concentration properties of the singular values of Gaussian matrices [see, for example, 21], this condition holds with high probability in the case where the noise columns of X are standardized versions of random vectors containing independent realizations of N (0, 1), and (k * log p)/n is bounded above by an appropriate universal constant [see also Section 3 in 7] . Assume that σ = 1, and the nonzero elements of β * have the same sign. Note that
1 . Also note that the prediction error for the null model is simply Xβ * . Consequently, taking advantage of Theorems 1 and 2, we can conclude that there exist universal positive constants c 4 , c 5 , c 6 , and c 7 , such that inequalities c 4 log p < β * 1 < c 5 k * log p imply, with high probability, that
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The above result also holds for the estimator β 2 if we assume that all the nonzero elements of β * are equal.
Simultaneous Comparison with best-subsets and the Lasso
When the signal level is low, our regularized estimator β 1 satisfies the same favorable prediction error bound as the Lasso (see Theorem 1), with the added benefit of controlling the sparsity level through the tuning parameter k. On the other hand, it is well known in the statistical literature that, when the signal level is sufficiently high, the prediction error bounds forβ 0 are superior to those for the Lasso estimator, β L [see, for example, 33, 3] . Our regularized estimators can take advantage of this by setting the regularization parameter to zero.
Now we show that β 1 can simultaneously outperformβ 0 and β L in terms of prediction. For each nonempty index set S ⊆ {1, . . . , p} we definẽ
and we setγ ∅,k = 1. Let S * denote the index set of the nonzero coefficients in β * . Consider the following result, where we use the same (nonzero) choice of λ 1 as in the previous subsections. We note that this result follows via a slight modification to the proof of Theorem 6.3 in [5] , which consists of incorporating the newly available bound β 1 0 ≤ k. Theorem 3. Let k ≥ k * . Then, there exist universal constantsC andc, such that, with high probability,
s * | log p +cσ log p β * S * \S s * 1 , for every choice of the subset S s * ⊆ S * . Under the setting considered at the end of Section 3.1, the above error bound is superior to the best-subsets bound (15) when there exists S s * ⊆ S * , such that
On the other hand, provided that the subset S s * is nonempty, the bound in Theorem 3 is better than the one available for the Lasso [Theorem 6.3 in 5]. More specifically, the latter bound replacesγ S s * ,k with γ S s * , where
Note thatγ S,k /γ S ≥ 1 for all k and S. Moreover, for highly correlated designs this ratio can be quite large and possibly infinite.
Related work and connections to existing estimators
Curiously enough, our estimator (3) was motivated by the "regularized SVD" estimator due to Simon Funk, popularly used in the context of collaborative filtering/matrix completion (c.f. the Netflix prize) [20] . Even though the contexts are very different, there are uncanny similarities between the estimators, as we outline below. In matrix completion, the task is to complete a partially observed matrix {θ ij } with (i, j) ∈ Ω ⊂ [m] × [n] by a low rank matrix Γ = (γ ij ). By using a result in [14] , the regularized SVD estimator [see (2) in 20] can be shown to be equivalent to the following optimization 11 problem:
where, {σ i } denote the singular values of Γ, with j σ j being the nuclear norm of Γ. The first term appearing in the objective of (16) is the data-fidelity term, and λ j σ j "regularizes" Γ, the low-rank approximation to {θ ij }. If Γ is a diagonal matrix with diagonal entries given by (γ 1 , . . . , γ n ), then the penalty term and cardinality constraint reduce to the penalty and constraint appearing in Problem (3) (with q = 1).
Basic principles in combinatorial optimization immediately suggest natural convex relaxations for Problem (4) obtained by relaxing the binary variables to z j ∈ [0, 1], leading to the following optimization problem:
where Problem (18) is the equivalent Lagrangian form of Problem (17) for some choice of δ > 0. For q = 1, Problem (18) is a Lasso problem with regularization parameter λ + δ-the sparsity inducing constraint β 0 ≤ k and 1 -shrinkage (Problem (3)) get combined together. For q = 2, Problem (18) is closely related to the elastic net estimator [42] -the difference is that we penalize the 2 -norm of β and not the squared 2 norm, as is done in the elastic net. We note that the elastic net estimator was designed to encourage correlated features to have similar regression coefficients, with the 1 -penalty encouraging sparsity in β. Our experiments in Section 5 suggest that the elastic net leads to models that are much more dense than what is available via Lasso and hence Problem (3).
Estimator (3) bears similarities with some other proposals in the statistics literature-see for example, [11, 17, 43, 23, 10] . However, there are differences in motivation and approaches -the exact form of the estimator (3) does not seem to have appeared before. Our motivation is to design estimators that may "regularize" the overfitting behavior (see Figure 1 ) of subset selection in high noise regimes -we focus on getting sparse models with good predictive power. Our estimator is based on a combinatorial optimization problem, and we address the computational issues by using modern mathematical optimization methods such as MIO. Computational experiments and comparisons of our proposed estimators with some of the above methods, are presented in Section 5. In the paper [43] , the authors propose replacing the 1 penalty in the elastic net with the adaptive lasso [41] to overcome the biasing effect of Lasso that may interfere with variable selection. In a similar spirit, [17] use the nonconvex MCP [39] penalty instead of the adaptive lasso penalty of [43] . In both these works, the authors study the penalized version of the least-squares problem and not the constrained problem with a direct control on sparsity as in (3) . Their focus seems to be on getting superior variable selection performance/estimation error by using a (sparsity inducing) nonconvex penalty along with ridge regularization. Due to the curious structural similarities among the estimators, we contend that the estimator proposed herein with q = 2 will have similar operational characteristics in the context of the situations studied in [17, 43] . In addition, we believe that our proposed computational framework provides a new perspective for these prior approaches. [23] propose using a convex combination of the 0 and the 1 penalties on β, and study statistical properties of the estimator -their results, however, do not apply to the high-dimensional setting. [10] impose both a concave penalty and the 1 penalty on β. Their theoretical results demonstrate that the corresponding estimator combines the predictive strength of the 1 regularization together with the variable selection strength of the nonconvex regularization. However, the principal focus of the papers mentioned above is not on understanding and mitigating the overfitting behavior of best-subsets selection when the SNR is low, which is precisely the focus of our work.
During the final stages of this paper, we became aware of the interesting work [15] , where the authors performed a suite of experiments comparing best-subsets, the Lasso and stepwise regression procedures, expanding upon the experiments performed in [3] . Similarly to our present paper, [15] also note that in low SNR regimes the Lasso leads to better predictive models than best-subsets, while the latter dominates the Lasso for large values of the SNR. [15] demonstrate empirically that a two-stage estimation procedure: a variant of the relaxed Lasso 12 [26] leads to models with good predictive performance for both large and small SNR values. Our proposed estimator (3) may be contrasted with the relaxed Lasso in two important ways:
• Estimator (3) is characterized by a transparent optimization criterion that is easy to interpret. Furthermore, it places an explicit control on the model size via the cardinality constraint -the relaxed Lasso estimator, in contrast, exercises an implicit control on the model size via its shrinkage parameter. It is not clear to us whether the relaxed Lasso corresponds to a simple joint optimization criterion.
• We derive comprehensive statistical properties of estimator (3) to understand its superior predictive performance when compared to the best-subsets and the Lasso. It may be interesting to study if the relaxed Lasso enjoys similar statistical properties.
In addition, when the SNR is large, estimator (3) will behave similarly to the best-subsets procedure, which is well known to have excellent variable selection properties (assuming an underlying sparse linear model). As the support of the relaxed Lasso is determined by the Lasso, this twostage estimator will generally fall short in terms of variable selection -essentially inheriting the well-known suboptimal variable selection properties of the Lasso [40, 6, 34] .
While the focus of this work is on best subset selection in the case of the least squares loss, we expect a similar story to hold for the recently proposed Discrete Dantzig Selector [25] , which has superior computational performance. Our preliminary experiments (not reported here) show that, in the low SNR regimes, an 1 -regularized version of the Discrete Dantzig Selector improves upon the unregularized one.
Experiments
We explore the statistical performance of our estimator on several synthetic datasets for varying n, p values with p n, different values of SNR and correlations among the predictors; and also on a real dataset.
Synthetic Datasets: The model matrix X is formed by drawing n independent realizations of a p dimensional multivariate multivariate normal distribution with mean zero and covariance matrix Σ = (σ ij ). The columns of X are standardized to have mean zero and unit 2 norm. We generate y = Xβ * + with i iid ∼ N (0, σ 2 ) and β * ∈ R p ; and let k * = β * 0 denote the true number of nonzeros. Recall that SNR = Xβ * 2 2 / 2 2 . We consider the following examples: Example 1: We set σ ij = ρ |i−j| , ∀i, j (with the convention 0 0 = 1); β * i = 1 for k * = 7 near equispaced values in [p] and β * i = 0 otherwise. Example 2: We set σ ij = ρ, ∀i = j and σ ii = 1 for i ∈ [p]; β * i = 1 for i ≤ k * = 7 and β * i = 0 otherwise.
Note that in the above examples we take all the nonzero coefficients in β * to have the same magnitude -we do this to clearly understand how our proposed estimator regulates the overfitting behavior of best-subsets and compares with estimators such as ridge regression and the Lasso, as the SNR is varied. In our simulations, we also take different values of ρ and n, p.
We conduct the comparison across the following methods 13 :
(L0+L1) This is estimator (3) with q = 1. We took a 2D grid of tuning parameters as: Λ × K, where {λ i } N 1 is a geometrically spaced sequence of 100 values with λ 1 = X y ∞ and λ N ∼ 10 −4 λ 1 ; we chose the k values in {0, . . . , 15}.
(L0+L2) Estimator (3) with q = 2. The 2D grid was similar to the above, with λ 1 set to X y 2 (which ensures a zero solution).
(L0) Best-subsets estimator (1) with k ∈ {0, . . . , 15}.
(L1) Lasso estimator Problem (2) with q = 1 on a grid of 100 values of λ.
(L1P) Polished version of the Lasso estimator, i.e., for every L1 solution (above) we obtain a least squares fit on its support.
(L2) Ridge regression estimator with 100 tuning parameters.
(L1+L2) Elastic net estimator [42] . For each parameter λ, we consider a sequence of 20 values α ∈ [0.05, 0.95], weighing the 1 and 2 2 penalties. The estimators in (3) are computed with 3 rounds of the Neighborhood Continuation algorithm (Algorithm 1) with stochastic local search presented in Section 2.3. Let {β(λ, k)} denote the 2D family of solutions obtained. For n = 50, p = 100 computing the family {β(λ, k)} takes approximately 5-8 minutes for 3 rounds of neighborhood continuation and stochastic local search. For n = 100, p = 1000 this takes approximately 20-25 minutes on a standard Mac notebook. The DFO algorithm is run until the convergence threshold of τ = 10 −6 . Once the family of estimates {β(λ, k)} is obtained; the best choice (λ,k) is obtained based on a held-out validation set (discussed below). At this chosen tuning parameter (λ,k), we solve a MIO formulation (4) with a time-limit of 30 minutes 14 -the resultant solutions are referred to as the L0+L1 (L0+L2) estimates. We emphasize that the heuristic methods are only used to search for an optimal tuning parameter (λ,k), and the final solution is produced by using a MIO solver warm-started with the solution obtained via the DFO algorithms. The "L0" solution is obtained similarly to above-we useβ(λ N , k) from Problem (3) with q = 1 to warm-start the discrete first order algorithm (DFO). This solution is subsequently used to warm-start a MIO solver with a time-limit of 30 minutes (at the best choice ofk based on a validation set). All the common methods, L1, L1P, L2 and L1+L2, are computed using Python's scikit-learn suite of algorithms.
The simulations with different values of n, p, ρ and SNR, and the different replications, were performed in parallel on MIT's engaging server in a distributed computing platform.
Selecting the tuning parameters: For each of the above methods, we pick the estimator that minimizes the least squares loss on a validation set simulated as y = Xβ * + , with the fixed X and an independent realization of from N (0, σ 2 ) (with the same SNR). We then compute the obtained estimator's prediction error (
2 ), and the associated sparsity level, i.e., the number of nonzero regression coefficients. The results are averaged over 10 independent simulations. Figures 2, 3 and 4 summarize the results via box plots -extending from the lower to the upper quartile of the data, with a line at the median -to aggregate the results over 10 simulations. We do not present the sparsity levels of L1+L2 and L2, as these are considerably denser than L1 (which in turn, leads to the most dense solutions among all competing methods).
Summary of observations:
We summarize our general observations below:
• For a low SNR (SNR=1), L0 performs poorly in terms of prediction accuracy, due to the high level of noise in the problem. To mitigate its overfitting effect (in the presence of large noise) L0 realizes that it needs to regularize more -it does so by selecting a very sparse model -the best L0 predictive model has fewer nonzeros than β * . In all these cases, methods L1 and L2 work better than L0 in terms of the prediction accuracy. However, the estimated models are rather dense. The polished version of the Lasso: L1P, selects a model that is sparser than the Lasso -but it suffers in prediction accuracy.
The two new methods, L0+L1 and L0+L2, are comparable -they can be hardly beaten in terms of the prediction accuracy. They fix the overfitting behavior of L0 via the additional shrinkage. The best predictive models available from L0+L1/L0+L2 are similar to that of the best predictive models available via L1 and L2, however, they lead to models that are significantly sparser (i.e., fewer nonzeros). These observations are consistent with the discussion and the theoretical results in Sections 3.1 and 3.2. The L0 models are sparser than those for L0+L1 and L0+L2 -but, as we have mentioned before, L0 suffers in terms of the prediction accuracy. In summary, the methods L0+L1/L0+L2 significantly improve upon the predictive performance of L0 at the cost of marginally decreasing the model sparsity (when compared to L0 and also k * ).
• When the SNR becomes larger, L0+L1 and L0+L2 start behaving similarly to L0 in terms of both sparsity and the prediction accuracy. Additional shrinkage marginally helps the prediction accuracy, but the model sparsity becomes comparable to L0 -and both of them are concentrated around β * 0 . This is also consistent with our theoretical findings, more specifically those in Section 3.4. L1 is better than both L1+L2 and L2. L1 benefits from polishing -L1P gets closer to L0 in terms of the prediction accuracy but selects a denser model.
Comparison to cousins of Problem (3): We present some computational results that compare our proposal with the methods Mnet [17] and Adaptive elastic net [43] -as mentioned before, they were designed to mimic the behavior of the elastic net, but encourage greater sparsity and improved variable selection performance by using nonconvex stylized penalties. We emphasize that our motivation for designing estimator (3) is very different than that of [17, 43] . Despite the qualitative structural similarities between estimator (3) and those presented in [17, 43] , we do observe differences in the statistical performances of the estimators in our preliminary experiments. We contend that these differences are likely a consequence of (a) the optimization algorithms 15 and (b) the exact forms of the estimators, including the choice of the penalty function. Figure 4 compares L0+L1 and L0+L2 with the adaptive elastic net and Mnet for n = 100, p = 1000 (for data generated as per Examples 1 and 2). For the adaptive elastic net, we used the function gcdnet from the R package gcdnet with weights chosen based on Example 1 in [43] . For the Mnet method we use the ncvreg function from the R package ncvreg with the MCP penalty and ridge regularization. The tuning parameters are chosen based on a held-out validation set (similarly to the description above). It seems that estimator (3) leads to models with superior sparsity and better predictive performance.
Real Dataset: We explore the statistical properties of our proposed approach, and the competing methods on the well-known leukemia dataset 16 , which a classification dataset with 72 observations and approximately 7000 features. We keep the top 2000 features based on large (absolute) correlations with the response. We form β * by randomly selecting k * = 10 coefficients to be equal to one, while setting the rest to zero. The features are centered and standardized, and we generate y = Xβ * + with i ∼ N (0, σ 2 ), where σ is set to achieve SN R = 2. We randomly split the dataset into new training and test sets (roughly 50% each), then compute the different estimators on the training set and evaluate the prediction error on the test set. The error is averaged over ten random splits. In this experiment we only use the DFO algorithm with neighborhood continuation and local search (we did not use a MIO solver). Figure 5 displays the results. We observe that L0 overfits as soon as k ≥ 4; L0+L1 seems to deliver the best predictive models, which are also significantly sparser than those available via L1.
15 [17] use a coordinate descent method directly on the 2 2 +MCP penalized problem; and [43] solve an 2 2 + adaptive lasso regularized least squares, which is a convex problem. 16 This dataset was downloaded from http://cilab.ujn.edu.cn/datasets.htm. 2 ) refers to the best predictive models obtained after tuning on a separate validation set. Sparsity refers to the corresponding number of nonzero coefficients. Three instances of ρ, SNR values have been taken (left to right). The bottom two rows display the results for n = 100, p = 1000. For low SNR values L0 leads to poor predictive models; and is dominated by L1 and L2. The best predictive models are available from L0+L1/L0+L2 -on occasions they are comparable to the best L1/L2 models, but are much more sparse. As the SNR becomes larger, L0 starts improving. For low SNR and large ρ values ridge regression seems to work very well in terms of prediction error (though the models are dense). Figure 2 -however, this example is "harder" than Example 1 due to the uniform correlations across all pairs of features (in the population)-a larger nominal value of SNR is required before L0 matches the performance of L0+L1/L0+L2. The L0+L1/L0+L2 models seem to work the best across all the regimes. The regularized subset selection methods seem to work the best in terms of obtaining a good prediction model with few nonzeros -the model sizes are larger than k * but smaller than the best L1 models. : Aggregated results over 10 simulations for our methods, L0+L1 and L0+L2, and the adaptive elastic net and Mnet methods (as described in the text). Here, n = 100, p = 1000, ρ = 0.2; SN R = 2 for Example 1 and SN R = 3 for Example 2. We observe that our proposed methods seems to work better in terms of both the prediction accuracy and model sparsity. (a) Note that, from (9), for any β satisfying β 0 ≤ k:
Note that in (20) above we use the notationη to denote a minimizer of (19) . We now follow the proof in Proposition 6 [3] to arrive at:
and, in particular, usingη = β (m+1) and β = β (m) and L ≥ L 0 , we see that the sequence F (β (m) ) is decreasing. Because F (β) ≥ 0, we observe that the sequence F (β (m) ) converges to some F * ≥ 0.
(b) Summing inequalities (21) for 1 ≤ m ≤ M, we obtain
leading to
Because the decreasing sequence F (β (m) ) converges to F (β * ) = F * , say, we arrive at the conclusion in Part (b).
