Random weights in convolutional neural networks have shown promising results in previous studies yet remain below par compared to trained networks on image benchmarks. We explore depthwise convolutional neural networks with thousands of random filters in each layer, the sign activation function in between layers, and training performed only at the last layer with a linear support vector machine. We show that our network attains higher accuracies than previous random networks and is comparable to trained large networks on large images from the STL10 and ImageNet benchmarks. Since our network lacks a gradient due to the sign activation it is not possible to produce gradient-based adversarial examples targeting it. We show that our network is also less affected by gradient based adversarial examples produced from state of the art networks that considerably hamper their performance. As a possible explanation for our network's accuracy with random weights we show that the the margin of the linear support vector machine is larger on our final representation compared to the original dataset and that it increases with the number of random filters. Our network is simple and fast to train and predict, attains high classification accuracy particularly on large images, is hard to attack with adversarial examples, and is less affected by gradient based adversarial examples compared to state of the art networks.
Introduction
Convolutional neural networks (CNNs) attain the state of the art in image recognition benchmarks today [1] . Optimization methods such as stochastic gradient descent [2] combined with data augmentation [3] , regularization [4] , dropout and cutout [5, 6] have made CNNs the de-facto approach for accurate image recognition [7] . Interestingly, several of these methods involve randomness.
For example the dropout method [5] ignores a random set of nodes during training. The cutout method [6] masks random square patches in the input training images. Stochastic gradient descent randomly uses a single training example at a time (or mini batches) to obtain the gradient as opposed to computing it from the entire dataset. This method has been shown to converge to the global optimum for convex functions as we increase the number of iterations [8] . All of these methods use randomness to avoid overfitting during training and thus give better model generalization.
We ask the question "what is the performance of a fully random network where training is performed only in the last layer?". Specifically we explore depthwise convolutional neural network with thousands of random filters in each layer except for the final flattened one that is optimized with a linear support vector machine. Random weights have been explored previously in several studies [9, 10, 11] including generating images with random nets [12] . They show the importance of the network architecture in achieving high accuracies and connect unsupervised pre-training and discriminative fine tuning to architecture. We too demonstrate the variation in accuracy across different architectures, but our work goes further than previous random convolution nets in several ways.
First, we show that our network attains comparable accuracies to state of the art trained networks (without data augmentation) on large images from the STL10 [13] and ImageNet [14] benchmarks. Previous work on random weights has been limited to MNIST and CIFAR10 benchmarks that contain smaller images. On MNIST we reach the same high accuracy as previous random nets but on CIFAR10 we reach a much higher accuracy than previous random nets. Second, we employ the sign function as the activation function instead of the popular sigmoid and hinge (relu). Because of the sign function we don't have a gradient and thus it is not possible to use back propagation to create adversarial examples that may fool our network [15] . Third, our networks are depthwise and allow for a hybrid structure that incorporates different number of layers across each convolution filter, thus allowing features coming from different resolutions.
Below we start with a detailed description of our network model followed by a description of our experimental performance study including program parameters and implementations. We then provide results on several image benchmarks including small images of 32 × 32 to large ones of 256 × 256. Following this discuss our results and future avenues.
Methods
We briefly review convolutional neural networks before describing our contribution.
Convolutional neural networks
Convolutional neural networks are typically composed of alternating convolution and pooling layers followed by a final flattened layer. A convolution layer is specified by a filter size and the number of filters in the layer. Briefly, the convolution layer performs a a moving non-linearized dot product against pixels given by a fixed filter size k × k (usually 3 × 3 or 5 × 5). The dot product is usually non-linearized with the sigmoid or hinge (relu) function since both are differentiable and fit into the gradient descent framework. The output of applying a k × k convolution against a p × p image is an image of size (p − k + 1) × (p − k + 1).
The effect and advantage of convolution can be understood by considering all k × k patches of input training images and performing unsupervised learning on the patches [13] . This captures local similarity between images and allows for much better generalization than if we considered images as flattened input feature vectors. For example suppose we have two images containing a cat but in opposite corners. If we compared the patches of the two images we would find a cat in common. Previously Coates et. al. [13] performed k-means clustering [16] on such patches to obtain a new feature space for the input images on which they then apply a linear support vector machine [17] . Similar patches are likely to fall in the same cluster and this cluster membership determines the new feature space where images are compared by their local similarity.
A key thing to note is that the convolution performs the dot product through all layers of a given image. For example if an input image as m layers (for color RGB images m = 3) the dot product by the filter is applied to all layers and summed in the end. In the depthwise approach the i th convolution filter is applied only to the i th layer of the image.
In Figure 1 [18] we see a typical convolutional neural network with two convolution and two pooling layers. The pooling layers serve to reduce dimensionality which makes it easier to train the network. All the weights of the convolution filters and the final flattened layer are usually trained via stochastic gradient descent.
Random depthwise convolutional neural networks
Our work is inspired by successes of random weights in single layer neural networks [19, 20] and other unsupervised deep representation methods [13] . There, a linear classifier such as least squares or logistic regression is applied to the representation given by (non-linearized) outputs of a single layer Figure 1 : A typical convolutional neural network taken from [18] . network with random weights [19, 21] . We attempt to learn a feature space with random depthwise convolutions on which we then apply a linear support vector machine or stochastic gradient descent.
Our network is parameterized by the number of layers l, the size of each filter k × k and the number of filters m in each layer (this is the same in each layer). In Figure 2 we show an example of our network with two layers (l = 2) and five 3 × 3 convolution filters in each layer (m = 5, k = 3). We set the values in each filter randomly from the Normal distribution with mean 0 and variance 1.
We non-linearize the output of each convolution with the sign function. Our convolution, however, is depthwise. This means the i th convolution is applied on the i th filter only of the previous layer. In the input layer, however, the convolution is applied in the conventional way to account for RGB images that have three layers.
Our network has no pooling layers except in the final one. After we are done with convolutions we globally average pool the final layer which gives us a flattened feature space. We then apply a linear support vector machine or stochastic gradient descent.
We also explore the use of hybrid models where the number of layers varies across each filter. In this extension the m th filter has l m layers and its own filter size k m . In the example shown in Figure 3 we a network where the first filter has 3 layers (l 0 = 3), the second one has 5 layers (l 1 = 5), and the third one has 2 (l 2 = 2). The first two filters have sizes 3 × 3 and the third one is 5 × 5.
Experimental performance study
In order to evaluate the empirical performance of our random network we compare it to three state of the art networks on several image benchmarks. 
Deep networks compared in our study
We compare our method to state of the art networks in image recognition today. These are all convolutional neural networks designed to enable deeper architectures and are trained with stochastic gradient descent. We implement these networks ourselves with Tensorflow and make our implementations freely available from the study website https://github.com/xyzacademic/ RandomDepthwiseCNN.
• ResNet18 [22] : Residual convolutional networks contain connections from previous layers and not just the last one.
• DensenNet40 [23] : Convolutional networks contain dense layers in between convolutions.
• VGG16 [24] : Deep convolutional neural network with layers of convolution and pooling.
Datasets
We collect several image benchmarks on which we evaluate our method.
• MNIST [25] : Handwritten digit recognition from 10 classes in 32 × 32 images, training size of 60,000 and test size of 10,000
• CIFAR10 [26] : Object recognition from 10 classes in 32 × 32 color images, training size of 50,000, test size of 10,000
• CIFAR100 [26] : As CIFAR10 except from 100 classes
• STL10 [13] : Object recognition from 10 classes in 96 × 96 color images, training size of 5000, and test size of 8000
• Mini-ImageNet [14] : We randomly select 10 classes from the benchmark giving a total of 12,730 training and 500 test color images each of size 256 × 256. We provide these set of images on the study's website at https://github.com/xyzacademic/ RandomDepthwiseCNN.
Experimental platform and source code
We conduct all experiments on computing nodes equipped with Intel Xeon E5-2630-v4 CPUs and NVIDIA Tesla P100 16GB Pascal GPUs. We implement our method to produce the final flattened layer with Tensorflow and make it available on this study's website https://github. com/xyzacademic/RandomDepthwiseCNN. We also provide there our implementations of other networks that we study in this paper including code to generate adversarial examples.
Program parameters and training
We use the libinear program [27] version 2.20 for determining a linear support vector machine on the final layer obtained by our model. Our liblinear parameters are -s 2 -B 1 which turns on primal optimization and a threshold value of non zero. Our C (regularization) parameter values are 0.5 for CIFAR10, CIFAR100, and STL10, and 0.01 for MNIST and Mini-ImageNet. We optimize ResNet18, DenseNet40, and VGG16 networks with stochastic gradient descent. For CIFAR10 and CIFAR100 we use a batch size of 256 whereas for STL10 and Mini-ImageNet we use 32 and 16 respectively. On Mini-ImageNet we use 90 epochs and on the other benchmarks we use 300. We vary the learning rate across the number of epochs by starting with a large value of 0.1 and progressively reducing to 0.01 and 0.001 as the number of epochs increases.
Results

Hybrid models with different layers
We start by exploring the effect of combining models with different number of layers. In Table 3 we show the accuracy of our model with a fixed number of layers, fixed filter size, and 100,000 filters. In the last column we show the accuracy of a hybrid model. In STL10 and Mini-ImageNet this model is given by 25,000 filters of size k = 3 for each number of layers l 0 = 7, l 1 = 11, l 2 = 15, l 3 = 21.
In the CIFAR10 hybrid model we also have 100,000 filters. There for each filter we randomly select the filter size between 3 and 5 and number of layers between between 3 and 9 for filter size 3 and between 2 and 4 for filter size 5.
We see that the hybrid model gives a better accuracy than a fixed number of layers in all three benchmarks. We also see a difference in accuracy across different number of layers with fixed filter size. A filter size of 5 and many layers significantly deteriorates performance on CIFAR10 and STL10, both of which have smaller images than Mini-ImageNet. 
Effect of number of random filters on test accuracy
Having established that the hybrid model is better than fixed layers we proceed to determine the effect of number of filters on the test accuracy. Each filter gives rise to a new feature in the final flattened layer. We expect an improvement in test accuracy as we increase the number of filters and indeed we see this is the case in Figure 4 (a). There we see that increasing the number of filters improves the accuracy on the STL10 and CIFAR10 benchmarks. We also see that the train accuracy reaches 100% much faster and stays there while test accuracy continues to improve.
Comparison of margin before and after our network
Before looking at benchmark accuracies and runtimes we attempt to explain the increase in accuracy given by the random network. We conjecture that the new feature space given by our network makes the images better linearly separable thus giving good results with the linear support vector machine. Following the definition of the geometric margin [28] we measure the average margin defined as below. Note that the geometric margin is the minimum value of the term below across all i.
The term multiplying the label y i ∈ {−1, 1} is the signed distance of the feature vector x i to the hyperplane given by vector w and scalar threshold w 0 [29] , and n is the number of training examples. For misclassified points the product term is negative and for correctly classified points it is positive. Thus the larger the term the better separated the points from two classes are.
We select the first two classes in the STL10 benchmark and study the margins between them on our final data representation. In Figure 4 (b) we see that the separation between the two classes (given by the average margin) in both train and test are similar and increase as we increase the number of filters. This may account for the improved test accuracy given by the support vector machine on our final data representation. 
Benchmark results
In Table 2 we show test and train accuracies on the benchmark datasets with different networks. We also include results from two previous studies that use random weights [9, 10] . We train the three convolutional networks from scratch separately on each benchmark with and without data augmentation.
Before going into the accuracies we first list below our best model on each dataset.
• MNIST: One layer, filter size 7 × 7
• CIFAR10: Hybrid model of 100,000 filters. In each filter we randomly select the filter size between 3 and 5 and number of layers between between 3 and 9 for filter size 3 and between 2 and 4 for filter size 5.
• CIFAR100: Same as above • STL10: Hybrid model of 100,000 filters. We have 25,000 filters of size k = 3 for each number of layers l 0 = 7, l 1 = 11, l 2 = 15, l 3 = 21.
• Mini ImageNet: Same as above Table 2 shows that our method RDCNN obtains better accuracies than the random networks of Saxe et. al. [9] on CIFAR10 and comparable to the network of Jarrett et. al. [10] on MNIST. Both previous networks use primarily random weights followed by minimal training. Compared to fully trained networks we find our method to be behind on CIFAR10 and CIFAR100 but comparable on STL10 and Mini-ImageNet when data augmentation is not used. In fact on STL10 we attain higher accuracies than ResNet18 and the same as VGG16. On Mini-ImageNet our method is 2% behind ResNet18 even though our weights are random except for the final layer.
With data augmentation, however, the trained networks see a considerable increase in accuracy. For our method we first separately generated augmented images with flips and random rotations from STL10 (10 augments per input image). We then combined these into the original training set and used them as input to our network. Our final test accuracy was no better than training on just the original data suggesting that we may need a different augmentation or final classifier for our method.
More notable to our network is the relatively fast and simple training. In Table 3 we show the number of floating point operations (flops) to process a 256 × 256 ImageNet image from the input layer to the 
Sensitivity to gradient based adversarial attacks
An adversarial attack is a training example designed to fool a machine learning program into thinking the input belongs to a specific class when in fact it does not. Such examples can be created by optimizing on the space of inputs with gradient descent [32, 15] similar to optimizing a model on training data. For example by optimizing the objective below we can produce an example x that is similar to a target x target yet has an output label y(x) similar to our desired label y goal [33] . In this way can produce images that appear to the human eye like a panda for example but classified as a baboon or cat with high confidence by the network.
Objective 2 can be optimized with gradient descent by obtaining the gradient of the network with respect to input weights x (with fixed model weights). In our network it is not possible to obtain the gradient because we use the non-differentiable sign activation. A coordinate descent approach, however, could be used to solve Objective 2 but it is unclear at this time how effective it would be in generating adversarial examples for our network.
We generate adversarial examples with the gradients of existing networks to determine if they will fool our network and to what degree if at all. The adversarial images are generated by the equation x = x + sign(∇J(θ, x, y)) where x is the image, y is its label, J is the gradient of the network with θ the model parameters, and is the degree of image modification. A large value may create an image that is detected by the human eye and a small value may not be adversarial. We use a value of = 0.0625 which has been shown to be a reasonable value in previous adversarial attack studies [34] .
In Table 4 we show the accuracy of networks on adversarial examples created by gradients of three networks. In each case the networks were trained on the respective benchmark training sets (with and without data augmentation) and their gradients were used to create adversaries. In parenthesis we show the the test accuracy when the gradient is obtained from a trained model with data augmentation.
In the last column we show the test accuracies on the original test images.
Clearly the network whose gradient was used is the most affected by the attacks. For example when VGG16 is used to attack itself its accuracy drops from 88.5% to 37.9% on CIFAR10 without data augmentation. Our network RDCNN, however, is the least affected when we compare its accuracy on the original test images. In STL10 we see that adversaries from the VGG16 gradient drop the accuracy of all methods by large margins except ours. In fact there we see that our accuracy is the highest after the adversarial attack even with data augmentation (like in CIFAR10 as well). 
Discussion
The importance of network architecture has been emphasized in previous work [35, 9, 10] . Network architectures such as ResNet [22] and DenseNet [23] are prime examples that use novel structures to achieve high accuracies with fewer flops and number of parameters. In support of previous results we also show variation in accuracy as the models vary and for the first time show superior performance given by hybrid models.
We didn't explore data augmentation for our method except for adding augmenting images into the training input (as described earlier in Section Results). This didn't improve the test accuracy and in some cases lowered it suggesting that a linear support vector machine in the final layer may not be the best choice for augmented data. However, we don't necessarily have to apply a support vector machine on the final layer and can use a multi-layer perceptron or stochastic gradient descent in its place. One possible avenue that we are exploring is to train the final support vector machine in our model on the original training images and then fine-tune it with augmented images. In fact fine-tuning on random models has previously shown to improve accuracy [9] .
To determine the sensitivity of our method to training set size we reversed our Mini-ImageNet training and test: we use the much smaller test set of 500 images as training and 12,370 for test. In this experiment we found our method to give 58% accuracy while a trained ResNet18 gives 48% and 63.7% without and with data augmentation respectively. Thus, our method is also less sensitive than a trained network to small datasets if data augmentation is disabled.
As a possible extension of our work we may consider a different type of dropout: instead of disabling random nodes we set their parameters to random weights and train only on remaining nodes. Another extension is to introduce connections from previous layers to the current one.
Conclusion
We study a novel architecture for random convolutional neural networks that uses the sign activation and allows for hybrid models to be combined. We show that our network attain higher accuracies then previous random networks and is comparable to state of the art trained networks when data augmentation is disabled. Our method is simple and easy to train and is less sensitive to gradient based attacks than popular networks today.
