The adjoint method is an efficient approach for computing derivatives because its computational cost is independent of the number of design variables. Using the derivatives computed from the adjoint method, a gradient-based optimization can handle complex design problems such as full-scale aircraft. Despite the above advantages, implementing the adjoint method for a partial differential equation based primal solver is a time-consuming task. To lower the barrier for adjoint implementations, we propose an object-oriented framework to rapidly develop the discrete adjoint method based on OpenFOAM; an open-source, multiphysics package that contains more than 80 primal solvers involving a wide range of disciplines such as aerodynamics, hydrodynamics, heat transfer, structures, combustion, and multiphase flow. The proposed framework provides high-level interfaces that allow us to implement the adjoint method for any existing steady-state OpenFOAM primal solvers by adding or modifying only O(100) lines of source code. In this paper we introduce the overall structure of the proposed adjoint framework and detail the adjoint development process by starting with a simple scalar transport equation and then extending the development to the Navier-Stokes equations. So far, we have implemented adjoint methods for five primal solvers and four turbulence models. We observe excellent adjoint scalability with up to O(10) million cells and O(1000) CPU cores, and the maximal error in the adjoint derivatives is less than 0.1%. To further demonstrate the benefit of having the flexibility to rapidly develop the adjoint method for different solvers and turbulence models, we showcase three successful aerodynamic shape optimizations that cover incompressible, compressible, full turbulence, and transitional turbulence conditions. Our proposed adjoint framework has the potential of becoming a useful tool to handle high-fidelity multidisciplinary design optimization problems for general engineering systems such as aircraft, cars, ships, and turbomachinery.
I. Introduction
The adjoint method is an efficient approach for computing derivatives with respect to a large number of design variables because its computational cost is independent of the number of design variables. This advantage, together with a gradient-based optimization algorithm, enables the solution of large-scale design problems, such as the aerodynamic shape optimization of full aircraft configurations. The adjoint method was first introduced in fluid mechanics by Pironneau [1] and then extended for aerodynamic shape optimization by Jameson [2] . Since then, the adjoint method has been widely used in gradient-based optimization for various applications, including aerodynamics [3] [4] [5] [6] [7] [8] [9] [10] , hydrodynamics [11, 12] , heat transfer [13, 14] , structures [15] , as well as the coupling of the above disciplines [16] [17] [18] [19] . There are two different approaches for implementing the adjoint method: the continuous approach and the discrete approach. The continuous approach derives continuous adjoint equations from the Navier-Stokes (NS) equations and then discretizes these adjoint equations for numerical solution. In contrast, the discrete approach starts from the discretized NS equations for the adjoint formulation. The discrete adjoint approach is preferable because its derivatives are fully consistent with flow solutions, which provides accurate derivatives for gradient-based optimization. The discrete adjoint method has been implemented for flow solvers such as OpenFOAM [20, 21] , SUmb [6, 17, 22, 23] , SU2 [24] , STAMPS [25] , and gdpe [26, 27] .
Despite the above advantage, implementing the discrete adjoint method for a partial differential equation (PDE) based primal solver is a time-consuming task, requiring a similar amount of development time and effort as the primal solver. A discrete adjoint solver typically contains thousands of lines of source code and its development can take years. Moreover, modifying an existing adjoint solver (e.g. implementing a new turbulence model, adding additional governing equations) requires significant expertise in the implementation details for both primal and adjoint solvers. Therefore, existing adjoint implementations are typically customized for a specific primal solver and are available for and maintained by only a handful of research groups.
Given these issues, the goal of the approach proposed in this paper is to lower the barrier of developing and extending the discrete adjoint method for PDE-based primal solvers. To this end, we propose an object-oriented framework to rapidly develop discrete adjoint solvers. This framework is built on OpenFOAM, an open-source multiphysics package that contains more than 80 flow solvers involving a wide range of disciplines, such as aerodynamics, hydrodynamics, structures, heat transfer, combustion, and multiphase flow. The proposed adjoint framework leverages the objectoriented code structure in OpenFOAM to provide high-level interfaces that allow us to implement the discrete adjoint method for any existing steady-state OpenFOAM solvers by adding or modifying only O(100) lines of source code. The central recipe of the proposed framework is to use a generalized framework for partial derivative computation and adjoint equation solution, and then provide interfaces that allow users to define the solver-specific implementations, such as the residual functions and connectivity information.
The rest of the paper is organized as follows. In Section II, we start by introducing the overall structure of the proposed adjoint framework. We elaborate on the adjoint development process by first using a simple scalar transport equation, and then extending the process for the NS equations. We have implemented the adjoint method using the proposed process for five primal solvers and four turbulence models. To demonstrate the success of these implementations, in Section III, we evaluate their performance in terms of speed, scalability, memory usage, and accuracy. To further demonstrate the benefit of having the flexibility to rapidly implement the adjoint method, we showcase three successful aerodynamic shape optimizations that cover incompressible, compressible, full turbulence, and transitional turbulence conditions. These three cases are: 1. A low-speed UAV wing with a full turbulence model; 2. Same UAV wing with turbulence and transition models; 3. Common Research Model (CRM) wing in a subsonic condition. Last, we summarize the concluding remarks in Section IV.
II. Method
As mentioned above, we use the discrete adjoint method to efficiently compute the total derivative df / dx, where f is the function of interests (for aerodynamic optimization f is the objective or constraint functions) and x is the vector of design variables. The design variables x can be aerodynamic variables, such as the Mach number (M ) or angle of attack. They can also be geometric variables, such as surface geometry. In this section, we introduce the overall structure of the adjoint framework. We also elaborate on the adjoint development process for a scalar transport equation and the NS equations.
Adjoint equations
The discrete adjoint method assumes that a discretized form of governing equations is available through the primal solver, and that for a given design x, the discretized equations are solved for the state variables w such that R(x, w) = 0.
(1.1)
Here, R and w are the vectors of primal solver residuals and state variables, respectively. Note that we make no assumption of the specific form of R(x, w), and thus the above applies to any PDE. The functions of interest f are then functions of both w and x f = f (x, w).
Applying the chain rule for the total derivative, we obtain
A naive computation of dw/ dx via finite differences would require solving the governing equations n x times, where n x is the number of design variables. This would be computationally expensive for a large number of design variables. We can avoid this issue by using the fact that the derivatives of the residuals with respect to the design variables must be zero for the governing equations to remain feasible with respect to variations in the design variables. Applying the chain rule to the residuals, we can write
Solving this for dw/ dx and substituting into Eq. (1.3) we get
Considering the combination of the ∂R/∂w and ∂f /∂w terms in Eq. (1.5), we can solve the linear equation
to obtain the adjoint vector ψ. Then, this adjoint vector is substituted into Eq. (1.5) to compute the total derivative:
Since the design variable x does not explicitly appear in Eq. (1.6), we need to solve Eq. (1.6) only once for each function of interest, and thus the computational cost is independent of the number of design variables. This is an advantage for three-dimensional aerodynamic-shape-optimization problems, because the number of functions of interest is usually less than 10, but the number of design variables can be a few hundred. In summary, the discrete adjoint implementation consists of the following four major steps. In this paper, we use a Krylov-type algorithm to solve the adjiont equations, where the partial derivatives are computed by the finite-difference method, as shown in Fig. 2 . More specifically, we use the finite-difference method to compute the partial derivatives [∂R/∂w] T (process 0→1, loop 1→5→1, output 12), and [∂f /∂w] T (process 6→7, loop 7→11→7, output 13), accelerated by a graph coloring algorithm. The use of graph coloring is critical because naively computing all the elements using finite differences requires calling the residual functions n c times, where n c is the number of columns in the Jacobians. This becomes computationally prohibitive for three-dimensional problems because n c is at least a few million for useful problems. To reduce the computational cost, we partition all the columns of the Jacobian matrix into different structurally orthogonal subgroups (colors), such that, in one structurally orthogonal subgroup, no two columns have a nonzero entry in a common row. With this treatment, we can simultaneously perturb multiple columns that have the same colors (process 1), and compute their partial derivatives with calling the residual function only once. As a simple example, we consider the diagonal Jacobian matrix in Fig. 1 , a naive finitedifference implementation would require five function evaluations. With a coloring algorithm, the columns with the same colors are perturbed simultaneously and the number of function evaluations can be reduced to three. Note that the actual Jacobian matrices for a three-dimensional problem is much more complex than the diagonal matrix shown in Fig. 1 . In this paper, we use a heuristic, parallel graph coloring algorithm developed in our previous work [20] . Our coloring algorithm is applicable for any mesh topology and allows us to reduce the number of residual evaluation to O(1000), independent of the mesh size and the number of CPU cores. Figure 1 . A 5×5 diagonal Jacobian matrix computed with graph coloring. The columns with the same colors are perturbed simultaneously because they affect independent sets of rows, resulting in a maximum of three colors in this case.
After computing [∂R/∂w]
T and [∂f /∂w] T , we use the PETSc library to solve the adjoint linear equations for adjoint vector ψ (process 12→14, loop 14→16→14, output 21). PETSc provides a wide range of parallel linear and nonlinear equation solvers with various preconditioning options. We use the generalized minimal residual (GMRES) iterative linear equation solver. The GMRES method uses the Krylov subspace
where A is the transpose of the Jacobian [∂R/∂w] T , and the initial residual r 0 is:
The matrix-vector products (r 0 , Ar 0 , A 2 r 0 , . . . , A i−1 r 0 ) are needed to perform the GMRES iteration. In this paper, we assemble and store a full [∂R/∂w] T matrix and then compute the matrix-vector products for a given vector. We use the additive Schwartz method as the global preconditioner and the incomplete lower and upper (ILU) factorization approach with one or two levels of fill-in for the local preconditioning. This strategy is effective for solving the adjoint equation, as reported in previous studies [17, 22] .
Note that having an effective preconditioning matrix, [∂R/∂w] P C , is critical to speed up the convergence of adjoint equation solution. The preconditioning matrix should be similar to ∂R/∂w but be much better conditioned. To this end, we use the first order upwind scheme to compute the inviscid fluxes (convective terms) to reduce the stiffness of the matrix. We then shrink the residual stencils by reducing the maximal level of connected states for p and φ residuals from three to two. Finally, to ensure a better diagonal dominance for both [∂R/∂w] P C and [∂R/∂w], we scale the partial derivatives such that their magnitudes are as close as possible, see details in [20] .
No coloring scheme is needed for ∂R/∂x and ∂f /∂x. Instead, we use a brute-force finite-difference approach (process 17→20). We perturb each design variable and deform the surface and volume meshes to compute the mesh deformation derivative matrix (dx v / dx, where x v contains the volume mesh coordinates) using two external geometry modules (pyGeo and IDWarp). pyGeo uses a free-form deformation (FFD) approach to parameterize and manipulate design surfaces [28] . IDWarp implements an efficient analytic inverse-distance method [29] for volume mesh deformation. pyGeo and IDWarp have been described in our previous work [28] .
After computing ∂R/∂x, ∂f /∂x, and ψ, we compute the total derivative df / dx (process 20→22). Figure 2 . Krylov-type discrete adjoint framework using a coloring-accelerated finite-difference method for partial derivatives.
Object-oriented adjoint framework
The partial derivative computation and adjoint equation solution strategy shown in the above section are applicable for all primal solvers. In this section, we introduce an object-oriented interface that allows users to rapidly add solver-specified adjoint implementations. To be more specific, the object-oriented adjoint framework builds on the observation that, for different primal solvers, their adjoint implementations have the following three major variations:
1. The elements in the residual R and state variable w vectors;
2. The stencils of Jacobians;
3. The form of residual functions R(w, x).
In the proposed adjoint framework, we provides high-level interfaces that allow users to easily specify the above three variations, as shown in Fig. 3 . This is done by adding child classes for each primal solver and providing solver specific implementations such as the residual function and connectivity information. Once all the child classes are properly added and compiled, we can compute adjoint derivatives for any specified primal solver at runtime. In the following, we elaborate the process of object-oriented adjoint implementation by first using a simple scalar transport equation as an example, then extending it for NS equations. The governing equation for the scalar transport is:
where U , T , and α are the velocity vector, the temperature scalar, and the thermal diffusivity, respectively. The finite volume method is used to discretize the above equation on collocated meshes such that we obtain a discrete form of residual function R(w, x). To implement the discrete adjoint method for Eq. (3.1), we need to do the following steps:
1. We create a child class in SolverRegistry to specify the elements for R and w. In this simple case, we have only one residual function R T and one state variable T . Therefore, we simply append variable names R T and T to the registry lists, as shown in List 1.
Listing 1. Sample code to register R and w for the scalar transport equation.
1 Rlist={"TRes"}; // register residual TRes 3 WList={"T"}; // register state variable T 2. We create a child class in JacobianConnectivity to specify how many levels of surrounding T is connected to R T . This information will be used by the graph coloring scheme to compute colors. To set the connectivity, we simply assign stencil levels to the Jacobian connectivity lists in the child class, as shown in List 2. According to Eq. (3.1), R T depends on T at its own cell (level 0) and one level of surrounding cells (level 1).
Listing 2. Sample code to specify the R T connecitivty for the scalar transport equation. 3. Finally, we provide a function to compute R T based on T . Generally, this task is time-consuming because the residual functions in a primal solver typically include low-level implementation details and can become complex as more governing equations are involved. Fortunately, in OpenFOAM, each primal solver has standardised, high-level residual computation routines that we can reuse here for adjoint implementations. Taking the code in List 3 as an example. In the primal solver scalarTransportFoam, a finite-volume matrix object TEqn has been already created containing all the relevant terms (divergence and Laplacian) in the governing equation (lines 3 to 11). Here phi is the surface flux defined as phi = U · S with S being the surface area vector. Then we solve the linear equation TEqn&T=0 to obtain T (line 10). In the adjoint implementation, we reuse the TEqn from the primal solver (lines 14 to 20) and do a matrix-vector product TEqn&T to compute the residual (line 21). This strategy allows us to rapidly identify and construct the residual computation functions without specific knowledge of the low-level implementations of primal solvers.
Listing 3. Sample function for computing R T based on T . This sample code just illustrates the idea of reusing the primal code (i.e., the fvm matrix TEqn) for residual computation; the actual calcResiduals function in our code is slightly different. Having the above simple example in mind, we now extend the above strategy for more complex governing equations such as the incompressible NS equations for laminar flows:
where ν and p are the molecular viscosity and the pressure, respectively. These two equations are coupled by using the semi-implicit method for pressure-linked equations (SIMPLE) algorithm [30] along with the Rhie-Chow interpolation [31] . Similar to the scalar transport equation, the adjoint implementations for the NS equations are as follows:
1. Instead of having only one residual and one state variable, in the NS equations, we have five residuals (R u , R v , R w , R p , and R phi ) and five state variables (u, v, w, p, phi), as shown in List 4. 
1 Rlist={"URes","pRes","phiRes"}; // register residuals URes (vector), pRes, and phiRes 3 WList={"U","p","phi"}; // register state variables U (vector), p, and phi 2. Compared with the scalar transport equation, there are more than one connected state variables for each residual and the maximal level of connectivity is 3 (pRes), instead of 1, as shown in List 5.
Listing 5. Sample codes to specify the R connecitivty for the incompressible NS equations.
1
ResConInfo.set 3 ( "URes", 5 { {"U","p","phi"}, // level 0 connected states for URes 7 {"U","p"}, // level 1 connected states for URes {"U"} // level 2 connected states for URes 9 } ) 11 ResConInfo.set ( 13 "pRes", { 15 {"U","p","phi"}, // level 0 connected states for pRes {"U","p","phi"}, // level 1 connected states for pRes 17 {"U","p"}, // level 2 connected states for pRes {"U"} // level 3 connected states for pRes
{"U","p","phi"}, // level 0 connected states for phiRes {"U","p"}, // level 1 connected states for phiRes 27 {"U"}, // level 2 connected states for phiRes } 29 ); 3. We need to provide residual computation functions for URes, pRes, and phiRes. Again, we reuse the fvm matrices that have been already defined in the primal solver simpleFoam, as shown in List 6.
Listing 6. Sample functions for computing residual functions for the incompressible NS equations. This sample code just illustrates the idea of reusing the primal code (i.e., the fvm matrices UEqn and pEqn) for residual computation; the actual calcResiduals function in our code is slightly different. In summary, we can follow a similar strategy to rapidly implement the discrete adjoint method for any existing steady-state primal solvers in OpenFOAM by adding or modifying only O(100) lines of source code. This strategy is also applicable for adding new turbulence and radiation models. The major difference in adjoint implementations between different primal solvers, turbulence, and radiation models is the details of residual computation functions. As mentioned above, we can reuse the OpenFOAM's built-in fvm matrices, a high-level interface to construct the linear equation matrices. This convenient feature allow us to rapidly construct the corresponding residual computation functions without specific knowledge of the low-level implementation details. So far, we have implemented the adjoint method for five flow solvers and four turbulence models, as summarized in Table 1 . It is important to underscore that the above strategy is also applicable for implementing adjoint solvers for other disciplines such as structures, combustion, and multiphase flow. 
III. Results and Discussion
In this section, we evaluation the performance of our proposed adjoint framework in terms of speed, scalability, memory, and accuracy. To demonstrate the benefit of having the flexibility to rapidly implement the discrete adjoint method, we perform three aerodynamic shape optimizations that covers incompressible, compressible, full turbulence, and transitional turbulence conditions. To be more specific, these three cases are: 1. Multipoint aerodynamic shape optimization for a low-speed UAV wing with full turbulence; 2. Single-point aerodynamic shape optimization for the same UAV wing with transitional turbulence; 3. Single-point aerodynamic shape optimization for the common research model (CRM) wing under subsonic conditions.
Performance evaluation
To evaluate the performance of our adjoint implementations, we use the case 3 from the AIAA aircraft design optimization discussion group (ADODG) a . The ADODG case 3 is an unswept low-speed rectangular wing with an aspect ratio of 6.12 and NACA 0012 airfoil. We run flow simulations at Re = 10 6 , and M = 0.15 using various flow solvers and turbulence models. The objective function is the drag coefficient and the target lift coefficient is 0.375. The design variable is the sectional twists (γ) at 40% spanwise location. To evaluate the computational speed and scalability, we generate a fine mesh with 10 141 696 cells and the computational domain extends 20 chords from the surface. We run the primal solver for 3000 steps where their residuals stall. For adjoint equation solution, we set the relative residual tolerance to 10 −6 . When verifying the adjoint derivative accuracy, we used a coarse mesh with 102 912 cells. We directly compute the total derivative df / dx using the finite-difference method and use it as reference values. All the simulations are conducted on Stampede 2 using the Skylake nodes. For the accuracy tests, we run simulations using 48 CPU cores, while for the speed and scalability tests, we run simulations using 192 to 1536 CPU cores. For all simulations we use only 24 CPU cores per node.
Figures 4 shows the scalability of flow and adjoint computation. The adjoint derivative computation scales better than the flow simulation, especially when using more CPU cores. For example, with 1536 CPU cores, the parallel efficiencies for the flow and adjoint are 65% and 86% respectively. In addition, the runtime ratio between the adjoint and flow solutions varies between 1.7 to 2.2, which is within the acceptable range for performing practical shape optimization. In terms of memory usage, the flow solution takes 73.2 Gb memory while the adjoint computation requires 1146.2 Gb memory. The large peak memory requirement is the current bottle neck of our adjoint implementation. This large memory requirement is primarily because we explicitly form and store the state Jacobian matrix ∂R/∂w and its preconditioner. As shown in List 5, the maximal connectivity level of the state Jacobian is 3, which results in a dense matrix and requires a large amount of memory to store. We can alleviate this issue by using a Jacobian-free GMRES adjoint solution strategy detailed in [23] . Next, we evaluate the accuracy of adjoint derivative computation, as shown in Table 2 . We observe reasonably well agreements between the adjoint derivatives and the reference values for all the implemented solvers and turbulence models. The maximal relative error is less than 0.1%. This level of errors is well acceptable for performing gradientbased optimization.
Multipoint aerodynamic shape optimization for a low speed UAV wing
In this section, we perform a multi-point aerodynamic shape optimization for a low-speed UAV wing. The goal is to demonstrate the optimization capability for incompressible conditions using the implemented adjoint solver simpleFoam.
The wing geometry is taken from a multi-mission UAV prototype called Odyssey [32] . The wing planform is rectangular with an aspect ratio of 8.57 and a span of 4.572 m. The wing section profile is Eppler214. No twist or sweep is adopted in the baseline wing geometry. For the CFD, we generate a structured hexahedral mesh with 548 352 a https://info.aiaa.org/tac/ASG/APATC/AeroDesignOpt-DG/default.aspx Table 3 . Multipoint aerodynamic optimization setup for the low-speed UAV wing. Table 3 summarizes the multipoint aerodynamic optimization setup. We select three flight conditions with C L =0.6, 0.75 (nominal), and 0.9. The objective is the weighted C D with weights 0.25, 0.5, and 0.25, respectively. The design variable and constraint setup is similar to our previous work [20] . For the design variables, we use 120 FFD points to control the local wing shape at six spanwise locations, as shown in Fig. 5 . In addition, the twists at these six spanwise locations are selected to be the design variables along with the angle of attack. The total number of design variables is 127. We constrain the lift coefficients for each flight condition. In addition, we limit the local wing thickness to be greater than 50% of the baseline thickness. Finally, we constrain the total volume of the optimized wing to be greater than or equal to that of the baseline wing, and the leading and trailing edges of the wing are fixed. In total, we have 416 constraints for this case. The comparision of pressure, spanwise lift, twist, and maximal-thickness distribution between the baseline and optimized geometries is summarized in Fig. 6 . We obtain 5.1% drag reduction, which is lower than the single-point optimization (5.6% drag reduction) reported in our previous work [20] . However, compared with the single-point optimization (Fig. 16 in [20] ), here we observe a less-sharp leading edge at all spanwise locations; a favorable feature for off-design performance. Similar to what we observed in the single-point optimization, the optimized design achieves the desired elliptical lift distribution by fine-tunning the twist, thickness, and chamber distribution of the wing.
Function or variable
Description Quantity minimize f = 3 i=1 w i C D i Weighted drag coefficients with respect to ∆y deformation of FFD points in the y direction 120 γ Twist 6 α Angle of attack 1 Total design variables 127 subject to C
Aerodynamic shape optimization with turbulence transition
In this section, we demonstrate the benefit of having the flexibility to easily implement the adjoint method for any turbulence models in our proposed framework. To this end, we perform aerodynamic optimization for the same low-speed UAV wing using the kOmegaSSTLM turbulence model [33, 34] . The kOmegaSSTLM model is based on kOmegaSST with two additional variables (the intermittency γ and transition momentum thickness Reynolds number Re θt ) to predict turbulence transition. This setup enables us to handle aerodynamic design problems with transitional turbulence; a common flow condition for low-speed UAV wings.
For flow simulations, we consider the same flight condition with the Mach number 0.074 and Reynolds number 9.0×10
5 . The far field boundary condition for k and ω is computed based on 0.5% turbulence intensity and ν t /ν = 50. According to Halila et al. [35] , this setup is effective to reproduce turbulence transition for the kOmegaSSTLM model. We use the same design variable and constraint setup as shown in Table 3 except that we consider only the nominal flight condition C L =0.75. Figure 7 shows the turbulence kinetic energy contour at the symmetry plane. We observe clear turbulence transition on both upper and lower surfaces of the wing. Figure 8 shows the comparision of pressure, spanwise lift, twist, maximal thickness, and transition lines between the baseline and optimized geometries. The red and cyan lines on the wing surface denote the turbulence transition lines for the baseline and optimized designs, respectively. We obtain 6.0% drag reduction for this case. We observe a slightly larger laminar region on both upper and lower surfaces of the wing; this contributes to the drag reduction. Moreover, similar to the full turbulence condition, we achieve the desired elliptical lift distribution. However, instead of changing both shape and twist distribution as observed in the full turbulence case (Fig. 6) , here the desired lift distribution is achieved by mostly changing the twist distribution.
Aerodynamic shape optimization for the CRM wing
In this section, we perform aerodynamic shape optimization for the CRM wing. We have performed single-and multipoint aerodynamic shape optimization of the CRM wing in previous work [8, 9] . Here, we aim to demonstrate the capability of our adjoint framework to handle compressible flow conditions using the implemented adjoint solver for rhoSimpleFoam. The nominal flight condition of the CRM wing is C L = 0.5 and Re = 5 × 10 6 . In this paper, we consider only subsonic condition with M = 0.7. The design variables are 192 FFD points that control the wing shape at eight spanwise location, as shown in Fig. 9 . We also set the twists at the eight spanwise locations and the angle of attack as the design variables. We use the L2 mesh described by Lyu et al. [8] , which consists of 450 560 cells. We constrain the lift and moment coefficients to be C L = 0.5 and C M ≥ −0.1674, respectively. We also fix the root twist. In addition, we limit the local wing thickness to be greater than 25% of the baseline thickness. Finally, we constrain the total volume of the optimized wing to be greater than or equal to that of the baseline wing, and the leading and trailing edges of the wing are fixed. In total, we have 770 constraints for this case. Figure 10 shows the comparision of pressure, spansie lift, twist, and maximal thickness distributions between the baseline and optimized shapes. We obtain 5.0% drag reduction. Similar to what we observed for the above two cases, we obtain the desired elliptical lift distribution, which is achieved by fine-tuning the shape and twist distributions along the span. 
IV. Conclusion
In this paper, we introduce an object-oriented framework that allows us to rapidly implement the discrete adjoint method for any steady-state primal solver in OpenFOAM with adding or modifying only O(100) lines of codes. The central recipe of the proposed framework is to use a generalized framework for partial derivatives computation and adjoint equation solution, and then provide an interface that allow users to easily add the solver-specific implementations.
To be more specific, for the general adjoint implementation, we use the finite-difference method to compute the partial derivtives, accelerated by a heuristic, parallel graph coloring scheme. The adjoint equation is then solved using a Krylov-type linear solver (GMRES). For the solver-specific part, we provide high-level interfaces that require users to specify only the functions to compute the residuals along with connectivity information. The residuals are computed by reusing the fvm matrix objects that have been already defined in the OpenFOAM primal solvers. This convenient features allow us to easily construct the residual functions without significant knowledge of their lowlevel implementation details. The above strategy is straightforward to extend for adding new turbulence and raditions models, as well as new governing equations for other disciplines.
In this paper, we introduce the overall adjoint framework and then elaborate the adjoint implementation process for a simple scalar transport equation and the incompressible Navier-Stokes equations. So far we have implemented the adjoint method for five flow solvers and four turbulence models.
We then evalaute the peformance of the above adjoint implementations in terms of speed, scalability, memory usage, and accuracy. We observe excellent scalability with up to O(10) million cells and O(1000) CPU cores. The runtime ratio between adjoint and flow computation ranges from 1.7 to 2.2. Moreover, the adjoint derivatives match reference values by 3 significant digits with the maximal relative error being less than 0.1%.
To further demonstrate the benefit of having the flexibility to rapidly implement the adjoint method for different primal solvers and turbulence models, we conduct three aerodynamic shape optimizations that cover incompressible, compressible, full turbulence, and transitional turbulence conditions. More specifically, these three cases are: 1. Multipoint aerodynamic shape optimization for a low-speed UAV wing with full turbulence; 2. Single-point aerodynamic shape optimization for the same UAV wing with transitional turbulence; 3. Single-point aerodynamic shape optimization for the common research model (CRM) wing under subsonic condition. The drag reduction for these three cases are 5.1%, 6.0%, and 5.0%, respectively. The above aerodynamic optimization results confirm the success of our proposed adjoint framework.
Although we demonstrate only the aerodynamic optimization capability, it is straightforward to extend the proposed adjoint framework to handle PDEs for other disciplines such as heat transfer, structures, combustion, and multiphase flow. In summary, the proposed adjoint framework has the potential of becoming a useful tool to handle high-fidelity multidisciplinary design optimization (MDO) problems for general engineering systems such as aircraft, cars, ships, and turbomachinery.
